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Главное отличие систем искусственного интеллекта (ИИ) от простых автоматизированных алгоритмов заключается в способ-
ности к обучению, обобщению и выводу. Система ИИ обучается на множестве примеров, включая снимки, характеристики 
пациентов с определенным заболеванием, далее она позволяет обобщить множество таких примеров и получить некоторую 
общую функциональную зависимость, которая приводит в  соответствие данные о  пациенте и  определенный диагноз. 
Интеллектуальной система становится при реализации этой обобщающей способности. Несмотря на то, что в настоящее 
время тематика ИИ становится более понимаемой и принимаемой врачами, необходимо более глубокое понимание «как это 
работает». В статье приводится детальный обзор применения методов и моделей искусственного интеллекта в диагностике 
онкологических заболеваний на основе данных мультимодальной лучевой диагностики. Даны основные понятия искусствен-
ного интеллекта и направления его использования. С точки зрения обработки данных этапы разработки систем ИИ идентич-
ны. В  статье рассмотрены этапы интеллектуальной обработки диагностических данных, которые включают создание 
и использование обучающих баз данных онкологических заболеваний, предварительную обработку снимков, сегментацию 
изображений для выделения исследуемых объектов диагностики и классификацию этих объектов для определения, являются 
ли они злокачественными или доброкачественными. Одной из проблем, ограничивающих принятие развития систем ИИ 
медицинским сообществом, является несовершенство объяснимости результатов, получаемых при помощи интеллектуаль-
ных систем. В статье затронуты важные вопросы разработки объяснительного интеллекта, отсутствие которого в настоящее 
время существенно тормозит внедрение и использование интеллектуальных систем диагностики в медицине. Кроме того, 
цель статьи — путь к развитию взаимодействия между врачом и специалистом по искусственному интеллекту. 
Ключевые слова: искусственный интеллект, машинное обучение, онкологические заболевания, интеллектуальная диаг-
ностика 
Конфликт интересов: авторы заявили об отсутствии конфликта интересов. 
Для цитирования: Мелдо А.А., Уткин Л.В., Трофимова Т.Н. Искусственный интеллект в медицине: современное состояние и основ-
ные направления развития интеллектуальной диагностики // Лучевая диагностика и терапия. 2020. Т. 11, № 1. С. 9–17, 
DOI: http://dx.doi.org/10.22328/2079-5343-2020-11-1-9-17. 
Контакт: Мелдо Анна Александровна, anna.meldo@yandex.ru 
© Meldo А.А., Utkin L.V., Trofimova Т.N. , 2020 
ARTIFICIAL INTELLIGENCE IN MEDICINE: CURRENT STATE 
AND MAIN DIRECTIONS OF DEVELOPMENT OF THE 
INTELLECTUAL DIAGNOSTICS* 
1,2Аnna А. Meldo*, 1Lev V. Utkin, 3Тatiyana N. Trofimova 
1St. Petersburg Peter the Great Polytechnic University, St. Petersburg, Russia 
2St. Peterburg Clinical Research Center оf Specialized Types оf Medical Care (oncological), St. Petersburg, Russia 
3St. Petersburg University, St. Petersburg, Russia 
The main difference between artificial intelligence (AI) systems and simple automated algorithms is the ability to learn, syn-
thesize and conclude. The AI system is trained on a set of examples, including pictures, characteristics of patients with a cer-
tain disease, then it allows to generalize a lot of such examples and get some general functional dependence, which brings in 
line the patient data and a certain diagnosis. The system can be named intelligent if this synthetizing ability is realized. 
Although the AI systems are now becoming more understood and accepted by doctors, a deeper understanding of «how it 
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Искусственный интеллект: особенности реализа-
ции. Стремительное развитие в последние годы мето-
дов искусственного интеллекта (ИИ) и, в частности, 
машинного обучения (МО), привели к  тому, что 
появилось целое направление, связанное с разработ-
кой и  использованием интеллектуальных систем 
в медицине, которая, как оказалось, является одной 
из наиболее востребованных и перспективных обла-
стей применения и реализация современных методов 
МО и ИИ. Рост числа научных, практических и рек-
ламных публикаций на тему применения ИИ в меди-
цине, появление новых интеллектуальных систем 
и возрастающий интерес к новым разработкам со сто-
роны медицинского сообщества делает актуальным 
анализ и  систематизацию существующих подходов, 
связанных с использованием ИИ. Интерес к данному 
вопросу «подогревается» новостями об  успешных 
полученных результатах в  ряде задач, например, 
в задаче диагностики меланомы, когда 58 экспертов-
дерматологов не смогли превзойти интеллектуальную 
систему по точности диагностирования [1]. 
Прежде всего, необходимо отметить главное отли-
чие систем ИИ от других существующих алгоритмов. 
Оно заключается в  том, что система ИИ обучается 
на множестве примеров, включая снимки, характери-
стики пациентов с  определенным заболеванием. 
Эффективная система ИИ позволяет обобщить мно-
жество таких примеров и получить некоторую общую 
функциональную зависимость, которая приводит 
в  соответствие данным о  пациенте определенный 
диагноз. Это, в  свою очередь, позволяет для нового 
пациента на  основе его характеристик также полу-
чать диагноз с  заданной точностью. Именно обоб-
щающая способность систем при обучении делает их 
интеллектуальными. При этом вид этой зависимости 
в  большинстве случаев неизвестен, вследствие его 
чрезвычайной сложности. Основной акцент на обуче-
нии систем ИИ ни в коем случае не отрицает исполь-
зования комбинированного подхода, когда наряду 
с  процессом обучения применяются определенные 
знания в  виде правил, априори известные из  меди-
цинского опыта и  позволяющие существенно упро-
стить постановку диагноза. Такие правила составляли 
основу для так называемых экспертных систем, кото-
рые в свое время были одним из основных направле-
ний развития ИИ, но в  настоящее время уступили 
место системам, основанным на обучении. К сожале-
нию, использование комбинированного подхода 
в современных системах в основном ограничивается 
тем, что существующие правила включаются в струк-
туры данных о пациентах в виде отдельных атрибутов 
или признаков, что сводится к  простому обучению. 
Тем не менее именно комбинация различных подхо-
дов может стать в будущем основой для более эффек-
тивных систем ИИ как в  медицине, так и  в других 
прикладных областях. 
Диагностика и персонализированная медицина: 
два основных направления использования искус-
ственного интеллекта. Систематизацию или клас-
сификацию систем ИИ в  медицине можно начать 
с выделения двух основных или глобальных направ-
лений разработки методов и  использования ИИ. 
К  первому направлению относится диагностика 
заболеваний на  основе интеллектуального анализа 
данных о  пациенте, который включают результаты 
компьютерной томографии (КТ), магнитно-резо-
нансной томографии (МРТ), ультразвукового иссле-
дования (УЗИ), позитронно-эмиссионной томогра-
фии (ПЭТ), электроэнцефалографии (ЭЭГ), клини-
ческих анализов, анамнеза пациента, его генетиче-
ского анализа, т.е. совокупности любых данных, 
которые бы позволили принимать решение о забо-
левании с  определенной вероятностью. Основная 
задача использования ИИ в рамках первого направ-
ления заключается именно в  постановке диагноза. 
Сегодня оно является основным, что связано, преж-
де всего, с  возможностью получения большого 
объема данных пациентов по  заболеваниям и  воз-
можностью на  их основе обучения интеллектуаль-
ных систем. К  настоящему времени накопилось 
огромное количество снимков, изображений, иссле-
дований, характеризующих пациентов с  тем или 
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иным заболеванием. Другая причина быстрого раз-
вития этого направления  — совершенствование 
методов обработки изображений и  распознавания 
образов с применением так называемого глубокого 
обучения, что является базой для автоматизирован-
ной диагностики с использованием КТ, МРТ, УЗИ, 
ПЭТ. Результаты использования и тестирования уже 
разработанных систем показали, что интеллектуаль-
ные системы диагностики (ИСД) способны обнару-
живать и  классифицировать ряд заболеваний, 
например, меланому, на уровне профессионального 
врача. Это также является существенной мотиваци-
ей для быстрого развития ИСД различных заболе-
ваний. Вследствие доминирования диагностического 
направления применения ИИ в медицине основной 
акцент в данной статье будет сделан именно на нем. 
Вторым основным направлением разработок ИИ 
в  медицине является определение оптимального 
лечения, включая выбор оптимальной дозировки 
лекарственных средств, выбор алгоритма диагно-
стики и  режима лечения и  т.д. Оно ориентировано 
на конкретного пациента с учетом его персональных 
характеристик, результатов анализов, диагностиче-
ских исследований и является реализацией концеп-
ции персонализированной медицины. По сути, 
с  точки зрения методов ИИ, данное направление 
ничем не отличается от  первого направления, так 
как также решает стандартные задачи машинного 
обучения, например, задачи классификации 
и  регрессии. Однако задачи выбора оптимального 
лечения намного сложнее и, главное, требуют 
огромного объема обучающих данных, которых, 
к  сожалению, в  настоящее время далеко не доста-
точно. Более того, по  многим видам лечения, осо-
бенно новым, их просто нет, что существенно 
затрудняет развитие интеллектуальных систем, свя-
занных с  этим направлением. Можно утверждать, 
что оно сегодня находится фактически на начальном 
этапе своего развития. Тем не менее стремительное 
развитие основных компонентов цифровизации 
медицины, особенно в плане реализации электрон-
ных историй болезней, хранения больших объемов 
данных о  пациенте, общее понимание необходимо-
сти и важности цифровизации, делают перспективы 
развития второго направления более явными. 
Интеллектуальные системы диагностики: клас-
сификация, основные подходы, этапы интеллекту-
альной обработки данных. Предварительный ана-
лиз большинства существующих ИСД показал, что 
многие из  них схожи с  точки зрения применяемых 
методов ИИ и с точки зрения основных этапов обра-
ботки данных. И поэтому, прежде всего, необходимо 
рассмотрение наиболее интересных подходов в при-
менении ИИ для диагностики онкологических забо-
леваний, а также типовых этапов обработки инфор-
мации и элементов ИСД. Основные типовые этапы 
включают: создание или использование баз обучаю-
щих данных, предварительную обработку данных, 
сегментацию и  классификацию новообразований. 
Базы обучающих данных. Главным элементом 
любой ИСД, без которого невозможно обучение 
системы, является прежде всего база обучающих 
данных, т.е. множество снимков, образцов, приме-
ров, при помощи которых ИСД обучается, т.е. 
настраивает свои параметры таким образом, чтобы 
при появлении результатов обследования нового 
пациента ИСД могла бы работать в режиме тестиро-
вания и  определять соответствующий диагноз. 
В настоящее время для различных органов и спосо-
бов диагностирования собраны открытые и закрытые 
базы данных. Открытые базы, размещенные в интер-
нете, в основном используются для сравнения разра-
батываемых ИСД с точки зрения точности диагности-
рования. Так, для диагностики рака легкого использу-
ется база LUNA161 и LIDC [2]. Для диагностики опу-
холи мозга используется база BRATS 2015 [3], рака 
печени  — база LiTS [4], молочной железы  — база 
УЗИ BUS [5], меланомы — ISBI 2017 [6], почек — 
база CPTAC-CCRCC2, а  также базы КТ и  МРТ3, 
предстательной железы — PROMISE2012 [7]. ИСД 
для диагностики меланомы, представленная в извест-
ной работе  [1], обучалась на  данных из  базы 
HAM10000 («Human Against Machine with 10000 
training images») [8]. 
Это малая часть всех открытых баз данных для 
обучения, полученных для различных органов и раз-
личных методах исследования. В  настоящее время 
на  открытых сайтах имеется большое количество 
баз данных, которые можно использовать для созда-
ния систем ИИ4. 
Закрытые базы данных используются в основном 
для обучения систем, ориентированных на  опреде-
ленные группы пациентов, близкие по характеристи-
кам к  тем, чьи снимки содержаться в  базе данных. 
Предварительная обработка снимков. 
Практически ни одна ИСД не обходится без предва-
рительной обработки данных, к  которым можно 
отнести снимки, видеоряды и  т.д. Предварительная 
обработка призвана «очистить» данные от факторов, 
которые могут значительно усложнить дальнейшие 
этапы и снизить точность принятия решений (шумы, 
выбросы). Другими словами, предварительная обра-
ботка «подготавливает» данные таким образом, 
чтобы их дальнейшее использование (сегментации 
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и  классификации) позволяло бы повысить эффек-
тивность соответствующих процедур. Например, 
на снимках КТ легкого обычно удаляются дефекты, 
вызванные низкой контрастностью, а  также отде-
ляется область исследования (легочная ткань) 
от  других органов и  тканей грудной клетки (органы 
средостения, мягкие ткани грудной стенки, костные 
структуры). Основными методами, используемыми 
на  этапе предварительной обработки, являются 
фильтрация рентгеновской плотности по  шкале 
Хаунсфилда, фильтр Винера, быстрое преобразова-
ние Фурье, вейвлет-преобразование и  многие дру-
гие. Выбор методов предварительной обработки 
также зависит от  способов диагностирования. Так, 
например, при использовании МРТ предстательной 
железы выполняются три процедуры предваритель-
ной обработки. Первая процедура  — стандартиза-
ция, когда изображения, полученные с различными 
параметрами, интерполируются до  определенного 
разрешения. Вторая процедура  — очистка очага 
поражения путем применения фильтрации. Третья 
процедура — удаление из обучающих данных случа-
ев с  низким качеством изображения. Другой при-
мер — МРТ прямой кишки, когда в качестве предва-
рительной обработки применятся метод выравнива-
ния гистограмм, в соответствии с которым все уровни 
яркости приводятся к одной частоте. 
При использовании сверточных нейронных сетей 
(СНН) для классификации и сегментации изображе-
ний в качестве предварительной обработки перед их 
обучением используется процедура «копирования» 
изображений или увеличения их числа (augmenta-
tion) путем изменения контрастности, яркости, резко-
сти, размеров с последующим вращением и кадриро-
ванием. Цель такой предварительной обработки  — 
псевдо-увеличение количества обучающих данных. 
Сегментация. Следующим этапом обработки дан-
ных практически для всех способов диагностирова-
ния и различных органов является сегментация изоб-
ражений. Этот этап не имеет смысла, если ИСД 
использует информацию о  пациенте без диагности-
ческих изображений. Основная цель сегментации — 
выделение на  снимках интересующих нас областей, 
а именно новообразований, которые затем необходи-
мо классифицировать. Такой подход существенно 
упрощает процесс анализа снимков, так как дальней-
шая их обработка полностью концентрируется 
на  выделенных областях новообразований и  не 
затрагивает остальные компоненты исследуемых 
органов. Одна из основных сложностей при решении 
задачи сегментации заключается в том, чтобы отли-
чить патологические и  анатомические структуры. 
Так, например, основными источниками ошибок при 
сегментации легкого являются образования, приле-
жащие к крупным сосудам, реберной плевре, средо-
стению, диафрагме [9]. Кроме того, малые образова-
ния трудно отделять из-за ограниченной дискретиза-
ции, используемой для изображения КТ. При низком 
разрешении КТ один воксел может охватывать более 
одного типа ткани, что приводит к усреднению соот-
ветствующих значений интенсивности. 
Многие существующие ИСД ограничиваются 
только сегментацией и  предоставляют врачу само-
стоятельно определять тип новообразования, указав 
соответствующую область поражения. Для оценки 
качества сегментации обычно используется показа-
тель Dice, который представляет собой отношение 
пересечения и  объединения двух множеств пиксе-
лей  — множества размеченных пикселей, охваты-
вающих новообразование, и  множества пикселей, 
полученных в  результате сегментации. Этот же 
показатель используется как целевая функция для 
обучения нейронной сети, если сегментация исполь-
зует глубокое обучение. 
Обычный подход для большинства средств диаг-
ностирования заключается в стандартной обработке 
изображений или в сегментации на уровне вокселей 
путем анализа изменения интенсивности изображе-
ния и признаков, связанных с формой [10]. К мето-
дам сегментации следует также отнести метод мно-
жественных порогов серого, методы на  основе 
формы, методы фильтрации и подходы, использую-
щие морфологические признаки, методы, основан-
ные на кластеризации, методы разреза графа и мно-
гие другие. В ряде моделей сегментации, например, 
МРТ мозга, учитывается априорная информация 
об относительном расположении опухолевых струк-
тур в органе, например, взаимосвязи между опухо-
левыми структурами, отеком, некротическими 
участками опухоли [4, 11]. 
Приведенные методы обработки изображений 
используются для сегментации опухолей практиче-
ски во всех органах. 
Отличительная особенность перечисленных 
выше методов сегментации заключается в  том, что 
они по большому счету не являются интеллектуаль-
ными, т.е. подсистема сегментации не обучается 
на примерах, а использует жесткие алгоритмы обра-
ботки изображений. Отсутствие обучения на данном 
этапе имеет свои преимущества и  недостатки. 
Преимуществом, прежде всего, является отсутствие 
затрат времени на обучение и настройку параметров 
процедуры сегментации. Кроме того, недостаточное 
количество обучающих примеров также не играет 
роли для таких методов сегментации. В то же время 
в процессе эксплуатации время обработки снимков 
может быть существенно больше, чем при исполь-
зовании интеллектуальных алгоритмов. Также дале-
ко не всегда заранее можно учесть все возможные 
особенности новообразований в  соответствующих 
реализациях алгоритмов, что снижает возможность 
корректной сегментации, особенно, при появлении 
каких-либо необычных объектов. И поэтому парал-
лельно со стандартными методами обработки изоб-
ражений в  целях сегментации в  последнее время 
стремительно развиваются интеллектуальные алго-
DIAGNOSTIC RADIOLOGY AND RADIOTHERAPY № 1 (11) 2020
12
ритмы, которые обучаются на большом количестве 
примеров. Основу большинства таких алгоритмов 
сегментации составляют специальные глубокие ней-
ронные сети, ориентированные именно на решение 
задач сегментации. 
Интересно отметить, что промежуточным инстру-
ментом для сегментации между стандартной обработ-
кой изображений и  глубокими нейронными сетями 
являются так называемые случайные леса [12], спо-
собность которых сегментировать была успешно про-
демонстрирована в  ряде публикаций. Случайный 
лес — это один из наиболее эффективных компози-
ционных методов машинного обучения, который был 
успешно использован для сегментации злокачествен-
ной гепатомы, для сегментации рака легкого, опухо-
лей мозга, для рака молочной железы. Случайный лес 
имеет ряд преимуществ. Прежде всего, он имеет 
малое число параметров, что делает его привлека-
тельным, особенно при малом числе обучающих дан-
ных. Случайный лес может работать с пропущенными 
данными. Следует отметить, что в  настоящее время 
также интенсивно развивается направление, связан-
ное с композицией случайных лесов, которая называ-
ется глубоким лесом [13, 14] и является определенной 
альтернативой глубоким нейронным сетям. 
В последние годы большинство разработок алго-
ритмов сегментирования было сосредоточено 
на  использовании глубоких нейронных сетей. Их 
основу составляют сверточные сети (СНН) [15], 
которые организованы таким образом, что изображе-
ние проходит ряд типовых чередующихся этапов 
обработки, к которым относятся свертка (выделение 
определенных признаков на изображении, например, 
контуров объектов или элементов с  высокой плот-
ностью) и пулинг (сокращение размерности и выделе-
ние наиболее значимых признаков на изображении). 
Одной из наиболее популярных сегментационных 
нейронных сетей является SegNet [16]. Сеть состоит 
из  двух частей, которые условно можно назвать 
кодером и декодером. Кодер — обычная СНН сеть, 
которая представляет входные данные в сжатом виде 
в  виде совокупности карт наиболее значимых при-
знаков. Вторая часть, декодер, как раз решает зада-
чу сегментации путем повышения размерности сжа-
тых данных, но таким образом, чтобы на  «восста-
новленных» снимках большой размерности остава-
лась только интересующая нас информация 
(наиболее важные признаки) в виде областей ново-
образований. Это осуществляется при помощи 
последовательности операций, обратных свертке 
и пулингу. Таким образом, сегментационная нейро-
нная сеть сначала сжимает снимок, уменьшая его 
размерность, а  потом разжимает его, увеличивая 
размерность, но оставляя только важную информа-
цию. Это и  есть основная идея сегментации при 
помощи глубокой нейронной сети. 
В меньшей степени для сегментации медицинской 
информации используется так называемая полно-
сверточная нейронная сеть (FCNN) [17], принцип 
функционирования которой близок сети SegNet. 
Однако самой популярной сегментационной сетью 
в  современных ИСД является U-Net [18]. 
Архитектура сети также состоит из кодера и декоде-
ра, как и SegNet. Особенность U-Net заключается 
в  том, что в  декодере при увеличении размерности 
данных применяется операция конкатенации с соот-
ветствующими данными в кодере (обычное соедине-
ние двух снимков). U-Net показал высокую точность 
сегментации при сравнительно небольших объемах 
обучающих данных, что сделало эту сеть очень 
популярной в  биомедицинских приложениях. Для 
обработки объемных изображений, например, 
снимки КТ, была также предложена нейронная сеть 
3D-U-Net, которая работает не с двумерными изоб-
ражениями, которые могут образовывать 3D-сни-
мок, а  обрабатывает сразу объемное изображение 
целиком. Существуют также другие модификации 
U-Net для сегментации медицинских изображений. 
Для сегментации новообразований в легком разра-
ботана модификация U-Net с  использованием 
рекуррентной сети 3D-DenseU-Net [19]. 
Необходимо отметить, что и другие глубокие ней-
ронные сети используются для сегментации меди-
цинских изображений. Так для сегментации ново-
образований в легком при низкодозовой КТ исполь-
зуется нейронная сеть CDWN (Convolutional Deep 
and Wide Network) [20], в тех же целях — нейронная 
сеть iW-Net [21]. Для сегментации новообразований 
в  печени использовалась глубокая сеть CDNN 
(Convolutional-Deconvolutional Neural Networks) 
[22]. Для сегментации глиомы в  работе [23] было 
предложено использовать U-Net и  каскад из  трех 
глубоких сетей: WNet — для сегментирования всей 
опухоли, TNet  — центральной части опухоли, 
и ENet — области контрастного усиления опухоли. 
В литературе также имеются сведения о различных 
модификациях глубоких сетей для сегментации опу-
холи мозга. Полносверточная сеть, FCNN, была 
предложена для сегментации опухоли кишечника 
[24]. Для сегментации сосудов почек на снимках КТ 
была предложена сегментационная нейронная сеть 
Kid-Net [16], а для сегментации опухоли в почках — 
сеть Crossbar-Net [25]. 
Приведенные примеры использования глубоких 
нейронных сетей для сегментации изображений 
охватывают только часть всего разнообразия ИСД 
на основе нейронных сетей. Многие из приведенных 
систем показали хорошие результаты тестирования. 
Однако нельзя полагать, что глубокие нейронные 
сети являются действительно равноправной заме-
ной обычных методов обработки изображений, рас-
смотренных выше. Эти сети имеют также ряд недо-
статков, главные из  которых  — это длительное 
обучение и  настройка сети, а  также необходимость 
наличия большого объема данных для обучения. 
Кроме того, новые виды патологий могут быть не 
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сегментированы, если в  обучающей выборке не 
было похожих размеченных объектов, поэтому гово-
рить об  однозначном преимуществе глубокого 
обучения пока преждевременно. Очевидно, что ком-
бинация различных подходов может дать несравни-
мо лучшие результаты. 
Завершая рассмотрение сегментации, необходи-
мо отметить, что это наиболее важный этап всей 
процедуры диагностики, так как если патология не 
обнаружена на этом этапе, то она не будет класси-
фицирована как злокачественная или доброкаче-
ственная. Для большинства ИСД необходимость 
сегментации не вызывает никаких сомнений. 
Классификация. Следующий этап позволяет 
классифицировать выявленные на  этапе сегмента-
ции новообразования в  зависимости от  того, какие 
классы были определены в  процессе постановки 
задачи и  обучения, т.е. какие виды заболеваний 
определены в обучающей выборке. Например, если 
разметка обучающих данных такова, что определяет 
только злокачественный и  доброкачественный 
характер новообразований, то и  соответствующий 
классификатор будет определять принадлежность 
неизвестного образования только этим двум клас-
сам. Целью классификации является также исклю-
чение ложных новообразований (ложноположи-
тельных случаев), которые неправильно идентифи-
цированы на предыдущем этапе. 
Если этап сегментации может быть реализован 
методами интеллектуального и  обычного анализа 
изображения, то классификация использует только 
алгоритмы машинного обучения. Аналогично этапу 
сегментации методы классификации можно разде-
лить на две основные группы: методы «неглубокого» 
и глубокого обучения. 
Под алгоритмами «неглубокого» обучения будем 
условно понимать реализации таких базовых методов 
машинного обучения, как метод опорных векторов, 
метод ближайших соседей, деревья решений, наив-
ный байесовский метод, композиции (бустинг, бэг-
гинг, стекинг), неглубокие нейронные сети и  т.д. 
Количество ИСД, реализующих «неглубокие» мето-
ды машинного обучения, достаточно велико. 
Несмотря на  большой интерес к  методам глубокого 
обучения, они зачастую дают худшие результаты, что 
обусловлено необходимостью обучения СНН, являю-
щихся основным представителем методов глубокого 
обучения, на больших наборах данных. В то же время 
необходимо отметить, что методы глубокого обучения 
обычно используются в сочетании с обычными мето-
дами машинного обучения. Очевидно, что алгоритмы 
неглубокого обучения используют в  качестве исход-
ных данных для обучения и тестирования некоторый 
набор признаков, которые адекватно описывают 
изображения новообразований и  позволяет осу-
ществлять классификацию. Например, часто исполь-
зуется информация о  размерах, объеме, внутренней 
структуре новообразования. Информация о пациенте 
(возраст, пол, вредные привычки, образ жизни, про-
фессия) также позволяет повысить точность класси-
фикации. Различные модели, основанные на геомет-
рии новообразований и  вычисленные по  изображе-
ниям КТ, широко использовались для обнаружения 
новообразований [26, 27]. Только в  отдельных слу-
чаях, например, при использовании случайных лесов, 
классифицируются изображения, как совокупность 
пикселей или вокселей. 
В работе [28] представлен сравнительный анализ 
основных методов классификации новообразований 
легкого. Авторы работы [29] вычисляют комбинации 
признаков формы и  структуры новообразований 
легкого для использования такими классификатора-
ми, как метод опорных векторов и ближайших сосе-
дей. Обзор «неглубоких» методов классификации 
опухолей легкого можно также найти в работе [30]. 
В работах [31, 32] предлагается использовать каскад 
случайных лесов для классификации новообразова-
ний в легком. 
Несмотря на  приведенные примеры использова-
ния «неглубоких» методов машинного обучения для 
задач классификации новообразования, их реальное 
применение незначительно по сравнению с метода-
ми глубокого обучения. Поэтому ниже будет рас-
сматриваться именно эти методы. 
С постоянным накоплением обучающих данных 
и существенным увеличением их объема для многих 
видов онкологических заболеваний роль методов 
глубокого обучения стала доминирующей в алгорит-
мах классификации. Основной инструмент, исполь-
зуемый в ИСД в настоящее время — СНН и их раз-
личные 2D и 3D модификации. К ним можно отнести 
такие известные сети, как GoogLeNet, VGG, 
ResNet, Inception [15]. Не останавливаясь на  осо-
бенностях каждого типа СНН, отметим их использо-
вание для классификации различных онкологиче-
ских заболеваний. 
В литературе имеется множество ссылок 
на  использование различных СНС, таких как 3D 
Inception и  3D  Inception-ResNet, для классифика-
ции новообразований в  легких, печени, молочной 
железы, шейки матки, мочевого пузыря, предста-
тельной железы. 
В последнее время стали появляться работы, ори-
ентированные на  решение задач как сегментации, 
так и классификации, использующие новый вид глу-
боких нейронных сетей, которые относятся к порож-
дающим моделям, т.е. моделям, порождающим 
изображения, подобные тем, что имеются в обучаю-
щей выборке. Это позволяет в  ряде случаев повы-
сить эффективность ИСД. Можно выделить два 
основных типа глубоких порождающих нейронных 
сетей: конкурирующие или состязательные сети 
(adversarial networks) [33] и  вариационный автоко-
дер (variational autoencoder) [34]. Основная идея 
конкурирующей сети в рамках обработки медицин-
ской информации заключается в  генерации маски 
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изображения органа или опухоли при помощи 
порождающей сети (generator network) и  анализе 
этой маски при помощи классификационной или 
дискриминирующей сети (discriminator network). 
Примером успешного использования конкурирую-
щей сети является реализация ИСД для сегмента-
ции легкого [35], для которой показывается, что 
порождаемые сетью маски легкого являются более 
реалистичными и  точными, чем соответствующие 
изображения, получаемые обычной сегментацион-
ной сетью. Другой пример использования модифи-
кации конкурирующей сети, сверточного конкури-
рующего автокодера, для исследования предстатель-
ной железы приведен в  работе [36]. Исследование 
предстательной железы также было выполнено 
с  использованием конкурирующих сетей [37]. 
Вариационный автокодер использовался для обна-
ружения аномалии при заболевании кожи [38]. 
Рассмотренные новые модели глубокого обучения 
только начали активно использоваться в  медицин-
ской диагностике. Однако они имеют большие пер-
спективы, так как во многих задачах уже показали 
свою эффективность. 
В целом, нельзя однозначно определить, какой 
тип инструментария необходимо использовать для 
диагностики онкологического заболевания того или 
иного органа при выполнении диагностики теми или 
иными средствами. Для каждой ситуации, для каж-
дого набора данных своя архитектура ИСД является 
предпочтительной. Конечно, исходя из того количе-
ства публикаций, которые посвящены применению 
глубоких нейронных сетей для сегментации и клас-
сификации медицинских данных, создается впечат-
ление, что именно такие нейронные сети являются 
наилучшим инструментом для создания ИСД. 
Однако это не так. Необходимо отметить, что и тра-
диционные методы обработки изображений, и мето-
ды «неглубокого» обучения, и  методы глубокого 
обучения для каждого случая, для каждого органа 
имеют свои преимущества и  недостатки. На наш 
взгляд, наиболее перспективной является компози-
ция различных моделей, когда каждый этап выпол-
няется параллельно различными методами и  затем 
в зависимости от точности каждой модели их резуль-
таты комбинируются по  определенным правилам. 
Такие модели требуют больших вычислительных 
и  временных ресурсов. Однако когда речь идет 
о  правильности постановки диагноза, этими ресур-
сами можно пожертвовать. 
Объяснительный интеллект. Одной из  самых 
серьезных проблем, возникающих при использова-
нии ИСД в  медицинских приложениях, является 
проблема объяснения полученных результатов диаг-
ностирования. Реальное использование таких 
результатов возможно только в  том случае, если 
врач имеет возможность понимать, как и  почему 
было принято определенное решение системой [39]. 
Более того, наличие объяснительного элемента 
в  ИСД может соответствующим образом повысить 
доверие врачей к  разрабатываемым в  перспективе 
ИСД. Тем не менее сегодня имеется противоречие 
между точностью результатов и  их объяснительной 
возможностью. Так, наиболее эффективные методы, 
такие как глубокие нейронные сети, являются наи-
менее прозрачными и не позволяют в полной мере 
объяснить выдаваемые результаты, в  то время как 
методы, дающие четкое объяснение, например, 
деревья решений, являются менее точными. 
Интересно отметить, что определенной степенью 
объяснимости обладали экспертные системы, являю-
щиеся фактически первым инструментом ИИ. Однако 
появление методов машинного обучения, основанных 
на  использовании статистических моделей, сделало 
задачу объяснения результатов крайне актуальной. 
И  поэтому именно направление создания объясни-
тельного интеллекта становится в  настоящее время 
быстро развивающейся областью исследований. 
В области интеллектуальной диагностики онколо-
гических заболеваний на первое место должны быть 
поставлены не только методы и  модели, которые 
обеспечивают высокую точность результатов диаг-
ностики, но и  те методы, результаты диагностики 
в соответствии с которыми являются объяснимыми 
и  имеют высокую степень доверия. И  здесь может 
быть не столь важно понимание самой модели 
с точки зрения ее функционирования или функцио-
нальной структуры. Важнее понимание того, как 
результаты были получены, почему ИСД считает, 
что исследуемый объект является злокачественной 
опухолью, а не чем-то иным. 
Нам видится частичное решение задачи в попытке 
воспроизвести логику врача, когда тот, наблюдая 
на  снимке некоторое новообразование, перебирает 
мысленно все то, что он видел когда-то в  книгах, 
в своей практике и т.д., и выбирает наиболее близкие 
случаи. Такой процесс может быть смоделирован при 
помощи так называемых сиамских нейронных сетей 
[40, 41]. Сиамская сеть состоит из двух одинаковых 
подсетей, объединенных на выходе. Две подсети пре-
образуют признаки образцов новообразований 
из  базы данных, одновременно поданных на  входы 
подсетей в  процессе обучения, а  их объединенный 
выход определяет расстояние между двумя вектора-
ми преобразованных признаков. При этом указыва-
ется, являются ли оба образца злокачественными 
или нет. Таким образом, процесс обучения сети 
использует все возможные пары образцов, которые 
имеются в распоряжении. В процессе эксплуатации 
на первый вход сети подается исследуемый образец 
неизвестного новообразования, а на второй — обра-
зец из  базы злокачественных образований. Если 
нейронная сеть показала близость этих объектов, то 
принимается решение, что исследуемый образец 
является злокачественным. В  противном случае 
на второй вход подается следующий образец из базы 
данных, и  процедура повторяется. Главной особен-
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ностью процедуры является то, что сиамская сеть 
находит заданное число ближайших «известных» 
новообразований и врач может видеть их, чтобы при-
нять окончательное решение о диагнозе. ИСД в этом 
случае объясняет, почему поставлен определенный 
диагноз и  какие новообразования близки к  новому. 
Заключение. Развитие новых подходов к  разра-
ботке ИСД создает перспективу для того, чтобы эти 
системы стали настоящими помощниками врачей 
при диагностировании опухолей различных локали-
заций. Необходимо отметить, что в  большинстве 
случаев роль врача в постановке диагноза неоспори-
ма как с психологической, так и с юридической точки 
зрения. Пациенты не готовы и, скорее всего, не 
будут готовы опираться только на  данные ИСД, 
какой бы эффективной она не была, также и ответ-
ственность за  вынесение решения не может быть 
возложена на  машину. По этой причине авторам 
представляется, что ИСД, выступая в роли помощ-
ника, позволит диагносту принимать более обосно-
ванные решения. Вместе с  тем процесс принятия 
решения у  профессионала основывается не только 
на  анализе паттернов заболевания на  полученных 
изображениях, но и  на комплексе сведений, вклю-
чающих анамнестические, клинические, лаборатор-
ные данные, и даже, в некоторой степени, интуиции. 
Таким образом, постоянное взаимодействие рентге-
нолога и  ИСД с  точки зрения взаимного обучения 
позволит значительно повысить качество принимае-
мых решений как системы, так и врача. 
При чтении списка литературы можно заметить, 
что большинство источников, на которые есть ссылки 
в статье, являются препринтами из известного архива 
электронных публикаций научных статей «arxiv.org». 
Это связано с  тем, что развитие всех направлений 
ИИ настолько стремительное, что материал боль-
шинства статей, публикуемых в журналах, устарева-
ет, не успев выйти. И  поэтому «arxiv.org» наряду 
с другими архивами электронных публикаций, напри-
мер c «bioRxiv.org», является одним из  наиболее 
актуальных источником информации. 
В статье также практически не затронуты вопросы 
второго направления использования искусственного 
интеллекта в медицине — определения оптимально-
го лечения, ориентированного на конкретного паци-
ента, т.е. реализации концепции персонализирован-
ной медицины. Дело в  том, что это  — отдельное 
направление реализации методов искусственного 
интеллекта, рассмотрение которого требует отдель-
ной статьи, планируемой в ближайшем будущем.
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