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Abstract 
A high demand of oil products on daily basis requires oil processing plants to work 
with maximum efficiency. Oil, water and gas separation in a three-phase separator is 
one of the first operations that are performed after crude oil is extracted from an oil 
well. Failure of the components of the separator introduces the potential hazard of 
flammable materials being released into the environment. This can escalate to a fire 
or explosion. Such failures can also cause downtime for the oil processing plant 
since the separation process is essential to oil production. Fault detection and 
diagnostics techniques used in the oil and gas industry are typically threshold based 
alarm techniques. Observing the sensor readings solely allows only a late detection 
of faults on the separator which is a big deficiency of such a technique, since it 
causes the oil and gas processing plants to shut down. 
A fault detection and diagnostics methodology for three-phase separators based on 
Bayesian Belief Networks (BBN) is presented in this paper. The BBN models the 
propagation of oil, water and gas through the different sections of the separator and 
the interactions between component failure modes and process variables, such as 
level or flow monitored by sensors installed on the separator. The paper will report 
on the results of the study, when the BBNs are used to detect single and multiple 
failures, using sensor readings from a simulation model. The results indicated that 
the fault detection and diagnostics model was able to detect inconsistencies in 
sensor readings and link them to corresponding failure modes when single or 
multiple failures were present in the separator. 
Keywords 
Three-phase separator, fault detection, fault diagnostics, Bayesian Belief Networks, 
BBN 
1 Introduction 
According to the U.S. Energy Information Administration1 approximately 93 million 
barrels per day of oil products were produced every day around the world in 2014. 
An increasing demand of oil products requires the oil and gas processing facilities to 
work at maximum efficiency and every second spent without producing oil results in 
economic losses. The biggest losses are experienced when the offshore oil and gas 
plants need to be shut down unexpectedly due to a failure of its equipment. Three-
phase separators (TPS) are one of the key components of offshore processing 
facilities. A failure in the TPS can cause the whole oil processing plant to be stopped. 
Thus, a timely detection of failing components in the TPS is necessary. 
Faults in the TPS and other processing units in the oil and gas industry are 
commonly detected by using either thresholds of the process variables2 (e.g. oil 
level, water level and etc.), statistical analysis of the process variables3-6 or precise 
mathematical models7-10 simulating the operation of the TPS and then comparing its 
outputs with the readings obtained from the actual separator. The first approach 
usually detects failures when their effect is already critical and prevention of the 
separator shut down is unavoidable. Moreover, observing the readings from 
individual sensors and comparing them to threshold values might hide certain failure 
modes (level transmitters stuck on the last reading) unless comparison between 
several sensors is not performed. The second approach needs historical data of the 
process variables under fault free and faulty operation, which might not always be 
available in practice, especially for the hazardous failure modes. Finally, the detailed 
mathematical model approach needs a very good understanding of the process 
conditions and usually requires extensive modifications if operating conditions 
change. 
A novel fault detection and diagnostic methodology for TPS is proposed in this study. 
It can give an early warning of a failure in the system and has an ability to be easily 
adapted for the specific system. The methodology was built using the Bayesian 
Belief Network (BBN) technique. Such an approach was chosen due to several 
reasons, including the graphical representation of the modelled system, inclusion of 
expert knowledge about failure modes of the system, ability to model uncertainties in 
a probabilistic way, ability to build the model in a structured and modular way and 
update the prior knowledge about occurrence of certain failure modes without 
altering the structure of the model. 
2 Three-phase separator 
The three-phase separator is one of the main components in the oil production plant. 
This unit is responsible for separating gas, water and solid impurities from oil. The 
operation of the TPS is based on the laws of gravity, allowing a liquid with a higher 
density, such as water, to settle on the bottom of the separator, and a liquid with a 
lower density, such as oil, as well as gas, to flow to the top of the separator. Different 
types of separators can be used in industry, the most common ones being 
horizontal, vertical and spherical. A horizontal separator is most commonly used due 
to the ease of maintenance, good separation quality and low initial set-up costs. In 
this study, a horizontal TPS with a weir is considered. However, the proposed 
methodology is generic and with some minor adjustments it could be applied to other 
types of separator. 
 Figure 1. Horizontal three-phase separator schematic of configuration with weir 
A schematic diagram of a typical horizontal three-phase gravity separator with a weir 
can be seen in Figure 1. The whole vessel can be roughly divided into three 
sections: 
1. The gravity settling section (or the liquid separation section), where the 
separation of water and oil takes place (the section to the left of the weir). 
2. The separated oil section, where the separated oil flows from the liquid 
separation section (the section to the right of the weir). 
3. The remaining space of the vessel is left for the gas phase (separated gas 
section). 
The main components to monitor and control the horizontal three-phase separator 
given in Figure 1 are summarised in Table 1. 
Table 1. Components to monitor and control three-phase separator11 
Name Component Purpose 
FT0 Flow rate 
transmitter 
Measures the multiphase flow (water, oil and gas 
individually) coming to the separator from the 
upstream equipment. Provides the information to 
predict the water, oil and gas level changes in the 
separator. 
LT1 Level 
transmitter 
Measures the levels of water and oil in the gravity 
settling section. Provides the information to 
control the water-oil interface level for the safe 
and efficient use of the separator. 
LC1 PI controller Provides a control command to keep the control 
valve CV1 at the necessary opening so that the 
water-oil interface is maintained at the desired 
level (based on Proportional Integral (PI) control 
mode12) Receives the information from the LT1 
Name Component Purpose 
level transmitter. 
CV1 Control valve Provides a way to control the water-oil interface 
level in the gravity settling section by 
opening/closing when the corresponding 
command is received from the controller LC1. 
FT1 Flow rate 
transmitter 
Measures the flow of the liquid allowed by the 
opening of the control valve CV1 to monitor the 
outflowing water from the separator. 
LT2 Level 
transmitter 
Measures the level of oil in the separated oil 
section. Provides the information to control the oil 
level for the safe and efficient use of the 
separator. 
LC2 PI controller Provides a control command to keep the control 
valve CV2 at the necessary opening so that the 
separated oil is maintained at the desired level. 
Receives the information from the LT2 level 
transmitter. 
CV2 Control valve Provides a way to control the oil level in the 
separated oil section by opening/closing when the 
corresponding command is received from the 
controller LC2. 
FT2 Flow rate 
transmitter 
Measures the flow of the liquid allowed by the 
opening of the control valve CV2 to monitor the 
outflowing separated oil from the separator. 
LT3 Pressure 
transmitter 
Measures the pressure in the separator. Provides 
the information to control the pressure inside the 
vessel for the safe and efficient use of the 
separator. 
LC3 PI controller Provides a control command to keep the control 
valve CV3 at the necessary opening so that the 
pressure is maintained at the desired level. 
Receives the information from the LT3 level 
transmitter. 
CV3 Control valve Provides a way to control the pressure inside the 
separator by opening/closing when the 
corresponding command is received from the 
controller LC3. 
FT3 Flow rate 
transmitter 
Measures the flow of the gas allowed by the 
opening of the control valve CV3 to monitor the 
outflowing gas from the separator. 
2.1 Simulation model of a three-phase separator 
When developing a fault detection and diagnostic technique for an industrial system, 
it is essential to test the technique in as close to the real operating conditions as 
possible. This can be done in several ways: having a scaled version of the real 
operating system or modelling the system and its operation using specialised 
software tools5, 7. The first option is more desirable, since a scaled system can have 
operating conditions similar to those of the real system. However, this option is rarely 
used in practice, since building a test system can be costly. Moreover, testing using 
such a system usually takes more time, since all the effects of failures have to be 
removed from the system before another failure can be induced in the system. It 
might even be unsafe to induce certain failure modes, which might lead to the 
damage of the system. 
The second option – system models – are favoured, since they can capture the main 
operating conditions of real systems and are cheap to implement. Furthermore, the 
data from the models is easily obtainable and even hazardous failure modes can be 
easily tested. The cost of developing models, the time taken to get the data and the 
ease of modelling different failures are the most important factors making the system 
models a preferred option for testing and validating fault detection and diagnostic 
techniques. The latter approach was also used in the study performed. 
Software with a graphical user interface for modelling the operation of a TPS under 
both normal operating conditions and those affected by faults was written in C++. A 
simplified model of a TPS was considered. If necessary, the complexity of the 
simulation model can be increased by modifying the model assumptions. The 
assumptions used for the TPS modelling are as follows: 
1) The separation process is assumed to be perfect. All of the incoming 
mixture is completely separated into three different phases, i.e. water, oil 
and gas, and the separation occurs instantly. 
2) The layers of the different phases are formed on top of each other and do 
not mix, just separate. 
3) There are no leaks in the separator. 
4) The volume of internal components (e.g. inlet diverter, weir) is not 
considered. 
5) The maximum inflow is twice as high as the average inflow. Control valves 
are designed to allow the same maximum outflow rates as those of the 
maximum inflows, when the valves are fully open. When outlet valves are 
half opened, an amount corresponding to an average inflow is released 
from the vessel. 
6) The precision of level transmitters is 1 cm, the precision of the flow rate 
transmitters is 0.001 m3 (1 litre) and the precision of the pressure 
transmitter is 1 kPa. 
7) Control valves can be opened with a 5% precision ranging from being fully 
closed (opened 0%) to fully opened (opened 100%). 
8) A control command sent from the controller to a control valve is 
recalculated every 5 seconds, while levels of water, oil and gas are 
monitored every second. 
9) There is no dead time between time points when the level of each phase is 
measured and sent from the transmitter to the controller; and then the 
control command is sent from the controller to the control valve. 
10) Selected PI control parameters 𝐶𝑂𝑏 (controller bias value), 𝐾𝐶 (controller 
gain) and 𝑇𝑖 (integral time) are such that they do not cause a disruption to 
the operation of the TPS when all of the control components are working. 
11) Physical design parameters of the separator (e.g. weir height, separator 
radius and etc.) and normal operating conditions (e.g. water-oil interface 
set point, oil level set point), given in Table 3 are assumed to be chosen 
appropriately. 
12) Selected failure modes given in Table 2 are only considered for the simulation 
model. 
Table 2. Failure modes of components of a three-phase separator 
Component name Failure mode 
The way the failure mode is 
modelled 
Flow transmitter 
(FT0, FT1, FT2, 
FT3) 
1 – Failed stuck 
(FS) 
The flow rate shown remains the 
same as at the time of failure 
irrespective of the actual flow rate. 
Level transmitter 
(LT1, LT2, LT3) 
1 – Failed stuck 
(FS) 
The level shown remains the same 
as that at the time of failure and 
this level is sent to the controller 
each time the control command is 
updated, irrespective of the actual 
level. 
PI controller 
(LC1, LC2, LC3) 
1 – Failed low (FL) The minimum output command is 
sent to the control valve, 
regardless of the actual information 
received from the corresponding 
transmitter. 
2 – Failed high 
(FH) 
The maximum output command is 
sent to the control valve, 
regardless of the actual information 
received from the corresponding 
transmitter. 
Control valve 
(CV1, CV2, CV3) 
1 – Failed closed 
(FC) 
The valve remains closed and 
prevents any flow, regardless of 
the actual command received from 
the controller 
2 – Failed opened 
(FO) 
The valve remains fully opened 
and allows maximum flow, 
irrespective of the actual command 
received from the controller 
 
13) Discrete 1 second time steps are used to model the operation of the TPS. 
Table 3. Parameters of the three-phase separator model 
Parameter Value 
Separator radius 2 m 
Gravity settling section length 7 m 
Separated oil section length 3 m 
Weir height 2 m 
Water-oil interface set point 1 m 
Oil level set point 1 m 
Pressure set point 500 kPa 
Maximum flow through valve CV1 0.15 m3/s 
Maximum flow through valve CV2 0.15 m3/s 
Maximum flow through valve CV3 0.15 m3/s 
Initial water level 1 m 
Initial oil level 1 m 
Initial pressure level 500 kPa 
The inflows of oil, gas and water are modelled as oscillating flows with a sine 
function. The minimum and maximum values of flow, 𝐿𝐵 and 𝑈𝐵 respectively, have 
to be specified together with a number of full sine waves, 𝑁𝑤𝑎𝑣𝑒𝑠, throughout the 
simulation duration, 𝑁𝑠𝑖𝑚. Then the flow can be simulated with a given equation: 
 𝑓𝑙𝑜𝑤(𝑡) =
1
2
(sin(𝑥) + 1)(𝑈𝐵 − 𝐿𝐵) + 𝐿𝐵, 2.1 
where 𝑓𝑙𝑜𝑤(𝑡) is the simulated flow at time 𝑡 and 𝑥 is defined as follows: 
 𝑥 =
2 ∙ 𝑁𝑤𝑎𝑣𝑒𝑠
𝑁𝑠𝑖𝑚
∙ 𝑡 ∙ 𝜋, 2.2 
where 𝑁𝑤𝑎𝑣𝑒𝑠 is the number of full sine waves occurring during the simulation. 
Using equations 2.1 and 2.2, the simulated flow is ensured to have a selected 
number, 𝑁𝑤𝑎𝑣𝑒𝑠, of full sine waves throughout the simulation duration 𝑁𝑠𝑖𝑚. The flow 
values range from 𝐿𝐵 to 𝑈𝐵. An example of such flow is given in Figure 2, where 
𝑁𝑤𝑎𝑣𝑒𝑠 = 3, 𝑁𝑠𝑖𝑚 = 600, 𝐿𝐵 = 0 𝑚
3/𝑠  and 𝑈𝐵 = 0.15 𝑚3/𝑠. 
 
Figure 2. Oscillating water inflow as modelled with a TPS simulation model 
Flows of liquid and gas in the separator are modelled at discrete time steps of 1 
second. Even though the movement of materials in the vessel happens 
simultaneously, it is modelled through discrete changes in their levels in the following 
order: 
1. With the incoming fluid, the levels of liquids and the volume of gas in the 
gravity settling section are increased accordingly, i.e. the level of water gravity 
settling section, the level of oil in the gravity settling section and the volume of 
gas in the separator. 
2. The water is the first to leave the separator through valve CV1 and the water 
level and the total liquid level in the gravity settling section are adjusted 
accordingly. 
3. The flow over the weir is calculated based on the total liquid level in the 
gravity settling section. 
4. The oil leaves the separator through valve CV2 and the oil level in the 
separated oil section is adjusted accordingly. 
5. The volume of gas in the separator is calculated. 
6. The gas leaves the separator through valve CV3 and the pressure is adjusted 
accordingly. 
This process is repeated at each time step of the simulation. 
3 Proposed methodology 
3.1 Problem definition and proposed approach 
The problem, considered in this study, is to perform fault detection and diagnostics of 
the components of the TPS given the sensor readings about the undergoing 
processes in the separator. The idea of the methodology proposed for fault detection 
and diagnostics is to split the operation period of the TPS into time intervals and then 
compare sensor readings recorded during several successive time intervals (called 
time slices in this study) with the expected ones. Irregularities in the readings are 
considered as a sign of failure of one or more of the TPS components. 
A probabilistic model which utilises a Bayesian Belief Network (BBN) is developed in 
a modular way to replicate the way that water, oil and gas propagate through each 
section before they leave the separator. This model is used to predict the most likely 
outcomes of the sensor readings. Modelling the TPS in such a way can overcome 
the limitations of using threshold values on the process variables, which ignores the 
interactions between them. Since the three sections of the separator are highly 
dependent on one another, a failure in one section will usually have a noticeable 
impact on the other sections. This can be detected if the measuring equipment has 
not failed in the remaining sections. 
Actual sensor readings and several combinations of sensor readings (addition or 
subtraction of values) from the TPS are then used as input data into a three-phase 
separator BBN model to identify the readings that do not correspond to the predicted 
sensor readings from a fault-free system. Effects of the component failures on the 
sensor readings are modelled in the BBN and given the irregular sensor readings, 
the probabilities of the failures of components are updated. The probabilities that 
breach a small threshold value indicate that a certain component failure has 
occurred in the TPS. The next sections give a brief overview of the BBN technique 
and the BBNs that were developed for the fault detection and diagnostics of the TPS. 
3.2 Bayesian Belief Networks 
A causal network that consists of a set of variables and a set of directed links which 
form a structure is called a directed graph. If there is a link from variable 𝐴 to 𝐵, we 
say that 𝐵 is a child of 𝐴, and 𝐴 is a parent of 𝐵. Causal networks can be used to 
identify how a change of the certainty in one variable may affect the certainty of other 
variables. A BBN is a causal network, which has a quantitative representation of the 
causal links 13. A BBN consists of the following: 
 A set of variables and a set of directed edges between variables. 
 Each variable has a finite set of mutually exclusive states. 
 The variables together with the directed edges form an acyclic directed graph 
(abbreviated DAG). A directed graph is acyclic if there is no directed path 
𝐴1 → ⋯ → 𝐴𝑛 so that 𝐴1 = 𝐴𝑛. 
 A conditional probability table (CPT) 𝑃(𝐴|𝐵1, … , 𝐵𝑛) is attached to each 
variable 𝐴 with parents 𝐵1, … , 𝐵𝑛. If 𝐴 has no parents, then the table reduces 
to the unconditional probability table 𝑃(𝐴). 
A BBN lends itself to a graphical representation. An example BBN is given in Figure 
3. 
 
Figure 3. Example of a BBN 
The BBN variables are represented as nodes 𝐴, 𝐵 and 𝐶, which are connected with 
the directed edges. The direction of an edge identifies the causal relationship 
enabling the parent and child nodes to be identified from the graphical representation 
of the BBN. For example, 𝐵 and 𝐶 are child nodes of 𝐴, while 𝐴 is the parent node of 
𝐵 and 𝐶. Moreover, 𝐵 is the parent node of 𝐶, thus 𝐶 has two parent nodes. To 
define the BBN completely, an unconditional probability table 𝑃(𝐴) and conditional 
probability tables 𝑃(𝐵|𝐴) and 𝑃(𝐶|𝐵, 𝐴) have to be specified. BBNs are usually built 
using expert knowledge. 
The conditional probability of variable A given variable B, P(A|B), can be expressed 
as: 
 𝑃(𝐴|𝐵) =
𝑃(𝐵|𝐴)𝑃(𝐴)
𝑃(𝐵)
=
𝑃(𝐵, 𝐴)
∑ 𝑃(𝐵, 𝐴)𝐴
, 3.1 
In order to show how the information is propagated in the BBN a calculus example is 
considered for the BBN given in Figure 3. 
Table 4. Unconditional probability table for variable A 
A 
a1 0.25 
a2 0.75 
Table 5. CPT for variable B, P(B|A) 
 A a1 a2 
B 
b1 0.8 0.1 
b2 0.2 0.9 
Table 6. CPT for variable C, P(C|A,B) 
 A a1 a2 
B b1 b2 b1 b2 
C 
c1 0.9 0.6 0.4 0 
c2 0.1 0.4 0.6 1 
The three probability tables given above define the causal relationships between 
variables A, B and C in this example BBN. 
Say, we know that the variable B is in the state ‘b2’, then, given this knowledge, we 
can update the probability of variable A being in the state ‘a1’, using equation 3.1 in 
the following way: 
 
𝑃(𝐴 = 𝑎1|𝐵 = 𝑏2) =
𝑃(𝐵 = 𝑏2|𝐴 = 𝑎1)𝑃(𝐴 = 𝑎1)
𝑃(𝐵 = 𝑏2)
=
=
𝑃(𝐵 = 𝑏2|𝐴 = 𝑎1)𝑃(𝐴 = 𝑎1)
𝑃(𝐵 = 𝑏2|𝐴 = 𝑎1)𝑃(𝐴 = 𝑎1) + 𝑃(𝐵 = 𝑏2|𝐴 = 𝑎2)𝑃(𝐴 = 𝑎2)
, 
3.2 
We get the conditional probabilities 𝑃(𝐵 = 𝑏2|𝐴 = 𝑎1), 𝑃(𝐵 = 𝑏2|𝐴 = 𝑎2) from Table 
5 and probabilities 𝑃(𝐴 = 𝑎1), 𝑃(𝐴 = 𝑎2) from Table 4 and insert them into the 
equation 3.2: 
 𝑃(𝐴 = 𝑎1|𝐵 = 𝑏2) =
0.2 × 0.25
0.2 × 0.25 + 0.9 × 0.75
= 0.06896, 3.3 
 
Figure 4. Evidence B=b2 inserted in the BBN 
3.3 Fusion of sensor readings 
Combining the information from multiple transmitters installed on the separator 
allows supplementary data about the processes in the separator to be obtained 
without a need to install additional equipment. For example, in the separation section 
the combination of information from transmitters FT0 and FT1 can be used to 
determine the water level change rate, since the FT0 transmitter has information 
about the inflowing water and the FT1 transmitter has information about the 
outflowing water. Moreover, the water level change rate can also be determined from 
transmitter LT1. Thus, by comparing the data combined from transmitters FT0 and 
FT1 and single transmitter LT1 the actual water level change rate can be evaluated 
and failure of one of the transmitters can be detected. Combinations of the 
transmitter readings (addition or subtraction of values) considered in this study are 
listed in Table 7. 
Table 7. Combinations of transmitter readings 
Combination Purpose 
“FT0 water – FT1” Determines the water level change rate in the 
separation section and aids the fault detection of 
transmitters FT0, FT1 and LT1 
“FT0 water – FT1 + 
FT0 oil” 
Determines the total liquid level change rate in the 
separation section and aids the fault detection of 
transmitters FT0, FT1 and LT1 
“FT0 gas – FT3” Determines the gas change rate in the separator, 
which is used to identify pressure level change rate, 
and aids the fault detection of transmitters FT0, FT3 
and LT3 
“FT0 water – FT1 + 
FT0 oil – FT2” 
Determines the volume change for gas in the 
separator and aids the fault detection of transmitters 
FT0, FT1, FT2, LT1 and LT2 
“LT1 + LT2 level 
changes” 
Determines the volume change for gas in the 
separator and aids the fault detection of transmitters 
FT0, FT1, FT2, LT1 and LT2 
The use of the listed combinations of transmitter readings improves the accuracy of 
fault detection. For example, if “LT1 + LT2 level changes” and “FT0 water – FT1 + 
FT0 oil – FT2” readings differ, it indicates that one of the components FT0, FT1, FT2, 
LT1 or LT2 might have failed. 
In the next subsections, the BBNs created for control loops and individual sections 
are introduced together with a BBN that merges the section BBNs into a BBN for the 
whole TPS and then the final BBN that was used for fault detection and diagnostics 
of TPS is presented. 
3.4 BBN for a control loop 
The main idea behind the proposed methodology is to create a fault detection and 
diagnostics BBN in a modular way, so that when certain physical characteristics of 
the TPS change it would be easy to adjust the BBN without redeveloping the whole 
structure of the BBN. When BBNs are built in this way (using BBNs as a part of 
another BBN), they are referred to as Object Oriented Bayesian Networks (OOBN)14. 
The TPS was divided into three sections, each of which contains a control loop (e.g. 
water-oil interface level control loop in the separation section). A generic BBN built 
for the control loop, is given in Figure 5. The BBN propagates the information flow in 
an analogous way to the physical system. For example, sensor LT reads the 
information about the level of the liquid or gas (“Level transmitter LTi information on 
what CVi openness has to be” node) and depending on the condition of the sensor 
(“Level transmitter LTi state” node) sends information to the controller LC. The pale 
green nodes in the BBN represent the nodes, where the sensor readings are 
inserted in the BBN and will be referred to as “Information nodes” throughout the 
paper. The light blue nodes represent the states of every component in the BBN and 
will be referred to as “Condition nodes”. The graphical notation used in the BBNs is 
summarised in Table 8. 
Table 8. Graphical notation used in representing BBNs 
Node marking Name and purpose 
 
An “Instance node“ is used to create a modular BBN. If certain 
parts of the BBN are repetitive these can be constructed as 
instances and then used throughout the BBN. 
 
An “Input node“ is used to connect “Instance node“ to other 
nodes in the BBN. Input nodes must be chosen when a BBN, 
which is used as an instance node, is built. 
 
An “Output node“ is used to provide an output (or multiple 
outputs) from the “Instance node“.  
 
An “Intermediate node“ is used for intermediate calculations and 
is neither input nor output nodes. 
 
A “Discrete node“ is used for BBN inference propagation. It does 
not take any input from outside the BBN nor it gives any output 
to the outside of BBN. 
 
An “Information node“ is used to provide evidence in the BBN 
from sensor readings of the TPS. These nodes are coloured in 
pale green. 
 
A “Condition node“ represents states of every component of TPS 
(e.g. LT1 state, LC1 state) in the BBN and is used to monitor the 
state of the TPS given sensor readings. These nodes are 
coloured in light blue. 
Note that, the nodes that are not “Condition nodes” are expressed through relative 
openness of a corresponding valve (for example the state “40 < CV <60” of the node 
“Level transmitter LTi information on what CVi openness has to be” indicates a 
necessary relative openness of CVi (it has to be opened between 40% and 60% of 
maximum opening) rather than the actual level indicated by LTi). This way, the exact 
flows of liquid or gas through the valves does not figure in the BBN and the node 
states do not have to be changed each time the numerical values of flows change. 
The instances of the BBN “FTi given level LTi” are reused in each section and the 
naming convention follows the sensor naming. For example, the instance of the BBN 
“FTi given level LTi” is called “FT1 given level LT1” in the separation section. 
 Figure 5. BBN “FTi given level LTi” for a control loop 
Note that shorter names for the variables used in this BBN will be used in the 
following sections, when the BBN is used as an instance of other BBNs. The shorter 
names will be as given in Table 9, where i will correspond to a particular component, 
for example “LT1 info”. 
Table 9. Naming convention of the BBN variables 
Full name Short name 
Level transmitter LTi information on what CVi 
openness has to be 
LTi info 
Valve CVi openness CVi openness 
Flow through valve CVi as indicated by transmitter FTi FTi info 
Level transmitter LTi state LTi state 
Level controller LCi state LCi state 
Control valve CVi state CVi state 
Flow transmitter FTi state FTi state 
3.5 BBN for the separation section 
The BBN for the separation section (see Figure 9) is built by including an instance of 
a BBN “FT1 given level LT1” for a control loop. This instance is connected to the 
separation section BBN through the LT1 transmitter readings node “LT1 info”, which 
provides input needed to the control loop BBN node “LTi info” and the FT1 
transmitter readings node “FT1 info”, which takes output from node “FTi info” in the 
control loop BBN. The separation section is considered to have two liquids (water 
and oil) flowing into the section and two liquids flowing out of the section (water 
leaving the TPS through valve CV1 and separated oil flowing to the separated oil 
section). The total liquid amount in this section as well as the amount of separated oil 
that is flowing into the next section is limited by the weir. The sensor readings 
providing information on the changes of liquid levels in the separation section 
(represented by nodes “Water level change rate indicated by LT1”, “Total liquid level 
change rate in the separation section indicated by LT1”, “FT0 water – FT1 + FT0 oil” 
and “FT0 water – FT1”) are compared to the sensor readings about the inflowing and 
outflowing liquids (represented by nodes “Water inflow into separation section 
indicated by FT0” and “Oil inflow into separation section indicated by FT0”). The light 
blue nodes in the BBN given in Figure 9 represent the condition of components FT0, 
LT1, LC1, CV1 and FT1. The pale green nodes are the nodes where the sensor 
readings are entered as evidence in the BBN. Note that there are two information 
nodes “FT0 water – FT1 + FT0 oil” and “FT0 water – FT1” which represent the fusion 
of sensor readings, as explained in section 3.3. The yellow nodes are additional 
nodes that help to model the liquid flow and changes in the separation section. 
The CPTs for the nodes are derived following the arithmetic operations that have to 
be performed on the parent node information. For example, the CPT for the node 
“FT0 water – FT1” was derived by looping through all of the possible water inflow 
and outflow values (starting with a minimum inflow/outflow value and gradually 
increasing it with a selected step value until a maximum inflow/outflow value is 
reached) and calculating the difference between them. If both transmitters FT0 and 
FT1 are working, the shown information about the inflow/outflow will be the same as 
the true inflow/outflow. If one or both transmitters are considered to be in a failed 
state (failed stuck on a single reading) an additional loop is used to loop through all 
of the possible inflow/outflow values that the transmitter can get stuck on. This 
algorithm is shown in Figure 6. 
Note that in Figure 6, W_i_t_flow and W_i_s_flow denote true and shown water 
inflow into separation section values respectively, whereas W_o_t_flow and 
W_o_s_flow denote true and shown water outflow from the separator values. The 
minimum water inflow and outflow values are denoted Min_i_flow and Min_o_flow 
respectively. The maximum water inflow and outflow values are denoted Max_i_flow 
and Max_o_flow respectively. W_i_t_flow++ follows the C++ notation and in full 
means W_i_t_flow = W_i_t_flow + Step_i_flow, where Step_i_flow is the inflow value 
step change. The same holds for W_o_t_flow++, W_i_s_flow++ and W_o_s_flow++. 
First, two iterations of the algorithm are performed to visualise how it works. Let both 
transmitters FT0 and FT1 are working, Min_i_flow = Min_o_flow = 0 m3/s, 
Max_i_flow = Max_o_flow = 0.15 m3/s and Step_i_flow = Step_o_flow = 0.00375 
m3/s. 
 
 Figure 6. Algorithm to generate the CPT for the node “FT0 water – FT1” 
For the ease of visual representation, only the routes that are taken during a specific 
iteration from the full flowchart (see Figure 6) are given next. The first iteration of the 
algorithm, given the values mentioned above, is visualised in Figure 7. The discrete 
bands of the nodes “Water inflow into separation section”, “Water outflow from 
separator” and “FT0 water – FT1” are found to be “CV 0”, “CV 0” and “CV 0” and the 
corresponding entry in the CPT is incremented by +1 (see Table 10, +1 in bold). The 
W_o_t_flow is incremented by a step value of 0.00375 and the next iteration can be 
started. 
 
Figure 7. First iteration of the algorithm to generate the CPT for the node “FT0 water 
– FT1” when both transmitters are working 
In the second iteration, the algorithm stays in Loop 3, where the W_o_t_flow value 
has just been incremented to 0.00375 and the algorithm continues as shown in 
Figure 8. The discrete bands of the nodes “Water inflow into separation section”, 
“Water outflow from separator” and “FT0 water – FT1” are found to be “CV 0”, “0 < 
CV ≤ 20” and “-20 ≤ CV < 0” and the corresponding entry in the CPT is incremented 
by +1 (see Table 10, +1 in bold italic underlined). 
The W_o_t_flow is incremented by a step value of 0.00375 and the algorithm is 
continued until condition W_o_t_flow ≤ Max_o_flow holds. Loop 3 stops when this 
condition breaks and the algorithm goes back to Loop 1 where value of W_i_t_flow 
gets incremented by a step value. The algorithm finally terminates, when the codition 
W_i_t_flow > Max_i_flow is met. At each iteration, a corresponding entry in the CPT 
gets updated by counting the total number of times a certain discrete state of “FT0 
water – FT1” is achieved given the discrete states of “Water inflow into separation 
section”, “Water outflow from separator”, “FT0 condition” and “FT1 condition”. 
After the algorithm has finished its execution, the outcomes of the algorithm are 
normalised to get the probabilities in CPT (values given in the brackets). Note that 
the Table 10 is just an excerpt from an actual CPT and does not contain all of the 
possible states of the nodes “FT0 state“, “FT1 state“, “Water inflow into separation 
section “, “Water outflow from separator “ and “FT0 water – FT1”. 
 Figure 8. Second iteration of the algorithm to generate the CPT for the node “FT0 
water – FT1” when both transmitters are working 
For example, when both transmitters FT0 and FT1 are working and the “Water inflow 
into separation section” is in state “0 < CV ≤ 20” and the “Water outflow from 
separator” is in state “20 < CV ≤ 40”, the algorithm calculates that there are 28 
differences “Water inflow into separation section – Water outflow from separator” 
such that the node “FT0 water – FT1” is in state “-40 ≤ CV < -20” and 36 differences 
when the node is in state “-20 ≤ CV < 0”. These numbers are then normed to the 
total number of possible differences to obtain the conditional probabilities. For 
instance, this gives the probability for a node “FT0 water – FT1” to be in state “-40 ≤ 
CV < -20” as 
28
28+36
= 0.4375, given the states of parent nodes, as seen in Table 10. 
All of the CPTs in this and following BBNs are generated using the same idea. 
Table 10. Part of the CPT for the node “FT0 water – FT1” for a few iterations and 
after algorithm finishes 
 Single iteration   After algorithm finishes 
„FT0 condition“ FT W   FT W 
„FT1 condition“ FT W   FT W 
„Water inflow 
into separation 
section“ 
CV 0   CV 0 0 < CV ≤ 20 
„Water outflow 
from separator“ 
CV 0 0 < CV ≤20 20 < CV ≤ 40   
CV 
0 
0 < CV ≤ 20 20 < CV ≤ 40 CV 0 0 < CV ≤ 20 20 < CV ≤ 40 
-40 ≤ CV < -20 0 0 0   0 0 8 (1.0) 0 0 28 (0.4375) 
-20 ≤ CV < 0 0 +1 0   0 8 (1.0) 0 0 28 (0.4375) 36 (0.5625) 
CV 0 +1 0 0   1 0 0 0 8 (0.125) 0 
0 < CV ≤ 20 0 0 0   0 0 0 8 (1.0) 28 (0.4375) 0 
 
  
  
Figure 9. BBN “Separation section” to model liquid propagation in separation section 
 
  
3.6 BBN for the separated oil section 
The separated oil section contains only separated oil flowing into the section and the 
separated oil outflow through valve CV2. Thus the BBN to model the control loop of 
separated oil level and several additional nodes to model the changes of the 
separated oil level in the section are used to build the BBN for the separated oil 
section. The light blue nodes in the BBN given in Figure 10 represent the condition of 
the separated oil control loop components: level transmitter LT2, controller LC2, 
control valve CV2 and flow transmitter FT2. The pale green nodes represent the 
readings obtained from transmitters LT2 and FT2. The CPTs for the “Oil level 
change rate in the separated oil section” and “Oil level change rate in the separated 
oil section indicated by LT2” are obtained using the same algorithm as described in 
section 3.5. Only in this case the arithmetic operations are performed with nodes “Oil 
inflow from the separation section” and “Oil outflow from separator” and the effect of 
node “LT2 state” representing the state of transmitter LT2 is considered. 
  
Figure 10. BBN “Separated oil section” to model liquid propagation in separated oil 
section 
3.7 BBN for the gas section 
The gas section is considered to contain only separated gas flowing into the section 
and then out of the separator through valve CV3. Thus the BBN to model the gas 
control loop and several additional nodes to model the changes of the separated oil 
level in the section are used to build the BBN for the separated oil section. Note that, 
different from the separated oil section BBN, this BBN has more nodes, which are 
used to model the influence of the volume available for the gas in the separator to 
determine the total pressure level, since gas is compressible. Thus, not only gas 
inflow and outflow determines the pressure level inside the vessel, but the dynamics 
of volume available for the gas as well. The light blue nodes in the BBN shown in 
Figure 11 represent the condition of the gas control loop components: level 
transmitter LT3, controller LC3, control valve CV3 and flow transmitter FT3. The pale 
green nodes represent the readings obtained from transmitters LT3, FT0, FT3 and 
the combination of the two latter “FT0 gas – FT3”, as explained in section 3.3. 
 
Figure 11. BBN “Gas section” to model gas propagation in the separator 
3.8 BBN for the interactions between the sections of the TPS 
The BBNs that were created previously for the individual sections of the TPS (in 
sections 3.5, 3.6 and 3.7) are then used as instance BBNs (identified by red 
rectangle for gas section, blue rectangle for separation section and brown rectangle 
for separated oil section in Figure 12) to create a BBN for the interactions between 
these sections and form a BBN for the whole TPS. Note that all of the light blue 
shaded nodes in Figure 12 are identical to the ones that were created for the 
individual sections, as well as the majority of pale green shaded nodes. 
The newly created information nodes “LT1 + LT2 level changes”, “FT0 water – FT1 + 
FT0 oil – FT2” are used to input information into the BBN on how the volume 
available for the gas in the separator changes. Other information nodes “FT0 
readings varied”, “FT1 readings varied”, “FT2 readings varied”, “FT3 readings varied” 
are used to input information into the BBN on whether there was any variability in 
flow transmitter readings throughout time. The individual sections are then 
connected in the following way: 
 “Separation section” is connected to “Separated oil section” by making the 
output node “Flow over weir” (from “Separation section”) as a parent node of 
an input node “Oil inflow from the separation section” (from “Separated oil 
section”). 
 “Separation section” and “Separated oil section” is connected to “Gas section” 
by making the output nodes “Water inflow into separation section”, “Water 
outflow from separator”, “Oil inflow into separation section” (from “Separation 
section”) and “Oil outflow from separator” (from “Separated oil section”) as 
parent nodes of an input node “Change of volume for gas in the separator” in 
“Gas section”. 
The BBN created is called “Single time slice” since it relates to the sensor readings 
observed during a time interval, which is called a time slice, as explained in section 
3.1. Multiple instances of the “Single time slice” BBN are then joined (see section 
3.9) to form a final OOBN for fault detection and diagnostics of the TPS. The number 
of time slices and the length of a time slice should be considered individually based 
on the physical properties of the separator and available computing resources. For 
example, if a chosen time slice is too long, by the time the failure is detected it is not 
possible to prevent the hazardous event. However, if a chosen time slice is too short, 
no changes in the readings of level transmitters can be observed for a long time due 
to the operating conditions of the TPS. An example of triple time slice BBN structure, 
which is used in the case study, is given in the next section. 
 
Figure 12. BBN “Single time slice” for interactions between the sections of three-
phase separator 
Note that output nodes from BBNs “Separation section”, “Separated oil section” and 
“Gas section” that are not parents of any other nodes in the BBN “Single time slice” 
are omitted in Figure 12 due to a less complex graphical representation. 
3.9 Triple time slice OOBN for fault detection and diagnostics of the TPS 
A triple time slice OOBN is created by connecting three instances of the “Single time 
slice” BBNs labelled as “Single time slice t-3=>t-2”, “Single time slice t-2=>t-1”, and 
“Single time slice t-1=>t”. Time t in this case represents the current time of the TPS 
operation and time slice t-1=>t represents the time interval when sensor readings 
from TPS are available for the whole time slice from the previous time slice t-1 (10 
seconds earlier in this case). The numbers 1, 2 and 3 indicate the difference of time 
slices from current time slice t. A part of the triple time slice OOBN is shown in 
Figure 13. Note, that all of the input/output nodes of these instance BBNs have the 
same names as in previous sections with an added suffix “t-3=>t-2”, “t-2=>t-1” or “t-
1=>t” which indicates the time slice number (for example “FT0 state t-3=>t-2”, “FT0 
state t-3=>t-2” and “FT0 state t-1=>t”). 
The instances of the single time slice BBNs are joined by connecting the condition 
nodes from consecutive time slices, i.e. the condition node of transmitter FT0 from a 
time slice t-3=>t-2 (“FT0 state t-3=>t-2” in Figure 13) is made a parent node of the 
identical condition node in the consecutive time slice BBN (“FT0 state t-2=>t-1” in 
Figure 13). This is done by assigning probabilities close to 1 (e.g. 0.99999) for the 
nodes to stay in the same state and probabilities close to 0 (e.g. 10-5) for the nodes 
to change states. For example, when the node “FT0 state t-3=>t-2” is made a parent 
node of “FT0 state t-2=>t-1”, a probability of 0.99999 for the node “FT0 state t-2=>t-
1” to be in state “FT0 working” is set if the node “FT0 state t-3=>t-2” is in state “FT0 
working”. A small probability set for the condition nodes to change states from failed 
to working states between time slices allows the BBN to recover from wrongly 
detecting a failed state of the component if new evidence provided to the BBN 
contradicts the current findings. An example CPT for connecting the condition nodes 
(“FT0 state t-3=>t-2” and “FT0 state t-2=>t-1”) between the time slices is given in 
Table 11. 
Table 11. CPT for variable “FT0 state t-2=>t-1”, P(“FT0 state t-2=>t-1”| “FT0 state t-
3=>t-2”) 
 FT0 state t-3=>t-2 FT0 working FT0 failed stuck 
FT0 state t-2=>t-1 
FT0 working 0.99999 0.00001 
FT0 failed stuck 0.00001 0.99999 
This way, the knowledge about the condition of components of TPS can be 
transferred through the time slices and a strong correlation can be kept for the states 
between the time slices. 
The structure of the “Triple time slice” OOBN is given in Figure 14, indicating how the 
instances of BBNs are used to combine the whole OOBN. Note that the shapes in 
Figure 14 indicate the BBNs with identical structures. 
Figure 13. An excerpt from a “Triple time slice” OOBN 
 
 Figure 14. Structure of the “Triple time slice” BBN for fault detection and diagnostics 
of three-phase separator 
The OOBN created for the fault detection and diagnostics of the TPS components is 
used in the following way: 
Step 1. Enter the sensor readings into the OOBN. If any sensor readings are 
present in the OOBN, shift sensor readings in information nodes back by one 
time slice when new sensor readings become available. For example, sensor 
readings entered in information node “FT1 info t-1=>t” are shifted to 
information node “FT1 info t-2=>t-1”. 
Step 2. Update the posterior probabilities throughout the OOBN given new 
sensor readings. 
Step 3. Track how the posterior probabilities of the condition nodes in the most 
recent time slice changes (nodes with a suffix “t-1=>t”) in order to detect and 
identify failures of components. A certain threshold has to be set for posterior 
probabilities so that failure modes could be detected and identified. The 
threshold of posterior probabilities for failure detection and diagnostics was 
chosen as 0.1 after several experiments with different values, thus it is a bit 
arbitrary and might not indicate the optimal value. It was chosen to reduce the 
number of false alarms, which might occur if there is a slight increase in the 
posterior probability, even when no failure is present. 
Step 4. Check if the posterior probabilities of the condition nodes differ from the 
prior probabilities (set according to expert knowledge) of the same condition 
nodes in adjacent time slices. A certain threshold can be set in order to ignore 
very small differences between the prior and posterior probabilities. For 
example, if the posterior probabilities of condition node “FT0 state t-2=>t-1” 
differ only slightly from the prior probabilities of condition node “FT0 state t-
3=>t-2”, the difference is ignored. The threshold for the difference of posterior 
and prior probabilities of the same node in two adjacent time slices was set as 
0.01. Once again, this was done after several experiments with different 
values and might not be an optimal value. If this threshold was not exceeded, 
no updating of prior probabilities was performed for the particular node. 
Step 5. If the difference between posterior and prior probabilities found in Step 
4 is significant, make posterior probabilities of the condition nodes as prior 
probabilities of the condition nodes in a previous time slice For example, the 
posterior probabilities of condition node “FT0 state t-2=>t-1” are set as prior 
probabilities of condition node “FT0 state t-3=>t-2”. 
Step 6. Repeat the procedure described in steps 1 to 5 when new sensor 
readings become available. 
 Figure 15. A flowchart of fault detection and diagnostics process with OOBN 
Such an approach allows conditions of components of the TPS to be monitored once 
sensor readings become available for all three time slices following the initial start of 
the monitoring. 
4 Case study 
To show the capabilities of the fault detection and diagnostics methodology 
developed, several scenarios are presented, when a simulation model of a TPS (see 
section 2.1) is used to generate sensor readings with failures present in the TPS. 
Results of the selected scenarios are presented by plotting the posterior probabilities 
of states of condition nodes, which relate to the failure mode considered. Moreover, 
if additional failures are falsely detected by the OOBN, the posterior probabilities of 
the states of the condition nodes representing these failures are also plotted. The 
posterior probabilities of a condition node are plotted as a stacked column bar chart, 
where the posterior probability of a certain state of condition node (representing a 
certain failure mode of component or working mode) is represented by an individual 
colour. A scenario, when a single failure mode of control valve CV2 failing closed is 
presented next. 
4.1 Scenario 1 – Control valve CV2 failed closed 
The first scenario considered is when control valve CV2 fails closed. This failure 
mode prevents the separated oil leaving the TPS, leading to overfill of the separated 
oil section if no preventative actions are taken in time. The failure has been entered 
after 60 seconds (red circle in Figure 16 identifies the failure mode and the time it 
was inserted) from the start of the simulated operation of the separator. Figure 16 
and Figure 17 show that the OOBN has identified two possible failure modes (CV2 
failed closed and LC2 failed low), based on the readings provided. The posterior 
probability of CV FC failure mode of valve CV2 increased to 0.5, as can be seen in 
Figure 16, at the same time as the failure was inserted in the simulation model. 
Identical behaviour was observed for the controller LC2 (see Figure 17). This can be 
explained since these failure modes have the same effect (LC2 failed low and CV2 
failed closed) on the operation of the separator. In both cases, valve CV2 is fully 
closed and prevents the oil flow out of the separator. Even though the OOBN cannot 
isolate the exact failure cause it detects a fault in the separator immediately, i.e. as 
soon as the information from the sensor readings of the TPS simulation model with 
the failure presence is passed on to the OOBN. 
 
Figure 16. Posterior probabilities of the states of the node labelled “CV2 state t-1 => 
t” 
 
Figure 17. Posterior probabilities of the states of the node labelled “LC2 state t-1 => 
t” 
In the following examples the plots for the level controller failure are omitted, due to 
the reason that it is always identified as a possible failure mode if a control valve fails 
and vice versa. 
Multiple failures occurring at the same time and with a time lag are presented next. 
4.2 Scenario 2 – Level transmitter LT1 failed stuck and control valve CV1 failed 
opened 
Failures of level transmitter LT1 failed stuck and control valve CV1 failed open are 
considered in this scenario. Both failures are inserted at the same time (60 seconds 
after the start of the simulation) in the simulation model. The posterior probabilities of 
the failure modes that were identified by the OOBN are given in Figure 18 and Figure 
19. 
 
Figure 18. Posterior probabilities of the states of the node labelled “LT1 state t-1 => 
t” 
The failure of LT1 has been identified with a slight delay, as can be seen from Figure 
18 (failure occurred at 60 seconds, the posterior probability of failure mode LT FS of 
level transmitter LT1 increased to 1 at 80 seconds). This was due to the fact that 
when the failure occurred the water level was above its set point (thus associated 
valve CV1 was kept opened to release the excess of water) and the water inflow was 
the same as the maximum outflow possible through CV1. For this reason, the actual 
water level was not changing and therefore no change was expected in the LT1 
readings. However, when the water inflow decreased, a change in LT1 reading was 
expected and thus the failure of LT1 being stuck was identified. 
 
Figure 19. Posterior probabilities of the states of the node labelled “CV1 state t-1 => 
t” 
The failure of CV1 failed opened has not been identified as can be seen from Figure 
19 (the posterior probability of valve CV1 being in state CV W was 1 throughout the 
testing duration), since the failure of the LT1 transmitter forced the valve CV1 to be 
fully opened and the maximum flow was expected through CV1. Thus the failure 
mode of CV1 becomes a hidden failure and can only be detected when the failure of 
LT1 is rectified. 
The same two failure modes are considered next, however in this case the failure of 
the level transmitter occurs 60 seconds after the failure of the control valve CV1 fails 
open has been introduced. The posterior probabilities for these failure modes can be 
seen in Figure 20 and Figure 21. 
 
Figure 20. Posterior probabilities of the states of the node labelled “LT1 state t-1 => 
t” 
This time, the failure of LT1 has been identified as soon as it was introduced (see 
Figure 20, red circle is the time of the failure) since the water level was expected to 
decrease given the water inflow and outflow. Moreover, this time the failure of CV1 
failed open has been detected (posterior probability of failure mode CV FO increased 
to 0.59 at 90 seconds), as can be seen from Figure 21. This can be explained by the 
fact that level transmitter LT1 sent a water level reading to controller LC1, which 
indicated that control valve CV1 has to be opened less than the maximum opening of 
this valve. 
 
Figure 21. Posterior probabilities of the states of the node labelled “CV1 state t-1 => 
t” 
4.3 Scenario 3 – Control valve CV1 failed opened and level transmitter LT3 failed 
stuck 
In the third scenario, the failures of CV1 open and LT3 stuck were inserted in the 
simulation model (both 60 seconds after the start of the simulation). The posterior 
probabilities for the states of nodes CV1 failure and LT3 failure calculated by the 
OOBN after the sensor readings from the simulation model were input to the OOBN 
are plotted in Figure 22 and Figure 23. 
 
Figure 22. Posterior probabilities of the states of the node labelled “CV1 state t-1 => 
t” 
As previously, the CV1 failed open was identified by the OOBN with a time lag 
compared to the time when it was inserted in the simulation model. As can be seen 
from Figure 22 the failure occurred at 60 seconds and the posterior probability of CV 
FO increased to 0.59 at 90 seconds. This happened for the same reason as in the 
previous example, i.e. the water level was above the set point and valve CV1 was 
expected to be fully open. As soon as such expectation has changed, the CV1 open 
failure mode was identified. 
A similar situation occurred for the LT3 failure. The failure was detected two 
iterations after it was inserted (failure occurred at 60 seconds, the posterior 
probability of failure mode LT FS increased to 1 at 80 seconds) as can be seen in 
Figure 23. The reason the OOBN was incapable of detecting the failure at the same 
time as it occurred was that the LT3 was displaying the pressure level as expected 
with the given inflow and outflow of gas and the changing volume available for gas. 
As soon as the gas inflow decreased, the failure of LT3 transmitter was identified, 
since the pressure level in the vessel did not decrease, as it was expected. 
 Figure 23. Posterior probabilities of the states of the node labelled “LT3 state t-1 => 
t” 
5 Conclusions and future work 
In this study, several novel aspects were proposed for the fault detection and 
diagnostics of a three-phase separator. The proposed methodology using the OOBN 
model includes detection and diagnostics of multiple failure modes, which is a major 
improvement in comparison to the previously proposed approaches. Moreover, 
combinations of transmitter readings were proposed in order to obtain 
supplementary data about the processes in the separator without a need to install 
additional equipment. 
The monitoring of the condition of the TPS components was performed by 
monitoring the posterior probabilities of the condition node states in the OOBN model 
throughout the operation of the three-phase separator. Such an approach enabled 
the user to be aware of the condition of the components detected earlier in the 
operation of the TPS. 
Three scenarios of different complexities of failure present in the TPS were 
presented. The proposed methodology diagnosed single and multiple failures, 
however given certain operating conditions the model failed to detect all of the failure 
modes. Hidden faults were the biggest challenge, which was observed for multiple 
failure scenario 2 (see section 4.2). This occurred when the effects of one fault on 
the operation of three-phase separator cannot be observed because another 
component fault has happened before. In order to detect such faults additional 
sensors would need to be used in the system. 
The research performed in this study showed the potential of the Bayesian Belief 
Network technique to be used as a fault detection and diagnostic tool. However, 
further developments of the proposed methodology would be advantageous in order 
to use it in practical applications. 
Firstly, the identification of hidden faults should be addressed. However, this task 
might be a very hard or near impossible one. Even using finer intervals for discrete 
nodes or using continuous nodes may not be able to resolve this issue. Additional or 
redundant sensors could be considered in order to overcome this issue. 
Another important feature that has to be taken into account for the fault detection 
and diagnostics of the three-phase separator is the leak detection. Leaks in different 
places of the separator might have different effects on the liquid or pressure levels in 
the separator and in some cases might be a critical failure of the separator. Thus, the 
inclusion of the leak modelling in the BBN is recommended. 
Moreover, an extensive false alarm analysis should be performed in order to find the 
optimal values for the two thresholds used in this study: one that is used to detect 
and diagnose faults and the other that is used to ignore small differences between 
the prior and posterior probabilities of condition nodes. 
Further applications of the proposed methodology can be investigated. The 
proposed methodology can also be used to build BBN models for the fault detection 
of similar systems, for example, two inter-connected separators, free water knockout 
systems, desalters and other vessel based systems (having similar components: 
controllers, transmitters, valves) used in the oil and gas industry. It would require 
slight adjustment of the BBN model to the specific needs of the considered system. 
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