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t Abstract
The expectation-maximization (EM) algo-
rithm has been widely used in minimizing the
negative log likelihood (also known as cross
entropy) of mixture models. However, little
is understood about the goodness of the fixed
points it converges to. In this paper, we study
the regions where one component is missing in
two-component mixture models, which we call
one-cluster regions. We analyze the propen-
sity of such regions to trap EM and gradient
descent (GD) for mixtures of two Gaussians
and mixtures of two Bernoullis. In the case
of Gaussian mixtures, EM escapes one-cluster
regions exponentially fast, while GD escapes
them linearly fast. In the case of mixtures of
Bernoullis, we find that there exist one-cluster
regions that are stable for GD and therefore
trap GD, but those regions are unstable for EM,
allowing EM to escape. Those regions are lo-
cal minima that appear universally in experi-
ments and can be arbitrarily bad. This work
implies that EM is less likely than GD to con-
verge to certain bad local optima in mixture
models.
1 INTRODUCTION
The EM algorithm has a long history dating back to 1886
[1]. Its modern presentation was given in [2] and it has
been applied widely on the maximum likelihood problem
in mixture models, or equivalently, minimizing the neg-
ative log likelihood (also known as cross entropy). Some
basic properties of EM have been derived. For example,
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EM monotonically decreases the loss [2] and it converges
to critical points [3].
Mixture models [4] are important in clustering. The most
popular one is the Gaussian mixture model (GMM). The
optimization problem is non-convex, making the con-
vergence analysis hard. This is true even in some sim-
ple settings such as one-dimensional or spherical covari-
ance matrices. With separability assumptions, there has
been a series of works proposing new algorithms for
learning GMMs efficiently [5–13]. However, for the
EM algorithm, not so much work has been done. One
well-studied case is the two equally balanced mixtures
[14–16] where local and global convergence guarantees
are shown. For more than two components, [17] shows
that there exist arbitrarily bad local minima. There has
also been some study of EM on the convergence of Gaus-
sian mixtures with more than two components [18, 19].
GMMs are well suited in practice for continuous vari-
ables. For discrete data clustering, we need discrete mix-
ture models. One common assumption people make is
naive Bayes, saying that in each component, the features
are independent. This corresponds to the spherical co-
variance matrix setting in GMMs. Since discrete data
can be converted to binary strings, in this paper we will
focus on Bernoulli mixture models (BMMs), which have
been applied in text classification [20] and digit recogni-
tion [21]. However, the theory is less studied. Although
the Bernoulli and Gaussian distributions are both in the
exponential family, we will show that BMMs have dif-
ferent properties from GMMs in the sense that GD is sta-
ble (i.e., gets trapped) at so-called one-cluster regions of
BMMs, but unstable at (i.e., escapes) all one-cluster re-
gions of GMMs. On the other hand, the two mixture
models share similarities that we will explain.
In the practice of clustering with mixture models, it is
common for algorithms to converge to regions with only
k clusters out of m desired clusters (where k < m). We
call them k-cluster regions. We observed in experiments
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that EM escapes such regions exponentially faster than
GD for GMMs. For BMMs, GD may get stuck at some
k-cluster regions and the probability can be very high,
while EM always escapes such regions. These experi-
mental results can be found in Section 6.
Theoretically, k-cluster regions are difficult to study. In
this paper, we focus on one-cluster regions in mixtures
of two components, which can be considered as a first
step towards the more difficult problem. We succeed in
explaining the different escape rates for GMMs with two
components. We find that GD escapes one-cluster re-
gions linearly while EM escapes exponentially fast. For
BMMs, our theorem shows that there exist one-cluster
regions where GD will converge to, given a small enough
step size and a close enough neighborhood, but EM al-
ways escapes such regions exponentially. Such one-
cluster regions can be arbitrarily worse than the global
minimum. Experiments show that this contrast does not
only hold for mixtures of two Bernoullis, but also BMMs
with any number of components.
The rest of the paper is structured as follows. In Section
2, we give necessary background and notations. Follow-
ing that, the main contributions are summarized in Sec-
tion 3. In Section 4, we analyze the stability of EM and
GD around one-cluster regions, for GMMs and BMMs
with two components. The properties of such one-cluster
regions are shown in Section 5. We provide supporting
experiments in Section 6 and conclude in Section 7.
2 BACKGROUND AND NOTATIONS
A mixture model of m components has the distribution:
p(x) =
m∑
c=1
picf(x|µc). (2.1)
with the mixing vector pi := (pi1, . . . , pim) on the m− 1
dimensional probability simplex [22]: ∆m := {pi : pi 
0, 1Tpi = 1}. Here f(·|µc) is the conditional distri-
bution given cluster c, and parameters µc. The sample
space (i.e., space of x) is D-dimensional.
We study the population likelihood, where there are in-
finitely many samples and the sample distribution is the
true distribution. This assumption is common (e.g., in
[14]), and it allows us to separate estimation error from
optimization error. Since we consider the problem of
minimizing the negative log likelihood, the loss function
is:
` = −E[log p(x)], (2.2)
where the expectation is over p∗(x), the true distribution.
We assume by default this notation of expectation in this
section. The loss function above is also known as cross
entropy loss.
The true distribution p∗(x) is assumed to have the
same form as the model distribution: p∗(x) =∑m
c=1 pi
∗
cf(x|µ∗c), where pi∗c ∈ (0, 1). Notice that the
population assumption is not necessary in this section.
We could replace p∗(x) with a finite sample distribution,
with i.i.d. samples drawn from p∗(x).
Gaussian mixtures For Gaussian mixtures, we con-
sider the conditional distributions:
f(x|µc) = N (x|µc, I), (2.3)
where x ∈ RD, µc ∈ RD and the covariance matrix of
each cluster Σc = I .
Bernoulli mixtures For Bernoulli mixtures, we have
x ∈ {0, 1}D, µc ∈ [0, 1]D and:
f(x|µc) =
D∏
i=1
B(xi|µc,i) = B(x|µc), (2.4)
where the Bernoulli distribution is denoted as B(x|µ) =
µx(1−µ)1−x. Slightly abusing the notation, we also use
B(x|µc) to represent the joint distribution of x1, . . . , xD
as a product of the marginal distributions. The expecta-
tion of the conditional distribution B(x|µc) is:
Ex∼B(x|µc)[x] = µc, (2.5)
so µc can be interpreted as the mean of cluster c. The co-
variance matrix of cluster c is Σc = diag(µc ∗(1−µc)),
where we use ∗ to denote element-wise multiplication.
Also, we always assume µ∗1 ∈ (0, 1)D, µ∗2 ∈ (0, 1)D
and thus x := E[x] ∈ (0, 1)D.
2.1 EM algorithm
We briefly review the EM algorithm [4] for mixture mod-
els. Define the responsibility function1 γc(x):
γc(x) :=
f(x|µc)
p(x)
. (2.6)
The EM update map M is:
M(µc) :=
E[xγc(x)]
E[γc(x)]
, M(pic) := picE[γc(x)]. (2.7)
Sometimes, it is better to interpret (2.7) in a differ-
ent way. Define an unnormalized distribution q˜c(x) =
1This is slightly different from the usual definition by a fac-
tor of pic (see, e.g., [4]).2
p∗(x)γc(x). The corresponding partition function Zc
and the normalized distribution qc(x) can be written as:
Zc =
∫
q˜c(x)dx, qc(x) =
q˜c(x)
Zc
, (2.8)
where the integration is replaced with summation, given
discrete mixture models. (2.7) can be rewritten as:
M(µc) := Ex∼qc(x)[x], M(pic) := picZc. (2.9)
This interpretation will be useful for our analysis near
one-cluster regions in Section 4.
2.2 Gradient Descent
GD and its variants are the default algorithms in opti-
mization of deep learning [23]. In mixture models, we
have to deal with constrained optimization, and thus we
consider projected gradient descent (PGD) [24]. From
(2.1), (2.2) and (2.6), the derivative over pi is:
∂`
∂pic
= −E[γc(x)] = −Zc. (2.10)
With (2.3) and (2.4), the derivatives over µc are:
∂`
∂µc
= −picE[γc(x)Σ−1c (x− µc)] (2.11)
= −picΣ−1c Zc(Ex∼qc(x)[x]− µc).(2.12)
The equation above is valid for both GMMs and BMMs.
However, for BMMs, Σ−1c raises numerical instability
near the boundary of [0, 1]D. Therefore, we use the fol-
lowing equivalent formula instead in the implementation:
∂`
∂µcj
= −picE
[
γc(x)
(−1)1−xj
B(xj |µcj)
]
. (2.13)
After a GD step, we have to project (pi,µc) back into
the feasible space ∆m × [0, 1]D. For BMMs, we use
Euclidean norm projection. The projection of the µc part
is simply:
Pµc(µc) = min{max{µc, 0},1}, (2.14)
with min and max applied element-wise. Projection of
µc is not needed for GMMs. For the pi part, we borrow
the algorithm from [25], which essentially solves the fol-
lowing optimization problem:
Ppi(pi) = argminpi′ ||pi − pi′||2 (2.15)
such that pi′  0,1Tpi′ = 1. (2.16)
The projected gradient descent is therefore:
pi ← Ppi
(
pi − α ∂`
∂pi
)
, µc ← Pµc
(
µc − α
∂`
∂µc
)
,
(2.17)
with α the step size.
2.3 k-cluster region
We define a k-cluster region and a k-cluster point as:
Definition 2.1. A k-cluster region is a subset of the pa-
rameter space where ||pi||0 = k, with || · ||0 denoting the
number of non-zero elements. An element in a k-cluster
region is called a k-cluster point.
In this work, we focus on one-cluster regions and mix-
tures of two components. In Section 6, we will show ex-
periments on k-cluster regions for an arbitrary number of
components. A key observation throughout our theoreti-
cal analysis and experiments, is that with random initial-
ization, GD often converges to a k-cluster region where
k < m, whereas EM almost always escapes such k-
cluster regions, with random initialization and even with
initialization in the neighborhood of k-cluster regions.
Now, let us study one-cluster regions for mixture models
of two components. WLOG, assume pi1 = 0. To study
the stability near such regions, we consider pi1 = , with
 sufficiently small. From (2.6), the responsibility func-
tions can be approximated as:
γ1(x) =
f(x|µ1)
f(x|µ2)
, γ2(x) = 1. (2.18)
Under this approximation, q2(x) = p∗(x). For EM , µ2
converges to x within one step based on (2.7). For GD,
µ2 converges to x at a linear rate
2 based on (2.12)3.
For convenience, we define b := µ1 −µ2 the difference
between µ1 and µ2.
2.4 Stable fixed point and stable fixed region
A fixed point p is stable under map M if there exists
a small enough feasible neighborhood B of p such that
for any p′ ∈ B, limn→∞Mn(p′) = p, where we use
Mn to denote a composition for n times. Otherwise, the
fixed point is called unstable. Similarly, a fixed region
R is stable under map M if there exists a small enough
feasible neighborhood B of R such that for any p′ ∈ B,
limn→∞Mn(p′) exists and limn→∞Mn(p′) ∈ R. We
will use these definitions in Section 4.
3 MAIN CONTRIBUTIONS
We summarize the main contributions in this paper, start-
ing from mixtures of two Gaussians. This is a well-
2In the context of optimization, “a sequence {xk}∞k=1 con-
verges to L at a linear rate" means that there exists a number
µ ∈ (0, 1) such that limk→∞ ||xk+1 − L||/||xk − L|| = µ.
3For BMMs, assume µ2 is not initialized on the boundary.
The rate is upper bounded by the initialization as µ2 converges
to x ∈ (0, 1)D .
3
known model that has been widely studied. However,
we are not aware of any result regarding k-cluster points.
As a first result in this line of research, we show that EM
is better than GD in escaping one-cluster regions:
Result 3.1. Consider a mixture of two Gaussians with
pi∗1 ∈ (0, 1), unit covariance matrices and true distribu-
tion
p∗(x) = pi∗1N (x|µ∗, I) + pi∗2N (x| − µ∗, I) (3.1)
When pi1 =  is initialized to be small enough, µ2 =
x and bTµ∗ 6= 0, EM increases pi1 exponentially fast,
while GD increases pi1 linearly4.
This result indicates that EM escapes the neighborhood
of one cluster-regions faster than GD by increasing the
probability pi1 of cluster 1 at a rate that is exponentially
faster than GD. The escape rates of EM and GD are for-
mally proven in Theorems 4.1 and 4.2.
Our second result concerns mixtures of two Bernoullis:
Result 3.2. For mixtures of two Bernoullis, there exist
one-cluster regions that can trap GD, but do not trap EM.
If any one-cluster region traps EM, it will also trap GD.
This result is formally stated in Theorems 4.3 and 4.7. It
shows that EM is also better than GD in escaping one-
cluster regions in BMMs. Our third result concerns the
value of one-cluster regions, which is an informal sum-
mary of Theorems 5.1 and 5.2:
Result 3.3. The one-cluster regions stated in Result 3.2
are local minima, and they can be O(D) worse than the
optimal value.
So far, we have seen that EM is better than GD in
mixtures of two components, in the sense that EM es-
capes one-cluster regions exponentially faster than GD
in GMMs, and that EM escapes local minima that trap
GD in BMMs. Empirically, we show that this is true in
general. In Section 6, we find that for BMMs with an
arbitrary number of components and features, when we
initialize the parameters randomly, EM always converges
to an m-cluster point, i.e., all clusters are used in the
model. Comparably, GD converges to a k-cluster point
with a high probability, where only some of the clusters
are employed in fitting the data (i.e., k < m). This result,
combined with our analysis for mixtures of two compo-
nents, implies that EM can be more robust than GD in
terms of avoiding certain types of bad local optima when
learning mixture models.
4Here, we use the usual notion of function growth. Do not
confuse it with the rate of convergence.
4 ANALYSIS NEAR ONE-CLUSTER
REGIONS
In this section, we analyze the stability of EM and GD
near one-cluster regions. Our theoretical results for EM
and GD are verified empirically in Section 6.
4.1 Mixture of two Gaussians
We first consider mixtures of two Gaussians with identity
covariance matrices, under the infinite-sample assump-
tion. Due to translation invariance, we can choose the
origin to be the midpoint of the two cluster means, such
that: µ∗1 = µ
∗ and µ∗2 = −µ∗.
4.1.1 EM algortihm
As long as pi1 is sufficiently small, the following theorem
shows that EM will increase pi1 and therefore will not
converge to a one-cluster solution. Recall from (2.9) that
pi1 is multiplied by Z1 at every step of EM and therefore
we show that Z1 > 1 almost everywhere, ensuring that
pi1 will increase. Since µ2 converges to x within one
step, we only consider those points where µ2 = x.
We can show that under mild assumptions, EM escapes
one-cluster regions exponentially fast:
Theorem 4.1. Consider a mixture of two Gaussians with
pi∗1 ∈ (0, 1), unit covariance matrices and true distribu-
tion
p∗(x) = pi∗1N (x|µ∗, I) + pi∗2N (x| − µ∗, I) (4.1)
When pi1 =  is initialized to be small enough, µ2 = x
and bTµ∗ 6= 0, EM increases pi1 exponentially fast.
Proof. It suffices to show that Z1 > 1 and Z1 grows if
initially bTµ∗ 6= 0. To calculate Z1, we first compute
q˜1(x) = p
∗(x)γ1(x):
q˜1(x) = pi
∗
1e
bT (µ∗−µ2)N (x|µ∗ + b, I)
+ pi∗2e
−bT (µ∗+µ2)N (x| − µ∗ + b, I).
(4.2)
This equation shows that q˜1(x) corresponds to an unnor-
malized mixture of Gaussians with their means shifted by
b and their mixing coefficients rescaled in comparison to
p∗(x). If b = 0, then q˜1(x) = p∗(x). So, b describes
how different q˜1(x) deviates from p∗(x). The partition
function can be computed by integrating out q˜1(x):
Z1 = pi
∗
1e
bT (µ∗−µ2) + pi∗2e
−bT (µ∗+µ2). (4.3)
In fact, µ2 = x = (pi
∗
1 − pi∗2)µ∗ which can be derived
from p∗(x). So, Z1 becomes:
Z1 = pi
∗
1e
2pi∗2b
Tµ∗ + pi∗2e
−2pi∗1bTµ∗ . (4.4)
4
Using the fact ex > 1 + x and that equality holds iff
x = 0, we can show that when bTµ∗ 6= 0, Z1 > 1.
Now, let us show that Z1 increases. It suffices to prove
that |bTµ∗| increases. From (4.2) and (2.9), we have the
update equation for µ1: µ1 ← (pi′1 − pi′2)µ∗ + b, with
pi′1 = pi
∗
1Z
−1
1 e
2pi∗2b
Tµ∗ , pi′2 = pi
∗
2Z
−1
1 e
−2pi∗1bTµ∗ , (4.5)
If bTµ∗ > 0, then pi′1 > pi
∗
1 and pi
′
2 < pi
∗
2 . So, µ
(t+1)
1 =
µ
(t)
1 + δµ
∗ with δ = pi′1 − pi∗1 + pi∗2 − pi′2 > 0, and
(b(t+1))Tµ∗ = (b(t))Tµ∗ + δ||µ∗||22 > (b(t))Tµ∗,(4.6)
where we use the superscript (t+1) to denote the updated
values and (t) to denote the old values.
Similarly, we can prove that bTµ∗ will decrease if
bTµ∗ < 0. Hence, from (4.4), Z1 increases under EM if
initially bTµ∗ 6= 0.
This theorem above can be extended to any mixture
of two Gaussians with known fixed covariance matri-
ces Σ for both clusters, using the transformation µi →
Σ−1/2µi and µ
∗ → Σ−1/2µ∗. We will prove it formally
in Appendix C.
One may wonder what happens if originally bTµ∗ = 0.
If we choose µ1 randomly, b
Tµ∗ = 0 happens with
probability zero since the corresponding Lebesgue mea-
sure is zero. Moreover, in numerical calculation such
points are extremely unstable and thus unlikely. A simi-
lar condition appears in balanced mixtures of Gaussians
as well, e.g., Theorem 1 in [15].
Rotation The proof of Theorem 4.1 also shows an in-
teresting phenomenon: µ1 rotates towards µ
∗ or −µ∗
(see Fig. 1). In fact, one can show that if (b(t))Tµ∗ > 0,
then:
〈µ(t+1)1 ,µ∗〉
||µ(t+1)1 || · ||µ∗||
> 〈µ
(t)
1 ,µ
∗〉
||µt1|| · ||µ∗||
, (4.7)
where the equality holds iff µ1 is a multiple of µ
∗. A
similar result can be shown for (b(t))Tµ∗ < 0.
Effect of Separation Another interesting observation
is that one can understand how the degree of separation
affects the escape rate. If ||µ∗|| is small, from (4.4), Z1
will be close to 1. Also, from (4.5) and (4.6), bTµ∗ will
change more slowly, adding to the effect of slowing down
the escape rate.
4.1.2 GD algorithm
Now, let us analyze the behavior of GD near one-cluster
regions. After one GD iteration, the mixing coefficients
Figure 1: Illustration of an EM update as a rotation of
µ
(t)
1 to µ
(t+1)
1 towards µ
∗.
become (pi1 + αZ1, pi2 + α) before projection (where
pi2 +αZ2 = pi2 +α since Z2 = 1). Assume a small step
size α such that pi2 + α > pi1 + αZ1. After projection
based on (2.17), the updated mixing coefficients are:
(pi1 + (α/2)(Z1 − 1), pi2 − (α/2)(Z1 − 1)). (4.8)
Combining with (2.9), whenever Z1 > 1, both EM and
GD increase pi1. In this sense, EM and GD achieve an
agreement. However, in GD µ1 changes little since the
change is proportional to pi1. This argument is true for
any mixture models with two components.
For GMMs, the update of µ2 is:
µ2 ← µ2 + α(x− µ2). (4.9)
Hence, µ(t)2 is on the line segment between x and µ
(0)
2 ,
and µ2 converges to x at a linear rate 1− α.
If µ2 6= x, it is possible to have Z1 < 1. For example,
take D = 1, µ2 = 3, µ1 = 5, pi∗1 = pi
∗
2 = 1/2 and
µ∗ = 2, we have Z1 = (1/2)(e−10 + e−2) < 1. In such
cases, pi1 could either increase or decrease.
In the worst case, pi1 stays small until µ2 converges to
x. Then, from (4.4), Z1 > 1 given bTµ∗ 6= 0. As-
suming µ1 changes little in this process, we can con-
clude that with probability one GD escapes one-cluster
regions. However, the growth of pi1 is linear compared
to EM. Therefore, we have the following theorem:
Theorem 4.2. For mixtures of two Gaussians and ar-
bitrary initialization (µ1,µ2), there exists a pi1 small
enough such that when the mixture is initialized at
(pi1,µ1,µ2), GD increases pi1 as a linear function of the
number of time steps.
Proof. For pi1 small enough, µ1 stays in a small neigh-
borhood, and µ2 converges to x according to (4.9).
Aroundµ2 = x, Z1 stays close to a constant andZ1 > 1.
The linear growth of pi1 follows from (4.8).
Notice that (4.8) is true for both GMMs and BMMs. The
only difference is the computation ofZ1. From this equa-5
tion, we know that if any one-cluster region traps EM,
then Z1 < 1 and µ2 = x. On this configuration, for
the GD algorithm, we know that pi1 decreases if it is not
zero, and µ1,µ2 stays the same. Hence, this region traps
GD as well. So, the following theorem holds:
Theorem 4.3. For two-component mixture models, if any
one-cluster region is stable for EM, it is stable for GD.
Proof. Near any one-cluster region that is stable for EM,
µ2 = x and from (2.9), Z1 < 1. Also, µ1 changes very
little since the update is proportional to pi1. So, Z1 is
a constant and pi1 decreases linearly according to (4.8).
The parameters stop changing at pi1 = 0.
4.2 Mixture of two Bernoullis
Now, let us see if Bernoulli mixtures have similar results.
With the EM algorithm, µ2 = x can be easily obtained.
From the definition of q˜c(x), we have:
q˜1(x) = p
∗(x)
B(x|µ1)
B(x|x)
= pi∗1
D∏
i=1
(
µ∗1i
µ1i
xi
)xi (
(1− µ∗1i)
1− µ1i
1− xi
)1−xi
+ pi∗2
D∏
i=1
(
µ∗2i
µ1i
xi
)xi (
(1− µ∗2i)
1− µ1i
1− xi
)1−xi
.
(4.10)
Consider the unormalized binary distribution
B(x|µ′1, µ′2) = (µ′1)x(µ′2)1−x with µ′1 + µ′2 6= 1.
Then the normalization factor (partition function) is
µ′1 + µ
′
2. With this fact, one can derive that
Z1 = pi
∗
1
D∏
i=1
(
µ∗1i
µ1i
xi
+ (1− µ∗1i)
1− µ1i
1− xi
)
+ pi∗2
D∏
i=1
(
µ∗2i
µ1i
xi
+ (1− µ∗2i)
1− µ1i
1− xi
)
(4.11)
From the intuition of Gaussian mixtures, we similarly
define 2µ∗ = µ∗1−µ∗2 as the separation between the two
true cluster means. As usual, b describes the separation
betweenµ1 andµ2. With the notations above, we obtain:
Z1 = pi
∗
1
D∏
i=1
(1 + pi∗2λi) + pi
∗
2
D∏
i=1
(1− pi∗1λi) , (4.12)
with
λi = 2S
−1
i µ
∗
i bi and Si = var[xi] = xi(1− xi). (4.13)
Approximating 1 + x ∼ ex and taking the covariance
matrix to be the identity, we retrieve GMM (see (4.4)).
The update of λ can be computed from (2.9):
M(λ)i = λi + (2S
−1
i µ
∗
i )
2pi∗1pi
∗
2
Λi
Z1
(B1i −B2i),(4.14)
where we denote Λi = µ1i(1− µ1i) and
B1i :=
D∏
j 6=i
(1 + pi∗2λj), B2i :=
D∏
j 6=i
(1− pi∗1λj). (4.15)
The derivation of (4.14) is presented in Appendix A.1.
Notice that each λi is an affine transformation of µ1i,
as defined by (4.13). Hence, the domain of λ =
(λ1, . . . , λD) is a Cartesian product of closed intervals.
We assume by default that λ is in the domain. Study-
ing the update of λ instead of µ1 is more convenient, as
we will see in the following subsections that λ plays an
important role in expressing the convergence results.
Also, we denote the covariance between features i and j:
σij = E[xixj ]− E[xi]E[xj ] = 4pi∗1pi∗2µ∗iµ∗j . (4.16)
We consider the case when there are no independent
pairs, i.e., σij 6= 0 for any i 6= j.
4.2.1 Attractive one-cluster regions for GD
When Z1 < 1 and µ2 = x, GD will get stuck in one-
cluster regions, as shown in the proof of Theorem 4.3. If
µ2 6= x, µ2 converges to x at a linear rate:
µ2 ← µ2 + αΣ−12 (x− µ2), (4.17)
as can be seen from (2.12). Hence, we assume that µ2
has already converged to x. With (4.12), we can define
attractive one-cluster regions for GD:
Proposition 4.1 (attractive one-cluster regions for
GD). Denote T := {λ|Z1(λ) < 1}. The one-cluster
regions (pi1,µ1,µ2) with λ(µ1) ∈ T , µ2 = x and
pi1 = 0 are attractive for GD, given small enough step
size. Here, we denote λ(µ1) as an affine function of µ1,
in the form of (4.13).
For example, when D = 2, from (4.12), we have Z1 =
1 + pi∗1pi
∗
2λ1λ2. If λ1λ2 < 0, then Z1 < 1, and GD
will get stuck. If λ1λ2 > 0, Z1 > 1, and then GD will
escape one-cluster regions. In the latter case, λ ∈ R2++
or λ ∈ −R2++.
4.2.2 Positive regions
Now, let us study the behavior of EM. We will show
that EM escapes one-cluster regions when λ ∈ R2++ ∪6
(−R2++), for the two-feature case. More generally with
D features, we should consider λ ∈ RD++ ∪ (−RD++).
In the field of optimization, both RD++ and −RD++ are
known as proper cones and a relevant order can be de-
fined. They are critical in our analysis, so, we define
these two cones as positive regions:
Definition 4.1 (positive regions). A positive region of λ
is defined to be one of {RD++,−RD++}. We denote it as
P := RD++ ∪ (−RD++).
The positive regions are interesting becauseRD++ ensures
that each element µ1−µ2 has the same sign as µ∗1−µ∗2
and −RD++ ensures that each µ1 − µ2 has the opposite
sign of µ∗1 − µ∗2.
Theorem 4.4. For any number of features, Z1(λ) > 1
in the positive regions.
Proof. From (4.12),
∇Z1(λ) = pi∗1pi∗2
(
D∏
i=1
(1 + pi∗2λi)−
D∏
i=1
(1− pi∗1λi)
)
.
So, ∇Z1(λ)  0 if λ  0. Denote g(t) = Z1(tλ), then
Z1(λ) − 1 = g(1) − g(0) =
∫ 1
0
λT∇Z1(tλ)dt > 0,
given λ  0. we can similarly prove Z1(λ) > 1 given
λ ≺ 0.
We also notice that positive regions are stable. Define
M(λ) to be the EM update of λ based on the EM up-
date of µ1 and (4.13). For any number of features, the
following lemma holds:
Lemma 4.1 (stability of positive regions). For any
number of features, given pi1 =  small, the two pos-
itive regions RD++ and −RD++ are stable for EM, i.e.,
M(λ)  λ for all λ  0 and M(λ) ≺ λ for all λ ≺ 0.
Proof. If λ  0, then B1i > B2i for any i (based on
(4.14) and (4.15)), and thus M(λ)  λ. A similar argu-
ment demonstrates that M(λ) ≺ λ when λ ≺ 0.
From the lemma above, we conclude that in the positive
regions, |bTµ∗| will increase, similar to Theorem 4.1.
Lemma 4.1 and Theorem 4.4 lead to the following:
Corollary 4.1. For any number of features, ifλ is initial-
ized in a positive region, then EM will escape one-cluster
regions exponentially fast.
Proof. WLOG, we assume λ  0. From Theorem 4.4,
at positive regions, Z1 > 1. Define g(t) = Z1(λ +
t(M(λ)−λ)). Z1 increases after an EM update because:
Z1(M(λ))− Z(λ) = g(1)− g(0)
=
∫ 1
0
(M(λ)− λ)T∇Z1(λ+ t(M(λ)− λ))dt > 0,
where we use M(λ)  λ from Lemma 4.1 and
∇Z1(λ)  0 if λ  0 from the proof of Theorem 4.4.
From (2.9), pi1 increases exponentially.
With GD, we have similar results as Corollary 4.1,
but GD escapes one-cluster regions much more slowly,
which can be derived in a similar way as in Section 4.1.
What if λ is not initialized in positive regions? The fol-
lowing theorem tells us that if D = 2, no matter where
λ is initialized, EM will almost always escape the one-
cluster regions.
Theorem 4.5. For m = D = 2, given σ12 6= 0 and
x ∈ (0, 1)D, with the EM algorithm, pi1 = ,µ2 = x and
uniform random initialization for µ1, λ will converge to
the positive regions at a linear rate with probability 1.
Therefore, EM will almost surely escape one-cluster re-
gions.
Proof. Here, we give a proof sketch, and the more de-
tailed proof of Theorem 4.5 can be found in Appendix
A.2. First, in the worst case, ||λ|| shrinks to a neighbor-
hood of the origin. Then, near the origin, EM rotates λ
towards positive regions.
For general m and D, we conjecture that EM almost
always escapes k-cluster regions where k < m, as de-
scribed in Appendix B.
4.2.3 EM as an ascent method
So far, we have studied positive regions P . We showed
some nice properties of P and proved that λ converges
to P almost everywhere whenD = 2. In this section, we
show that EM can be treated as an ascent method for Z1:
Theorem 4.6. For λ in the feasible region, we have
∇Z1(λ)T (M(λ)−λ) > 0, with equality holds iffλ = 0.
Proof. From (4.12), ∇iZ1(λ) = pi∗1pi∗2(B1i − B2i). So,
from (4.14), for any i,∇iZ1(λ)(M(λ)i−λi) is nonneg-
ative. Equality holds iff for all i ∈ [D], B1i = B2i. It
follows that for any i, 1 + pi∗1λi = 1 − pi∗2λi. Hence,
equality holds iff λ = 0.
With this theorem, we can take a small step in the EM
update direction: λ + α(M(λ) − λ), with α small. In
this way, we can always increase Z1 until Z1 > 1 and
EM escapes the one-cluster regions.
4.3 EM vs GD
Now, we are ready to prove one of the main results in our
paper: for mixtures of two Bernoullis, there exist one-
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cluster regions that can trap GD but not EM. We first
prove a lemma similar to Lemma 4.1.
Lemma 4.2. For all λ 6= 0 and λ  0, M(λ)  0
and M(λ)  λ. Similarly, for all λ 6= 0 and λ  0,
M(λ) ≺ 0 and M(λ)  λ.
Proof. WLOG, we prove the lemma for λ  0. Notice
that for any λ  0, M(λ)  λ can be read directly from
(4.14). For λi = 0, B1i > B2i since λ 6= 0. Hence,
M(λ)  0.
This lemma leads to a main result in our work: for mix-
tures of two Bernoullis, there exist one cluster regions
with nonzero measure that trap GD, but not EM.
Theorem 4.7. For mixtures of two Bernoullis, given
pi∗1 ∈ (0, 1), x ∈ (0, 1)D and ||µ∗||0 = D, there ex-
ist one-cluster regions B that trap GD, but EM escapes
such one-cluster regions exponentially fast.
Proof. Denote ei as the ith unit vector in the standard
basis. For any i ∈ [D], at λ = λiei and λi > 0,
from Lemma 4.2 and Theorem 4.4, we have M(λ)  0
and Z1(M(λ)) > 1. Notice also that Z1(λ) = 1 and
∇jZ1(λ) > 0 for all j 6= i. Therefore, moving in
the opposite direction of the gradient, it is possible to
find a neighborhood B of λ, such that for all λ′ ∈ B,
Z1(λ
′) < 1 and Z1(M(λ′)) > 1. This region traps GD
due to Proposition 4.1, and EM escapes such one-cluster
regions exponentially fast due to Corollary 4.1.
5 ONE-CLUSTER LOCAL MINIMA
It is possible to show that some one-cluster regions are
local minima, as shown in the following theorem:
Theorem 5.1. The attractive one-cluster regions for GD
defined in Proposition 4.1 are local minima of the cross
entropy loss ` = −E[log (pi1B(x|µ1) + pi2B(x|µ2))].
Proof. Impose pi2 = 1 − pi1 and treat ` as a func-
tion of (pi1,µ1,µ2). Consider any small perturba-
tion (δpi1, δµ1, δµ2). If δpi1 = 0, then the loss
will not decrease as µ2 = x is a local minimum of
−E[logB(x|µ2)]. If δpi1 6= 0, the change of ` is de-
termined by the first order. Only ∂`/∂pi1 is nonzero, so
the change is dominated by the first order:
∂`
∂pi1
δpi1 = (1− Z1|µ1=µ1+δµ1)δpi1 > 0, (5.1)
when (δpi1, δµ1, δµ2) is small enough. Therefore, we
conclude that (pi1,µ1,µ2) is a local minimum.
We call such minima one-cluster local minima. The fol-
lowing theorem shows that they are not global minima.
Figure 2: Initialized from pi1 = 10−4, EM escapes the
1-cluster point exponentially while GD escapes linearly
with step size 0.01, achieving 0.0015 in 100 steps.
Theorem 5.2. Assumeµ∗ 6= 0 and pi∗1 ∈ (0, 1). For mix-
tures of two Bernoullis, one-cluster local minima cannot
be global. The gap between the one-cluster local minima
and the global minimum could be as large as Θ(D).
Proof. The global minimum is obtained when p(x) =
p∗(x). Denote the optimal value as `∗. We have:
`∗ − `1 = −KL(p∗(x)|
D∏
i=1
p∗(xi)) 6 0, (5.2)
with KL(p||q) the Kullback-Leibler divergence. Equal-
ity holds iff p∗(x) =
∏D
i=1 p
∗(xi), which means that the
features are mutually independent. A direct consequence
is that the features are pairwise independent. Neverthe-
less, we assumed at the end of Section 4.2 that σij 6= 0
for any pair (i, j). This is a contradiction.
Moreover, the difference could be very large. For exam-
ple, taking pi∗1 = 1/2,µ
∗
1 = 1 andµ
∗
2 = 0, the difference
is `∗ − `1 = −(D − 1) log 2.
6 EXPERIMENTS
We analyzed the differences in behavior between EM and
GD in Section 4 for mixtures of two components. For
Gaussian mixtures with two components, we have done
some experiments for the D = 2 case with 10, 000 sam-
ples to approximate the population case, which can be
shown in Figure 2. From this figure, we see that EM in-
creases pi1 exponentially and GD increases pi1 linearly,
when we initialize near a one-cluster region.
For Bernoulli mixtures, we aim to understand, at least
empirically, how often EM and GD converge to a k-
cluster point with k < m with an arbitrary number of
components. Since k-cluster points only utilize some
of the components, this typically implies that the fixed
points are bad. We will show that EM never converges to
such bad critical points, whereas GD does.
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We experiment with the infinite sample case for mix-
tures of Bernoullis of m components with D binary vari-
ables, where both m and D take values in {2, 3, 4, 5, 6}
for a total of 25 combinations. For each combination
(m,D) ∈ {2, 3, 4, 5, 6}2, We run (i) EM until conver-
gence with at most 20000 iterations; (ii) GD until con-
vergence with a step size of 0.02 and at most 10000 it-
erations, for 60 times each from random initialization.
We find experimentally that EM always converges to an
m-cluster point that is reasonably good compared to the
optimal value (greater than 0.999 in terms of the likeli-
hood ratio). On the other hand, GD is much more likely
to converge to a k-cluster point with k < m, especially
as m or D increase. Table 1 summarizes our empirical
findings for GD.
D = 2 D = 3 D = 4 D = 5 D = 6
m = 2 21.7 13.3 10.0 21.7 18.3
m = 3 46.7 15.0 56.7 26.7 26.7
m = 4 18.3 26.7 30.0 36.7 48.3
m = 5 48.3 56.7 50.0 58.3 63.3
m = 6 35.0 46.7 68.3 58.3 53.3
Table 1: Average fraction of times (as a percentage)
when GD converges to a k-cluster point with k < m
from random initialization. Infinite sample case.
We also experiment with datasets of 2000 samples gener-
ated from mixtures of Bernoullis of m components with
D binary variables. We choose the same hyperparame-
ters as in the previous experiment for EM and GD. As
before, EM always converges to m-cluster points. The
results for GD are summarized in Table 2. From this
table, we see the similarity between infinite sample and
finite sample cases. Hence, it is possible to extend our
analysis for the population likelihood to a likelihood with
a finite number of samples.
D = 2 D = 3 D = 4 D = 5 D = 6
m = 2 10.0 5.0 0.0 13.3 10.0
m = 3 10.0 13.3 21.6 36.7 40.0
m = 4 33.3 35.0 10.0 36.7 56.7
m = 5 33.3 46.7 25.0 40.0 70.0
m = 6 43.3 50.0 58.3 60.0 80.0
Table 2: Average fraction of times (as a percentage)
when GD converges to a k-cluster point with k < m
from random initialization. Finite sample case.
A remaining question is about the quality of the k-cluster
points that GD converges to. Denote the loss of the k-
cluster point that GD converges to as `GD, and the opti-
mal loss as `∗. In Table 3, we compute exp(`∗− `GD) as
the ratio of the likelihood of the k-cluster points that GD
converges to, to the optimal likelihood. We randomly
choose 10 true distributions, compute the ratio and take
the average, as shown in Table 3. We also take the worst-
case ratio of the 10 true distributions, summarized in Ta-
ble 4. From these two tables, we see that the k-cluster
points become worse as D increases. This agrees with
our intuition for one-cluster points in Theorem 5.2. Also,
with more clusters, the ratio is larger since it is easier to
fit the data, especially when D is small, and thus a k-
cluster point may still behave well in this case.
D = 4 D = 5 D = 6 D = 8 D = 10
m = 2 95.9 89.2 91.5 75.2 72.0
m = 3 98.7 97.9 97.1 91.9 83.4
m = 4 99.5 98.1 99.1 95.1 88.4
m = 5 99.9 99.8 98.9 94.9 90.3
m = 6 100.0 99.7 99.6 95.9 92.6
Table 3: Average ratio of the likelihood (as a percentage)
of the k-cluster points (k < m) that GD converges to, to
the optimal likelihood. Infinite sample case.
D = 4 D = 5 D = 6 D = 8 D = 10
m = 2 83.3 74.3 67.7 59.1 52.7
m = 3 91.3 91.3 82.6 73.2 60.6
m = 4 90.8 83.1 92.0 83.3 71.5
m = 5 96.2 94.4 94.5 80.1 82.3
m = 6 98.6 98.4 97.1 94.5 70.3
Table 4: Worst-case ratio of the likelihood (as a percent-
age) of the k-cluster points (k < m) that GD converges
to, to the optimal likelihood. Infinite sample case.
7 CONCLUSIONS
In this paper, we identified k-cluster regions and stud-
ied one-cluster regions in mixture models of two com-
ponents carefully. For mixtures of two Gaussians, when
initialized around one-cluster regions, EM escapes such
regions exponentially faster than GD, as also shown in
experiments. For mixtures of two Bernoullis, we proved
that there exist one-cluster local minima that always trap
GD, but EM can escape such minima. For Bernoulli mix-
tures with a general number of components and any num-
ber of features, we showed experimentally that with ran-
dom initialization, EM always converges to an m-cluster
point where all components are used, but GD often con-
verges to a k-cluster point where k < m. This means
that only a subset of the components are employed.
Our work opens up a new direction of research. It would
be interesting to know theoretically if EM almost always
escapes k-cluster regions in mixture models. A conjec-
ture for BMMs is given in Appendix B.
9
Acknowledgements
Guojun would like to thank Stephen Vavasis and Yao-
liang Yu for useful discussions.
References
[1] Simon Newcomb. A generalized theory of the com-
bination of observations so as to obtain the best re-
sult. American journal of Mathematics, pages 343–
366, 1886.
[2] A. P. Dempster, N. M. Laird, and D. B. Rubin.
Maximum likelihood from incomplete data via the
EM algorithm. Journal of the Royal Statistical So-
ciety, Series B, 39(1):1–38, 1977.
[3] CF Jeff Wu. On the convergence properties of the
EM algorithm. The Annals of statistics, pages 95–
103, 1983.
[4] Christopher M. Bishop. Pattern Recognition and
Machine Learning (Information Science and Statis-
tics). Springer-Verlag New York, Inc., Secaucus,
NJ, USA, 2006.
[5] Nikos Vlassis and Aristidis Likas. A Greedy EM
Algorithm for Gaussian Mixture Learning. Neural
Process. Lett., 15(1):77–87, February 2002.
[6] Sanjoy Dasgupta. Learning Mixtures of Gaus-
sians. In Proceedings of the 40th Annual Sympo-
sium on Foundations of Computer Science, FOCS
’99, pages 634–, Washington, DC, USA, 1999.
IEEE Computer Society.
[7] Sanjoy Dasgupta and Leonard J. Schulman. A
Two-round Variant of EM for Gaussian Mixtures.
In Proceedings of the Sixteenth Conference on Un-
certainty in Artificial Intelligence, UAI’00, pages
152–159, San Francisco, CA, USA, 2000. Morgan
Kaufmann Publishers Inc.
[8] Sanjeev Arora and Ravi Kannan. Learning Mix-
tures of Arbitrary Gaussians. In Proceedings of the
Thirty-third Annual ACM Symposium on Theory of
Computing, STOC ’01, pages 247–257, New York,
NY, USA, 2001. ACM.
[9] Sanjoy Dasgupta and Leonard Schulman. A Prob-
abilistic Analysis of EM for Mixtures of Separated,
Spherical Gaussians. Journal of Machine Learning
Research, 8:203–226, May 2007.
[10] Santosh Vempala and Grant Wang. A Spectral Al-
gorithm for Learning Mixture Models. J. Comput.
Syst. Sci., 68(4):841–860, June 2004.
[11] Mikhail Belkin and Kaushik Sinha. Polynomial
Learning of Distribution Families. In Proceed-
ings of the 2010 IEEE 51st Annual Symposium
on Foundations of Computer Science, FOCS ’10,
pages 103–112, Washington, DC, USA, 2010.
IEEE Computer Society.
[12] Ankur Moitra and Gregory Valiant. Settling the
Polynomial Learnability of Mixtures of Gaussians.
In Proceedings of the 2010 IEEE 51st Annual
Symposium on Foundations of Computer Science,
FOCS ’10, pages 93–102, Washington, DC, USA,
2010. IEEE Computer Society.
[13] Daniel Hsu and Sham M. Kakade. Learning Mix-
tures of Spherical Gaussians: Moment Methods
and Spectral Decompositions. In Proceedings of
the 4th Conference on Innovations in Theoretical
Computer Science, ITCS ’13, pages 11–20, New
York, NY, USA, 2013. ACM.
[14] Sivaraman Balakrishnan, Martin J Wainwright, Bin
Yu, et al. Statistical guarantees for the EM algo-
rithm: From population to sample-based analysis.
The Annals of Statistics, 45(1):77–120, 2017.
[15] Ji Xu, Daniel Hsu, and Arian Maleki. Global analy-
sis of expectation maximization for mixtures of two
gaussians. In Proceedings of the 30th International
Conference on Neural Information Processing Sys-
tems, NIPS’16, pages 2684–2692, USA, 2016. Cur-
ran Associates Inc.
[16] Constantinos Daskalakis, Christos Tzamos, and
Manolis Zampetakis. Ten Steps of EM Suffice for
Mixtures of Two Gaussians. In Proceedings of the
2017 Conference on Learning Theory, volume 65,
pages 704–710, 2017.
[17] Chi Jin, Yuchen Zhang, Sivaraman Balakrishnan,
Martin J. Wainwright, and Michael I. Jordan. Lo-
cal Maxima in the Likelihood of Gaussian Mixture
Models: Structural Results and Algorithmic Conse-
quences. In Proceedings of the 30th International
Conference on Neural Information Processing Sys-
tems, NIPS’16, pages 4123–4131, USA, 2016. Cur-
ran Associates Inc.
[18] Bowei Yan, Mingzhang Yin, and Purnamrita
Sarkar. Convergence of Gradient EM on Multi-
component Mixture of Gaussians. In Proceed-
ings of the 31st International Conference on Neural
Information Processing Systems, NIPS’17, pages
6959–6969, USA, 2017. Curran Associates Inc.
[19] Ruofei Zhao, Yuanzhi Li, and Yuekai Sun. Statisti-
cal Convergence of the EM Algorithm on Gaussian
10
Mixture Models. arXiv preprint arXiv:1810.04090,
2018.
[20] Alfons Juan and Enrique Vidal. On the use of
Bernoulli mixture models for text classification.
Pattern Recognition, 35(12):2705–2710, 2002.
[21] Alfons Juan and Enrique Vidal. Bernoulli mixture
models for binary images. In Pattern Recognition,
2004. ICPR 2004. Proceedings of the 17th Inter-
national Conference on, volume 3, pages 367–370.
IEEE, 2004.
[22] Stephen Boyd and Lieven Vandenberghe. Convex
Optimization. Cambridge University Press, New
York, NY, USA, 2004.
[23] Yann LeCun, Yoshua Bengio, and Geoffrey Hinton.
Deep learning. nature, 521(7553):436, 2015.
[24] Eli M Gafni and Dimitri P Bertsekas. Two-
metric projection methods for constrained opti-
mization. SIAM Journal on Control and Optimiza-
tion, 22(6):936–964, 1984.
[25] Shai Shalev-Shwartz and Yoram Singer. Efficient
learning of label ranking by soft projections onto
polyhedra. Journal of Machine Learning Research,
7(Jul):1567–1599, 2006.
[26] Carl D Meyer. Matrix analysis and applied linear
algebra, volume 71. Siam, 2000.
[27] Jason D Lee, Max Simchowitz, Michael I Jordan,
and Benjamin Recht. Gradient descent only con-
verges to minimizers. In Conference on Learning
Theory, pages 1246–1257, 2016.
A Proofs for mixtures of Bernoullis
A.1 Derivation of (4.14)
From (4.10), the update of µ1 is:
M(µ1)i = Z
−1
1
∫
q˜1(x)xdx =
µ1i
xi
Z−11 Fi, (A.1)
where Fi = pi∗1µ
∗
1iB1i + pi
∗
2µ
∗
2iB2i and B1i, B2i defined
in (4.15). So,
M(λ)i − λi = 2S−1i µ∗i (M(µ1)i − µ1i)
= 2S−1i µ
∗
iµ1ix
−1
i Z
−1
1 (Fi − Z1xi).
(A.2)
Bringing in the definition of Z1 in (4.12), we have
Fi − Z1xi = pi∗1B1i(µ∗1i − xi(1 + pi∗2λi)) +
+ pi∗2B2i(µ
∗
2i − xi(1− pi∗1λi)). (A.3)
With the definitions of xi, µ∗i and λi, we obtain:
Fi − Z1xi = 2pi∗1pi∗2µ∗i (1− xi)−1(1− µ1i)(B1i −B2i),
which, combined with (A.2), yields (4.14).
A.2 Proof of Theorem 4.5
In this section, we prove the following theorem:
Theorem 4.4. For m = D = 2, given σ12 6= 0 and
x ∈ (0, 1)D, with EM algorithm, pi1 = , µ2 = x and
uniform random initialization for µ1, λ will converge to
the positive regions at a linear rate with probability 1.
Therefore, EM will almost surely escape one-cluster re-
gions.
We assume that σ12 > 0 because the σ12 < 0 can be
similarly proved by relabeling x2 → 1−x2. The theorem
is equivalent to showing that b converges to the regions
where b1b2 > 0, due to (4.13) and Corollary 4.1. We
also call these regions as positive regions. It is not hard
to derive from (4.10) and (2.9) that the EM update is:
b1 ← b1 + Z−11 σΛ1b2, (A.4)
b2 ← b2 + Z−11 σΛ2b1, (A.5)
with Λi = µ1i(1− µ1i).
We first notice some properties of σ12, as can be easily
seen from its definition. For convenience, in the follow-
ing proof we define σ := σ12S−11 S
−1
2 which we call the
normalized covariance.
Lemma A.1. If σ12 > 0, then σ12 < x1(1− x2), σ12 <
x2(1− x1).
Proof. Trivial from the definition of σ12.
A direct consequence is:
Corollary A.1. If σ12 > 0, then σ2S1S2 < 1.
In the following lemma, we show that in a neighborhood
of the origin, b almost always converges to the positive
regions.
Lemma A.2 (Convergence with small ||b|| initializa-
tion, two features). Assume σ12 > 0. ∃δ > 0 small
enough, with a random b initialized from the L1 ball
||b||1 < δ and the update function defined by EM, b
converges to the positive regions {(b1, b2)|b1b2 > 0} at
a linear rate.
Proof. In this case, Λi and Z are roughly constant, and
b′ =
[
b′1
b′2
]
= A(b)b =
[
1 σ12Σ
−1
2
σ12S
−1
1 1
] [
b1
b2
]
.(A.6)
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The eigensystem of A(b) is:
λ1 = 1 + σ12
√
S−11 S
−1
2 , v1 = (
√
σ12S
−1
2 ,
√
σ12S
−1
1 ).
λ2 = 1− σ12
√
S−11 S
−1
2 , v2 = (−
√
σ12S
−1
2 ,
√
σ12S
−1
1 ).
Applying A(b) for enough number of times, b will con-
verge to a multiple of v1, where σb1b2 > 0.
Let us make the argument above more concrete. Expand
b as:
b = c1v1 + c2v2. (A.7)
Since c1 = 0 is a measure zero set, we have c1 6= 0
almost everywhere. WLOG, we assume c1 > 0. Denote
A(b) =
[
1 σZ−1Λ1
σZ−1Λ1 1
]
, (A.8)
A(0) =
[
1 σ12S
−1
2
σ12S
−1
1 1
]
. (A.9)
We first prove that each element of A(b) − A(0) is
bounded. This can be done by noticing:
A(b)−A(0) =
[
0 σ(Z−1Λ1 − S1)
σ(Z−1Λ2 − S2) 0
]
,
and that
Z−1Λi − Si = Z−1(bi(1− 2xi)− b2i − σb1b2Si).
So, A(b) −A(0) = O(δ) in ||b||1 < δ. From this fact,
one can show in ||b||1 < δ,
A(b)b  A(0)b− cδ2v1, (A.10)
with c some constant. WLOG, we assume b is still in the
negative region and thus ||b||1 decreases, so our approx-
imation is still valid. Applying EM for k times and by
use of (A.10), we know the result is at least (the general-
ized inequality is defined by the positive cone R2++, see,
e.g., [22])
A(0)kb− cδ2(λk−11 + · · ·+ λ1 + 1)v1
= (c1λ
k
1 − cδ2
λk1 − 1
λ1 − 1 )v1 + c2λ
k
2v2. (A.11)
In the above analysis we used A(0)u  0 for u 
0. For δ small enough, we know almost surely c1 >
cδ2/(λ1 − 1). Therefore, at almost everywhere A(b)kb
converges to the positive regions at a linear rate.
The choice of L1 ball is irrelevant, since in finite vector
space all Lp norms are equivalent.
Figure 3: Contours f(b1) = 0 and g(b1) = 0.
Now, let us show that in the worst case b shrinks to
a neighborhood of the origin. Hence, combined with
Lemma A.2, we finish the proof. First, rewrite (A.4) and
(A.5) as:
b1 ← Z−1(b1 + σS1b2 + σ(1− 2x1)b1b2), (A.12)
b2 ← Z−1(b2 + σS2b1 + σ(1− 2x2)b1b2). (A.13)
The two contours b′1 = 0, b
′
2 = 0 are respectively:
Cb′1=0 : b2 = f(b1) = −
b1
σ(1− 2x1)b1 + σS1 ,
(A.14)
Cb′2=0 : b2 = g(b1) =
−σS2b1
1 + σ(1− 2x2)b1 . (A.15)
f, g are both linear fractional functions of b1, an example
of which is depicted in Figure 3. The derivatives are:
f ′(b1) = − S1
σ((1− 2x1)b1 + S1)2 ,
g′(b1) = − σS2
(1 + σ(1− 2x2)b1)2 , (A.16)
therefore, f, g are both decreasing if σ > 0. It fol-
lows that f ′(0) = −(σS1)−1 and g′(0) = −σS2. From
Corollary A.1,
|g′(0)|
|f ′(0)| < 1. (A.17)
Now, let us look at the secant lines crossing the ori-
gin and f(−x1), g(−x1) separately. From (A.14) and
(A.15),
f(−x1) = 1
σx1
, (A.18)
g(−x1) = σS2x1
1− σx1(1− 2x2) , (A.19)12
and one can obtain f(1 − x1) and g(1 − x1) similarly.
So, −b1/b2 is bounded in the following region:
{(b1, b2)|b1b2 < 0, f(b1)g(b1) < 0}, (A.20)
and the bound is given by the slopes of the tangent lines
at (0, 0) and the secant lines.
Another important point to notice is that f(b1) and
g(b1) intersect exactly once. Which can be proved from
Lemma A.1, (A.14) and (A.15):
Lemma A.3. Assume σ > 0, f(b1) = g(b1) has exactly
one solution b1 = 0 in the feasible region b1 ∈ [−x1, 1−
x1].
Proof. The solution b1 = 0 is obvious. For b1 6= 0,
f(b1) = g(b1) is equivalent to:
σ2S2 ((1− 2x1)b1 + S1)− σ(1− 2x2)b1 = 1. (A.21)
We will show that the left hand side is always less than
one. This is a linear function, so we only need to show it
at both end points. At b1 = −x1, the left hand side can
be simplified as:
σx1(1− x2) + σx1x2 (σx1(1− x2)− 1) < 1,
where we used Lemma A.1. Similarly, at b1 = 1 − x1,
the left hand side of (A.21) is:
σx2(1− x1) + σ(1− x1)(1− x2) (σx2(1− x1)− 1) < 1.
From Lemma A.3, the feasible region of b is divided
into four parts by f(b1) and g(b1). If f(b1)g(b1) > 0,
then EM update goes to the positive region. Otherwise,
f(b1)g(b1) < 0. In this region, neither b1 nor b2 changes
the sign. Because −b1/b2 is bounded, from (A.4) and
(A.5), ||b||(t+1)1 6 q||b||(t)1 with 0 < q < 1 being a con-
stant. So, in the worst case, b will converge to the neigh-
borhood of the origin at a linear rate, and then shift to
the positive regions at a linear rate, according to Lemma
A.2. This lemma can be used because the EM update is
not singular: it does not map a measure nonzero set to
a measure zero set. Hence, after finitely many steps, at
the neighborhood of the origin, the random distribution
at the beginning is still random.
Figure 4 is an example of the trajectory.
B A General Conjecture
In this appendix, we propose a general conjecture for
mixtures of Bernoullis:
Figure 4: An example of the trajectory. b moves from
the second orthant to a positive region, by shrinking its
norm and rotating.
Conjecture B.1. For any number of clusters and a
general number of features, with random initialization
around k-cluster regions, EM will almost always con-
verge to an m-cluster point.
Besides empirical evidence, we can show theoretical
guarantees at m = 2. In this case, the problem reduces
to showing the convergence to positive regions proposed
in Section 4.2.2. The convergence to the positive regions
is observed empirically for mixtures of two Bernoullis,
which always happens with random initialization.
The first result shows that if ||λ|| is small, λ will con-
verge to the positive regions:
Proposition B.1 (Convergence with small ||λ|| initial-
ization, general). For mixtures of two Bernoullis, ∃δ >
0 small enough, with a random λ initialized from the L1
ball ||λ||1 < δ and the update function defined by EM, λ
will converge to the positive regions.
Proof. Around ||λ|| ∼ 0, Z1 ∼ 1. Expanding (4.14)
to the linear order, we find that the update of λ can be
linearized as:
M(λ) = Aλ, (B.1)
where Aii = 1 and Aij = (2µ∗i )
2pi∗1pi
∗
2S
−1
i Z
−1
1 > 0 for
i 6= j. After enough iterations, λ will converge to the
linear span of the largest eigenvector of A.
From the Perron-Frobenius theorem [26], A has a
unique largest real eigenvalue, and eigmax(A) >
mini
∑
j Aij > 1. Also, the maximal eigenvector of A,
vmax, is a multiple of an all positive vector. Therefore,
we can prove the proposition in a similar fashion as the
proof of Lemma A.2.
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This proposition also tells us that EM has an effect of
rotating λ to the positive regions. It is interesting to ob-
serve that such unstable fixed point λ = 0 is analogous
to the strict saddle points studied in [27]. It might be pos-
sible to use stable manifold theorem to prove our conjec-
ture at m = 2.
Another special case is when the maxi λi increases or
mini λi decreases. For a given λ, we can order the com-
ponents. WLOG, we assume λ1 6 λ2 6 . . . λi < 0 =
λi+1 = · · · = λj < λj+1 6 . . . 6 λD. We can show the
following proposition:
Proposition B.2. For mixtures of two Bernoullis, assume
λ1 6 λ2 6 . . . λi < 0 = λi+1 = · · · = λj < λj+1 6
. . . 6 λD, if M(λ)1 < λ1 or M(λ)D > λD, then λ will
eventually converge to the positive regions. Otherwise,
we have M(λ)1 > λ1 and M(λ)D 6 λD.
Proof. From the definitions of B1i and B2i, (4.15), we
have
B11 −B21 > . . . > B1D −B2D. (B.2)
M1(λ) < λ1, from (4.14), tells us that B11 − B21 <
0, and thus every λi decreases. As each λi decreases,
B1i − B2i will get smaller as well. Therefore, all λi’s
decrease at least as a linear function. Since the feasible
region is bounded, λ will converge to −RD++ eventually.
Similarly, if MD(λ) > λD, we know that λ will con-
verge to RD++ eventually.
Otherwise, we must have B11 − B21 > 0 and B1D −
B2D 6 0, yieldingM1(λ) > λ1 andMD(λ) 6 λD.
The two patterns M(λ)1 < λ1 and M(λ)D > λD have
been observed in experiments very frequently, while the
case with M(λ)1 > λ1 and M(λ)D 6 λD needs some
further understanding.
C Proof for mixtures of two Gaussians
with fixed equal covariances
In this appendix, we generalize our analysis for mixtures
of two Gaussians with identity covariances to a slightly
more general setting of mixtures of two Gaussians, given
that the two covariance matrices are equal and fixed. The
result is almost the same as Theorem 4.1, except that we
replace the normal inner product in Euclidean space to a
new inner product defined as 〈a, b〉Σ = aTΣ−1b.
Theorem C.1. Consider a mixture of two Gaussians
with pi∗1 ∈ (0, 1), the same covariance matrices and true
distribution
p∗(x) = pi∗1N (x|µ∗,Σ) + pi∗2N (x| − µ∗,Σ) (C.1)
When pi1 =  is initialized to be small enough, µ2 = x
and bTΣ−1µ∗ 6= 0, EM increases pi1 exponentially fast.
Proof. It suffices to show that Z1 > 1 and Z1 grows if
initially bTΣ−1µ∗ 6= 0. To calculate Z1, we first com-
pute q˜1(x) = p∗(x)γ1(x):
q˜1(x) = pi
∗
1e
bTΣ−1(µ∗−µ2)N (x|µ∗ + b,Σ)
+ pi∗2e
−bTΣ−1(µ∗+µ2)N (x| − µ∗ + b,Σ).
(C.2)
This equation shows that q˜1(x) corresponds to an
un-normalized mixture of Gaussians with their means
shifted by b and their mixing coefficients rescaled in
comparison to p∗(x). If b = 0, then q˜1(x) = p∗(x). So,
b describes how different q˜1(x) deviates from p∗(x).
The partition function can be computed by integrating
out q˜1(x):
Z1 = pi
∗
1e
bTΣ−1(µ∗−µ2) + pi∗2e
−bTΣ−1(µ∗+µ2). (C.3)
In fact, µ2 = x = (pi
∗
1 − pi∗2)µ∗ which can be derived
from p∗(x). So, Z1 becomes:
Z1 = pi
∗
1e
2pi∗2b
TΣ−1µ∗ + pi∗2e
−2pi∗1bTΣ−1µ∗ . (C.4)
Using the fact ex > 1 + x and that equality holds iff
x = 0, we can show that when bTΣ−1µ∗ 6= 0, Z1 > 1.
Now, let us show that Z1 increases. It suffices to prove
that |bTΣ−1µ∗| increases. From (C.2), we have the up-
date equation for µ1: µ1 ← (pi′1 − pi′2)µ∗ + b, with
pi′1 = pi
∗
1Z
−1
1 e
2pi∗2b
TΣ−1µ∗ , pi′2 = pi
∗
2Z
−1
1 e
−2pi∗1bTΣ−1µ∗ .
If bTΣ−1µ∗ > 0, then pi′1 > pi
∗
1 and pi
′
2 < pi
∗
2 . So,
µ
(t+1)
1 = µ
(t)
1 + δµ
∗ with δ = pi′1 − pi∗1 + pi∗2 − pi′2 > 0,
and
(b(t+1))TΣ−1µ∗ = (b(t))TΣ−1µ∗ + δµTΣ−1µ
> (b(t))TΣ−1µ∗, (C.5)
where we use the superscript (t+1) to denote the updated
values and (t) to denote the old values.
Similarly, we can prove that bTΣ−1µ∗ will decrease if
bTΣ−1µ∗ < 0. Hence, from (C.4), Z1 increases under
EM if initially bTΣ−1µ∗ 6= 0.
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