Regulatory measures constitute a significant barrier to cross-border services trade in sectors including transport, communications, business services, insurance, and recreation. However, regulation has weaker effects on trade in financial services, distribution, and construction. Entry barriers and conduct regulations have heterogeneous effects across sectors, as do particular measures such as licensing requirements, economic needs tests, restrictions on business form, and limitations on advertising. In addition, regional trade agreements (RTAs) are trade creating in communications, finance, and distribution, but have only weak effects in other sectors. Contrary to findings for goods markets, trade diversion is relatively limited for services RTAs.
Introduction
World trade in services has increased substantially during the last two decades. Two types of regulations need to be addressed when liberalizing services trade or negotiating services agreements. First are economy-wide regulations that are important for the whole domestic economy, which also affect the total amount of services trade. However, services are heterogeneous in nature, and as a result sector-specific regulations are at least as important from a trade perspective. Both types of regulations are comprised of many sub-levels of regulation with each of them having different effects on services trade. In principle, all these types of regulation are being negotiated in RTAs to facilitate special access to services imports and exports. Yet, RTA negotiations need to be "deep" as well as sectorally broad in order to make meaningful trade contributions.
Against this background, this paper addresses the question of the extent to which regulation and regional integration in services constitute drivers of bilateral services trade. We assess this question by focusing on detailed regulations at the sector level that affect sector-specific services trade. We also include measures of trade creation and trade diversion of services RTAs, including the EU. This allows us to evaluate what types of regulation for which services sectors drive trade expansion, and whether or not negotiated RTAs play a contributing role in that process.
Our paper makes three specific contributions relative to the existing literature. First, we map all available policy data to sector-specific services trade flows using nine different services sectors.
Most work on services trade flows using gravity as an empirical framework does not use any sectoral disaggregation, or work with policy variables that are developed at the sectoral level. Second, this paper uses new data on services trade developed by , and which have been collected from many different data sources. Availability of services trade data remains a significant constraint for researchers, but this new database-which is relatively unexploited in the literaturesignificantly improves country and sector coverage. Last, the data allow us to use panel data techniques to control for unobserved heterogeneity across countries and through time, while still retaining data on policy measures.
The paper by Kox and Nordas (2007) is closest to our line of research, but those authors only analyze how domestic regulation affecting total costs has an impact on trade in business services and financial services. It is not clear to what extent more detailed regulatory factors affect trade flows by way of separating fixed entry and variable costs for more sectors, such as transport, insurance, or telecommunication services. The empirical services trade literature on RTAs using gravity is even scarcer, although Marchetti (2009) finds in a cross-section of countries that for total services, the trade effect of RTAs is not any different from deep integration initiatives such as the EU. However, that study does not take stock of any third country effects, such as trade diversion.
The paper proceeds as follows. The next section reviews the existing gravity literature on services trade, focusing on policy variables, sectoral disaggregation, and regional integration. Section 3 presents our empirical strategy and data, and provides some preliminary non-parametric evidence on the importance of cross-sectoral heterogeneity. Section 4 discusses the results of our analysis and, finally, the last section concludes, discusses policy implications, and presents directions for future research.
Literature Review
There remains a split in the services literature between contributions dealing with regulatory policy indicators on the one hand, and those dealing with regional integration on the other. To date no work has tried to connect these two strands of the literature. Moreover, work that has estimated the impact of regulatory variables on services trade focuses only on aggregate flows, thus obscuring the possibility of significant cross-sectoral heterogeneity in the responsiveness of trade flows to policy.
Earlier work that has analyzed services trade flows using a gravity framework has shown that standard variables from the goods literature also generally apply to aggregate services trade, albeit with some differences in coefficients and variable significance. 4 However, empirical techniques vary considerably across papers; the earlier work, in particular, does not tend to incorporate theorybased gravity model specifications, such as the one developed by Anderson and Van Wincoop (2003) .
Sector specific analyses using gravity are uncommon in the literature, and tend only to cover a small number of sectors. Kox and Nordas (2009) , for instance, look at transport and business services, and their interaction with an overall regulatory indicator. Other contributions, such as Kox and Nordas (2007) , include financial services and other business services. A study by Francois et al. (2007) also only covers some sectors such as transport services, producer services, other business services, and other non-trade services. Fink (2009) has by far the most sectoral detail, but the model only includes data for European countries combined with basic gravity variables. Some studies (e.g. Kox et al., 2005; Schwellnus, 2007; Lennon, 2009; and Head et al., 2009 ) only choose as an alternative to total services trade the category of other commercial services: this classification excludes specific producer services such as transport, but is so broad that it still masks possible heterogeneity among, for example, telecommunications, finance, and construction services.
Aggregation is also a notable feature of previous work when it comes to the use of policy variables.
Even Kox et al. (2009) and Schwellnus (2007) , which use some level of sectoral disaggregation, only use the OECD's Product Market Regulation (PMR) indicator as an economy-wide indicator of policy barriers. In fact, the PMR database encompasses many different sub-level indicators such as state control, barriers to enterprise, and barriers to trade and investment-a feature that we exploit in this paper. Kox and Lejour (2006) use the more disaggregate sub-levels of this indicator in a crosssectional setting for other commercial services, but with mixed results. Francois et al. (2007) use three higher level indicators for their different categories of services sectors, and find that barriers to entrepreneurship form the most important barrier to services imports, especially for producer and other business services. However, more sector-specific analysis remains unexplored in their study and the authors call for more in-depth analysis using the regulatory policy indicators.
In a similar manner, Kox and Nordas (2007) estimate total costs of entering and servicing a market within the OECD area by collecting various economy-wide regulatory policy variables. Their analysis includes a detailed list of general policies. At the extensive margin, they find that for both total and other business services, trade regulation matters for both the importer and exporter sides. At the intensive margin, business services trade is more sensitive to economy-wide regulatory restrictions than total services trade.
Our work builds on and extends this area of research in several ways. First, we include detailed sector-level services trade data along with a rich set of sector-level regulatory policy variables.
Second, by doing so we are also able to not only measure regulation proxies for fixed entry costs but also explore how these detailed levels of regulation affect the variable cost structure, and hence act as a barrier for services trade at the intensive margin.
The second strand of research that we develop in the paper deals with the impact of regional integration on services trade flows. We include a set of variables that measure the extent of regional services integration in our country sample. Our motivation for doing so comes from Miroudot et al. (2010) , who find that trade costs are usually higher in services than in goods, but that RTAs with a services component tend to result in lower trade costs for members and third parties alike. The reason may lie in the nature of regulatory barriers to services trade, which are often applied universally. Thus, even regional reforms tend to be applied in a way that is relatively nondiscriminatory compared with the situation in goods markets.
Recent studies on services trade in the regional context (e.g. Marchetti, 2009; Shingal, 2010; and Guillin, 2010) tend to include an RTA dummy for total services trade flows, and find that it has a positive and statistically significant coefficient. However, they do not deal with the possibility of trade diversion, which is a point we take up explicitly here. Francois and Hoekman (2009) is the only exception: the authors take account of possible trade diversion, and conclude that at the sector level trade diversion takes place for business and ICT services within the EU bloc.
Studies that include an EU dummy as one example of an RTA are more common. Examples include Park (2002) , Walsh (2006) , Kox and Nordas (2007; ), Francois and Hoekman (2009 ), and van der Marel (2011 . Results have been mixed, however. Fink (2009) goes furthest in detail, and finds that most services sectors exhibit a significant EU15 effect, except travel, transport, and financial and insurance services. 5 However, the results of most regional integration dummies in services are
largely dependent on what type of fixed effects, data, and estimation techniques are used.
Methodology and Data

Gravity Model Specification
As in much of the empirical trade literature for both goods and services, our starting point for the analysis is the standard theory-based gravity model of Anderson and van Wincoop (2003; Empirical work based on equation (1) should ideally account for multilateral resistance by, for example, using fixed effects. However, this is not fully possible in the present case since the analysis focuses on regulatory data that vary by exporting country, but not across importing country for a given exporter. In other words, these variables are monadic rather than dyadic, and would thus be perfectly collinear with the fixed effects.
A second-best estimation alternative in this context is to use fixed effects to account for inward multilateral resistance, and random effects for outward multilateral resistance as presented in the following equation: 6 with . In equation (2) the random effects specification puts more structure on the data than fixed effects, because it assumes that outward multilateral resistance can be adequately summarized by a random variable that follows a normal distribution. A fixed effects specification for inward multilateral resistance, however, allows for unconstrained variation. This mixed effects model with fixed effects by exporter and random effects by importer represents an acceptable compromise in this instance between research objectives and empirical rigor. Of note, since we are dealing with panel data, is that for both the fixed and random effects, we follow Baldwin and Taglioni (2006) in recognizing that since trade costs vary over time, so too must the terms that capture multilateral resistance.
The final part of the gravity model is the trade costs function t. Our specification of this cost function is presented in equation (3) and includes a measure of services sector regulatory policies taken from several data sources of the OECD (see further below). 6 We also performed estimations which show that fixed effects formulations produce generally similar results to those provided here. These additional results are available upon request. However, it is necessary to average policy variable across the exporting and importing economies to obtain some form of dyadic expression for the regulatory policy variables. This actually makes results much more difficult to interpret in a policy sense.
where the variable called regulation in equation (3) is equal to each of the detailed regulatory variables sequentially. We include regulation for the importing country only since it is on this side of the bilateral trade relationship that the regulatory measures are most likely to act as barriers to trade.
To account for regional trade integration forces in services we apply two types of measures. The first is a dummy variable equal to unity when both members of a country pair belong to the same
RTA (
). This is to capture the average effect of being in an RTA. Additionally, an EU dummy is included to verify whether the EU has any effect beyond the world average ( ). To have a consistent approach with the theoretical literature, we also account for the possibility of trade diversion associated with regional integration. Following Frankel (1997) , we therefore include a dummy that takes the value of one whenever one member of a country pair is part of an RTA or the EU but the other is not ( and ) . These variables measure the extent of trade between members and non-members of these agreements.
Finally, we include standard trade costs proxies from the gravity model literature, to take account of "natural" trade costs. We include international distance, as well as dummy variables for countries that share a common border, common colonial heritage, or common language.
To estimate the model we substitute equation (3) into equation (2) and enter the fixed effects as dummy variables. We then estimate the model by GLS. 
Data Sources and Description
The dependant variable (exports) comes from the Trade in Services Database ).
This dataset combines primary data from various sources such as the OECD, Eurostat, and IMF Balance of Payments statistics, and uses mirroring techniques to produce the most complete dataset currently available on bilateral services trade. It uses a sectoral disaggregation that follows the GTAP scheme commonly used in general equilibrium modeling. As such, there are nine different sectors, namely business services, construction, communication, finance, insurance, public services, recreation comprised of travel services and recreation services, trade services, and finally transport services. Table 1 Table 2 provides summary statistics for all general and sectorspecific regulatory indicators.
Data on regional trade integration in the form of a services RTA or membership of the EU are taken, respectively, from Miroudot et al. (2010) and from publicly available data on accession to the European Union. Standard gravity model controls measuring natural geographic trade barriers are taken from CEPII. Full details of our data and sources are provided in Table 3 .
Preliminary Evidence
Before moving to a fully specified regression model with sectoral data in the next section, we first present some initial evidence on the links between services policies and trade using non-parametric methods. Figure However, it highlights the potentially important role that cross-sectoral heterogeneity can play when analyzing the impacts of services sector reforms.
Estimation Results
Table 4 presents baseline gravity model results for sector-specific services trade using overall indices of regulatory restrictiveness in each sector, which cover entry barriers and conduct regulations together. Standard gravity model variables such as distance generally have the expected signs and magnitudes, and are statistically significant. R2s indicate that the gravity model has considerable explanatory power for services trade, accounting for between 55% and 79% of the observed variation in bilateral trade flows.
In terms of the variables of main interest-the policy indicators-we find that services trade is clearly sensitive to the level of policy restrictiveness in an overall sense in the transport, communications, business, insurance, and recreation sectors (columns 1-6 and 12). In transport, we find that regulations affecting road transport and air transport both impact aggregate trade flows in this sector, but that air transport regulations have the strongest impact. Similarly, in communications, it is both telecom and postal regulations that matter for trade, although the latter have a stronger impact. There are no policy data available on business services as such, so we use an indicator of restrictiveness in professional services as a proxy. It is a simple average of restrictions in accounting, architecture, engineering, and legal services. Results clearly indicate that policy measures can have a significant impact on trade in business services, which is an important finding in light of the increasing role played by business process outsourcing in the global services economy.
The same is true of insurance services. Again, no policy data are available for recreation services, so we use restrictions on air transport services as a proxy, and find that there is a significant relationship with trade flows. In terms of quantitative magnitude, the strongest relationship between policy and trade flows is in insurance services, followed by business services. Then communication, transport, and recreation are respectively important in size.
In the other sectors, the regulatory index always has the expected negative coefficient, but it is not statistically significant. One possible reason for this result is that there is not a perfect correspondence between the sectoral definitions adopted by the trade data and those used to calculate the restrictiveness indices. This effect weakens the link between the regulatory data and the corresponding trade data.
The other coefficients of interest are the regional integration and EU dummies. In both cases, we find mixed evidence: the impact of preferential liberalization on trade obviously depends greatly on the nature of sectoral commitments by liberalizing countries, as well as on the characteristics of different services sectors. For instance, RTAs tend to be strongly trade creating among members in the communications, finance, and trade services sectors, but not in other sectors. In some cases, there is even evidence of RTAs reducing intra-bloc trade-transport and construction are examples-but such results should be interpreted with caution due to the fact that cross-modal issues are important in both cases, and our data only capture primarily GATS Mode 1 trade. One possibility is that RTAs induce trade in other forms, such as under Mode 3, and that inter-modal substitution dominates any concomitant complementarities; however, our data do not allow us to take this hypothesis any further. Interestingly, there is evidence from a number of sectorstransport, communications, business services, finance, and trade services-that RTAs are also trade creating with respect to non-members. This result contrasts with the goods literature, in which RTAs are frequently found to be trade diverting with respect to non-members. As hypothesized by Miroudot et al. (2010) , the difference is likely explained by the fact that RTA commitments in services tend to be relatively non-discriminatory because they are based on broad regulatory reforms rather than specific preferences in favor of particular economies. Only in construction services is there significant evidence of a trade diversion effect vis-à-vis non-members of an RTA.
Although the EU represents probably the deepest services RTA in our sample, results for the EU dummies are highly mixed. The general conclusion from Table 4 is that the EU does not appear to create more trade among members than do services RTAs on average, and indeed it may even be less effective in some sectors, such as transport, communications, and recreation. On the other hand, there is more evidence of trade diversion with respect to non-members for the EU than for RTAs on average: the diversion dummy variable has a negative and significant coefficient for transport, communications, and recreation, but a positive and significant coefficient for business services, insurance, finance, and trade services. This result again highlights the strong potential for cross-sectoral heterogeneity in the trade impacts of RTAs such as the EU.
Results using Detailed Policy Indicators
In the remainder of this section, we pursue the same general approach as for the models in Table 4 , but use more detailed policy data than the general indices used previously. The advantage of this approach is that it allows us to identify with more precision the types of regulations that matter most for particular types of services trade, and at the same time to highlight once again the importance of cross-sectoral heterogeneity in accounting for the effects of policy on services trade.
Since results for the RTA and EU dummies are generally in accordance with those from the Table 4 regressions, the discussion here focuses only on the additional policy data.
Results for transport services appear in columns 1-3 of Table 5 , using data for air transport policies only. The OECD policy data allow us to distinguish two types of measures: entry barriers, and public ownership. Columns 1-2 enter each variable separately, and column 3 enters them jointly. Model results suggest that both types of policy have a negative and significant effect on trade, but that the impact of entry barriers is slightly stronger.
The remaining columns of Table 5 present results for the communications sector. In this case, the OECD data identify three types of policies: entry barriers, public ownership, and market structure.
Although each policy indicator has the expected negative sign and is statistically significant when entered separately into the regression, entering all three together (column 7) results in only entry barriers having a statistically significant marginal impact. The reason is that all three types of measures tend to occur together, and the resulting correlation inflates the estimated standard errors in column 7. Nonetheless, we conclude that entry barriers are the primary policy of concern in relation to communication services. Table 6 presents results for business services, using data on entry barriers (columns 1-4) and conduct regulations (columns 5-8) separately. The strongest result in terms of entry barriers is for licensing requirements: they are negatively and significantly associated with trade in business services when entered separately into the regression (column 1), and when included with other entry barrier variables (column 4). Education requirements only have a negative and statistically significant coefficient when entered separately (column 2); in the joint regression, they have a negative but statistically insignificant coefficient, presumably because of correlation with other policy measures.
Contrary to expectations, the presence of quotas and economic needs tests is positively associated with trade in business services, although the relationship is only statistically significant in the joint regression (column 4). We do not place too much weight on this result, however, as it might be explained by the fact that such policies apply mostly to trade via GATS Mode 3 (commercial presence), which means that suppliers may indeed have an incentive to undertake greater Mode 1 trade-which is what our data capture-when Mode 3 is relatively restricted. This is only speculation, however, as data on both modes of supply would be required to test such a hypothesis.
Interestingly, results for conduct regulations as opposed to entry barriers are somewhat weaker in the case of business services (Table 6 columns 5-8). Although advertising regulations and regulations affecting prices and fees both have negative and significant coefficients when entered separately, it is only the latter that have a statistically significant effect when all three policy variables are entered together. Regulations affecting the type of business form that can be used by foreign entrants do not appear to have any significant effect on trade; however, we again note that such measures tend to affect Mode 3 trade more than Mode 1 trade, and so this finding is not necessarily surprising. Finally, the magnitude of the coefficient on price and fee regulations is noticeably smaller in absolute value than the coefficient on licensing requirements (column 4), which suggests that trade flows in business services may in general be more sensitive to entry barriers than to conduct regulations. Tables 7 and 8 show results for insurance and financial services respectively. Both licensing and educational requirements play a significant negative role for insurance services when included in the regression separately (columns 1-3) and together (column 4). This finding is in contrast with business services where only licensing requirements as part of entry barriers are significantly important. As for quotas and economic needs test, they are positively associated with insurance trade in the joint regression (column 4). This result is contrary to expectations, but could again be the result of crossmodal substitution. The results for the variables on conduct regulation become significant only when the variables are taken separately for regulation on advertising (column 6) and prices and fees (column 7). However, no meaningful outcomes appear when taking all the variables on conduct regulation together in column 8.
The results for the financial sector in Table 8 are somewhat different from those for insurance services. Contrary to insurance, regulation on educational requirements appears to have a stronger effect compared to licensing requirements (columns 1-2). This finding is reinforced when taking these variables together (column 4): only educational requirements play a significant role.
Regulation on quotas and economic needs tests again have a positive and statistically significant coefficient. As said, data on both modes 1 and 3 of services supply would be required to assess whether substitution effects are present within this sector, but our results strongly suggest that Results for construction services are in Table 9 . We created a special policy indicator for this sector, consisting of an unweighted average of the sub-level indicators of entry and conduct regulation for architectural and engineering services together. As for the business services regressions, columns 1-4 present results using data on entry barriers, and columns 5-8 use data on conduct regulations.
Taking entry barriers first, columns 3-4 show that it is only education requirements that have a negative and statistically significant impact on trade in this sector. This finding contrasts again with business services, in which licensing requirements play a major role. Again, quotas and economic needs tests have an unexpected positive and statistically significant coefficient, but this finding is likely explained by the type of cross-modal substitution discussed in the context of business services.
Indeed, such a mechanism is all the more likely to operate since only a small part of the construction services sector-such as architectural or engineering consulting services-can be traded via GATS Mode 1.
As was the case for business, insurance, and financial services, trade in construction services is also more affected by entry barriers than by conduct regulations. None of the conduct regulation indicators in columns 5-8 has a negative and statistically significant coefficient. The positive and statistically significant coefficient on business form regulations is likely explained by cross-modal substitution: stricter regulations on business form provide operators with an incentive to trade via Mode 1 rather than Mode 3, thereby boosting the level of exports observed in our data.
Columns 1-3 of Table 10 present results for recreation services. We use regulation of the air transport sector as a proxy for sectoral regulations, due to the lack of data specifically covering this sector. We consider two types of regulatory measures that can potentially impede trade in this area:
entry barriers, and public ownership. Although both measures have negative and statistically significant coefficients when entered separately in the model (columns 1-2), only public ownership has a statistically significant impact on trade when the two are considered jointly (column 3). This result highlights the important role that market structure can play as a determinant of trade patterns on a sectoral level, and is at least partly in line with our results for the transport sector in Table 4 .
The final sector we consider is trade services (Table 10 columns 4-8). For the policy variables, we use OECD data on restrictions in the retail services sector as a proxy for sectoral regulations. Our data cover entry barriers, operating restrictions, and price controls. For this sector, only price controls (column 7) have a negative and statistically significant impact on trade, but this effect disappears when all three policy variables are entered together. As is the case in other sectors, correlation among the various policy indicators makes it difficult to identify the marginal effects of individual measures.
Conclusion
This paper has shown that services RTAs, and regulatory policies more broadly, can have very different effects on different sectors. In line with previous work, we find considerable evidence of a link between regulatory restrictiveness and lower trade, but it is only statistically significant in some sectors; in other sectors, there is no evidence of such an effect. Similarly, we find that some sectors respond strongly to regional integration efforts with a services component, but that others do not.
Interestingly, the data disclose relatively little evidence of trade diversion effects associated with services RTAs irrespective of the sector being analyzed, which is quite different from the main findings of the literature on trade in goods.
From a policy point of view, our findings are important for two reasons. First, they highlight the importance of addressing sector-specific regulatory issues in addition to the general regulatory stance of a country with respect to the services sector as a whole. The breadth of the services sector, and the important role played by cross-sectoral heterogeneity, make the job of services negotiators a very difficult one, be it in multilateral or regional forums. There is a need in both cases for sectoral regulatory bodies to be involved in any broad-based efforts at services liberalization, which poses significant capacity issues for many developing countries.
The second policy issue of interest that arises from our results relates to the role of services RTAs.
The data strongly suggest that regional integration efforts have been effective in some sectors, but not in others. Although outside the scope of the present paper, it will be important for future work to play closer attention to the different levels of commitments undertaken in different sectors in services RTAs. Casual empiricism suggests that countries often approach different sectors with different levels of ambition in terms of liberalization. It therefore remains to be seen whether our findings are driven by heterogeneity in the application of similar liberalization approaches across economically different sectors, or whether they simply reflect the very partial nature of many services RTAs in terms of sectoral scope and depth.
In addition to investigating that issue further, future work could expand on our results in one important respect. We have relied on the best data currently available to obtain sectoral measures of policy restrictiveness. However, the OECD and the World Bank both currently have projects underway that intend to provide much more comprehensive policy coverage than existing OECD data. It is to be hoped that the results of their efforts will be made public in a timely manner, and that future research can identify with greater precision the types of policy measures that matter most for particular types of services trade.
Tables and Figures Figure 1: Number of Services RTAs and Level of Entry Barriers
Source: Authors' calculations. Entry barriers (sourced from the OECD's ECTR database) cover all countries in our data sample and are rescaled from 0-1. The RTAs in services represent any type of RTA with a services component. Years are for the date of notification. Data are taken from the WTO's RTA database. RTA_d, RTA_d_d Dummy equal to unity for country pairs sharing a services RTA; or equal to unity when only one country is a member of a services RTA Miroudot et al. (2010 Miroudot et al. ( ) 1992 Miroudot et al. ( -2006 EU_d, EU_d_d Dummy equal to unity for country pairs being member of the EU; or equal to unity when only one country is a member of the EU.
European Union (www.europa.eu) 1992-2006 Notes: The dependent variable in all cases is exports ( ), and estimation is by GLS. ***, ** and * denote statistical significance at the 1%, 5% and 10% levels respectively. Robust standard errors corrected for clustering by country-pair appear in parentheses beneath the parameter estimates. Notes: The dependent variable in all cases is exports ( ), and estimation is by GLS. ***, ** and * denote statistical significance at the 1%, 5% and 10% levels respectively. Robust standard errors corrected for clustering by country-pair appear in parentheses beneath the parameter estimates. Notes: The dependent variable in all cases is exports ( ), and estimation is by GLS. ***, ** and * denote statistical significance at the 1%, 5% and 10% levels respectively. Robust standard errors corrected for clustering by country-pair appear in parentheses beneath the parameter estimates. Notes: The dependent variable in all cases is exports ( ), and estimation is by GLS. ***, ** and * denote statistical significance at the 1%, 5% and 10% levels respectively. Robust standard errors corrected for clustering by country-pair appear in parentheses beneath the parameter estimates. Notes: The dependent variable in all cases is exports ( ), and estimation is by GLS. ***, ** and * denote statistical significance at the 1%, 5% and 10% levels respectively. Robust standard errors corrected for clustering by country-pair appear in parentheses beneath the parameter estimates. Notes: The dependent variable in all cases is exports ( ), and estimation is by GLS. ***, ** and * denote statistical significance at the 1%, 5% and 10% levels respectively. Robust standard errors corrected for clustering by country-pair appear in parentheses beneath the parameter estimates. Notes: The dependent variable in all cases is exports ( ), and estimation is by GLS. ***, ** and * denote statistical significance at the 1%, 5% and 10% levels respectively. Robust standard errors corrected for clustering by country-pair appear in parentheses beneath the parameter estimates.
