Abstract. Totally positive matrices are related with the shape preserving representations of a space of functions. The normalized B-basis of the space has optimal shape preserving properties. B-splines and rational Bernstein bases are examples of normalized B-bases. Some results on the optimal conditioning and on extremal properties of the minimal eigenvalue and singular value of the collocation matrices of normalized B-bases are proved. Numerical examples confirm the theoretical results and answer related questions.
1. Introduction. Totally positive matrices, which are also called totally nonnegative in the literature, play an important role in many fields, such as approximation theory, computer aided geometric design (CAGD), mechanics, differential or integral equations, statistics, combinatorics, economics and biology (see [1] , [10] , [12] , [14] or [20] ). A matrix is totally positive (TP) if all its minors are nonnegative. Relevant properties of TP matrices about algebraic computations with high relative accuracy have been found recently (cf. [9, 15] ). In fact, for some classes of TP matrices adequately parameterized, one can compute their eigenvalues, singular values, inverses or the solutions of some linear systems with high relative accuracy independently of their conditioning (see [9] , [16] and [8] ). This holds for many popular matrices, such as positive Vandermonde matrices or Hilbert matrices, which are TP. An important source of examples of TP matrices comes from the collocation matrices of systems of functions. Let U be a vector space of real functions defined on a real interval I and (u 0 (t), . . . , u n (t)) (t ∈ I) be a basis of U. The collocation matrix of (u 0 (t), . . . , u n (t)) at t 0 < · · · < t m in I is given by (1.1) M u 0 , . . . , u n t 0 , . . . , t m := (u j (t i )) i=0,...,m;j=0,...,n .
The collocation matrices of a given basis are the coefficient matrices of the linear systems associated with Lagrange interpolation problems in that basis. A system of functions is TP when all its collocation matrices (1.1) are TP. In CAGD, the functions u 0 , . . . , u n also satisfy that n i=0 u i (t) = 1 ∀ t ∈ I (i.e., the system (u 0 , . . . , u n ) is normalized), and a normalized TP system is denoted by NTP. It is known that shape preserving representations are associated with NTP bases (see [19] or [2] ). Clearly, the collocation matrices of NTP bases are stochastic TP matrices. By Theorem 4.2 (ii) of [3] (see also [4, 19] ), given a space with an NTP basis, there exists a unique NTP basis of the space with optimal shape preserving properties, which is called the normalized B-basis of the space. An important normalized B-basis is the Bernstein basis (b n 0 , . . . , b n n ) of the space P n ([0, 1]) of polynomials of degree less than or equal to n on [0, 1], given by
(see [2] , [3] ). Other examples of normalized B-bases are presented at the end of Section 3 and include the important examples of B-splines and rational Bernstein bases.
In this paper, we prove that the minimal eigenvalue (and singular value) of a collocation matrix of an NTP basis is always bounded above by the minimal eigenvalue (and singular value, respectively) of the corresponding collocation matrix of the normalized B-basis of the space. The information on the minimal eigenvalue and singular value has important potential applications. For instance, here we extend the optimal conditioning for the ∞-norm of the Bernstein basis proved in [7] to any normalized B-basis. On the other hand, similar results for the maximal singular value of the corresponding collocation matrices do not hold, as shown in Section 4.
The paper is organized as follows. Section 2 presents basic concepts and notations, as well as some auxiliary results for TP matrices. In particular, it recalls the characterization of stochastic TP matrices as a product of matrices associated with elementary corner cuttings. In Section 3, we prove that multiplying a nonsingular TP matrix by a matrix associated with an elementary corner cutting decreases the minimal eigenvalue and singular value and increases the ∞-norm condition number. This result is a key tool to prove the mentioned result on the extremal and optimal properties of the collocation matrices of a normalized B-basis. In Section 4, we include numerical examples confirming our theoretical results and counterexamples answering other related questions.
2. Basic notations and auxiliary results. By Theorem 2.6 of [19] (or by Theorem 4.5 of [13] ) we have the following characterization of a nonsingular stochastic TP matrix. Theorem 2.1. A nonsingular n × n matrix A is stochastic and TP if and only if it can be factorized in the form
. . . . . .
The following remark provides a new factorization in terms of elementary bidiagonal matrices.
Remark 2.2. If we denote by U i (λ) the bidiagonal, nonsingular and upper triangular matrix with at most one nonzero off-diagonal element in the entry (i − 1, i)
and by L i (λ) the bidiagonal, nonsingular and lower triangular matrix with at most one nonzero off-diagonal element in the entry
then we can write
In Section 2 of [19] , it is shown that the elementary matrices (2.1) and (2.2) have a geometric interpretation as elementary corner cutting transformations. Now let us recall some notations, concepts and results of Linear Algebra that will be used later in order to get a paper as self-contained as possible. Given two square matrices A = (a ij ) 1≤i,j≤n and B = (b ij ) 1≤i,j≤n , we denote A ≤ B if a ij ≤ b ij for all i, j. We say that A is nonnegative if a ij ≥ 0 for all i, j. If C = (c ij ) 1≤i,j≤n is a complex matrix and A = (a ij ) 1≤i,j≤n is a nonnegative matrix such that |c ij | ≤ a ij for all i, j, then A is said to dominate C, and so |C| := (|c ij |) 1≤i,j≤n ≤ A. The following result is due to Wienlandt (see Corollary 2.1 of Chapter II of [17] ): Theorem 2.3. Let M be a nonnegative matrix with maximal eigenvalue r, and let C be a complex matrix dominated by M . Then r = ρ(M ) ≥ ρ(C).
The following result collects two properties of TP matrices which will be used in the proofs of the main results. The first part corresponds to Corollary 6.6 of [1] and the second part to Theorem 3.3 of [1] .
Theorem 2.4. Let A be a nonsingular TP n × n matrix. Then: (i) All the eigenvalues of A are positive.
(ii) Given the n × n diagonal matrix
the matrix JA −1 J is TP. Given a nonsingular matrix A, for p = 1, 2, ∞ we shall use the condition numbers
Main results.
The following theorem shows that the elementary matrices corresponding to elementary corner cuttings decrease the minimal singular value and the minimal eigenvalue and increase some condition numbers when they multiply a TP matrix to its right or when their transposes multiply a TP matrix to its left.
Theorem 3.1. Let M be a nonsingular TP matrix, A := M E and 
Since E is obviously TP and M is also TP, we deduce from Theorem 3.1 of [1] that the products A = M E and C = E T M are also TP, and they also inherit the nonsingularity of M and E. If J is the diagonal matrix given by (2.3), since A, C and M are TP nonsingular, by Theorem 2.4 (ii), JA −1 J, JC −1 J and JM −1 J are TP and so, in particular, nonnegative and
So, in order to prove that |A −1 | dominates M −1 , it is sufficient by (3.1) to see that
We can observe that the matrix JE −1 J is also nonnegative. In addition, JE −1 J has one of the two following forms:
with 0 ≤ λ < 1. Taking into account the previous formula, that JM −1 J is nonnegative and that 1/(1 − λ) ≥ 1, it can be deduced that (JE −1 J)(JM −1 J) ≥ JM −1 J and formula (3.2) holds, and so
, and (i) holds.
(ii) By Theorem 2.4 (i), the eigenvalues of A are positive. By (3.1), (i) and Theorem 2.3, we derive
and, since JA −1 J and JM −1 J are similar to A −1 and M −1 (respectively), the minimal eigenvalue of A is bounded above by the minimal eigenvalue of M . Using again that C T = M T E and that the eigenvalues do not change when transposing a matrix, we also conclude that the minimal eigenvalue of C is bounded above by the minimal eigenvalue of M , and (ii) holds.
(iii) The minimal singular values of M and A = M E are the minimal eigenvalues of M T M and E T M T M E, respectively. By Theorem 3.1 of [1] , the product M T M is TP. Then, by (ii), the minimal eigenvalue of M T M is greater than or equal to the minimal eigenvalue of M T M E. Applying (i) again, the minimal eigenvalue of M T M E is greater than or equal to the minimal eigenvalue of E T M T M E. In conclusion, the minimal singular value of A = M E is bounded above by the minimal singular value of M . Taking into account that C T = M T E and that the singular values do not change when transposing a matrix, we also have that the minimal singular value of C is bounded above by the minimal singular value of M , and (iii) holds.
(iv) From (i), we derive M −1 ∞ ≤ A −1 ∞ . Since A and M are TP, they are nonnegative. Since E is stochastic, if we denote e := (1, . . . , 1)
T , then we have
, and the result follows.
The following corollary shows that any nonsingular stochastic TP matrix produces the same effects as those described in Theorem 3.1 for the elementary matrices corresponding to elementary corner cuttings when multiplying TP matrices. 
Proof. By Theorem 2.1 and Remark 2.2 we deduce that K = r i=1 E i , where r is a positive integer and each E i is equal to U j (λ i ) or L j (λ i ) given by (2.1) and (2.2), respectively, for 0 ≤ λ i < 1. Therefore, we get that 1 and i ∈ {1 , . . . , r}. So, applying in an iterative way Theorem 3.1 to the previous formula, the result follows for A.
Analogously, since C = (E T r · · · E T 1 )M with each E i a matrix of the form (2.1) or (2.2), we can apply Theorem 3.1 in an iterative way to prove the result for C.
The next corollary applies previous results to deduce some extremal and optimal properties of the collocation matrices of the normalized B-basis of a space. Taking collocation matrices in the previous expression at t we have that
Since the bases u and v are NTP, A and M are stochastic and TP. If A (or equivalently M ) is singular, then the minimal eigenvalue and singular value of both matrices are equal to 0. Otherwise, the result follows from (3.5) and from (ii), (iii) and (iv) of Corollary 3.2. We now give a list of examples of important normalized B-bases. By the previous result, their collocation matrices satisfy the mentioned extremal and optimal properties. 
(see [3, 11] and Section 4 of 
(see Section 3 of [21] ). (e) A very important example is the case of B-spline bases (see [22] ) and NURBS.
Let us consider a sequence of positive weights (w i ) 0≤i≤n and a knots vector (t 0 , . . . , t n+d ) with t i ≤ t i+1 for all i = 0, 1, . . . , n + d − 1. Then the B-spline basis (N 0,d , N 1,d , . . . , N n,d ) defined over the previous knots vector by
is the normalized B-basis of the corresponding splines space (see [3] ). The basis (r 0 , . . . , r n ) defined by
is the normalized B-basis of the corresponding NURBS space (see Section 4 of [3] ). 
and, if n is even
where ⌊m⌋ is the greatest integer less than or equal to m. In [6] it was proved that the Said-Ball basis is NTP. In the case that u = (s n 0 , . . . , s n n ), the corresponding NTP basis r SB = (r n 0 , . . . , r n n ), constructed as in (4.1), will be called rational Said-Ball basis.
Finally, let us consider the DP basis c = (c
and, if n is odd,
In [5] it was also proved that the DP basis is also NTP. In the case that u = (c n 0 , . . . , c n n ), the corresponding basis r DP = (r n 0 , . . . , r n n ), constructed as in (4.1), will be called rational DP basis.
As commented above, the rational Said-Ball and DP bases are also NTP. If we consider a sequence of positive weights (w Let
be the sequence of points given by t i = i/(n + 2) for i = 1, . . . , n + 1. Then we have considered the following collocation matrices: Table 4 .1. It can be observed that the minimal eigenvalue, resp. singular value, of M n is higher than the minimal eigenvalue, resp. singular value, of B We have also computed
2 ) for n = 3, . . . , 8 with Mathematica. The results can be seen in Table 4 .2. It can be observed that κ ∞ (M n ) ≤ κ ∞ (B n i ) for i = 1, 2, as it has been shown in Corollary 3.3. Remark 4.1. On the one hand, we have seen in Corollary 3.3 that the minimal eigenvalue and the minimal singular value of the collocation matrix of the normalized B-basis are always greater than the minimal eigenvalue and the minimal singular value, respectively, of the corresponding collocation matrix of the NTP bases of the corresponding space of functions. This fact has also been illustrated in the previous numerical experiments. On the other hand, the maximal eigenvalue of the collocation matrix of an NTP basis of a space of functions, including the corresponding normalized B-basis, is always equal to 1 because all these collocation matrices are stochastic. So, an interesting question arises: does there exist any relation between the maximal singular value of the collocation matrices of the normalized B-basis of a space of functions and those of the corresponding collocation matrices of NTP bases of the same space? In order to answer this question Table 4 .3 also shows the maximal singular value of M n , B n 1 and B n 2 for n = 3, . . . , 8. We can observe that in some cases the maximal singular value of M n is lower than the maximal singular value of B n 1 and B n 2 , for example for n = 5. In other cases, the maximal singular value of M n is higher than the maximal singular value of B 
