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Abstract
First introduced by Casazza and Kalton, u-ideals are generalizations of M-ideals. We characterize u-
ideals of Banach spaces using intersection properties of balls. We also give examples showing that our
results are best possible.
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1. Introduction
Let X be a closed subspace of a Banach space Y . In [4], Godefroy, Kalton and Saphar intro-
duced the notion of an ideal. X is an ideal in Y if there exists a norm one projection P on Y ∗
with kerP = X⊥, the annihilator of X. According to Casazza and Kalton [2] X is a u-ideal in Y
if I − 2P is an isometry.
Godefroy, Kalton and Saphar studied u-ideals and related notions in [4]. Following [4] we
introduce the following notation that will be used throughout. Let X be a closed subspace of a
Banach space Y and let iX be the natural embedding iX :X → Y . If P is a norm one projection
on Y ∗ with kerP = X⊥ we may define a norm one operator T :Y → X∗∗ by letting
〈
i∗Xy∗, T (y)
〉= 〈y,P (y∗)〉 (1.1)
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V. Lima, Å. Lima / Journal of Functional Analysis 252 (2007) 220–232 221for all y ∈ Y and y∗ ∈ Y ∗. Then T (x) = x for all x ∈ X and if I − 2P is an isometry then
‖y − 2i∗∗X T (y)‖ = ‖y‖ for all y ∈ Y . Furthermore, if we let V = P(Y ∗), then X being a u-ideal
in Y means that Y ∗ = V ⊕X⊥ and ‖v + η‖ = ‖v − η‖ for all v ∈ V and η ∈ X⊥. X is said to be
an M-ideal in Y [1,5] if this is an 1 sum, i.e. Y ∗ = V ⊕1 X⊥.
In this paper we will characterize u-ideals using intersection properties of balls. Characteri-
zations of M-ideals by intersection properties of balls can be found already in Alfsen and Effros
[1] where M-ideals were introduced (see e.g. [1, Theorems 5.8 and 5.9]).
In [7, Theorem 6.17] the second named author proved the following.
Theorem 1.1. (See [7].) Let X be a closed subspace of a Banach space Y . The following state-
ments are equivalent.
(a) X is an M-ideal in Y .
(b) For every y ∈ BY the intersection X ∩⋂3i=1 B(y + xi,1 + ε) 	= ∅ for every collection of
three points (xi)3i=1 ⊂ BX and ε > 0.
The following version of Lemma 3.3 in [4] motivates why we consider the type of balls we
do in this paper.
Lemma 1.2. (See [4].) Let X be a closed subspace of a Banach space Y . If X is a u-ideal in Y
then for every ε > 0, y ∈ Y and x ∈ X there is an x0 ∈ X such that
‖y + x − 2x0‖ < ‖y − x‖ + ε.
This inequality can be written 2x0 ∈ B(y + x,‖y − x‖ + ε). Using this we now state our first
main result.
Theorem 1.3. Let X be a closed subspace of a Banach space Y and let y ∈ Y \ X and Z =
span(X, {y}). The following statements are equivalent.
(a) X is a u-ideal in Z.
(b) X⊥⊥ ∩⋂x∈X BZ∗∗(y + x,‖y − x‖) 	= ∅.
(c) X ∩⋂ni=1 BZ(y + xi,‖y − xi‖ + ε) 	= ∅ for every finite collection (xi)ni=1 ⊂ X and ε > 0.
(d) X∩⋂3i=1 BZ(y + xi,‖y − xi‖+ ε) 	= ∅ for every collection of three points (xi)3i=1 ⊂ X and
ε > 0.
Theorem 1.3 will be proved in Section 2. That section also contains a general result, Propo-
sition 2.6, about centers of symmetry for compact convex sets inspired by the proof of Theo-
rem 1.3.
From Theorem 1.1 we see that X is an M-ideal in Y if and only if X is an M-ideal in Z
for every subspace Z of Y containing X such that dimZ/X = 1. It is also known (see e.g. [3,
Théorème 2.14] or [8, Proposition 2.1]) that X is an ideal in Y if and only if X is an ideal in Z
for every subspace Z of Y with dimZ/Y < ∞; and this is not equivalent to X being an ideal in
Z for every subspace Z of Y with dimZ/X = 1 by an example of Lindenstrauss [9, p. 78]. For
u-ideals we have the following.
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equivalent.
(a) X is a u-ideal in Y .
(b) X is a u-ideal in Z for every subspace Z of Y with dimZ/X < ∞.
(c) X is a u-ideal in Z for every subspace Z of Y with dimZ/X  2.
We prove Theorem 1.4 in Section 3. That section also contains a “vectorized” intersection
property of balls for u-ideals, Theorem 3.2.
In Section 4 we give some examples to show that our results are best possible. Example 4.2
shows that we need three balls in Theorem 1.3, two is not enough. Finally, Example 4.4 shows
that it is not enough to consider only subspaces of co-dimension 1 in Theorem 1.4(c).
We use standard Banach space notation. For a Banach space X, B(x, r) is the closed ball with
center X and radius r . In particular BX = B(0,1). If A is a subset of X, span(A) is the linear
span of A and conv(A) is the convex hull of A. For convenience we only consider real Banach
spaces.
2. Co-dimension one
Let X be a closed subspace of a Banach space Y . For y ∈ Y \ X we can define the set of best
approximants
Py =
{
x∗∗ ∈ X∗∗: ∥∥y − i∗∗X (x∗∗)∥∥= d(y,X⊥⊥)}.
Py is a non-empty weak∗-compact convex subset of X∗∗.
We want to show that X is a u-ideal in Y by defining an operator T :Y → X∗∗ as we saw in
Section 1. There is essentially only one way to do this as the next two lemmas show. (Recall the
notation T and P from (1.1).)
Lemma 2.1. Let X be a closed subspace of a Banach space Y . Then I − P has norm one if and
only if T (y) ∈ Py for all y ∈ Y .
Proof. If T (y) ∈ Py then
‖I − P ‖ = sup
y∗∈BY∗
sup
y∈BY
∣∣〈y, y∗ − Py∗〉∣∣= sup
y∗∈BY∗
sup
y∈BY
∣∣〈y∗, y − i∗∗X Ty〉∣∣
 sup
y∈BY
∥∥i∗∗X Ty − y∥∥ sup
y∈BY
d
(
y,X⊥⊥
)
 sup
y∈BY
‖y − 0‖ 1.
Conversely if ‖I − P ‖ = 1 then
∥∥y − i∗∗X Ty∥∥= ∥∥(y − x)− i∗∗X T (y − x)∥∥ ‖y − x‖
so that T (y) ∈ Py . 
Note that if ‖I − 2P ‖ = 1 then both I −P and P have norm one. However, in this case T (y)
is not just any element in Py , it is the center of symmetry as we will show in the next lemma.
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a center of symmetry if and only if K − c is symmetric about the origin. Note that a center of
symmetry is unique.
Lemma 2.2. Let X be a closed subspace of a Banach space Y . If X is a u-ideal in Y then T (y)
is a center of symmetry in Py for all y ∈ Y .
Proof. Let x∗∗ ∈ Py . Since I ∗ − 2P ∗ is an isometry we have
d
(
y,X⊥⊥
)= ∥∥y − i∗∗X (x∗∗)∥∥
= ∥∥y − i∗∗X (x∗∗)− 2P ∗(y − i∗∗X (x∗∗))∥∥= ∥∥y + i∗∗X (x∗∗ − 2T (y))∥∥
so that 2T (y)− x∗∗ ∈ Py . 
Next is a technical lemma emphasizing the local properties of ideals. Note that the following
lemma also holds for ideals.
Lemma 2.3. Let X be a closed subspace of a Banach space Z such that dimZ/X < ∞. The
following statements are equivalent.
(a) X is a u-ideal in Z.
(b) For every subspace W ⊆ X of finite co-dimension X/W is a u-ideal in Z/W .
We would like to thank Professor Nigel Kalton for an idea that greatly simplified the next
proof.
Proof. Assume that X is a u-ideal in Z and let W ⊆ X be a finite co-dimensional subspace. Let
T :Z → X∗∗ with T (x) = x for all x ∈ X and ‖z − 2T (z)‖ = ‖z‖ for all z ∈ Z. Let QW :Z →
Z/W be the quotient map. Define TW :Z/W → X/W = (X/W)∗∗ by
TW
(
QW(z)
)= Q∗∗W (i∗∗X (T (z)))
which is well defined since TW(0) = Q∗∗W (i∗∗X (T (W))) = QW(W) = 0. We have
sup
QW(z)∈BZ/W
∥∥QW(z)− 2TW (QW(z))∥∥= sup
z∈BZ
∥∥Q∗∗W (z)− 2Q∗∗W (i∗∗X (T (z)))∥∥ 1
and for QW(x) ∈ X/W
TW
(
QW(x)
)= Q∗∗W (i∗∗X (T (x)))= Q∗∗W (i∗∗X (x))= QW(x).
By the finite dimensionality of X/W and the weak∗–weak∗ continuity of both Q∗∗W and i∗∗X we
get that TW is contained in X/W . We conclude that X/W is a u-ideal in Z/W .
Conversely, let CX denote the set of all finite-co-dimensional subspaces in X and suppose
X/W is a u-ideal in Z/W for all W ∈ CX .
Let W ∈ CX and QW :Z → Z/W . We have dimX/W < ∞ and dimZ/W < ∞ and as above
we consider X/W as a subspace of Z/W and identify QW(X) with X/W . We can identify
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with kerPW = X⊥.
Let U be an ultrafilter refining the (reverse) order filter on CX . Define P :Z∗ → Z∗ by
P(z∗) = ω∗- limU PW(z∗).
Then
‖z∗ − 2Pz∗‖ lim
U
‖z∗ − 2PWz∗‖ ‖z∗‖
and kerP = X⊥ since z∗ ∈ Z∗ \X⊥ is in W⊥ \X⊥ eventually. 
The next lemma shows that our ball intersection property is inherited by quotients. This en-
sures that we only have to consider finite-dimensional spaces in the proof of Theorem 1.3.
Lemma 2.4. Let X be a closed subspace of a Banach space Y and let y ∈ Y \X. Assume that
() X∩⋂3i=1 BY (y +xi,‖y −xi‖+ ε) 	= ∅ for every collection of three points (xi)3i=1 ⊂ X and
ε > 0.
If W is a finite-co-dimensional subspace of X then X/W has property () in Y/W with respect
to y +W .
Proof. Let QW :Y → Y/W denote the quotient mapping. We can and will consider X/W as a
subspace of Y/W .
Let ε > 0 and (ui)3i=1 ⊂ X/W . Choose xi ∈ X such that QW(xi) = ui for i = 1,2,3. Since
W ⊂ X we may assume that
‖y − xi‖ <
∥∥QW(y − xi)∥∥+ ε = ∥∥QW(y)− ui∥∥+ ε.
Choose x ∈ X ∩⋂3i=1 B(y + xi,‖y − xi‖ + ε). Then
QW(x) ∈ X/W ∩
3⋂
i=1
B
(
QW(y)+ ui,
∥∥QW(y)− ui∥∥+ ε)
as desired. 
The following easy lemma is probably well known, but we include it for easy reference.
Lemma 2.5. Let X be a closed subspace of a Banach space Y and let y ∈ Y \ X. If there exists
a c ∈ X∗∗ such that
∥∥y + x − 2i∗∗X (c)∥∥ ‖y − x‖
for all x ∈ X then X is a u-ideal in Z = span(X, {y}).
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T (λy + x) = λc + x
for all scalars λ and x ∈ X. Obviously T (x) = x for all x ∈ X. We only need to show that for all
λ and x ∥∥λy + x − 2i∗∗X T (λy + x)∥∥ ‖λy + x‖
which is equivalent to ∥∥y + x − 2i∗∗X (c)∥∥ ‖y − x‖
for all x ∈ X. 
We are now ready to prove the first of our main theorems.
Proof of Theorem 1.3. (a) ⇒ (b). Let T :Z → X∗∗ be the operator associated with the u-ideal
projection. For x ∈ X we have
‖y − x‖ = ∥∥y − x − 2i∗∗X T (y − x)∥∥= ∥∥y + x − 2i∗∗X T (y)∥∥
i.e. 2i∗∗X T (y) ∈ B(y + x,‖y − x‖).
(b) ⇒ (c). Let x∗∗ ∈ X⊥⊥ ∩⋂x∈X BZ∗∗(y + x,‖y − x‖) 	= ∅. Use the principle of local re-
flexivity with E = span(i∗∗X (x∗∗), y, x1, x2, . . . , xn) ⊂ Z∗∗ and F = X⊥ ⊂ Z∗.
(c) ⇒ (d) is trivial.
(d) ⇒ (a). Let W ⊂ X be a finite-co-dimensional subspace. By Lemma 2.3 it is enough to
show that X/W is a u-ideal in Z/W . The quotient X/W has property (d) in Z/W by Lemma 2.4,
so we have reduced the problem to a finite-dimensional one.
Let ry = d(QW(y),X/W) and let QW :Z → Z/W be the quotient mapping.
By finite dimensionality there is at least one exposed point e0 ∈ PQW(y) with exposing
functional e∗ ∈ (X/W)∗. Let M = e∗(e0) = maxPQW (y) e∗(e) and find e1 ∈ PQW(y) such that
m = e∗(e1) = minPQW (y) e∗(e). Choose
2c ∈ X/W ∩B(QW(y)+ e0, ry)∩B(QW(y)+ e1, ry).
(We do not need the ε because of finite dimensionality. It is needed to get down into the quotient
though.) We get 2c − ei ∈ Py for i = 0,1 and
M  e∗(2c − e1) = 2e∗(c)−m,
m e∗(2c − e0) = 2e∗(c)−M
so that e∗(c) = M+m2 and M = e∗(2c − e1). Since e0 is exposed by e∗ we get c = e0+e12 and c is
also unique.
By assumption we have
{2c} =
⋂
B
(
QW(y)+ ei, ry
)∩B(QW(y)+ u,∥∥QW(y)− u∥∥)
i=0,1
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∥∥QW(y)+ u− 2c∥∥ ∥∥QW(y)− u∥∥
for all u ∈ X/W . By Lemma 2.5 X/W is a u-ideal in Z/W . 
From the proof above we see that we actually showed that the set Py had a center of symmetry.
Much of the same ideas can be used to prove a general result about centers of symmetry in
compact convex sets.
Proposition 2.6. Let K be a convex compact set in a locally convex Hausdorff vector space X.
The following statements are equivalent.
(a) K has a center of symmetry.
(b) For every finite set (xi)ni=1 ⊂ K , we have
⋂n
i=1(K + xi) 	= ∅.
(c) For every set of three points (xi)3i=1 ⊂ extK , we have
⋂3
i=1(K + xi) 	= ∅.
(d) For every finite-dimensional Banach space Y and every continuous linear operator T :
X → Y , T (K) has a center of symmetry.
Proof. (a) ⇒ (b). Assume that c ∈ K is a center of symmetry. For x ∈ K , we get (2c − x) ∈ K
and 2c = (2c − x)+ x ∈ K + x. From this (b) follows.
(b) ⇒ (c) is trivial.
(c) ⇒ (d). It is trivial that (c) implies that T (K) satisfies (c) for every finite-dimensional
Banach space Y and every continuous linear operator T :X → Y . So proving (c) ⇒ (d) is the
same as proving (c) ⇒ (a) for convex compact sets in Rn. So let us assume K sits in some finite-
dimensional Banach space. Then K contains at least one exposed point x0. Let x∗ be an exposing
functional. Choose x1 ∈ K such that x∗(x1) = minK x∗. Exactly as in the proof of (d) ⇒ (a) in
Theorem 1.3, we find a unique c ∈ K such that {2c} =⋂i=0,1(K + xi). For any x2 ∈ extK we
have by assumption that
⋂
i=0,1,2(K + xi) 	= ∅. Thus 2c − x2 ∈ K , and it follows that c is a
center of symmetry in K .
(d) ⇒ (a). For Y a finite-dimensional Banach space and T :X → Y a continuous linear oper-
ator, define
CY,T =
{
x ∈ K: T (x) is a center of symmetry in T (K)}.
Every CY,T is non-empty, convex and compact. By taking a finite sum of finite-dimensional
Banach spaces, we see that the family CY,T has the finite intersection property. By compactness,
there exists c ∈⋂Y,T CY,T which is a center of symmetry in K . Indeed, let x ∈ K and assume
2c − x /∈ K . Then there is an x∗ ∈ X∗ such that x∗(2c − x) > supu∈K x∗(u), but this contradicts
c ∈ CR,x∗ . 
Remark 2.1. Using products and diagonals as we will do in the next section it can be shown that
the following weakening of (d) implies (c) in Proposition 2.6.
• For every Banach space Y with dim Y  2 and every continuous linear operator T :X → Y ,
T (K) has a center of symmetry.
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3. Co-dimension two
Before proving the second of our main results, Theorem 1.4, we make the following simple
observation.
Lemma 3.1. Let Y be a Banach space and suppose X and Z are subspaces of Y such that X ⊆ Z
and denote the natural embeddings by iX :X → Y , iZ :Z → Y and j :X → Z. For y ∈ Z and
x∗∗ ∈ X∗∗ we have ∥∥y − i∗∗X (x∗∗)∥∥= ∥∥y − j∗∗(x∗∗)∥∥.
In particular, the set Py ⊂ X∗∗ is the same whether it is defined relative to Y or Z. Moreover,
d(y,X⊥⊥) = d(y,X).
Proof. We have iX = iZj . Let x∗∗ ∈ X∗∗, y ∈ Z \X and y∗ ∈ Y ∗. We have〈
y − iX∗∗(x∗∗), y∗
〉= 〈iZ(y)− i∗∗Z j∗∗(x∗∗), y∗〉= 〈y − j∗∗(x∗∗), i∗Z(y∗)〉
and it follows that ∥∥y − i∗∗X (x∗∗)∥∥= ∥∥y − j∗∗(x∗∗)∥∥.
We get dY (y,X⊥⊥) = dZ(y,X⊥⊥) and by using the principle of local reflexivity in Z =
span(X, {y}) we find dZ(y,X⊥⊥) = dZ(y,X) and thus dZ(y,X) = dY (y,X). 
Proof of Theorem 1.4. The implications (a) ⇒ (b) ⇒ (c) are both easy. There is a T :Y → X∗∗
with T (x) = x for all x ∈ X such that ‖y − 2i∗∗X T (y)‖ = ‖y‖ for all y ∈ Y . We only need to
consider T |Z .
(c) ⇒ (a). By (c) we have a (possibly non-linear) T :Y → X∗∗ with T (x) = x for all x ∈ X
such that ‖y − 2i∗∗X T (y)‖ = ‖y‖ for all y ∈ Y . For all y ∈ Y we have that T (y) is a center of
symmetry in Py by Lemma 2.2.
Let y1, y2 ∈ Y . Let Z = span(X, {y1, y2}). By assumption X is a u-ideal in Z which means
that T is linear: T (y1 + y2) = T (y1)+ T (y2). 
Let X be a Banach space. For n ∈ N, consider the subspace Hn(X) of n1(X) defined by
Hn(X) =
{
(x1, x2, . . . , xn): (xi)
n
i=1 ⊂ X and
n∑
i=1
xi = 0
}
.
The space Hn(X) was used by Lima in [7] and by Hustad in [6]. With Δ = {(x∗, . . . , x∗):
x∗ ∈ X∗} ⊂ n∞(X∗) we have Hn(X) = Δ⊥ and Hn(X)∗∗ = Δ⊥ = Hn(X∗∗) ⊂ n1(X∗∗).
Theorem 3.2. Let X be a closed subspace of a Banach space Y . The following statements are
equivalent.
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(b) For every n ∈ N and y ∈ Hn(Y ) we have
Hn(X)∩
m⋂
i=1
Bn1(Y )
(
y + xi,‖y − xi‖ + ε
) 	= ∅
for every finite collection (xi)mi=1 ⊂ n1(X) and ε > 0.
(c) For every y ∈ H 3(Y ) we have
H 3(X)∩
3⋂
i=1
B31(Y )
(
y + xi,‖y − xi‖ + ε
) 	= ∅
for every collection of three points (xi)3i=1 ⊂ 31(X) and ε > 0.
(d) For every y ∈ H 3(Y ) we have
H 3(X)∩
3⋂
i=1
B31(Y )
(
y + xi,‖y − xi‖ + ε
) 	= ∅
for every collection of three points (xi)2i=1 ⊂ H 3(X) and x3 ∈ 31(X), and ε > 0.
Proof. (a) ⇒ (b). Let n ∈N and y = (y1, y2, . . . , yn) ∈ Hn(Y ). Let T :Y → X∗∗ be the operator
associated with the u-ideal projection on Y ∗. Let Tn :n1(Y ) → n1(X)∗∗ = n1(X∗∗) be the map we
get by applying T to each component. Then Tn(x) = x for all x ∈ n1(X) and Tn(y) ∈ Hn(X∗∗)
by linearity. For x = (x1, x2, . . . , xn) ∈ n1(X) we have
∥∥y + x − 2i∗∗n1(X)Tn(y)∥∥=
n∑
i=1
∥∥yi − xi − 2i∗∗X T (yi − xi)∥∥=
n∑
i=1
‖yi − xi‖ = ‖y − x‖
where in1(X) :
n
1(X) → n1(Y ) is the map we get by applying iX to each component. Hence
2i∗∗n1(X)Tn(y) ∈ H
n(X)⊥⊥ ∩
⋂
x∈n1(X)
Bn1(Y )
(
y + x,‖y − x‖).
Let (xi)mi=1 ⊂ n1(X) and write xi = (xi,1, xi,2, . . . , xi,n) for i = 1,2, . . . ,m. Let Z =
span(X, {yi}ni=1). Using the principle of local reflexivity with the finite-dimensional subspaces
E = span({T (yi), yi}ni=1, {xi,j }m,ni,j=1) of Z∗∗ and F = X⊥ of Z∗ we get (b).
(b) ⇒ (c) and (c) ⇒ (d) are trivial.
(d) ⇒ (a). Let ε > 0. For y ∈ Y and (xi)3i=1 ⊂ X consider y¯ = (y,−y,0) ∈ H 3(Y ) and x¯i =
(xi,−xi,0) ∈ H 3(X) for i = 1,2,3. Choose
z¯ = (z1, z2, z3) ∈ H 3(X)∩
3⋂
B
(
y¯ + x¯i ,‖y¯ − x¯i‖ + ε
)
.i=1
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⋂3
i=1 B(y + xi,‖y − xi‖ + ε) so that X is a u-ideal in Z =
span(X, {y}) by Theorem 1.3. Thus we have a (possibly non-linear) operator T :Y → X∗∗ such
that T (x) = x for all x ∈ X and ‖y − 2i∗∗X T (y)‖ = ‖y‖ for all y ∈ Y . We need to show that T is
in fact linear.
Let y = (y1, y2, y3) ∈ H 3(Y ) and let Z = span(X, {y1, y2, y3}) ⊂ Y . Then dimZ/X  2 and
by Theorem 1.4 we may assume that Y = Z without loss of generality. We only need show that∑3
i=1 T (yi) = 0 to prove that T is linear.
By Lemma 2.2, ci = T (yi) is a center of symmetry in Pyi for i = 1,2,3. We have that cy =
(c1, c2, c3) is a center of symmetry in K = Py1 × Py2 × Py3 ⊂ 31(X∗∗) and it is enough to show∑3
i=1 ci = 0.
Before setting the stage for a contradiction we make the following observation. Let ei ∈ Pyi
for i = 1,2,3 and consider e = (e1, e2, e3) ∈ K . By the principle of local reflexivity there is a net
(xα) ⊆ 31(X) with lim supα ‖y − i31(X)(xα)‖  ‖y − i
∗∗
31(X)
(e)‖ such that ω∗- limα xα = e. For
each α we find
kα ∈ H 3(X)∩B31(X)
(
y + xα,‖y − xα‖ + ε
)
using (d). By compactness we may assume that k = ω∗- limα kα exists in H 3(X∗∗). With ri =
d(yi,Pyi ) for i = 1,2,3 we get
3∑
i=1
ri 
∥∥y + i∗∗
31(X)
(e − 2k)∥∥ ∥∥y − i∗∗
31(X)
(e)
∥∥= 3∑
i=1
ri .
It follows that 2k ∈ (K + e)∩H 3(X∗∗).
Assume for contradiction that cy is not in H 3(X∗∗). Hahn–Banach separation gives us a func-
tional x∗ ∈ 3∞(X∗) such that x∗ = 0 on H 3(X∗∗) and cy(x∗) < 0. Let M = supK x∗ and choose
e ∈ K with e(x∗) = M . By symmetry 2cy − e ∈ K . The argument above used on 2cy − e shows
that there is a k ∈ H 3(X∗∗) such that 2k + e − 2cy ∈ K . But then
M  〈x∗,2k + e − 2cy〉 = 0 +M − 2〈x∗, cy〉
so that cy(x∗) 0. A contradiction. Thus
∑3
i=1 ci = 0 as desired. 
The above theorem enables us to improve the local characterization of u-ideals [4, Proposi-
tion 3.6].
Corollary 3.3. Let X be a closed subspace of a Banach space Y . The following statements are
equivalent.
(a) X is a u-ideal in Y .
(b) For every ε > 0 and subspace F ⊂ Y with dimF  5 there exists a linear operator L :F →
X such that L(x) = x for all x ∈ F ∩X and ‖y − 2L(y)‖ (1 + ε)‖y‖ for all y ∈ F .
Proof. One direction is contained in [4, Proposition 3.6]. For the other direction have to take
a closer look at the proof of (d) ⇒ (a) in Theorem 3.2. In the first part of that proof we used
230 V. Lima, Å. Lima / Journal of Functional Analysis 252 (2007) 220–232Theorem 1.3 for every y ∈ Y . Let y ∈ Y and x1, x2, x3 ∈ X. With F = span(y, x1, x2, x3) we
have dimF  4. Choose L as in (b). Then
∥∥y + xi − 2L(y)∥∥ (1 + ε)‖y − xi‖
for all i = 1,2,3, and X is a u-ideal in Z = span(X, {y}) by Theorem 1.3.
Next let y = (y1, y2, y3) ∈ H 3(Y ) and x = (x1, x2, x3) ∈ 31(X) and ε > 0. With F =
span((yi)3i=1, (xi)
3
i=1) we have dimF  5. Choose L as in (b). Then (2L(y1),2L(y2),2L(y3)) ∈
H 3(X) satisfies
∥∥yi + xi − 2L(yi)∥∥ (1 + ε)‖yi − xi‖
for all i = 1,2,3 which is what we needed for the second part of the proof of (d) ⇒ (a) in
Theorem 3.2. 
4. Examples
Example 4.2 below shows that intersection of two balls is not enough in Theorem 1.3. We will
need the notions of semi L-summands and semi M-ideals introduced in [7]. A closed subspace
X of a Banach space Y is said to be a semi-L-summand if there is a (non-linear) projection
π :Y → X such that
(a) ‖π(y)‖ + ‖y − π(y)‖ = ‖y‖ for all y ∈ Y and
(b) π(λy + x) = λπ(y)+ x for all x ∈ X, y ∈ Y and scalars λ.
If the projection π is linear X is an L-summand in Y . If X⊥ is a semi-L-summand in Y ∗ then X
is a semi-M-ideal in Y .
Recall that a Banach space X has the n-ball property [5, Theorem 2.2] if for every family
{B(yi, ri)}ni=1 of balls in Y with center yi and radius ri satisfying
X ∩B(yi, ri) 	= ∅ for i = 1, . . . , n and
n⋂
i=1
B(yi, ri) 	= ∅,
we have X ∩⋂ni=1 B(yi, ri + ε) for all ε > 0 (in [7] the term n-intersection property is used for
this property).
It is well known [1, Theorem 5.9], that X is an M-ideal in Y if and only if X has the 3-ball
property in Y (and this is equivalent to the n-ball property for all n). X has the 2-ball property in
Y if and only if X is a semi-M-ideal in Y [7, Theorem 6.11].
The following connection between semi-M-ideals and Theorem 1.3 is elementary.
Lemma 4.1. Let X be a closed subspace of a Banach space Y such that X is a semi-M-ideal in Y .
Then X∩⋂2i=1 BY (y + xi,‖y − xi‖+ ε) 	= ∅ for every collection of two points (xi)2i=1 ⊂ X and
ε > 0.
Proof. We have 2xi ∈ X ∩B(y + xi,‖y − xi‖) for i = 1,2 and 2y ∈⋂2i=1 B(y + xi,‖y − xi‖)
so the result follows from the 2-ball property. 
V. Lima, Å. Lima / Journal of Functional Analysis 252 (2007) 220–232 231Example 4.2. A 3-dimensional Banach space Y with a 2-dimensional subspace X such that
X ∩ ⋂2i=1 BY (y + xi,‖y − xi‖ + ε) 	= ∅ for every collection of two points (xi)2i=1 ⊂ X and
ε > 0, but X is not a u-ideal in Y .
Let Y = 31. The unit ball of Y is an octahedron and the faces are triangles. Let X be a subspace
parallel with one of these faces, e.g. X = {(x1, x2, x3): ∑3i=1 xi = 0}. If y = (1,1,1) then Py is
the triangle in X with corners (1,1,−2), (1,−2,1) and (−2,1,1). Py does not have a center of
symmetry so X cannot be a u-ideal in Y by Lemma 2.2.
X⊥ = span(1,1,1) ⊂ 3∞ is a semi-L-summand [7, Theorem 7.8] and thus X is a semi-M-
ideal. Lemma 4.1 gives the intersection property.
Proposition 4.3. Let X be a closed subspace of a Banach space Y . If X is a semi-L-summand
in Y , then for every y ∈ Y
X ∩
⋂
[x∈X]
B
(
y + x,‖y − x‖) 	= ∅.
If in addition X is a u-ideal in Y then X is an L-summand in Y .
Proof. Let y ∈ Y and x ∈ X. Then
∥∥y + x − 2π(y)∥∥= ∥∥(y − x)− π(y − x)− π(y − x)∥∥

∥∥(y − x)− π(y − x)∥∥+ ∥∥π(y − x)∥∥= ‖y − x‖
so that 2π(y) ∈ X ∩⋂[x∈BX] B(y + x,‖y − x‖).
Let ry = d(y,X⊥⊥). Assume that x∗∗ ∈ Py and let (xα) ⊂ X be a net such that ω∗- limα xα =
x∗∗ and lim supα‖y − iX(xα)‖ = ry . Then
ry 
∥∥y + i∗∗X (x∗∗ − 2π(y))∥∥ lim infα ∥∥y + xα − 2π(y)∥∥ limα ‖y − xα‖ ry
and thus 2π(y)− x∗∗ ∈ Py so that π(y) is a center of symmetry in Py . If X is a u-ideal in Y and
T :Y → X∗∗ then T (y) is a center of symmetry in Py by Lemma 2.2. The center of symmetry is
unique so π must be linear. 
The next example shows that co-dimension 2 in condition (c) of Theorem 1.4 is the best
possible.
Example 4.4. Payá and Rodríguez-Palacios [10] showed that there is a Banach space X which is
a semi-L-summand in its bidual but not an L-summand. From Proposition 4.3 and Theorem 1.3
we get that X is a u-ideal in Z for all subspaces Z of X∗∗ with dimZ/X = 1. But X cannot be a
u-ideal in X∗∗.
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