Abstract-This paper presents an integrated view on a series of experiments conducted with an affective dialog system, applied as a tool in studies of emotions and social processes in online communication. The different realizations of the system are evaluated in three experimental setups to verify effects of affective profiles, as well as of fine-grained communication scenarios on users' expressions of affective states, experienced emotional changes, and interaction patterns. Results demonstrate that the system applied in virtual reality settings matches a Wizard-of-Oz in terms of chatting enjoyment, dialog coherence, and realism. Variants of the system's affective profile significantly influence the rating of chatting enjoyment and an emotional connection. Self-reported emotional changes experienced by participants during an interaction with the system are in line with the type of applied profile. Analysis of interaction patterns, i.e., usage of particular dialog act classes, word categories, and textual expressions of affective states for different scenarios, demonstrates that a communication scenario for social sharing of emotions was successfully established. The experimental evidence provides valuable input for applications of affective dialog systems and strengthens them as valid tools for studying affect and social aspects in online communication.
Internet users. It is targeted to apply networked computers and the Internet in particular for the exploration of emotion, self, and sociability [9] , [10] . The presented affective dialog system extends this notion: 1) by providing specific experimental setups that support studies on how interactions with machines influence us, 2) by simulating human participants-in a specific interaction setting-which contributes to studies on human-human communication processes, in particular in mediated and virtual online settings, 3) by enabling the realization of interaction scenarios in which differences between human and artificial communication partners can be investigated. In our approach, the interdisciplinary collaboration between psychologists and computer scientists leads to mutual benefits to both disciplines. Studies in human interaction from psychology and communication inform the design of dialog systems on the one hand. On the other hand, the possibility to determine particular aspects of system behaviors allows new insights for psychologists on human responses to particular behaviors.
The focus of the research reported here is on development and evaluation of the affective dialog system. Specifically, it relates to the areas of affect detection [11] and affect modeling and generation [12] , [13] , with a specific emphasis on their application in interactive systems using predominantly a textual modality. In the case of the presented experiments, this means unrestricted, natural language-based online conversations between system and participants. The main goals of the studies described below aim, thus, at investigating the methods useful for the creation and consistent simulation of affective profiles, personalities, and fine-grained communication scenarios in such systems. The core research questions of the studies focus on the effects of the simulated affective and interactive behavior of an artificial system on the participants. Specifically, we investigate the influence of structuring of emotional interactions on the communication style of users, textual expressions of affect, self-reported emotional states, and impressions regarding a conversational partner. Further, we analyze how those components relate to each other and account for the changes introduced artificially or occurring naturally during the course of online interactions. This includes the application of sentiment mining and affect analysis tools and resources, and their integration with dialog management and generation components.
On a macroscale, the presented system serves as a tool, enabling extended analyses of collective emotions in a quantitative manner, for example, by reaching out to groups of users that do not voice their opinions on other communication channels, and in qualitative ways, for example, by conducting follow-up dialogs related to topics of interest, either introduced by the system or naturally occurring during an interaction. On a microscale, the focus of this paper, the presented system is applied for studying the role of emotions and social processes in affective HCI. With this line of research, we create autonomous systems usable in an experimental setup for investigating effects of changes in the affective or social dimensions of communication patterns and interaction scenarios. The fundamental assumption at the psychological level is linked to a basic tenet of appraisal theories, namely that personal relevance is associated with increased affective responses. 1 This paper presents an integrated view on a series of recent experiments conducted with an affective dialog system, the Affect Listener. First, the dialog system is evaluated in a virtual reality (VR) environment in comparison with a Wizard-of-Oz (WOZ) setting in terms of dialog realism, dialog coherence, and participants' feeling of an emotional connection with their conversational partner. Second, the system is applied in a setting typical for online, real-time, text-based communication, for example, chat rooms, as a tool for studying the effect of affective profiles on communication patterns, expressions of affective states, and self-reported emotional changes experienced by participants. Third, the system is used for studying the effect of fine-grained communication scenarios, "sharing of an emotionally intense personal episode" and "getting acquainted with someone," on the participants and their communication patterns and expressions of affective states.
The first two studies were originally described in [14] , [15] , [16] . This paper extends the previous contributions by: providing more detailed analysis of the experimental data, introducing the new experimental setup and results obtained in the third round of experiments, presenting new analysis of the system's communication patterns and its affective dimensions-for all three rounds of experiments, and offering a comparison between the three studies and analysis of the data sets.
The next section covers the relation to relevant research. Sections 3 and 4 introduce the method applied in the studies, i.e., an overview of the affective dialog system, and describe the interaction scenarios used in the three rounds of experiments. Section 5 presents the experimental results. Section 6 reports the general findings from the three rounds of experiments. We conclude by summarizing the main results and contributions.
RELEVANT RESEARCH
The management of human-computer conversations that incorporate emotional cues is the central area of interest for Affective Dialog Systems. This multidisciplinary field integrates work from a range of research areas, for example, dialog processing, speech recognition, speech synthesis, computer graphics, animation, embodied conversational systems, and human-computer interaction [17] . Similarly, Gebhard et al. [18] describe an approach for modeling affective states of virtual characters and explores the modeling outcomes to provide an additional resource for the generation of dialog contributions, the articulation of verbal utterances for simulated conversations among virtual characters. Traum et al. [19] present a model of virtual human agents that includes task and dialog models as well as aspects of emotional evaluation behavior, integrated to support complex team behavior such as negotiation and delegation. Mairesse et al. [20] describe a highly configurable system that generates utterances along the extroversion dimension. Using a similar approach, Campano and Sabouret [21] detail models for utterance selection based on impoliteness that consider emotions, personality, and social relations.
In our approach, we focus predominantly on the text modality and on the fusion of results from natural-language processing and affective dialog management, applied to unrestricted open domain dialogs with users. Further, we examine the effect of the structuring of emotional interactions on perception of the system by users and its effect on the communication style of users and their expressions of affective states. The developed system is applied to online interactions and provides data that extend the scope of analysis of emotion-driven responses to online and offline events. Both the open-domain interaction settings and the characteristics of rapid online communication influenced the selection of system components presented in Section 3.1. These favored robust, open domain and scalable mechanisms that are tolerant regarding the peculiarities of a chat user's approach to syntax and spelling.
Prior experimental studies on the relationship between affective states and dialog patterns observed in the interactions with Intelligent Tutoring Systems, for example, AutoTutor, were presented in [22] and [23] . This line of research focuses on discovering the links between learning and emotions. The experimental results demonstrated significant correlations between the accuracy of answers and particular affective and cognitive states, for example, "confusion" indicating inaccurate answers, "eureka" as an indicator of students learning the material, and "frustration" positively correlated with the system's negative feedback and vice versa. In our work, communication content combines task-oriented dialogs specific to the interaction scenario and open domain dialogs regarding attitudes and affective responses of participants to current issues of public debate, as well as their affective states expressed during interaction with the system. A further difference to an emote-aloud method that might affect ongoing communication processes: the presented analysis is based on automated processing and annotation of acquired conversation logs.
An early study on the effects of orientation of emotion exhibited by an embodied computer agent was presented in [24] . The experiments conducted in a Blackjack game setup investigated the psychological effects of the agent's emotions, either self-oriented or empathic, on users employing a set of pictures of actors' faces with emotional expressions and a small number of scripted responses that corresponded to game outcomes. In [25] , a study on the effect of selfdisclosure and empathy in text-based communication was conducted with the application of a dialog system that engaged users in closed-domain chats focused on user and system preferences regarding a set of animals. The experimental results demonstrated that increasing user's agreement was the key to achieving higher closeness and user satisfaction. Similarly, self-disclosure increased when users had positive preferences for discussion topics and the system's agreement was effective for inducing agreement from users. A study focused on linguistic behavior, i.e., empathic and self-oriented emotional expression in a text-based game-setup, had similar results [26] . In particular, empathic expression significantly improved user satisfaction, raised ratings of a peer agent, and increased the number of user utterances emitted in the game. Recently, evidence on the effect of turn-taking strategies on how users rate and respond to an agent was presented in [27] . These findings are first steps permitting to compare human to human communication, whether face-to-face or mediated [28] , to HCI.
Exploiting these relations between affect and behavior in HCI, the developed system serves as a robust setting for studying affective human-computer interactions in realworld scenarios with a diverse set of users and for investigating the interplay between emotions and predominantly text-based communication in online affective and social dialogs. In the following, we give an overview of this method of study supported by this system.
METHOD
In the presented study, the Affective Dialog System is applied as a tool for studying the role of affect and social processes in HCI. The system realizes a range of interactive scenarios, for example, by simulating different affective profiles or following fine-grained communication scenarios aimed at eliciting particular social processes from users online. Before the experiments are initiated, the participants are instructed to freely chat with the system. No additional, more specific guidelines are provided to avoid any artificial constraints on the topic selection or the communication strategy applied by experimenters. The acquired data are analyzed to improve our understanding of the role of emotions and social processes in online interaction. This approach relates to research on correlations between expressions of affect in text and physiological responses [7] as well as to studies on the relations of textual communication style and content to personality traits of users [29] , [30] , [31] .
In this work, we present insights from three rounds of experiments:
1. Study 1. To evaluate the system in a Wizard-of-Oz setting in terms of its ability to generate realistic dialog, to provide an enjoyable chatting experience, and to establish an emotional connection with users; to investigate to what extent affective cues can be recognized and applied in dialog management. 2. Study 2. To investigate the role of the artificial system's affective profile on users' affective responses, emotional changes experienced during the interaction, and their evaluation of the system, 3. Study 3. To generate fine-grained communication scenarios representing key social processes, for studying their impact on users during interactions with the affective dialog system, in particular those related with changes in interaction patterns and expressions of affective states. All of these were conducted using the system detailed below.
Affective Dialog System
The affective dialog system is applied to interactions with members of e-communities to probe for affective states and background knowledge related to those states [32] . The presented variants of the Affect Listener system communicate with users in a predominantly textual modality, rely on integrated affective components for detecting textual expressions of affective states, and use the acquired information to aid selection and generation of responses. Affect Listeners interact with users via a range of communication channels and interfaces that share common characteristics of online chatting.
The core tasks of the system in the context of the three experimental settings include: perception and classification of affective cues in user utterances and system response candidates (text-based affect detection), the incorporation of affective cues into the dialog management and the maintenance of an emotional connection with users (affective dialog management), management of task-oriented dialogs (closed-domain dialog) as well as handling conversations that are not restricted in topic (open-domain chats), and, finally, the detection of cues in the system-user interactions that enable the selection of suitable system response generation methods (balancing task-oriented dialog versus open-domain conversations). In all of the described experimental settings, the system is presented to the user in a virtual bartender scenario. In Study 1, this setting was also represented graphically by a 3D bar environment [33] . The choice of setting is intended to support interaction scenarios where direct communication with a participant can be established easily. Users can relate existing knowledge regarding the behavioral norms in such a setting in the real world to the virtual environment. Furthermore, this setting also provides the flexibility to switch between open-domain chats and closed-domain dialogs of various levels of intimacy.
In the following, we introduce the software framework and layers used in the affective dialog system, see Fig. 1 . The different realizations of the system which are applied in the three rounds of experiments are developed based on the same software framework and share the same set of natural language processing tools and resources. The main difference between the system realizations used in experiments relates to their abilities to simulate distinct affective profiles or conduct fine-grained social communication scenarios. All necessary modifications are implemented in the system's Control Layer. These changes affect, in particular, the ways in which different system realizations conduct task-oriented parts of the dialogs, for example, opening or closing of the interaction. Further, they influence the system's responses depending on the applied scenario (i.e., the target communicative and affective behavior set for a given system realization) and the affective states detected in user utterances, either by suppressing potential responses to a detected affective state or by responding in a specific way, for example, friendly or unfriendly.
Further differences between realizations of the system used in the three experimental settings are summarized in Sections 4.1, 4.2, and 4.3.
Perception Layer
The Perception Layer integrates different natural-language processing tools, linguistic and affective resources to analyze user utterances and system response candidates:
. Dialog act classifier. Adaptation of the taxonomy used in the NPS Chat corpus [34] . For the present scenario, the original taxonomy (Accept, Bye, Clarify, Continuer, Emotion, Emphasis, Greet, No Answer, Other, Reject, Statement, Wh-Question, Yes Answer, Yes/No Question) was extended with an additional class "Order" (food or drinks) using 339 additional training instances. For this taxonomy and training set, the maximum entropy-based DA classifier using a bag-of-words and bag-of-bigrams feature set achieved 10-fold cross-validation accuracy of 71.2 percent (applied in Study 1) and SVM-based DA classifier 76.1 percent [16] (applied in Studies 2 and 3). . Linguistic Inquiry and Word Count (LIWC) classifier [35] provides linguistic, cognitive, and affective categories for words. . Entity detector. Gazetteers and regular expressions specific to a bar context, for example, drinks and snacks, . Utterance focus and interest detector [36] , . Lexicon-based sentiment classifier provides information on sentiment class, positive and negative sentiment values [37] . . ANEW classifier [38] provides information on the valence, arousal, and dominance of an utterance based on the dictionary of Affective Norms for English Words [39] . . Surface features detector. For example, exclamation marks, emoticons. In a nutshell, the layer is responsible for the detection of affect and other conversational cues that can be used to select suitable mechanisms and choose a system response candidate in the Control Layer. The specific set of components was selected to provide the system with the necessary cues regarding utterances required for the interaction scenarios to react to the participant on an affective level. This set comprises both cues on the level of content (dialog acts, LIWC categories, entities, utterance focus) as well as on the purely affective level (sentiment and ANEW values, affective LIWC categories, surface features).
Control Layer
The Control Layer manages the dialog progression by relating the observed dialog states to the intended ones, for example, conducting bartender-specific tasks, querying and follow-up questions on the user's affective states, using cues acquired by the Perception Layer described above. This layer is responsible for the generation of an affectively appropriate response of the system. Whenever a response is requested, the layer selects the system's response from a number of candidates generated with: Affect Listener Dialog Scripting (ALDS) and several instruction sets for an interpreter of AIML. 2 Note that an empty response is a valid option in an asynchronous environment such as a chat.
Affect Listeners Dialog Scripting is an information statebased dialog management component that uses a set of information cues provided by a perception layer to control dialog progression, cf. [32] , [40] . The rationale for the development of ALDS is to enable interaction scenarios that provide capabilities for controlling task-oriented parts of verbal communication spanning several dialog turns, i.e., system and user utterances, and that take advantage of the system's perception capabilities, i.e., natural language analysis and affective states analysis that extend beyond simple matching mechanisms based on keywords or textual patterns such as those provided by AIML. The ALDS scenario relies on the affective, linguistic and cognitive categories detected in a user utterance. In contrast to more complex communication tasks, for example, close-domain dialogs aiming at acquisition of background knowledge on user's stance of expressed affective states, the application of affective cues relies on a predefined link between an initiation condition, for example, user inputs and/or system state, and a particular system response template.
The Affect Bartender AIML set (AB-AIML) provides a robust fall-back mechanism for open domain contexts, able to generate system response candidates for a range of inputs that do not match activation cues of the provided ALDS scenarios. The adaptation of a more generic Affect Listener AIML set [32] to the experimental interaction scenarios aimed at enabling the system to generate response candidates that can: provide knowledge specific to the bartender tasks, and the virtual bar settings (all studies); convey the system's openness, interest in users' feelings, current mood, events which are of importance for them (Study 1); offer a variety of responses matching different affective profiles (Study 2) or supporting the realization of the fine-grained communication scenarios (Study 3).
The Affective Profile Control Component (APCC) is used for postprocessing system responses to conform to a specific affective profile 3 used in the second round of experiments to convey a different affective profile of the dialog system.
Communication Layer
The Communication Layer provides the conversational system with a network-transparent interface to its interaction environment, for example, events from a 3D graphics engine, Internet Relay Chat (IRC), a web-based chat, or XMPP-based chats such as Jabber, Facebook chat, or Google talk. In a distributed setup, the Communication Layer handles connections over chat-specific network protocols or a generic XML-RPC protocol. When communicating with the 3D event engine, the layer, in addition to the user utterances, receives and decodes arousal and valence values calculated when generating emotional facial expressions (EFE). Finally, the layer formats and dispatches system responses.
INTERACTION SCENARIOS
In the following, we describe the experimental settings and the interaction scenarios in the three studies covered.
Study 1: Virtual Reality WOZ Setting
The focus of the first study was the evaluation of the system in comparison with a Wizard-of-Oz setting as a prerequisite for the following studies. Further, we investigated the practical use of affective cues detected in user input for the generation of affective responses. As setting for the experiment, a virtual reality bar was created: a furnished virtual bar room and a virtual bartender and a chat interface. As the focus of the present contribution is centered around the text-based affective dialog system, we do not provide a detailed description of the technical aspects of the VR process pipelines or of the effects of emotional facial expressions displayed by the virtual bartender here. Please refer to [33] regarding those aspects.
The experimental setting consisted of the user, represented by an avatar (male or female according to the user's gender), interacting with a virtual human (male bartender). Each participant interacted four times, 5 minutes each, randomized order, in 2 Â 2 conditions: The conversational partner was either a variant of the system called Affect Bartender (AB) or a Wizard of Oz, 4 and the generation of emotional facial expressions was either active or not. In the AB condition, a simulation of thinking and typing speed was introduced to prevent an influence of differences in the response delivery time between the system and the human operator.
Study 2: Distinct Affective Profiles
In this study, an artificial affective profile was defined as a coarse-grained simulation of affective characteristics of an individual, corresponding to dominant, observable affective traits that can be consistently demonstrated by a system during the course of its interactions with users [15] . In this round of experiments, three distinct affective profiles were implemented for the dialog system-labeled as positive, negative, and neutral-limiting variations to baseline levels of positive and negative affectivity in personality [41] . Each affective profile aims at a consistent demonstration of character traits of the system that are described as, respectively, . polite, cooperative, empathic, supporting, focusing on similarities with a user; . conflicting, confronting, focusing on differences with a user; and . professional, focused on the job, not responding to expressions of affect. The study directly addressed the main research questions about the artificial system's ability to consistently simulate affective profiles, validates the methods applied, and further enables to measure their effects in interactions.
Figs. 2 and 3 show excerpts of conversation logs from the study using the "positive" and "negative" affective profiles. The both logs' excerpts present also dialog parts focused on the acquisition of participants' attitude, affective states, and background information related to a set of "hot topics."
The system was responsible for the management of textbased communication between the virtual bartender and a user in a browser-based web chat environment. The main objectives for the system in this interaction scenario were 1. realistic and coherent dialogs; 2. conducive setting for communication, leading to the acquisition of large data sets; 3. introducing and conducting task-oriented dialogs related to "hot topics" to acquire affective states of users and their stance toward the issues; and 4. maintaining a consistent affective profile (positive, negative, or neutral) throughout the whole communication with users.
3. Consistent affective characteristics are achieved by modifying most generated response candidates. Modifications include removing, adding or replacing discovered positive or negative expressions, words and/or emoticons. For example, for the negative profile, the component removes phrases that contain words, classified as "positive" (e.g., glad, happy, welcome, great, sir, please).
The main changes compared to the previous experiments included an extensive usage of the Affective Profile Control Component along with the application of module for Affective Profile-Dependent Postprocessing of System Responses.
Study 3: Key Social Processes
Affective profiles simulate human dispositional variations in baseline valence, sometimes referred to as "mood" [41] or "affective home base" [42] and are an important part of implementing different personalities. These profiles are useful for leveraging existing human communication patterns (see also Section 5.2). For the next development phase of the presented dialog system, we chose two of those patterns in social human-human communication as reference points: getting acquainted and sharing of emotions. When two previously unacquainted people meet for the first time, whether online or face-to-face, they try to reduce uncertainty by "getting to know" one another. They exchange personal information, making themselves known to one another, a process called acquaintance [43] . Another important process at play when two people meet and discuss is called social sharing of emotion [44] . It consists in exchanging information about what happened to one another, and more specifically about the events that elicited emotional responses: for example, anger toward the last public transport strike or happiness about one's latest personal success. Both processes-acquaintance and social sharing of emotion-are core components of everyday conversations, fostering relationship development and maintenance. They have been studied for several decades and can be elicited experimentally.
The system with the neutral affective profile applied in Study 2 was used both as a reference baseline system as well as a starting point for the development of system variants suitable for these fine-grained communication scenarios. The conceptualization and experimental evaluation of these realizations of the dialog system enabled to further address the main research questions set for all the presented studies. These in particular related to the artificial system's ability to convincingly conduct fine-grained social communication scenarios, validate the methods applied, and measure the effects of the introduced scenarios in interactions with participants. Fig. 2 . Dialog excerpt from the interaction with system that uses the "positive" affective profile. S ¼ System; U ¼ User. Fig. 3 . Dialog excerpt from the interaction with system that uses the "negative" affective profile. S ¼ System; U ¼ User.
Communication Scenario: Getting Acquainted
In this scenario, the system aims at acquiring personal information about the user and demonstrating reciprocity in sharing personal information. The system starts with lowintimacy topics and questions, appropriate for the student population that formed the participant pool for this study, for example, "What is your major?", "What kind of music do you like?" During the course of the interaction, the system progressively introduces more intimate topics, for example, "Is anything making you stressed out these days?" (mild intimacy), "What is your most frightening memory?" (high intimacy). Reciprocity in sharing information is achieved by revealing info about itself, for example, common interests with user, as well as other personal likes and dislikes. These are frequently introduced at the beginning of a system utterance, followed with a question related to the same topic, for example, "I really like math. What is your favorite class?" This experimental setup resembles a real-world communication scenario, typical for initiating and developing contact with an unknown person by exchanging information of increasing intimacy. The list of questions of various levels of intimacy was adapted from [45] .
Implementation of the scenario was achieved by modification of the AIML sets used in the Affect Bartender system variant and the introduction of goal-oriented dialog elements, implemented in the form of ALDS commands. Specifically, the base AIML set was modified to include the set of questions commonly used when establishing contact. Further, we introduced triggers that related three classes of questions with increasing intimacy level (low, mild, high) to dialog progression as gauged by the number of utterances exchanged with the user. The ALDS-based communication scenarios were focused on two topics: conversation about the country of origin of participants and their feelings toward it (initial part of the interaction), and implicit feedback related to the enjoyment of the so-far-conducted conversation with the bartender (closing part of the interaction). Fig. 4 shows an excerpt of a conversation log in the "getting acquainted" communication scenario.
Communication Scenario: Social Sharing of Emotion
In this scenario, after conducting the initial part of dialog related to ordering drinks, the Affect Bartender shares an emotionally rich story from "personal" experience, which is presented in a negative context (see Fig. 5 ). Once this part is completed, the system asks the user to recall an intense emotional experience and tries to gather more details about this experience, for example, time, place, duration, feelings, or previous sharing. Similarly to the previous communication scenario, the implementation was realized by a modification of the AIML sets and the introduction of ALDS-based communication scenarios. Specifically, the ALDS-based scenarios were used to introduce the emotionally rich episode that is recalled by the bartender and extended in the next part with a set of questions aimed at encouraging the user to share a similar emotionally intense experience. Toward the end of communication in the "social sharing of emotion" scenario, another ALDS-based dialog is used to recall the previously mentioned experience of the user. The base AIML set was modified to more frequently include questions related to users' emotions, previous sharing of the emotionally rich experience recalled, and assessing the influence of such an experience on the current emotional state of the user.
EXPERIMENTAL RESULTS
This section summarizes the evaluation results of the first two studies and adds an analysis of the results from the third one, i.e., the effect of fine-grained communication scenarios on the participants communication style, on the textual expression of affective states, and on self-reported experience of emotional changes during interaction. We also describe general findings obtained through analyzing the aggregated data sets with natural-language and affect processing tools, 5 differences in system's communication style and expressions of affective states in the three studies.
Study 1
Interactions in all four experimental settings (2 Â WOZ, 2 Â System) were completed by 35 participants (13 female, 
Linguistic Inquiry and Word
Count dictionary, ANEW dictionarybased classifier, Lexicon-Based Sentiment Classifier, and Support Vector Machine Based Dialog Act classifier. Further, we analyzed timing information and surface features of communication style such as wordiness and usage of emoticons. Correct detection of all expressions of affect, linguistic and discourse-related cues cannot be guaranteed; however, this set of tools and resources has been successfully applied in numerous psychological experiments and extensively evaluated and validated [35] , [38] , [39] , [40] , [46] , [47] , [48] , [49] supporting their application for the automatic analysis of text in different domains.
22 male), aged between 20 and 50, resulting in 140 interaction logs. English, the language in which the experiments were conducted, was not the native language for all participants, but all had at least good communicative skills.
After each of the experimental interactions, lasting 5 minutes, participants were asked the following questions for assessing the conversational system (VH ¼ Virtual Human, the label used for the graphical bartender avatar):
1. Did you find the dialog with the VH to be realistic? 2. How did you enjoy chatting with the VH? 3. Did you find a kind of emotional connection between you and the VH? The participants provided their ratings on a six-point Likert scale, i.e., from 1 ¼ not at all to 6 ¼ very much. Fig. 6 presents the aggregated results obtained for the experimental settings with the Affect Bartender and for those with a Wizard-of-Oz. 6 In all three tasks, the results achieved by the conversational system match those obtained for the WOZ. In particular, the correlation coefficients for the aggregated AB and WOZ ratings varied between 0.95 (chatting enjoyment), 0.96 (emotional connection), and 0.97 (dialog realism). All these correlations differ from 0 at a significance level of 0.001. A repeated measures analysis of variance showed no main effect of the setting (AB versus WOZ) on the three dependent measures (all Fsð1; 34Þ > 0:50; ps < 0:49). Pairwise comparisons with Bonferroni correction confirm the absence of significant differences between the two settings on the perception of dialog realism, chatting enjoyment, and subjective feeling of emotional connection with the system.
Comparisons between System and WOZ Data
Comparisons between system and WOZ utterances demonstrate success in conveying interest in feelings and concerns of users, potentially connecting with the user. Specifically, examined with the lexicon-based sentiment classifier, system utterances were both more positive, and more negative compared to WOZ utterances (repeated measures analysis of variance, Fsð1; 34Þ > 36:61; ps < 0:001). Simply put, system utterances were more emotionally loaded than WOZ utterances, both in the positive and in the negative orientation. Additionally, when examining utterances with LIWC personal concerns categories, we find that the system generated significantly more words related to work, home, money, religion, and death, compared to the WOZ (Fsð1; 34Þ > 11:59; ps < 0:01). In short, the system was able to talk more about emotions as well as potential user concerns, in an attempt to relate to user's feelings and interests.
Study 2
For conducting the second study, a browser-based communication interface, resembling a typical web chat room environment was developed: a user input field at the bottom of the screen and a log of communication in the center. Participants interacted with all three affective profiles (positive, neutral, and negative) in turn, once with each. To avoid ordering effects in the evaluation of the different system realizations, the actual sequence was randomly and evenly assigned and the evaluation statements were also displayed to users before the start of the first interaction to familiarize themselves with rating. These statements were:
1. I enjoyed chatting with the conversational partner during the just completed interaction. 2. I found a kind of "emotional connection" between myself and the conversational partner. 3. I found the dialog with the conversational partner to be realistic. 4. I found the dialog to be coherent. In other words, the sequence of responses of the conversational partner made sense. 5. I noticed a positive emotional change in myself during the interaction. 6. I noticed a negative emotional change in myself during the interaction. 7. I would like to chat again with this particular conversational partner in the future. During the experiments, after each experimental condition corresponding to a single affective profile, participants were asked to express their agreement or disagreement with the statements on a five-point Likert scale, i.e., from 1 ¼ strongly disagree to 5 ¼ strongly agree. Participants interacted with the dialog system in an unsupervised manner and were aware that they were talking with an artificial system. Interactions were always initiated by the system, i.e., the system provided the first utterance, and stopped after 7 minutes with a suitable closing response, followed by the display of the questionnaire. To further increase the number of system-user message exchanges compared to previous experiments, no artificial delays, for example, a simulation of thinking or typing, were used in this experiment.
Interactions were completed by 91 participants (33 female, 58 male), aged between 18 and 52, in all three experimental settings resulting in 273 interaction logs. English, the language in which the experiments were conducted, was not the native language for all participants, but all participants had at least average communication skills in this language. 6. In all figures, data are normalized by the number of utterances emitted by a user in a given interaction. Asterisks indicate significant differences at p < 0:05. Error bars indicate AE1 standard error.
Effects of Affective Profile on System's Evaluation and Emotional Changes
The affective profile had a series of significant effects on the evaluation of the system and on users' emotional changes. Detailed results of the analyses performed are presented in [15] and [16] . Concerning evaluation, the affective profile had significant effects on all dependent measures (see Fig. 7 ). The largest effect sizes were found on statements 5 and 6 (positive and negative emotional change, respectively). As expected, affective profiles successfully induced corresponding emotional changes in users, affecting perception of dialog realism and coherence only to a smaller extent.
Effects of Affective Profile on Users' Interaction Style
Users were equally fast in replying to different affective profiles. Specifically, when analyzing the whole interactions, there were no differences in the participants' average response time to a number of letters generated. They also used an equal amount of words and utterances in their conversations for all profiles. There were, however, significant differences in word categories used and other linguistic aspects of the text input. Among others, compared with the positive profile, the negative profile elicited, as expected, less assent (e.g., ok, yes, agree) from users, fewer positive emotion words, more anger-related words, and utterances assessed as significantly less positive by the sentiment and ANEW classifiers (see Fig. 8 ). The positive profile, on the other hand, elicited accordingly more positive emoticons, more positive emotion words (e.g., love, nice, sweet), more user statements, and less closed questions to the system. The two latter findings might indicate more information disclosure and less questioning from users toward the positive profile, compared to the negative profile.
Study 3
The experimental setup and procedure were similar to those of Study 2. In particular, the browser-based interface resembling a typical web chat room was used. Users were also informed that they would interact with a dialog system, and each interaction was restricted to 7 minutes. During the study, after each experimental condition corresponding to a particular scenario, participants were asked to evaluate the system on the seven items used in Study 2.
Interactions were completed by 75 participants (38 female, 37 male), aged between 18 and 32, in all three experimental settings resulting in 225 interaction logs. Participants were native English speakers (n ¼ 18) or had proven English proficiency (n ¼ 57, passed TOEFLß). After the initial analysis of the data set, two outliers were excluded due to scores beyond three standard deviations from the mean on different scales. The final sample therefore consists of 73 participants.
Effect of Communication Scenario on System's Evaluation
A multivariate repeated measures analysis of variance showed the expected absence of effect of communication scenario on users' evaluations of the system (Wilks' ¼ 0:90, Fð14; 276Þ ¼ 1:07; p ¼ 0:39). In other terms, participants judged the three communication scenarios (neutral, getting acquainted, and social sharing of emotion) as equally enjoyable, coherent, realistic, emotionally connecting, and so on (univariate tests: all Fsð2; 144Þ < 2:47; ps > 0:09).
Effects of Communication Scenario on Users'
Interaction Style
Words and timing. Participants conversed significantly more in the "social sharing of emotion" scenario, despite the time limitation. There was a main multivariate effect of communication scenario on indicators of conversation length (Wilks' ¼ 0:84, Fð6; 284Þ ¼ 4:48; p < 0:001). Univariate analysis showed that each length indicator, i.e., character, word, and utterance count, was affected by the communication scenario (Fsð2; 144Þ > 3:03, ps 0:05). Posthoc comparisons, shown in Table 1 , revealed that participants wrote significantly more when sharing an emotional episode.
Confirming these results, we found a main effect of communication scenario on response time (Fð2; 144Þ ¼ 8:29; p < 0:001). Specifically, participants wrote significantly faster in the social sharing of emotion scenario, compared to the two other conditions (see Table 1 ).
Dialog act classes. Participants wrote significantly less statements in the social sharing scenario, and significantly more orders in the neutral scenario (Fsð2; 144Þ > 5:63; ps < 0:01).
Effect of Communication Scenario on User's Expression of Affective States
Sentiment classifier, and ANEW lexicon. There was a main effect of communication scenario on both positive sentiment score (Fð2; 144Þ ¼ 5:59; p < 0:001) and ANEW ratings (Wilks' ¼ 0:60; Fð6; 284Þ ¼ 13:77; p < 0:001). As depicted in Fig. 9 , participants wrote significantly less positive, less arousing, and less dominant utterances in the social sharing of emotion scenario; note the negative context of the sharing introduced by the system's "personal experience." The largest effect size is found for ANEW valence ratings ( LIWC variables. The pattern of results obtained with LIWC variables also indicates successful creation of a social sharing of emotion situation in that respective communication scenario. Specifically, participants in that scenario used significantly more function words and pronouns, referring more frequently in their utterances to social relations and people (Fsð2; 144Þ > 7:63, ps < 0:01). The biggest effect sizes are found with the use of third person singular words (e.g., she, her, him; : participants talked about something that happened in the past, in relation to another person. They also talked about something significantly more negative, containing significantly more angerrelated words (Fsð2; 144Þ > 16:45; ps < 0:001). This suggests that this communication scenario was able to elicit the social sharing of an episode of anger from the user. To confirm the obtained results, manual content analysis was performed as well.
Manual Content Analysis
Two independent judges rated the extent of disclosure of personal and emotional information in all conversation logs. Self-disclosure was defined as "the voluntary and verbal communication of personal information" [50] , and measured on two dimensions: frequency and depth. Frequency referred to the number of utterances containing disclosure of personal information, normalized with the number of utterances emitted by the user. Depth referred to the intimacy of the information divulged and was measured on a 10-point Likert scale (from 1 ¼ no intimate information divulged to 10 ¼ highly intimate information divulged).
Social sharing of emotion was defined as "the voluntary and verbal communication of one specific past emotional episode" [44] . Again, two dimensions labeled frequency and depth were measured. Sharing frequency consisted in the presence or absence of social sharing in a conversation. Sharing depth consisted in a count of the utterances containing instances of social sharing within a conversation. Mean inter-rater agreement for all four measures was 0.87 (ICC(2,k) ).
Analyses of the manual content ratings confirm the successful elicitation of both processes within their respective communication scenarios. Specifically, we found a main effect of communication scenarios on all manual measurements (Fsð2; 144Þ > 49:30; ps < 0:001). As shown in Table 2 , users disclosed personal information significantly more frequently in the acquaintance scenario. Disclosure depth, however, was equally high in both scenarios, acquaintance and social sharing. Concerning measures of social sharing of emotion, both frequency and depth reveal the successful and unique generation of this process in its respective communication scenario.
GENERAL FINDINGS AND DISCUSSION
The main research questions addressed in this work relate to the ability of a text-based dialog system to simulate affective profiles, realizing a range of fine-grained communication scenarios, and to testing the effects of this In addition, the analysis of the results from three studies reveals interesting differences caused by the chosen interaction scenarios. Specifically, statistically significant differences in wordiness and users' response time observed in Study 3, i.e., Social Sharing versus Acquaintance, Social Sharing versus Base System, were not recorded in Study 2. The scenario for Social Sharing of a personal negative emotional experience introduced in Study 3 had an effect on affective states expressed by participants similar to the one observed in Study 2 with a dialog system equipped with the negative affective profile. Both scenarios led to lower valence, arousal, and dominance detected in users' utterances (ANEW). A similar effect was also observed in the expressions of positive sentiment and usage of positive statements (based on the Sentiment Classifier). On the other hand, the application of affective profiles in Study 2 also elicited changes in the usage of neutral utterances and emoticons, which were not observed in Study 3. Compared to Study 2, the fine-grained social communication scenarios used in Study 3 did not influence the perception of core capacities of the system, i.e., dialog realism and dialog coherence. There were no differences in the rankings of enjoyment or desire to chat again with the system. Furthermore, in Study 3, no statistically significant differences were discovered for the participants' subjective feeling of positive or negative emotional change. In contrast, the variety of affective profiles simulated by the system in Study 2 strongly influenced all off the above-presented measurements. Additionally, the variety of interaction environments (VR and online chat), experimental setups (laboratory and remote participation), and experiment participants' profiles (i.e., sampling differences between studies), while providing high environmental validity for the study, restricts the ability to statistically compare study results beyond the obtained effect sizes. Results cannot be disentangled to find differences due to external factors versus differences due to variations in dialog system design.
The influence of emotions on communication processes extends to the virtual setups. People treat interactions with certain media (including types of virtual agents) similarly to real humans [51] . For example, Forgas [52] demonstrated that affective mood influences the disclosure of personal information both in real and virtual setups, providing evidence for the transfer of experimental results between HCI setups and human-human interactions. Such disclosure is an essential part of human relationship formation [43] . Other aspects relevant to the practical exploration of results presented in this paper relate to people's increased willingness to cooperate more with agents that are more human-like (extended version of mechanisms similar to kin selection [53] ), and the influence of emotional expressions of agents on engagement [54] , [55] . Further, participants pay attention to social cues [56] and the social function of emotions could also be observed in human-agent interactions [57] , [58] .
CONCLUSIONS
In this paper, we presented an integrated view on a series of experiments conducted with the Affective Dialog System. The system was applied as a tool for studying communication processes and the role and impact of affect and social processes on users in online interactions that are predominantly text based. Regarding system design and implementation, we focused on challenges of structuring emotional interactions in open-domain dialogs limited to the textual modality, and on investigating the impact of such interactions on users. The first study, using a WOZ setting, validated the system's ability, on par with a human operator regarding realistic and enjoyable dialog as well as for establishing an emotional connection with users in a short interaction. The second study showed a significant influence of the system's affective profile on users' perception of a conversational partner, on the changes of emotional states reported by the users, and on the textual expressions of affective states. The third study demonstrated a successful application of the dialog system for eliciting social sharing of emotion and for realizing a communication scenario of "getting acquainted." The experimental results show the impact of the realized communication scenario on the communication style of users and on expressions of affective states, without affecting the overall perception of the conversational system.
The presented studies relate to a number of research questions that are of concern for the development of interactive affective systems: How do emotions manifest in a textual form in specific interaction setups? How can the affective profile of a conversational partner influence emotional states? How do we communicate these changes online? Is there a difference between human and artificial interaction partners regarding affective impact? The results presented in this paper demonstrate that affective dialog systems are well suited as tools for studying those questions by simulating communication behavior as plausible "online characters" and recording the impact on users. The obtained results are in line with findings from psychological studies that examined the role of affect and social processes in human-human interaction, both in the laboratory and in natural, potentially ICT-mediated communication settings.
Our future research includes extended investigation of the effect of emotions and social processes in user-system interactions, in particular in environments with multiple simultaneous users. Studies will examine the relations between communication style, textual expressions of affective, social and cognitive processes, and physiological responses of users in online dialogs. Another promising area of application of affective dialog systems is interactive study and support of online communities [59] , for example, by online analysis of the affective state of a group using simulations of group dynamics.
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