We present a novel comparative method for the ab initio prediction of protein coding genes in eukaryotic genomes. The method simultaneously predicts the gene structures of two un-annotated input DNA sequences which are homologous to each other and retrieves the subsequences which are conserved between the two DNA sequences. It is capable of predicting partial, complete and multiple genes and can align pairs of genes which differ by events of exon-fusion or exon-splitting.
INTRODUCTION

Overview comparative methods
Research in the area of ab initio prediction of protein coding genes has so far focused on methods that take one DNA sequence and predict its gene structure, (e.g. Burge and Karlin, 1997) . With the imminent acquisition of complete genome sequences from related organisms, it is now desirable to attempt the automated determination of gene structures using comparative prediction methods.
Our main aim is to simultaneously determine the gene structures of protein-coding genes in two eukaryotic DNA sequences by using the two DNA sequences themselves as the only input information. This feature should make our * To whom correspondence should be addressed. method well suited for the detection of novel genes as it does not require the existence of a homologous protein in a data base.
There exist already some comparative methods such as percent identity plots (Oeltjen et al., 1997) which aim at identifying highly conserved subsequences between two DNA sequences, but which do not give any specific functional annotation. The pair HMM introduced in Kent and Zahler (2000) can be used to distinguish between conserved coding and non-coding subsequences, but does not predict a gene structure. The method proposed in Batzoglou et al. (2000) predicts a gene structure in a two step approach by first aligning the two DNA sequences and by then retrieving the gene structure. This requires that an accurate global alignment can be made. More recently, Korf et al. (2001) proposed an extension of Burge and Karlin (1997) which integrates cross-species similarity at DNA level into the probabilities of a non-comparative model, thereby improving its performance.
The key idea of our approach is to use the similarities between the two DNA sequences together with information on splicing and coding likelihood in order to determine the gene structures of both DNA sequences without first having to determine their alignment. A solution retrieved with our method is a simultaneous annotation for both DNA sequences together with an alignment of the sequences. During the implementation and testing of our model, Pachter et al. (2001) proposed a similar comparative method, but did not present an implementation or results.
Our method not only predicts the gene structures of the two DNA sequences, but also simultaneously retrieves the conserved subsequences within intergenic, intronic and protein coding regions. The algorithm can model partial genes, multiple genes, single complete genes or no genes at all and can also align more diverged genes which differ by events of exon-fusion or exon-splitting.
In this article, we present the method underlying DOUBLESCAN and confirm on a test set of orthologous mouse and human DNA sequences that our approach is valid. DOUBLESCAN could readily be trained to analyze other pairs of eukaryotic genomes and could also be adapted to analyze pairs of prokaryotic genomes.
Theoretical background 1.2.1 Pair hidden Markov models.
Traditionally, ab initio gene prediction deals with one DNA sequence at a time. Among the most successful methods are hidden Markov models (Burge and Karlin, 1997) . In order to extend gene prediction to work on two DNA sequences simultaneously, we employ an extension of hidden Markov models, called pair hidden Markov models (pair HMMs) (Durbin et al., 1998; Kent and Zahler, 2000) .
A pair HMM consists of a set of states which are connected by directed transitions to form a Markov model. Each state of the pair HMM reads a fixed number of letters, every letter being a base of a DNA sequence, from one or both DNA sequences and assigns an emission probability to this action. The pair HMM then passes to another state and assigns a transition probability to this action. This procedure is repeated until all letters of both sequences have been read. The sequence of states passed through is called the state path. Each state assigns labels to the letters it reads, as for example 'intron' or 'exon'. A state path can therefore be translated into annotations for both DNA sequences.
Alignment algorithms.
Once the transition and emission probabilities of the pair HMM have been specified, the pair HMM assigns the following probability to a given pair of sequences, denoted X and Y , and a chosen state path, S: It is clear that there is a multitude of possible state paths for a given pair HMM and a given pair of sequences. The aim is to find the state path which corresponds to a correct annotation for the two sequences. The assumption is that, with appropriately chosen emission and transition probabilities, the state path with the highest probability P(X, Y, S), denoted S opt , corresponds to a correct annotation. The task is then to find this optimal state path, S opt , that maximizes P(X, Y, S).
We employ two methods to retrieve the state path which is translated into the annotation: the Viterbi algorithm (Viterbi, 1967) in its linear memory implementation, the Hirschberg algorithm (Hirschberg, 1975) , which is guaranteed to retrieve the optimal state path and a new heuristic algorithm, called the stepping stone algorithm, which is no longer guaranteed to find the optimal state path, but whose time and memory requirements scale in practice linearly with sequence length.
The Viterbi algorithm and Hirschberg algorithm.
For a given pair of sequences, the Viterbi algorithm (Viterbi, 1967) retrieves the optimal state path, S opt , through the pair HMM. It solves the optimization problem in two steps: In the first step the elements of a three dimensional matrix, the Viterbi matrix, are iteratively calculated. In the second step this matrix is searched for the optimal state path by a traceback process. For a pair HMM with N states and T transitions and two sequences of length L x and L y , respectively, the memory requirement for the Viterbi algorithm is (Hirschberg, 1975) linearizes the memory requirement to O(N · min{L x , L y }) and at most doubles the time used by the Viterbi algorithm while still retrieving the optimal state path.
RESULTS
DOUBLESCAN
We took the approach of using a minimal set of information, namely knowledge of the general structure of genes and information about exon boundaries. The main reason for hoping that this approach might be successful is that genes, however unusual they might be, should be similarly unusual in a related organism and should therefore be detectable by our comparative method. The method does not, for example, explicitly model the length distributions of introns or exons. It also does not model how a promoter or other regulatory subsequences should look, as we expect our method to predict them as conserved subsequences when retrieving the gene structures.
The parameters of the pair HMM and their determination are explained in Section 4.
In the following, the term exon will refer to protein coding exons and the term gene to protein coding genes.
States and transitions of the pair HMM.
The aim in defining the states and transition of the pair HMM in Figure 2 The initial exons of a pair of genes begin with the START START state which matches an ATG in each sequence, and the terminal exons end in the STOP STOP state which matches a stop codon in each sequence. All potential start codons are scored using a weight matrix model of 21 base pairs width which starts 9 base pairs 5 to the potential start codon.
Exons.
Similar exon subsequences are aligned using the match exon state which reads one codon from each of the two DNA sequences at a time. The emission probability for aligning codons that encode the same amino-acid is higher than the emission probability for aligning two codons that encode chemically dissimilar amino-acids. Insertions or deletions within exons are represented at DNA level by insertions or deletions of an integral number of codons. This motivates the definition of the emit x exon and emit y exon states which read codons from one of the two DNA sequences only. Note that the exon states can read in-frame ATG codons encoding methionine, but that they can not read any of the three stop codons if they come in frame.
Splice sites and introns within translated regions.
Introns within protein coding regions can come in three different phases. As we want to be able to align genes which are related by events of exon-fusion or exonsplitting, we have modelled introns which are only present in one of the two sequences using the emit x or emit y sets of splice site states and intron states. In the current implementation of the model, all splice sites are assumed to obey the GT-AG rule, stating that an intron should start with a GT at the 5' side and end with an AG at the 3 side. This rule accounts for 99% of introns in the set of known mammalian DNA sequences whose annotation has been experimentally verified (Burset et al., 2000) . All potential splice sites of the input DNA sequences are scored by a splice site prediction program (Levine and Durbin, 2001) similar to that used in Burge and Karlin (1997) .
Splice sites and introns within untranslated regions (UTR-splicing).
A novel feature of our model is that we allow for introns within the untranslated regions of genes using a set of states similar to those for introns within translated regions. The states for UTR-splicing are shown within the box in Figure 2 . The main reason to introduce introns within the untranslated regions was the observation that the model without them had difficulties in detecting start and stop codons properly. Some start and stop codons were missing in the predictions and hidden within exons.
As there are true splice sites also within the untranslated regions and as all potential splice sites are scored by the splice site predictor, the model without UTR-splicing had no means of selectively ignoring the high scoring splice sites within the untranslated regions and of taking those within the translated regions into consideration. The addition of the UTR-splicing states handles this better and helps to detect start and stop codons. Unlike introns within translated regions, introns within untranslated regions do not have a phase. As for introns within protein coding regions, all splice sites are assumed to obey the GT-AG rule. Each open arrow corresponds to a transition probability which is defined by the constraint that the probabilities of the transitions emerging from each state have to sum up to one. The match intron states for phase 1 and 2 are connected to the corresponding emit x and emit y intron states as those for phase 0. These have been omitted for clarity. The large box at the top right contains the states which model introns within untranslated regions (UTR-splicing).
Intergenic states.
We put the least constraints on the intergenic subsequences even though we know that they can have a rich functional structure comprising for example promoters and sequences that bind molecules which determine the three-dimensional structure of the DNA sequence. We do not attempt to model these features with this pair HMM, as the ability to predict them is poor. If these functional elements are conserved, DOUBLESCAN should retrieve them as conserved intergenic subsequences and they can be further investigated.
Stepping stone algorithm
Our aim in introducing the stepping stone algorithm was to invent a method with which a nearly optimal state path can be derived with time and memory requirements which scale well with the sequence length. The main idea is to make use of subsequences of strong similarity between the two DNA sequences and to use them as guidelines to restrict the volume of the Viterbi matrix that has to be searched for the optimal state path as shown in Figure 3 . This restriction is only imposed on the two sequence dimensions of the Viterbi matrix. There is no constraint on the third dimension, i.e. the state dimension, of the Viterbi matrix.
The subsequences of strong similarities are derived using the BLASTN (Altschul et al., 1990) program. We assume that the projection of the optimal state path onto the (X, Y ) plane passes closely by the strongest BLASTN matches, and derive a consistent subset of these matches in the following way.
We start with the highest scoring match and define its middle point as its reference point. We then take this middle point to find the next highest scoring subsequence pair whose middle point is compatible with it and repeat this scheme until no more compatible middle points can be added. A new middle point is compatible with an already selected set of middle points if all their (x, y) pairs can be simultaneously ordered by their x and y coordinates. To allow these matches to correspond to exons, introns or intergenic regions, we permit all states at the (x, y) constraints and also increase the point-like overlap at (x, y) to a small 15 by 15 base pairs region around (x, y).
The optimal state path in the thus restricted space of the Viterbi matrix is then found by first calculating the elements of the lower left sub-matrix using a variant of the Viterbi algorithm which saves only the values in a narrow strip like volume with which the calculation can be continued. Only the values in the small volume where this sub-matrix overlaps the next one, are then used to initialize the calculation of the next sub-matrix which is again calculated using the variant of the Viterbi algorithm. This process is repeated until the upper right sub-matrix is calculated and the ends of the two sequences are reached. The optimal state path is then retrieved by proceeding from the upper right to the lower left submatrix, recalculating each sub-matrix with now partly known boundaries either using the Viterbi algorithm, if there is sufficient memory, or the Hirschberg algorithm.
The benefits of the stepping stone algorithm are that now both the memory and time requirement depend essentially linearly on the sequence length, i.e. are of order
, respectively, as the number of rectangles is expected to increase asymptotically as L 2 x + L 2 y , if we assume that the maximum area between two matching subsequences is independent of the sequence length.
Application of DOUBLESCAN to a test set
After deriving parameters from a training set, DOUBLESCAN was applied to a test set consisting of 80 pairs of orthologous mouse and human DNA sequences which were not masked for repeats. See Section 4 for a description of the training set, the test set and the parametrisation.
We compared the performance of DOUBLESCAN to that of GENSCAN (Burge and Karlin, 1997) . GENSCAN is a non-comparative ab initio gene prediction method which predicts gene structures in eukaryotic DNA. It employs an explicit state duration HMM and is capable of predicting partial, complete and multiple genes. Its HMM contains separate states for the exon of a single exon gene and for initial and terminal exons, as well as states for promoter, 5 untranslated region, 3' untranslated region and the poly-A signal. It also uses different parameter sets according to the GC contents of the input DNA sequence.
The results of the comparison are shown in Table 1 . In the following, the term prediction will refer to the results retrieved by DOUBLESCAN or GENSCAN, whereas the term annotation will refer to the gene structures in the data base.
The first thing to note is that the pair HMM with states for UTR-splicing improves the overall performance of DOUBLESCAN, especially the sensitivity and specificity for stop codons, the specificity for start codons and exons and the sensitivity and specificity for genes as well as the rate of wrong genes. 16% of the overlapping genes are turned into correctly predicted genes and 42% of the wrong genes are completely removed when including UTR-splicing into the model, while only 5% of the correctly predicted genes are turned into only overlapping genes. Given its superior performance, DOUBLESCAN including the states for UTR-splicing will be taken as the reference model for DOUBLESCAN.
DOUBLESCAN including UTR-splicing still has a 14% rate of wrong genes corresponding to 30 genes which are predicted in addition to those that overlap the annotated gene in each DNA sequence. If we post-process DOUBLESCAN's results as described in Section 4.4 all of the wrong complete genes, corresponding to 73% of the wrong genes, are removed. Overall, the post-processing step improves the performance considerably. It keeps the sensitivity on gene level unchanged while at the same time improving the specificity by 7% and lowering the rate of wrong genes by 10%. For start codons, it slightly lowers the sensitivity by 3% while at the same time raising the specificity by 11%. The same tendency is shown for stop codons where the sensitivity is lowered by 2% while the specificity improves by 12%. For exons, the performance on nucleotide level remains almost unchanged. On exon level, the sensitivity is lowered by 1% while the specificity is increased by 5%. Given the overall positive effect of the post-processing step, we will in the following discuss the results of DOUBLESCAN after post-processing unless otherwise stated.
Both for DOUBLESCAN and GENSCAN, the performance for stop codons is significantly higher than for start codons, the main reason being that in-frame start codons can be found both at the translation start as well as in frame within exons, while in-frame stop codons can only be found at the translation end. The sensitivity of DOUBLESCAN for start codons is 2% higher than that of GENSCAN, but its specificity is 13% lower than that of GENSCAN. DOUBLESCAN's sensitivity for stop codons is slightly higher than that of GENSCAN, while its specificity is 11% lower than that of GENSCAN. Unlike DOUBLESCAN, GENSCAN has dedicated states for a promoter and the 5 untranslated region which model the region 5 of the translation start. These extra states implement detailed knowledge about the upstream region of some genes and can therefore help to position the start codon correctly. In addition, GENSCAN is biased towards starting and finishing the predicted annotation within the intergenic state. As our test set is entirely composed of DNA sequence which each contain one complete gene, we expect this to help GENSCAN. Within GENSCAN, also the region 3' of the translation end has dedicated states which model the 3' untranslated region and a poly-A signal. However, even without this extra information DOUBLESCAN has a similarly high sensitivity for both start and stop codons using only similarity information between the two DNA sequences.
DOUBLESCAN's sensitivity for exons at nucleotide level is high, the sensitivity being 2% lower and the specificity 5% higher than that of GENSCAN. At exon level its sensitivity is 4% and its specificity 3% lower than GENSCAN. The difference in performance for exons between the nucleotide and exon level can be explained by cases in which two or more predicted genes overlap one annotated gene such that the overlap between the annotated and the predicted exons is large, but not perfect.
At gene level, DOUBLESCAN has a significantly higher sensitivity (10%) and also higher specificity (4%) than GENSCAN. The 1% rate of missing genes for DOUBLESCAN corresponds to one overlapping gene which is removed in the post-processing step.
In order to see whether or not DOUBLESCAN and GENSCAN preferentially detect different types of genes, we compared the genes which were correctly predicted by one of the two methods to those predicted by the other method. About half (44%) of the genes which were found by DOUBLESCAN were incorrectly predicted by GENSCAN. Conversely, 32% of the genes found by GENSCAN were not correctly predicted by DOUBLESCAN. By far the most common reason why a gene is correctly predicted by one method and incorrectly predicted by the other one is that the start codon is not found correctly or not found at all (accounting for 55% of the genes found by DOUBLESCAN and not correctly predicted by GENSCAN, and for 58% of the genes found by GENSCAN and not correctly predicted by DOUBLESCAN). Overall, DOUBLESCAN and GENSCAN complement each other, but we could not identify a pattern as to which genes tend to be correctly predicted by which method.
It is known that the density of genes as well as some of their features, e.g. intron length, depends on the GC contents of the DNA sequence (Duret et al., 1995; Consortium, 2001) . To test whether the performance of the methods depends on the GC contents of the input DNA sequences, we subdivided the test set into the following four subsets according to the GC contents intervals defined in Bernardi (1989) . As the GC contents of the two DNA sequences of each pair are well correlated, the DNA sequences were sorted by GC contents in pairs. Considering the DOUBLESCAN results without the postprocessing step, the sensitivity and specificity for start codons, stop codons, exons and genes show no dependency on the GC contents of the DNA sequences within statistical errors. The same independence of GC contents was found for GENSCAN. However, in GENSCAN this independence is explicitly established by choosing the model's parameters according to the GC contents of the input DNA sequence, whereas DOUBLESCAN's performance is independent of the GC contents without GC dependent parameters.
Conserved subsequences.
DOUBLESCAN without the post-processing step retrieves 69% of the intergenic subsequences, 48% of the intron subsequences and 99% of the exon subsequences as conserved subsequences. The level of conservation in the intergenic subsequences is higher than one would expect for long intergenic subsequences, but can be explained by the fact that the intergenic subsequences of the test set are close to the translation or transcription start and end of the genes where a higher density of conserved subsequences is expected.
Comparison of the stepping stone algorithm
and the Hirschberg algorithm The stepping stone algorithm was developed in order to accelerate the prediction process as both its time and memory requirement scale essentially linearly with the length of the input sequence. Since it is not guaranteed to find an optimal solution, we compared both the state path and annotation retrieved by DOUBLESCAN using the stepping stone algorithm to those retrieved by DOUBLESCAN using the Hirschberg algorithm on the test set. For these purposes we consider the DOUBLESCAN results without post-processing as they correspond to the state paths which are to be compared. For 81% of the DNA sequence pairs, both algorithms find optimal state paths (these need not be the same as there are generally several optimally scoring state paths). Comparing the predicted annotations, 97% of the predicted genes are the same for both algorithms. The agreement for start codons is 100% and 98% for stop codons. At nucleotide level, the agreement for exons is 100% and 99.8%, respectively, i.e. close to perfect.
Compared to the annotation, the performance of the Hirschberg algorithm is the same as that of the stepping stone algorithm except for a 1% improvement of the exon sensitivity on exon level and the corresponding 1% decrease of the rate of overlapping exons.
The average length of the sequences in the test set is around 3300 base pairs and there is on average a BLASTN match every 380 base pairs. If we constrain the stepping stone algorithm and Hirschberg algorithm to use the same maximum amount of memory, the prediction process using the stepping stone algorithm is on average four times faster than using the Hirschberg algorithm. Assuming that the number of BLASTN matches per DNA length unit is constant, the gain in time using the stepping stone algorithm increases with the length of the DNA sequences to be analyzed. In practice, the maximum memory to be used can be set by the user, so that the memory requirement can be traded for the time requirement and vice versa.
SUMMARY AND DISCUSSION
We present the first results on a comparative method for the ab initio prediction of protein coding genes in eukaryotic genomes that aligns the sequences at the same time as predicting their annotation.
The method, implemented in a program called DOUBLESCAN, simultaneously predicts the gene structures of two input DNA sequences while at the same time aligning the sequences and retrieving the conserved subsequences. It employs a probabilistic framework in the form of a pair HMM. Predictions can be generated using one of the following algorithms: the Hirschberg algorithm, which is guaranteed to find the optimal solution, and the stepping stone algorithm, a heuristic algorithm introduced by us whose time and memory requirements scale linearly with the length of the input sequence.
First tests on a test set of 80 pairs of orthologous mouse and human DNA sequences show that DOUBLESCAN performs well. DOUBLESCAN's performance on gene level is high, its sensitivity being 10% and its specificity being 4% higher than GENSCAN's. It is interesting that the performance of DOUBLESCAN relative to GENSCAN increases progressively when going from fine scale (nucleotide level) to large scale (gene structure). It appears that long range constraints can be captured well in the comparative model, even though the detailed modeling is simplified compared to GENSCAN.
The performance of the newly introduced stepping stone algorithm is almost the same as that of the Hirschberg algorithm, while the gain in time using the stepping stone algorithm is significant. This is important for the analysis of large genomic sequences for which the stepping stone algorithm provides a good practical solution.
As DOUBLESCAN works with the two DNA sequences as the only input information, it is well qualified for the detection of novel genes as it does not require a homology to a known protein sequence. DOUBLESCAN does not require pre-aligned input DNA sequences, but generates an alignment as a byproduct during the prediction of the annotation. We therefore expect that our method will be especially useful in those cases where alignment independent of gene prediction is difficult to achieve. However, as a consequence of this alignment, it requires co-linearity of the features to be matched. This is a reasonable assumption on the scale of one or few genes. For the work presented in this article, DOUBLESCAN was trained to analyze pairs of mouse and human DNA, but it could well be adapted to analyzing other pairs of genomes.
As already mentioned, DOUBLESCAN not only annotates the two input DNA sequences, but also retrieves conserved subsequences in their functional context. This important second aspect has not been investigated here.
Finally, a web server providing interactive access to DOUBLESCAN is available at http://www.sanger.ac.uk/ Software/analysis/doublescan/. The source code is available on request from the authors.
METHODS
Training set
The training set consists of 36 sequence pairs. It was derived from the data set of orthologous mouse and human DNA sequence pairs of Jareborg et al. (1999) by discarding sequences with incorrect annotation and nonconsensus splice sites. The remaining 36 sequence pairs constitute our training set. Each DNA sequence in the training set comprises exactly one gene including both its start and stop codon and up to 500 base pairs flanking DNA sequence around the transcription start and end, if known, or the translation start and end. Its sequences have an average length of around 7300 base pairs, the maximum being around 22 000 base pairs. The gene length, defined as the length of the translated region of the DNA in base pairs, is on average around 6100 base pairs, the maximum being around 21 100 base pairs. The mean number of exons per gene is 8.3, the maximum being 41 exons. For the majority of gene pairs, 61%, the genes in a pair have the same number of exons, but a different total coding length, the total coding length of a gene being the sum of lengths of its exons. For 36% of the gene pairs, the genes in a pair have the same number of exons and the same total coding length. For only 3% of the gene pairs, the genes in a pair have a different number of exons and a different total coding length.
Test set
The test set was derived from the list of mouse human orthologs in Pachter (1999) by discarding all DNA pairs whose genes have non-consensus splice sites which resulted in 80 sequence pairs. Each DNA sequence in the test set comprises exactly one gene including both its start and stop codon and up to 500 base pairs flanking DNA sequence around the transcription start and end, if known, or the translation start and end. The mean DNA length is around 3300 base pairs, the maximum being around 23 100 base pairs. The mean gene length is around 2100 base pairs, the maximum being around 9000 base pairs. On average, there are 3.6 exons per gene, the maximum being 14 exons.
For the majority of gene pairs, 55%, the genes in a pair have the same number of exons, but a different total coding length. For 42% of the gene pairs, the genes in a pair have the same number of exons and the same total coding length. For only 3% of the gene pairs, the genes in a pair have a different number of exons and a different total coding length. Eight genes of the test set are also part of the training set. When removing these genes from the test set, the performance remains almost unchanged with both positive and negative changes of less than 3%.
Parameters of the model 4.3.1 Emission probabilities.
The emission probabilities are derived from a subset of the data set in Jareborg et al. (1999) . The main idea is to base the emission probabilities on those of the match exon state. These are derived from those pairs of orthologous genes which have identical coding lengths. We estimated the emission probabilities from the relative frequencies in the training set by using a Dirichlet distribution for the posterior mean estimator. This has the advantage that the values scale well from rather small training sets to large training sets for which they converge to the maximum likelihood estimates. Each codon is found to be preferentially aligned to codons that encode the same amino-acid.
The emission probabilities of the other states except for the STOP STOP state are derived by marginalizing the emission probabilities of the match exon state over one or more codon positions.
The marginalization introduces a symmetry with respect to the two sequences into the emission probabilities. Intron and intergenic states are assigned the same emission probabilities. This might reduce some information which could be used to distinguish intronic and intergenic sequences, but avoids any potential compositional bias which could be misleading.
Transition probabilities and splice site scores.
Non-zero transition probabilities are represented by arrows in Figure 2 . Every open arrow corresponds to a transition probability whose value is defined by the constraint that the probabilities of the transitions which emerge from each state must add up to one. As we do not expect a systematic bias in the number of exons or the lengths of exon, intron and intergenic subsequences between the two DNA sequences, the transition probabilities of the emit x states and those of the corresponding emit y states are the same.
All transitions emerging from the begin state have the same probability, as well as those leading to the end state. DOUBLESCAN therefore does not assume that the DNA sequences contain complete genes or any other configuration of gene structures.
We set the transition probabilities initially to values estimated from event frequencies and tuned them by hand during the optimization of the performance with the training set.
Splice sites use posterior probabilities from a splice site predictor (Levine and Durbin, 2001 ) which scores every potential splice site in the two input DNA sequences. These posterior probabilities are used to modify the nominal transition probabilities leading into the splice site states. The splice site predictor is similar to that used in Burge and Karlin (1997) .
The transition between the match intergenic and the START START state uses posterior probabilities from a weight matrix model which scores every potential start codon in the two input DNA sequences. These posterior probabilities are used to modify the nominal transition probability.
Post-processing of the results
In the post-processing step all predicted genes with introns of less than or equal to 50 base pairs length and or a total coding length of less than or equal to 120 base pairs length are removed.
