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Large-scale collective behavior in suspensions of many particles can be understood from the bal-
ance of statistical forces emerging beyond the direct microscopic particle interactions. Here we
review some aspects of the collective forces that can arise in suspensions of self-propelled active
Brownian particles: wall forces under confinement, interfacial forces, and forces on immersed bod-
ies mediated by the suspension. Even for non-aligning active particles, these forces are intimately
related to a non-uniform polarization of particle orientations induced by walls and bodies, or inho-
mogeneous density profiles. We conclude by pointing out future directions and promising areas for
the application of collective forces in synthetic active matter, as well as their role in living active
matter.
I. INTRODUCTION
Over the last decade, “active matter” has moved more
and more into the focus of several disciplines, providing a
paradigm for a range of driven systems belonging to soft
and living matter [1]. These systems are composed of
many interacting but autonomous “entities” that move
diffusively but, in contrast to passive diffusion, are char-
acterized by a persistence of their motion, i.e., displace-
ments remain correlated over some finite time. Such a
persistence breaks detailed balance and is only possible if
available (free) energy is dissipated. While active matter
has kindled this interest mainly due to the wealth of the
emergent collective behavior, intimately related are non-
equilibrium “statistical” collective forces, the physics of
which has received comparatively little attention [2].
Collective forces can appear as gradients of thermo-
dynamic potentials generating fluxes that bring the sys-
tem back to equilibrium, but also Casimir-like forces due
to fluctuations [3, 4]. The balance of collective interfa-
cial forces underlies the many inhomogeneous states ob-
served in soft matter systems, e.g., emulsions of water
and oil. Freed from the constraints of detailed balance,
related phenomena in active matter are more faceted and
also allow for steady currents as observed, inter alia, in
the spontaneous coherent flow of a suspension of micro-
tubules and kinesin motors [5]. Figure 1a shows an ex-
ample for collective torques in active suspensions: the
directed rotation of microgears because of their asymmet-
ric shape [6, 7]. Such torques (and their coupling) have
been exploited for the hierarchical organization of spin-
ners into a lattice [8], cf. Fig. 1b. Figure 1c shows an ex-
ample for the clustering (and phase separation) of repul-
sive Janus particles in the absence of coherent forces [9].
Theoretical approaches classify active matter as scalar,
polar, or nematic depending on the rank of the (bulk) or-
der parameter that is to be modeled: scalar density, vec-
torial polarization, or tensorial nematic order. Moreover,
coupling to an explicit fluid obeying momentum conser-
vation is considered “wet” while its absence gives rise to
the notion of “dry” active matter [10].
The purpose of the present manuscript is to give an
overview of the (chiefly theoretical) work concerned with
collective forces arising in non-aligning scalar active mat-
ter and to summarize the current understanding. To ex-
pose and discuss basic physical principles, we will focus
on the simplest class of models neglecting long-range hy-
drodynamic and phoretic forces, but also explicit align-
ment torques. We will adapt a soft/liquid matter per-
spective based on the stresses within a suspension of in-
teracting active particles.
Although active matter is a rapidly progressing field
there is already an impressive number of reviews cov-
ering different aspects. To name a few (this is not
an exhaustive list): swimming and hydrodynamics at
the microscale [11, 12], active (mainly colloidal) parti-
cles [13, 14], and the theory of motility-induced phase
separation [15]. Regarding living matter, notable reviews
are available on the theory of active gels [16] and on the
cell as an active material [17].
devices. Although one could think of strategies to delay such
processes, a finite lifetime is the price we always have to pay
when aiming at a self-contained micromotor that does not rely
on external power sources.
Gears of different geometry were also produced in order to
investigate the role of sha e. In particular, we t sted another
asymmetric gear having the same size of 48 μm but a larger num-
ber of teeth (type III in Fig. 1). We report in Fig. 4 the cumulative
angle of one of the fastest spinning gears of this second geometry.
Although large variations in angular speed may occur even within
the same geometry and in the same bath, the better spinning
type III gears rotate at about the same angular speed of type
I. Large variations in rotational speed also make it hard to extract
a quantitative concentration dependence. However, when going
to densely packed suspensions (about 1011 bacteria∕mL), bacter-
ia start to display large scale collective motions that enhance the
rotation l frequency of suspended gears. In particular, type I
gears, in a 7 × 1010 bacteria∕mL suspension, are observed to spin
at 2 rpm, which is twice the speed observed in the lower concen-
tration bath (Fig. 5A). Such a high concentration regime is also
characterized by strong fluctuations in angular speed (or, equiva-
lently, applied torque) that decay exponentially with a time con-
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Fig. 2. Rectifying bacterial motions with asymmetric boundaries. (A) A pictorial representation of the mechanism through which the asymmetric shape of the
inclined teeth induces spontaneous alignment and locking of self-propelled bacteria in the concave corners. Bacteria are drawn with a white head pointing in
the direction of self-propulsion. Black arrows represent the forces exerted by bacteria on the walls. Equal and opposite reaction forces reorient the cell body
along the wall. (B) Two E. coli cells interacting with gear boundaries. The cell pointed out by the white arrow aligns parallel to the wall and slides towards the
corner where it gets stuck, contributing a torque. The other one, pointed out by the black arrow, aligns along the wall and slides back into the bulk solution.
See also Movie S1. (C) Four bacterial cells spontaneously align and cooperatively push in the same direction against the wall.
0 s 60 s40 s20 s
Fig. 3. Bacterial driven micromotor. A nanofabricated asymmetric gear (48-μm external diameter, 10-μm thickness) rotates clockwise at 1 rpmwhen immersed
in an active bath of motile E. coli cells, visible in the background. The gear is sedimented at a liquid–air interface to reduce friction. The yellow circle points to a
black spot on the gear that can be used for visual angle tracking.
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absence of a template26 and under limited feedback by an external 
operator, a key feature in self-assembly.
As haematite is partially absorbing at the wavelength of activa-
tion, it sets a gradient of light and reaction rate along the illumi-
nation axis. The effect is negligible in most situations but becomes 
significant as a swimmer crosses the brightest region of a laser spot: 
for a laser shone from below, the haematite is phoretically lifted, 
and the swimmer flips vertically. It swims downwards against the 
bottom wall, producing a hydrodynamic pumping27,28. It attracts 
the neighbouring swimmers, already converging to the area by 
phototaxis. The swimmers collide head-on with the central par-
ticle, collectively orienting as they pack at the periphery, forming 
the self-spinning structure (Figs.1d and 2b). In our experimental 
conditions, we observe neither decomposition of the hydrogen per-
oxide nor significant optical forces from the light. Shining the laser 
from the top does not allow the vertical flipping of a swimmer and 
inhibits the formation of the rotors. Transient rotors can be formed 
by focusing the laser on a sphere deposited on the substrate; how-
ever, with limited yield and lifetime, which stresses the importance 
of the hydrodynamic pumping for the cohesion of the structure. 
The angular speed ω is tuned by the light intensity (Fig. 2c), reflect-
ing the translational velocity of the individual swimmers (Fig. 2c), 
and shows less than 10% variability amongst a population. At low 
speeds, ω < 3 rad s−1, a fluctuation can flip a peripheral swimmer, 
which induces the collective reorientation of the shell of the micro-
gear and a reversal of the direction of rotation, although the mag-
nitude of the rotation rate is unchanged (Fig. 2c,inset). At higher 
speeds, unidirectional motion persists over the time of the experi-
ment with reduced fluctuations (Fig. 2c,inset). In uniform light, the 
centre of mass of the rotors displays a two-dimensional random 
walk with a diffusion coefficient DR = 0.4 ± 0.1 μ m2 s−1, larger than 
a passive particle of comparable size (Supplementary Information). 
The rotors show slow migration in light gradients, which we harness 
to build superstructures.
We probe the influence of a rotor on its surrounding using 
fluorescent tracers (latex, 200 nm, diffusivity Dc), whose concen-
tration ρ(r) is extracted by fluorescence microscopy and an azi-
muthal average (Fig. 2d,inset). We observe a radial repulsion from 
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Fig. 1 | Hierarchical self-assembly of self-spinning rotors. a, Scanning 
electron microscopy (SEM) of the phototactic swimmer with a fore–aft 
asymmetry and consisting of the extrusion of the haematite cube from 
a chemically inert polymer bead. The particles self-propel in hydrogen 
peroxide fuel under light activation, with the bead heading. b, Bright-field 
(BF) picture of a self-spinning rotor self-assembled from seven phototactic 
swimmers. The core-particle is flipped vertically and surrounded by six 
peripheral swimmers, whose orientation defines the spinning direction.  
The handedness of the rotor is random: clockwise and anticlockwise rotors 
are equiprobable. c, BF imaging of a dynamical superstructure obtained first 
by the sequential formation of rotors, then confined thanks to controlled 
spatiotemporal light patterns. Inset: the self-assembly is purely dissipative; 
switching off the light, the system returns to equilibrium and the order 
is destroyed by thermal noise. d, Timelapse of the rapid self-assembly 
of phototactic swimmers into self-spinning microgears triggered by a 
focused laser beam. A particle crosses the high intensity of a laser beam 
and flips vertically, swimming downwards (yellow particle). It generates a 
pumping flow that attracts the peripheral (blue) particles and forms a rotor 
(see main text). Scale bars are 1!μ m, red arrows indicate the photoactive 
haematite part.
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Fig. 2 | Light-guided assembly. a, Migration speed of haematite cubes 
(empty symbols) in different light gradients (colours) and comparison 
with the diffusiophoretic propulsion V!∝  !∇ c!∝  !∇ ν(I) (solid lines) obtained 
from the independent measurement of the intensity profile and a single 
fit parameter (see main text). Inset: example of particle trajectories (top) 
and light profile (bottom). Haematite migrates towards the low intensity 
of light (black arrow). b, Sketch of the phototactic mechanism (top) 
and microgears assembly (bottom). The haematite exerts a torque on 
the composite swimmers, which travel towards the high intensity (top). 
They are directed towards the bright spot of a focused laser (blue spot). 
The central swimmer flips, inducing an attractive hydrodynamics, that 
assembles the neighbouring swimmers into a spinning microgear (bottom) 
(see main text). c, The microgears rotate at ω, tuned by the intensity of 
the light (left axis, black circles) reflecting the translational velocity Vs of 
the phototactic swimmers (red dashed line). The ratio ωR/Vs is constant 
(right axis, green squares). Inset: time evolution of the rotation rate ω for 
rotors at different speeds. At low speed, ω!~!2!rad!s−1, fluctuations flip the 
direction of rotation at constant magnitude ∣ ∣ω  (violet curve). At higher 
speeds, the rotation is persistent at constant ω!= !5.9!± !0.4!rad!s−1 (orange 
curve). d, Normalized fluorescence showing the repulsion of 200!nm 
fluorescent beads by a rotor. The density ρ of the beads is azimuthally and 
temporally averaged from the fluorescence imaging (inset) and described 
by a phoretic repulsion in the gradient of fuel induced by the presence of 
the rotor: ρ!∝  !exp(− α/rDc), with α!= !48!± !10!μ m3!s−1 (red dashed line).  
Error bars are one standard deviation.
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FIG. 1. Manifestations of collective forces in active matter.
(a) Gear (diameter 48 µm) rotating clockwise in a bath of
bacteria [reproduced from Ref. 6]. (b) Self-assembled col-
loidal spinners [reproduced from Ref. 8]. (c) Coexistence of
self-propelled colloidal Janus particles stabilized by active in-
terfacial forces [reproduced from Ref. 9].
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2II. THEORY OF ACTIVE BROWNIAN
PARTICLES
We focus on active Brownian particles (ABPs), the
arguably simplest model for N identical self-propelled
and interacting particles moving in d dimensions. Every
particle is described by its position ri and unit orientation
ei. Throughout we assume that friction is large, i.e.,
the coupling to the solvent (or substrate) is such that
the momentum relaxes on timescales much shorter than
those of interest. The overdamped equations of motion
for each particle can then be written
r˙i = v0ei + µ0Fi + ξi, (1)
where v0 is the bare propulsion speed and Fi = −∇iU is
the force stemming from the potential energy U({ri}),
which only depends on particle positions but not ori-
entations. We include translational noise ξi, which we
assume to be Gaussian with correlations determined by
D0. The fluctuation-dissipation theorem [18] relates the
diffusion coefficient D0 = µ0kBT to the bare mobility µ0
through the temperature T (with Boltzmann’s constant
kB). We will keep this relation, in case mobility and dif-
fusion are independent parameters it simply defines an
effective temperature. The orientations are not fixed but
undergo rotational diffusion with diffusion coefficient Dr
and correlation time τr = [(d − 1)Dr]−1. While no-slip
boundary conditions with a solvent restrict Dr = 3D0/a
2
for spherical particles with diameter a, in general Dr is a
free parameter. The limiting cases are τr → 0, for which
the propulsion term becomes uncorrelated noise, while
τr →∞ corresponds to “ballistic active motion” [19, 20].
For a free particle, the combination of directed motion
and orientational diffusion creates trajectories that are
characterized by a persistence length `p = v0τr [21].
Equivalently to considering the N coupled stochastic
equations of motion (1), we can consider the joint proba-
bility distribution ψN ({ri, ei}; t) of all positions and ori-
entations. It obeys the evolution equation
∂tψN = −
N∑
i=1
∇i · Ji +Dr
N∑
i=1
∆iψN , (2)
with probability currents Ji = v0eiψN + µ0FiψN −
D0∇iψN , where ∆i is the Laplace operator on the d-
dimensional unit sphere acting on ei. For v0 = 0, the
stationary distribution is given by the Boltzmann weight
ψN ∼ e−U/kBT with uniformly distributed orientations.
For v0 6= 0 breaking detailed balance no closed solution
exists. Already the stationary distribution for a single
particle in the presence of walls is non-trivial [22, 23].
Some results for the time-dependent distribution have
been obtained for limiting cases [24, 25].
We are interested in collective forces on lengths larger
than the particle diameter. To proceed it is crucial
to split forces Fi = F
ex(ri) + F
int
i into external one-
body forces Fex(r) due to, e.g., walls, and forces Finti =
∑
j 6=i f(ri − rj) due to the pairwise particle interactions
f = −∇u with pair potential u(r). These interaction
forces can be related to the divergence of the symmetric
Irving-Kirkwood stress tensor [26],
∇ · σIK =
〈
N∑
i=1
Finti δ(r− ri)
〉
= 〈F〉r, (3)
whereby the brackets 〈·〉 denote the average over the joint
probability ψN . For pairwise interactions, we define the
conditional force
F(r, e; t) =
∫
ddr′ f(r− r′)ψ2(r′|r, e; t) (4)
on a tagged particle [Fig. 2a], where ψ2(r
′|r, e; t) is the
conditional density to find a second particle at position r′
given that the tagged particle with orientation e resides
at r. The force Eq. (3) is then obtained as average 〈·〉r
over the tagged particle orientation.
Integrating the evolution equation (2) over all degrees
of freedom except the position r of a single tagged particle
yields the continuity equation ∂tρ+∇·j = 0 with density
ρ(r; t) = 〈∑i δ(r− ri)〉 and particle current
j = v0p+ µ0∇ · σIK + µ0Fexρ−D0∇ρ. (5)
Within our model, this is an exact result. For v0 = 0
and vanishing current j = 0, it reduces to the hydrostatic
equilibrium condition, ∇ · (−kBTρ1 + σIK) + Fexρ = 0.
For self-propelled particles, the current couples to the
local polarization p(r; t) = 〈∑i eiδ(r− ri)〉.
Besides the non-Boltzmann stationary distribution,
this polarization is what sets active particles apart from
passive systems as it directly enters the balance of forces
Eq. (5). An evolution equation can be obtained by mul-
tiplying Eq. (2) by the orientation of the tagged particle
e followed again by integration,
∂tp = −∇·
[v0
d
ρ1+ v0Q+ µ0C+ µ0pF
ex −D0∇p
]
− p
τr
.
(6)
It couples to two tensor fields, the symmetric and trace-
less nematic tensor Q(r; t) = 〈(ee−1/d)〉r and the tensor
C(r; t) =
〈
N∑
i=1
eiF
int
i δ(r− ri)
〉
= 〈eF〉r (7)
capturing the correlations between orientations and
forces [throughout, we write direct products as (ee)kl =
ekel]. Clearly, this approach creates an infinite hierar-
chy of coupled evolution equations for the moments of
the orientation (ρ, p, Q, . . . ) [27]. To obtain a useful
representation, we need to close the hierarchy.
In a homogeneous system with density ρ = ρ¯ in steady
state, the conditional density ψ2 = ρg(r
′ − r|e) only de-
pends on the separation r− r′ and, moreover, is axisym-
metric with respect to the orientation e of the tagged
particle. This implies that the conditional force can be
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FIG. 2. Tagged particle. (a) Direct pair forces f of other
particles exerted on the tagged particle with orientation e
(arrow). Averaging over the environment (for a fixed tagged
particle) yields the conditional force F ∝ −e. (b) Pair dis-
tribution function g(r) from simulations of hard discs. From
the perspective of each particle there is an increased density
of particles in font, and a reduced density in the back. Re-
produced from Ref. 28.
written F = −ζρe with a coefficient ζ = ζ(ρ, v0) that
depends on the pair potential u(r) and the shape of the
pair distribution g(r). In an isotropic system ζ = 0, while
for self-propelled particles, on average, there will be more
particles in front than in the back (Fig. 2b), leading to a
non-vanishing conditional force F opposing the directed
motion. We thus obtain the force closure
〈F〉r = −ζρp, C = 〈eF〉r = −ζρQ− ζρ21/d, (8)
which implies that the interparticle interactions can be
represented through the density-dependent speed v(ρ) =
v0 − µ0ζρ. While strictly valid only for homogeneous
systems, the force closure has been used for inhomoge-
neous systems as long as the density varies slowly (much
slower than the range of the direct forces f) [29]. At this
stage the coefficient ζ is an input capturing the two-body
statistics. For (almost) hard discs a density-independent
coefficient ζ ' v0/(µ0ρ0) has been determined in simula-
tions [30] (with density ρ0 at which the system “jams”).
Approximate expressions for the pair distribution g(r)
have been derived for hard discs [31], with exact results
available in infinite dimensions [32].
At the next level of the hierarchy, we obtain an evolu-
tion equation for Q. The rotational diffusion leads to a
term −2dDrQ with time constant (2dDr)−1 < τr, which
implies that the nematic order decays faster than the po-
larization. This might justify to set Q ≈ 0 in order to
close the hierarchy, which seems to be a reasonable ap-
proximation close to the uniform state. To lowest non-
vanishing order with Fex = 0 one obtains [33]
Qkl ≈ −αdτr
[
∂k(vpl) + ∂l(vpk)− 2
d
∇ · (vp)δkl
]
(9)
in cartesian coordinates with dimensionless coefficient αd
(in two dimensions α2 =
1
16 ). It expresses the nematic
tensor entirely through derivatives of the polarization
and thus also closes the hierarchy. Note that in the ho-
mogeneous state polarization p = 0 and nematic order
Q = 0 vanish, which makes ABPs the paradigm for scalar
active matter.
Another route to derive similar hydrodynamic equa-
tions for the lowest moments is to start from the un-
derdamped Langevin equations and to perform coarse-
graining [34] or a systematic timescale separation [35].
An alternative way to interpret Eq. (1), which we will
not discuss further, is to eliminate the orientations lead-
ing to stochastic differential equations for the positions
that now involve colored translational noises with correla-
tion time τr. In certain limits one can derive a Markovian
evolution equation for the joint distribution of the posi-
tions with effective forces and diffusion coefficients that
now depend on the speed v0 and the correlation time
τr [36–39].
III. COLLECTIVE FORCES
A. Active stress
We now focus on the steady state. With ∂tp = 0 we
rearrange Eq. (6) to v0p = µ0∇ · σA with active stress
σA = −v0τr
[
v0
dµ0
ρ1+
v0
µ0
Q+C+ pFex − kBT∇p
]
.
(10)
Note that this active stress has an isotropic component
that scales as v20 , whereas the deviatoric stress is deter-
mined entirely by the polarization. Eliminating the po-
larization in Eq. (5), we obtain the force balance
j/µ0 = ∇ · σ + Fexρ (11)
with total stress tensor σ = −kBTρ1+ σIK + σA.
B. Wall forces and pressure
Confined liquids exert a pressure on the walls of their
container. In contrast to passive particles, active par-
ticles aggregate at walls due to the blocked persistent
motion, increasing the local density and inducing a non-
vanishing local polarization (trapped particles point into
the wall, cf. Fig. 3a). Initial computer simulations
show that the trapped particles indeed exert an addi-
tional force that can be interpreted as an elevated pres-
sure [41, 42].
To calculate this pressure, let us consider a piece of
flat wall that exerts a force Fex on the active particles
(we orient the coordinate system so that the wall normal
is ex). Newton’s third law demands that this force also
acts onto the wall so that the total wall force becomes
Fwall = − ∫
V
ddr Fexρ. The integration volume V is a
rectangular prism with cross section A completely enclos-
ing the region in which Fex 6= 0, cf. Fig. 3b. We assume
4ex
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FIG. 3. Wall forces in confined suspensions. (a) Accumula-
tion of non-interacting (ideal) ABPs in front of a wall. Note
that trapped particles point into the wall. [Reproduced from
Ref. 40]. (b) Sketched is an integration volume V (gray). Us-
ing the divergence theorem, the force on the wall (green) can
be converted to a surface integral to which only the dark gray
surface within the suspension contributes.
that the system is translationally invariant parallel to the
wall, which precludes a parallel particle current while the
wall itself precludes a current along the direction of the
wall normal so that j = 0. Density and polarization can
and do vary along the x-direction.
The force balance Eq. (11) together with the diver-
gence theorem yields Fwall =
∮
∂V
dd−1r n · σ (with nor-
mal vector n). Due to the translational invariance, the
lateral integration surfaces of the integration volume V
cancel each other while the surface within the wall does
not contribute. We are thus left with the stress at the
top surface within the active suspension. The force on
the wall is independent of the position x (as long as it
is outside the wall with Fex = 0). We thus push the
top surface to a distance where there is no influence of
the wall on the suspension anymore, i.e., it is homoge-
neous and isotropic with uniform density ρ¯ and vanishing
p = 0, Q = 0. We obtain the wall force Fwall = −pAex
with (mechanical) pressure
p = kBT ρ¯+ pIK +
v0τrv(ρ¯)
dµ0
ρ¯ (12)
using the (in the homogeneous suspension exact) force
closure Eq. (8). The pressure in the suspension due to
the interaction forces is pIK = − trσIK/d. The result
Eq. (12) has been obtained following different routes:
treating propulsion as a swim force [43–45], through cor-
relation functions [46], and deriving the pressure from
the virial [40, 47–49]. To calculate the pressure one can
also estimate the excess density within the interaction
range of walls [50, 51], see Ref. 52 for run-and-tumble
dynamics. In experiments, an active pressure has been
measured from sedimentation profiles [53] and from the
deformation of a flexible membrane [54].
Using the divergence theorem has allowed us to con-
nect the mechanical pressure onto a wall with the ho-
mogeneous state of the suspension characterized by a
few quantities (ρ¯, T , v0) independent of the wall interac-
tions. The situation changes fundamentally if one con-
siders walls that exert torques on the particles, i.e., the
external potential U ex(r, e) is a function of both position
and orientation [55]. In this case the external potential
cannot be eliminated and enters the pressure.
While we have determined the force onto a wall from
properties of the uniform suspension, what is the local
pressure within the suspension? To this end, we write
the force balance Eq. (11) as
0 =
v0
µ0
p+∇ · (−kBTρ1+ σIK) + Fexρ (13)
eliminating the active stress in favor of the polarization.
Suppose we instantly insert a wall into a uniform suspen-
sion. Right after inserting the wall but before the trap-
ping and accumulation of particles at the wall we have
ρ = ρ¯ and p = 0 everywhere so that the instantaneous
pressure reads ploc = kBT ρ¯+ pIK [40, 56]. This pressure
will then increase and reach Eq. (12) in the steady state.
C. Interfacial forces
1. Passive liquids and suspensions
We now consider inhomogeneous systems in the ab-
sence of external forces, Fex = 0. In equilibrium (v0 = 0),
inhomogeneity implies that there are two phases that
coexist and which are separated by an interface. The
fact that there is a stable density gradient requires forces
within the interface that balance the diffusive flux ∝ ∇ρ.
We orient the coordinate system so that the normal of
the (on average flat) interface points along x. Moreover,
we assume that the system is invariant with respect to
rotation about the axis given by the normal so that the
in-plane stress components σyy = σzz = σ‖(x) are equal.
From the force balance ∇ · σ = 0 we can conclude that
the normal component σ⊥ has to be constant throughout
the system. The interfacial tension γ between the two co-
existing phases can be determined through two different
routes, which in equilibrium yield the same result.
The mechanical route following Kirkwood and Buff [57]
starts from the work δw = V tr(σ ·h) necessary to deform
a subsystem by moving particles according to rk → (1+
h) ·rk. The matrix h has only diagonal entries, hxx = h⊥
and hyy = hzz = h‖. We slice the system into bins of
width δx along the normal. The total work then becomes
w =
∑
k V [σ⊥h⊥+ (d−1)σ‖(xk)h‖)] summing over bins.
The bin volume V = Aδx and area A change as δV =
V [h⊥ + (d − 1)h‖] and δA = A(d − 1)h‖. Keeping the
volume fixed (δV = 0) yields w = γδA with
γ =
∫ +∞
−∞
dx [σ‖(x)− σ⊥] (14)
after taking the limit δx → 0. On the other hand, the
thermodynamic route asks for the change of the grand
5potential Ω under the same geometric transformation.
Working out how the pair potential changes [58] yields
δΩ = γδA with the same expression Eq. (14) as the me-
chanical route. This is of course to be expected since in
equilibrium δΩ = δw is the reversible work to change the
interfacial area.
Detailed balance guarantees that the system is relaxing
towards thermal equilibrium governed by the Boltzmann
distribution and a free energy. In the vicinity of a critical
point at (Tc,ρc), this free energy can be expanded into
the well-known Ginzburg-Landau expression [59]
F [ρ] =
∫
ddr
{κ
2
|∇ρ|2 + f0(ρ)
}
(15)
with free energy density f0(ρ) ≈ a(ρ−ρc)2+b(ρ−ρc)4, the
minima of which determine the coexisting densities ρ±.
The coefficient κ > 0 determines the cost of interfaces
yielding the interfacial tension γ =
∫
dx κ|∂xρ|2 [58].
Note that the coexisting densities are independent of κ.
2. Active suspensions
Active matter (v0 6= 0) breaks detailed balance, and,
strictly speaking, no thermodynamic potential exists.
Still, many active systems show qualitatively very similar
e)
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We show that hydrodynamic theories of polar active matter generically possess inhomogeneous traveling
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Could the emergence of collective motion in fish
schools, bird flocks, and insect swarms be understood
within a unified physical framework? A growing stream of
works has approached this provocative question following
the seminal work of Vicsek et al., who considered self-
propelled point particles interacting solely via local veloc-
ity-alignment rules [1]. This model displays a spontaneous
rotational-symmetry breaking leading to orientational order
[1–3]. In addition, a number of subsequent simulations and
experiments have revealed an even more surprising feature.
At the onset of collective motion, despite the lack of any
attractive interactions, polar active matter self-organizes in
the form of band-shape swarms [4–12]. However, depend-
ing on the specifics of the systems, these dynamical patterns
take three different forms: (i) delocalized density waves
[5,6], as exemplified in Fig. 1(a), (ii) solitonic structures
[7–9], Fig. 1(b), and (iii) phase-separated states [10–12],
Fig. 1(c). Although it is now clear that they are responsible
for the first-order nature of the transition toward collective
motion [4,9,10], no unifying theory exists to account for the
origin and the variety of these band patterns.
In this Letter, we convey a comprehensive description of
the propagative excitations of polar active matter. Using a
hydrodynamic description and dynamical system concepts,
we establish the shape of these intrinsically nonlinear band
structures, and show that they correspond to those observed
in all the available experiments and numerical simulation;
see, e.g., Refs. [5–14].
Our starting point is a hydrodynamic description of
compressible polar active fluids [3,15]. Since we are chiefly
interested in structures varying only along themain direction
ofmotion,we focus here on a one-dimensional problem.The
local density field ρðx; tÞ obeys a conservation equation
which complements the equation governing the momen-
tum field Wðx; tÞ ¼ ρðx; tÞPðx; tÞ, where Pðx; tÞ ∈ ½0; 1%
is a polarization field. Following Toner and Tu [15] these
equations read
∂tρ þ ∂xW ¼ 0; (1)
∂tW þ ξW∂xW ¼ a2W − a4W3 − λ∂xρ þ D∂xxW; (2)
where all the coefficients a priori depend both on ρ andW2.
These phenomenological equations were introduced to
account for a continuousmean-field transition from a homo-
geneous isotropic statewith ρ ¼ ρ0 andP ¼ 0when a2 < 0,
to a homogeneous polarized state with P ¼ ρ−10
ffiffiffiffiffiffiffiffiffiffiffiffi
a2=a4
p
,
when a2 > 0. In addition, the λ term reflects the pressure
gradient induced by density heterogenities. ξ and D are
two transport coefficients associated, respectively, with the
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FIG. 1 (color online). Band patterns observed in agent-based
simulations. (a) Smectic arrangement of polar bands in the Vicsek
model with vectorial noise [5]. Speed v ¼ 0.5, noise intensity
η ¼ 0.6, and density ρ ¼ 1.1. (b) A solitary band observed for the
same model and same parameters as in (a). (c) Polar-liquid
droplet in an isotropic phase observed in the active Ising model
[10], with inverse temperature β ¼ 6, density ρ ¼ 5, hopping rate
D ¼ 1, and bias ϵ ¼ 0.9. More simulation details can be found
in the Supplemental Material [16].
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FIG. 4. (Color online) The orientationally ordered phase-
separated state observed for κ > κc in small systems (N ≪ N∗)
becomes unstable when N is increased. In very big systems
(N ≫ N∗) we observe only aggregates (which correspond to an
orientationally disordered phase-separated state). Top left: Evolution
of Tagg/Ttot with N , where Tagg is the time the system spent in the
aggregate phase and Ttot—here, Ttot = 107—is the total simulation
time. Second line, left: the polar order S1 as function of time for
N ∼N∗—here, N∗ ∼104. Large values of S1 correspond to the
system being highly ordered, typically due to the formation of a
highly ordered band (panel i), while low values of S1 correspond to
the formation of an aggregate (panel ii). Third line: Histograms of
the polar order parameter p(S1) for N = 5000, N = 10 000∼N∗
and N = 20 000. Bottom panel: Total elastic energy Utot =∑Ni=1 Ui
of the system as function of time t, for N ∼N∗. High values of Utot
correspond to the presence of an aggregate (inset on the left panel),
while low values of Utot are related to the presence of polar structures
such as bands. On both snapshots, the color of each rod indicates its
interaction potential Ui : blue (red) color indicates small (large) Ui
values. The dashed black circle in the snapshot corresponding to an
aggregate provides an idea of the boundary shell of the aggregate.
For movies, see Supplemental Material [43]. Simulations correspond
to κ = 4 and η = 0.3.
move in one direction and 50% in the opposite one [29].
More importantly, our finite-size study indicates that the polar
patterns observed in SPR are a finite-size effect that disappears
for large enough systems. In short, several of the phases
reported for η 6 0.3 in previous SPR works [22,33], such
as the so-called swarming phase and the bioturbulence phase,
vanish in the thermodynamical limit.
The abrupt change in scaling of S1 withN in Fig. 3 suggests
that above the crossover system size N∗ the polar structures
are no longer stable. Arguably, the decay in S1 with N is
due to the fact that rods inside polar clusters are densely
packed and hold fixed positions, not being able to exchange
neighbors in contrast to other active systems [28,29,31,34,42].
In the co-moving frame that moves with the cluster, we have
a two-dimensional system of particles interacting locally and
subject to fluctuations. Assuming that in this scenario we can
apply the Mermin-Wagner theorem [50], long-range order is
not possible and for sufficiently big clusters defects in the
orientation of the rods should emerge. If such defects are
present in a cluster or band, the velocity field of the polar
structure will be necessarily unstable (see also Appendix C).
The instability of polar structures is evident by looking at
the behavior of bands with N , Fig. 4. The top panel of
this figure shows the finite size scaling of Tagg/Ttot, i.e., the
total time Tagg the system spends in the aggregate phase
with respect to the total simulation time Ttot. Note that the
computation of Tagg implies looking for all events where an
aggregate emerged in the system, accumulating the time each
aggregate lived. We observe that Tagg increases with N , in
such a way that Tagg/Ttot → 1 as N →∞. This means that
the probability of observing the system in an aggregate phase
also increases with N . For small system sizes N ≪ N∗ we
observe moving clusters and bands. Large polar structures
such as bands form, remain in the system for quite some
time, and then quickly break and reform, typically adopting
a new orientation. The corresponding histogram of global
polar order—p(S1)—in Fig. 4 (N = 5000) is unimodal with
a peak at large values of S1. As N → N∗, bands survive for
relatively short periods of time and quickly bend and break.
Interestingly, at such large system sizes other macroscopic
structures start to frequently emerge. These new macroscopic
structures—which we refer to as aggregates—are formed by
polar clusters of rods that exert stresses on each other and
exhibit vanishing polar order; see panel (ii) of Fig. 4. In
summary, for N ∼N∗, the system continuously transitions
between highly ordered phases—e.g., phases with either a few
giant polar clusters or a band—and aggregates, as illustrated
in Fig. 4. The corresponding histogram of S1 (N = 10 000) is
bimodal with a peak at large values of S1, corresponding to the
polar structures, and another peak at very small values of S1,
corresponding to aggregates. As the system size is increased
further, i.e., for N ≫ N∗, we observe that the corresponding
histogram of S1 (N = 20 000) becomes again unimodal, but
the peak is now at very small values of S1, and corresponds to
the presence of aggregates. In short, bands and polar phases
disappear in the thermodynamical limit, while the aggregate
phase survives (see also the phase diagrams in Appendix B).
The dynamics of aggregates for large systems size is studied
in details in Sec. V.
The transitions between aggregates and bands (or highly
ordered phases) for N ∼N∗ results from the competition
between elastic energy and the impossibility of the system to
sustain long-range polar order. For not too large system sizes,
i.e., forN ∼N∗, the shape of the aggregates is roughly circular
[Fig. 4, panel (ii)], and at the center of the aggregate we find one
single topological defect; i.e., at the mesoscale, at the center of
the aggregate, we cannot define an average orientation for the
rods. Due to the active forces, at the center of the aggregate rods
are strongly compressed, which implies that the potentials Ui
adopts high values (see Fig. 4, bottom row). This implies that
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FIG. 4. Coexistence in active matter. (a,b) Dense travel-
ing bands in the Vicsek model [Reproduced from Ref. 60].
(c) Coexistence of a polar band with a gas [Reproduced
from Ref. 61]. (d) Simulation snapshot of phase-separated
ABPs. The color indicates the orientation, note the polariza-
tion within the interfaces where particles point into the dense
domain. (e) Finite-size transitions in ABPs as a function of
global density (increasing from left to right) [Reproduced from
Ref. 62].
behavior, in particular the coexistence of two “phases”
separated by an interfacial region. In Fig. 4 we show
three numerical examples of inhomogeneous active sys-
tems: traveling bands in the Vicsek model (alignment
without volume exclusion, Fig. 4a,b), the coexistence of
a polar band with an active gas in polar rods (alignment
with volume exclusion, Fig. 4c), and the coexistence of
dilute and dense regions of ABPs (no alignment but vol-
ume exclusion, Fig. 4d,e).
Again focusing on ABPs (Fig. 4d), their phase diagram
resembles that of passive liquid-gas coexistence with
speed v0 taking the role of inverse temperature [29, 63–
66]. In particular, the coexistence region is terminated by
a critical point [67] below which the suspension remains
homogeneous. In the two-phase region (v0 > vc), we ob-
serve that ABPs undergo a series of transitions as the
global density is increased, where the morphology of the
dense domain changes from droplet to a slab to a “bub-
ble” (Fig. 4e). This is well understood in passive liquid-
gas phase separation as finite-size transitions [68, 69]:
minimizing the length of the interface (in a finite box)
under the constraint of the lever rule yields exactly these
shapes. Apparently an effective interfacial tension also
governs the coexistence of ABPs, although it does not
arise from a free energy.
The interfacial tension Eq. (14) follows from a purely
mechanical argument based on the anisotropy of stresses
due to the presence of the interface. Interestingly, eval-
uating this expression for simulations of repulsive ABPs
yields a negative and surprisingly large value (|γ| ∼ 103
for hard discs compared to γ ∼ 1 for passive liquid-
g s c existence) [62]. This result cha lenges our i tu-
ition (which, however, is shaped by t e idea of a free
energy): a negative tension would imply that the system
could reduce its free energy by enlarging the interface,
which would lead to a proliferation of interfacial area
and eventually to a homogeneous system. Such an ar-
gument stands in a k contrast to the observed stable
phase separation of ABPs.
To reconcile a negative interfacial tension with stable
phase coexistence it is important to recognize the role
played by the active stress σA. Even though there is
no explicit alignment of ABPs, the polarization within
the interfac is non-z ro. Thi can be u derstood easily:
particles arriving from the gas point into the dense phase
and are trapped at the interface due to the persistence of
their orientations. On the other hand, particles pointing
outwards can quickly leave the interfacial region, which
thus leads to an excess of particles oriented towards the
dense phase. This means that the nematic tensor now
contributes a term −(v0τrv/µ0)Q to the active stress
[Eq. (10)], where we have used the force closure. From
Eq. (9) one finds Q⊥ ≈ −αd[2(d− 1)/d]τr∂x(vpx). With
Q‖ = −Q⊥/(d − 1) and using vpx ≈ D0∂xρ from the
force balance Eq. (5), we obtain (after some integrations
6by parts)
γA ≈
∫ +∞
−∞
dx κA|∂xρ|2 (16)
for the active contribution to the interfacial tension (the
isotropic active stress does not contribute). It takes on
the same form that follows from the free energy Eq. (15).
The coefficient κA = −2αdD0v0τ2r ζ < 0, however, is
manifestly negative, and so is γA. Using ζ ' v0/(µ0ρ0)
for hard discs, we obtain κA = −2αdkBT (v0τr)2/ρ0 which
scales as (v0τr)
2 and thus dominates the contribution
coming from the anisotropy of the stress σIK due to the
interaction forces in agreement with the simulations [62].
For a simulation study including attractive forces see
Ref. 70.
The force balance in the form of Eq. (13) offers another
interpretation through treating (v0/µ0)p as an external
body force (like, e.g., gravity) caused by the polariza-
tion [34, 35, 56]. The interfacial tension is then asso-
ciated only with the anisotropy of the local interaction
stresses. There are thus two interpretations yielding dif-
ferent expressions for the interfacial tension: either a non-
vanishing polarization is maintained by internal stresses
in the suspension or treated as an external body force.
3. Coexistence and effective potentials
Since ∇·σ = 0 holds for ABPs in the absence of parti-
cle currents, the component σ⊥ of the total stress along
the normal has to be constant, σ⊥(x) = −p∗. Inspecting
the explicit expression Eq. (10), we see that σ⊥ = −p(ρ)
for homogeneous suspensions with (mechanical) pressure
p(ρ) depending only on the density [Eq. (12)]. We thus
obtain a first condition p(ρ+) = p(ρ−) = p∗ for the co-
existing densities ρ±, i.e., the bulk pressure has to be
equal within each phase. However, this is not enough
to unambiguously determine ρ±. Performing a Maxwell
construction fails for ABPs as demonstrated in computer
simulations [46].
To obtain a second condition, we follow Solon et al. [71]
and integrate −σ⊥∂xvˆ with some function vˆ(x),∫ +∞
−∞
dx (p− δσ⊥)∂xvˆ = p∗(vˆ+ − vˆ−), (17)
where δσ⊥ contains only derivatives and vˆ± indicates the
value in the corresponding bulk phase. For the right hand
side we have used σ⊥(x) = −p∗. The function vˆ(x) is now
chosen so that δσ⊥∂xvˆ becomes a total derivative with
respect to x and, therefore, its integral vanishes. Writing
the pressure p = −∂(vˆφ)∂vˆ as the conjugate observable to vˆ
with respect to φ(vˆ), Eq. (17) yields the required second
condition µ(vˆ+) = µ(vˆ−) = µ∗ for the function µ(vˆ) =
(φ + p)vˆ = −vˆ2 ∂φ∂vˆ , which we recognize as an effective
chemical potential.
The coexisting bulk densities of ABPs can thus be
determined from an effective equilibrium system with
free energy density φ(vˆ) but using an order parameter
vˆ = vˆ(ρ, ∂xρ, . . . ) that plays the role of a local volume per
particle. For this effective system we recover the conven-
tional thermodynamic relations including the equality of
pressure and chemical potential, giving rise to a Maxwell
construction on φ(vˆ). The actual coexisting densities fol-
low from inverting vˆ± = vˆ(ρ±) and, in contrast to passive
systems, now depend on properties of the interface.
The “density” ρˆ = 1/vˆ minimizes the functional [71]
Φ[ρˆ] =
∫
ddr
{
κˆ(ρˆ)
2
|∇ρˆ|2 + φ(ρˆ)
}
(18)
with δΦδρˆ = µ
∗, replacing the free energy Eq. (15). Here,
κˆ > 0 is necessarily positive. Consequently, the interfa-
cial tension γˆ =
∫
dx κˆ|∂xρˆ|2 one would infer from this
functional is also positive and different from γA obtained
from the active stresses due to the polarization. This is
not surprising since γˆ is the tension corresponding to an
effective equilibrium system governed by Φ.
An alternative notion of a chemical potential for ABPs
has been proposed in Ref. 72 through identifying the par-
ticle current jx/µ0 = ∂xσ⊥(x) = −ρ∂xµ(x) with the spa-
tial derivative of a function µ(x) (clearly, for vanishing
current µ = µ∗ has to be constant). An explicit ex-
pression for µ(x) can then be constructed from σ⊥(x),
which extends the conventional passive expression for
the chemical potential by a swim potential [72]. Yet an-
other approach along related lines but inspired by den-
sity functional theory has been proposed recently [73].
It is based on splitting the conditional one-body force
F = Fad + Fsup [Eq. (4)] into intrinsic adiabatic forces
Fad and superadiabatic forces Fsup. Also this approach
constructs effective conservative forces that, in princi-
ple, yield the same density profile as the original ABPs.
Again, the effective interfacial tension is positive and con-
ceptually different from γA [74, 75].
To conclude, in contrast to passive suspensions, me-
chanical and (effective) thermodynamic route to the in-
terfacial tension do not coincide for ABPs. This serves
as a reminder that ABPs are driven away from thermal
equilibrium even though certain aspects can be treated
in analogy with equilibrium statistical mechanics.
4. Scalar field theories
Alternatively, the large-scale behavior of ABPs can be
approached adopting a top-down perspective in the spirit
of field theories, which are based on symmetries and con-
servation laws while microscopic details are hidden in
(unknown) coefficients. The starting point is the observa-
tion that, while the density is conserved, perturbations
of the polarization [Eq. (6)] relax on the time scale τr.
This suggests a closure can be obtained by approximat-
ing the particle current j = j(ρ,∇ρ, . . . ) as a function of
the local density ρ(r; t) and its derivatives. This ansatz
can be made more rigorous through exploiting the large
7require system-specific explanations but already emerges
from a completely generic continuum model of active
phase separation. This differs from equilibrium phase
separation models by allowing for broken time-reversal
symmetry (TRS) at mesoscopic scales. At leading order in
an expansion in gradients of the density, our model admits
two distinct contributions to the particle current, only one
of which was considered in previous studies of active phase
separation [3,31–35]. The additional current term was
considered in Ref. [17], but its role in phase equilibria
was not studied there; here, we show that it is crucial for
predicting microphase separation. The unified description
that we present, in which clusters and bubbles are dual to
one another (see Sec. II), not only accounts for the
existence of cluster phases (either alone or coexisting with
an excess dense fluid) and bubbly phase separation, but it
also predicts the existence of a strict bubble phase in which
the whole system is filled by a dense liquid that supports a
fluctuating, but not coarsening, population of mesoscopic
vapor bubbles. This phase has not been reported so far in
either experiments or particle-based simulations of active
matter. Snapshots of the various steady states predicted by
the continuum model considered in this paper are given
in Fig. 1.
In equilibrium systems subject to particle diffusion
without momentum conservation, bulk phase separation
is driven by the Ostwald process [37,38]. Here, local
equilibrium requires that the Laplace pressure jump across
an interface to increase with its curvature. The chemical
potential at a curved interface is thereby shifted, creating a
compositional excess outside each droplet that decreases in
magnitude with increasing droplet size. The local excess
sets boundary conditions on a quasistatic solution of the
diffusion equation, which slowly drives the material down
the density gradients from smaller to larger droplets. Small
droplets evaporate, and large ones grow; the mean droplet
size increases forever, ultimately leading to complete phase
separation. Exactly similar arguments apply to the growth
of vapor bubbles on the opposite side of the phase diagram.
A major achievement of the present work is to show
analytically how the Ostwald process can become reversed
in active fluids. This unexpected result is supported by
numerical findings that demonstrate microphase-separated
steady states in the parameter regimes where the reverse
Ostwald process is predicted. Interestingly, our model’s
parameter values can be chosen to stabilize either vapor
bubbles dispersed in a homogeneous dense liquid or liquid
clusters dispersed in a vapor, but not both at once. This
might help explain why computer simulations of hard-core
active Brownian particles report only bubbles and not
cluster phases [5–8], with the reverse being true for experi-
ments on autophoretic Janus colloids [10,18,19]. The
microscopic interactions are clearly different in the two
systems (and much more complex for the experiments), so
perhaps they represent opposing halves of the parameter
space of our coarse-grained model.
(a)
(b)
FIG. 1. (a) Bubbly phase separation as described in our field theory, a phase coexistence of boiling liquid (yellow) with a vapor phase
(blue). Vapor bubbles are continuously created inside the bulk liquid phase, which are then expelled to the exterior vapor phase
(indicated by a blue arrow in the figure, also see Movie 4 in Ref. [36]). The vapor phase can then diffuse back inside the liquid, and the
process continues indefinitely. Time-reversal symmetry is manifestly broken in this steady state. (b) Arrested phase separation: Initially,
the system phase separates into a dense phase and a dilute phase. However, the average cluster size saturates to a finite value at a steady
state. Additional steady states, representing (a) a cluster phase in coexistence with excess dense liquid and (b) a strict bubble phase, are
found by inverting the order parameter scale shown the top right, as it follows from the invariance of the model under the duality
mapping explained in Sec. II. The parameters we use are ζ ¼ 4, λ ¼ 1, ϕ0 ¼ −0.4 in (a) and ζ ¼ −4, λ ¼ −1, ϕ0 ¼ −0.6 in (b).
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FIG. 5. Active phase coexistence of dense liquid (yellow)
and dilute gas phase (purple) as obtained from solving the
evolution equation of Active Model B+ (with Λ = 1, ξ =
4). The arrows mark the creation and expulsion of a bubble
within the dense phase. Reproduced from Ref. 78.
time-scale separation for the relaxation between density
and polarization in the vicinity of the critical point [29].
To lowest order, one finds a current j = jpot = −∇ δFδρ
with an effective potential of the form Eq. (15) but with
coefficients κ, a, and b that now depend on v0 and the
force imbalance coefficient ζc at the critical point. The
large-scale behavior thus reduces to the passive “Model
B” in the nomenclature of Hohenberg and Halperin [76],
with the evolution of the density ∂tρ = −∇ · j given by a
Cahn-Hilliard equation [77]. Consequently, the evolution
of the (coarse-grained) density following from such an
expansion obeys detailed balance while the microscopic
equations (1) do not.
Cates and coworkers have explored the consequences
of including higher-order derivatives jnon = −Λ∇|∇ρ|2 +
ξ(∇2ρ)∇ρ to the current j = jpot + jnon that cannot be
cast into the functional derivative of a free energy. Hence,
also the evolution of the density field now breaks detailed
balance. For ξ = 0 and Λ 6= 0 (Active Model B), coexist-
ing phases depend on Λ but can still be obtained from a
modified common tangent construction [79]. With both
terms contributing (Active Model B+), vapor bubbles are
promoted (coined reverse Ostwald ripening), which lead
to “bubbly” phase separation (Fig. 5) and enable sta-
ble microphase separation of finite dense domains [78].
This mechanism can be captured through an effective
interfacial tension that becomes negative. Pushing the
systematic expansion of the hydrodynamic equations to
higher orders reveals that many more terms contribute
than those captured by Λ and ζ and, moreover, that they
are not independent but related through the microscopic
model parameters (v0, τr, D0, . . . ) [80, 81].
5. Non-uniform motility
So far we have discussed inhomogeneous density pro-
files that emerge for spatially uniform motility, i.e., speed
v0 and correlation time τr do not depend on position.
Another route that we briefly mention is to spatially
modulate motility, which can be achieved experimentally
for light-controlled Janus particles [82, 83]. In this case
the pressure is non-uniform already for non-interacting
ABPs [55]. For discontinuous motility parameters one
finds continuity conditions: for D0 > 0 the density
is continuous and from v0p = µ0∇ · σA we find that
also the active stress is continuous across the boundary,
n · (σ>A − σ<A ) = 0, with boundary normal n. The later
places a continuity condition on the derivative of the po-
larization, which thus jumps across the boundary. We
again find a non-zero polarization confined to a finite in-
terfacial region separating the two regions with different
bulk densities [84].
D. Forces on immersed objects
An object immersed into a passive liquid or suspension
(so that it is completely surrounded) will not experience
a net force irrespective of its shape. This might be differ-
ent for active suspensions, in which asymmetric shapes
can generate persistent steady currents of active parti-
cles. An example is shown in Fig. 6a for a chevron. Ac-
tive particles coming from the right are trapped for some
time due to their persistence of motion [87] while parti-
cles coming from the left are deflected. This implies an
effective particle current j to the right. Placing a number
of fixed obstacles with such a shape can be used to gen-
erate a density gradient [85, 88, 89], cf. Fig. 6b. Another
example is shown in Fig. 6c for a “boomerang” showing
the induced currents of active particles.
Isolated bodies that do not generate currents are still
force-free in suspensions of ABPs. This can be seen im-
mediately from the force balance Eq. (11) with j = 0, for
which Fbody = − ∫
V
ddr Fexρ =
∮
∂V
dd−1r n · σ for any
integration volume V that fully encloses the body. Ex-
panding the volume so that its surface ∂V completely lies
within the uniform suspension (p = 0 and Q = 0) with
diagonal σ [cf. Eq. (10)] yields Fbody = 0. Of course, this
might not be possible in the presence of walls or other
bodies, leading to depletion-like interactions. These have
been studied in computer simulations for bodies with dif-
ferent shapes such as parallel walls [90], discs [91], and
rods [92].
Conversely, if a shape generates currents then these
currents exert a body force (in an infinite system)
Fbody = − ∫
V
ddr j/µ0 [93]. For non-interacting ABPs in
d = 2 dimensions, the force generated through an asym-
metric body onto a second body has been calculated in
Ref. [86]. This force depends on the angle with the body’s
symmetry axis and decays as a power law ∼ r−2 with the
distance r between the bodies [Fig. 6d]. Since the force
back onto the first body now depends on the shape of the
second body, Newton’s third law can be broken for the ef-
fective interactions (on the level of the immersed bodies),
which has interesting general consequences [94]. Estimat-
ing the excess density on the surface of bodies allows to
directly calculate Fbody [50]. Beyond rigid bodies there
are first numerical studies on the dynamics of immersed
flexible filaments [93, 95] and membranes [96]. Finally, we
note that beyond the forces sustained by currents there
8RESULTS AND DISCUSSION
Our swimmers were green fluorescent protein (GFP)-ex-
pressing motile (E. coli) bacteria (strain RP 437/pGFP!2).
They were initially uniformly spread in both compartments
filled with LB medium. Individual bacteria were tracked as
they approached and left the internal walls of the chamber, far
removed from the funnels. Figure 1C shows that for the 70
tracks examined, the impinging distribution (angles "out) was
dramatically different from the distribution of the angles of
incidence ("in). The latter was effectively a uniform random
distribution over the 0°-to-80° range (measured with respect to
the surface normal; we discarded all tracks with "in values of
# 80° for reasons of ambiguity). The outgoing angles were
strongly confined to "out values of # 80°. This indicates that the
bacteria practically follow walls and lose information about
their initial angle of attack. They keep this direction during an
entire straight run, even if the wall ends. Thus, near the walls,
the motion of bacteria is not a random walk but instead cor-
relates with the constraining geometry. We indeed observed a
concentration of swimming bacteria, as shown in Fig. 2, sup-
porting the mechanism depicted in Fig. 1A. After a uniform
initial distribution (Fig. 2A), the E. coli cells became increas-
ingly concentrated with time on the restricted exit side of the
funnel array (Fig. 2B). In about an hour, there were three
times more cells on the right side than on the left. As a control,
we filled the chip with an aqueous solution of 100-nm-diameter
fluorescent polystyrene beads, which remained uniformly dis-
tributed during a 24-h period, and thus this population imbal-
ance occurs only if the objects actively swim, as opposed to
spreading due to diffusion (data not shown). Since bacteria
communicate with each other (1) and (moreover) move to-
wards one another (9, 10), it is possible that such quorum-
chemotaxis processes could strongly influence the results
shown in Fig. 2. We did control experiments to show that in
this case the concentration was due to swimming motility and
was not a result of bacterial chemotaxis (data not shown). A
motile strain with the chemosensing network knocked out (RP
437 cheAW/pGFPu2) showed the same concentration increase
with time, thus showing that the process is not due to chemo-
taxis. A flat wall with evenly spaced openings but no funnels
showed no development of asymmetry in cell density, demon-
strating the necessity for broken symmetry of the funnel wall
(Fig. 3).
We used the average fluorescence intensity in the two com-
partments as a measure of the cell density. Figure 2C shows
how the density ratio [A(t)$ %R/%L] changes with time (with %R
and %L being the densities on the right and left, respectively).
A simple model (see Appendix) with two differential equa-
tions (equations A1) describing the changes in the density of
cells due to growth and transfer between the compartments
can be used to characterize the kinetics of the system. The two
parameters are the fractions of the populations on the two
sides that cross the funnel wall in unit time (cLR for crossing
left to right and cRL for crossing right to left). The solution of
FIG. 1. Microstructures with funnel walls. (A) Schematic drawing of the interaction of bacteria with the funnel opening. Bacteria on the left
side may (trace 1) or may not (trace 2) get through the gap, depending on the angle of attack. On the right, all bacteria colliding with the wall are
diverted away from the gap (traces 3 and 4). (B) Scanning electron micrograph of the device. (C) Distribution of incoming and outgoing angles
for bacteria colliding with a wall. Data were taken for 70 events.
FIG. 2. Distribution of bacteria in a structure with a funnel wall. (A) Uniform distribution after injection. (B) Steady-state distribution after
80 min. (C) Ratios of densities in the left and right compartments versus time. The blue circles are experimental data, and the dashed red line is
a fit of equation A2 from the Appendix.
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Eq. (6), with Fa12 ∼ r−112 . Therefore, Fa12 only induces a
correction to the speed of the body.
Meanwhile, Fs12 ∼ r−212 stems from the force on body 2 due
to the current field J1ðr12Þ ∼ r−212 generated by body 1 in
accordance with Eq. (5). At large r12, the induced force can
be linearized as R2J1ðr12Þ=ρb. Note that Fs12 can change the
propulsion direction of body 2. In Fig. 1, we present a
measurement of the force F12 on a circular body (so that
p2 ¼ 0). In this case, R2 is proportional to the identity
matrix and we evaluated it numerically. The results agree
nicely with the theory using no fitting parameters, although
on a reduced range because of numerical limitations.
Torques between passive bodies.—The torque τ12
exerted by body 1 on body 2 can be obtained using the
same approach. We denote by τj ¼
R
d2r0ρjðr0Þðr0 −RjÞ ×
∇0Vj the self-torque on an isolated body j with respect to
the reference position Rj. It is useful to decompose the
result into a correction to the self-torque τa12, which is
dominant when τ2 ≠ 0, and a subleading contribution τs12,
which induces a torque even when τ2 ¼ 0. We find
τa12 ¼
βeff
2πρb
r12 · p1
r212
τ2 þOðr−212 Þ; ð9Þ
τs12 ¼
γ2
ρb
× J1ðr12Þ þOðr−312 Þ; ð10Þ
where the vector γ2, similar to R2, characterizes the
response of isolated body 2 to a diffusive current ρbu
carried by an active fluid of mean density ρb. The vector is
calculated from the steady-state torque τðuÞ2 exerted on body
2 according to
γ2 ¼
h
∇u × τ
ðuÞ
2
i!!!
u¼0
: ð11Þ
As with Eqs. (6) and (7), τa12 results from a local shift in the
density and τs12 from the current. The latter tends to align γ2
with the current. In Fig. 1, our predictions are compared
with simulations that measure the torque exerted by a
semicircle (body 1) on a circle (body 2) held at its edge,
with γ2 evaluated numerically.
A few comments on the properties of the interactions are
in order. First, even in the presence of three or more passive
bodies, at large mutual distances, the interactions are still
dominated by pairwise components. Second, going one
order higher in the multipole expansion, one finds that two
rodlike bodies interact through quadrupole moments.
Previous studies [30–32] on the same setup focused on
the near-field effects that decay exponentially with dis-
tance, but we predict this interaction to be much longer
ranged, decaying as r−312 . Numerical support is provided in
[56]. Finally, an extension of the analysis to dimensions
d > 2 yields Fa12 ∼ r
−ðd−1Þ
12 and F
s
12 ∼ r−d12 , with correspond-
ing changes to the torques.
We note that the interactions discussed above are
anisotropic and do not satisfy the action-reaction principle.
For passive bodies allowed to move in the active fluid, these
features lead to a host of interesting dynamical phenomena.
Assuming overdamped bodies, we take
_Rj ¼ μTj
Z
d2rρðr; tÞ∇Vj;
_Θj ¼ μRj
Z
d2rρðr; tÞ½ðr −RjÞ × ∇Vj&· ez; ð12Þ
where μTj and μ
R
j are the translational and rotational
mobilities of body j, Θj is an angle giving its orientation
with respect to a fixed axis of reference, andRj is a position
vector. For simplicity, we consider bodies for which the
position vector Rj can be chosen so that no off-diagonal
mobilities couple the translational and rotational degrees of
freedom. The extension to other cases is straightforward.
The results derived above are applicable when the mobil-
ities are small enough so that an adiabatic limit holds: at
× 
×  
FIG. 1. Dipole contributions to far-field interactions. (a) The numerical setup used to verify the theoretical predictions. A circular body
is placed at different distances r12 and angles θ12 away from a semicircular body that generates a dipole current. (b) The force normalized
by the bulk density as a function of r12=lr, with lr the run length, for θ12 ¼ 0. (Inset) The dependence of the force components ðF12Þx;y in
the x and y directions as a function of θ12. (c) The torque applied by the semicircle on a circle that is held tangent to r12 and pinned at the
contact point as θ12 is varied; see (a). The lines in (b) and (c) correspond to the theory with no fitting parameters. All the parameters and
units of the simulations are specified in the Supplemental Material [56].
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FIG. 6. Asymmetric obstacles. (a) Sketch of two trajector es (with large persistence length) coming from both sides of a
chevron. It is easy to see that blue trajectories are trappe a longer time (on average), and that the obstacle generates a net
current j. (b) Snapshot of an experiment with bacteria, where row of fixed chevrons has bee pla ed al g th center of the
compartment. The current through the chevrons leads o a steady s ate with two differ nt densities. R produced from Ref. 85.
(c) Sketch of the currents generated by a “boomerang” at the center. (d) These currents mediate a force F12 on a disc that
decays as a power law r−212 in two dimensions with distance r and depends on the angle θ12 with the symmetry axis (inset).
Reproduced from Ref. 86.
can also be collective forces due to fluctuations that are
enhanced by the activity [97, 98].
IV. THERMODYNAMICS
A. Time-reversal symmetry
Since active matter can generate non-trivial collective
forces on walls and immersed objects, it seems natural to
exploit these forces in order to perform useful work. This
leads to questions like how much work is available, what
is the efficiency, and, more generally, how to quantify
entropy production and dissipation in active suspensions.
While no thermodynamical potential (in the conven-
tional sense) exists for steadily driven systems, notions
like work, heat, and entropy production are still mean-
ingful. Stochastic thermodynamics is a powerful frame-
work to study these notions in driven systems that
are dominated by fluctuations [99]. Driving a system
through time-dependent changes of parameters and non-
conservative forces, it can be shown that the dissi ated
heat q is related to the breaking of time-reversal symme-
try,
q
kBT
= ∆sm = − ln P[X]P[X†] , (19)
where T is the temperature of the environment into
which the heat is dissipated and ∆sm is the correspond-
ing increase of (dimensionless) entropy in the environ-
ment. Eq. (19) holds for single stochastic trajectories
X = {xt}τ0 of length τ with path probability P[X]. This
is to be compared to the probability of observing the
time-reversed trajectory X† = {x†τ−t}τ0 . It is important
to note that for the equalities in Eq. (19) to hold x needs
to encompass all degrees of freedom that contribute to
the entropy production [100].
Nevertheless, Eq. (19) has sparked quite some interest
in the context of active particles and has been applied to
Eq. (1) yielding some measure ∆s˜m for th breaki g f
time- eversal symmetry. One strat gy has been to map a
variant of ABPs called active Or stein-Uhlenbeck process
(AOUP) to second-order stochastic differential equations
and to interpret those within stochastic thermodynam-
ics [101, 102], see also the the comment Ref. 103. More-
over, links to information-theoretical arguments have
bee drawn [104]. How active particles reak time-
reversal s mmetry has also been extended to the field
th ories sketched in Sec. III C 4 [105].
The major conceptual difficulty is that the behavior of
the particle orientation under time reversal is not fixed by
the model but has to be supplied: either odd (e†i = −ei)
corresponding to interpreting v0ei as a solvent velocity
or even (e†i = ei) with (v0/µ0)ei beh ving s a n n-
conservative (stochastic) force [45, 106, 107]. Clearly,
this choice leads to different expressions for ∆s˜m [108–
111].
B. Entropy production and dissipation
To be distinguished from breaking time-reversal sym-
metry on the level of particle trajectories is the actual en-
tropy production and dissipated heat q required to main-
tain a suspension of active particles away from equilib-
rium. Thermodynamic consistency requires that directed
motion fueled by some (free) energy (typically a differ-
ence ∆µ of chemical potenti l) couples to the potential
energy U [112]. In particular, if a particle has to go
against a force then it slows down for a fixed energy bud-
get ∆µ. Interestingly, this also implies that dragging an
active particle can synthesize fuel molecules [113].
To proceed, we need to take into account the actual
propulsion mechanism. On a schematic level, the sim-
plest model is discrete jumps of length λ with rate κ+i
along the orientation ei and κ
−
i against the orienta-
tion. Every jump corresponds to a chemical event that
consumes a fuel molecule through translating particle
9i. The rates obey the local detailed balance condition,
κ+i /κ
−
i = e
(∆µ−λei·∇iU)/kBT , where we have used that
λ is small compared to other length scales (in particu-
lar the diameter of active particles) [114]. This coupling
implies that externally forcing a particle allows to revers
the reaction and to synthesize fuel molecules [113]. Piet-
zonka and Seifert have derived and analyzed the contin-
uum equations of a lattice model with lattice spacing λ
in the limit λ→ 0 [115]. A different approach is to elim-
inate the chemical degrees of freedom for finite but small
λ, which yields a simple variation of Eq. (1) in which
the speed v0 is replaced by an expression that explicitly
depends on the change of potential energy [114].
If n˙ =
∑
i n˙i denotes the total number of chemical
events per time then the work per time spent on driving
the particles is w˙ = n˙∆µ. Assuming symmetric rates
with attempt rate κ0, for particle i to lowest order the
average contribution to the work reads [114]
〈w˙i〉 ≈ 〈viei · ∇iU〉+ κ0〈(∆µ− λei · ∇iU)2〉/kBT, (20)
where vi = λn˙i is the actual propulsion speed. The
first term is what is expected for the work from breaking
time-reversal symmetry if treating viei as an odd speed,
〈w˙ABPi 〉 = 〈v0ei · ∇iU〉, which thus fixes the prescription
for ABPs and questions the consistent interpretation of
the polarization as a body force in Eq. (11). This work
is a lower bound to the actual work, 〈w˙i〉 > 〈w˙ABPi 〉, the
leading correction of which takes the form of a variance
of energy fluctuations around ∆µ (reminiscent of energy
fluctuations in the isobaric ensemble). Some of the dissi-
pated work can be extracted again due to the forces on
immersed bodies outlined in Sec. III D [116].
V. PERSPECTIVES
Collective forces are involved in the wealth of dynamic
collective behavior that is observed in active matter.
There are two main thrusts: First, the understanding of
these forces is pivotal for modeling the effective coarse-
grained dynamics of these systems, which is independent
of many microscopic details. Second, the directed mo-
tion of active constituents (synthetic particles, bacteria,
molecular motors) exerts collective forces on the environ-
ment that can be harvested as useful work, e.g. through
“engines” powered by active particles [6, 117, 118] or to
enable novel material responses to external perturbations
(such as active metamaterials) [119].
The theoretical ideas we have reviewed here will be
useful to design and optimize interactions of active sys-
tems with their environment. One application is the au-
tonomous self-assembly of ordered target structures from
disordered molecular or colloidal building blocks. For dy-
namics obeying detailed balance, self-assembly is purely
driven by the gradient of free energy, leaving a small win-
dow within which the competition of non-specific and
specific interactions allow successful assembly [120]. Dot-
ing with active particles induces stresses that have been
shown to speed up colloidal crystallization and to po-
tentially broaden this window [121–123]. Moreover, it
might be possible to realize (metastable) ordered struc-
tures that are inaccessible with dynamics obeying de-
tailed balance.
Self-assembly of biological matter yields functioning
molecular “structures” such as enzymes which, in ad-
dition, are typically hierarchical. These can be charac-
terized as “machines of machines” in contrast to artifi-
cial engines built from inert parts [17]. Simplified syn-
thetic systems that mimic such processes can yield valu-
able insights into the underlying physical principles. One
route is the assembly of active but individually immotile
components into small clusters that exhibit translation
and rotation, the fundamental forms of motility. Spe-
cific examples include metallic rods [124] and spherical
ion-exchange particles [125]. The next step will be to
synthesize engines that exert forces and thus manipulate
their environment. Coupled engines, each with a limited
set of responses, that form patterns which are switch-
able could perform complex tasks like sorting and cargo
delivery as demonstrated by robots [126, 127].
Membrane-less organelles – inhomogeneous concentra-
tions of proteins and polymers – have turned out to be
a major building block to organize and compartmen-
talize biological reactions within the cell and the nu-
cleus [128]. These organelles have been recognized as
liquid droplets stabilized by an interfacial tension [129].
Quite remarkable, the cell thus exploits a basic physical
mechanism to acquire and release reactants and prod-
uct molecules. Factors like viscoelasticity and intrinsic
non-equilibrium features of the cytoplasm (e.g., motor
proteins organizing the cytoskeleton), however, will re-
quire to adapt and extend the existing theoretical frame-
work for phase separation of passive suspensions and mix-
tures [130]. Developing a comprehensive understanding
of the non-equilibrium coexistence in ABPs is one step
in this direction. Going beyond single cells, aggregates
of cells organizing into, e.g., tissues again exert forces
which can be measured experimentally through traction
force microscopy [131, 132].
VI. CONCLUSIONS
We have reviewed the forces exerted by a steady-state
suspension of active Brownian particles on walls and im-
mersed bodies, and stabilizing density inhomogeneities.
These forces are caused by a non-vanishing polarization,
which, for ABPs, is not caused by alignment but trap-
ping, and is accompanied by density gradients. The
polarization can then be expressed as an active stress,
Eq. (10). ABPs clearly break detailed balance and thus
time-reversal symmetry. We have clarified the distinc-
tion between breaking time-reversal symmetry on the
level of (observable) particle trajectories and the dissi-
pation required to maintain the suspension away from
equilibrium. For the model of ABPs reviewed here, a
10
comprehensive and unifying picture of collective dynam-
ics, forces, and thermodynamics is now coming together.
This model thus provides a reference to develop the for-
malism for more complex systems in which alignment,
hydrodynamic coupling, and long-ranged phoretic forces
can no longer be neglected.
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