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ON THE FRACTIONAL SUSCEPTIBILITY FUNCTION OF
PIECEWISE EXPANDING MAPS
MAGNUS ASPENBERG†, VIVIANE BALADI†† , JUHO LEPPA¨NEN††,
AND TOMAS PERSSON†
Abstract. We associate to a perturbation (ft) of a (stably mixing) piecewise ex-
panding unimodal map f0 a two-variable fractional susceptibility function Ψφ(η, z),
depending also on a bounded observable φ. For fixed η ∈ (0, 1), we show that the
function Ψφ(η, z) is holomorphic in a disc Dη ⊂ C centered at zero of radius > 1,
and that Ψφ(η, 1) is the Marchaud fractional derivative of order η of the function
t 7→ Rφ(t) :=
∫
φ(x) dµt, at t = 0, where µt is the unique absolutely continuous
invariant probability measure of ft. In addition, we show that Ψφ(η, z) admits a holo-
morphic extension to the domain { (η, z) ∈ C2 | 0 < ℜη < 1, z ∈ Dη }. Finally, if the
perturbation (ft) is horizontal, we prove that limη∈(0,1),η→1Ψφ(η, 1) = ∂tRφ(t)|t=0.
1. Introduction
1.1. Linear response and violation thereof. Response theory describes how the
“physical measure” µt of a dynamical system f0 responds to perturbations t 7→ ft, given
a class of observables (test functions) φ. Classically, one studies linear response, where
the goal is to express the derivative of Rφ(t) :=
∫
φdµt, for a fixed φ in a suitable class,
in terms of (φ together with) f0, the vector field v0 := ∂tft|t=0, and the measure µ0.
Linear response was first investigated [14, 23, 30, 19] for smooth hyperbolic dynamics
(Anosov or Axiom A). In the smooth mixing hyperbolic case, the physical measure µt
corresponds to the fixed point of a transfer operator Lt (whose dual preserves Lebesgue
measure) on a suitable Banach space B. This fixed point is a simple isolated eigenvalue in
the spectrum of Lt, and linear response can be proved via classical perturbation theory
for simple eigenvalues.
To avoid technicalities, let us write the key formulas in the easier case of smooth
expanding circle maps (see e.g. [4] for more details): Then, µt = ρt dx, with ρt smooth,
the operator Lt acts on smooth functions, and we have the key identity
(1) ρt − ρ0 = (I − Lt)
−1(Lt − L0)ρ0 .
(The nontrivial content of the above equation is the fact that the inverse of I − Lt is
a bounded operator when acting on smooth functions whose average with respect to
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Lebesgue vanishes.) Next, assuming that v0 = X0 ◦ f0, it is not hard to show that
lim
t→0
(Lt − L0)ρ0
t
= −(X0ρ0)
′ .
Then, since
∫
φLk0(ψ) dx =
∫
(φ ◦ fk0 )ψ dx, we have, for continuous φ (say),∫
φ · (1− L0)
−1(X0ρ0)
′ dx =
∞∑
k=0
∫
φ · Lk0(X0ρ0)
′ dx =
∞∑
k=0
∫
(φ ◦ fk0 )(X0ρ0)
′ dx .
Finally, using (1), we get the fluctuation-dissipation formula (expressing the derivative
as a Green–Kubo [21] sum of decorrelations1)
∂tRφ(t)|t=0 = ∂t(
∫
φdµt)|t=0 = −
∞∑
k=0
∫
(φ ◦ fk0 )(X0ρ0)
′ dx ,(2)
and, if φ is differentiable, integrating by parts, we get the linear response formula
∂tRφ(t)|t=0 = ∂t(
∫
φdµt)|t=0 =
∞∑
k=0
∫
(φ ◦ fk0 )
′ · (X0 ρ0) dx .(3)
Exponential decay of the series in the right-hand side of (3) is not as apparent as in (2),
since the derivative (φ ◦ fk0 )
′(x) = φ′(fk0 (x)) · (f
k
0 )
′(x) grows exponentially. However, the
presence of this derivative should be expected when describing response, and Ruelle [31]
pointed out that it was meaningful to view the linear response formula (3) as the value
at z = 1 of a natural power series, the susceptibility function of f0 and v0 = X0 ◦ f0. In
the present smooth one-dimensional expanding case, setting z = eiω, the susceptibility
function Ψφ(z) is the Fourier transform of the response function k 7→
∫
X0(φ◦f
k
0 )
′ρ0 dx,
that is:
(4) Ψφ(z) :=
∞∑
k=0
zk
∫
(φ ◦ fk0 )
′ (X0ρ0) dx .
We have, integrating by parts,
Ψφ(z) = −
∞∑
k=0
zk
∫
(φ ◦ fk0 ) (X0ρ0)
′ dx ,
so that exponential mixing implies that the susceptibility function Ψφ(z) is holomorphic
in a disc of radius larger than one, using that X0ρ0 is smooth.
In situations when the map t 7→ Rφ(t) is not differentiable (either due to bifurcations
in the dynamics [27, 3, 9, 6], or to singularities [7, 29] of the test function φ), it is natural
to consider fractional response, i.e., to investigate weaker moduli of continuity of this
map. The simplest situation where linear response breaks down is that of piecewise
expanding unimodal maps. In this case, the transfer operator has a spectral gap when
acting on BV . However, the derivative ρ′0 of the invariant density ρ0 involves a sum of
Dirac masses, and thus does not belong to BV , or to a space on which decorrelations
are summable. Keller [24] showed in 1982 that |ρt − ρ0|L1 = O(|t|| log |t||). Examples
of families (ft) and smooth functions φ such that |Rφ(t) − Rφ(0)| ≥ |t|| log |t|| were
1Note that
∫
(X0ρ0)
′ dx = 0.
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described in [27] and [3, Theorem 6.1]. (See also the previous work of Ershov [17].)
Baladi and Smania [9] showed that if the family ft is tangential to
2 the topological class
of f0, then for any continuous function φ, the map Rφ(t) is differentiable at t = 0. They
also showed that when horizontality does not hold, then there exist smooth observables
φ such that Rφ(t) is not Lipschitz at t = 0. More recently, de Lima and Smania [16]
showed that for a generic map f0, if v0 = ∂tft|t=0 is not horizontal, then for a generic φ,
the map t 7→
∫
φdµt cannot be Lipschitz on a set of parameters t of positive Lebesgue
measure. (See also [15] for a related result.)
In the piecewise expanding unimodal case, the susceptibility function Ψφ(z) can also
be defined by the formal power series (4), and it has been studied in [3, 9, 8]. In
particular [8], if the postcritical orbit is dense (a generic condition) then Ψφ(z) has
a strong natural boundary on the unit circle, while if the perturbation v0 = X0 ◦ f is
horizontal and, in addition (a generic condition) the postcritical orbit is Birkhoff typical,
then the nontangential limit of Ψφ(z) as z tends to 1 coincides with ∂tRφ(t)|t=0.
In the present paper, we introduce and study a two-variable fractional susceptibility
function Ψφ(η, z), for ℜη ∈ (0, 1), in the setting of piecewise expanding unimodal maps.
The initial motivation for this work comes from the following paradox:
In 2005, Ruelle and Jiang considered [32, 22] finite Misiurewicz–Thurston (MT) pa-
rameters t0 in the quadratic family ft(x) = t − x
2. By definition of MT, there exists
a repelling periodic point x0 and M ≥ 2 such that f
M
t0 (0) = x0. Such parameters t0
are Collet–Eckmann, so ft0 admits a unique absolutely continuous invariant probability
measure µt0 . The map ft0 also has a finite Markov partition, which simplifies the anal-
ysis. Ruelle and Jiang proved that, for any C1 observable φ, the susceptibility function
Ψφ(z) defined by (4) is meromorphic in the whole complex plane, and that z = 1 is not
a pole. Since Ψφ(1) is the natural candidate for the derivative of Rφ(t), this raised the
hope that there could exist a “large” subset Ω of Collet–Eckmann parameters, contain-
ing t0, and such that t 7→ Rφ(t) would be differentiable in the sense of Whitney on Ω at
t0. However, Baladi, Benedicks, and Schnellmann [6] later showed that for any mixing
(non horizontal3) MT parameter t0, there exist a C
∞ observable φ, a sequence tn → t0
of Collet–Eckmann parameters (with bounded constants), and C > 1 such that
(5)
√
|tn − t0|
C
≤ |Rφ(tn)−Rφ(t0)| ≤ C
√
|tn − t0| , ∀n .
It is not known whether t0 is a Lebesgue density point in the set of tn such that (5)
holds. Also, the analogue of the de Lima–Smania [16] central limit theorem is not known
in this setting. However, we expect that these results are true, and in particular that
Ψφ(1) cannot be interpreted as the derivative of Rφ(t) in the sense of Whitney on a
set of parameters containing t0 as a Lebesgue density point. The fact that Ψφ(z) is
holomorphic at z = 1 is then intriguing, to say the least.
In an ongoing work, Baladi and Smania [11] have introduced two-variable fractional
susceptibility functions Ψφ(η, z) for the quadratic family, with the goal of resolving
this paradox. The piecewise expanding case is a toy model for the quadratic setting,
2We refer to the beginning of §4.4 for a definition of tangentiality, which is equivalent to the horizon-
tality condition (16) on v0.
3All MT parameters are non horizontal by [1] or [26].
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and indeed, several ideas previously developed for piecewise expanding families [9] were
crucial to obtain the breakthrough result (5) of [6] for the quadratic family. Although
we believe it is interesting in its own right, the analysis carried out in the present paper
for this toy model can also be viewed as a “proof of concept,” establishing the feasibility
of the fractional susceptibility function approach.
1.2. Informal statement of the results. We next describe briefly our main results.
It is well-known that there is no canonical notion of a fractional derivative, see [34] and
[28] for a presentation of the theory. We use here the Marchaud fractional derivative,
defined for suitable functions g by
(Mηt g(t))|t=0 =
η
2Γ(1 − η)
∫ ∞
−∞
g(t)− g(0)
|t|1+η
sign(t) dt ,
where Γ denotes Euler’s Gamma function. Our motivation for using this particular
fractional derivative is threefold: First, Mηg can be well-defined even if g does not
decay at infinity. Second, the Marchaud fractional derivative of a constant function
vanishes, while this is not the case for other fractional derivatives, in particular for
the Bessel potential derivative defined by F−1(1 + |ξ|2)η/2Fg, where F is the Fourier
transform. Finally, the expression of Marchaud derivatives in terms of differences g(t)−
g(−t) = g(t)− g(0) + g(0)− g(−t) is convenient in view of (1). Nevertheless, we expect
that fractional susceptibility functions defined via (e.g.) Bessel, or Riemann–Liouville
fractional derivatives would enjoy similar properties as those we establish here using the
Marchaud derivative.
We define for η ∈ (0, 1) the fractional susceptibility function of the perturbation (ft)
and the observable φ ∈ L∞, to be the formal power series
Ψφ(η, z) :=
∞∑
k=0
zk
∫
I
η
2Γ(1− η)
∫ ∞
−∞
(φ ◦ fkt )(x) ·
(
(Lt − L0)ρ0
)
(x)
|t|1+η
sign(t) dt dx ,(6)
and the frozen fractional susceptibility function of (ft) and φ to be the formal power
series
Ψfrφ (η, z) :=
∞∑
k=0
zk
∫
I
η
2Γ(1− η)
(φ ◦ fk0 )(x)
∫ ∞
−∞
(
(Lt − L0)ρ0
)
(x)
|t|1+η
sign(t) dt dx .(7)
In both susceptibility functions, Lt is the transfer operator Ltϕ(x) =
∑
ft(y)=x
ϕ(y)
|f ′t(y)|
.
Our first main result (Theorem 2.3) says that if φ is bounded, then for any η ∈ (0, 1)
the improper integrals in the two above formal power series are convergent, and that
Ψφ(η, z) and Ψ
fr
φ (η, z) are holomorphic functions of z in a disc Dη of radius (which may
depend on f0) larger than one. In addition,
Ψfrφ (η, z) =
∫
I
φ ·(I−zL0)
−1Mηt
(
Ltρ0(x)
)
|t=0 dx =
∑
k
zk
∫
I
(φ◦fk0 )M
η
t
(
Ltρ0(x)
)
|t=0 dx ,
and
Ψφ(η, 1) =M
η
t Rφ(t)|t=0 .
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Remark 1.1. Our lower bound for the radius of Dη tends to 1 as η → 1. If the critical
point of f0 is preperiodic, then we expect Ψφ(η, z) to be holomorphic in a disc of radius
strictly larger than 1 and meromorphic in the entire complex plane for all 0 ≤ η ≤ 1.
However, we believe that, generically, the radius of convergence of Ψφ(η, z) should tend
to 1 as η → 1.
As a corollary of our main theorem and the results of [9], we obtain (Corollary 2.4)
that, if v0 is horizontal and φ is continuous, then
lim
η→1
Ψφ(η, 1) = lim
η→1
Ψfrφ (η, 1) = Ψφ(1) = ∂tRφ(t)|t=0 .
Our second result, Theorem 2.6, is about more general fractional moduli of continuity:
We consider there weighted Marchaud derivatives, replacing |t|−1−η by (log |t|)−β |t|−1−η.
Applying Theorem 2.6 to β > 1 and η = 1 gives a modulus of continuity |t|| log |t||β,
almost reproducing the |t|| log |t|| estimates from [24, 27, 3]. Applying Theorem 2.6 to
β < 0, we show (Corollary 2.7) that Ψφ(η, z) and Ψ
fr
φ (η, z) are holomorphic in the domain
{ (η, z) ∈ C2 | 0 < ℜη < 1 , z ∈ Dη }.
The fractional susceptibility functions in (6) and (7) are of “fluctuation-dissipation”
type. It is tempting to consider the response fractional susceptibility function4
Ψrspφ (η, z) := −
∞∑
k=0
zk
∫
I
(φ ◦ fk0 ) ·M
η
x
(
X0ρ0
)
dx =
∞∑
k=0
zk
∫
I
(Mηx (φ ◦ f
k
0 )) ·X0ρ0 dx,(8)
where the Marchaud derivative is now taken with respect to x. The reader is invited
to check that arguments in the present paper show that for all η ∈ (0, 1) the function
Ψrspφ (η, z) is holomorphic in a disc of radius larger than 1 for all bounded φ, and that
in the horizontal case we have limη→1Ψ
rsp
φ (η, 1) = ∂tRφ|t=0. The function Ψ
rsp
φ (η, z) is
at first sight the most seductive fractional susceptibility function. However, Ψrspφ (η, 1)
has no reason to coincide in general with any fractional derivative of order η of Rφ(t)
(except in the limit η → 1, even in the linear examples studied in §2.3). In this respect,
Ψrspφ (η, z) is not better than the frozen susceptibility function Ψ
fr
φ (η, z). Keeping also in
mind that the ultimate goal of this theory is to resolve the paradox described above for
the quadratic family, we focus on the definitions (6) and (7) in the present paper. A
final comment is that fractional derivatives do not enjoy a Leibniz formula with finitely
many terms for the derivative of a product, so we cannot expect fractional susceptibility
functions to be as well-behaved as ordinary ones.
We shall consider transfer operators acting on Sobolev spaces Hτ,p with p > 1, close to
1, and 0 < τ < 1/p. These spaces give us more flexibility than the BV spaces classically
used for piecewise expanding interval maps. We exploit the bounds of Thomine [37] for
the essential spectral radius of Lt on such spaces H
τ,p. In particular, we have ρ0 ∈ H
τ,p
(see the beginning of §3.1), so that, for each η < 1, the function Mηxρ0 belongs to a
Sobolev space on which the transfer operator Lt associated to ft has a spectral gap (see
(22)). In order to apply the stable exponential decorrelation result of Keller–Liverani
[25], we need Lasota–Yorke bounds which are uniform in t. Such bounds were known
4The equality in (8) follows by integration by parts for the Marchaud derivative [34, (6.27)] for φ ∈ C1.
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for the BV norm, but we have to carry out the corresponding estimates for the Sobolev
spaces.
The paper is organised as follows: Section 2 starts with definitions and formal state-
ments. In §2.1, we state precisely Theorem 2.3 on fractional susceptibility functions,
followed by its consequence (Corollary 2.4) in the horizontal case. In §2.2 we state
Theorem 2.6 about other moduli of continuity and Corollary 2.7 about holomorphic
extensions of the fractional susceptibility functions. In §2.3, we discuss two linear ex-
amples. Section 3 introduces the key tools: In §3.1, we recall properties of the transfer
operator acting on Sobolev spaces, from the work of Thomine [37]. In §3.2, we discuss
stability of mixing and mixing rates for good families, recalling in particular the results
of Keller and Liverani [25] that we shall use, and stating the relevant technical lemmas
(Lemma 3.2 and Lemma 3.1). Subsection 3.3 contains the proof of the perturbation
Lemma 3.2 for Sobolev spaces which is needed to apply results of Keller and Liverani.
In Section 4, we prove Theorems 2.3 and 2.6, as well as Corollaries 2.4 and 2.7, using the
techniques presented in Section 3. Appendix A contains the simple proof that the limit
of the Marchaud derivatives as η → 1 is the ordinary derivative. Finally, in Appendix B,
we show the uniform Lasota–Yorke estimates (Lemma 3.1) needed to apply the results
of Keller and Liverani to Sobolev spaces.
Throughout, we shall use the notation C for a finite positive constant which can vary
from place to place.
2. Definitions and formal statement of results
2.1. Fractional susceptibility functions for piecewise expanding interval maps.
Let I be the compact interval [−1, 1] and let r ∈ {2, 3}. We say that a continuous map
f : I → I is a piecewise Cr unimodal map if there exists −1 < c < 1 such that f is
increasing on I+ = [−1, c], decreasing on
5 I− = [c, 1], and f |Iσ extends as a C
r map
denoted fσ to a neighbourhood I˜σ of Iσ. If, in addition, λ(f) := infσ=± |f
′
σ(x)| > 1, we
say that f : I → I is a piecewise Cr expanding unimodal map, and we define
(9) λn(f) := inf
~σ∈{±}n
inf
x
|(fn~σ )
′(x)| , Λ(f) =
(
lim
n→∞
λn(f)
−1/n
)−1
,
for all n ≥ 1, where fn~σ is the composition of the maps fσi , i = 1, . . . , n, and the points x
in (9) are restricted to those x ∈ I˜σ1 for which the composition exists. Following [9], we
say that a piecewise Cr expanding unimodal map f is6 good if, either c is not periodic
for f , or |(fPf )′(c)| > 2 where Pf ≥ 2 is the minimal period of c. Finally, we say that
a piecewise Cr expanding unimodal map f is mixing if f is topologically mixing on
[f2(c), f(c)].
Definition 2.1 (Perturbation (ft) of a piecewise C
r expanding unimodal map). Let
r ∈ {2, 3} and let f be a piecewise Cr expanding unimodal map. Given ε > 0 and a
family (ft)|t|≤ε of piecewise C
r unimodal maps (for fixed I˜±) is called a C
r perturbation
5The results of Thomine [37] hold for piecewise C1+η0 maps, up to replacing the condition τ < 1/p
there by τ < max(η0, 1/p). It would be interesting to adapt our results to this setting, for 0 < η < η0.
6Goodness will ensure the uniform Lasota–Yorke Lemma 3.1 and thus stable mixing. It is not the
weakest possible condition, see e.g. [18, Example 5.6] but some assumption is needed [24, Remark 15].
See also [10, Prop 2.1].
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of f0 = f if the C
r norm of the extension ft,σ of ft to I˜± is uniformly bounded, with
‖(f − ft)|I˜σ‖Cr−1 = O(|t|) as t→ 0 for σ = ±.
If all ft are topologically conjugated, or if c is not periodic for f , set Λ := inf |t|<ε Λ(ft),
otherwise, if f is good, with c periodic of minimal period Pf ≥ 2, set
(10) Λ−1 := sup
|t|<ε
lim
k→∞
(
λkPf (ft)
2k
)− 1
kPf
;
in all these cases, up to taking a smaller ε, we may and shall assume that Λ > 1.
Any piecewise C2 expanding unimodal map ft admits a unique absolutely continuous
invariant probability measure µt = ρt dx. The measure µt is ergodic, and it is mixing
if ft is mixing. The density ρt is the unique fixed point (see e.g. [2]) of the transfer
operator Lt defined on BV by
Ltϕ(x) =
∑
ft(y)=x
ϕ(y)
|f ′t(y)|
.
We now recall the definition of the Marchaud fractional derivatives in order to intro-
duce fractional susceptibility functions. Let 0 < η < 1, and set Γη =
η
Γ(1−η) where Γ is
Euler’s function. Let g : R→ C be a bounded globally η¯-Ho¨lder function with η¯ ∈ (0, 1).
Recall [34, p. 110, Theorem 5.9] that for any η ∈ (0, η¯), the left-sided and right-sided
Marchaud derivatives of g at t0 ∈ R are
Mη+g(t0) = Γη
∫ ∞
0
g(t0)− g(t0 − t)
t1+η
dt , Mη−g(t0) = Γη
∫ ∞
0
g(t0)− g(t0 + t)
t1+η
dt .
The two-sided Marchaud derivative is then defined by
Mηg(t0) :=
1
2
(
Mη+g(t0)−M
η
−g(t0)
)
=
Γη
2
(∫ ∞
0
g(t0)− g(t0 − t)
t1+η
dt−
∫ ∞
0
g(t0)− g(t0 + t)
t1+η
dt
)
=
Γη
2
∫ ∞
−∞
g(t0 + t)− g(t0)
|t|1+η
sign(t) dt .
The choice of the normalisation Γη ensures the following key property:
Lemma 2.2. Assume that g is bounded on R and differentiable at t0. Then
lim
η↑1
Mη+g(t0) = g
′(t0) and lim
η↑1
Mη−g(t0) = −g
′(t0) , so that lim
η↑1
Mη(g)(t0) = g
′(t0) .
(The above lemma is certainly well-known, we provide a proof in Appendix A.)
Given a C2 perturbation (ft)|t|≤ε of a piecewise C
2 expanding unimodal map f , and
given ε1 ≤ ε, we put
7
(11) f
(ε1)
t = ft ,∀|t| ≤ ε1 , f
(ε1)
t = fε1 ,∀t ≥ ε1 , f
(ε1)
t = f−ε1 ,∀t ≤ −ε1 .
7See also (26) for an alternative approach.
8 M. ASPENBERG, V. BALADI, J. LEPPA¨NEN, AND T. PERSSON
Then, for any function φ ∈ L1(I), we define the η-fractional susceptibility function of
(f
(ε1)
t ) for the observable φ to be the formal power series
(12) Ψφ(η, z) =
∞∑
k=0
Γη
2
zk
∫
I
φ
∫ ∞
−∞
Lkt
(
(Lt − L0)ρ0
|t|1+η
)
sign(t) dt dx ,
and we define the frozen η-fractional susceptibility function of (f
(ε1)
t ) and φ to be the
formal series
(13) Ψfrφ (η, z) =
∞∑
k=0
Γη
2
zk
∫
I
φ
∫ ∞
−∞
Lk0
(
(Lt − L0)ρ0
|t|1+η
)
sign(t) dt dx .
The coefficient of zk in each of the two formal power series above is a sum of improper
integrals, for t ∈ (−∞, 0) and t ∈ (0,∞). We shall see in the proof of Theorem 2.3
that each integral converges, if φ belongs to Lq for large enough q. In particular, using
Fubini, we recover the formulas (6) and (7) stated in the introduction.
We are now ready to state our main result. Recall Λ > 1 from Definition 2.1. For a
function g(x, t) of two real variables, we denote by Mηg
∣∣
t=t0
the Marchaud derivative of
g in the t variable, at t = t0.
Theorem 2.3 (Fractional susceptibility function). Let (ft)|t|≤ε be a C
2 perturbation of
a mixing piecewise C2 expanding unimodal map f . Assume that either f is good or that
all the ft are topologically conjugated to f . Then there exist κ < 1 (depending only on
f0) and ε1 ∈ (0, ε) such that for any 0 < η < 1, and for any φ ∈ L
q(I) with q > (1−η)−1,
the following holds for the fractional susceptibility functions of (f
(ε1)
t ) and φ:
(a) Ψφ(η, z) and Ψ
fr
φ (η, z) are holomorphic in the open disc of radius min(Λ
1−η , κ−1).
(b) Ψφ(η, 1) =M
η
(∫
I φ(x)ρt(x) dx
)∣∣
t=0
.
(c) Ψfrφ (η, z) =
∫
I φ(x) ·
(
(I − zL0)
−1Mη(Ltρ0)|t=0
)
(x) dx for all |z| ≤ 1.
The proof of Theorem 2.3 will be given in Section 4, after we introduce some necessary
tools in Section 3. We next make a few remarks about the statement:
Clearly, if φ ∈ L∞, then we can consider all values of η ∈ (0, 1).
We do not claim that the holomorphy radius given in claim a) is optimal. However,
we expect that, generically, the maximal holomorphic extension radius of Ψφ(η, z) tends
to one as η → 1. It is unclear whether the frozen fractional susceptibility function is
holomorphic in a disc of radius larger than one, uniformly in η → 1.
Claim c) implies that, for any η ∈ (0, 1), and all |z| ≤ 1
Ψfrφ (η, z) =
∞∑
k=0
zk
∫
I
φ(fk0 (x)) ·
(
Mη(Ltρ0)|t=0
)
(x) dx .(14)
For z = 1 this is reminiscent of the fluctuation-dissipation formula for linear response
(see e.g. [7]). Note, however, that we cannot integrate by parts (in spite of [34, (6.27)])
because the Marchaud derivative is with respect to the parameter t. See Corollary 2.4
for more information on the frozen susceptibility function in the “horizontal” case.
To state an interesting corollary of our Theorem 2.3, letting Hu denote the Heaviside
jump at u ∈ R, i.e., Hu(x) = −1 if x < u, while Hu(x) = 0 if x > u, and Hu(u) =
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−1/2, and setting ck = f
k(c), we recall that [3, Proposition 3.3] we may decompose
ρ0 as ρ0 = ρ
reg
0 + ρ
sal
0 , where the regular part ρ
reg
0 is differentiable and supported in
I, with derivative in BV , and the saltus (or singular) part ρsal0 =
∑Nf
k=1 skHck where
Nf = #{ ck | k ≥ 1 } ∈ [2,∞]. In addition, if the critical point c is not periodic, we have
(15) ρsal0 =
∞∑
k=1
s¯kHck , where s¯1 = − lim
x↑c1
ρ0(x) < 0 , s¯k =
s1
(fk−1)′(c1)
.
Note that if Nf is finite but c is not periodic (it is then preperiodic) then the jump sj
at cj is given by the sum of all s¯k for k such that ck = cj .
We say that a bounded function v is horizontal for f if, setting Pf = Nf if c is periodic
with minimal period Pf ≥ 2, and Pf =∞ otherwise, we have
(16)
Pf−1∑
k=0
v(ck)
(fk)′(c1)
= 0 .
If v is not horizontal, we say that v is transversal. In the horizontal case, we have
(Corollary 2.4 is proved in Section 4.4):
Corollary 2.4 (Fractional susceptibility of horizontal perturbations). Let (ft)|t|≤ε be a
C3 perturbation of a mixing piecewise C3 expanding unimodal map f . Assume that either
f is good or that all the ft are topologically conjugated to f . Assume in addition
8 that
ft(−1) = ft(1) = −1 for all t, that v0 = ∂tft|t=0 = X0 ◦f0 is horizontal for f0, where X0
is C2 on f(I), and, finally that (x, t) 7→ ft(x) extends as a C
2 map to (I˜+∪ I˜−)× [−ε, ε].
Then, there exists ε2 ∈ (0, ε) such that for any φ ∈ C
0, the following holds for the
fractional susceptibility function of (f
(ε2)
t ) and φ:
lim
η↑1
Ψφ(η, 1) = ∂t
(∫
φ(x)ρt(x) dx
)∣∣∣∣
t=0
= −
Pf∑
j=1
φ(cj)
j∑
k=1
s¯kX0(ck)−
∫
φ · (I − L0)
−1(X ′0ρ
sal + (Xρreg)′) dx .(17)
Assume furthermore that c is not periodic for f . Then, we have
(18) lim
η↑1
(
(Ψφ(η, 1) −Ψ
fr
φ (η, 1)
)
= 0 .
Remark 2.5. The first term of (17) can be rewritten as
−
Pf∑
j=1
φ(cj)
j∑
k=1
s¯kX0(ck) = −
∫
φα(ρsal)′ , where α(x) := −
Pf−1∑
j=0
v(f j(x))
(f j+1)′(x)
.
Indeed, α is the solution (which [9, Lemma 2.2, Remark 2.3, Prop 2.4] is unique and
continuous under the assumptions of the corollary) of the twisted cohomological equation
(19) X0(f(x)) = v0(x) = α(f(x)) − f
′(x)α(x) , x 6= c , X0(c1) = v(c) = α(c1) ,
8This implies v0(−1) = v0(1) = 0 and if f(c) = 1 then v0(c) = 0.
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so that, for j ≤ Pf ,
(20)
j∑
k=1
s¯kX0(ck) = s¯1
j∑
k=1
X0(ck)
(fk−1)′(c1)
= s¯1
(
X0(c1)−α(c1)+
α(cj)
(f j−1)′(c1)
)
= s¯jα(cj) .
2.2. Fractional moduli of continuity and Keller’s x log x bound. In the definition
of the Marchaud derivatives Mη+g and M
η
−g of a function g, we may replace t
1+η with
other weights. Suppose for instance that ℓ : [0,∞) → C is a continuous function and
that γ ∈ [0, 1) is a constant such that
(21) ℓ(0) = 0,
∫ 1
0
tγ
|ℓ(t)|
dt <∞ and
∫ ∞
1
1
|ℓ(t)|
dt <∞ .
We then define the right and left-sided ℓ-Marchaud derivatives of a bounded γ-Ho¨lder
function g by
M
(ℓ)
+ g(t0) =
∫ ∞
0
g(t0)− g(t0 − t)
ℓ(t)
dt , M
(ℓ)
− g(t0) =
∫ ∞
0
g(t0)− g(t0 + t)
ℓ(t)
dt .
We define the two-sided ℓ-Marchaud derivative by M (ℓ)g = 12(M
(ℓ)
+ g −M
(ℓ)
− g). Finally,
we define the ℓ-susceptibility function to be the formal power series
Ψφ((ℓ), z) =
∞∑
k=0
zk
∫
I
φ
∫ ∞
−∞
(
Lkt
(Lt − L0)ρ0
ℓ(|t|)
)
sign(t) dt dx .
Similarly, we define the frozen ℓ-susceptibility function by the formal power series
Ψfrφ ((ℓ), z) =
∞∑
k=0
zk
∫
I
φ
∫ ∞
−∞
(
Lk0
(Lt −L0)ρ0
ℓ(|t|)
)
sign(t) dt dx .
The following theorem is proved in almost the same way as Theorem 2.3 (see Sec-
tion 4.2).
Theorem 2.6 (Generalized fractional susceptibility function). Let (ft)|t|≤ε be a C
2 per-
turbation of a mixing piecewise C2 expanding unimodal map f . Assume that either f is
good or all the ft are topologically conjugated to f . Let ℓ and γ ≥ 0 be such that (21)
holds. Then, for any q ≥ (1− γ)−1 and any φ ∈ Lq, the following holds:
(a) the susceptibility functions Ψφ((ℓ), z) and Ψ
fr
φ ((ℓ), z) are well-defined and holomor-
phic in a disc of radius strictly larger than one.
(b) Ψφ((ℓ), 1) =M
(ℓ)
(∫
I φ(x)ρt(x) dx
)∣∣
t=0
.
(c) Ψfrφ ((ℓ), z) =
∫
I φ(x) ·
(
(I − zL0)
−1M (ℓ)(Ltρ0)|t=0
)
(x) dx for all |z| ≤ 1.
For instance, (cf. the power-logarithmic kernel operators discussed in [34, §21]) we
may fix 0 < η < 1 and β ≥ 0 and set
ℓ(t) = ℓη,β(t) = t
1+η|min{−1, log t}|β .
Then, if φ ∈ Lq, η = 1− 1q and β > 1, Theorem 2.6 for γ < η implies
M (ℓη,β)
(∫
I
φ(x)ρt(x) dx
)∣∣∣∣
t=0
= Ψφ((ℓη,β), 1) .
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In particular, if q = ∞, we may take η = 1 and β > 1 arbitrarily close to 1 which is
reminiscent of Keller’s [24] t| log |t|| modulus of continuity.
Another consequence of Theorem 2.6 is that we may consider the Marchaud derivative
Mη
(∫
I φ(x)ρt(x) dt
)∣∣
t=0
and the susceptibility functions Ψφ(η, z) and Ψ
fr
φ (η, z) for non-
real values of η. A corollary of Theorem 2.6 is the following result, which we prove in
Section 4.3.
Corollary 2.7 (Holomorphic extension in (η, z)). Let (ft)|t|≤ε be a C
2 perturbation of
a mixing piecewise C2 expanding unimodal map f . Assume that either f is good or all
the ft are topologically conjugated to f , and let κ < 1 and ε1 be from Theorem 2.3. Let
φ ∈ Lq, for some q > 1. Then the function η 7→Mη
(∫
I φ(x)ρt(x) dt
)∣∣
t=0
is holomorphic
in the strip 0 < ℜη < 1 − 1q , and the functions (η, ζ) 7→ Ψφ(η, z) and (η, ζ) 7→ Ψ
fr
φ (η, z)
are holomorphic in the domain { (η, z) | 0 < ℜη < 1− 1q , |z| < min(κ,Λ
− 1
q ) }.
2.3. Two linear examples. We illustrate our definitions with two families of linear
tent maps. One simplifying feature is that ρreg0 vanishes identically for all t in both
examples. To study ρsal0 , we shall use that for any x 6= u, we have
(22) Mηt Ht(x)|t=u = −
1
2Γ(1− η)
1
|x− u|η
.
To prove (22), observe that if x− u > 0, then
Ht+u(x)−Hu(x) = Ht(x− u)−H0(x− u) =
{
0 if t < x− u
−1 if t > x− u .
Similarly, if x− u < 0, then
Ht+u(x)−Hu(x) = Ht(x− u)−H0(x− u) =
{
1 if t < x− u
0 if t > x− u .
It follows that
Mηt Ht(x)|t=u =
Γη
2
∫ ∞
−∞
Ht+u(x)−Hu(x)
|t|1+η
sign(t) dt
= −
Γη
2
∫ ∞
|x−u|
1
|t|1+η
dt = −
1
2Γ(1− η)
1
|x− u|η
,
as claimed. Note also that since Hu+t(x) = Hu(x− t) we have
MηyHu(y)|y=x = −M
η
t Ht(x)|t=u , ∀x 6= u .(23)
The first example is the family of tent maps with fixed slopes λ0 ∈ (1, 2) given by
f˜t(x) = λ0x+λ0−1+t0+t for −1 ≤ x ≤ 0, and f˜t(x) = −λ0x+λ0−1+t0+t for 0 ≤ x ≤ 1,
where |t| < ε1, for small enough ε1 ∈ (0,min{|t0|, 2 − λ0 − t0}). (For |t| > ε1 we set
f˜t(x) = f˜±ε1(x).) This family is horizontal because each f˜t is topologically conjugated
to f˜0. (Indeed, setting, ht(x) = (λ0 − 1 + t0 + t)x, we have ht ◦ f˜0(x) = f˜t ◦ ht(x). We
can also use that the topological entropy of f˜t is log λ0 for all t.)
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We assume that the orbit of c = 0 is infinite for the sake of simplicity. We have X˜0 ≡ 1
on the support of ρ˜0, so that (22) and (23) imply
Mηx (X˜0ρ˜0)(x) =
∞∑
n=1
s¯nM
η
xHcn(x) =
1
2Γ(1− η)
∞∑
n=1
s1
(f˜n−10 )
′(c1)
1
|x− cn|η
,
where (f˜n−10 )
′(c1) = σnλ
n−1
0 , for σn = sgn(f˜
n−1
0 )
′(c1). It follows that
Ψrspφ (η, z) = −
1
2Γ(1− η)
∞∑
k=0
zk
∫
I
(φ ◦ f˜k0 )
∞∑
n=1
s1σn
λn−10
1
|x− cn|η
dx .
Next, observe that since f˜t(y) = f˜0(y) + t for |t| < ε1, we have (L˜tϕ)(x) = (L˜0ϕ)(x− t)
for such t, so that, using L˜0ρ
sal
0 = ρ
sal
0 , we find, for any |t| < ε1,
(24) (L˜tρ˜0)(x) =
∞∑
n=1
s1
(f˜n−10 )
′(c1)
Hcn(x− t) =
∞∑
n=1
s1σn
λn−10
Ht(x− cn) .
Set H
(ε1)
t (y) = Ht(y) if |t| < ε1, and H
(ε1)
t (y) = H±ε1(y) if ±t > ε1. Then, we have,
Mηt H
(ε1)
t (y)|t=u =
{
− 12Γ(1−η)
1
|y−u|η if 0 < |y − u| < ε1 ,
0 if |y − u| ≥ ε1 .
(25)
(The claims above are proved in the same way as (22).) Using (24) and (25), we get,
Mηt (L˜tρ˜0)(x)|t=0 = −
1
2Γ(1− η)
∞∑
n=1
s1σn
λn−10
(
1[cn−ε1,cn+ε1](x)
|x− cn|η
)
.
Finally,
Ψfrφ (η, z) = −
1
2Γ(1− η)
∞∑
k=0
zk
∫
I
(φ ◦ f˜k0 )
∞∑
n=1
s1σn
λn−10
1[cn−ε1,cn+ε1](x)
|x− cn|η
dx .
So we see that, in the horizontal linear case given by the family (f˜t), the frozen and
response susceptibility function coincide if ǫ1 ≥ supn(c1 − cn, cn − c2). This does not
seem possible, since ε1 ≤ ε0, where ε0 is given by the uniform Lasota–Yorke bound
Lemma 3.1. However, the two susceptibility functions are qualititatively similar. In
addition, if we replaced9 in the definitions of all fractional susceptibility functions the
Marchaud derivative by the truncated Marchaud derivative
(26) Mη,(ε1)g(t0) :=
Γη
2
∫ ε1
−ε1
g(t0 + t)− g(t0)
|t|1+η
sign(t) dt ,
then the frozen and response susceptibility functions would coincide for f˜t. (Lemma 2.2
and the integration by parts formula mentioned in footnote 4 both hold for Mη,(ε1).)
The second example is the family of tent maps with varying slopes f¯t(x) = λtx+λt−1
for −1 ≤ x ≤ 0 and f¯t(x) = −λtx+λt−1 for 0 ≤ x ≤ 1, where λt = λ0+t, for λ0 ∈ (1, 2)
and |t| < ε1, with small enough ε1 < min(2 − λ0, λ0 − 1). This family is not horizontal
(see e.g. [40, §4]). We assume again that the orbit of c = 0 for f¯0 is infinite for the sake
of simplicity.
9With this modification, the use of f
(ε1)
t as defined in (11) would not be needed.
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Setting v¯t = ∂sf¯s|s=t, and defining X¯t by v¯t = X¯t ◦ f¯t, we have v¯t(x) = x + 1 if
−1 < x < 0 and v¯t(x) = −x + 1 if 0 < x < 1, so that X¯t(y) = (y + 1)/λt and
X¯0(y) = (y + 1)/λ0, for y ∈ [−1, 1]. We find,
Mηx (X¯0ρ¯0)(x) =M
η
x
( ∞∑
n=1
s1σn
λn−10
x+ 1
λ0
Hcn(x)
)
.(27)
(The computation of the Marchaud derivative above is straightforward, but cumbersome,
using that the sum over n is supported in [c2, c1], and we do not carry it out here. We
just point out that, if we use Mη,(ε1) from (26) instead of Mη, we have
Mη,(ε1)(xHcn(x)) =
Γη
2
∫ ε1
−ε1
sign(y)
(x+ y) ·Hcn(x+ y)− x ·Hcn(x)
|y|1+η
dy
=
Γη
2
∫ ε1
−ε1
Hcn−x(y)
|y|η
dy + x ·Mη,(ε1)(Hcn(x)) ,
so that the singularity type of Mη,(ε1)((x+ 1)Hcn(x)) is |x− cn|
−η.)
We move to the frozen susceptibility function. We have f¯t(x) = (λt/λ0)(f¯0(x)+1)−1,
so that
(28) L¯tϕ(x) =
λ0
λt
· L¯0ϕ
(
λ0x− t
λt
)
,
for all |t| < ε1. Combining (28) with L¯0ρ¯
sal
0 = ρ¯
sal
0 , we find
L¯tρ¯
sal
0 (x) =
λ0
λt
ρ¯sal0
(
λ0x− t
λt
)
=
λ0
λ0 + t
∞∑
n=1
s1σn
λn−10
Hcn
(
λ0x− t
λ0 + t
)
=
1
1 + t/λ0
∞∑
n=1
s1σn
λn−10
Hcn+(cn+1)t/λ0(x)
=
( ∞∑
k=0
(
−
t
λ0
)k)
·
∞∑
n=1
s1σn
λn−10
Ht
(
λ0
x− cn
cn + 1
)
,
for all |t| < ε1, so that
(29) Mηt (L¯t(ρ¯0)(x))|t=0 =
∞∑
k=0
(−1)k
λk0
Mηt
(
tk ·
∞∑
n=1
s1σn
λn−10
Ht
(
λ0
x− cn
cn + 1
))∣∣∣∣
t=0
.
Comparing (27) with (29), we see that the discrepancy between Mηx (X¯0ρ¯0)(x) and
−Mηt (L¯t(ρ¯0)(x))|t=0, and thus between Ψ
fr
φ (η, z) and Ψ
rsp
φ (η, z), is more marked for the
family f¯t than for the family f˜t.
3. Transfer operators and Sobolev spaces
3.1. Basic definition and properties. We will use the Sobolev spaces Hτ,p = Hτ,p(I)
of functions ϕ ∈ Lp(R) supported in I such that
‖ϕ‖Hτ,p = ‖F
−1((1 + |ξ|2)τ/2(Fϕ))‖Lp <∞ ,
where p > 1 and τ ∈ [0, 1/p) are real numbers, and F denotes the Fourier transform.
(Note that Hτ,p(I) ⊂ Hτ˜ ,p(I) if τ˜ < τ , and that the embedding is compact.)
14 M. ASPENBERG, V. BALADI, J. LEPPA¨NEN, AND T. PERSSON
Let ft be a piecewise C
2 expanding unimodal map. Thomine [37] showed that the
transfer operator Lt is bounded on H
τ,p, for any 1 < p < ∞ and 0 ≤ τ < 1p . More
precisely, there exists a constant C = C(sup |f ′′t |, inf |f
′
t|) such that
(30) ‖Ltϕ‖Hτ,p ≤ C‖ϕ‖Hτ,p , ∀ϕ , ∀0 ≤ τ < 1/p .
Recall that the essential spectral radius ress(L|B) of a bounded operator L : B → B
on a Banach space B is the smallest r ≥ 0 such that the spectrum of L on B in the
complement of the disc of radius r consists of isolated eigenvalues of finite multiplicity.
Thomine [37, Theorem 1.3] proved that, for any 1 < p <∞ and 0 < τ < 1p , we have
10
ress(Lt|Hτ,p(I)) ≤ lim
n→∞
∥∥∥2 1p · 2n(1− 1p )|(fnt )′|−1+ 1p (λn(ft))−τ
∥∥∥
1
n
∞
≤ 2
1− 1
p (λn(ft))
(−τ−1+ 1
p
)/n
.
In particular, if Λ˜ ∈ (1,Λ(ft)), we find p(ft) = p(ft, Λ˜) > 1 such that
ress(Lt|Hτ,p) < Λ˜
−τ−1+ 1
p < 1 , ∀ 1 < p < p(f) , ∀ 0 < τ <
1
p
.(31)
By standard arguments (see [37, Theorem 1.6]), using that ft is unimodal and thus
topologically transitive on [f2t (c), ft(c)], and that the dual of Lt preserves Lebesgue
measure dx on I, it follows that for such τ and p the spectral radius of Lt on H
τ,p is
equal to one, that the invariant density ρt belongs to H
τ,p, (extending ρt by zero outside
of its domain), that ρt is the unique fixed point of Lt in H
τ,p, and that the algebraic
multiplicity of the eigenvalue 1 is equal to one.
If 0 < τ˜ < τ then, outside of the closed disc of radius Λ˜−τ˜−1+
1
p , the spectrum of
Lt on H
τ˜ ,p(I) and Hτ,p(I) coincide, including multiplicity and generalised eigenspaces
(this follows from the fact that both spaces are continuously embedded in Lp while C1
functions are dense in both spaces [33, 2.1.3, Prop. 1], applying the result in [12, App. A],
see also [5, App. A.2]).
3.2. Stability of mixing and mixing rates for good families. To prove stability
of the spectrum of the perturbation (ft), the following uniform Lasota–Yorke lemma is
crucial. (A version of Lemma 3.1 is established for the BV and L1 norm, see
11 e.g. [25,
comment above Remark 2]. The proof for our Sobolev spaces is given in Appendix B.)
Lemma 3.1 (Uniform Lasota–Yorke bound). Let (ft)|t|≤ε be a C
2 perturbation of a
piecewise C2 expanding unimodal map f = f0. Assume that either f is good or all the
ft are topologically conjugated to f , and recall Λ > 1 from Definition 2.1. Then for
any Λ˜ < Λ there exist p0 ∈ (1, p(f)) and ε0 ≤ ε such that for any p ∈ (1, p0) and
0 ≤ τ˜ < τ < 1p there exist finite constants C0 and C such that
‖Lnt ϕ‖Hτ,p ≤ CΛ˜
(−τ−1+ 1
p
)n‖ϕ‖Hτ,p + CC
n
0 ‖ϕ‖Hτ˜ ,p , ∀ |t| < ε0 , ∀n ≥ 0 , ∀ϕ .(32)
We shall also use the following perturbation estimate, proved in §3.3:
10Indeed, in our one-dimensional unimodal setting Thomine’s “n-complexity at the beginning” is
bounded by 2, and his “n-complexity at the end” is bounded by 2n. Cf. the proof of our uniform
Lasota–Yorke estimate Lemma 3.1.
11Above equation (26) in [9] there is a mistaken reference to Remark 5 in [25] instead.
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Lemma 3.2 (Perturbation bound). Let (ft)|t|≤ε be a C
2 perturbation of a piecewise C2
expanding unimodal map f0. For any p > 1 and 0 < τ˜ <
1
p there exists C <∞ such that
(33) ‖(Lt − L0)ϕ‖Hτ˜ ,p ≤ C|t|
τ−τ˜‖ϕ‖Hτ,p , ∀ |t| < ε , ∀ τ ∈ (τ˜ ,
1
p
) , ∀ϕ .
Assume now that ft = f is mixing. Then for any H
τ,p with p ∈ (p(f), 1) and τ < 1/p,
we have that 1 is the only eigenvalue of the transfer operator L0 of f on the unit circle
(adapting e.g. the proof [2, Theorem 3.5] for Lt acting on BV ). In other words, the
operator L0 has a spectral gap on H
τ,p. The following notation will be useful:
Definition 3.3 (Maximal eigenvalue κ < 1 of a mixing piecewise C2 expanding unimodal
map f). Let f be a mixing piecewise C2 expanding unimodal map. If there exist p > 1
and τ < 1/p such that L0 on H
τ,p has an eigenvalue ζ 6= 1 with |ζ| > Λ(f)
−τ−1+ 1
p , then
we set κ(f) < 1 to be the maximal such modulus |ζ|. Otherwise we set κ(f) = 0.
Recalling the notation from (31), fix τ < 1/p for p < p(f, Λ˜). Then for any κ0 >
max(κ(f), Λ˜−τ−1+
1
p ) there exists C such that
(34) ‖Ln0ϕ‖Hτ,p ≤ Cκ
n
0‖ϕ‖Hτ,p , ∀n ≥ 0 , ∀ϕ ∈ H
τ,p
0 := {ϕ ∈ H
τ,p(I) |
∫
ϕdx = 0 } .
Lemmas 3.1 and 3.2 put us in a position to apply the results of Keller–Liverani and
show stability of (34): Since Hτ,p0 is invariant under each Lt, [25, Corollary 2 (2)] gives
for any κ1 > max(κ(f),Λ
−τ−1+ 1
p ) a constant C <∞ and ε1 ∈ (0, ε0) such that
(35) ‖Lnt ϕ‖Hτ,p ≤ Cκ
n
1‖ϕ‖Hτ,p , ∀n ≥ 1 , ∀ |t| ≤ ε1 , ∀ϕ ∈ H
τ,p
0 .
The uniform mixing rate given by the above bound will be crucial to establish our main
theorem.
3.3. Four basic lemmas and the proof of the perturbation Lemma 3.2. We end
this section by showing the perturbation Lemma 3.2. The proof will use the following
four standard lemmas (the first three lemmas are also instrumental in the proof of
Lemma 3.1):
Lemma 3.4 (Triebel [39, Section 4.2.2]). Suppose that g ∈ Cγ where γ > τ , and let
p > 1. Then there exists C = C(τ, γ) > 0 such that ‖gϕ‖Hτ,p ≤ C‖g‖Cγ‖ϕ‖Hτ,p .
Lemma 3.5 (See e.g. [37, Lemma 3.3]). Let T be a C1 diffeomorphism of R such that
A
2 ≤ |T
′(x)| ≤ 2A for some A > 0 and all x ∈ R. Then, for all 0 ≤ τ ≤ 1 and p > 1
there exists C = C(τ, p) > 0 such that ‖ϕ ◦ T‖Hτ,p ≤ CA
τ− 1
p ‖ϕ‖Hτ,p + CA
− 1
p ‖ϕ‖Lp .
Lemma 3.6 (Strichartz [36, Corollary I.4.2]). Suppose that 0 ≤ τ < 1p < 1. Then there
is a constant C = C(τ, p) such that ‖1Jϕ‖Hτ,p ≤ C‖ϕ‖Hτ,p for any interval J .
Lemma 3.7 (See e.g. [5, Lemma 2.39]). For any p > 1 and any C1 map T : R → R
there exists C = C(p, ‖T‖C1) such that ‖ϕ − ϕ ◦ T‖Hτ˜ ,p ≤ C‖I − T‖
τ−τ˜
C1
‖ϕ‖Hτ,p for all
0 < τ˜ < τ < 1 and all ϕ.
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Proof of Lemma 3.2. Let It = ft(I), and put Jt = It \ (I0 ∩ It) and Kt = I0 \ (I0 ∩ It).
(It is possible that Jt or Kt is empty.) We have
Ltϕ−L0ϕ = 1I0∩It(Ltϕ− L0ϕ) + 1JtLtϕ− 1KtL0ϕ,
since Ltϕ is supported in It = Jt ∪ (I0 ∩ It) and L0ϕ is supported in I0 = Kt ∪ (I0 ∩ It).
Hence
(36) ‖Ltϕ− L0ϕ‖Hτ˜ ,p ≤ ‖1I0∩It(Ltϕ− L0ϕ)‖Hτ˜ ,p + ‖1JtLtϕ‖Hτ˜ ,p + ‖1KtL0ϕ‖Hτ˜ ,p .
We consider first the term ‖1I0∩It(Ltϕ − L0ϕ)‖Hτ˜ ,p . If x ∈ I0 ∩ It, both f
−1
t,±(x) and
f−10,±(x) are defined, and we may write
‖1I0∩It(Ltϕ− L0ϕ)‖Hτ˜ ,p
≤ ‖1I0∩It(
ϕ
|f ′t |
◦ f−1t,− −
ϕ
|f ′0|
◦ f−10,−)‖Hτ˜ ,p + ‖1I0∩It(
ϕ
|f ′t |
◦ f−1t,+ −
ϕ
|f ′0|
◦ f−10,+)‖Hτ˜ ,p .
We consider the first term on the right-hand side (the second one is treated in the same
fashion). Since (ft) is a C
2 perturbation, we may extend ft,− : [−1, c] → It to a C
2-
diffeomorphism of R, still denoted ft,− : R → R, such that inf |t|≤ε |f
′
t,−| > 1, while f
′′
t,−
has compact support and is bounded uniformly in t, and ‖ft,− − f0,−‖C1 = O(|t|) as
|t| → 0. Since 0 < τ˜ < 1/p, by the Strichartz Lemma 3.6,
‖1I0∩It(
ϕ
|f ′t,−|
◦ f−1t,− −
ϕ
|f ′0,−|
◦ f−10,−)‖Hτ˜ ,p ≤ C‖
ϕ
|f ′t,−|
◦ f−1t,− −
ϕ
|f ′0,−|
◦ f−10,−‖Hτ˜ ,p ,
where ϕ is extended by zero outside of its domain I. We then split
‖
ϕ
|f ′t,−|
◦ f−1t,− −
ϕ
|f ′0,−|
◦ f−10,−‖Hτ˜ ,p ≤ ‖
ϕ
|f ′t,−|
◦ f−1t,− −
ϕ
|f ′t,−|
◦ f−10,−‖Hτ˜ ,p
(37)
+ ‖(
1
|f ′t,−|
◦ f−1t,− −
1
|f ′0,−|
◦ f−10,−) · (ϕ ◦ f
−1
0,−)‖Hτ˜ ,p .
The first term in (37) is estimated using Lemmas 3.4, 3.5, and 3.7:
‖
ϕ
|f ′t,−|
◦ f−1t,− −
ϕ
|f ′t,−|
◦ f−10,−‖Hτ˜ ,p = ‖(
ϕ
|f ′t,−|
◦ f−1t,− ◦ f0,− −
ϕ
|f ′t,−|
) ◦ f−10,−‖Hτ˜ ,p
≤ C‖
ϕ
|f ′t,−|
◦ f−1t,− ◦ f0,− −
ϕ
|f ′t,−|
‖Hτ˜ ,p ≤ C‖I − f
−1
t,− ◦ f0,−‖
τ−τ˜
C1
‖
ϕ
|f ′t,−|
‖Hτ,p
≤ C‖I − f−1t,− ◦ f0,−‖
τ−τ˜
C1
‖ϕ‖Hτ,p ,
if 0 < τ˜ < τ < 1. It is easy to check that ‖ft,− − f0,−‖C1 = O(|t|) implies that
‖I − f−1t,− ◦ f0,−‖C1 = O(|t|).
Note that ‖ 1|f ′t,−|
◦ f−1t,− −
1
|f ′0,−|
◦ f−10,−‖C1 = O(|t|) as t → 0. Since 0 ≤ τ˜ < τ < 1, for
the second term in (37) we then have by Lemmas 3.4 and 3.5 the upper bound
‖(
1
|f ′t,−|
◦ f−1t,− −
1
|f ′0,−|
◦ f−10,−) · (ϕ ◦ f
−1
0,−)‖Hτ˜ ,p ≤ C|t|‖ϕ‖Hτ˜ ,p ≤ C|t|‖ϕ‖Hτ,p .
We have shown that if 0 < τ˜ < τ < 1p then
‖1I0∩It(Ltϕ− L0ϕ)‖Hτ˜ ,p ≤ C|t|
τ−τ˜‖ϕ‖Hτ,p .
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We return to (36) and consider ‖1JtLtϕ‖Hτ˜ ,p .
If q ∈ (p,∞), letting r be the conjugate of q/p, then Ho¨lder’s inequality gives for any
interval J ⊂ I and any u ∈ Lq(I) that
‖1Ju‖Lp(I) = ‖1Ju
p‖
1
p
L1((I)
≤
(
‖1J‖Lr(I)‖u
p‖Lq/p(I)
) 1
p = |J |
1
rp ‖u‖Lq(I) = |J |
1
p
− 1
q ‖u‖Lq(I) .
Since |Jt| ≤ C|t|, it follows by the Sobolev embedding theorem that, taking q > p such
that τ = 1p −
1
q ,
‖1JtLtϕ‖Lp ≤ |t|
1
p
− 1
q ‖Ltϕ‖Lq ≤ C|t|
τ‖Ltϕ‖Hτ,p ≤ C|t|
τ‖ϕ‖Hτ,p .(38)
Also, (30) and Lemma 3.6 give, for τ < 1/p,
‖1JtLtϕ‖Hτ,p ≤ C‖ϕ‖Hτ,p .(39)
Finally, since Hτ˜ ,p = [Lp,Hτ,p]τ˜ /τ (where [B0,B1]θ denotes complex interpolation) inter-
polating at θ = τ˜ /τ (see [33, §2.5.2] and [38, §1.9]) between (38) and (39), we get
‖1JtLtϕ‖Hτ˜ ,p ≤ C|t|
τ(1−θ)‖ϕ‖Hτ,p = C|t|
τ−τ˜‖ϕ‖Hτ,p .
In the same way, since |Kt| ≤ C|t|, we get ‖1KtL0ϕ‖Hτ˜ ,p ≤ C|t|
τ−τ˜‖ϕ‖Hτ,p . Recalling
(36), we have proved ‖Ltϕ− L0ϕ‖Hτ˜ ,p ≤ C|t|
τ−τ˜‖ϕ‖Hτ,p for 0 < τ˜ < τ <
1
p . 
4. Proofs of Theorems 2.3, 2.6 and Corollaries 2.4, 2.7
4.1. Proof of Theorem 2.3 on the fractional susceptibility function. Clearly,
(40)
∫
I
(Lt − L0)ϕ(x) dx = 0 , ∀ϕ ∈ L
1 .
Since I is compact, we may assume that q 6= ∞ (otherwise replace q by any finite
number larger than (1 − η)−1). It suffices to consider the contribution of the improper
integral
∫∞
0 in Ψφ(η, z), the computation for the integral
∫ 0
−∞ is exactly the same.
We will prove claim (a) for Ψφ(η, z), the proof for Ψ
fr
φ (η, z) is obtained by a slight
simplification. Let q′ > 1 be the conjugate of q, that is 1q +
1
q′ = 1. Then, by Ho¨lder’s
inequality, ∫
I
∣∣∣∣φ · Lkt (Lt − L0)ρ0
∣∣∣∣dx ≤ ‖Lkt (Lt − L0)ρ0‖Lq′‖φ‖Lq .
Next, fixing p ∈ (1, q′) (we shall need to take p close to 1 soon) and setting
τ˜ :=
1
p
−
1
q′
=
1
p
− 1 +
1
q
∈
(
0,
1
p
− η
)
,(41)
the Sobolev embedding theorem [20, Theorem 1.3.5], gives a constant Cp,q′ such that∫
I
∣∣∣∣φ · Lkt (Lt − L0)ρ0
∣∣∣∣ dx ≤ Cp,q′‖Lkt (Lt − L0)ρ0‖Hτ˜ ,p‖φ‖Lq .
Thus, for each fixed k ≥ 0, by Lemma 3.2, the improper integral defining the coefficient
of zk in Ψ(η, z) or Ψfr(η, z) is a well-defined complex number.
Assume from now on that p ∈ (1,min(p0, q
′)) where p0 is from Lemma 3.1, and let κ
be as in Definition 3.3.
18 M. ASPENBERG, V. BALADI, J. LEPPA¨NEN, AND T. PERSSON
Since Λ
−τ˜−1+ 1
p = Λ
− 1
q , using (40) for ϕ = ρ0, we have for any κ1 > max(κ,Λ
− 1
q ), by
Keller and Liverani’s consequence (35) of the uniform Lasota–Yorke and perturbation
bounds, constants ε1 > 0 and C <∞ such that
(42) ‖Lkt (Lt −L0)ρ0‖Hτ˜ ,p ≤ Cκ
k
1‖(Lt − L0)ρ0‖Hτ˜ ,p , ∀|t| ≤ ε1 .
For any τ ∈ (τ˜ , 1p), the bound (33) implies
(43) ‖(Lt − L0)ρ0‖Hτ˜ ,p ≤ C|t|
τ−τ˜‖ρ0‖Hτ,p , ∀|t| ≤ ε1 .
We conclude that for any 0 ≤ |t| < ε1
(44)
∫
I
∣∣∣∣φ · Lkt (Lt − L0)ρ0|t|1+η
∣∣∣∣dx ≤ Cκk1 |t|−1−η+τ−τ˜‖ρ0‖Hτ,p‖φ‖Lq .
Since q > (1− η)−1, we may choose τ < 1/p and τ˜ = 1/p− 1 + 1/q such that η < τ − τ˜ .
For such τ and τ˜ , we may integrate (44) over t ∈ (0, ε1), and we get
(45)
∫ ε1
0
∫
I
∣∣∣∣φ(x)Lkt (Lt − L0)ρ0t1+η
∣∣∣∣dxdt ≤ Cκk1‖ρ0‖Hτ,p‖φ‖Lq .
For t > ε1, we have Lt = L±ε1 , so that, using again the arguments above,∫
t>ε1
∫
I
∣∣∣∣φ · Lkt (Lt − L0)ρ0t1+η
∣∣∣∣ dxdt ≤
∫
t>ε1
1
t1+η
dt ·
∫
I
∣∣∣∣φ · Lk±ε1(Lε1 − L0)ρ0
∣∣∣∣ dx
≤ Cκk1ε
τ−τ˜−η
1 ‖ρ0‖Hτ,p‖φ‖Lq .(46)
By Fubini, the bounds (45) and (46) imply that Ψφ(η, z) and Ψ
fr
φ (η, z) are holomorphic
in the disc of radius κ−11 , if φ ∈ L
q for q > (1 − η)−1. Since we may take q arbitrarily
close to (1− η)−1 and κ1 arbitrarily close to min(κ,Λ
− 1
q ), this shows (a).
We next show claim (b) of the theorem. The bounds (40), (42), (45), and (46)
together with Fubini and the dominated convergence theorem imply that, as holomorphic
functions in the disc of radius κ−11 > 1,
Ψφ(η, z) =
Γη
2
∞∑
k=0
zk
∫ ∞
−∞
∫
I
φ
(
Lkt
(Lt − L0)ρ0
|t|1+η
)
sign(t) dxdt
=
Γη
2
∫ ∞
−∞
∫
I
φ
(
(I − zLt)
−1 (Lt − L0)ρ0
|t|1+η
)
sign(t) dxdt .
In view of (40), the trivial identity (Lt−L0)ρ0 = (I−Lt)(ρt−ρ0) implies the key formula
(1). In particular,
Ψφ(η, 1) =
Γη
2
∫ ∞
−∞
1
|t|1+η
∫
I
φ(x)(ρ0(x)− ρt(x)) dx sign(t) dt
=Mη
(∫
I
φ(x)ρt(x) dx
) ∣∣∣∣
t=0
.
This proves claim (b).
To conclude the proof of Theorem 2.3, it only remains to prove (c). Note that Lk0
does not depend on t and acts on functions depending on x. Since we have shown that
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every improper integral defining Ψfrφ (η, z) is convergent, and since the sum over k in (13)
converges absolutely for |z| ≤ 1, we may write
Ψfrφ (η, z) =
∞∑
k=0
∫
I
φzkLk0
(
Γη
2
∫ ∞
−∞
(
(L0 − Lt)ρ0
|t|1+η
)
sign(t) dt
)
dx
=
∫
I
φ(I − zL0)
−1
(
Γη
2
∫ ∞
−∞
(
(L0 − Lt)ρ0
|t|1+η
)
sign(t) dt
)
dx .
Thus, (c) just follows from the definition of the Marchaud derivative Mη. 
4.2. Proof of Theorem 2.6 on the generalized fractional susceptibility func-
tion. The proof of Theorem 2.6 is the same as the proof of Theorem 2.3 up to equation
(44). Instead of (44) we have∫
I
∣∣∣∣φ · Lkt (Lt − L0)ρ0ℓ(|t|)
∣∣∣∣dx ≤ Cκk1 |t|
τ−τ˜
ℓ(|t|)
‖ρ0‖Hτ,p‖φ‖Lq .
We choose τ < 1/p and τ˜ = 1/p − 1 + 1/q. Then τ − τ˜ = 1− 1/q ≥ γ and∫ ε1
0
tτ−τ˜
ℓ(t)
dt ≤
∫ ε1
0
tγ
ℓ(t)
dt <∞ ,
by the assumption on γ. Hence we get, similar to (45), that∫ ε1
0
∫
I
∣∣∣∣φ(x)Lkt (Lt − L0)ρ0ℓ(t)
∣∣∣∣dxdt ≤ Cκk1‖ρ0‖Hτ,p‖φ‖Lq .
Similar to (46), we have∫
t>ε1
∫
I
∣∣∣∣φ · Lkt (Lt − L0)ρ0ℓ(t)
∣∣∣∣dxdt ≤
∫
t>ε1
1
ℓ(t)
dt ·
∫
I
∣∣∣∣φ · Lkε1(Lε1 − L0)ρ0
∣∣∣∣ dx
≤ Cκk1‖ρ0‖Hτ,p‖φ‖Lq ,
where we used the assumption
∫ 1
0 1/ℓ(t) dt < ∞. We may choose κ1 arbitrary close to
min(κ,Λ−
1
q ), which proves (a).
Claims (b) and (c) are proved just as the corresponding claims in Theorem 2.3, re-
placing |t|1+η by ℓ(t) in the proofs.
4.3. Proof of Corollary 2.7 on holomorphic extensions.
Remark 4.1 (Sketch of an alternative proof using Morera’s theorem). The proof below
is by estimating the growth of derivatives. We sketch here a more conceptual proof: First
extend the definition of Mη and Theorem 2.3 to complex η with 0 < ℜη < 1− q−1. This
implies in particular that the double integrals appearing in Ψφ(η, z) are well-defined for
such η, and Fubini is justified. Then, since Euler’s Gamma function and t−1−η are
holomorphic in the domain considered, Morera’s theorem gives the desired holomorphic
extension.
We first show that the function
η 7→Mη
(∫
I
φ(x)ρt(x) dt
)∣∣
t=0
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is holomorphic in the strip 0 < ℜη < 1 − 1q . We give the argument for the right-sided
derivative, the left-sided case is the same up to introducing signs. Let 0 < γ < 1− 1q and
take η0 such that 0 < ℜη0 < γ. The right-sided fractional derivative with the parameter
η = η0 + ζ is given by
Fη0(ζ) :=M
η0+ζ
−
(∫
I
φ(x)ρt(x) dt
)∣∣∣∣
t=0
= Ψ−φ (η0 + ζ, 1)
=
∞∑
k=0
Γη0+ζ
2
∫
I
φ
∫ ∞
0
(
Lkt
(Lt − L0)ρ0
t1+η0+ζ
)
dt dx .
Let ℓn(t) = |t|
1+η0(log |t|)−n. Using Theorem 2.6 and |t|−ζ =
∑∞
n=0
1
n!(log |t|)
nζn, we
then have
Fη0(ζ) =
∞∑
k=0
Γη0+ζ
2
∫
I
φ
∫ ∞
0
(
Lkt (Lt − L0)ρ0
∞∑
n=0
(log t)n
t1+η0
ζn
n!
)
dt dx
=
Γη0+ζ
2
∞∑
k=0
∞∑
n=0
∫
I
φ
∫ ∞
0
(
Lkt (Lt − L0)ρ0
(log t)n
t1+η0
ζn
n!
)
dt dx
=
Γη0+ζ
2
∞∑
n=0
Ψ−φ ((ℓn), 1)
n!
ζn .
To justify exchanging the order of sums and integrations above, we will estimate below
(47)
ζn
n!
∫
I
φ
∫ ∞
−∞
(
Lkt (Lt − L0)ρ0
(log |t|)n
|t|1+η0
)
sign(t) dt dx .
Since Fη0(ζ) is a product of
Γη0+ζ
2 and
∑∞
n=0
Ψφ((ℓn),1)
n! ζ
n, which are both holomorphic
in ζ, provided |ζ| is sufficiently small, this will show that Fη0(ζ) is holomorphic.
To estimate (47), we first use the proof of Theorem 2.6, to get∣∣∣∣ζ
n
n!
∫
I
φ
∫ ∞
−∞
(
Lkt (Lt −L0)ρ0
(log |t|)n
|t|1+η0
)
sign(t) dt dx
∣∣∣∣ ≤ Cnκk1ζn‖ρ0‖Hτ,p‖φ‖Lq ,
where
Cn =
C
n!
(∫ ε1
0
tγ
|ℓn(t)|
dt+
∫
t>ε1
1
|ℓn(t)|
dt
)
,
and C is a constant that does not depend on n. Next, since γ > ℜη0 we have∣∣∣∣
∫ ε1
−ε1
|t|γ
ℓn(|t|)
dt
∣∣∣∣ = 2
∫ ε1
0
| log t|n
t1−(γ−ℜη0)
dt ≤ 2
∫ 1
0
| log t|n
t1−(γ−ℜη0)
dt = 2
n!
(γ −ℜη0)n+1
and ∣∣∣∣
∫
|t|>ε1
1
ℓn(|t|)
dt
∣∣∣∣ ≤ 2|ε1|1+ℜη0 | log ε1|n + 2
∫ ∞
1
(log t)n
t1+ℜη0
dt
= 2|ε1|
1+ℜη0 | log ε1|
n + 2
n!
(ℜη0)n+1
.
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In conclusion, Cn grows at most with an exponential speed. Hence, we may change order
of integration if ζ is in a sufficiently small disc. In particular, our estimates show that
Ψφ((ℓn),1)
n! grows at most exponentially in n, so that
Fη0(ζ) =
Γη0+ζ
2
∞∑
n=0
Ψφ((ℓn), 1)
n!
ζn ,
holds when ζ is in a disc around the origin.
The proof that the function (η, ζ) 7→ Ψφ(η, z) is holomorphic in the domain
{ (η, z) | 0 < ℜη < 1−
1
q
, |z| < min(κ,Λ−
1
q ) }
uses the same estimates, writing instead
Ψφ(η0 + ζ, z) =
∞∑
k=0
Γη0+ζ
2
zk
∫
I
φ
∫ ∞
−∞
(
Lkt
(Lt − L0)ρ0
|t|1+η0+ζ
)
sign(t) dt dx
=
∞∑
k=0
Γη0+ζ
2
zk
∫
I
φ
∫ ∞
−∞
(
Lkt (Lt − L0)ρ0
∞∑
n=0
(log |t|)n
|t|1+η0
ζn
n!
)
sign(t) dt dx .
4.4. Proof of Corollary 2.4 on horizontal perturbations. By [9, Theorem 2.8] (see
[10]), the horizontality assumption implies that ft is tangential to the topological class
of f0 that is, there exist a C
2 perturbation (f˜t) of f0 with |f˜t − ft| = O(t
2) (as |t| → 0)
and homeomorphisms ht of I with ht(c) = c and f˜t = ht ◦ f ◦ h
−1
t . Note that, letting L˜t
be the operator associated to f˜t, the proof of Lemma 3.2 gives ε2 such that (cf. [9, (27)
proof of Prop. 3.3]) that
‖(Lt − L˜t)ϕ‖Hτ˜ ,p ≤ C|t|
2(τ−τ˜)‖ϕ‖Hτ,p , ∀|t| < ε2 ,
(this will be used to show (18)). Since we may choose 0 < τ˜ < τ < 1/p such that
2(τ−τ˜) > 1, it is not hard to see that we may replace ft by f˜t in the proof of Corollary 2.4.
The two first equalities claimed in Corollary 2.4 follow from statement (b) of Theo-
rem 2.3, combined with Lemma 2.2 and [9, Prop. 4.3, Theorem. 5.1], respectively.
The last statement in the corollary, (18), can be deduced12 from statement (c) of
Theorem 2.3 together with the following claim (the last term in the right-hand side is
understood in the sense of distributions, integrating against a continuous function)
(48) lim
η↑1
Mη(Ltρ0)|t=0 = −X
′
0ρ0 −X0(ρ
reg
0 )
′ −
∞∑
k=1
s¯kX0(ck)δck .
Indeed, it suffices to note that (recall that c is not periodic for f)
∫
φ
∞∑
k=0
∞∑
j=1
Lk0(s¯jX0(cj)δcj ) =
∞∑
k=0
∞∑
j=1
s¯jX0(cj)φ(cj+k) =
∞∑
ℓ=0
φcℓ
ℓ∑
j=1
s¯jX0(cj) .
12It would be interesting to have a more direct proof of (18).
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The desired identity (48) will be an immediate consequence of the decomposition
ρ = ρreg+ρsal, with (15), and Lemma 2.2 after we establish that t 7→
∫
I φ(x)(Ltρ0)(x) dx
is differentiable at t = 0 for any φ ∈ C0, with derivative
(49) ∂t
(∫
I
φ(x)(Ltρ0)(x) dx
)∣∣∣∣
t=0
= −
∫
I
φ (X0ρ0)
′ dx .
To show (49), we first recall Step 2 in the proof of [9, Theorem 5.1]. For this, letting
ck,t = f
k
t (c) and denoting by Bt the vector space of functions ϕ = ϕ
reg +
∑∞
k=1 akHck,t
where ϕreg ∈ BV ∩C0 is supported in I and is differentiable with derivative in BV , and
the ak are complex numbers, we recall the invertible map Gt : Bt → B0 from [9], defined
by
Gt(ϕ) = ϕ
reg +
∞∑
k=1
akHck .
In this notation, Step 2 in the proof of [9, Theorem 5.1] (the proof uses ft = f˜t) says
(50) ∂t
(
Gt(Lt(G
−1
t ρ0))
)
|t=0 = −X
′
0(ρ0)−X(ρ
reg
0 )
′ ∈ BV .
To use the above identity, we decompose Ltρ0 − ρ0 into
(Gt(Lt(G
−1
t ρ0))− ρ0) + (Lt(G
−1
t (ρ0))−Gt(Lt(G
−1
t ρ0))) + (Ltρ0 − Lt(G
−1
t (ρ0))) .(51)
The first term above is handled by (50). For the other two terms, recall that c is not
periodic, so Pf = ∞. For the last term in (51), note that, since ck,t = ht(ck), we have
(see [9, Lemma 2.2, Remark 2.5])
(52) lim
t→0
ck,t − ck
t
= −
∞∑
j=0
X0(cj+k)
(f j+1)′(ck)
= α(ck) , ∀k ≥ 1 .
Therefore, since L0(δck) = δck+1 , using bounded distortion
lim
t→0
∫
φ(Ltρ0 − Lt(G
−1
t (ρ0))) dx
t
= lim
t→0
∫
φLt(
∑∞
k=1 s¯kHck −
∑∞
k=1 s¯kHckt ) dx
t
=
∞∑
k=1
s¯kα(ck)φ(ck+1) =
∞∑
k=1
s¯k+1f
′(ck)α(ck)φ(ck+1) .(53)
Finally, for the second term in (51), we have
(Lt(G
−1
t (ρ0))−Gt(Lt(G
−1
t ρ0)))
= [Lt(ρ
reg
0 +
∞∑
k=1
s¯kHckt ))]
sal −Gt[Lt(ρ
reg
0 +
∞∑
k=1
s¯kHckt ))]
sal
=
(
1
|f ′t,−(c)|
+
1
|f ′t,+(c)|
)
ρreg0 (c)(Hc1,t −Hc1) +
∞∑
k=1
s¯k
|f ′(ck,t)|
(Hck+1,t −Hck+1) .
FRACTIONAL SUSCEPTIBILITY FUNCTION OF PIECEWISE EXPANDING MAPS 23
Therefore, using L0ρ0(c1) = ρ0(c1) = −s¯1 and ρ
sal
0 (c) = 0,
lim
t→0
∫
φ
(Lt(G
−1
t (ρ0))−Gt(Lt(G
−1
t ρ0)))
t
dx(54)
= −s¯1X0(c1)φ(c1)−
∞∑
k=1
s¯k+1α(ck+1)φ(ck+1) .(55)
The twisted cohomological equation (19) implies that the sum of (53) and (54) is
−s¯1X0(c1)φ(c1) +
∞∑
k=1
s¯k+1
(
f ′(ck)α(ck)− α(f(ck)
)
φ(ck+1)
= −
∞∑
k=0
s¯k+1X0(ck+1)φ(ck+1) = −
∫
φ(X0ρ
sal
0 )
′ .
This concludes the proof of (49), and of Corollary 2.4. 
Appendix A. Proof of Lemma 2.2
Without loss of generality, we set t0 = 0. Since g is bounded, there exists A such that∣∣∣∣
∫ ∞
1
g(0) − g(−t)
t1+η
dt
∣∣∣∣ ≤
∫ ∞
1
2A
t1+η
dt <∞ .
Since g is differentiable at 0, there exists B such that∣∣∣∣
∫ 1
0
g(0) − g(−t)
t1+η
dt
∣∣∣∣ ≤
∫ 1
0
B
tη
dt <∞ .
This shows that Mη+g(0) exists for all η < 1. Exchanging g with t 7→ g(−t), we get that
Mη−g(0) exists for all η < 1.
Let ε > 0. We will prove g′(0)−ε ≤ lim infη↑1M
η
+g(0) ≤ lim supη↑1M
η
+g(0) ≤ g
′(0)+ε.
Since ε is arbitrary, this implies that limη↑1M
η
+g(0) = g
′(0).
Since the limit g′(0) = limh→0
g(h)−g(0)
h exists, we can find δ > 0 such that
−ε ≤
g(h) − g(0)
h
− g′(0) ≤ ε , ∀|h| ≤ δ .
Next, since 0 < η < 1, we can write
Mη+g(0) =
η
Γ(1− η)
(∫ δ
0
g(0) − g(−t)
t
1
tη
dt+
∫ ∞
δ
g(0) − g(−t)
t1+η
dt
)
≤
η
Γ(1− η)
(∫ δ
0
(g′(0) + ε)
1
tη
dt+
∫ ∞
δ
g(0) − g(−t)
t1+η
dt
)
≤
η
(1− η)Γ(1 − η)
δ1−η(g′(0) + ε) +
η
Γ(1− η)
∫ ∞
δ
2A
t1+η
dt
=
η
Γ(2− η)
δ1−η(g′(0) + ε) +
1
Γ(1− η)
2Aδ−η .
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Using that Γ(1) = 1, limη↑1 Γ(1− η) =∞ and limη↑1 δ
1−η = 1, this shows that
lim sup
η↑1
Mη+g(0) ≤ g
′(0) + ε .
In the same way, we get
Mη+g(0) ≥
η
Γ(2− η)
δ1−η(g′(0)− ε)−
1
Γ(1− η)
2Aδ−η ,
and thus lim infη↑1M
η
+g(0) ≥ g
′(0)−ε. Using t 7→ g(−t), we get limη↑1M
η
−g(0) = −g
′(0).
Appendix B. Proof of the uniform Lasota–Yorke estimate (Lemma 3.1)
Note that in view of (30) it is enough to show that for any Λ˜ < Λ, there exist
p0 ∈ (1, p(f)) and ε0 ≤ ε such that for any p ∈ (1, p0) and 0 ≤ τ˜ < τ <
1
p there exist
N ≥ 1 and a constant C(N) <∞ such that
‖LNt ϕ‖Hτ,p ≤ Λ˜
(−τ−1+ 1
p
)N‖ϕ‖Hτ,p + C(N)‖ϕ‖Hτ˜ ,p , ∀ |t| < ε0 , ∀ϕ .(56)
(To conclude for general n = jN+k, use a geometric series for jN and (30) for k ≤ N−1.)
Our strategy to prove (56) is to follow Thomine’s argument [37], using a “zoom:”13
For this, note that Lemma 3.5 gives Czoom = C(τ, p) > 0 such that for any positive
number Z > 0, setting Z(x) = Z · x,
‖ϕ ◦ Z‖Hτ,p ≤ CzoomZ
τ− 1
p ‖ϕ‖Hτ,p + CzoomZ
− 1
p ‖ϕ‖Lp ,∀n .(57)
Define Zn : R→ R by Zn(x) = Zn · x, where
14 the sequence of zooms Zn > 1, for n ≥ 1,
will be specified later. We define an auxiliary zoomed norm by ‖ϕ‖n = ‖ϕ ◦ Z
−1
n ‖Hτ,p .
which is equivalent with ‖ · ‖Hτ,p , for each fixed n.
Let ψ : R → [0, 1] be a C∞-function supported in (−1, 1) with
∑
m∈Z ψm = 1, where
ψm(x) = ψ(x+m). We define
ψm,n(x) = ψm ◦ Zn(x) = ψm(Zn · x) , m ∈ Zn ∈ Z+ .
Note that the support of ψm,n becomes small if Zn is large. For any x ∈ I and any n ≥ 1,
there are at most three integers m such that ψm,n(x) 6= 0, and we may decompose
Lnt ϕ(x) =
∑
m∈Z
Lnt (ψm,nϕ)(x) =
∑
m∈Z
∑
J∈A(t,n)
(
1Jψm,n
ϕ
|(fnt )
′|
)
◦ f−nt,J (x) ,(58)
whereA(t, n) is the partition of monotonicity associated to fnt , while f
−n
t,J is the extension
to I of the inverse of fnt |J .
For any t, the intersection multiplicity
sup
x
#{ (m,J) | m ∈ Z , J ∈ A(t, n) , x ∈ supp fnt (1Jψm,n) }
13The zoom and localisation can maybe be replaced by the fragmentation and reconstitution lemmas
in [5, Chapter 2].
14It is essential that Zn will be chosen uniformly in t for each fixed n.
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is bounded by 3 · 2n (this is called the “complexity at the end” in Thomine’s paper).
Therefore, by Lemma 3.5 in [37] there is C = C(τ, p) > 0 and for each n there exists
Cn = C(τ, p, ψ, n) such that
‖Lnt ϕ‖
p
n ≤ C
∑
m∈Z
∑
J∈A(t,n)
2n(p−1)
∥∥∥∥
(
1Jψm,n
ϕ
|(fnt )
′|
)
◦ f−nt,J
∥∥∥∥
p
n
+ Cn
∑
m∈Z
∑
J∈A(t,n)
∥∥∥∥
(
1Jψm,n
ϕ
|(fnt )
′|
)
◦ f−nt,J ◦ Z
−1
n
∥∥∥∥
p
Lp
≤ C
∑
m∈Z
∑
J∈A(t,n)
2n(p−1)
∥∥∥∥
(
1Jψm,n
ϕ
|(fnt )
′|
)
◦ f−nt,J
∥∥∥∥
p
n
+ CnZn‖ϕ‖
p
Lp .(59)
To control the double sum in (59), we write
(1Jψm,nϕ) ◦ f
−n
t,J ◦ Z
−1
n = ϕ˜m,n,J ◦ Zn ◦ f
−n
t,J ◦ Z
−1
n ,
where ϕ˜m,n,J = (1Jψm,nϕ) ◦ Z
−1
n . Since supt |f
′′
t | < ∞ and inft inf |f
′
t| > 1, a standard
bounded distortion15 estimate gives for any n a large enough Zn (uniformly in t, m, and
J) such that, for each t and J ∈ A(t, n), and for any y ∈ supp(1Jψm,n), we have,
1
2|(fnt )
′(y)|
≤
∣∣∣∣ 1(fnt )′ ◦ f−nt,J ◦ Z−1n (x)
∣∣∣∣ ≤ 32|(fnt )′(y)| , ∀x ∈ supp((1Jψm,n) ◦ f
−n
t,J ◦ Z
−1
n ) .
Applying Lemma 3.5 to Zn ◦ f
−n
t,J ◦ Z
−1
n , we obtain C = C(τ, p) independent of n and t,
and Cn = Cn(p) independent of t such that
‖(1Jψm,nϕ) ◦ f
−n
t,J ◦ Z
−1
n ‖Hτ,p(60)
≤ C|(fnt )
′(y)|
1
p (λn(ft))
−τ‖ϕ˜m,n,J‖Hτ,p +Cn‖ϕ˜m,n,J‖Lp , ∀|t| ≤ ε .
Since 1/p < 1, the bound (60) together with Lemma 3.4 imply∥∥∥∥
(
1Jψm,n
ϕ
|(fnt )
′|
)
◦ f−nt,J
∥∥∥∥
n
≤ C|(fnt )
′(y)|
1
p
−1
(λn(ft))
−τ‖ϕ˜m,n,J‖Hτ,p + Cn‖ϕ˜m,n,J‖Lp
≤ C(λn(ft))
−(τ+1− 1
p
)‖ϕ˜m,n,J‖Hτ,p + Cn‖ϕ‖Lp .
Therefore, by the convexity inequality (|a|+ |b|)p ≤ 2p−1(|a|p + |b|p), we have
∥∥∥∥
(
1Jψm,n
ϕ
|(fnt )
′|
)
◦ f−nt,J
∥∥∥∥
p
n
≤ C(p)(λn(ft))
−(p(τ+1)−1)‖ϕ˜m,n,J‖
p
Hτ,p + Cn‖ϕ‖
p
Lp ,(61)
where C(p) and Cn are independent of t. By the Strichartz Lemma 3.6 (we use here
0 ≤ τ < 1/p) and the (classical) localisation Theorem 2.4.7 in [39] (or Lemma 3.4 in [37]
15 We mean |1−(fnt )
′(x¯)/(fnt )
′(y)| ≤ K(f ′′t , f
′
t) ·d(f
n
t (x¯), f
n
t (y)), and the zoom Zn ensures K(f
′′
t , f
′
t) ·
d(fnt (x¯), f
n
t (y)) < 1/2.
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there exists K = K(ψ, τ, p) > 0 such that for all m,n and ϕ∑
m∈Z
‖ϕ˜m,n,J‖
p
Hτ,p =
∑
m∈Z
‖(1J · (ψm ◦ Zn) · ϕ) ◦ Z
−1
n ‖
p
Hτ,p
≤ K
∑
m∈Z
‖((ψm ◦ Zn) · ϕ) ◦ Z
−1
n ‖
p
Hτ,p ≤ K
2‖ϕ ◦ Z−1n ‖
p
Hτ,p = K
2‖ϕ‖pn .(62)
For a fixed map f0 and for any n, if Zn is large enough, then for any m there are at
most two intervals J ∈ A(0, n) such that (1Jψm,n) ◦ f
−n
J is not identically zero. (This
is the “complexity at the beginning” in Thomine’s argument.) For a perturbation (ft),
caution is needed, especially (but not only) if c is periodic for f (see footnote 6).
Assume first that c is not periodic. Fix Λ˜ < Λ¯ < Λ, choose p0 ∈ (1, p(f)) and n0 ≥ 1
such that
(63) 2p0−1 · (λn0(ft))
−p0(τ+1)−1 ≤ Λ¯n0(−p0(τ+1)−1) , ∀ − t| < ε0 .
Next, for p ∈ (1, p0), let C(p) be the constant from (61), let K(p) be the constant from
(62). Then, there exists N ≥ n0 such that
(64) 2 · C(p) ·K(p)2 · 2N(p−1) · (λN (ft))
−(p(τ+1)−1) < Λ˜−N(p(τ+1)−1) .
Now, since c is not periodic, (see e.g. [13, p. 376]) there exists ε′ = ε′(N) < ε0 such that
for any |t| ≤ ε′(N) there is a natural bijection Jt = Jt,N between A(0, N) and A(t,N).
In addition, we may ensure that |fNt (Jt(J))| ≥ |f
N (J)|/2 for all J ∈ A(0, N) and all
|t| ≤ ε′(N). By bounded distortion, there exists ZN such that for all |t| ≤ ε
′(N) and
any m there are at most two intervals J ∈ A(t,N) such that (1Jψm,Nϕ) ◦ f
−N
t,J is not
identically zero. Therefore, it follows from (61) and (62) that
∑
m∈Z
∑
J∈A(t,N)
∥∥∥∥(1Jψm,Nϕ) ◦ f
−n
t,J
(fNt )
′ ◦ f−Nt,J
∥∥∥∥
p
N
≤
∑
m∈Z
(
CK2(λN (ft))
−(p(τ+1)−1)‖ϕ˜m,N‖
p
Hτ,p + CN‖(1Jψm,Nϕ)‖
p
Lp
)
≤ 2CK2(λN (ft))
−(p(τ+1)−1)‖ϕ‖pN + CN‖ϕ‖
p
Lp , ∀|t| ≤ ε
′(N) .
Recalling (59), we have shown that for all |t| ≤ ε′(N),
‖LNt ϕ‖
p
N ≤ CK
22N(p−1)(λN (ft))
−(p(τ+1)−1)‖ϕ‖pN + CN‖ϕ‖
p
Lp .
Finally, we use (57) twice to obtain
‖LNt ϕ‖Hτ,p ≤ 2CK
22
N(1− 1
p
)
(λN (ft))
−(τ+1− 1
p
)
‖ϕ‖Hτ,p + (CN + 2Czoom)‖ϕ‖Lp ,(65)
for all |t| ≤ ε′(N), which together with our choice (64) of N and the Sobolev embedding
theorem completes the proof of (56) if c is not periodic, for ε0 := ε
′(N).
If c is periodic but all the ft are topologically conjugated to f0, the argument in the
non periodic case can be applied.
Otherwise, if c is periodic of minimal period Pf ≥ 2, we first take Λ˜ < Λ¯ < Λ and
choose p0 ∈ (1, p(f)) and n0 = k0Pf so that
(66) 2k02p0−1 · (λn0(ft))
−p0(τ+1)−1 ≤ Λ¯n0(−p0(τ+1)−1) , ∀|t| < ε0 .
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Then we take p ∈ (1, p0), and we fix N = k1Pf ≥ n0 large enough such that
(67) 2k1 · C(p) ·K(p)2 · 2N(p−1) · (λN (ft))
−p(τ+1)−1 < Λ˜−N(p(τ+1)−1) , ∀|t| < ε0 .
Now, ([13, p. 376]), for N = k1Pf , there exists ε
′′ = ε′′(N) < ε0 such that for any
|t| ≤ ε′′(N), there is a natural injection Jt = Jt,N from A(0, N) to A(t,N) such that
|fNt (Jt(J))| ≥ |f
N (J)|/2 for all J ∈ A(0, N) and all |t| ≤ ε′(N), and, in addition,
between any two intervals of A(t,N) in the image of Jt,N , there are at most 2
k1 − 2
intervals of A(t,N) which are not in the image of Jt,N . Therefore, there exists ZN
(uniform in t) such that for any |t| ≤ ε′′(N) and any m ∈ Z, there are at most 2k1
intervals J ∈ A(t,N) such that (1Jψm,Nϕ) ◦ f
−N
t,J is not identically zero. Therefore, (65)
is replaced by
‖LNt ϕ‖Hτ,p ≤ 2
k1 [CK22
N(1− 1
p
)
(λN (ft))
−(τ+1− 1
p
)
]‖ϕ‖Hτ,p + (CN + 2Czoom)‖ϕ‖Lp ,
for N = k1Pf and all |t| < ε
′′(N). Recalling (10) and (67), we may conclude for
ε0 := ε
′′(N).
References
[1] A. Avila, Infinitesimal perturbations of rational maps, Nonlinearity 15 (2002) 695–704.
[2] V. Baladi, Positive Transfer Operators and Decay of Correlations, World Scientific Publishing
(2000).
[3] V. Baladi, On the susceptibility function of piecewise expanding interval maps, Comm. Math. Phys.
275 (2007) 839–859.
[4] V. Baladi, Linear Response – Or Else, Proceedings of the International Congress of Mathematicians-
Seoul 2014. Vol. III. Invited lectures. 525–545. Papers from the congress (ICM 2014) held August
13-21, 2014. Seoul, 2014. vii+1250 pp. ISBN: 978-89-6105-806-3; 978-89-6105-803-2
[5] V. Baladi, Dynamical Zeta Functions and Dynamical Determinants for Hyperbolic Maps, A Func-
tional Approach, Ergebnisse der Mathematik und ihrer Grenzgebiete, Springer, Cham (2018).
[6] V. Baladi, M. Benedicks, and D. Schnellmann, Whitney Ho¨lder continuity of the SRB measure for
transversal families of smooth unimodal maps, Invent. Math. 201 (2015) 773–844.
[7] V. Baladi, T. Kuna, and V. Lucarini, Linear and fractional response for the SRB measure of smooth
hyperbolic attractors and discontinuous observables, Nonlinearity 30 (2017) 1204–1220. (Corrigen-
dum: Nonlinearity 30 (2017) C4–C6.)
[8] V. Baladi, S. Marmi, and D. Sauzin, Natural boundary for the susceptibility function of generic
piecewise expanding unimodal maps, Ergodic Theory Dynam. Systems 34 (2014) 777–800.
[9] V. Baladi and D. Smania, Linear response formula for piecewise expanding unimodal maps, Nonlin-
earity 21 (2008) 677–711. (Corrigendum: Nonlinearity 25 (2012) 2203–2205.)
[10] V. Baladi and D. Smania, Smooth deformations of piecewise expanding unimodal maps, Discrete
Contin. Dyn. Syst. 23 (2009) 685–703.
[11] V. Baladi and D. Smania, Fractional susceptibility function for the quadratic family, in preparation
(2019)
[12] V. Baladi and M. Tsujii, Anisotropic Ho¨lder and Sobolev spaces for hyperbolic diffeomorphisms,
Ann. Inst. Fourier 57 (2007) 127–154.
[13] V. Baladi and L.-S. Young, On the spectra of randomly perturbed expanding maps, Comm. Math.
Phys. 156 (1993) 355–385. (Erratum: Comm. Math. Phys. 166 (1994) 219–220.)
[14] G. Contreras, Regularity of topological and metric entropy of hyperbolic flows, Math. Z. 210 (1992)
97–111.
[15] F. Contreras, Modulus of continuity of averages of SRB measures for a transversal family of piecewise
expanding unimodal maps, (2016) arXiv:1604.03365.
28 M. ASPENBERG, V. BALADI, J. LEPPA¨NEN, AND T. PERSSON
[16] A. de Lima and D. Smania, Central limit theorem for the modulus of continuity of averages of
observables on transversal families of piecewise expanding unimodal maps, J. Inst. Math. Jussieu 17
(2018) 673–733.
[17] S. V. Ershov, Is a perturbation theory for dynamical chaos possible? Physics Letters A 177 (1993)
180–185.
[18] P. Eslami and P. Go´ra, Stronger Lasota-Yorke inequality for one-dimensional piecewise expanding
transformations, Proc. Amer. Math. Soc. 141 (2013) 4249–4260.
[19] S. Goue¨zel and C. Liverani, Banach spaces adapted to Anosov systems, Ergodic Theory Dynam.
Systems 26 (2006) 189–218.
[20] L. Grafakos, Modern Fourier Analysis, Graduate Texts in Mathematics 250, Third edition. Springer
(2014).
[21] R. Kubo, The fluctuation-dissipation theorem, Rep. Prog. Phys. 29 (1966) 255–284.
[22] Y. Jiang and D. Ruelle, Analyticity of the susceptibility function for unimodal Markovian maps of
the interval, Nonlinearity 18 (2005) 2447–2453.
[23] A. Katok, G. Knieper, M. Pollicott, and H. Weiss, Differentiability and analyticity of topological
entropy for Anosov and geodesic flows, Invent. Math. 98 (1989) 581–597.
[24] G. Keller, Stochastic stability in some chaotic dynamical systems, Mon. Math. 94 (1982) 313–333.
[25] G. Keller and C. Liverani, Stability of the spectrum for transfer operators, Ann. Scuola Norm. Sup.
Pisa Cl. Sci. 28 (1999) 141–152.
[26] G. Levin, On an analytic approach to the Fatou conjecture, Fund. Math. 171 (2002) 177–196.
[27] M. Mazzolena, Dinamiche espansive unidimensionali: dipendenza della misura invariante da un
parametro, Master’s Thesis, Roma 2 (2007).
[28] K.S. Miller and B. Ross, An Introduction to the Fractional Calculus and Fractional Differential
Equations, John Wiley & Sons (1993).
[29] M. Porte, Linear response for Dirac observables of Anosov diffeomorphisms, Discrete Contin. Dyn.
Syst. 39 (2019) 1799–1819.
[30] D. Ruelle, Differentiation of SRB states, Comm. Math. Phys. 187 (1997) 227–241.
[31] D. Ruelle, General linear response formula in statistical mechanics, and the fluctuation-dissipation
theorem far from equilibrium, Phys. Lett. A 245 (1998) 220–224.
[32] D. Ruelle, Differentiating the absolutely continuous invariant measure of an interval map f with
respect to f , Comm. Math. Phys. 258 (2005) 445–453.
[33] T. Runst and W. Sickel, Sobolev spaces of Fractional Order, Nemytskij Operators, and Nonlinear
Partial Differential Equations, Walter de Gruyter & Co., Berlin (1996).
[34] S. G. Samko, A. A. Kilbas, and O. I. Marichev, Fractional Integrals and Derivatives. Theory and
Applications, Gordon and Breach Science Publishers (1993).
[35] B. Saussol, Absolutely continuous invariant measures for multidimensional expanding maps, Israel
J. Math. 116 (2000) 223–248.
[36] R. S. Strichartz, Multipliers on fractional Sobolev spaces, J. Math. Mech. 16 (1967) 1031–1060.
[37] D. Thomine, A spectral gap for transfer operators of piecewise expanding maps, Discrete Contin.
Dyn. Syst. 30 (2011) 917–944.
[38] H. Triebel, Interpolation Theory, Function Spaces, Differential Operators, North Holland, Amster-
dam (1978).
[39] H. Triebel, Theory of function spaces II, Birkha¨user, Basel (1992).
[40] M. Tsujii, A simple proof for monotonicity of entropy in the quadratic family, Ergodic Theory
Dynam. Systems 20 (2000) 925–933.
†Centre for Mathematical Sciences, Lund University, Box 118, 221 00 Lund, Sweden
E-mail address: magnusa@maths.lth.se
E-mail address: tomasp@maths.lth.se
††Laboratoire de Probabilite´s, Statistique et Mode´lisation (LPSM), CNRS,
Sorbonne Universite´, Universite´ de Paris, 4 Place Jussieu, 75005 Paris, France
E-mail address: baladi@lpsm.paris
E-mail address: leppanen@lpsm.paris
