A convenient setting for studying multiscale techniques in various areas of applications is usually based on a sequence of nested closed subspaces of some function space F which is often referred to as multiresolution analysis. The concept of wavelets is a prominent example where the practical use of such a multiresolution analysis relies on explicit representations of the orthogonal di erence between any two subsequent spaces. However, many applications prohibit the employment of a multiresolution analysis based on translation invariant spaces on all of I R s , say. It is then usually di cult to compute orthogonal complements explicitly. Moreover, certain applications suggest using other types of complements, in particular, those corresponding to biorthogonal wavelets. The main objective of this paper is therefore to study possibly non-orthogonal but in a certain sense stable and even local decompositions of nested spaces and to develop tools which are not necessarily con ned to the translation invariant setting. A convenient way of parametrizing such decompositions is to reformulate them in terms of matrix relations. This allows one to characterize all stable or local decompositions by identifying unique matrix transformations that carry one given decomposition into another one. It will be indicated how such a mechanism may help realizing several desirable features of multiscale decompositions and constructing stable multiscale bases with favorable properties. In particular, we apply these results to the identi cation of decompositions induced by local linear projectors. The importance of this particular application with regard to the construction of multiscale Riesz bases will be pointed out. Furthermore, we indicate possible specializations to orthogonal decompositions of spline spaces relative to non-uniform knot sequences, piecewise linear nite elements and principal shift invariant spaces. The common ground of all these examples as well as other situations of practical and theoretical interest is that some initial multiscale basis is available. The techniques developed here can then be used to generate from such an initial decomposition other ones with desirable properties pertaining to moment conditions or stability properties.
Introduction
During the past few years multiscale techniques have become indispensable tools in several areas of mathematical applications. The perhaps best known representatives are multigrid and multilevel methods for the numerical solution of operator equations and the concept of wavelet expansions. The latter play an important role in certain areas of pure analysis 27] as well as in applications like signal processing, image and sound analysis 28, 23] . One way of viewing these concepts is to note that many tasks such as data tting in geometric modeling, or data compression in signal and image analysis as well as the numerical treatment of operator equations can be formulated as the problem of approximating an (implicitly) given element f in some in nite dimensional Banach function space F by functions of some subspace S j . But no matter how ne the level of discretization corresponding to S j is chosen one such single scale of discretization will generally not be able to express the intrinsic properties of the searched element f re ecting the features of the underlying in nite dimensional space F which could be, for instance, a Sobolev or Besov space. Much more information is often available through studying representations of elements of F which, of course, also provide approximations as a by-product. Representations usually involve the interaction of all scales of discretization which often allows one to recapture asymptotic information. When S denotes a sequence of nested closed subspaces S j of F where Q ?1 = 0 and Q = fQ j g j2IN 0 is a sequence of uniformly bounded projectors Q j from F onto S j . It is clear that then the expansion (1.3) converges strongly in F and (Q j ?Q j?1 )f may be viewed as the detail of f needed to update information on f when passing to higher scales of discretization. To keep these updates possibly independent one needs at least that Q j Q m = Q j for all j m; (1.4) holds (for a more detailed discussion of related issues see 12, 13] ). This condition is equivalent to the fact that the di erences Q j ? Q j?1 are projectors as well so that the detail (Q j ? Q j?1 )f sits in the particular complement W j = (Q j ? Q j?1 )F = (Q j ? Q j?1 )S j (1.5) of S j?1 in S j . One possible way of making practical use of the representation (1.3) is to determine appropriate bases for the complements W j . Speci cally, when the S j are closed shift-invariant nested subspaces of F = L 2 (IR s ) generated by the dilates and translates of a single scaling function one arrives at the classical notion of multiresolution analysis (cf. e.g. 5, 6, 23, 25, 28, 27] ). Choosing then Q j to be orthogonal projectors, gives rise to wavelets in the classical sense as basis functions for the orthogonal complements W j of S j in S j+1 .
The realization of such decompositions is therefore of central importance in wavelet analysis. It is this theme which will be addressed in this paper again, however, from a somewhat more general point of view in that we will neither insist on orthogonal decompositions nor on translation invariant spaces de ned on all of IR s . In fact, while in many applications it is of predominant importance to work with basis functions of compact support, it is known that the construction of genuinely multivariate orthonormal wavelets with compact support is a very di cult problem. This is even more so when the presence of boundary conditions relative to complicated domain geometries excludes the employment of the stationary translation invariant setting. Moreover, certain applications, for instance, the fast solution of di erential, integral or, more generally, pseudodi erential equations 14, 19, 20] suggest considering certain other decompositions of nested shift-invariant spaces which are induced by local quasiinterpolants or collocation projectors like cardinal interpolation.
Background Information and Motivation
We proceed outlining brie y two such applications that have recently been studied e.g. in 14, 19, 20] . These investigations are concerned with the numerical solution of a linear operator equation Au = f; (1.6) along with appropriate side conditions. Here A is typically some pseudodi erential operator belonging to a su ciently wide class of interest and is supposed to take some Sobolev space H t into H t?r where r is the order of A. Speci cally, suppose A is elliptic in the sense that a(u; v) := (Au; v); (1.7) where ( ; ) denotes the inner product in the underlying L 2 -space, induces a norm which is equivalent to the corresponding Sobolev norm, i.e., a(u; u) kuk 2 r=2 ; u 2 H r=2 :
Here and in the following` ' will always mean that the quantities on either side can be estimated by each other up to constants which are independent of the parameters these quantities may depend on. A common approach would be to use a Galerkin method based on appropriate nite dimensional spaces S j of increasing dimension. In particular, when A is a partial di erential operator of integral order r = 2k and j is a basis of S j consisting of compactly supported functions, this gives rise to a usually very large but sparse sti ness matrix A j . To preserve sparseness one typically has to resort to iterative solvers. Unfortunately, the spectral condition number (A j ) behaves like h ?2k j , where h j is the current`meshsize' which quickly renders classical relaxation schemes prohibitively ine cient. One preconditioning strategy that has been attracting considerable attention during the past few years is to consider trial spaces S j which as above arise through successive re nements of coarser spaces S 0 S 1 S j . Let the nite dimensional operators C j be de ned by where as above the Q l are bounded linear projectors from L 2 onto S l . Under mild conditions on the spaces S j which can be expressed in terms of classical Bernstein and Jackson estimates, this gives rise to optimal preconditioners in the sense that the spectral condition number (C 1=2 on the s-dimensional torus. The trial spaces can then be generated by periodizing appropriate shift invariant spaces generated by the shifts and dilates of a single function '. Likewise the test functionals can be then generated by shifts and scales of a single functional . This setting covers classical Galerkin as well as collocation schemes. The nite dimensional operator which corresponds to such discretizations has the form A j := Q j AP j ;
where P j denotes the orthogonal projector onto the trial space S j , and Q j is a linear projector induced by onto a possibly di erent nite dimensional space Y j that is to be chosen appropriately. Since for the operators under consideration the corresponding matrix representations of A j are generally not sparse, an issue of crucial importance for providing e cient numerical schemes, is to approximate A j by a sparse operator while still controlling consistency, stability and convergence of the perturbed schemes. 
Objectives and Contents
The objective of this paper is therefore to explore possibly general classes of direct sum decompositions of nested spaces. Our reason for keeping the whole setting as general as possible is to extract relevant information for a possibly wide range of cases of practical interest covering, for instance, multiresolution on bounded domains or manifolds. The idea is then to characterize the interrelation of di erent such decompositions in order to develop general mechanisms for identifying decompositions with certain desirable features. The paper consists of two main parts. The rst one is comprised of Sections 1, 2, and 3 which are devoted to a selfcontained general study of multiresolution and multiscale decompositions. The second part of the paper is to indicate some applications and discusses various speci cations in some detail.
The rst part is organized as follows. In Section 2 we set up and describe a general framework of multiresolution. After collecting some preparatory facts, which are needed, for instance, to discuss issues like stability, we reformulate space decompositions of the above type in terms of matrix relations and list some simple consequences in the spirit of our introductory remarks. In particular, we investigate several notions of stability and especially stability over all levels, looking for ways of constructing multiscale bases which are actually Riesz bases justifying the terminology wavelet bases.
We then make use of this parametrization of decompositions in terms of matrices in order to characterize all decompositions which are in some sense stable or local. This is done by showing that any decomposition can be obtained from any other speci c one by means of certain matrix operations (see 11] for the shift-invariant case). The usefulness of these observations lies in the following facts. In many cases of interest (see part 2 of the paper) certain initial decompositions are easy to obtain. A typical example are hierarchical bases for nodal nite elements 31]. The results from Sections 2 and 3 can then be used to construct new multiscale bases and corresponding decompositions with particular desirable properties. For instance, this might concern raising the order of vanishing moments of the basis functions j;k in (1.9) which is important in connection with matrix compression 2, 20, 21] . Another example is to identify a basis for complements of the form (1.5) when the Q j are given. This will be seen to be of crucial importance with regard to the above mentioned issue of constructing multiscale bases which are actually Riesz bases and therefore give rise to well conditioned multiscale transformations 12]. We comment also on the construction of orthogonal complements for the general setting.
The remaining part of the paper, Section 4, will be concerned with specializations of these concepts. In particular, we will point out how to obtain an initial decomposition in various cases and identify some concrete modi cations. Speci cally, Section 4.1 is concerned with decompositions induced by quasiinterpolants for univariate spline spaces with arbitrary knot sequences as well as with the construction of orthogonal decompositions and pre-wavelets with compact support in this case. Section 4.2 deals with decompositions of classical nite element spaces. Finally, in Section 4.3 we consider nested principal shift-invariant spaces which corresponds to the classical wavelet setting. Again decompositions induced by local projectors will be identi ed as speci c locally nite ones.
Other applications concerning the construction of multigrid ingredients are given in 10]. Raising the order of moment conditions in connection with matrix compression and boundary integral equations has been used in 21]. In 22] the results of Section 4 will be employed to construct stable wavelet or multiscale bases on two dimensional manifolds in IR 3 which give rise to optimal convergence and compression rates for multiscale Galerkin schemes for a wide range of boundary integral equations.
Multiresolution
Depending on the type of application multiresolution concepts may have to be adapted to di erent kinds of domains or norms. To be able to extract as many essential common features as possible we choose the following general framework. As before F will be some xed Banach space endowed with a norm k k F . Typical examples are F = L p ( ) where ( ; ) is some measure space and kfk Lp( ) = ( R jf(x)j p d (x)) 1=p , 1 p 1 with the usual interpretation for p = 1. In particular, one is interested in those cases where is a bounded domain or a closed manifold. As before S will always stand for a dense nested sequence of closed subspaces of F (see (1.6), (1.7)). In most practical situations the spaces S j are nite dimensional. From a conceptual point of view we nd it, however, desirable to cover the model case of classical multiresolution on IR s , i.e., to admit also in nite dimensional spaces S j in S. Aside from this conceptual uniformity this appears to be an appropriate framework for dealing with the asymptotics of the whole multiresolution sequence S when it comes to discussing issues like stability.
Some Prerequisites and Stability
For any (countable) collection = f' k : k 2 g we will denote by S( ) := clos F (span ) the closure of the linear span of in F. It will be convenient to abbreviate expansions in as
To describe quantitative properties of the generating sets and to explain how the sum on the right hand side of (2.1) is to be understood we will employ a discrete norm k k`( ) which will always assumed to be monotone. By this we mean that kck`( ) kck`( ) ; (2.2) whenever jc k j jc k j; k 2 . 
Change of Bases
A central theme in subsequent considerations is to change bases. The only point to be made here is that under the assumption of stability things work essentially as in the nite dimensional case. In the course of the following discussion we list some simple observations. Nevertheless, we believe that their combination will help bringing out some useful and relevant facts.
To be speci c, let us consider several collections = f' k : k 2 g and = f k : k 2 g. 
Stable Completions
Without loss of generality we may assume that j j+1 so that we can write j+1 = j r j ; j \ r j = ;: Our objective is then to nd complement bases j = f j;k : k 2 r j g such that S( j+1 ) = S( j ) S( j ); (2.15) and that the collections j j ; j 2 IN 0 , are also uniformly stable. By the monotonicity of the discrete norms, this latter requirement implies, in particular, that the collections j be uniformly stable. Employing Remark 2.2 with = j+1 and = j the j must therefore have the form (2.25) noting that that, in view of (2.24), the right hand side of (2.25) is well-de ned. Inserting (2.13) and (2.16) into the right hand side of (2.22) and using stability of j+1 , gives A j;0 B j;0 + A j;1 B j;1 = I; (2.26) which is A j B j = I. Multiplying both sides of (2.22) by A j;0 and A j;1 , using stability of j r j as well as (2.13) sets. Since, on account of these observations, stability permits us to treat these matrices formally as nite ones we will in the following identify always operator and its ( xed yet unspeci ed) matrix representation and perform corresponding operations like matrix multiplication without further comment. is called stable completion of A j;0 . A case of particular practical importance arises when the A j are (uniformly) banded by which we mean that the rows and columns of A j contain only a uniformly bounded nite number of nonzero entries and that the supports of only a uniformly bounded nite number of columns have nonempty intersection. This is typically in correspondence with the ' j;k and j;k having compact support whose size shrinks with increasing j so that locally only a uniformly bounded nite number of functions is di erent from zero. More precisely, the completions A j;1 of A j;0 are called local if the A j and B j are both banded. In analogy to the discrete case we call the j locally nite if there exists some N 2 IN which is independent of j and x such that #fk 2 j : ' j;k (x) 6 = 0g N: (2.30) This property is of predominant importance in many applications. For locally nite j it makes also sense to consider arbitrary linear combinations of the basis functions in j . Accordingly, with a slight abuse of terminology when j has in nite cardinality, the concept of linear independence is well-de ned. The functions ' j;k are said to be linearly independent if the mappings F j are injective on the space of all sequences c : j ! I C (see also 1, 32] ).
When dealing with local completions, the uniform stability of f j j g is particularly easy to check. In fact, the uniform boundedness of the operator norms of the A j and B j follows e.g. for standard`p-norms already from the uniform boundedness of the entries of the respective matrix representations.
As a simple example take S j as the space of piecewise linear continuous functions on 0; 1] relative to some set j of knots in 0; 1]. Let j+1 be obtained by adding one additional knot between any two knots in j , i.e., r j is comprised of the new knots between the old ones in j . Here the ' j;k ; ' j+1;k are the classical Courant hat functions on j ; j+1 , respectively. In this case one simply has j;k = ' j+1;k for k 2 r j , i.e., a j m;k = m;k ; k 2 r j ; m 2 j+1 , a j m;k = ' j k (m); k 2 j ; m 2 j+1 , b j m;k = m;k ; k 2 r j ; m 2 j+1 , and b j m;k = k;m ? ' j k (m); k 2 j ; m 2 j+1 . Here we have ignored for the moment a proper normalization of the hat functions which depends on the given norms. The bivariate analog will be discussed in more detail in Section 5 below.
Another important class of examples is encountered in connection with principal shift-invariant spaces. To be more speci c, let S j be the L 2 -closure of the linear span of the translates '(2 j ?k);k 2 ZZ s , where ' 
Multiscale Transformations
So far we have established simple criteria under which the collection j := 0 j?1 l=0 l (2.34) forms also a basis for S j = S( j ). j will be referred to as a multiscale basis for S j .
We will assume throughout the remainder of this section that f j j g is uniformly where I is the identity matrix corresponding to the space W l W j?1 , we obtain T j =Â j?1 Â 0 :
Note that in typical data compression applications both transformations T j and T ?1 j are needed. However, in connection with the numerical treatment of operator equations (1.6) only T j is needed. In fact, denoting for instance by A j ; A j the sti ness matrices of A relative to the bases j ; j , respectively, the system A j c j = f j is equivalent to A j d (j) = T j f j ; where A j = T j A j T j and c j = T j d (j) .
An e cient application of multiscale techniques in any of these applications is only possible if the execution of T j or T ?1 j requires only an order of oating point operations which is proportional to dimS j = # j . In typical applications one has # j =# j+1 < 1. In this case one infers for instance from (2.40) that T j is e cient in the above sense if the A j are banded.
Stability over All Levels
For the remainder of this section we will con ne the discussion to the case that F is a Hilbert space with inner product h ; i and that`( j ) =`2( j ). Aside from e ciency aspects it is important that the multiscale transformations T j are well conditioned, by which we mean that kT j k kT ?1 j k = O(1); j ! 1: (2.41) Condition (2.41) is intimately connected with norm equivalences for Hilbert spaces, in particular, for certain ranges of Sobolev spaces. It is also known to be crucial for the construction of optimal multilevel preconditioners for linear systems arising from Galerkin discretizations of elliptic operator equations 21]. A more detailed discussion of this issue can be found in 13]. We brie y recall a few facts which are relevant in this context. Remark 2.4 reveals that the choices of complement bases j which are appropriate in the sense of (2.41) are seriously constrained. In particular, (2.41) is a signi cantly stronger condition than the uniform stability of f j j g j2IN 0 where stability is always referred to each individual level j with uniform Riesz bounds. By contrast, loosely speaking, (2.43) means stability over all levels. So called hierarchical bases for bivariate piecewise linear nite element spaces are an important example for multiscale bases which are not stable over all levels but where f j j g is uniformly stable. A detailed discussion of this example is given in Section 4.2 below.
How to Ensure Stability over All Levels
Unfortunately, the characterization in Remark 2.4 does not tell us how to construct stable multiscale bases . It does tell us though that biorthogonality is a necessary ingredient. Let us brie y indicate now a principal strategy for constructing stable multiscale bases, i.e., multiscale bases which are stable over all levels. To this end, suppose rst that is a Riesz basis and consider the truncation operators The two sequences S;S correspond to the two biorthogonal multiresolution sequences appearing in the context of biorthogonal wavelets for L 2 (IR) 8].
Next observe that the Q j de ned by (2.44) satisfy Q l Q j = Q l for l j; (2.45) which is a way of expressing biorthogonality without specifying the complement bases This suggests the following two-step procedure: which con rms the uniform stability of f~ j g.
Next it is easy to see that the condition (2.45) is equivalent to the fact that the spacesS j := ran Q j = S(~ j )
are also nested. Since f~ j g is uniformly stable we can invoke Remark 2.2 again to con rm the existence ofÃ j;0 2 `2( j );`2( j+1 )] satisfying (2.50). To identifyÃ j;0 note that, since the Q j are projectors and theS j are nested,
h' j+1;m ;' j;k i' j+1;m ;
which gives (2.52). Moreover, by Remark 2.2 and the fact thatÃ j;0 2 `2( j );`2( j+1 )], the productÃ j;0 A j;0 is well-de ned. By (2.49) and absolute convergence asserted by Similarly uniform stability of f j g and uniform boundedness of the k' j;k k`2 ( j ) implies the uniform boundedness of the Q j . So far Proposition 2.48 reduces the construction of suitable projectors Q j in step (i) above to the construction of biorthogonal re nable collections~ j . When dealing with the classical case of multiresolution on IR induced by the integer translates and dilates of a single generator such biorthogonal collections have been constructed through limit processes (see e.g. 8]). These biorthogonal systems in turn can be also adapted to intervals or more generally to bounded domains by means of suitable modi cations near the boundary so that for a certain range of situations pairs of biorthogonal generator bases j ;~ j are indeed available.
But even in situations not covered by the above cases the construction of biorthogonal bases can, in principle, still be based on a limit process. A possible strategy can be outlined as follows. Given the re nement operators A j;0 , one rst tries to nd left inversesÃ j;0 satisfying (2.51). Of course, theÃ j;0 are by no means unique. The central task is to nd such left inverses that certain limit procedures often termed subdivision schemes converge. The limits of these schemes form the biorthogonal collections (see also Remark 3.3 below). Further details with regard to the present general setting can be found in 12]. Now let us suppose that pairs of uniformly stable biorthogonal collections f j g;f~ j g are known and hence the projectors Q j de ned by (2.48). It still remains to identify stable bases j for the complements W j de ned by (2.47). Using the same sort of arguments as above, one derives the following fact. Given A j;0 ;Ã j;0 it is generally quite di cult to nd the right completions A j;1 ;Ã j;1 such that (2.56), (2.57) hold. It will be one of the main applications of the subsequent results to facilitate the construction of such completions under certain circumstances. such that f j j g is also uniformly stable boils down to nding a stable completion of the corresponding re nement operator A j;0 . For each xed numbering of the index sets j these operators are represented by (possibly in nite) matrices A j;0 = (a j m;k ) m2 j+1 ;k2 j :
We recall that uniform stability of f j g or f j j g expresses a quality of j which only refers to the single scale j or better just to two successive scales j; j + 1. Uniform' only means that the stability constants for the scale j are uniform in j.
Since stability over all levels and hence asymptotics in j have been discussed above and since this property has been seen to be closely related to the fact the corresponding complements S( j ) should be the image of the di erence of two successive projectors satisfying (2.45) { again a property involving two successive scales { we will drop the scale index in the following subsection to simplify notation. So we will write A 0 ; A 1 , A = (A 0 ; A 1 ) and similarly for B. Whenever the distinction between the coarse level j and the ne level j +1 matters j and j +1 will be replaced by C and F, respectively. We will proceed in two steps. First we will characterize for a given re nement matrix A 0 all stable completions A 1 . In particular, we will show that given some initial stable completion of A 0 all others can be parametrized by certain pairs of matrices. In a second step we will exploit this parametrization to identify speci c stable completions which give rise to decompositions (3.1) with favorable properties. Among them will be decompositions of the form (2.47) induced by projectors.
Characterization of Stable Completions
The objective of this section is to characterize the class of stable or local completions A 1 of a given xed matrix A 0 (2.55). As a rst step we will identify operations which leave such classes invariant. To this end, we will always denote by L;K matrices of the type L = (L k;m ) k2r;m2 C ; K = (K k;m ) k;m2r :
Such matrices will be referred to as satisfying conditions (CL) and (CK), respectively, when L de nes a bounded map from`(r) into`( C ) and when K is a bounded map from`(r) into itself possessing a bounded (right and left) inverse K ?1 . ;k ' j;m + j;k : (3.17) Throughout the remainder of this section we will assume that A j;1 is a xed stable completion of some given re nement matrix A j;0 for the jth scale and that B j is again the inverse of A j = (A j;0 ; A j;1 ) (see (2.55) as a sesquilinear form when dealing with spaces over the complex eld. The reason is to achieve as much formal consistency as possible with the important special case that F is a Hilbert space. Since will be switching between these di erent levels of generality several times our convention saves us repeatedly making corresponding distinctions with regard to complex conjugation when dealing with adjoint or conjugate operators. One easily veri es now that for any 0 matrix A and any r 0 r matrix B hA ; i = Ah ; i; h ; B i = h ; iB T :
(3.19) For the matrices appearing in the present context these operations are well-de ned.
Decompositions from Projectors
Assume that the collections j = f j;k : k 2 j g F are biorthogonal to j , i.e., in the present terms (2.49) can be rewritten as h j ; j i = I: (3.20) At this point we do not require yet that j be also re nable but we will assume that khf; j ik`( j ) < kfk F ; f 2 F; (3.21) which is, on account of the stability of j , equivalent to saying that the mapping Q j (f) = X k2 j hf; j k i' j k = hf; j i j (3.22) de nes a bounded projector on F with range S j . An example of this type will be discussed below in Section 4.2. For our purposes it would actually su ce to require that (3.21) holds only for f 2 S( j+1 ).
A rst important application of the results in the previous section is to identify for such given projectors the particular complement W Q j := (Q j+1 ? Q j )S j+1 (3.23) for the decomposition S j+1 = S j W Q j : (3.24) Theorem 3.3 Let f j g be re nable (2.13) and stable and let j be biorthogonal collections satisfying (3.21) . Assume that A j;1 is some stable completion of A j;0 and that K j is any matrix satisfying (CK so that the rst part of the assertion follows from Proposition 3.1, Theorem 3.1 and Proposition 2.1.
As for the remaining part of the claim, let Q j ( j ) = fQ j ( j;k ) : k 2 r j g. This latter observation can be carried further. Fixing n 2 IN, de ne for j n n j := B j;0 B n;0 n+1 : (3. 39)
The n j are re nable up to the level n, i.e., by construction, one has for n > j n j = B j;0 n j+1 : Moreover, for j n the n j are still biorthogonal to the j . In fact, h j ; n j i = hA T j;0 A T n;0 n+1 ; B j;0 B n;0 n+1 i = I; where we have used (2.27) and (3.20) . As an immediate consequence we have As pointed out in Section 2.7, to construct multiscale bases which are stable over all levels it is important to identify the complements in (3.23) when j =~ j satis es (3.40).
Corollary 3.1 Let j be stable and re nable with re nement matrices A j;0 (cf. (3.18) ). Assume that A j;1 is some stable completion of A j;0 and that B j is the inverse of A j .
Moreover, let~ j be biorthogonal to j (see (3.20) or (2.49)) and also re nable with re nement matrixÃ j;0 . Then for any matrix K j , satisfying (CK), there exists a stable completion A j;1 of A j;0 given by A j;1 := (I ? A j;0Ã j;0 ) A j;1 K j ; Proof: Since by re nability of~ j , (3.19) , and (3.20), h j+1 ;~ j i T =Ã j;0 h j+1 ;~ j+1 i T =Ã j;0 ; The rest is an immediate consequence of (3.26) and Theorem 3.3.
2
The main point to be stressed here is that given locally nite biorthogonal generators j ;~ j which are both re nable and some initial banded stable completion A j;1 of A j;0 , one can explicitly construct new stable completions is banded so that the modi cations (3.17) only require the application of local masks to the coarse generators.
Orthogonal Decompositions
Throughout the remainder of this section we will assume that F = F . The issue of stability of multiscale decompositions (2.43) over all levels trivially reduces to studying (uniform) stability with respect to single scales when W j is chosen as the orthogonal complement of S j in S j+1 . Therefore we will comment next on the question how to generate from some stable completion A j;1 of the re nement matrix A j;0 another completion which induces orthogonal decompositions.
One possible strategy is to apply Theorem 3. is for any K j satisfying (CK) a stable completion which gives rise to an orthogonal decomposition of S j+1 .
If the initial completion is even local so that, due to the compact support of the basis functions, the Gramian h j+1 ; j+1 i is banded the question arises whether the completion (3.44) is also local. Since in general G j will not be banded one may have to choose K j judiciously. In the present generality it does not seem to be possible to decide whether such a K j , which also would have to be banded, exists. As for locality R would have to be banded. Then assuming that the initial completion A j;1 is local, L de ned by (3.49) is automatically banded. Whether it is possible to nd such a R will again depend on the special case at hand.
We will present below in Section 4.1 an example where this strategy can be employed successfully. In fact, we will identify such banded matrices R for the construction of orthogonal complements of univariate spline spaces on arbitrary knot sequences and of corresponding compactly supported basis functions.
Further Developments
Several applications of the above results have already evolved. An important property of multiscale bases are vanishing moments. They play an important role in connection with matrix compression and fast solvers for linear systems arising from discretizations of boundary integral equations. To be speci c, the elements of should satisfy Z j;k (x) (x)dx = 0; 2 ;
where is some nite dimensional linear space which has good local approximation properties. typically stands for a space of polynomials. More generally, when is a parametrically de ned surface contains functions of the form = P ?1 where P is a polynomial and consists of unions of parametric patches of the form (2) 
Some Applications and Special Cases
The remainder of the paper is devoted to some applications and specializations of the above general results. We exhibit several cases where initial completions can be identi ed. First we will consider univariate splines on nonuniform knot sequences and construct among other things compactly supported pre-wavelets, i.e., basis functions for orthogonal complements. Then we brie y discuss piecewise linear bivariate nite elements on nested triangulations. We conclude with revisiting wavelets on IR s . Most of the latter results on wavelets are known in essence but we nd it quite instructive to revisit them from the point of view of the above concepts.
Univariate Splines and Quasiinterpolants
Our rst application of the above results concerns nested univariate splines spaces on biin nite irregular knot sequences. The need for dealing with stable decompositions of spline spaces with irregular knot sequences arises, for instance, in connection with multilevel preconditioning schemes for elliptic boundary value problems when the boundary conditions are not incorporated in the trial spaces but are appended by Lagrange multipliers 26]. This facilitates the use of shift-invariant trial spaces. However, when these trial functions are generated by translates of box splines, say, their traces on polygonal boundaries are in general univariate splines with nonuniform knot sequences.
To be more speci c, let X = fx i g i2ZZ , W = fw i g i2ZZ be strictly increasing knot sequences such that x i < w i < x i+1 , i 2 ZZ, and let T := ft i g i2ZZ = X W, i.e., t 2i = x i , t 2i+1 = w i , i 2 ZZ. Denoting providing a local decomposition of S T .
In 17] the matrices A 1 ; B 0 ; B 1 were constructed explicitly by means of a certain factorization of A 0 . This result was applied in 17] to the construction of compactly supported biorthogonal splines in S T . We will indicate now rst that these results Proof: As pointed out in 17], G satis es
so that by (4.3), the matrix R, de ned by (4.7), satis es (4.8). Since again by (4.3), M 3m+1 (G) ?1 M 1 (G) ?1 I (3m+2) R = I the observations in Section 4.2 imply that A 1 := R is a completion of A 0 giving rise to an orthogonal decomposition of S T . By construction, R is banded so that the orthogonal complement of S X in S T is indeed spanned by compactly supported splines. 2
The corresponding matrix B can now be determined, for instance, from (3.4), (3.5) and (3.46), (3.16).
Next we are interested in deriving from (4.1) another local decomposition of S T which is induced by an important type of projector which plays a pivotal role in theory and applications of spline spaces, namely quasi-interpolants. It is interesting to note that for cubic splines the above decomposition induced by quasiinterpolants actually turns out to agree with the initial decomposition described above which is based on factorizations of the re nement matrix A 0 . Details will be reported elsewhere.
Bivariate Finite Elements
Second order elliptic boundary value problems on polygonal domains IR 2 are often discretized with the aid of piecewise linear continuous nite elements. More speci cally, let T 0 be a triangulation of , i.e., a collection of triangles such that (i) meas( \ 0 ) = 0, ; 0 2 T 0 , 6 = 0 ; (ii) S f : 2 T 0 g = ; (iii) \ 0 is either a common vertex, or a common edge of and 0 , or empty. Given a triangulation T i , a re nement T i+1 is obtained by subdividing each triangle 2 T i into four congruent subtriangles. Accordingly, we denote by i ; E i the set of vertices and edges in T i respectively.
With each T i one may canonically associate the space S i of continuous functions on whose restriction to any triangle in T i is a polynomial of degree at most one.
Obviously, one has S i S i+1 . Let us denote by ' j;k the unique piecewise linear continuous function in S j satisfying ' j;k (k 0 ) = 2 j k;k 0 and set j = f' j;k : k 2 j g. Thus S j = S( j ) and it is not hard to con rm that f g is uniformly (`2( j ); L 2 ( ))- Thus, setting j = f j;k : k 2 r j g, Corollary 2.1 ensures that f j j g is also uniformly stable.
The underlying local decomposition S j+1 = S j W j ; W j = S( j ) (4.19) of S j+1 corresponds to the so called hierarchical basis 31] which was introduced in 31] for the purpose of preconditioning sti ness matrices arising from nite element discretizations of second order elliptic boundary value problems. Obviously, one has W j = (I j+1 ? I j )S j+1 where
Although f j j g is uniformly stable, is not stable over all levels, i.e., does not form a Riesz basis for L 2 ( ). In particular, these interpolation projectors are, of course, not bounded in L 2 . This accounts for the fact that this sort of decomposition does ultimately not lead to optimal preconditioners for second order elliptic problems.
Therefore one obviously has h' j;m ; j;k i = k;m ; (4.23) so that the corresponding mappings Q j , de ned by (3.22) relative to j = f j;k : k 2 j g, are projectors onto S j .
Since Since the biorthogonal collections j are not re nable the projectors Q j do not satisfy (2.45) (see Proposition 2.2). Thus one cannot expect to be a Riesz basis for L 2 ( ). However, since j L 2 ( ) we can consider the modi cations n j de ned in (3.39). It would be interesting to see whether the limit of the n j as n ! 1 exists in the sense of Remark 3.3.
Shift Invariant Spaces
In this section we will be concerned with a setting which houses classical multiresolution and wavelets, i.e., F = L 2 (IR s ). Up to the construction of local biorthogonal projectors which could again be used for an iteration of the form (3.39) in Remark 3.3 most of the material to be discussed below is essentially known. Nevertheless, it should be instructive to review these facts from the point of view taken above and, in doing so, nd perhaps a new angle to attack open questions concerning the construction of concrete biorthogonal wavelets.
To this end, let M be throughout the remainder of the paper a xed s s matrix with integer entries whose eigenvalues have modulus strictly larger than one. Such a matrix will be called expanding. Moreover, ' = 0 will always denote some function in L 2 (IR s ) which is (a; M)-re nable, i.e., for which there exists a sequence a = fa g 2ZZ Moreover, linear independence implies the existence of compactly supported biorthogonal functionals 1, 32] . This, in turn, can be used to show that the corresponding mask must thus be nitely supported.
We are now ready to formulate simple conditions that ensure the existence of stable or even local decompositions of the spaces S( j ). Although these facts are known in essence (see e.g 6, 25]) we will sketch some steps of the proof since their ingredients will be needed anyway. To this end, it is convenient to identify with any sequence c 2`1(ZZ s ) the (formal) We wish to mention another way of generating some initial completion which is analogous to the situation considered in Section 5.2 above.
To this end, suppose that 0 2 C(IR s ) has compact support, is (a 0 ; M)-re nable and satis es (x) = X 2ZZ s 0 ( )e i x 6 = 0; x 2 IR s ; (4.46) or, equivalently, Now suppose that 2 ZZ s , 6 = 0, and write = M + e 00 for some 2 ZZ s , 00 2 E. b e 0 (z)n e 0 e (z M ); e 2 E ; z 2 T s :
Again possible applications concern local L 2 -bounded projectors. We will construct next such projectors with range S( j ) and biorthogonal systems in S( j+1 ). satis es (4.66), (4.67) and has exponentially decaying entries. Since the masks a e , e 2 E, are nitely supported, the second part of the assertion follows.
Concerning the rest of the claim, we observe that the matrixÂ 0 is again a 
2
We are now ready to complete the proof of Theorem 4.3. We argue as in 25] and infer form the Quillen-Suslin Theorem that there exist additional nitely supported masksâ e , e 2 E , such thatÂ(z) = (â e e 0(z))e;e 0 2E has determinant one on (I C n f0g) s .
In 2 Theorem 4.4 shows that by resorting to S( 1 ) and S( 2 ) one can construct a dual system where all the involved functions have compact support. If one does not insist on the dual system e ; e 2 E, to belong to S( 1 ) or S( 2 ) but instead wants 0 to be also (b 0 ; M)-re nable for some nitely supported mask b 0 one would obtain biorthogonal wavelets (see Proposition 2.2). By Remark 2.5 the corresponding additional masks a e , e 2 E , that establish a decomposition of S( 0 ) and the masks b e ; e 2 E, of the dual system are again determined by the relations (3.42). The above local biorthogonal systems may be used now as starting point for the limit processes in (3.39).
Moreover, Theorem 3.1 and Theorem 3.3 o er ways of modifying A 1 and B so as to increase, for instance, the regularity or degree of exactness of the dual system.
