A methodology coupling the LeMANS flow solver to the MOPAR-MD material response solver is presented, enabling fully-coupled, conjugate, two-dimensional simulations of ablation of pyrolyzing materials in rocket nozzle applications. Five different treatments of the surface energy balance are presented, with increasing levels of fidelity. One of these methods eliminates transport coefficient assumptions and the need for pre-computed B ′ tables by directly using species diffusion at the ablating wall to compute char mass flux. Equilibrium surface chemistry is assumed; these calculations are performed using the MUTATION++ library. Ablation of the HIPPO nozzle test case is investigated using decoupled and conjugate analysis methods. A new baseline decoupled analysis is presented and compared to experimental data. Conjugate simulations are also performed using five different surface energy balance approaches and compared to the decoupled analysis results. The integrated equilibrium chemistry approach can fully capture the effects of ablation product species injection into the nozzle flowfield, in addition to the effects of recession, wall temperature, and blowing. By rigorously capturing the strong interactions and dependencies that exist between the reacting flowfield and the ablating material, improved analysis accuracy is anticipated. 
I. Introduction
Historically, ablation in rocket nozzles has been modeled using an approach in which the computation of the convective boundary conditions is decoupled from the thermal response of the ablator (see top diagram in Fig. 1 ). In this traditional approach, calculations to determine the convective heating environment in the nozzle are performed first. Often an empirical correlation called the Bartz equation
1 is used to obtain the convective heating conditions. A common alternative is to use a 1D isentropic expansion calculation combined with integral boundary layer techniques, 2 but CFD techniques can also be used to determine the convective heating conditions. Usually these CFD analyses are performed assuming a nonablating wall. The thermal response and ablation of the thermal protection system (TPS) is then calculated with CMA 3 or a similar one-dimensional ablation code. To account for the effects of surface recession and blowing on the boundary layer, empirical corrections are applied by the material response solver to the pre-computed convective boundary conditions. The surface energy balance at the ablating surface is determined based upon transport coefficient assumptions and pre-computed B ′ tables. With this decoupled approach it is not possible to rigorously account for geometric effects or thermochemical buffering of the boundary layer. Coupling between the flow solver and the material response solver is required in order to capture the effects of shape change due to recession. 4 Also, char mass flux (recession rate) is sensitive to composition at the ablating surface, 5 which is affected by the transport coefficient diffusion model assumption. Additionally, it has been found that the material response of the nozzle depends upon the wall temperature profile assumed when computing the cold wall heat flux. 6 Decoupled analyses are therefore unable to rigorously capture the mutual interactions that occur at the ablating boundary between the flowfield and the material response.
For conjugate analyses, the flowfield and material response are computed in a tightly-coupled manner (see lower diagram in Fig. 1 ), in order to capture the strong interactions and dependencies that exist between the reacting flowfield and the ablating material. As a result, improved analysis accuracy is anticipated.
Recent work at the University of Rome has investigated the effects of ablation on the flowfield within rocket nozzles. [7] [8] [9] [10] [11] Several of these studies modeled finite-rate surface chemistry, though some used an equilibrium chemistry approach that apparently did not make a transport coefficient assumption or use precomputed B ′ tables. However, this work assumed one-dimensional, steady-state ablation and did not consider the transient thermal response of the TPS material, nor did the simulations capture multidimensional effects, which can be important near the nozzle throat. Likewise, Thakre and Yang 12 modeled nozzle flowfields assuming steady-state, one-dimensional ablation of non-charring materials.
Researchers at the University of Michigan [13] [14] [15] have performed coupled ablation analyses for external thermal protection systems (such as the IRV-2 vehicle and the Stardust reentry capsule) including the transient response of the TPS material. However, only non-charring materials have been modeled assuming . two-dimensional heat transfer; conjugate simulations involving pyrolyzing materials have only been performed assuming one-dimensional heat transfer and ablation. Many of these studies used a surface energy balance approach based on B ′ tables, though some have explored finite-rate surface chemistry. Kuntz et al. 4 investigated conjugate analysis of transient, two-dimensional ablation for the nosetip of the IRV-2 vehicle. However, only non-charring TPS materials were considered, using a surface energy balance approach that made the transport coefficient assumption and therefore required B ′ tables. The flow domain was periodically remeshed in order to capture the effects of surface recession. Researchers at NASA also investigated this test case, using a similar methodology. 16 This work assumed one-dimensional ablation. Other research conducted at NASA investigated conjugate analyses of transient, one-dimensional ablation for the Stardust sample return capsule (which used a pyrolyzing TPS material); the surface energy balance was performed with the use of B ′ tables. 17 However, in this work the flow solver mesh was not updated to account for surface recession. More recent research conducted at NASA investigated ablation boundary conditions for flow solvers that directly model equilibrium surface chemistry and char mass flux based upon species diffusion at the wall; transport coefficient assumptions and B ′ tables were not required. 5, 18 Ablation of pyrolyzing materials in external TPS applications was investigated; one-dimensional, steady-state ablation was assumed.
The goal of the present work is to establish and demonstrate a methodology enabling conjugate analyses of transient, two-dimensional ablation of pyrolyzing TPS materials (e.g. carbon-phenolic) in rocket nozzles. This paper begins with a brief description of the flow and material response solvers used in this work. The strategy used to couple these two codes together is then discussed, along with the criteria used to determine when the material response solver should be called to update the flow solver boundary conditions. Next, five different treatments of the surface energy balance are presented, including a detailed derivation for one technique that eliminates the need for transport coefficient assumptions and pre-computed B ′ tables. Finally, simulations of the HIPPO nozzle test case using these different conjugate analysis approaches are presented and compared to a baseline decoupled analysis.
II. Methodology

II.A. LeMANS Flow Solver
The flow solver used in this work is LeMANS, 19, 20 a multi-species, reacting Navier-Stokes solver developed at the University of Michigan. This code was originally created for the purpose of studying thermal and chemical nonequilibrium phenomena that occur in two-or three-dimensional, laminar, hypersonic flowfields, but additional features have recently been added to the code enabling rocket nozzle flowfields to be modeled. 6 Turbulence can be handled using the Menter BSL and SST k-ω turbulence models. Gas-particle mixtures (caused by the presence of alumina particles formed during the combustion of the aluminum in the solid propellant) are modeled using an equilibrium "two gas" method that treats the condensed phase as an additional gas species with special properties. Multiple temperatures are used to model the different energy modes of all species, and different transport property models are available. A modified Steger-Warming Flux Vector Splitting Scheme is used for computing the inviscid fluxes, while a central-difference scheme is used for the viscous fluxes; LeMANS is second-order accurate in space. Steady-state solutions are obtained through a time-marching method. Integration is generally performed using a line-implicit scheme, though a point-implicit scheme is also available. Parallelization is achieved by using MPI and METIS libraries.
II.B. MOPAR-MD Material Response Solver
The material response solver used in this work, MOPAR-MD, 6, 21 was originally developed at the University of Michigan to explore the ablation response of non-charring materials with anisotropic thermal conductivity. With recent enhancements, it is now possible to also model the ablation of pyrolyzing materials; an unlimited number of decomposition components are permitted. Transport of the pyrolysis gases through the porous char is modeled using a form of Darcy's law that can accommodate anisotropic permeability. The ablation boundary condition follows a typical method based on B ′ tables, and makes the unity Lewis number assumption (meaning that the mass and energy transport coefficients are equal). MOPAR-MD can model two-dimensional or axisymmetric geometries with unstructured meshes, and deforms the mesh to account for surface recession. Time integration is performed using a first-order implicit scheme; spatial discretization is performed using a second-order control volume finite element method. The mesh deformation, energy, solid phase continuity, and gas phase continuity equations are loosely-coupled and solved sequentially in an iterative process each time step. MOPAR-MD is a serial code, which places limitations on the size of a simulation that can be affordably completed.
II.C. Coupling Strategy
In this work the LeMANS flow solver is coupled to the MOPAR-MD material response solver, enabling fully-coupled, conjugate simulations of ablation of pyrolyzing materials. The pressure trace for a rocket motor firing is divided into a number of discrete time points (see Fig. 2 ). At each time point a steady-state flowfield solution is obtained using the flow solver. The wall boundary conditions required by the flow solver are obtained from the material response solver, which is linked into the flow solver executable as a boundary condition routine. At each time point, the material response solver performs a transient analysis starting 
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from the solution obtained at the previous time point, using as boundary conditions values passed from the flow solver. These values are linearly interpolated between time points. The variables passed between solvers depend on the surface energy balance approach (see section II.E), as given in Table 1 . An under-relaxation factor is applied to the variables passed from the material response solver to the flow solver:
Here θ represents any variable of interest. Thus, the new values for these flowfield boundary variables are a blend of the previously-used values and the latest values predicted by the material response solver. As will be shown later (see section III.C), this under-relaxation factor helps with the convergence of the conjugate solution. Generally, the under-relaxation factor is applied to the temperature, mass flux, wall position, and species mass fractions. No under-relaxation factor is applied to pyrolysis gas mass flux when using the integrated equilibrium chemistry method. It should also be noted that the flowfield and material response meshes do not need to have coincident nodes; interpolation is used to map values between meshes. This adds flexibility and allows each mesh to be optimized independently. A fully converged conjugate solution is obtained for each time point before advancing to the next. This requires an iterative process with the material response solver being called multiple times for each time point, as illustrated in Fig. 3 . Starting with the solution from the previous time point, a flow solver iteration is performed, producing updated values for the material response boundary conditions (in this example, pressure, heat flux, and recovery enthalpy). At the end of every flow iteration, a check is performed to determine whether or not the material response solver should be called to update the ablating wall boundary conditions (see section II.D). If it is determined that the wall values should be updated, the material response solver is called, which performs a transient thermal analysis starting from the previous time point. This yields updated values for the flow solver boundary conditions (e.g. wall temperature, injected mass flux, and wall position). The flow solver then updates the flow domain mesh to account for wall recession, and a new flow iteration is performed. If the first check determines that it is not necessary to update the wall values, a second check is performed to determine if convergence has been achieved. If convergence is not achieved, the process continues with another flowfield iteration, otherwise, the conjugate solution can advance to the next time point.
II.D. Surface Update Criteria
In this effort, the material response solver is called in order to update the flowfield wall boundary conditions once three different criteria are all satisfied. The first criterion: (2) requires that some minimum number of flow iterations be completed between calls to the material response solver. This helps ensure that the flow has sufficient time to respond to the latest wall conditions before updating the wall again. The second criterion:
looks at the maximum change in heat flux between two subsequent flow iterations, and is a measure of the convergence of the flowfield. This criterion prevents the wall values from being updated while the flowfield is still undergoing significant changes. The third and final criterion:
looks at the change in the root mean square (RMS) heat flux since the last time the material response solver was called, and is a measure of how much the flowfield has changed since the last time the wall values were updated. This criterion prevents the material response solver from being needlessly called if the wall heat flux has not changed significantly. The three parameters on the right hand side of Eqs. (2) through (4) are threshold values that must be specified by the user; trial-and-error is required to identify appropriate values for a given problem. The following values are found to be generally suitable for this effort, and are used for most simulations presented in this paper:
II.E. Surface Energy Balance
Five different approaches for treating the surface energy balance are identified and implemented into the conjugate ablation analysis code.
II.E.1. Noncatalytic Wall (NCW)
In the NCW coupling approach, a noncatalytic wall (zero species mass fraction gradient in the wall-normal direction) boundary condition is used in the flow solver, and the raw heat flux is passed to the material response solver. This is the same surface energy balance approach used by other researchers at the University of Michigan for some conjugate ablation studies for external thermal protection system applications.
13, 15 The surface energy balance is performed in the material response solver using pre-computed B ′ tables. Recall that the net heat flux to an ablating surface is given by: (6) In this approach, the heat flux obtained from the flow solver is used directly as the convective heat flux; no approximation or modification is used:q
However, the heat fluxes due to pyrolysis gas and char mass flux require values for the ablating wall enthalpy h w and the nondimensional char mass flux B ′ c for closure:
These values are tabulated in the B ′ tables as functions of wall temperature, pressure, and nondimensional pyrolysis gas mass flux:
Pyrolysis gas mass flux is nondimensionalized by an enthalpy conductance; note that the unity Lewis number assumption (mass transfer coefficient and energy transfer coefficient are the same, g M = g H ) is made:
Thus, to use pre-computed B ′ tables to provide closure for the net heat flux to the ablating boundary, it is necessary to compute an enthalpy conductance (enthalpy-based convection coefficient):
In this calculation the recovery enthalpy h r is assumed to be equal to the gas-phase stagnation enthalpy.
Since wall enthalpy h w is obtained from the B ′ tables and is therefore a function of g H , an iterative procedure is used to solve Eq. (13).
II.E.2. Noncatalytic Wall Using Coefficients (NCWC)
In this approach, a noncatalytic wall boundary condition is still used in the flow solver, but an enthalpy conductance (heat transfer coefficient) is passed to the material response solver instead of the raw heat flux. The enthalpy conductance is computed within the flow solver according to:
where h F S is the enthalpy of the gas-phase species present at the noncatalytic wall. Note that the difference between the enthalpy conductance computed by Eq. (14) for the NCWC method and the enthalpy conductance computed by Eq. (13) for closure of the NCW method is the choice of wall enthalpy. For the NCW method the ablating wall enthalpy from the B ′ tables is used, while for the NCWC method the noncatalytic wall enthalpy from the flow solver is used, which is more appropriate.
Within the material response solver, this enthalpy conductance is used to compute the convective heat flux:q
where the wall enthalpy h w comes from the B ′ tables. Computation of the heat fluxes due to pyrolysis gas and char mass flux is the same as for the NCW method.
Since the wall enthalpy for a noncatalytic wall flow solution will in general be different than the ablating wall enthalpy (due to different compositions at the wall), then the heat flux used by the material response solver will not match the heat flux computed by the flow solver. However, this is consistent with the traditional decoupled ablation analysis approach, and actually represents an improvement over the decoupled approach, since the effects of wall temperature and mass injection are being accounted for directly in the computation of the enthalpy conductance (instead of being approximated with correlations). Additionally, using a heat transfer coefficient is a "softer" boundary condition than using a raw flux. It is therefore expected that simulations using this approach will be more robust and stable, and it should be possible to employ larger spacing between time points.
II.E.3. Ablating Wall Using Tables (AWT)
The AWT method is similar to the NCW method in that a raw heat flux is passed from the flow solver to the material response solver. However, a noncatalytic wall boundary condition is not used. Instead, the species mass fraction at the wall is specified according to the equilibrium composition at the ablating wall, which is obtained as part of the procedure used to compute the B ′ tables. Normally this composition data is not retained, but for the AWT method the species mass fractions are stored in an "extended" B ′ table as functions of wall temperature, pressure, and nondimensional pyrolysis gas mass flux:
The material response solver interpolates from this "extended" B ′ table and passes the resultant species mass fractions at the ablating wall back to the flow solver. This surface energy balance approach is similar to that used by Olynick et al.
17
Species mass fractions at a given point in the flow can change by several orders of magnitude between two different time points. Such a situation can arise, for example, when the temperature at a given location at one time point is low enough so that ablation does not occur, but at the next time point has increased to the point where ablation does occur. In this situation, applying an under-relaxation factor to the species mass fractions is unable to adequately capture this significant change in composition. It is found that applying the under-relaxation factor to the logarithm of the species mass fractions provides a much better adjustment of the wall composition.
II.E.4. Ablating Wall Using Tables and Coefficients (AWTC)
This method is similar to the AWT method, except that an enthalpy conductance is passed from the flow solver to the material response solver, instead of the raw heat flux. In this regard it is similar to the NCWC method. Once a converged coupled solution is obtained, the wall enthalpy computed by the flow solver should be the same as the ablating wall enthalpy from the B ′ tables. Therefore, the heat flux computed by the flow solver will match the heat flux used in the material response solver. However, this will not necessarily be the case as the solution is developing (mainly due to the under-relaxation factor applied to the wall mass fractions). This approach is very similar to that used by Kuntz et al. 4 
II.E.5. Integrated Equilibrium Chemistry (IEC)
The preceding four methods all use B ′ tables within the material response solver to perform the surface energy balance. In the IEC approach, B ′ tables are completely abandoned. Instead, the equilibrium chemistry calculations at the surface are integrated into the LeMANS flow solver. Equilibrium chemistry ablation is computed based on the diffusive fluxes at the wall and the injection of the pyrolysis gases without resorting to a transport coefficient assumption. This approach is similar to that presented by Johnston et al.
5, 18
Consider a thin control volume located just above an ablating surface, as illustrated in Fig. 4 . Assuming no mechanical removal of char, element conservation and mass conservation dictate that:
The first term on the left hand side is the diffusion of element k away from the wall into the flow. Normally this diffusion is approximated using a transport coefficient, leading to the formulation of the the IEC approach, however, this diffusive flux is computed using the modified Fick's model employed by the LeMANS flow solver. Assuming that the diffusive flux is dominated by the gradient in the wall-normal direction, this results in:
J error is a correction term to ensure that the net mass diffusion is zero. Substituting Eq. (18) into Eq. (17) and solving for the elemental mass fraction at the wall (assuming thatJ error is insensitive toỸ kw ) yields: (20) which is the desired expression giving the elemental composition at the ablating wall. However, the char mass flux remains an unknown. Ablation occurs whenṁ ′′ c is sufficient to saturate the equilibrium composition adjacent to the wall with the char species (generally assumed to be carbon), i.e. Y c = 0. Larger values ofṁ ′′ c will super-saturate the mixture, resulting in Y c > 0, but leaving the gas-phase composition unchanged. Thus, the gas-phase composition at the ablating wall can be determined by settingṁ ′′ c to a large value that will ensure supersaturation of the equilibrium solution. In this work the char mass flux used in Eq. (20) is computed as:
where the constants have been arbitrarily selected and could potentially be reduced.
Once the elemental mass fractions at the super-saturated wall have been determined, the Mutation++ library 24 is used to obtain the corresponding equilibrium solution. The saturated equilibrium composition is then obtained by setting Y c = 0 and re-normalizing the gas-phase mass fractions. Solving Eq. (20) for the char mass flux gives:ṁ
where it is only necessary to use the mass fraction of a single element at the saturated wall. This method of determiningṁ ′′ c is different from that used by Johnston et al., 5, 18 who instead relied on a curve fit for an equilibrium relation between gas-phase and condensed-phase carbon.
The elemental mass fractions required in these calculation can be obtained from the species mass fractions according to:
where A ki is the stoichiometric coefficient giving the number of atoms of element k present in one molecule of species i. When calling the material response solver, the convective heat flux, char mass flux, and wall enthalpy are passed from the flow solver to the material response solver, and are assumed to vary linearly between time points. Excluding radiation (which is easily handled separately), the net heat flux to the ablating surface is computed in the material response solver as:
This approach allows the pyrolysis gas mass flux (and associated heat flux) to vary in a nonlinear way between time points (while the other terms are linear).
II.E.6. Methodology Comparison
As is shown in section (III.D), the NCW method significantly over-predicts the ablation response of the HIPPO nozzle. This is mainly because the noncatalytic wall boundary condition used in the flow solver over-predicts the heat flux to the wall of the nozzle. This is illustrated in Fig. 5 , where the convection heat flux components as computed with the NCW and AWT methods are compared for t = 0.2 s. The heat flux due to the translation-rotational and vibrational temperature gradients are similar for the two methods. However, for the AWT method the heat flux component associated with species diffusion is negative near the throat (where ablation is occurring) and positive near the nozzle exit (where ablation is not occurring). Since (by definition) the NCW method does not include this negative contribution from the diffusive heat flux, the total heat flux is over-predicted.
The noncatalytic wall boundary condition causes the species composition at the wall to be significantly different from the actual ablating wall composition. As a consequence, for the HIPPO nozzle the ablating wall enthalpy is greater than the noncatalytic wall enthalpy (see Fig. 6 ). Recall Eq. (15) suggests that heat flux should decrease as wall enthalpy increases. It is therefore reasonable to expect that the heat flux to the ablating wall should actually be less than that predicted by the noncatalytic wall. For ablation in air the noncatalytic wall boundary condition is considered to provide the lower bound on heat flux, 13 but for ablation in rocket nozzles the noncatalytic wall boundary condition appears to provide the upper bound on heat flux.
A further contributing factor to the over-prediction of the ablation response by the NCW approach is the method used to compute the enthalpy conductance, which is required in order to use the B ′ tables for closure of the surface energy balance. Recall for the NCW method that enthalpy conductance is computed based upon the ablating wall enthalpy (Eq. (13)). Therefore, a much larger value for enthalpy conductance is obtained than if the noncatalytic wall enthalpy was used. This is illustrated in Fig. 7 , where enthalpy conductance is computed based on the total heat flux for the NCW method (shown in Fig. 5 ) and the two different wall enthalpies shown in Fig. 6 . Since char mass flux (and therefore recession rate) is proportional to enthalpy conductance, greater surface recession will be predicted when the noncatalytic heat flux is converted to an enthalpy conductance using the ablating wall enthalpy. Since the purpose of enthalpy conductance is to characterize a convective heating environment, enthalpy conductance should therefore always be computed using the same wall enthalpy as was used in the computation of the convection heat flux (as is the case for the other methods considered). Because of these shortcomings, the NCW method is found to be unsuitable for modeling ablation in rocket nozzles.
The NCWC method is most similar to the decoupled analysis technique in that a noncatalytic wall boundary condition is used in the flow solver to obtain an enthalpy conductance, which is applied as a boundary condition in the material response solver. The NCWC method improves upon the decoupled analysis method by inherently capturing the effects of recession (changing geometry), wall temperature, and mass injection (blowing) on the convective heating. (The decoupled analysis approach largely relies on correction factors to account for these effects.) Similar to the decoupled approach, this method uses a transport coefficient assumption to adjust the convection heat heat flux computed by the flow solver to account for the enthalpy at the ablating wall. The NCWC method therefore does not significantly overpredict the ablation response, as is the case for the NCW method. However, this method cannot directly capture the effects of the injection of ablation product species into the flowfield.
The AWT and AWTC methods provide an increased level of modeling fidelity, in that the effects of ablation product species are being partially accounted for (in addition to capturing the effects of recession, wall temperature, and blowing). These two methods can inherently handle the effect that ablation product species diffusion has on the convective heating applied to the ablating wall. However, when performing the surface energy balance (specifically, when computing the heat flux due to pyrolysis gas and char mass fluxes) these approaches still make transport coefficient and unity Lewis number assumptions. This means that these methods will not be able to capture the full effect that species diffusion has on char mass flux (and hence recession rate). The only difference between these two methods is that the AWT method passes raw heat flux from the flow solver to the material response solver, while the AWTC method passes an enthalpy conductance. As will be shown in section III.D, these two methods produce very similar results. However, the AWTC method may permit larger spacing between time points, and hence more affordable conjugate simulations.
The highest level of fidelity is provided by the IEC method. With this method the transport coefficient and unity Lewis number assumptions are not made, and pre-computed B ′ tables are not used. Instead, the actual species diffusion at the ablating wall is used to compute the char mass flux (recession rate). Because the IEC method is directly computing mass diffusion at the ablating wall, it inherently captures the effects of a non-unity Lewis number and of chemical buffering in the boundary layer. This method can therefore fully capture the effect of ablation product species injection into the nozzle flowfield, in addition to the effects of recession, wall temperature, and blowing.
III. Analysis of the HIPPO Nozzle
Conjugate ablation analyses are performed for the HIPPO nozzle, 25 a sub-scale (6.35 cm diameter throat) space shuttle solid rocket test motor with a carbon-phenolic nozzle. Extensive test data are available for this nozzle, including surface recession and char depth as a function of axial position for eight circumferential stations. This test case was previously the subject of decoupled ablation analyses. 
III.A. Model
The geometry of the HIPPO nozzle is illustrated in Fig. 8 . No information is available describing the nozzle contour more than about 0.13 m upstream of the throat. However, based on similar nozzles in the literature, 26 it seems likely that the HIPPO nozzle was submerged, with a nose similar to that assumed and illustrated in Fig. 8 .
The mesh for the flowfield is constructed of quadrilateral elements, and has 77 cells in the wall-normal direction and 150 cells in the axial direction, for a total of 11,550 cells. Near wall cell thickness ranges from approximately 6.2 × 10 −8 m at the throat increasing to 2.0 × 10 −7 m at the exit; a stretch ratio of 20 % is used in the wall-normal direction. Wall Y + values remain below 0.1 for the length of the nozzle with this mesh. The axial dimension of the cells ranges from approximately 1.27 × 10 −3 m near the throat and nose increasing to 6.8 × 10
−3 m at the exit. Biasing is used in order to obtain a smooth mesh. Mesh parameters are determined from an extensive mesh refinement study, which suggests that this mesh can yield heat flux values with an error of less than 0.5 %. The flowfield mesh is illustrated in Fig. 8 .
The mesh for the solid domain features a 1.27 cm thick layer of stacked anisotropic triangular elements adjacent to the ablating boundary. 67 layers of elements are used in this region, with a near-wall thickness of 2.54×10
−5 m and a growth rate of 1.05. This mesh topology is obtained by first generating a structured mesh with quadrilateral cells, then triangulating each cell. It is found that it is important for the diagonal faces dividing the quadrilateral elements to be aligned in the same direction. The axial dimensions of the elements are the same as for the flowfield mesh. Coincident nodes are maintained on the ablating boundary between the flowfield mesh and the material response mesh (though this is not a requirement of the coupled code). Approximately isotropic triangular elements are used to fill the remainder of the domain. Mesh parameters are determined from a mesh refinement study. The final mesh contains 21,926 elements and 11,144 nodes. Material response simulations use a variable time step according to the schedule presented in Table 2 ; this captures early transient effects while not using an unnecessarily small time step later in the simulation.
The nozzle material is MX4926 carbon-phenolic, and is modeled using properties previously reported.
6
B ′ tables are computed using the Chemics 27 chemical equilibrium program and the CEA 28 thermodynamic database. Gas-phase finite-rate chemistry is modeled using a 20 species, 33 reaction reduced mechanism developed by the authors and presented in a companion paper.
29 Diffusion of gas-phase species is modeled using a constant Lewis number Le = 0.66 (Le ≡ Pr Sc ). Lewis number is obtained from an isentropic expansion calculation performed with the Chemics code. For a chamber pressure of P 0 = 4.48 MPa, Lewis number ranges from Le = 0.65 in the chamber to Le = 0.71 at the exit, with Le = 0.66 occurring at the throat.
III.B. Decoupled Analysis
While decoupled ablation analyses of the HIPPO nozzle have previously been completed, 6 a new decoupled analysis is performed to provide a more reasonable baseline for comparing to the results from conjugate simulations. This decoupled simulation uses the updated HIPPO geometry that includes the nozzle nose (excluded from the previous study). The general approach taken for this decoupled analysis is to use the same methodology that might be used as the first step in a traditional, decoupled analysis.
The measured pressure trace from the HIPPO motor firing is closely approximated using seven discrete pressures, as illustrated in Fig. 9 . Convective boundary conditions for each pressure are computed using the LeMANS flow solver. Wall temperature is set to be a uniform 3000 K, which is about 500 K less than the chamber temperature. This is consistent with the first iteration of a traditional analysis, and provides a well-defined baseline for comparisons. However, enthalpy conductance (and the resultant thermal response) has been shown to be sensitive to the choice of wall temperature when computing boundary conditions. 6 As a result, this decoupled analysis could under-predict the thermal response in the downstream portion of the nozzle, where wall temperatures are expected to be significantly less than the assumed constant value. Recovery enthalpy is taken to be the stagnation enthalpy at each pressure. This is a small departure from the typical approach, where separate simulations using an adiabatic wall boundary condition are performed to obtain a local recovery enthalpy value. The main justification for using the stagnation enthalpy instead of a local recovery enthalpy is to be consistent with the conjugate analyses, where only a stagnation enthalpy value is available. Stagnation enthalpy is greater than the local recovery enthalpy, so this assumption will mitigate to some extent the under-prediction caused by using a constant wall temperature.
Radiation is neglected from all analyses presented in this paper. The main reason for this assumption is to prevent radiation from masking differences between the decoupled and the conjugate simulations, and between the different surface energy balance methods investigated with the conjugate analyses. Additionally, previous work showed that radiation had only a small impact on the thermal response at or downstream of the throat (though radiation made a significant impact upstream of the throat).
6
Surface recession at the end of the motor firing as predicted by this decoupled analysis is compared to experimental measurements in Fig. 10 . It is observed that the decoupled analysis over-predicts recession in the region upstream of the nozzle throat. Possible causes for this over-prediction include the unity Lewis number assumption made as part of the surface energy balance, and the inability to capture the effects of recession (modified geometry) on the enthalpy conductance. Downstream of the throat better agreement is achieved. However, this is likely coincidental, and caused by the expected under-prediction of enthalpy conductance in this region.
III.C. Convergence Studies
A study is performed to investigate the impact that the under-relaxation factor has on the convergence of the conjugate solution, and to identify the optimum value to use. Conjugate simulations are performed for the first time point (t = 0.2 s) for the HIPPO nozzle using the Noncatalytic Wall (NCW) surface energy balance method. Four different under-relaxation values are considered (ζ = 1.0, 0.75, 0.5, 0.2) and are applied to the wall temperature and mass flux. Under-relaxation is not applied to the wall position. Convergence of the conjugate solution at this time point is presented in Fig. 11 and Fig. 12 . The RMS average heat flux on the ablating wall is plotted in Fig. 11 as a function of the call to the material response solver. Figure 12 gives the percent RMS difference between the wall temperature predicted by the material response solver and the wall temperature actually used by the flow solver, which is an excellent measure of the convergence of the conjugate solution. It can be seen from these plots that using an under-relaxation factor ζ = 1.0 (i.e. directly applying new wall values from the material response solver) causes oscillations in the average heat flux, and delays convergence. However, using too low of an under-relaxation factor also hinders convergence of the conjugate solution, which can be most clearly seen by looking at the curve for ζ = 0.2 in these plots. The optimum under-relaxation factor for this case appears to be ζ = 0.75, which provides very rapid convergence, as can be clearly seen in Fig. 12 .
A second study is conducted to determine the effect that flowfield development has on convergence of the conjugate solution. This is investigated by varying the CFL number ramp and the minimum number of flowfield iterations between calls to the material response solver. Results from this study are presented in Fig. 13 . It is discovered that obtaining adequate development of the flowfield between calls to the material response solver is important for obtaining rapid convergence of the conjugate solution. For the simulations using the "10×" CFL ramp (in which the CFL number is ramped from 0.1 to 500 over 5000 iterations), it is found that requiring 2000 flow iterations between material response calls provides better convergence than requiring only 1000 iterations between calls. However, there is negligible added benefit from requiring 4000 flow iterations between calls. Increasing the CFL ramp by an additional factor of ten ("100×"; CFL number is ramped from 1.0 to 500 over 500 iterations) causes the flowfield to develop much more rapidly. As a result, 1000 flow iterations between calls to the material response solver is sufficient for good convergence.
III.D. Conjugate Analyses
Conjugate flowfield / ablation analyses are performed for the HIPPO nozzle using the five surface energy balance approaches described in section II.E. Variable time point spacing is used, as can be seen in Fig. 9 . Time points are closely spaced at the beginning of the conjugate simulations in order to capture the early transients, while the spacing is increased with time, in order to minimize the number of time points analyzed. The interval between time points is selected so that the changes in pressure, heat flux, and temperature at the nozzle throat (as obtained from the decoupled analysis described in section III.B) between time points are approximately equal. Attempts at using larger time point spacing early in the motor firing were not successful. Simulations have been completed only for the first few seconds of the motor firing; simulations for the complete pressure trace are in progress.
Most simulations use an under-relaxation factor of ζ = 0.5; higher values can be successfully used for the methods using a noncatalytic wall (NCW, NCWC), but can be unstable for the other methods. For early time points it is sometimes necessary to drop the under-relaxation factor on the species mass fractions to ζ = 0.25. It is necessary to use the converged solution obtained with the AWT method as the starting point for the IEC simulation for the first time point. A converged conjugate solution can be obtained after approximately 10 calls to the material response solver for the NCW and NCWC methods, while the other methods require approximately 20 calls.
Surface temperature at the nozzle throat as a function of time as computed by the conjugate simulations is compared in Fig. 14 to results from the decoupled analysis. Surface temperature distribution at t = 2.0 s is compared in Fig. 15 . Upstream of the throat there is fairly good agreement between all simulations. However, at and downstream of the throat all conjugate simulations predict a thermal response more severe than that predicted with the decoupled analysis. Most of this discrepancy can be attributed to the underprediction of the enthalpy conductance for the decoupled analysis (due to the choice of wall temperature when computing the convective heating). This under-prediction would be most significant at and downstream of the nozzle throat. The NCW method significantly over-predicts the thermal response due to the reasons discussed in section II.E.6. Since this method is found to be inappropriate for conjugate ablation analyses of rocket nozzles, simulations with this method are discontinued after t = 1.0 s. The AWT, AWTC, and IEC methods are in very close agreement with each other, and produce thermal responses most similar to the decoupled analysis results. The NCWC method predicts a thermal response that is approximately 2 % higher than that obtained with the AWT, AWTC, and IEC methods.
Surface recession at the nozzle throat is compared as a function of time in Fig. 16 . The NCW method grossly over-predicts recession due to the over-prediction of both heat flux and enthalpy conductance, as discussed in section II.E.6. Surface recession distribution at t = 2.0 s is compared in Fig. 17 identical, and are in good agreement with the decoupled analysis results upstream of the throat. However, recession is still significantly over-predicted at and downstream of the throat. Of the conjugate simulation approaches, the IEC method predicts the lowest surface recession; the recession distribution is very similar to that obtained with the AWT and AWTC methods, but shifted downwards. Upstream of the throat the IEC method actually predicts less recession than that obtained with the decoupled analysis. At and shortly downstream of the throat the IEC method over-predicts recession relative to the decoupled analysis, but good agreement is obtained between the two methods near the nozzle exit. There are several reasons why the surface recession as predicted by the IEC method is lower than that predicted with the other conjugate approaches. All the other methods model mass diffusion at the ablating wall using a transport coefficient assumption, while the IEC method directly models the diffusion of species to and from the ablating wall. Diffusion for the IEC method is based on a Lewis number of Le = 0.66, while the other methods are based on an assumption of unity Lewis number (equal heat and mass transport coefficients). All things being equal, a lower Lewis number should give less mass diffusion, and thus lower recession. Finally, since the IEC method is directly computing mass diffusion, it inherently captures the effects of the buildup of ablation product species in the boundary layer due to upstream mass injection. This chemical buffering of the boundary layer would tend to suppress ablation at downstream locations. The methods relying on a transport coefficient assumption cannot account for this chemical buffering.
Proper comparison of the results produced with the IEC method to experimental data is dependent upon completion of a conjugate simulation for the full pressure trace, an endeavor which is currently in progress. However, preliminary comparisons can be made by extrapolating the trends observed in Fig. 17 , and comparing to the experimental results in Fig. 10 . Peak recession occurs closer to the nozzle throat with the IEC method than with the decoupled analysis; in this regard the IEC method agrees better with the experimental results than the decoupled analysis. Upstream of the throat the IEC method predicts less recession than the decoupled analysis; this would bring the IEC results in closer agreement with the experimental results than the decoupled analysis. However, downstream of the throat the IEC method is predicting greater recession than the decoupled analysis, which could lead to worse agreement with experimental measurements in this region.
IV. Conclusion
A methodology enabling fully-coupled, conjugate, two-dimensional simulations of ablation of pyrolyzing materials in rocket nozzle applications has been presented. A rocket motor firing pressure trace is divided into a number of discrete time points, with a steady-state flowfield solution obtained at each point. Wall boundary conditions for the flow solver come from transient material response analyses. Convergence of the conjugate solution is obtained in an iterative process, with the material response solver being called multiple times for each time point. Under-relaxation of values passed from the material response solver to the flow solver helps with the convergence of the conjugate solution. The ideal under-relaxation factor appears to be ζ ≈ 0.5; larger values can be unstable, while lower values can delay convergence. Convergence studies also showed that it is important to obtain adequate development of the flowfield between calls to the material response solver.
Five different treatments of the surface energy balance were presented, with increasing levels of fidelity. The NCW method was found to be unsuitable for rocket nozzle applications, even though it has been used in the literature for modeling external thermal protection systems. This method over-predicts both heat flux and enthalpy conductance, leading to significant over-predictions of the ablation response. The NCWC method corrects some of these issues, but still uses a noncatalytic wall boundary condition for the flow solver. This method therefore cannot directly capture the effects of the injection of ablation product species into the flowfield, but does account for recession, wall temperature, and blowing. The AWT and AWTC methods can account for the effect that ablation product species have on the heat flux at the ablating wall, but still rely on transport coefficient and unity Lewis number assumptions and pre-computed B ′ tables for the computation of char mass flux and recession. These two methods give very similar results, but the AWTC method should permit greater spacing between time points and therefore more affordable simulations.
The highest fidelity surface energy balance approach is the IEC method, which abandons the the transport coefficient and unity Lewis number assumptions and therefore does not require the use of pre-computed B ′ tables. Char mass flux is computed based on the actual species diffusion at the ablating wall, and can therefore inherently capture the effects of a non-unity Lewis number and of chemical buffering (the buildup of ablation product species in the boundary layer due to upstream mass injection) in the boundary layer.
The thermal and ablation response of the HIPPO nozzle test case was predicted using a decoupled analysis technique as well as the five conjugate methods presented here. The decoupled analysis over-predicts recession upstream of the throat, while good agreement with experimental data is obtained downstream of the throat. However, this good agreement is believed to be coincidental and the result of a known under-prediction of the convective heating environment in this region for the decoupled analysis. Conjugate simulations have only been completed for the first few seconds of the motor firing. Surface temperature as predicted with the AWT, AWTC, and IEC methods is almost identical, while the NCWC values are approximately 2 % higher. The NCW method greatly over-predicts surface temperature and recession. The NCWC method predicts more recession throughout the nozzle than was predicted with the decoupled method, while the AWT and AWTC methods give good agreement in the region upstream of the throat. The IEC method predicts the lowest recession, and in fact predicts less recession in the region upstream of the throat than obtained from the decoupled analysis. Extrapolations suggest that the IEC method should provide better agreement with experimental recession data than the other conjugate approaches or the decoupled analysis method. Future work will focus on extending the conjugate simulations for the full duration of the motor firing.
By solving the ablation problem in a fully conjugate manner, many of the simplifying assumptions that must be made in traditional, decoupled ablation modeling approaches are avoided. The strong interactions and interdependencies that exist between the reacting flowfield and the ablating material are captured rigorously. This places the analysis more strongly upon first principles, and should improve the accuracy of the resulting predictions.
