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Introduction
Linear Logic has been introduced by Girard [2] . In the current paper we consider multiplicative fragments of Linear Logic (i.e. fragments with two connectives @ and -) containing only two constants: 1 and I (MLL(_L, 1)). The inference rules of the multiplicative fragment of Linear Logic are given in Table 1. Remark. The Cut rule can be eliminated [2] .
We shall also consider the multiplicative fragment of Linear Logic with weakening rule MLLW (see Table 2 ).
In [S] it was demonstrated that the MLLW is NP-complete, and in [3] it was proved that the MLL is NP-complete too. In order to find the exact bound of NP-completeness in Linear Logic , the Horn fragment of Linear Logic (HLL) has been introduced in [4] , i.e. the fragments containing only sequents of the form
where A contains only simple products, and r contains simple products and implications of the form (X --o Y), where X and Y are simple products. (A simple product is a tensor product of a number of positive literals and constants.) It is clear that HLL is a proper fragment of MLL. Table 2 The weakening rule I-tA
Below we shall use the following notational conventions: MU,,, (I, 1) and HLL,,, (I, 1) are, respectively, multiplicative and Horn fragments with k literals and constants I and 1; MLLW(I, 1) and HLLW(_L,l) are multiplicative and Horn fragments with Weakening rule containing constants I and 1; HLL( ) and MLL( ) are the fragments with no constants; and so on. Definition 1. For any literal p, the number #,A is defined as follows: # pp = 1; #sq = 0, if q is a literal different from p; #,(A@B) = #,A + #,I?;
In this paper we shall need the concept of the equipartition problem, which has been introduced in [l] .
The equipartition problem is defined as follows:
Given k-dimensional vector of natural numbers s =(s1,s2,...,4, such as b/4 < Si < b/2 for every i = 1 ,..., k,wherek=3m,andb=(l/m)Csi.
Find whether the following assertion is correct:
the set { 1,2, . . , k} can be partitioned into m disjoint sets S,, Sz, . . , S, (three elements in each) such that c si = b, for j = 1, . . . , m. (1)
ieS,
In [l] it was demonstrated that the equipartition problem is NP-complete.
In [4] it was shown that both HLLs with Weakening and without Weakening are NP-complete, even if they contain occurrences of only two literals and do not contain constants at all. On the other hand, it was observed in [4] that the one-literal HLLs (both with Weakening and without Weakening) are decidable in linear time if they contain no constants.
In [6] it was proved, that MU,,,(I) is NP-complete, and Kanovich demonstrated NP-completeness of MLL,,,( ) and MLLW,,,.
In the current paper we shall give our proofs of the three last facts (NP-completeness of MLLt,,(I) , MLL,,,( ) and MLLW,,,). Moreover, we shall show that these fragments are NP-complete, even if they do not contain any nested implication.
We shall prove also the following assertions. Together these assertions provide exact bound of NP-completeness for the multiplicative fragment of Linear Logic (both with Weakening and without Weakening). These results are represented in Table 3 .
Remark. The constant 1 does not influence the complexity level of all these fragments. 
NP-completeness

Fragments of MLL without constants
In [4] it was shown that HLL is NP-complete, even if it contains occurrences of only two literals and do not contain constants at all. In order to prove it, for every vector s from equipartition problem the following sequent was considered:
where r consists of the n formulas:
qS,drS, (for i = l,...,n) and k copies of formulas rb 4 qb.
Lemma 1 (Kanovich [4]). Let s and b be as in definition of equipartition problem above, then sequent (2) is derivable in Linear Logic if and only if the assertion (1) is correct for vector s.
Theorem 1 (Kanovich [4] ). HLL,,,( ) is NP-hard.
Similarly, we shall demonstrate that the multiplicative fragment of Linear Logic (both with Weakening and without Weakening) containing occurrences of only one literal and containing no constants is NP-complete. (These facts were already proved by Kanovich, but we shall give here another proof.)
For every vector s and numbers m and b (see equipartition problem) we consider the sequent
where r consists of k formulas qM" qM+s, (for i = 1, . . , k), and A4 is any number greater than 2 Si.
Lemma 2. Let vector s and numbers b and m be as in definition of equipartition problem
above. If C si = mb, then the following three conditions are equivalent:
(i) The sequent (3) is derivable in Linear Logic. (ii) The sequent (3) derivable in Linear Logic with the Weakening rule.
(iii) Assertion (1) is correct.
Lemma 2.1. If the sequent P FC is derivable in HLL W( ) and
VAEi-#,A>O, then #,r 2 #,C.
Proof. This is easy to prove by induction on derivation of the sequent r I-C. (3) is derived from these m sequents by the (R 0) rule.
(ii) + (iii): We shall prove this implication by induction on m. If m = 1, then it is evident. Let m > 1. The sequent (3) can be derived by one of the rules (R @), (L -0) or Weakening.
Case 1: The sequent is derived by rule (RR). In this case the derivation was the following: Remark. Let us note that in this proof we use only formulas without nested implications. Hence, both MLL,,,( ) and MLLW,,,( ) are NP-complete even if they contain no nested implications, although the Horn fragments are decidable in linear time.
Fragments of MLL with constant _L
We shall prove that both HLLIII(I) and MLL,,,(l_) are NP-complete.
Definition 1. A formula is "good" if it does not contain subformula of the form A 4 I, and a sequent is "good" if it contains only "good" formulas.
Lemma 3. If a "good" sequent r t C is derivable in MLL(I) then this sequent is derivable without rules (L L) and (RI) (i.e a "good" sequent r k C is derivable in MLL(_L) if and only if a sequent r'I-C' is derivable in MLL( ), where ' stands for substitution of a new literal f for constant -L ).
To prove Lemma 3 we shall prove Lemma 3.1. Proof. Note that a cut free derivation of a "good" sequent contains only "good" sequents. We prove lemma by induction on the sequent derivation length. There are two cases to be considered: sequent r F is derived by the rule (LO) or by the rule (L-1.
Case 1: The sequent is derived by the rule (LO). Then the derivation was the following:
In this case the sequent A, B, Ii' F would be "good", and we have got a contradiction with the inductive hypothesis.
Case 2: The sequent is derived by the rule (L 4). In this case the derivation was the following:
I7kA ByAt (La). A-B,l7,d F
According to the inductive hypothesis, B = I, A = A. But then the sequent is not "good". We have got a contradiction. Cl
Proof of Lemma 3. The sequent
I-t-C
can be derived by one of the rules (RI), (L @), (R O), or (L ~0 ). Case 1: The sequent is derived by the rule (RI). In this case the derivation was the following:
According to Lemma 3.1, we have r = 1. Hence, the sequent r = I is an axiom IF 1.
Case 2: The sequent is derived by the rule (LO). In this case the derivation was the following:
The upper sequent is "good". Hence, according to the induction hypothesis it is derived without the (Ll) and (RI) rules. Therefore, the lower sequent is derived without these rules too.
Case 3: The sequent is derived by the rule (R@). In this case the derivation was the following:
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Again both upper sequents are "good". Hence, according to the induction hypothesis it is derived without (LI) and (RI) rules. And therefore, the lower sequent is derived without these rules too.
Case 4: The sequent is derived by the rule (L-). In this case the derivation was either the following:
ZZtA
BTAtC (L-). A-+B,l7,AtC or ntA,C
B9At (L-). A-B,n,AtC
The first case runs as before: both upper sequents are "good". Hence, they are derived without the (LI) and (RI) rules. And therefore, the lower sequent is derived without these rules too.
In the second case both upper sequents are "good". Therefore, according to Lemma
we have B = I, A = A. But then the sequent
A-B,ll,A t C
is not "good". We have got a contradiction. 0 Remark. Moreover, we have proved that the MLLtol(l) without nested implication is NP-complete. MLL,,,(J_) and HLL,,,(I) are NP-complete.
Corollary. Both
Proof. This follows from Theorems 3, 4 and NP-completeness of MLL [3]. 0 2. Linear time decidability
One-literal Horn fragments
Theorem 5 (Kanovich [4] ). HLL,,,(l) is decidable in linear time.
Theorem 6 (Kanovich [4] ). HLLW,,,(l) is decidable in linear time. I and 1 (HLLW,,,(I,  1) ) is decidable in linear time.
Theorem 7. The Horn fragment of Linear Logic containing occurrences of only one literal and constants
Proof. The main idea of the proof is to exclude the constant I from a sequent. In this case this fragment is reduced to HLLW,,,(l), and as it was shown (Theorem 6) this fragment is decidable in linear time.
A Horn sequent can contain the constant I only in one of the following ways: (a) I @B,rt-IZ, (b) (A-IOB),rF17, (c) rFJ_@B,n, (d) (I OB-A),r!-IIn.
Lemma 7. Let r, II be multisets offormulas, and let A, B be formulas (it is possible that B is the empty product). In this case LL with Weakening satisfies
(a) I 0 B, r t Ii';
rl-Il o rF A,II; (c) rFl@B,ll o rI-IZn;
(d) (I 0 B-A) , rl-Il o r F IZ.
Theorem 7 immediately follows from this lemma. Indeed, let us be given the sequent m-n.
If r contains a formula of the form _L @B, then according to Lemma 7(a) this sequent is derivable. In the other case, according to Lemma 7(bHd) we can exclude from this sequent all formulas containing _I_, moving from left to right. 0 Proof. To each formula and sequent u of MLL,,,(I, 1) we assign a number u* E (0, 13 in such a way that 1* = 1, 1*=0, 
B-Cl-(L-) cl
Proof of Lemma 8. If the sequent Q is derivable in MLLW,,,(I, 1) then @* = 1. It is easy to prove this assertion by induction on derivation length.
We shall prove the reverse assertion. If (r k A)* = 1, then either there exists the formula A E r, such that A* = 0, or there exists the formula B E A, such that B* = 1. According to Lemma 8.1 in the first case the sequent A F is derivable, and in the second case the sequent I-B is derivable. In both cases, applying Weakening rule for several times, we shall get the derivable sequent r k A. 0
Horn fragment without literal
Theorem 9. HLL,,,(I, 1) is decidable in linear time.
Proof. Let us give the sequent r t-A from HLL[,,] (I, 1). Note, that A@1 E A; therefore we can assume that A consists of formulas of the form I", where a > 0 (10 = 1).
Lemma 9.1. The sequent I' I-1, A is derivable in LL ifand only ifthe sequent r, I I-A is derivable in LL.
Proof. The sequent r I-1, A is derived from the sequent r,l k A:
Similarly, the sequent r, I Ed is derived from the sequent r F 1,d:
T,lEA (Cut) cl
According to this lemma we can consider without restriction of the generality that A contains only formulas of the form I", where a > 1. Proof. Let y1 be a number of formulas in A. We shall prove this lemma by induction on n. If n = 0 then this sequent is an axiom I t-. Suppose that the assertion is correct for n = k, and prove it for n = k + 1. Let A = Ao,_La, then A@=AF@I"-'.
Definition. If
According to the induction hypothesis the sequent
A;t-A0
is derivable, and the sequent A@ t-A is derived from this sequent Thus we have proved that the sequent A@ F A is derivable. 0 Proof. The sequent r I-A is derived from the sequent f t-A@:
TI-A@ A@ I-A (Cut) Tl--A
Now we prove the reverse assertion: if the sequent I' t-A is derivable, then the sequent r I-As is derivable, even without (RI) and (Ll) rules.
We shall prove it by induction on derivation length of the sequent r F A. This sequent can be derived by one of the rules (R@), (LA), (LI), (RI), (LO), (Ll) or this sequent is an axiom A t-A.
Case 1: The sequent is derived by the rule (R@). In this case the derivation was the following:
(a>l,bBl).
Note that, (A,, ,*)@ = A?@l=-', (A,, lb)@ = A~Olb-', A@ = (AI, AZ, l=+b)@ = A@j~;id~@J_"+~-~,
According to the induction hypothesis, the following sequents are derivable:
And the sequent r l-A@' is derivable from these sequents:
The sequent is derived by the rule (L-Q ). In this case the derivation was the following:
