In this letter, an initial ranging scheme for orthogonal frequency-division multiple-access systems is proposed by which users that intend to establish a communication link with the base station (BS) perform spreading in both the time and frequency domains and their synchronization parameters are estimated at the BS in closed-form using the ESPRIT algorithm. Compared to existing alternatives, the resulting scheme exhibits increased robustness against residual frequency offsets without involving computationally demanding peak search procedures.
I. INTRODUCTION
I NITIAL ranging (IR) is a synchronization procedure adopted by the IEEE 802.16 family of standards by which uplink signals can arrive at the base station (BS) synchronously and with approximately the same power level. The problem of IR in orthogonal frequency-division multipleaccess (OFDMA) systems was originally discussed in [1] and [2] , while similar approaches can be found in [3] and [4] . A common drawback of all these methods is their poor performance in the presence of frequency selective channels. One possible solution is the design of ranging subchannels composed of a small set of adjacent subcarriers. This approach is suggested in [5] for single-antenna applications, and it is extended in [6] to multiple-input multiple-output (MIMO) OFDMA systems.
A signal design that is robust to multipath distortions has recently been proposed in [7] , in which each ranging subscriber station (RSS) selects a specified number of ranging subcarriers and transmits a randomly chosen orthogonal code across adjacent OFDMA blocks. In a perfectly frequency synchronized scenario, codes transmitted on disjoint subcarriers are still disjoint at the receiver, while orthogonality among codes allocated over the same subcarrier is preserved as long as the channel response remains constant during the ranging period. In this way, orthogonality is guaranteed for any pair of received ranging signals and multiple access interference is thus avoided. A drawback of the aforementioned ranging signal design is that spreading across adjacent blocks increases the sensitivity to residual carrier frequency offsets (CFOs). In Paper this case, the received ranging codes are no longer orthogonal and CFO compensation is necessary to avoid a serious degradation of the system performance. Frequency recovery in OFDMA systems has been extensively studied in recent years and some prominent solutions can be found in [8] - [10] . However, these schemes are derived under the assumption that uplink signals are transmitted over disjoint subcarriers and, consequently, cannot be applied to scenarios in which multiple codes share the same subchannel. Furthermore, they are only suited for interleaved OFDMA systems in which subcarriers assigned to a given user are uniformly spaced in the frequency domain. A ranging method that is robust to frequency errors is presented in [11] , in which the multiple signal classification (MUSIC) technique is employed for code identification and CFO estimation, while timing and power level estimation is accomplished in an ad-hoc fashion. Although this approach provides estimates of the synchronization parameters in a decoupled fashion, it may require significant computational burden due to the large number of points at which the frequency metric must be evaluated.
In the present work, we propose a novel ranging signal design for OFDMA networks in which each RSS employs a selected set of ranging subcarriers and performs spreading in both the frequency and time domains. The proposed IR scheme makes use of the minimum description length (MDL) principle to determine the number of active codes and then performs timing and frequency recovery by using the signal parameters via rotational invariance technique (ESPRIT) [12] . It eventually detects which codes are actually being used and extracts their corresponding timing and frequency information. Compared to [7] , the proposed solution exhibits increased robustness to frequency errors. In contrast to [11] , however, this advantage is obtained with affordable complexity since CFO estimates are provided by ESPRIT in closed-form, while a computationally demanding peak search process is required by MUSIC. Moreover, numerical results show that the proposed solution exhibits better detection capabilities with respect to [11] . A possible limitation of the proposed scheme is that it relies on the rotational invariance property of the observation vectors. Unfortunately, this property is not in general guaranteed by a given ranging code set. In those cases for which this condition does not hold, the proposed solution cannot be applied and we must resort to alternative schemes such as [11] .
The remainder of this letter is organized as follows. The next section illustrates the adopted signal design. In Section III the ESPRIT algorithm is used to identify the active codes and to determine the corresponding frequency and timing errors. Simulation results are presented in Section IV while some conclusions are drawn in Section V. 
II. SYSTEM DESCRIPTION AND SIGNAL MODEL
We consider an OFDMA system employing subcarriers with index set {0, 1, . . . , −1}. Following [7] , we assume that a ranging time-slot is composed of consecutive OFDMA blocks and ranging subchannels. Each subchannel is divided into subbands composed of a set of adjacent subcarriers referred to as a tile. The subcarrier indices of the th tile ( = 0, 1, . . . , − 1) in the th subchannel ( = 0, 1, . . . , − 1) are collected into a set ( ) 
can be adaptively chosen according to the actual channel conditions. The th ranging subchannel is thus composed of subcarriers with indices in the set
while a total of = ranging subcarriers is available in any OFDMA block.
We assume that each subchannel can be accessed by no more than max = min{ , }−1 RSSs, which are separated by means of spreading codes in both the time and frequency domains. The codes are randomly selected from a set
where counts the subcarriers within a tile and is used to perform spreading in the frequency domain, while is the block index by which spreading is done in the time domain. Since the code matrices are independent of the tile index , a selected code is employed by the corresponding RSS over all tiles in the considered subchannel. For simplicity, we assume that different RSSs in a given subchannel select different codes. A practical method to handle collisions between RSSs employing the same code is described in [11] . Without loss of generality, we concentrate on the th subchannel and denote by the number of simultaneously active RSSs. To simplify the notation, the subchannel index ( ) is dropped henceforth.
The discrete Fourier transform (DFT) output over the th subcarrier of the th tile can be written as [11] (
where = + , is the timing offset (TO) of the kth RSS expressed in sampling intervals, denotes the CFO normalized to the subcarrier spacing, C ℓ is the code matrix selected by the kth RSS and ( ) is a unitamplitude phase-shift keying (PSK) symbol transmitted by the th RSS on the th tile. The quantity ′ ( , ) is given by
where ( ) is the th channel frequency response over the th subcarrier. The last term in (2) accounts for background noise and is modeled as a circularly symmetric complex Gaussian random variable with zero mean and variance 2 .
Assuming that the tile width is adequately smaller than the channel coherence bandwidth, the channel response is nearly flat over a tile and we may reasonably replace the quantities { ( + )} −1 =0 with an average frequency response
( + ). Substituting (1) into (2) and bearing in mind the above assumption, we obtain
where ( ) = ( ) ( ) − 2 / and we have defined the quantities
which are referred to as the kth effective CFO and TO, respectively. In the following sections we show how the DFT outputs { ( + )} can be used to identify the active codes and to estimate the corresponding CFOs and TOs by means of the ESPRIT algorithm.
III. ESPRIT-BASED ESTIMATION
The first problem to solve is to determine the number of codes over the considered ranging subchannel. This can be accomplished by resorting to the MDL-based solution described in [11] . For this purpose, we arrange the ( + )th DFT outputs across all ranging blocks into an M-dimensional vector
where e ( ) = [1, 2 , 4 , . . . , 2 ( −1) ] , while w( , ) = [ 0 ( + ), 1 ( + ), . . . , −1 ( + )] is Gaussian distributed with zero mean and covariance matrix 2 I . The above equation indicates that Y( , ) has the same structure as measurements of multiple uncorrelated sources from an array of sensors. Hence, an estimate of can be obtained by performing an eigendecomposition (EVD) of the sample correlation matrix
as indicated in [11] .
A. Frequency estimation
In the sequel, the ESPRIT algorithm is applied to the model (6) to find an estimate of = [ 1 , 2 , . . . , ] under the assumption that the number of active codes has been correctly estimated, i.e.,ˆ= .
We begin by arranging the eigenvectors ofR associated with the largest eigenvaluesˆ1 ≥ˆ2 ≥ ⋅ ⋅ ⋅ ≥ˆinto an
Next, we consider the matrices U 1 and U 2 that are obtained by collecting the first − 1 rows and the last − 1 rows of U, respectively. The entries of are finally estimated in a decoupled fashion as
where { (1), (2), . . . , ( )} are the eigenvalues of U = (U 1 U 1 ) −1 U 1 U 2 and arg{ ( )} denotes the phase angle of ( ) over the interval [− , ).
Once the effective CFOs have been computed through (8), the problem arises of matching eachˆto the corresponding code C ℓ . This amounts to finding an estimate of ℓ starting fromˆ. To accomplish this task, we denote by | max | the magnitude of the maximum expected CFO and observe from (4) that ( −1) falls within the range ℓ = [ℓ − ; ℓ + ], with = | max | ( − 1)/ . If < 1/2, the intervals { ℓ } =1 are disjoint and, consequently, there is only one pair (ℓ , ) resulting in a given . The acquisition range of the frequency estimator is thus limited to | max | < /[2 ( − 1)] and an estimate of ( , ℓ ) is found aŝ
where round[ ] indicates the integer closest to . At this stage we observe that the arg{⋅} function employed in (8) has an inherent ambiguity of multiples of 2 , which translates into a corresponding ambiguity of the quantityl by multiples of − 1. Hence, recalling that ℓ ∈ {0, 1, . . . , max − 1} with max < , a refined estimate of ℓ is computed aŝ ℓ ( ) = |l | −1 where | | −1 is the value of reduced to the interval [0, − 2]. In the sequel, we refer to (9) as the ESPRIT-based frequency estimator (EFE).
B. Timing estimation
After CFO recovery, the BS must acquire information about the timing delays of the ranging signals. To accomplish this task, we begin by collecting the DFT outputs within the th tile of the th ranging block into a -dimensional vector X ( ) = [ ( ), ( + 1), . . . , ( + − 1)] . Then, from (3) we obtain
where e ( ) = [1, 2 , 4 , . . . , 2 ( −1) ] and w ( ) = [ ( ), ( + 1), . . . , ( + − 1)] . Paralleling the steps of the previous subsection, we first compute the sample correlation matrix
Then, assuming that the number of active codes is known at the BS, we define a × matrix Z = [z 1 z 2 ⋅ ⋅ ⋅ z ] whose columns are the eigenvectors ofR associated to the largest eigenvalues. The effective TOs are eventually estimated asˆ= 1
where { (1), (2), . . . , ( )} are the eigenvalues of Z = (Z 1 Z 1 ) −1 Z 1 Z 2 and the matrices Z 1 and Z 2 are obtained by collecting the first − 1 rows and the last − 1 rows of Z, respectively. The quantities {ˆ} =1 are now used to find estimates (l ,ˆ) of the associated ranging code and timing error. For this purpose, we let = max ( − 1)/(2 ) and observe from (5) that ( − 1) + belongs to the range ℓ = [ℓ − ; ℓ + ]. If max < /( − 1), the quantity is smaller than 1/2 and the intervals { ℓ } =1 are thus disjoint. In this case, the effective TOs can be univocally mapped to their corresponding codes and an estimate of ( , ℓ ) is found asˆ=
andl
where | ⋅ | −1 is used to remove the inherent ambiguity of the function arg{⋅} in (13). As discussed in [11] , we observe that the estimateˆgives rise to interblock interference (IBI) during the data section of the frame whenever the quantitŷ − is larger than zero or smaller than − , − 1, where , is the cyclic prefix (CP) length during the data transmission period. Hence, in order to minimize the occurrence of IBI, the timing estimateˆis shifted so as to place the mean value ofˆ− in the vicinity of ( − , −1)/2. This leads to the following refined timing estimate:
which is referred to as the ESPRIT-based timing estimator (ETE).
C. Code detection
The estimatesl ( ) andl ( ) available for each code index ℓ are now used to decide which codes are actually active in the considered ranging subchannel. For this purpose, we define two sets ( ) = {l ( ) } =1 and ( ) = {l ( ) } =1 and observe that, in the absence of any detection error, it should be the case that ( ) = ( ) = {ℓ } =1 . Hence, for any code matrix C ∈ we suggest the following detection strategy:
(17) The BS notifies the detected codes through a downlink response message. If an active RSS is using an undetected code, it must repeat its ranging process until success notification. In the sequel, we refer to (17) as the ESPRIT-based code detector (ECD).
D. Computational complexity
The complexity of EFE is assessed as follows. Evaluatinĝ R requires approximately 2 2 real multiplications plus (2 − 1) 2 real additions [11] , while the complexity involved in the computation of U amounts to approximately 4 3 floating point operations (flops). Since computing the eigenvectors of U requires 72 3 flops, we approximate the flop count of EFE as 2 (4 + 78 ). The overall flops required by ETE are derived with similar arguments and are found to be 2 (4 +78 ). The complexity of the proposed ranging scheme is summarized in the first line of Table I , where we have assumedˆ= . For comparison, in the second line of Table I we report the computational load of the MUSIC-based frequency and timing estimators discussed in [11] , where is the number of points at which the frequency metric is evaluated.
IV. SIMULATION RESULTS
The performance of the proposed ranging approach has been assessed by computer simulations. The DFT size is = 1024, while the sampling period is = 87.5 . We assume that = 9 subchannels are available for initial ranging. Each subchannel is divided into = 4 tiles uniformly spaced over the signal spectrum at a distance of / = 256 subcarriers. The number of subcarriers in any tile is set to = 4, while = 4 OFDMA blocks are present in a ranging time-slot. Recalling that the maximum number of RSSs in a given subchannel is max = min{ , } − 1 = 3, it follows that 27 RSSs can be simultaneously served during a ranging period. We fix the number of data subscriber stations (DSSs) to 10, although extensive simulations indicate that the system performance is only marginally affected by this parameter. The discretetime channel impulse responses have maximal order = 14 and their entries are modeled as independent and circularly symmetric Gaussian random variables with zero means and an exponentially decaying power delay profile [11] . Channels of different users are assumed to be statistically independent of each other. We consider a cell radius of 1.5 km, corresponding to a maximum propagation delay of max = 114 sampling periods. Ranging blocks are preceded by a CP of length = 128. The normalized CFOs are uniformly distributed over the interval [−Ω, Ω] and vary at each run. Recalling that the estimation range of EFE is | | < /[2 ( − 1)], we set Ω max ≤ 0.1 throughout simulations. On the other hand, for the DDSs we fix Ω max = 0.02, while the maximum timing error is limited to 48 samples.
Comparisons are made with the orthogonal signal design presented by Fu, Li and Minn (FLM) in [7] and with the alternative solution discussed in [11] under a common simulation setup. This includes the same number of ranging subcarriers, ranging subchannels and data subchannels, as well as the same transmitted energy from each user terminal. It is worth noting that these schemes perform spreading only in the time-domain and their code matrices have entries the number of ranging opportunities is 36 with FLM as it can support different RSSs over the same subchannel, while it is 27 with both our scheme and the method discussed in [11] .
We begin by investigating the performance of the proposed ranging scheme in terms of mis-detection probability, say . Fig. 1 illustrates vs. SNR = 1/ 2 as obtained with Ω = 0.05 and = 2 or 3. Results are provided for ECD, the MUSIC-based detector (MCD) in [11] and FLM. The results of Fig.1 indicate that FLM provides the worst performance, while ECD outperforms MCD. The reason for such improvement is that ECD may exploit two independent estimates of the code indices to make a decision as to which ranging codes are being employed. In particular, one estimate is provided by the frequency estimator, while the other comes from the timing estimator, which performs both timing estimation and code identification. This is in contrast to MCD, where code detection is accomplished only on the basis of the frequency estimator output. The false alarm probability is not considered here due to space limitations. However, numerical results show that the of the investigated schemes is between 2 × 10 −5 and 7 × 10 −5 at SNR values of practical interest. Fig. 2 illustrates the impact of the CFO magnitude on the root mean-square error (RMSE) of the frequency estimates. The SNR is fixed to 12 dB while is still 2 or 3. Comparisons are made with the MUSIC-based frequency estimator (MFE) presented in [11] , in which a grid search over = 400 candidate values is used to obtain the CFO estimates. We see that EFE and MFE have similar performance, even though EFE is much simpler to implement. Assuming that = 3 RSSs are active in each ranging subchannel, from Table I it follows that approximately 60,000 flops are needed by MFE, while only 6,000 flops are required by EFE. As expected, the accuracy of the frequency estimates degrades with Ω due to the increased amount of intercarrier interference on the received signal. However, the loss is quite small over the full range Ω ≤ 0.1.
The performance of ETE is assessed by measuring the probability of making a timing error, say ( ). An error event is declared to occur whenever the estimateˆ( ) gives rise to IBI during the data section of the frame. This happens if the quantityˆ( ) − is larger than zero or smaller than − , − 1, where , is the CP length during the data transmission period. In our simulations, we set , = 48. Fig. 3 illustrates ( ) vs. Ω as obtained with ETE, FLM and the ad-hoc timing estimator (AHTE) discussed in [11] . The number of active RSSs is = 2 or 3, while SNR = 12 dB. We see that AHTE slightly outperforms ETE and both schemes provide much better results than FLM. As for the computational complexity, in [7] it is shown that more than 3Mflops are necessary for timing recovery in each ranging subchannel, whereas 6,000 and 4,700 flops are required by EFE and AHTE, respectively, when = 3.
V. CONCLUSIONS
We have presented a new ranging method for OFDMA systems in which uplink signals arriving at the BS are impaired by frequency errors in addition to timing misalignments. The proposed scheme employs the ESPRIT algorithm to estimate the synchronization parameters of all ranging users in a decoupled fashion. Compared to existing alternatives, it exhibits lower computational complexity while preserving a remarkable robustness against residual frequency errors.
