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RESUMO 
 
 
A crescente demanda por novas aplicações informatizadas, e a evolução da sua 
complexidade, faz com que seja cada vez mais importante a correta aplicação de 
esforços no processo de desenvolvimento de software. Apesar da dificuldade em se 
obter dados, estudos empíricos sobre a evolução do software podem auxiliar na criação 
de modelos e teorias que aperfeiçoem os esforços de desenvolvimento. Tendo acesso 
a uma base de informações de mais de cinco anos de solicitações de mudanças (que 
incluem melhorias e correções) de uma mesma organização de desenvolvimento, o 
problema da pesquisa era obter indicadores dos projetos de desenvolvimento que 
estivessem relacionados aos maiores custos de mudanças. A partir dessa formulação, 
foi definido como objetivo efetuar a análise dos custos de mudanças e, para isso, os 
casos com os maiores tempos de desenvolvimento foram classificados (utilizando a 
classificação ODC – Orthogonal Defect Classification), analisados individualmente, 
comparados entre si e com outros estudos. Como resultado do trabalho de análise dos 
custos de mudanças de software, são apresentadas faixas de valores (no início de 
entrada em produção e ao final de vinte meses de utilização em produção) de métricas 
de software pela quais são efetuadas comparações e que, eventualmente, podem ser 
utilizadas como comparação para outros projetos da mesma ou de outras empresas. 
Foram identificadas características em um projeto em específico que propõe associar a 
métrica de entrelaçamento de pacotes, no momento de entrada em produção, com o 
principal impacto da dimensão ODC. Essa associação pode ser considerada como a 
principal indicação relacionada aos custos de manutenção do software e, por meio do 
estabelecimento dessa associação entre métricas observadas durante o processo de 
desenvolvimento de sistemas, pode-se diminuir custos futuros na etapa de manutenção 
de software.  
 
 
Palavras-chave:  Desenvolvimento  de  Software.  Modelo  Empírico.  Custos  de 
Mudanças.  Administração de Projetos.
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ABSTRACT 
 
 
The increasing demand for new computer applications and the evolution of its 
complexity makes increasingly important the correct application of effort in the process 
of software development. Despite the difficulty in obtaining data, empirical studies on the 
evolution of software can assist in the creation of models and theories that enhance 
development efforts. Having access to a database of information of more than five years 
of change requests (including improvements and fixes) of the same development 
organization, the research problem was to obtain indicators of development projects that 
were related to higher costs of change. From this formulation, was set to perform the 
objective analysis of the costs of change and, therefore, the cases with the greatest 
development times were classified (using the ODC  - Orthogonal Defect Classification) 
analyzed individually, compared with each other and with other studies. Resulting of the 
work for examining costs of software changes, ranges of values are presented (early 
start of production and at the end of twenty months of production use) software metrics 
for which comparisons are made and eventually may be used as a comparison to other 
projects of the same or other companies. There were characteristics, in a specific 
project, that proposes to associate the Package tangle index at the time of entry into 
production, with the main impact of the size ODC. This association can be regarded as 
the main indication related to software maintenance costs, and by establishing an 
association between this metric observed during the development of systems, can 
reduce future costs in the software maintenance phase. 
 
 
Keywords: Software Development. Empirical Model. Cost of Changes. Project 
Administration. 
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1. INTRODUÇÃO 
Este capítulo contém uma visão geral do projeto de dissertação de Mestrado 
por meio da apresentação do problema, do embasamento teórico e evolução do tema, 
além da justificativa e da motivação para a evolução no assunto. Neste capítulo 
também inclui os objetivos gerais e específicos a serem alcançados e apresenta-se a 
organização dos capítulos do documento. 
 
1.1 APRESENTAÇÃO 
Nas últimas décadas, o crescimento da capacidade dos computadores têm sido 
uma constante. O poder de processamento está cada vez maior, permitindo a execução 
de mais atividades e de forma mais rápida. Ao mesmo tempo, a realidade da indústria 
apresenta uma alta demanda por produtos de software nas mais variadas áreas 
também em virtude de um contexto mais globalizado. Com novos softwares em 
operação surgem possibilidades de integração com os componentes já desenvolvidos, 
podendo gerar softwares mais complexos ainda. Dentro desse contexto, o tamanho e a 
complexidade do software têm crescido ao longo dos anos, e essa dinâmica faz com 
que os custos de desenvolvimento e de manutenção se tornem cada vez maiores.  
Na fase de manutenção, são efetuadas as mudanças no software depois que ele 
é liberado para uso - abrangendo desde mudanças para correção de erros de 
codificação, passando por mudanças para correção de erros de projeto, melhorias para 
corrigir erros de especificação ou para acomodar novos requisitos (SOMMERVILLE 
2011, p. 170). A manutenção é fundamental para que o software permaneça útil. 
Lehman (1969) estudou por mais de 20 anos os sistemas da IBM e concluiu que 
a atividade de evoluir o software é necessária para que ele a atenda novas 
necessidades dentro do contexto em que está inserido e, consequentemente, não caia 
em desuso. Pode-se acrescentar que, são esperadas, cada vez mais, maior rapidez e 
agilidade na implementação das mudanças necessárias. 
Por ser um processo praticamente artesanal, invariavelmente surgem erros ou 
defeitos resultantes da manutenção de software. Com a pressão por resultados rápidos 
e complexidade crescente, o número de erros ou defe
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software pode aumentar ainda mais. Como forma de mitigar os riscos de inclusão de 
erros ou defeitos no software são realizados vários tipos de testes de software. 
Segundo Laird e Brennan (2006, p.119), pode-se pensar em defeitos como se 
fossem a dor para o processo de desenvolvimento de sistemas: é um ótimo mecanismo 
de retroalimentação - se não houvesse a dor haveria grande risco para o organismo 
humano e, apesar do forte desejo de minimizá-la, quando a sua origem é localizada 
pelos profissionais especializados, se obtém importantes descobertas e o consequente 
tratamento de problemas que geram melhor saúde, ou, no caso do desenvolvimento de 
sistemas computacionais, levam a um software de melhor qualidade. 
Pressman (2011, p. 365) ressalta que o chamado “dilema da qualidade de 
software” acontece até mesmo nas “melhores organizações de engenharia de 
software”: por um lado, busca-se a produção de software de alta qualidade, com o 
menor número de defeitos possível. Porém, o custo para atingir essa meta é muito alto; 
assim, por outro lado, caso o software produzido seja de baixa qualidade, existe o risco 
de se perder todo o investimento, pois ninguém irá querer usá-lo e, muito menos, 
comprá-lo. As empresas produtoras de software buscam uma boa relação entre o 
investimento em melhorias no software e a qualidade percebida pelos usuários.  
As métricas são as principais indicações do nível de qualidade de software e, 
segundo Lyu (2007), a habilidade de administrar produção de software com qualidade 
não é somente uma necessidade, mas também um fator diferenciado na manutenção 
de uma vantagem competitiva para as empresas modernas. 
Uma das principais métricas utilizadas em nível gerencial é o custo das 
atividades de desenvolvimento. Segundo pesquisas (SOMMERVILLE 2011, p.171), a 
maior parte do orçamento de Tecnologia da Informação das empresas é direcionada 
para a atividade de manutenção de software (aproximadamente dois terços do 
orçamento para manutenção, contra um terço para o desenvolvimento). Apesar da 
dificuldade em se obter detalhes das mudanças, a análise dos seus custos é de 
fundamental importância. 
O objetivo deste estudo é efetuar a análise dos custos de mudanças em projetos 
anteriores, provendo informações para melhoria do processo de desenvolvimento da 
empresa em análise. 
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1.1.1. Evolução e contexto atual do estudo sobre a utilização de informações 
sobre defeitos no processo de desenvolvimento 
As metodologias de desenvolvimento de software têm evoluído desde o 
surgimento dos primeiros softwares. Dentre as técnicas mais utilizadas destacam-se: a 
Análise Estruturada de Sistemas (GANE e SARSON, 1989), a Análise Essencial 
(McMENAMIM e PALMER, 1991) e as técnicas orientadas a objetos (BOOCH, 1994), 
Object Modeling Technique (OMT) (RUMBAUGH et al., 1991) e Object-Oriented 
Software Engineering (OOSE) (JACOBSON et al., 1992). Em 1999, foi lançada, como 
união das melhores práticas à época, o agora chamado Processo Unificado 
(anteriormente, Rational Unified Process - RUP) (JACOBSON; BOOCH e RUMBAUGH, 
1999), sendo uma das metodologias mais utilizadas atualmente (KRUCHTEN, 2001). 
Mais recentemente, está em crescimento a adoção dos chamados métodos ágeis: 
Extreme Programming (BECK, 2000) e SCRUM (SCHWABER e BEEDLE, 2001).  
Apesar de terem boa aceitação, essas metodologias disponibilizam poucas 
ferramentas e técnicas para melhorar a garantia de qualidade do software a partir de 
decisões durante o processo de desenvolvimento, tais como: desenvolvimento voltado 
para testes (TDD – Test Driven Development), casos de uso de testes, técnicas de 
verificação e validação, entre outras. Essas ferramentas e técnicas disponíveis têm o 
objetivo de trazer benefícios para o processo de desenvolvimento, como, 
principalmente, modularidade, utilização de boas práticas de programação, alta coesão 
e baixo acoplamento. Entretanto, na maioria das vezes, as decisões durante o processo 
de desenvolvimento são tomadas com base na experiência ou intuição do 
desenvolvedor.  A experiência do projetista vem sendo representada na forma de 
padrões de projeto – Design Patterns (GAMMA et al., 2000) que podem ser re-utilizados 
a critério do projetista, facilitando o uso de princípios e diretrizes para realização de 
bons projetos. 
Uma forma de qualificar o processo de desenvolvimento de sistemas é a 
utilização de métricas. Além das métricas orientadas a objetos que são largamente 
utilizadas (KEMERER e SLAUGHTER, 1999), (BANSIYA e DAVIS, 2002), (SONI et al., 
2010), destacam-se os modelos que utilizam informações sobre características 
estáticas do software, similarmente ao proposto por Fowler (1999), que utilizou o 
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conceito de mau cheiro (originalmente em inglês, bad smells), a partir de uma 
catalogação de características presentes em “boas práticas” e “possíveis problemas” 
em codificação e em projeto. Por meio da automatização da inspeção de software 
procurando possíveis defeitos, são utilizadas ferramentas de análise estática de código-
fonte que utilizam padrões para identificação de possíveis problemas (NAGAPPAN et 
al., 2005). Zheng et al. (2006) analisaram o resultado da automatização da inspeção de 
3 (três) softwares da empresa Nortel e concluíram que, em conjunto com outras 
técnicas de detecção de defeitos, essa é uma alternativa economicamente viável na 
produção de produtos de software de alta qualidade. 
A utilização de informações sobre defeitos no processo de desenvolvimento pode 
auxiliar na tomada de decisões no gerenciamento de projetos de desenvolvimento de 
software. 
Existem técnicas que permitem a utilização de informações sobre o ambiente do 
projeto de desenvolvimento para ajustes de um modelo estático de defeitos. A técnica 
COQUALMO (acrônimo de COnstructive QUALity MOdel – modelo de qualidade 
construtiva, em tradução livre) é um modelo de estimativa para prever o número de 
defeitos residuais por KLOC (milhares de linhas de código fonte) ou defeitos por PF 
(pontos de função) em um produto de software (CHULANI e BOEHM, 1999). Ela 
permite simulações que demonstram o impacto das várias técnicas de remoção de 
defeitos e os efeitos de pessoal, projeto de produtos, e uma plataforma de 
características sobre a qualidade do software. Ela também fornece reflexões sobre 
determinação do tempo de entrega, a avaliação de retornos de investimentos de 
qualidade e da compreensão das interações entre estratégias de qualidade. 
Uma técnica que analisa os custos da qualidade do software é a técnica PAF 
(acrônimo em inglês para: Prevention, appraisal e failure ou, em português, prevenção, 
avaliação e falhas) (KARG e BECKHAUS, 2007). Ela propõe que a divisão dos custos 
de produção relevantes para mudanças de qualidade sejam divididos nas três 
categorias (PAF - prevention, appraisal e failure ) que dão origem ao seu nome.  
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1.1.2. Justificativa 
Mesmo com todas as inovações já citadas no processo de desenvolvimento de 
software, destaca-se que grande parte do software que está atualmente em uso, 
provavelmente, continuará sendo utilizado por muito tempo. Kafura e Reddy (1987), por 
meio da análise de três versões diferentes de um mesmo software, encontraram que o 
esforço de manutenção tende a se centrar em um pequeno número de componentes 
complexos, e assim, a identificação de padrões nas mudanças que levam aos maiores 
custos de desenvolvimento deveria receber uma atenção especial. Essas mudanças 
influenciam diretamente na satisfação dos usuários por meio de seus impactos 
econômicos.  
Wagner (2006) afirma que a análise econômica é essencial para gestão do 
projeto para responder quanto de garantia de qualidade é o suficiente. Westland (2002) 
ainda complementa que “a detecção e correção de erros de software não só contribuem 
com uma proporção substancial do custo total do software, mas a gestão da correção e 
detecção pode ser complexa”.  
A atividade de obter custos dos efeitos dos defeitos é altamente ligada ao 
domínio do assunto e as empresas consideram esses dados muito sensíveis 
(WAGNER, 2006). Apesar da dificuldade em se obter dados, estudos empíricos sobre a 
evolução do software podem auxiliar na criação de modelos e teorias que aperfeiçoem 
os esforços de desenvolvimento (KEMERER e SLAUGHTER, 1999). Karg et al. (2011), 
como resultado da revisão sistemática da literatura sobre o custo de qualidade de 
software, concluíram ser necessária mais pesquisa empírica e uma maior cooperação 
entre indústria e pesquisa para fazer com que esses dados fiquem disponíveis. Para 
poder evoluir é necessário, antes de tudo, conhecer a sua própria realidade. Mesmo 
que o assunto já tenha sido debatido na academia, “um pesquisador pode interessar-se 
por áreas exploradas, com o objetivo de determinar com maior especificidade as 
condições em que certos fenômenos ocorrem ou como podem ser influenciados por 
outros” (GIL, 2002), ou seja, o estudo de uma empresa em um contexto e situações 
muito específicas pode auxiliar numa visão geral e no entendimento de situações que 
são comuns a várias outras empresas. 
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Com a análise de uma base histórica de informações de solicitações de 
mudanças de uma mesma organização, envolvendo desde defeitos até melhorias, 
pode-se identificar métricas e padrões nas mudanças do software que auxiliem as 
organizações produtoras a evoluir no entendimento geral do processo de 
desenvolvimento. Esses mesmos padrões e métricas, depois de devidamente 
validados, podem auxiliar no acionamento de ações que diminuam o custo das 
mudanças e/ou direcionem os esforços para tratá-las de forma a otimizar o processo 
como um todo. 
1.2 OBJETIVOS 
1.2.1  Objetivo Geral 
Esta dissertação de mestrado tem como objetivo geral:  
• Efetuar a análise dos custos de mudanças em projetos anteriores, provendo 
informações para melhoria do processo de desenvolvimento da empresa em 
análise. 
1.2.2  Objetivos Específicos 
Os objetivos específicos deste trabalho são: 
• Identificação de possíveis relações entre métricas do software e custos de 
correção de mudanças; e 
• Identificação de possíveis relações entre as variáveis analisadas (por 
exemplo, qualidade do código, tamanho do sistema, padrões de 
solicitações de mudanças) de forma a identificar possíveis melhorias no 
processo de desenvolvimento de software. 
1.3 ESTRUTURA DO TRABALHO 
O trabalho está organizado em 6 (seis) capítulos, além do Capítulo 1 - 
Introdução. 
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Capítulo 2 – Revisão Bibliográfica 
Apresenta a fundamentação teórica abordando: ciclo de vida do software; 
processos de manutenção; metodologia de classificação de mudanças; métricas de 
qualidade e custos das falhas. 
 
Capítulo 3 – Método 
Apresenta o caminho planejado pelo pesquisador para materializar o trabalho e 
atingir os objetivos propostos. 
 
Capítulo 4 – Resultados 
Apresenta os resultados obtidos. A avaliação e a validação planejadas na 
metodologia serão demonstradas aqui, passo a passo, até a indicação dos resultados. 
 
Capítulo 5 – Discussão 
Apresenta as discussões envolvendo os dados levantados. 
 
Capítulo 6 – Conclusão  
Apresenta a análise dos resultados obtidos, ameaças ao trabalho e 
possibilidades de trabalhos futuros. 
 
APÊNDICE A – Descrição da metodologia utilizada para validação estatística de critério 
de exclusão. 
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2. REVISÃO BIBLIOGRÁFICA 
Neste Capítulo é apresentada a fundamentação teórica abordando: ciclo de vida 
do software; processos de manutenção; metodologia de classificação de mudanças; 
métricas de qualidade e custos das falhas. 
2.1. CICLO DE VIDA DO SOFTWARE 
A norma ISO/IEC 12207 estabelece uma arquitetura de alto nível do ciclo de vida 
de software que é construída a partir de um conjunto de processos e seus inter-
relacionamentos (ISO/IEC, 2008). Entende-se como processo como uma sequência de 
passos realizados para um determinado propósito e, no caso de software, envolve 
métodos, técnicas, ferramentas e pessoas. São descritos processos fundamentais (que 
são necessários para que um software seja executado) que iniciam o ciclo de vida e 
comandam outros processos, a saber (ISO/IEC, 2008): 
• Aquisição: possui o propósito de obter o produto e/ou serviço que 
satisfaça suas necessidades. Suas principais atividades são: definição da 
necessidade de adquirir um software, analisar o pedido de proposta, 
selecionar os fornecedores, gerenciar a aquisição e aceitação do software. 
• Fornecimento: possui o propósito de prover um produto e/ou serviço: 
preparar uma proposta, assinatura do contrato, determinar os recursos 
necessários, preparar os planos do projeto e a entrega do software. 
• Desenvolvimento: possui o propósito de transformar um conjunto de 
requisitos em um produto ou sistema de software. As principais atividades 
são: analisar os requisitos, projeto, codificação, integração, testes, 
instalação e aceitação do software. 
• Operação: possui o propósito de operar o produto no seu ambiente e 
prover suporte aos usuários. 
• Manutenção: possui o propósito de modificar o produto de software e 
depois dar liberação para o uso. Este processo só é ativado quando 
necessita de modificações no código do produto de software. 
 9
2.2. PROCESSOS DE MANUTENÇÃO 
A manutenção do software é o processo geral de mudanças em um software depois 
que ele é liberado para uso, abrangendo basicamente três tipos diferentes: (i) correção 
de defeitos; (ii) adaptação ambiental e (iii) adição de funcionalidade (SOMMERVILLE 
2011, p. 170). Apesar das diferenças em terminologia, pesquisas em geral indicam que 
o investimento financeiro é maior na fase de manutenção do software do que na fase de 
projeto (desenvolvimento); e dentro da fase de manutenção, existe um esforço maior na 
implementação de novos requisitos do que na correção de defeitos (SOMMERVILLE 
2011, p. 171).  
Depois que o software está em uso, pode-se utilizar informações sobre o 
processo de manutenção para gerar métricas de manutenibilidade, que podem auxiliar 
no processo de desenvolvimento (SOMMERVILLE 2011, p. 174). 
 
Descrição
1ª Mudança contínua
Um programa usado em um ambiente do mundo real deve 
necessariamente mudar, ou se torna progressivamente menos útil 
nesse ambiente.
2ª Aumento da 
complexidade
Como um programa em evolução muda, sua estrutura tende a tornar-
se mais complexa. Recursos extras devem ser dedicados a preservar 
e simplificar a estrutura.
3º
Evolução de 
programa de 
grande porte
A evolução de programa é um processo de autorregulação. Atributos 
como tamanho, tempo entre releases  e número de erros relatados são 
aproximadamente invariáveis para cada release  do sistema.
4ª Estabilidade 
organizacional
Ao longo da vida de um programa, sua taxa de desenvolvimento é 
aproximadamente constante e independente dos recursos destinados 
ao desenvolvimento do sistema.
5ª Conservação da familiaridade
Durante a vigência de um sistema, a mudança incremental em cada 
release  é aproximadamente constante.
6ª Crescimento 
contínuo
A funcionalidade oferecida pelos sistemas tem de aumentar 
continuamente para manter a satisfação do usuário.
7ª Declínio da qualidade
A qualidade dos sistemas cairá, a menos que eles sejam modificados 
para refletir mudanças em seu ambiente operacional.
8ª Sistema de feedback
Os processos de evolução incorporam sistemas de feedback 
multiagentes, multiloop , e você deve tratá-los como sistemas de 
feedback  para alcançar significativa melhoria do produto.
Lei
 
Quadro 1 – Leis de Lehman (LEHMAN et. al, 2001) 
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De forma geral, para software de grandes organizações (chamados E-type) as 
Leis de Lehman podem ser utilizadas para o planejamento do processo de manutenção 
de software (LEHMAN et. al, 2001). Essas leis (Quadro 1) foram originalmente 
formuladas por Lehman e Belady em 1974 e tratam da evolução do software 
descrevendo um equilíbrio de forças entre a necessidade de novas funcionalidades e a 
necessidade desacelerar por outro lado. Em conformidade com a primeira Lei de 
Lehman (LEHMAN e BELADY, 1985), os sistemas usados pelas grandes organizações 
devem necessariamente mudar, ou se tornarão, progressivamente, menos úteis no 
ambiente em que são executados.  
Para auxiliar no processo de gestão das mudanças, é comum a utilização de 
ferramentas de registro de solicitações e acompanhamento de mudanças, que auxiliam 
no registro das etapas do processo de mudança: desde o registro inicial, passando pela 
análise, correção, testes e fechamento. Os casos reportados (issues) são associados a 
projetos e sub-projetos. Assim que são salvos, os casos são designados a um usuário 
responsável pela resolução. Após a solução, o responsável terá que responder ao 
remetente que avaliará se o caso pode ser encerrado ou não. Todas as etapas são 
gravadas e irão gerar relatórios sobre o andamento dos casos dentro dos projetos. À 
medida que os casos vão evoluindo, as respectivas situações vão sendo alteradas 
(conforme apresentada na Figura 1). 
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Figura 1 – Situações possíveis de uma solicitação de mudança – adaptado de Mantis (2012) 
2.3. METODOLOGIA DE CLASSIFICAÇÃO DE MUDANÇAS 
Segundo Pan et. al (2008) a Engenharia de Software, como disciplina, ainda não 
chegou a um consenso sobre quais são os problemas de software mais comuns e se 
eles têm uma mesma distribuição de frequência ao longo de vários sistemas. Ainda 
segundo Pan et. al. (2008), a razão desse fato não é falta de pesquisa mas sim a falta 
de uniformidade das descrições dos problemas e na subjetividade utilizada no processo 
de classificação.  
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O processo de classificação de mudanças é crítico para análise das mudanças. 
Um processo muito complexo pode causar problemas na sua utilização, da mesma 
forma que um muito simples.  
A ODC - Orthogonal Defect Classification  foi criada por Ram Chillarege a partir 
de estudos sobre a disponibilidade de sistemas da IBM e é a mais influente taxonomia 
de classificação e análise de defeitos atual (HUANG et al., 2011). Ela tem sido utilizada 
em várias organizações privadas e governamentais (ZHENG et al., 2006)(LUTZ e  
MIKULSKI, 2004) e sua proposta é interligar os modelos estatísticos de defeitos e a 
análise das suas causas (CHILLAREGE et al., 1992). 
A técnica ODC consiste em oito dimensões iniciais, que são subdivididas em um 
ou dois níveis. O Quadro 2 apresenta as dimensões iniciais e sua respectiva explicação 
básica. 
 
Dimensão Explicação 
Atividade Momento em que o defeito foi encontrado. Exemplos: revisão de design, inspeção de código, teste de unidade e beta testes. 
Gatilho Causa da aparição do defeito. Exemplos: conformidade ao design, lógica, fluxo e compatibilidade com versões anteriores. 
Impacto Efeitos para o cliente. Exemplos: requisitos, confiabilidade, desempenho e 
capacidade de manutenção. 
Alvo Representa qual entidade deve ser corrigida. Exemplos: requisitos, design 
e  código. 
Tipo de defeito Descreve a correção necessária. Exemplos: função, classe ou objeto, interface com o usuário e algoritmo ou método. 
Qualificador Classificação: omissão, incorreção, excesso. Exemplos: faltante e incorreto. 
Idade Classificação da entidade base: já existente, nova, reescrita. 
Fonte Componente com defeito foi: produzido na empresa, reutilizado, adaptado, 
adquirido. 
Quadro 2 – Dimensões da ODC – adaptado de CHILLAREGE et al. (1992) 
 
A ODC - Orthogonal Defect Classification é chamada ortogonal porque 
categoriza o defeito em classes que endereçam (de forma ortogonal) o processo de 
desenvolvimento associado, fazendo a união entre a modelagem estatística de defeitos 
 13 
e a análise causal. É proposta a seguinte classificação para os tipos de defeitos 
(CHILLAREGE et al. 1992): 
• Função, classe, objeto – defeito que afeta a capacidade, as interfaces do 
produto, a interface com a arquitetura de hardware ou as estruturas globais 
de dados; 
• Interface com o usuário - defeito que afeta as interfaces com o usuário final; 
• Lógica – defeito que afeta a funcionalidade de um módulo de código e pode 
ser corrigido pela nova implementação de um algoritmo ou estrutura de 
dados local, sem necessidade de solicitar uma alteração de projeto de alto 
nível; 
• Relacionamento – defeito que afeta a interação dos componentes através de 
macros, chamadas de instruções e / ou parâmetros; 
• Verificação – defeito na lógica do programa, que falha ao validar dados e 
valores apropriadamente, antes de utilizá-los; 
• Designação – defeito na estrutura de dados ou na inicialização do bloco de 
código; 
• Sincronia/sequência – defeito que envolve a sincronia de recursos 
compartilhados e em tempo real; 
• Algoritmo, método – defeito que envolve a eficiência ou a correção do 
algoritmo ou da estrutura de dados, mas não do projeto. 
 
Por meio de busca realizada no dia 5 (cinco) de maio de 2012 na base de dados 
IEEE Xplore digital library (conjunto de publicações do IEEE - Institute of Electrical and 
Electronics Engineers), identificou-se que, dentre os 50 (cinqüenta) trabalhos mais 
relevantes com as palavras-chave “classificação de defeitos” (defect classification)  e 
“software”, a taxonomia a ODC - Orthogonal Defect Classification  é utilizada por trinta e 
seis por cento (36%) dos estudos. Pela Figura 2, pode-se verificar que a maior parte 
dos trabalhos utiliza uma classificação própria, não utilizando padrões como a 
taxonomia ODC. Pode-se acrescentar que, além da classificação ODC, outras 
taxonomias padronizadas poderiam ser utilizadas, tais como: IEEE Standard 
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Classification for Software Anomalies (IEEE, 1994) e a classificação da HP (Hewlett-
Packard) (GRADY, 1993).  
 
 
Figura 2 – Tipos de classificação de defeitos utilizadas  
 
Pela ODC exigir conhecimentos técnicos muito específicos e padronização na 
sua utilização, já existe ferramenta comercial disponível para ser integrada ao processo 
produtivo de desenvolvimento de sistemas e pesquisas buscando a classificação de 
forma automática – sem a necessidade de classificação manual (TEAM CONCERT, 
2012) (HUANG et al., 2011). 
Conforme estudo elaborado, a partir da revisão sistemática da bibliografia dos 
últimos dez (10) anos de trabalhos científicos na área (BASTOS e GUIMARÃES, 2013), 
é possível utilizar o custo das falhas no processo de desenvolvimento de software, 
melhorando o processo de tomada de decisões, entretanto, segundo os estudos 
analisados, não é possível medir uma relação de quanto essa melhoria representaria no 
processo como um todo, mas várias técnicas de análise de custos de falhas têm sido 
utilizadas, tais como a COQUALMO (CHULANI e BOEHM, 1999) e o modelo PAF 
(prevenção, avaliação e falhas). 
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2.4. MÉTRICAS DE QUALIDADE DE SOFTWARE 
De forma geral, a utilização de métricas é considerada como importante para o 
entendimento do próprio produto de software gerado. Mesmo com a dificuldade de 
comparação entre diferentes produtos, a atividade de medição auxilia na análise da 
qualidade e da produtividade e, através de experiência em projetos passados, na 
elaboração do planejamento e estimativas. Apesar disso, poucas empresas fizeram um 
compromisso em longo prazo para coleta de dados sobre seu software 
(SOMMERVILLE 2011, p. 467), portanto, é difícil verificar onde estão as possíveis 
causas da baixa qualidade dos softwares.  
Muitos dos conceitos de qualidade de software que são utilizados atualmente 
vieram, originalmente, da administração. Sendo assim, pode-se ilustrar a dificuldade em 
se lidar com o assunto, com a declaração do guru da administração, o norte-americano 
Philip B. Crosby (1979) em seu importante livro sobre qualidade:  
“O problema da gestão da qualidade não é o que as pessoas não sabem 
a seu respeito. Mas sim, o que eles pensam que sabem... 
Nesse aspecto, a qualidade tem muita semelhança com o sexo. Todo 
mundo está disposto a fazê-lo (sob certas condições, é claro). Todo 
mundo tem a impressão de que entende de sexo (muito embora não 
queira fornecer explicações). Todo mundo pensa que sua execução é 
apenas uma questão de seguir os instintos naturais (afinal de contas, de 
alguma forma consegue-se fazê-lo). E, obviamente, a maioria das 
pessoas acredita que os problemas nessas áreas são causados pelos 
outros (se ao menos eles se preocupassem em fazer as coisas 
certas...)”. 
Já Laird e Brennan (2006) fazem uma comparação entre métricas de qualidade 
de software com o tempo: parece simples de medir, mas, como o software, é abstrato. 
Quando se observa o relógio, ninguém se lembra da órbita irregular da Terra, dos fusos 
horários ou da Teoria da Relatividade. Tudo se resume a uma posição em relação ao 
tempo do dia. Da mesma forma, podem-se abstrair as informações do software. 
Olhando os indicadores de qualidade de software, pode-se entender qual sua posição 
em relação a algo maior.  Dentre as métricas de software existentes, as mais populares 
são a contagem de linhas de código (LOC), devido à facilidade em ser computada; a 
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complexidade ciclomática (McCABE, 1976), e o conjunto de métricas criadas por 
Chidamber e Kemerer (CHIDAMBER e KEMERER, 1994) – conhecidas como CK. 
Destacam-se também as métricas de tamanho funcional do software como pontos por 
função (ALBRECHT, 1979) e os pontos por casos de uso (use case points – 
UCP)(KARNER, 1993). 
Apesar da facilidade no seu cálculo, a contagem de linhas de código (LOC) 
também exige uma padronização: existem diferentes estilos de programação e, para 
executar uma mesma funcionalidade, a quantidade de código necessário varia muito 
entre as linguagens. A Tabela 1 apresenta uma comparação entre as linguagens. 
 
Tabela 1 – Comparação de produtividade entre linguagens – Adaptado de QSM (2013)  
 
Linguagem Fator 
Assembler 98 
C 99 
C++ 53 
Cobol  55 
Excel 191 
HTML  40 
Java 53 
.NET 60 
SQL 21 
 
A Tabela 1 indica que uma função que usa 98 linhas de código (LOC) para ser 
feita em Assembler, em média, usaria 53 linhas de código (LOC) em Java (assumindo o 
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desenvolvimento correto em ambas as linguagens). Logicamente esses números são 
apenas guias iniciais e podem variar com fatores como o domínio do problema ou a 
capacitação do programador. 
Uma forma de cálculo do número de linhas de código (LOC) é como sendo o 
resultado do número de linhas físicas de código menos a somatória do número de 
linhas em branco, número de linhas comentadas e número de arquivos de cabeçalho. 
Assim, o número de linhas código é menor do que número de linhas físicas de um 
software. 
 A complexidade ciclomática (CC), ou simplesmente complexidade, é medida 
seguindo o número de caminhos linearmente independentes de uma função de um 
programa (McCABE, 1976). Por exemplo, se um código só tem comandos sequenciais, 
a complexidade é igual a 1 – só há um caminho válido, mas, caso o código tenha uma 
estrutura de seleção (um comando if, por exemplo), então há dois caminhos possíveis: 
um caso a condição seja verdadeira e um caso a condição seja falsa. Segundo 
Pressman (2011, p. 433) ela é uma métrica útil para previsão dos módulos que têm a 
tendência de apresentar erros, podendo ser usada tanto para o planejamento de teste, 
quanto para o projeto de casos de teste. Pode ser aplicada para método, classe ou 
arquivo. 
 O conjunto de métricas CK (também chamado de CK metrics suite) são métricas 
orientadas à classe para sistemas orientados a objeto (OO), destacando-se: 
• CBO – acoplamento entre objetos (coupling between object): é um totalizador do 
número de classes às quais uma determinada classe está acoplada. Os métodos 
de uma classe utilizam métodos ou atributos de outra classe. Altos valores de 
CBO também complicam modificações e testes necessários para a respectiva 
verificação (PRESSMAN, 2011 p. 551); e 
• LCOM4 – falta de coesão em métodos (lack of cohesion in methods): ausência 
de coesão entre os métodos de uma classe. É um importante fator da 
modularidade e da qualidade do código de um software. Uma classe é altamente 
coesa se seus métodos estão fortemente coesos, e o métodos são fortemente 
coesos se compartilham atributos entre si. Se LCOM4 for alto, métodos podem 
ser acoplados uns aos outros por atributos (aumentando a complexidade do 
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projeto)(HITZ e MONTAZERI, 1995). Pode-se calcular o LCOM4 médio do 
sistema, mas também é importante saber o percentual do total de arquivos que 
têm classes superior a 1 (um). É desejável manter alta coesão, com o indicador 
LCOM4 o mais próximo do número ideal: 1 (um).  
Considerando que a métrica de pontos por função é uma métrica de tamanho 
funcional, ela pode ser utilizada para (1) estimar o custo ou trabalho necessário para 
projetar, codificar e testar o software; (2) prever o número de erros que serão 
encontrados durante o teste; e (3) prever o número de componentes e/ou o número de 
linhas projetadas de código-fonte no sistema desenvolvido (ALBRECHT, 1979).  
Os pontos por casos de uso (UCP) são uma técnica para medição do tamanho 
funcional de sistemas (desenvolvida por Gustav Karner em 1993 e baseada na técnica 
de pontos de função desenvolvida por Allan Albrecht, em 1979) muito considerada para 
entendimento do tamanho dos sistemas (BASTOS, 2011).  
As métricas estáticas do software que utilizam o conceito de mau cheiro 
(originalmente em inglês, bad smells), conforme proposto por Fowler (1999), podem ser 
automatizadas por meio de ferramentas de verificação de código (por exemplo, 
PMD(2011) e FindBugs(2011)). Essas ferramentas estão disponíveis gratuitamente e  
se propõem a fazer esse trabalho de forma automática. Atualmente já existem 
ferramentas que automatizam a geração das métricas de qualidade estática e 
centralizam as informações em um único portal, facilitando a análise e 
acompanhamento. Um exemplo desse tipo de ferramenta é a SONAR (2012). Com a 
ferramenta SONAR, é possível identificar um percentual médio de adequação às boas 
práticas de programação que inclui tanto as verificações de código utilizando a 
ferramenta PMD quanto a FindBugs. Na ferramenta SONAR, para facilitar a análise, as 
violações sobre utilização de boas práticas de programação são agrupadas em:  
• Bloqueantes: altamente recomendável a correção imediata. Exemplos: 
divisão por zero e conversão errada de tipos de variáveis;  
• Críticas: sugere-se a correção a partir de uma análise. Exemplos: 
comparação com tipos diferentes de variáveis e referenciar variável com 
possível valor nulo;  
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• Importantes: indicativos de melhorias que podem melhorar a 
manutenibilidade (facilidade de efetuar a manutenção no código-fonte) e 
outros aspectos técnicos do código. Exemplos: assinatura de método com 
declaração de exceção de sistema (e não de aplicação), utilização de 
mensagens de teste no meio do código e comando IF sem utilização de 
colchetes ({ }) ;  
• Menores ou menos importantes. Exemplos: número mágico (utilização de 
constante fixa no meio do código – normalmente utilizada para 
comparações) e problema de utilização de escopo de variáveis; 
• Informativas: apenas para conhecimento. Exemplo: variáveis não 
utilizadas. 
Ainda não há um consenso na comunidade científica se há uma relação mais 
forte entre os defeitos de software e métricas de qualidade de software (MENZIES et 
al., 2007) ou entre os defeitos de software e as métricas relacionadas ao processo de 
desenvolvimento, tais como produtos de trabalho entregues, quantidade de esforço 
humano e tempo consumido, entre outros (GRAVES et al., 2000). Apesar disso, Pan et 
al. (2008), utilizando a análise estática do software, identificaram padrões de defeitos 
para diferentes projetos, em níveis entre 45,7% a 63,3%, indicando que pode haver 
uma relação entre os erros e qualidade estática do software. Entende-se como 
qualidade estática aquela relacionada às informações do software que não exigem a 
execução do mesmo para avaliação. 
2.5. CUSTOS DAS MUDANÇAS DE SOFTWARE 
Para esta análise consideram-se como mudanças todos os tipos de manutenção 
possíveis: quer sejam de correção de defeitos, adaptação ambiental ou adição de 
funcionalidade. Eventualmente são utilizados nomes diferentes para o tipo de 
manutenção, como manutenção “corretiva”, manutenção “adaptativa” e manutenção 
“perfectiva”, porém, na prática, não existe uma distinção clara entre esses tipos de 
manutenção (SOMMERVILLE 2011, p. 170). 
No dia a dia normalmente utilizam-se os termos defeitos, erros e falhas com os 
mesmos significados, de forma indistinta. Não há um consenso na literatura, mas pela 
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definição de Laird e Brennan (2006) defeitos são uma forma mais geral de erros e 
falhas; erros são aqueles que acontecem no sistema em algum ponto do tempo, 
podendo ou não acontecer em operação, e falhas são erros do sistema em operação. O 
Quadro 3 apresenta os conceitos que são utilizados nesse trabalho.  
Defeitos Erros: estão no sistema e podem nunca acontecer em operaçãoFalhas: são erros que aparecem em operação
 
Quadro 3 – Definição de Defeitos, Erros e Falhas – adaptado de Laird e Brennan (2006) 
 
De maneira geral, entende-se que a correção de um erro de software é menos 
custosa na fase de projeto do que na fase de construção. Shull et al. (2002) chegam a 
afirmar que, encontrar e corrigir um grave defeito de software é frequentemente cem 
(100) vezes mais caro do que encontrar e corrigi-lo durante a fase de levantamento de 
requisitos e a fase de projeto. Pressman (2011, p.375) enquanto tratando da 
amplificação e eliminação de defeitos, cita Nicolau Maquiavel:  
“Algumas enfermidades, como dizem os médicos, são fáceis de curar 
logo no início, mas difíceis de diagnosticar... Com o tempo, quando elas 
não foram diagnosticadas e tratadas no início, tornam-se de fácil 
diagnóstico, mas de difícil cura”. 
Se, por um lado, a implementação de novas funcionalidades durante a fase de 
desenvolvimento, poderia levar a um inchaço – com funcionalidades desnecessárias, é 
mais caro adicionar funcionalidade depois que o sistema está em operação, 
principalmente devido a (SOMMERVILLE 2011, p. 172) : 
- estabilidade da equipe: normalmente a equipe de desenvolvimento já está alocada em 
outros projetos e as pessoas responsáveis pela manutenção terão que investir tempo 
em compreender o sistema existente; 
- más práticas de desenvolvimento: geralmente existe uma pressão pela execução da 
manutenção e não há um incentivo para que o software melhore na questão de 
manutenibilidade; 
- qualificação de pessoal: normalmente a manutenção é vista como um processo menos 
qualificado do que o desenvolvimento de sistema e é muitas vezes atribuída ao pessoal 
mais jovem; 
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- idade do programa e estrutura: com as alterações feitas no programa, sua estrutura 
tende a degradar. Consequentemente, tornam-se mais difíceis de serem entendidos e 
alterados.  
De acordo com Kitchenham et al. (2007), a comparação entre estimativas de 
custos entre empresas diferentes não faz sentido, dessa forma, é recomendável a 
análise de custos de alterações de software de uma mesma empresa de forma 
detalhada. 
Outro ponto a considerar é que os defeitos são métricas visíveis dos softwares e, 
segundo Soni et al. ( 2010) são, ao menos, três as principais vantagens na utilização de 
métricas pelas organizações de desenvolvimento de software: (i) para identificar, o mais 
rápido possível, os componentes com alto risco de erros; (ii) criar padrões de 
programação e de projeto, e, (iii) ter previsões de nível de qualidade dos sistemas. 
Normalmente, utiliza-se o termo “custo da qualidade” para compreender todos os 
custos necessários para a busca da qualidade ou para a execução de atividades de 
manutenção relacionadas à qualidade, assim como os custos causados pela falta da 
qualidade (PRESSMAN 2011, p. 366). Vários autores (KARG e BECKHAUS, 2008) 
(PRESSMAN, 2011) (WAGNER, 2006) utilizam o modelo PAF (prevenção, avaliação e 
falhas) para organizar os custos da qualidade. Pelo que é demonstrado na Figura 3, os 
custos de falhas são maiores do que simplesmente a estimativa de quanto tempo se 
dará a correção. Gitzel et al. (2010) modelaram os custos no caso de falhas de software 
para o cliente. Segundo Pressman (2011, p.366) os custos de falhas são aqueles que 
desapareceriam caso nenhum erro tivesse surgido antes ou depois da entrega de um 
produto.  
 Uma alternativa para tornar o software mais manutenível e viável é a refatoração 
- que é o processo de modificar um sistema de software para melhorar a estrutura 
interna do código sem alterar seu comportamento externo. Mas, na prática, as 
empresas não gostam de investir na manutenção, pois isso leva a aumentos de custos 
em curto prazo, que são mensuráveis; e já que os ganhos de longo prazo (com a 
refatoração) não podem ser medidos, as empresas são relutantes em gastar dinheiro 
com a perspectiva de retorno em um futuro incerto (SOMMERVILLE 2011, p. 172). 
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Figura 3 – Modelo PAF, adaptado de Karg (2008) e Wagner (2006) 
3. MÉTODO 
Neste Capítulo é apresentada uma descrição técnica de como foi desenvolvido o 
trabalho, detalhando-se, de forma lógica, linear e cronológica, todas as etapas do 
projeto. 
Com o objetivo de fornecer fundamentos para o planejamento do projeto e 
auxiliar no entendimento do problema, complementando a revisão bibliográfica 
anteriormente realizada, foi realizada a Revisão Sistemática baseada no modelo 
proposto por Kitchenham et al. (2004) (BASTOS e GUIMARÃES, 2013). A opção pela 
revisão sistemática se deu porque ela tem o objetivo de construir uma síntese da 
pesquisa existente que seja: justa (não tendenciosa), rigorosa (de acordo com o 
procedimento definido), aberta (assegurando que o procedimento de revisão esteja 
visível para outros pesquisadores) e objetiva (assegurando que o procedimento de 
revisão seja reprodutível por outros pesquisadores), fazendo com que seus resultados 
tenham valor científico (TRAVASSOS e BIOLCHINI, 2007).  
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Após a fundamentação e melhor entendimento do problema, foi utilizado um 
método que consiste basicamente de cinco etapas:  
a) Planejamento. 
b) Projeto. 
c) Condução. 
d) Avaliação. 
e) Uso dos resultados.  
3.1     PLANEJAMENTO 
A etapa inicial, de Planejamento, envolve desde a formulação do problema, a 
especificação dos objetivos, até a definição de conceitos (GIL 2002, p.19).  
Define-se que, se houve uma solicitação de mudança que foi desenvolvida, 
então ela é relevante para o usuário do software. Ainda, por definição, o tempo em que 
essa alteração demorou a ser implementada conforme a especificação da solicitação de 
mudança causou um impacto de custos para o negócio do cliente. Assim, a análise 
desse conjunto específico de solicitações de mudança trará informações sobre os 
maiores custos envolvidos no processo de manutenção do software. 
Somente foi possível realizar a pesquisa porque existia uma grande quantidade 
de dados de solicitações de mudança disponíveis. A empresa foi selecionada porque 
poderia ceder todas informações relacionadas às solicitações de mudança dos seus 
projetos.  
Além dos objetivos e conceitos descritos, na etapa de Planejamento é efetuado o 
reconhecimento do ambiente ou contexto onde acontece o estudo. Neste caso, o 
estudo se dá em uma única organização de desenvolvimento de software, que, por 
questões de sigilo, não será identificada. As informações sobre as solicitações de 
mudança eventualmente poderiam prejudicar a imagem da empresa caso fossem 
divulgadas.  
A metodologia de desenvolvimento de software utilizada na referida organização 
é baseada no Processo Unificado (KRUCHTEN, 2001), sendo caracterizado por ser 
“dirigido a casos de uso, centrado na arquitetura, iterativo e incremental” (JACOBSON; 
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BOOCH e RUMBAUCH, 1999). Para registro e controle das solicitações de mudanças é 
utilizada a ferramenta Mantis (MANTIS 2012). 
Foram selecionados os projetos com a mesma tecnologia e plataforma de 
desenvolvimento (basicamente arquitetura Java Enterprise Edition) e estivessem sendo 
largamente utilizados. A empresa em questão possui várias equipes que atuam no 
desenvolvimento de softwares e, apesar de todos os projetos serem direcionados ao 
mesmo cliente, devido à sua grande abrangência de atuação, são todos de domínio 
distintos e foram desenvolvidos por diferentes equipes de desenvolvimento.  Na época 
em que os dados foram obtidos, a empresa possuía mais de 300 (trezentas) pessoas 
na área de desenvolvimento de sistemas. Os desenvolvedores que atuaram em cada 
um dos projetos são diferentes, com exceções pontuais. Em cada equipe de projeto não 
há uma uniformidade de capacitação – existem níveis variados de conhecimentos, 
habilidades e atitudes dos desenvolvedores. Algumas equipes podem conter maior ou 
menor concentração das características técnicas, mas nenhuma equipe destaca-se por 
alguma de suas características, incluindo-se os custos de pessoal. 
Para se efetivar um experimento de pesquisa, torna-se necessário selecionar 
sujeitos (GIL 2002, p. 98), assim, diante da grande quantidade de informações 
disponíveis foi arbitrado utilizar apenas as mudanças solicitadas quando os softwares já 
se encontravam em uso em produção – entendeu-se que seria mais efetivo para o 
objetivo da pesquisa utilizar exclusivamente das informações disponíveis sobre a etapa 
de manutenção dos projetos.  
3.2   PROJETO 
Na etapa de Projeto, foram definidos os critérios de inclusão e exclusão; as 
variáveis consideradas no trabalho e foram delineadas as análises e comparações 
utilizadas para atingimento do objetivo proposto.  
Após a seleção de dados e cálculo do número de dias para a correção das 
solicitações de mudanças, a primeira definição dessa etapa foi que não poderiam 
comparar-se dois projetos com tempos de utilização diferentes, por exemplo, se um 
projeto está sendo utilizado em produção há mais de 3 anos e outro está sendo 
utilizado há apenas 1 ano, há grande probabilidade de haver mais solicitações de 
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mudanças no primeiro do que no segundo - que está sendo utilizado menos tempo em 
produção. Assim, definiu-se o primeiro critério de exclusão: restringir o tempo de análise 
como sendo o menor tempo de em produção de todos os projetos. 
Para auxiliar na escolha dos demais critérios, foi definida a execução de um 
Projeto Piloto composto por dois projetos. A escolha dos projetos que fariam parte do 
Piloto da pesquisa deveria levar em consideração uma diversidade entre os projetos – 
para abranger várias possibilidades e ser uma amostra significativa. Foi definido que os 
projetos a serem analisados pelo Projeto Piloto não poderiam ser nem o menor dos 
projetos, nem o maior dentre os projetos em análise.  
Uma das mais importantes decisões para efetuar toda análise é a definição do 
critério de classificação das solicitações de mudança. Para fazer essa definição, o 
Projeto Piloto deveria comparar a possibilidade de utilização de uma classificação 
própria com a utilização de uma metodologia de classificação das solicitações de 
mudança já disponível na literatura. O Projeto Piloto também deveria definir se seria 
utilizado outro critério de exclusão das solicitações de mudança: analisar todas as 
solicitações de mudança ou apenas as solicitações de mudança com tempo de 
correção superior a um número definido de dias. 
Após a execução do Projeto Piloto, as atividades previstas na etapa de Projeto 
foram reavaliadas a partir dos eventuais erros e/ou melhorias identificadas. As próximas 
atividades previstas foram definidas como: classificação das solicitações de mudanças, 
e, cálculo das métricas e elaboração de gráficos e comparativos de todos os projetos. 
Finalmente, foi prevista a discussão das informações envolvendo a atividade da análise 
(avaliação) e o uso dos resultados. 
Os passos / atividades planejadas na Etapa Projeto estão esquematizados na 
Figura 4. 
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Selecionar de dados e cálcular dias
        Executar Projeto Piloto
  Gerar informações de projetos
Calcular métricas e efetuar comparações
Aplicar critérios de exclusão
Classificar solicitações de mudança
Criar gráficos comparativos
Analisar (avaliar) e usar os resultados
 
Figura 4 – Atividades previstas na Etapa de Projeto 
 
As principais comparações para efetiva verificação do objetivo da pesquisa estão 
sumarizadas no Quadro 4, e envolvem:  classificação e comparação entre as 
solicitações de mudanças que mais demoraram; e comparações para identificar as 
relações entre as informações de qualidade estáticas, tais como adequação às boas 
práticas de programação e métricas CK - conjunto de métricas proposto por Chidamber 
e Kemerer (1994), entre outras. 
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Objetivos Específicos Métricas
Classificação das solicitações de mudança
Quantidade de solicitações de mudança
Tempo de implementação das mudanças
Percentual acumulado de solicitações de mudanças 
implementadas por dia
  Identificação de possíveis relações 
entre as variáveis analisadas (por 
exemplo, qualidade do código, 
tamanho do sistema, padrões de 
solicitações de mudanças) de forma 
a identificar possíveis melhorias no 
processo de desenvolvimento de 
software
Evolução de indicadores estáticos dos projetos: quantidade 
de linhas de código, classes, métodos, quantidade de 
violações, percentual de adequação às boas práticas de 
programação, quantidade números mágicos, percentual de 
comentários, complexidade de métodos, classe e arquivo, 
percentual de entrelaçamento de pacotes e de LCOM4 e 
quantidade de arquivos com LCOM4 > 1
 Objetivo: Efetuar a análise dos custos de mudanças em projetos anteriores, provendo informações 
para melhoria do processo de desenvolvimento da empresa em análise.
  Identificação de possíveis relações 
entre métricas do software e custos 
de correção de mudanças
 
Quadro 4 – Sumário de métricas e seu relacionamento com os objetivos específicos de pesquisa 
3.3    CONDUÇÃO 
Na etapa de Condução, as atividades foram executadas conforme o definido na 
etapa de Projeto. Inicialmente, foram executados comandos SQL para efetuar a 
extração do conjunto de dados de solicitações de mudança de cada projeto e 
exportação para planilha eletrônica permitindo efetuar o cálculo do tempo gasto, em 
dias, para a implementação de cada mudança. 
O próximo passo foi a execução do Projeto Piloto. Como forma de teste do 
método, no conjunto de testes em dois projetos, foram feitas simulações de gráficos 
comparativos que foram melhorados para facilitar a etapa de Avaliação. Durante a 
execução do Piloto, foi definido mais um critério de exclusão (exclusão da análise das 
solicitações de mudança com tempo menor que 10 dias de correção) e também foi 
definida a utilização da metodologia de classificação ODC (Orthogonal Defect 
Classification) (CHILLAREGE et al., 1992).  
Pela definição da etapa de Condução, as atividades foram executadas em todos 
os projetos – inclusive nos 2 (dois) projetos utilizados como Piloto, desta vez sem 
simulações. Foram registradas as exclusões de registros inválidos, bem como os 
tempos despendidos na execução de todas as atividades. 
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Na sequência das atividades previstas, quando estava sendo efetuada a 
classificação utilizando a classificação ODC (Orthogonal Defect Classification) 
observou-se que um dos projetos, P7, não tinha muitos registros a partir do seu 
segundo ano de utilização em produção. Observou-se, entretanto, que novas versões 
do software estavam sendo geradas periodicamente, o que indicaria que as solicitações 
de mudança (i) não estavam sendo registradas, ou (ii) estava sendo utilizado outro 
mecanismo de controle de registro das solicitações de mudança. Para evitar a 
comparação com um projeto sem os dados completos, optou-se por não utilizar o 
projeto P7 como objeto de estudo.  
Dessa forma, restaram seis projetos que foram analisados, para efetuar a 
classificação utilizando ODC (Orthogonal Defect Classification), foi necessário acesso 
aos dados mais completos das solicitações de mudança – por meio do acesso aos 
registros das mudanças na ferramenta de controle de mudanças Mantis (2012). Essas 
informações complementaram e facilitaram a classificação, pois se agregou mais 
conhecimento do que era possível se obter apenas trabalhando com as planilhas 
eletrônicas.  
A classificação ODC utiliza oito dimensões, entretanto, devido à natureza do 
trabalho, não houve alteração na dimensão “Fonte”: como todo o código é produzido 
pela mesma empresa, a fonte é sempre “Desenvolvido Localmente”. 
Em paralelo com a análise das solicitações de mudança, as informações de 
qualidade estática do código-fonte dos softwares foram coletadas: o código-fonte da 
versão que foi utilizada em produção pela primeira vez foi analisado, da mesma forma 
que o código-fonte da versão que foi utilizada quando o software completou vinte 
meses de uso em produção. Nesta fase de reconstituição dos códigos-fonte identificou-
se que algumas bibliotecas originais que foram utilizadas nas primeiras versões do 
software P3 não estavam disponíveis. Assim, não foi possível reconstituir o código-fonte 
desse projeto o que inviabilizou a geração de indicadores de qualidade estática de 
código, fazendo com que não fosse possível o seu estudo conforme descrito na etapa 
de Projeto.  
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3.4    AVALIAÇÃO 
Na etapa de Avaliação foram efetuadas as comparações entre os diferentes 
dados obtidos sobre os projetos em análise. Foi utilizado o método de pesquisa não 
experimental e o empirismo: foram estudados os fenômenos sem intervenção e os 
indicadores são resultado da evidência obtida da pesquisa científica sistemática e 
controlada. O processo de análise e interpretação envolve diferentes modelos de 
análise:  
• Comparação percentual entre as solicitações de mudança utilizando as 
dimensões da taxonomia ODC (Orthogonal Defect Classification). 
• Análise qualitativa dos indicadores de qualidade estática, comparando-se 
no momento de entrada em produção e após um período de utilização em 
produção; e 
• Por meio da análise quantitativa das solicitações de mudanças e de 
comparações com outras variáveis já citadas, busca-se encontrar padrões 
de relacionamento para os projetos em análise.  
3.5    USO DOS RESULTADOS 
Finalmente, na etapa Uso dos Resultados, foram elaboradas discussões e 
projetadas conclusões com base nas informações que foram analisadas na etapa de 
Avaliação. Essas conclusões sã o descritas a partir das relações já apresentadas e, 
também, em comparação a outros estudos, como de Leszak et al. (2002), Lutz e 
Mikulski (2004) e Pan et al. (2008). Recomendações e sugestões são apresentadas 
incluindo também as principais características de uma proposta de abordagem para 
novos estudos. As conclusões são complementadas com sugestões para trabalhos 
futuros e as principais ameaças à validade do estudo.  
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4. RESULTADOS 
Neste Capítulo são apresentados os resultados obtidos (parciais e finais. A 
avaliação e a validação planejadas no Capítulo de Método são demonstradas, passo a 
passo, até a indicação dos resultados.  
4.1 SELEÇÃO DE DADOS E CÁLCULO DO NÚMERO DE DIAS 
Foram pré-selecionados oito projetos de desenvolvimento que estão sendo 
utilizados de forma intensiva pelos seus respectivos usuários e cujas informações de 
solicitações de mudanças estavam disponíveis para fins desse estudo. Segundo o 
estudo sobre estimativa de custos realizada por Kitchenham et. al (2007), a 
comparação entre estimativa de custos entre empresas muito diferentes não faz 
sentido, então, para desenvolver uma abordagem baseada no custo de mudanças de 
software, os softwares analisados serão comparados entre si. Na Figura 5 constam as 
informações de quantidade de solicitações de mudança desses oito projetos 
inicialmente selecionados que englobam desde a fase de desenvolvimento até a fase 
de manutenção, totalizando mais de quinze mil solicitações de mudanças. Observa-se 
que, também por questões de confidencialidade das informações, os nomes dos 
projetos não serão apresentados, sendo chamados daqui para frente como P1, P2, P3, 
P4, P5, P6, P7 e P8. 
 
Figura 5 – Quantidade total de solicitações de mudança disponíveis por projeto 
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O primeiro passo para análise das solicitações de mudança nos projetos foi criar 
um comando SQL que faz extração dos dados de cada projeto (Quadro 5): 
 
SELECT m.id, m.project_id, m.summary, m.status, m.priority,  
       m.severity, m.resolution, m.category, m.date_submitted,  
       m.last_updated, (select hist.date_modified  
                          from mantis.mantis_bug_history_table hist 
                          where m.id = hist.bug_id and  
                                hist.field_name = 'status' and hist.new_value ='80' 
                          order by hist.date_modified desc limit 1) as dt_resolucao 
FROM mantis.mantis_bug_table m  
where m.status = '90' and (m.project_id = '189'  or m.project_id = '290' 
or m.project_id = '198' or m.project_id = '199' or m.project_id = '155' 
or m.project_id = '158' or m.project_id = '157' or m.project_id = '156' 
or m.project_id = '200' or m.project_id = '287' or m.project_id = '295') 
and exists (select 'x'  
         from mantis.mantis_bug_history_table h 
         where m.id = h.bug_id and h.field_name = 'status' and h.new_value ='80' 
         order by h.date_modified desc) 
union 
SELECT m.id, m.project_id, m.summary, m.status, m.priority,  
       m.severity, m.resolution, m.category, m.date_submitted, m.last_updated,  
  (select h1.date_modified  from mantis.mantis_bug_history_table h1 
  where m.id = h1.bug_id and h1.field_name = 'resolution' and h1.new_value <> '90' 
  order by h1.date_modified desc limit 1) as dt_resolucao 
FROM mantis.mantis_bug_table m  
where m.status = '90'  and (m.project_id = '189'  or m.project_id = '290' 
or m.project_id = '198' or m.project_id = '199' or m.project_id = '155' 
or m.project_id = '158' or m.project_id = '157' or m.project_id = '156' 
or m.project_id = '200' or m.project_id = '287' or m.project_id = '295') 
and not exists (select 'x'  
         from mantis.mantis_bug_history_table h 
         where m.id = h.bug_id and h.field_name = 'status' and h.new_value ='80' 
         order by h.date_modified desc) 
Quadro 5 – Query SQL utilizada para geração de solicitações de mudança 
 
Tendo as informações extraídas para todos os projetos, foi realizada a 
exportação para uma planilha eletrônica e efetuado o cálculo do tempo gasto, em dias, 
para a implementação de cada mudança: data de correção da mudança menos a data 
de solicitação inicial. 
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4.2  EXECUÇÃO DO PROJETO PILOTO 
Conforme definido na Fase de Planejamento, com base na quantidade total de 
solicitações de mudança disponíveis para análise, foram escolhidos para fazer parte do 
piloto: P1 e P2.  
Para o projeto P2, foi analisado cada caso individualmente e foi criada uma 
classificação própria (empírica), baseada nas informações contidas nas solicitações do 
projeto P2. A classificação utilizada foi: 
• Erros identificados por ferramenta automatizada de verificação de código /  
detalhes técnicos de padrões de codificação. 
• Validação/consistência de campos pelas regras de negócio. 
• Mapeamento ou acesso de informações do Banco de Dados. 
• Retorno de método fora da especificação. 
• Posicionamento do cursor ou menu em telas ou posicionamento em relatórios. 
• Melhoria ou funcionalidades novas não previstas originalmente. 
• Configuração do ambiente operacional ou questões de componentes ou 
infraestrutura. 
• Intercorrência de melhorias ou alterações posteriores. 
A análise de cada solicitação de mudança levou em média um minuto e meio. O 
mesmo conceito foi iniciado no projeto P1, levando em média também um minuto e 
meio para análise, mas, devido à grande quantidade de solicitações de mudança 
(2.195) não seria viável essa abordagem para todos os projetos. Em parte do projeto P1 
não foi realizada a análise detalhada, sendo executada apenas a análise utilizando-se 
as informações de resumo da solicitação, e descrição do caso de uso. Na Tabela 2 são 
apresentados os tempos médios despendidos na fase de classificação dos projetos P1 
e P2 utilizando a classificação própria (método empírico). 
 
 
 
 
 
 
 
 33 
Tabela 2 – Tempos médios na classificação dos defeitos utilizando método empírico  
Projeto Solicitações 
de mudança 
Tempo Médio 
(minutos) 
Total 
(minutos) 
Total 
(horas) 
P1 2.195 1,5 3.293 54,875 
 
P2 861 1,5 1.291,5 21,525 
  Total: 4.584,0 76,4 
 
Em seguida, foi feita uma pesquisa sobre qual seria a classificação mais 
adequada para a solicitação de mudança. Por meio da pesquisa em máquinas de busca 
de artigos científicos (utilizando as palavras-chave “defect classification” e “software”) foi 
definida a utilização da técnica ODC (Orthogonal Defect Classification) para 
classificação das mudanças. Em comparação ao critério empírico anteriormente 
utilizado, a ODC (Orthogonal Defect Classification) é mais completa e permite fazer 
comparações entre resultados de outros estudos. Com a constatação que a taxonomia 
ODC - Orthogonal Defect Classification é a mais utilizada das metodologias que não 
utilizam classificação própria (descrito no item 2.3 - Metodologia de Classificação de 
Mudanças) foi definida pela sua utilização. Porém, além de acréscimo de tempo para 
efetuar o aprendizado da técnica, foi estimado um tempo médio de classificação das 
mudanças de dois minutos por registro.  
O menor tempo em produção dos projetos piloto em análise (P1 e P2) é de dois 
anos e oito meses, então, foi utilizado o mesmo critério para o projeto em comparação – 
não faria sentido comparar quantidades de solicitações de mudança de projetos com 
diferentes tempos sendo utilizados em produção. Quanto mais tempo em produção, 
maior a probabilidade de existir solicitações de mudança. 
Mesmo após a seleção de sujeitos (P1 e P2), devido à grande quantidade de 
registros de mudanças, para poder efetivar a análise qualitativa, seria necessário criar 
um novo critério de exclusão. Por meio da inferência estatística (que é o processo que 
utiliza de resultados de amostras para extrair conclusões sobre as características da 
população) é possível estimar características desconhecidas da população, tais como a 
média aritmética ou a proporção de uma população (LEVINE et al., 2010). Para análise 
estatística da base de dados, foi arbitrado como 10 (dez) o número de dias que 
representasse 80% dos casos de correção das solicitações de mudança. Pelo Teste Z 
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de Hipóteses para proporção, considerando-se o nível de significância de 0,05 foram 
estabelecidas as hipóteses e confirmou-se a hipótese Ho (detalhamento dos cálculos 
estatísticos no Apêndice I). Assim, foi definido o critério de retiradas todas as 
solicitações de mudanças com tempo de correção inferior a dez dias. 
4.3 CÁLCULO DE MÉTRICAS E COMPARAÇÕES 
A partir da extração de dados, calculou-se o tempo para a resolução das 
solicitações de mudança como a diferença entre a data de fechamento e a data que foi 
efetuado o relato inicial da ocorrência. Conforme apresentado na Figura 6, é possível 
identificar que, na maioria das vezes, as solicitações são resolvidas logo nos primeiros 
dias após o seu relato. Destaca-se a pequena taxa de crescimento após os 10 (dez) 
primeiros. 
 
 Figura 6 – Relação entre o percentual acumulado resolvido e o seu tempo para implementação 
 
Após a análise das informações disponíveis de todos os projetos, foi 
convencionado que o tempo de análise das solicitações de mudança em produção, que 
seria utilizado para comparação entre todos os projetos, seria de 20 (vinte) meses. A 
diminuição em comparação ao tempo utilizado na análise dos projetos piloto (2 anos e 8 
meses) se deu porque em dois projetos só havia dados disponíveis de apenas 20 
(vinte) meses. 
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Na Figura 7, é apresentada a distribuição dos projetos em relação ao tempo, 
considerando-se como início a data de entrada em produção e tempo total de análise, 
em torno, de 20 (vinte) meses a partir daí. 
 
 
Figura 7 – Distribuição dos projetos no período em análise  
 
Conforme previsto na Etapa de Projeto, foram coletadas informações sobre a 
qualidade estática do código-fonte (Figura 10). Os indicadores foram calculados de 
forma automática, pela ferramenta Sonar, para os dois momentos: (i) o momento de 
entrada em produção e (ii) após vinte (20) meses em que o software estivesse sendo 
utilizado em produção.  Foram escolhidas as métricas mais conhecidas: quantidade de 
linhas de código (LOC), métrica de coesão (LCOM4 - lack of cohesion in methods) e de 
acoplamento (indicador de entrelaçamento de pacotes - Package tangle index). Apesar 
de ser um dos aspectos já verificados na adequação às boas práticas de programação, 
a utilização de “números mágicos” também foi analisada por ter chamado a atenção dos 
pesquisadores pela quantidade de incidências identificadas. Da mesma forma, houve 
um interesse especial em entender se os comentários poderiam facilitar o processo de 
manutenção de software.  
A análise estatística utilizando regressão linear simples utilizando os valores da 
Figura 8 demonstrou que não existe nenhuma relação exata entre quaisquer variáveis 
independentes. 
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Figura 8 – Análise estática do código-fonte dos softwares em análise 
 
Com a implementação dessas mudanças, no período em análise dos softwares 
(20 meses), houve aumento na quantidade de linhas de código (Figura 9). 
 
Figura 9 – Evolução da quantidade de linhas de código entre os softwares em análise 
Na Figura 10 é apresentada a quantidade de solicitações de mudança em 
produção para os respectivos projetos, levando em conta o período em análise (20 
meses para cada software). 
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Figura 10 – Quantidade de solicitação de mudança em produção dos projetos em análise 
 
 Na Figura 11 são destacadas apenas as solicitações de mudança que 
tiveram 10 (dez) dias ou mais para sua correção em produção, representando assim, as 
situações em que os usuários tiveram que aguardar mais tempo para utilização da 
funcionalidade ou ajuste solicitado. Para este trabalho, foi definido que os maiores 
custos de solicitações de mudança estão associados aos maiores tempos para 
implementação.  
 
Figura 11 – Quantidade de solicitações de mudança com 10 dias ou mais para implementação 
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Nas Figuras 12 a 17 são apresentados os gráficos resultantes da classificação 
ODC (Orthogonal Defect Classification) das respectivas solicitações de mudança com 
os maiores custos (igual ou superiores a dez dias para implementação) para todos os 
projetos.  
 
Figura 12 – Gráfico da Dimensão Impacto para o projeto P1 
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Figura 13 – Gráfico da Dimensão Impacto para o projeto P2 
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Figura 14 – Gráfico da Dimensão Impacto para o projeto P4 
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Figura 15 – Gráfico da Dimensão Impacto para o projeto P5 
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Figura 16 – Gráficos com a classificação ODC para o projeto P6 
 
 
Figura 17 – Gráfico da Dimensão Impacto para o projeto P8 
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Na Tabela 3, é detalhada a dimensão “Impacto” da classificação ODC. Para cada 
projeto, identificou-se qual a classificação da dimensão Impacto que teve maior 
quantidade de casos e foram calculados os percentuais relacionados. Assim, pode-se 
comparar o principal efeito da alteração de todos os projetos, do ponto de vista do 
cliente. Excluindo P6 e P8, os outros projetos (P1, P2, P4, e P5) tiveram em suas 
solicitações de alterações com mais de 10 dias como principal efeito: “Requisitos”. 
 
Tabela 3 – Detalhamento da Dimensão “Impacto” – ODC 
 
Principal Classificação da 
Dimensão Impacto 
Percentual de alterações no 
impacto (%) 
P1 Requisitos 71,32 
P2 Requisitos 84,08 
P4 Requisitos 83,56 
P5 Requisitos 92,38 
P6 Capacidade de Manutenção 57,02 
P8 Usabilidade 65,52 
 
Durante a fase de manutenção de software, caso não haja preocupação com a 
arquitetura do software, pode haver a chamada erosão da arquitetura, pela qual, 
decisões de implementação acabam violando a arquitetura projetada inicialmente 
(PERRY e WOLF, 1992). Essa situação pode ser representada pelo indicador de 
entrelaçamento de pacotes (Package tangle index). O ideal seria 0%, ou seja, nenhum 
dos pacotes tem relacionamento (chamadas de classes e/ou funções) entre eles. Caso 
um pacote faça uma chamada a algum serviço de outro pacote, já é considerado que 
tem alguma relação com o outro pacote. A métrica é calculada da seguinte forma: 2 * 
(arquivos com dependência para cortar / número de arquivos com dependências entre 
diretórios) * 100.  A Tabela 4 apresenta esse indicador. 
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Tabela 4 – Indicador de Entrelaçamento de Pacotes 
 
Percentual no momento de 
entrada em produção 
(%) 
Percentual vinte (20) meses 
após entrada em 
produção 
(%) 
P1 0,4 0,6 
P2 0,6 0,4 
P4 2,0 3,1 
P5 1,8 1,9 
P6 0,3 0,6 
P8 3,3 2,7 
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5. DISCUSSÃO 
Nesse Capítulo são apresentadas: a análise dos resultados obtidos; discussões 
envolvendo as implicações dos resultados e discussões sobre esses resultados. 
Inicialmente pode-se supor que, por se tratar de uma mesma empresa, utilizando 
a mesma arquitetura e o mesmo padrão de desenvolvimento, todos os projetos teriam o 
mesmo comportamento com relação à rapidez na correção de defeitos e na 
implementação de melhorias. Apesar de poder haver variação no tamanho das 
alterações implementadas, foi definido que as solicitações de mudança geram, 
aproximadamente, o mesmo impacto de alterações. Isso foi considerado pelo contexto 
do estudo: os projetos utilizam a mesma metodologia de desenvolvimento, o mesmo 
perfil de profissionais, a mesma tecnologia e compartilham o mesmo cliente entre si.  
Entretanto, na análise dos percentuais apresentados na Figura 18, observa-se 
que um projeto destacou-se na implementação das suas mudanças nos 20 (vinte) 
primeiros meses de uso do software em produção: em torno de 90% (noventa por 
cento) das solicitações de mudança do projeto P6 foram resolvidas em até 10 (dez) 
dias. Por outro lado, o projeto P2 teve muito mais dificuldade na implementação das 
suas mudanças: pouco mais de 60% (sessenta por cento) das solicitações foram 
implementadas em até 10 (dez) dias. Os demais 4 (quatro) projetos (P1, P4, P5 e P8) 
implementaram as mudanças solicitadas em até 10 (dez) dias entre  75% (setenta e 
cinco por cento) a 85% (oitenta e cinco por cento) dos casos.  
Para facilitar as comparações, a Figura 19 contém um esquema resumido de 
relação de ordem de grandeza entre os projetos, apresentando a quantidade de linhas 
de código e a quantidade de solicitações de mudança. 
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Figura 18 – Comparação percentual entre o tempo para implementação das solicitações de mudança 
dos projetos 
 
 
Figura 19 – Esquema de distribuição de tamanho de projeto (LOC) e solicitações de mudança 
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Considerando o contexto do estudo (a empresa utiliza profissionais com, 
aproximadamente, o mesmo custo), além dos maiores custos diretamente associados 
aos maiores tempos para implementação das solicitações de mudanças com 10 (dez) 
dias ou mais, fica claro o maior custo da qualidade, de acordo com o modelo PAF 
(prevenção, avaliação e falhas), por afetar aos usuários que aguardam as eventuais 
implementações solicitadas podendo gerar desgaste na imagem da organização 
responsável pelo desenvolvimento do software. Assim, as solicitações de mudança que 
tiveram tempo de implementação igual a 10 (dez) dias ou mais foram analisadas mais 
detalhadamente: nas figuras 20 a 25 são feitas as comparações dessas mudanças 
considerando-se as dimensões da ODC (Orthogonal Defect Classification). 
 
 
Figura 20 – Comparação percentual utilizando a dimensão Atividade 
  
 Observa-se pela Figura 20 que, para os quatro primeiros projetos (P1, P2, P4 e 
P5), a principal atividade que estava sendo executada quando as solicitações de 
mudança foram registradas era a atividade de “Revisão de Design”. Já para P6, o 
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projeto que se destacou pela correção de mais de 90% das solicitações de mudança 
em até 10 (dez) dias, a atividade em destaque é a “Inspeção de código”. Já para P8, o 
projeto com menor quantidade de linhas de código e menos quantidade de solicitações 
de mudanças, a atividade de “Teste de unidade” teve o maior impacto. Uma análise 
mais detalhada da dimensão Atividade poderia trazer resultados mais específicos dos 
projetos em análise, mas, em função de restrições de tempo essa análise não foi 
realizada.  
 
 
Figura 21 – Comparação percentual utilizando à dimensão Gatilho 
 
 Pela Figura 21, é apresentada a dimensão Gatilho (causas da aparição do 
defeito). Para todos os projetos teve grande impacto a opção “Lógica, fluxo” - indicando 
que a revisão de lógica é uma constante nos projetos analisados. Ressalta-se, 
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entretanto, que novamente o projeto P6 teve comportamento diferenciado: a sua maior 
causa de aparição de defeitos foi a atividade de “Conformidade ao design”. Como se 
sabe que houve evolução nos projetos, com alteração de requisitos para todos os 
softwares, a ausência de atividade de “Conformidade ao design“ para todos os projetos, 
com exceção de P6, pode indicar que essa atividade foi muito pouco utilizada para os 
projetos em questão. 
 
 
Figura 22 – Comparação percentual utilizando à dimensão Impacto 
 
 Na Figura 22, na qual é comparado o Impacto, ou, os efeitos para o cliente, 
apenas para P6 o principal impacto se deu na “Capacidade de manutenção”, 
reforçando, mais uma vez, que P6 destacou-se sobre o ponto de vista de qualidade do 
software. Para os outros projetos (P1, P2, P4, P5 e P8), o principal efeito se deu em 
“Requisitos”. Uma possibilidade que não foi totalmente detalhada seria a vinculação 
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entre o impacto e a maturidade do projeto: observou-se que o Projeto P6 foi um dos 
primeiros a utilizar a metodologia de desenvolvimento. 
Analisando com mais detalhes a dimensão Impacto, na Figura 23 é apresentada 
a somatória dos dias despendidos nas solicitações de mudança analisadas cuja 
classificação foi “Requisitos”.  Observa-se também uma grande diferença nos 
resultados, comparando-se P8 e P4, parcialmente explicada pelo tamanho dos projetos: 
P8 é o projeto que tem a menor quantidade de número de linhas e teve também a 
menor quantidade de solicitações de mudanças. 
 
 
Figura 23 – Somatório dos dias cujo impacto refere-se à dimensão Requisitos 
 
 
Figura 24 – Comparação percentual utilizando a dimensão Alvo 
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 Pela Figura 24, o “Alvo” principal, ou entidade que teve que ser corrigida, foi o 
código. Para P2, P4 e P5 houve registro de alterações em Design, o que havia sido 
questionado anteriormente (na dimensão Gatilho).  Pode-se destacar também que 2 
(dois) projetos (P1 e P8) não tiveram registros de alterações de “Design”. 
 
 
Figura 25 – Comparação percentual utilizando a dimensão Tipo de Defeito 
 
 O principal tipo de defeito, ou a correção necessária para os projetos P1 e P5, 
conforme Figura 25, foi “Função, classe, objeto” - o que indica uma especificação mais 
detalhada da alteração. Já para os projetos P2 e P4 o principal defeito foi “Algoritmo, 
método”, o que indica uma abstração maior na especificação do projeto do software. 
Para P6, destaca-se a “Verificação” (que é a confirmação de que o software está sendo 
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construído da forma certa) como principal correção e para P8 houve um equilíbrio entre 
“Relacionamento”, “Interface com o usuário” e “Algoritmo, método”. 
 Com a implementação das solicitações de mudança nos respectivos softwares, 
houve uma mudança natural na quantidade de linhas de código. Na Figura 26, onde é 
apresentada a evolução percentual da quantidade de linhas de código-fonte, se observa 
que em P1 e P8 a evolução foi pequena (podendo justificar a ausência de registros de 
alterações de “Design” na dimensão Alvo). Por outro lado, o projeto P4 cresceu em 
mais de 60% (sessenta por cento) na sua quantidade total de linhas de código, sempre 
comparando-se num período de 20 (vinte) meses. Os demais projetos (P2, P5 e P6) 
cresceram entre 41% (quarenta e um por cento) e 47% (quarenta e sete por cento).  
 
 
Figura 26 – Comparação do percentual de evolução da quantidade de linhas de código dos softwares 
 
 Na Figura 27 é feita a comparação da utilização de boas práticas de 
programação conforme as regras padrão disponíveis na ferramenta Sonar. São 
utilizadas regras das fontes PMD(2011) e FindBugs(2011). Conforme demonstrado na 
Figura 28, é curioso observar que os softwares que tiveram a menor variação na 
quantidade de linhas de código no período em análise (P1 e P8) foram os que 
melhoraram na aderência às boas práticas de programação. Todos os outros (P2, P4, 
P5 e P6) apresentaram um número maior de pendências que poderiam ser ajustadas 
para melhoria técnica do código-fonte. A baixa correlação entre o uso de boas práticas 
de programação e o código efetivamente alterado foi um dos resultados encontrados 
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por Kim e Ernst (2007) no estudo de caso analisando, durante quatro (4) anos, as 
versões estáveis de três (3) sistemas utilizando as ferramentas FindBugs, JLint e PMD: 
foi concluído que no máximo 9% dos avisos de boas práticas de programação foram 
corrigidos durante a fase de manutenção do software. 
 
 
Figura 27 – Comparação do percentual de adequação às boas práticas de programação  
 
 A Figura 28 apresenta a evolução percentual (em relação à quantidade de linhas 
de código-fonte da aplicação) da utilização dos “números mágicos” para os softwares 
analisados. Um número mágico é uma constante utilizada no meio do código fonte que 
não é atribuída a uma variável em um arquivo de constantes. A sua utilização para 
causar problemas de manutenibilidade do código, pois não é autoexplicativa e deve-se 
“vasculhar” em vários lugares para verificar o seu uso. As boas práticas de 
programação sugerem a utilização de um arquivo específico para registro de todas 
constantes sendo atribuídas às variáveis – caso seja necessária alteração, basta 
efetuá-la em um único lugar. O projeto P6 destaca-se por ter apresentado uma grande 
quantidade de incidências no momento inicial (no momento de entrada em produção a 
quantidade de números mágicos era praticamente igual à quantidade de métodos), e 
depois, ter tido a maior redução dessa utilização. 
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Figura 28 – Comparação da evolução do percentual de utilização de “Número Mágico” 
 
 Além da análise do acoplamento entre módulos (através do indicador de 
entrelaçamento de pacotes), outro indicador de qualidade estática importante é o 
indicativo de falta de coesão entre os métodos – LCOM4 (Lack of Cohesion in 
Methods)(HITZ e MONTAZERI, 1995). As mudanças efetuadas em P5 fizeram com que 
o LCOM4 crescesse muito. Na Figura 29 é apresentado a evolução da média do 
LCOM4 bem como a evolução da quantidade de classes que têm mais do que 1 (um) 
como indicador  (lembrando que o indicador igual a um é considerado ideal). Apenas P6 
e P8 tiveram diminuição em ambos os indicadores: (i) arquivos com LCOM4 >1 e (ii) na 
média geral de LCOM4 de todos os arquivos.  
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Figura 29 – Comparação da evolução do indicador LCOM4 (Lack of Cohesion in Methods) 
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6. CONCLUSÕES 
Este Capítulo fundamenta o que foi obtido na discussão demonstrando a 
correspondência entre as conclusões e os objetivos específicos propostos no início do 
trabalho, ao mesmo tempo em que responde ao objetivo geral anteriormente 
apresentado. 
Nas comparações apresentadas anteriormente, observou-se que os dois projetos 
com os menores custos de alterações, P6 e P8 (respectivamente com 91,19% e 
83,14% das alterações efetuadas em até 10 dias), não tiveram “Requisitos” como 
principal impacto (da dimensão ODC) e tiveram diminuição no indicador LCOM4. 
Por outro lado, apenas os projetos com menor acréscimo na quantidade de 
linhas de código (P1 e P8) tiveram melhoria no indicador de adequação às boas 
práticas de programação. Os demais projetos (P2, P4, P5 e P6), com mais de 40% de 
acréscimo de número de linhas, tiveram decréscimo na adequação às boas práticas de 
programação. Assim, não houve relação direta entre o uso de boas práticas de 
programação e a rapidez na execução das alterações, divergindo das conclusões 
encontradas por Nagappan et al. (2005) e Pan et al. (2008). 
Com exceção do projeto P5, todos os projetos tiveram aumento na utilização de 
comentários, podendo-se concluir que também não houve relação entre o maior uso de 
comentários e a rapidez na implementação das solicitações. Ressalta-se que, pelo 
contexto do estudo, considerou-se que o esforço para implementação das mudanças é, 
aproximadamente, o mesmo. Por outro lado, também não se confirmou o conhecido 
pela comunidade de métodos ágeis que argumenta que, normalmente, código mal 
escrito é que precisa de comentários (JEFFRIES, 2004). 
Na análise comparativa entre os projetos (P1, P2, P4, P5, P6 e P8), observou-se 
que P6 foi frequentemente citado como diferencial entre os demais. O projeto P6 
destacou-se pelos seguintes aspectos: 
• Pela rapidez com que foram executadas as suas alterações. Em 91,19% dos 
casos, suas alterações foram implementadas em até dez (10) dias. 
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• Mesmo tendo um crescimento em quantidade de linhas de código expressivo 
(43,61%), foi o único projeto onde houve uma redução na utilização de “números 
mágicos” (redução de 25,58%).  
• Por ser um dos primeiros projetos a utilizar o framework de desenvolvimento e a 
metodologia de desenvolvimento associada, pode-se supor que as questões da 
arquitetura e a execução da metodologia de desenvolvimento foram levadas em 
consideração de forma mais efetiva do que nos demais projetos. 
• Com relação ao indicador de entrelaçamento de pacotes, P6 destacou-se, apesar 
de crescer durante o processo de manutenção, foi o projeto que teve o menor 
indicador quando o projeto foi levado à produção (0,3%).  
• Apesar dos indicadores LCOM4 (Lack of cohesion in methods) serem os piores 
dentre os projetos, o projeto P6 reduziu a quantidade de arquivos com esse 
problema estrutural - o que fez com que a média geral desse indicador também 
diminuísse.  
• Por meio da classificação ODC observou-se que P6 foi o único projeto cujo 
principal impacto nas alterações aplica-se na capacidade de manutenção. 
• Por outro lado, o projeto P6 situou-se nos piores patamares de adequação às 
boas práticas de programação.  
Pelos itens elencados, pode-se concluir que P6 é o projeto com o menor custo 
de implementação das alterações (com maior rapidez na implementação no processo 
de manutenção). Uma possibilidade (considerando-se o detalhamento da dimensão 
impacto) é de que as complexidades das solicitações de P6 sejam, eventualmente, 
menores do que as complexidades dos demais projetos. Essa possibilidade pode 
indicar que o levantamento de requisitos foi melhor executado, não sendo necessárias 
muitas alterações que afetassem diretamente os requisitos. Por ser um dos primeiros 
softwares a utilizar a metodologia de desenvolvimento, pode-se presumir que o 
processo de desenvolvimento tenha sido executado com maior rigor que os demais 
projetos foram posteriormente.  Assim como em Lutz e Mikulski (2004), deve-se 
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ressaltar a importância da etapa de levantamento de requisitos, se possível, com ações 
para garantia do processo de comunicação 
 Com a grande quantidade de alterações (crescimento de 43,61% do número de 
linhas de código), a tendência natural do software seria entrar em desordem (seria 
necessário um esforço específico para que ele se mantivesse organizado) (BROOKS, 
1985), mas, o baixo número do indicador de entrelaçamento de pacotes (representando 
um bom projeto/arquitetura do software) pode ter conduzido para que esse projeto em 
específico fosse favorecido na implementação das alterações. 
Uma das possíveis causas dos erros identificados na auditoria de código é a falta 
de capacitação do pessoal responsável pela construção do código-fonte e/ou projeto 
(design), por isso, mesmo que não haja correlação direta com custos de 
desenvolvimento, pode-se acrescentar a importância da utilização de ferramentas de 
análise estática de código fonte porque, além de serem economicamente viáveis, 
podem auxiliar na correção de problemas relacionados à qualificação de pessoal 
especializado na atividade de construção de código e de projeto (design) (LESZAK et 
al., 2002). 
Na maioria dos casos de desenvolvimento de sistemas, a etapa de validação dos 
requisitos com o usuário é deixada até próximo ao fim do projeto quando o usuário 
recebe o sistema para dar sua aprovação final. Apesar disso, esse não é sempre o 
caso, uma vez que existem metodologias de desenvolvimento que requerem o 
envolvimento do usuário durante o processo de desenvolvimento, por exemplo, 
métodos ágeis como Beck (1999) e Cockburn (2001). A gerência de requisitos poderia 
ser melhor trabalhada por meio da utilização de versões experimentais, envolvimento 
de mais usuários e utilização de ferramentas especializadas na gestão dos requisitos. 
Como conclusão da revisão sistemática de métricas contemporâneas de 
manutenibilidade de software, Abílio et al. (2012) afirmam que “existe um campo aberto 
para estudos, principalmente empíricos, que objetivam avaliar as métricas existentes, 
bem como mensurar/estimar valores de referência”. O presente estudo apresenta uma 
faixa de valores (no início de entrada em produção e ao final de vinte meses de 
utilização em produção) de métricas de software pela qual são efetuadas comparações 
e, eventualmente, podem ser utilizadas como comparação para outros projetos da 
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mesma ou de outras empresas. Foram identificadas características em um projeto em 
específico que sugerem a aplicação dessa mesma abordagem em outras empresas 
desenvolvedoras de software em trabalhos futuros.  
A abordagem sugerida, associação entre a métrica de entrelaçamento de 
pacotes, no momento de entrada em produção, com o principal impacto da dimensão 
ODC, pode gerar informações gerenciais que levam a considerar, entre outras ações, a 
melhoria do processo de levantamento de requisitos, a capacitação do pessoal técnico 
envolvido, a revisão do projeto/arquitetura do software e a eventual refatoração de 
códigos em específico. Essa abordagem respeita as recomendações da norma ISO/IEC 
9126, pela qual existem duas maneiras de alcançar um produto de software com 
qualidade: (1) estabelecendo padrões a serem seguidos no desenvolvimento de 
sistemas e (2) desenvolvendo medidas para monitorar a complexidade do código que 
está sendo produzido, fazendo com que trechos de programas com baixa qualidade 
sejam reescritos. 
A conclusão deste estudo é inovadora, pois propõe associar a métrica de 
entrelaçamento de pacotes, no momento de entrada em produção, com o principal 
impacto da dimensão ODC. Essa associação pode ser considerada como a principal 
indicação relacionada aos custos de manutenção do software da empresa 
desenvolvedora de softwares em análise. Por meio do estabelecimento dessa 
associação entre métricas, observadas durante o processo de desenvolvimento de 
sistemas, pode-se diminuir custos futuros na etapa de manutenção de software.  
 
6.1 AMEAÇAS À VALIDADE DO TRABALHO 
As principais ameaças à validade do trabalho são: 
• A classificação foi feita apenas pelo pesquisador podendo gerar erros de 
interpretação e na classificação. 
• As informações sobre as solicitações de mudança foram consideradas 
confiáveis, por se tratarem de informações fornecidas por funcionários da 
empresa, o que pode não ser totalmente correto. Eventualmente, as informações 
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sobre as mudanças e/ou as datas das mudanças podem não representar o que 
efetivamente ocorreu. 
• O estudo foi efetuado em apenas uma empresa, sem análise de validade externa 
e nem generalização. 
 
6.2  TRABALHOS FUTUROS 
Alguns trabalhos podem ser encaminhados: 
• Evoluir a análise para abranger a análise de mais dimensões e verificar 
estatisticamente sua relação causa-efeito. 
• Evoluir a ferramenta de controle de mudanças Mantis (2012), para permitir o 
recebimento das solicitações e também das informações das dimensões da ODC 
(Orthogonal Defect Classification).  
• Comparar a faixa de valores encontrados com outros projetos da mesma 
empresa ou de demais empresas, e associar o indicador de entrelaçamento de 
pacotes, no momento de entrada em produção, com o principal impacto da 
dimensão ODC com o objetivo de diminuir os custos de manutenção. 
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APÊNDICE A – Detalhamento da validação estatística  
 
A.1 OBJETIVOS  
 Análise estatística e validação conceitual da criação de um critério de 
exclusão: retirar todas as solicitações de mudanças com tempo de correção inferior a 
dez dias.  
A.2 DEFINIÇÃO DO TAMANHO DAS AMOSTRAS ALEATÓRIAS 
Considerando que parâmetro é uma medida numérica que descreve uma 
população e estatística é uma medida numérica que descreve uma amostra, pelo 
Teorema do Limite Central, se for retirada uma amostra de tamanho  n   suficientemente 
grande, a distribuição amostral será aproximadamente normal, qualquer que seja a 
forma da distribuição da população (LAPPONI, 2004).    
Conforme Lapponi (2004), “como aplicação prática, podemos dizer que a soma 
de um número de efeitos aleatórios, sem dominância de nenhum deles sobre o 
resultado total, produz uma variável aleatória com distribuição normal”. 
A.3 TESTE Z DE HIPÓTESES PARA A PROPORÇÃO 
Normalmente o teste Z de Hipóteses para a proporção é utilizado para itens que 
tem a mesma característica, conforme definição da curva normal (Figura 30). 
 
 
µ Valor 
Crítico 
Região de 
Não-rejeição 
 
Região de 
rejeição 
Região de 
rejeição 
Valor 
Crítico 
 
Figura 30 – Detalhamento da Curva Normal (adaptado de Lapponi (2004)) 
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As principais características do modelo estatístico são: 
Região de rejeição: consiste nos valores para a estatística que são improváveis 
de ocorrer no caso a hipótese nula seja verdadeira.  Esses valores são mais propensos 
a ocorrer se a hipótese nula for falsa.  Por conseguinte, se um valor da estatística do 
teste se posiciona nessa região de rejeição, deve-se rejeitar a hipótese nula, uma vez 
que esse valor é improvável caso a hipótese nula seja verdadeira. 
Nível de Significância (α): Corresponde a probabilidade de cometer um erro que 
rejeite a hipótese nula Ho, quando ela é verdadeira e não deve ser rejeitada. É definido 
antes do teste de hipótese ser realizado. Exemplo: α: 0,01, 0,05 e 0,1. 
Coeficiente de Confiança: É o complemento da probabilidade anterior, (1- α).  Ao 
ser multiplicado por 100%, o coeficiente de confiança resulta no nível de confiança. 
Risco β: é a probabilidade de cometer erro caso você não rejeite a hipótese nula 
Ho, quando ela é falsa e deve ser rejeitada.  Depende da diferença entre o valor 
constante da hipótese e os verdadeiros valores do parâmetro da população. 
Eficácia de um Teste (1- β): é a probabilidade de  rejeitar a hipótese nula quando 
ela é falsa e deve ser rejeitada. 
Proporção desconhecida da população: é representada pela letra grega π. 
 
Após uma análise na base de dados, estima-se que 80% dos defeitos são 
corrigidos em 10 dias ou menos. Considerando as 3.056 amostras selecionadas de 
defeitos (somando-se as informações de P1 e P2), 2.471 encontram-se dentro dessa 
condição. Com nível de significância de 0,05, verificar essa hipótese. 
 
• Ho = π ≤ 0,80 (ou seja , 80% dos defeitos são corrigidos antes dos 10 dias 
de identificação) 
• H1 = π > 0,80 (ou seja, 80% dos defeitos não são corrigidos antes dos 10 
dias) 
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Assim, rejeitar    H0 se Z = -1,96   ou   se Z = +1,96   - caso contrário, não rejeitar 
H0. 
 
 
Tamanho da Amostra 
       
  3.056 
Itens com a mesma característica 
         
2.471 
Relação p 0,8085733 
Nível de confiança 90% 
Z 1,6448536 
    
Fator de variação 0,0117061 
    
Intervalo de confiança   
Limite Inferior 0,7968672 
Limite Superior 0,8202794 
 
Hipótese 0,80 
X 2.444 
Tamanho da Amostra ( n ) 3.056 
Z tabela 1,96 
  
p 0,79974 
  
Z -0,04 
  
Quadro 6 – Descritivo com variáveis utilizadas   
 
Como descrito no Quadro 6, o resultado de Z encontra-se na faixa entre  - 1,96  <  
Z = - 0,04  < 1,96 , assim, a hipótese nula é aceita e a hipótese 1 é rejeitada. 
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