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Abstract We apply multidimensional X-ray CT to quantify the porosity of Berea6
Sandstone by using both medical- and synchrotron-based X-ray radiation, so as to7
produce images of the same sample with mm- and micron-resolution, respectively.8
Three different samples are used and the obtained tomograms are compared by9
considering the spatial distribution of porosity values for the range of voxel sizes10
0.25-16 mm3. The agreement between the two independent techniques is assessed11
by means of the concordance correlation coefficient. Statistically significant corre-12
lations are found for each sample up to the maximum resolution of the medical13
CT scanner, i.e. for images with a voxel size of (0.5×0.5×1) mm3. The direct com-14
parison of images obtained by medical- and synchrotron-based X-ray radiation15
has a dual benefit. First, it objectively informs the segmentation step required16
for the binarization of the high-resolution synchrotron images that is otherwise17
prone to operator bias; in this context, the applicability of the proposed workflow18
is demonstrated with two widely applied locally adaptive thresholding algorithms,19
namely the hysteresis and the watershed methods. Secondly, once this calibration20
has occurred, the coupling of the two techniques allows analyzing porosity het-21
erogeneity across a range of length-scales that spans over more than eight orders22
of magnitudes. We anticipate that the ability to perform a true multi-scale ex-23
periment may represent the required point of departure for developing up-scaling24
approaches that capture the inherently complex heterogeneity of rocks.25
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1 Introduction28
Non-invasive imaging techniques, such as X-ray Computed Tomography (X-ray29
CT), are contributing to a novel understanding of flow processes and mechani-30
cal behavior in geomaterials [1,2] and their benefits within the field of ‘reservoir31
core analysis’ were recognized since the early days [3,4]. However, the current gap32
existing between measurements performed at various scales (and resolutions) af-33
fects our ability to fully take advantage of this technology. In fact, with the aim34
of revealing the complexity of the pore space of rocks, X-ray CT is limited to a35
length-scale that represents a trade-off between sample size and accessible image36
resolution [5]. On the one hand, the small grain size of reservoir rocks requires a37
spatial resolution as low as a few micrometers to visualize both the geometry of38
the pore space and, accordingly, the curvatures of fluid-fluid interfaces; micro-CT39
or synchrotron-based radiation can be used to this aim on relatively small samples40
(typically around 6 mm in diameter and 5-7 mm in length [6–8], although the41
actual imaged field-of-view used for analysis rarely exceeds 2-3 mm in both the42
vertical and horizontal directions). On the other hand, whole rock cores (typically43
3.5-5 cm in diameter and at least 10 cm in length) are used to provide key parame-44
ters for reservoir formation evaluation, such as relative permeability and capillary45
pressure curves [9–12]; in those studies a medical X-ray CT scanner is used to46
image the samples, though at the expense of a lower resolution (a few mm and47
above for quantitative analyses [13]). It follows that any parameter derived from48
experiments performed on whole cores is inherently effective, as it incorporates49
the effects of structural and chemical heterogeneities at finer scales and observed50
in micro-scale studies. At the same time, highly-resolved observations of flows on51
samples of a few mm3 cannot capture the complexities introduced by the presence52
of larger (mm-cm) sub-core scale features that are characteristic of sedimentary53
rocks [14–16] and whose effects are commonly observed during multiphase flows54
with whole rock cores [17–21]. In the attempt of upscaling rock properties mea-55
sured on core samples for their use in reservoir flow simulations, the concept of56
missing-scale is adopted when referring to the assumption that an original data-set57
is representative of a much larger volume and sub-volume heterogeneity is ignored58
[22]. We argue that the same concept describes well the current knowledge gap59
in laboratory practices for reservoir core analysis. In fact, only the ability to di-60
rectly associate pore-scale structures with sub-core scale patterns would pave the61
way towards a holistic approach to the study of the role of heterogeneity on fluid62
transport in rocks and other porous media.63
Since no single technique currently exists that enables non-invasive measurements64
across the full range of relevant length-scales (micron to cm in this paper), proto-65
cols are needed that bridge the gap between these observations. Studies exploiting66
X-ray CT for a true multi-scale analysis of rock properties are just beginning and67
entail practices, such as the physical sub-sampling for high-resolution imaging and68
the registration of the obtained images within the original core sample to integrate69
information at different length-scales [23–25]. Efforts are also directed towards the70
establishment of robust methods to reduce the inherent noise associated with the71
reconstructed X-ray tomograms. In fact, despite the extensive experience with72
medical CT scanning, protocols are still being revisited to enable the quantitative73
estimation of porosity and fluid saturation in opaque porous media down to res-74
olutions of only a few mm3 [13,26]. As summarized in the next section, efforts75
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are still underway in the use of micro CT or synchrotron data to reach a level of76
standardization comparable to medical CT scanning [5]. As a matter of fact, the77
latter can benefit from studies where results obtained from the two independent78
techniques are compared, e.g. by imaging the same sample at increasingly higher79
resolutions.80
As a first step in this direction, we present results from an experimental campaign81
involving the use of medical X-ray CT and synchrotron-based X-ray radiation to82
image and quantify the porosity of Berea Sandstone samples. The novelty of the83
work is that experiments have been carried out such that a direct comparison is84
made between results obtained from the two independent techniques. Statistical85
measures are used to evaluate the quantitative agreement between the average and86
spatially distributed porosity values at various voxel sizes (0.25-16 mm3). A prac-87
tical implication of this study is that a protocol has been established that exploits88
the comparison between the two techniques to objectively inform the segmentation89
process required in the analysis of micro-CT tomograms.90
2 Quantifying porosity from X-ray tomograms91
Porosity represents one of the primary variables that can be obtained from the92
analysis of X-ray tomograms of a rock sample and the resolution of the acquired93
images determines the type of approach for its computation. When the voxel size94
is much larger than the characteristic pore size of the rock under study (such as95
for medical X-ray CT), the so-called X-ray saturation technique is used, where96
scans of the core saturated with two different fluids (typically air and water) are97
properly combined [27]:98
φi =
CTwr,i − CTar,i
CTw − CTa (1)
where φi are voxel porosities, CTwr,i and CTar,i are the CT numbers in Hounsfield99
units assigned to each voxel i when the core is saturated with water and air,100
respectively, and CTw and CTa are the corresponding (constant) values of the101
pure fluids. This method (and equation) for computing the porosity of rocks was102
proposed by [4], where a direct comparison with independent measurements was103
carried out, and has since then been applied to a wide range of rock types [18,28,104
9,12,29,30]. Note that Eq.1 was originally derived in terms of linear attenuation105
coefficients µ, i.e. the truly measurable quantity by X-ray absorption [4], and uses106
CT ∝ (µ− µw)/µw [27]. Most importantly, Eq.1 implies that the CT number of a107
voxel can be expressed as the linear combination of the CT numbers associated108
with the volume fractions of each of its components, e.g. CTwr = φCTw+(1−φ)CTr;109
given that mass is an extensive property, this assumption is justified because the110
linear attenuation coefficient (and, accordingly, the CT number) is proportional111
only to bulk density for X-ray energies above 100 keV, i.e. where medical CT112
scanners normally operate [3,31]. The main advantage of the X-ray saturation113
technique is that the use of two different fluids allows eliminating the CT number114
associated with the rock matrix (CTr); the latter is in fact not known a priori115
when heterogeneous materials, such as rocks, are studied and where it can ad-116
ditionally vary spatially. Porosity heterogeneity at the voxel level can be readily117
quantified from Eq.1 upon reduction of the noise that affects X-ray images; the118
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latter can easily produce a relative error of 10-15% in the computed porosity for119
(0.5×0.5×1) mm3 voxels [13], i.e. an uncertainty that is similar in strength to120
spatial variations in the porosity of many reservoir rocks at the same scale [32,121
33,17–19]. As explained in a previous publication [13], this uncertainty can be122
assessed by subtracting two scans that have been taken at the same position and123
it can be significantly reduced by proper combination of sufficient repeated mea-124
surements and image coarsening (see Section 3.2).125
When highly resolved images are available (such as for synchrotron-based X-ray126
radiation or benchtop micro-CT scanners), the approach is preferred of a segmen-127
tation that partitions the image into pore space and mineral matrix [1]. A proper128
segmentation of the image is of paramount importance because the obtained bina-129
rized representation of the given sample (i) enables a straightforward computation130
of the porosity and (ii) represents the framework for the computation of other131
rock properties (e.g., permeability, capillary pressure and elastic moduli) [34,35].132
It should be noted that the segmentation step can be preceded by the application133
of noise-reduction filters, although the good quality of the images obtained from134
synchrotron sources often allows for direct processing [2]. Ideally, the segmentation135
step is carried out by means of an automated (i.e. unsupervised) algorithm, so as136
to save time, eliminate operator bias and produce an objectively reliable data-set.137
The reality is that such algorithm does not exist [34], thus requiring some degree of138
manual interaction and quality control, especially when different types of porous139
media are considered [1,35]. The direct consequence of this is that the application140
of the various available segmentation methods leads to as many different results,141
as summarized in a number of studies where direct comparisons have been made142
using both artificial and natural unconsolidated porous materials [34,36] as well143
as intact rocks [35,37]. As expected, these variations were attributed to both the144
choice of the method and to the operator bias in setting the threshold intensity145
needed to distinguish between pore space and solid phase. For instance, relative146
errors up to 13% and 31% were observed when different algorithms were used147
to compute the porosity of the exact same cuboid of a Berea Sandstone and a148
carbonate sample, respectively [35]. Or, relative errors of 1-8% in the computed149
porosity were found upon varying the threshold intensity of ±2% for three different150
segmentation approaches applied to a Berea Sandstone sample [37]; interestingly,151
much larger deviations were observed in the same study for the permeabilities152
computed on the same sample (8-30%). Unfortunately, the same groups of au-153
thors agree that no definitive conclusion can be drawn from their studies due to154
the lack of an absolute reference that would define the optimal binarization result155
[34,36,37]. In this context, it has been suggested that any study using results from156
image segmentation should include a sensitivity analysis associated with the value157
of the threshold intensity and/or the benchmarking with independent measure-158
ments [36,38,37]. With regards to the latter, it is worth noting that the small size159
of the volume that is typically imaged in micro-CT or synchrotron studies makes160
a one-to-one comparison with experimental results a very challenging task. As161
anticipated above, in the present study we attempt resolving both issues by per-162
forming a direct comparison between porosity values computed from synchrotron-163
and medical-CT images.164
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3 Methodology165
Figure 1 illustrates the workflow of the multi-scale imaging experiment presented166
in this study, which includes (i) the imaging of a large (5 cm-diameter and 10 cm-167
long) cylindrical rock sample using a medical X-ray CT scanner, followed by (ii) the168
coring of three smaller (6 mm-diameter and 10 mm-long) plugs at specific locations169
within the inlet face of the larger sample, (iii) the subsequent imaging of the plugs170
using synchrotron-based radiation, and (iv) the comparison of the reconstructed171
tomograms, i.e. rectangular cuboids with size (4×4×1) mm3, in terms of their172
average and spatially distributed porosity at various resolutions. A more detailed173
description of each step and of the rock sample used in the experiment is given174
below. The abbreviations mCT and µCT will be used throughout the text when175
referring to images obtained using the medical X-ray CT and the synchrotron-176
based X-ray method, respectively.177
3.1 Materials178
A Berea Sandstone core (Cleveland Quarries, Ohio USA) was used in this study.179
The sample is a well-sorted sandstone (grain size 100-200 µm) dominated by quartz180
with minor presence of iron oxide and has an average porosity of 20% and a181
permeability of about 300 mD. Prior to the start of the experimental campaign,182
the sample was fired at 700◦C for 2 hrs. to stabilize swelling clays. The sample183
is a relatively homogeneous sandstone that however contains finer-textured strata184
that are not readily visible in the dry or fully saturated state [21,14] and that are185
associated with fine-scale (mm-cm) variations in the porosity (about 10% rel. for186
this specific sample). Also, Berea Sandstone is widely used as a proxy for reservoir187
rocks, thus making it an ideal candidate to validate the protocols developed in this188
study.189
3.2 Medical X-ray CT scanner (mCT)190
A medical X-ray CT scanning instrument (General Electric Hi-Speed CT/i X-191
ray computed tomography) was used to obtain multidimensional porosity maps192
of the large core sample. The following imaging parameters were applied: a voxel193
dimension of (0.5×0.5×1) mm3, a tube current of 200 mA, an energy level of the194
radiation of 120 keV and a display field of view of 25 cm. For image reconstruction,195
a ‘body filter’ and a ‘standard’ convolution kernel were used, both provided with196
the instrument’s software package. Voxel porosities φi are obtained by applying197
the X-ray saturation technique, Eq.1. In the equation, the CT number of pure198
water (CTw = 0) is known from a previous calibration with a phantom, while199
the CT number of air (CTa = −986 HU) has been estimated by measuring the200
attenuation in the line that conducts fluids into the rock core. As reported in a201
previous study where the same sample was used, X-ray CT computed average202
porosity values are in good agreement with results obtained from a combination203
of Helium pycnometry and mercury intrusion porosimetry [11]. For the imaging204
experiment, the core was mounted in a cylindrical aluminum core-holder, so as205
to minimise the known phenomenon of beam-hardening [27]; the images shown206
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in Figure 2 confirm the absence of a lighter shading along the perimeter of the207
core that is otherwise considered symptomatic of this effect. Additional details208
regarding the core-flooding apparatus are given in a previous publication together209
with the description of the procedure followed to saturate the sample with water210
prior to the scans [13]. Moreover, a careful evaluation of the noise affecting the211
CT images has been carried out and it is summarised in the Appendix; briefly, the212
outcome of this analysis shows that the noise is random in nature and that it can213
be predicted (and, accordingly, reduced) upon application of classic rules of error214
propagation based on the variances of normal density distribution curves. In this215
study, we have worked on images obtained from the average of 20 repeated 1 mm-216
thick scans of the inlet face of the sample, this being the same location where small217
sub-samples have been subsequently cored. As shown in Figure 2, the averaging218
of 20 independent scans enables reducing the absolute uncertainty associated with219
the computed porosity at the voxel scale down to δφ = 0.6%, while maintaining220
the original voxel size of (0.5×0.5×1) mm3; an increase of the voxel size, Vvox, to221
(1×1×1) and (2×2×1) mm3 further reduces the error in the porosity to δφ = 0.5222
and 0.3% abs., respectively. Accordingly, images (c), (d) and (e) in Figure 2 have223
been used for comparison with results from µCT (see Section 3.4).224
3.3 Synchrotron-based X-ray radiation (µCT)225
As shown in Figure 1, three 6 mm-plugs (P1, P2 and P3) have been cored from the226
mother sample for high-resolution imaging using synchrotron-based X-ray radia-227
tion. To this aim, the dry samples were imaged with the Advanced Light Source228
(ALS) at the Lawrence Berkeley National Laboratory (Berkeley, USA). For imag-229
ing, a PCO 4000 X-ray camera was used with a 5X Mitutoyo lens by keeping the230
sample-detector distance at 75.4 mm. All scans were performed at a monochro-231
matic energy level of 28 keV by capturing 1441 projections with a resulting com-232
puted pixel dimension of 1.791 µm/pixel and a spatial resolution of 1.791×2 ≈233
3.6 µm (as suggested by the Nyquist-Shannon theorem [39]). The acquired to-234
mograms were first cropped to rectangular cuboids with size (4×4×2) mm3. The235
digital image processing was carried out using AVIZO Fire 8.0 (FEI Visualization236
Sciences Group); a close-up figure (1×1 mm2) of a synchrotron tomogram is shown237
in Figure 3 to provide an overview of the steps from the raw (A), to the filtered238
(B) and segmented images (hysteresis, C, or watershed, D). In particular, a so-239
called ‘non-local mean denoising’ algorithm (NLM) was first employed to reduce240
image noise [40] with the following parameters: a search-window of 21×21 pixels, a241
local neighborhood of 5×5 pixels and a similarity value of 0.4. The obtained 8-bit242
gray-level µCT images were then binarized by means of the bilevel (or hysteresis)243
thresholding algorithm [41]. The latter requires the identification of two threshold244
levels (Tmin and Tmax) that are used to define two classes of objects: the lower class245
(class0, representing the pore space) that includes pixels with intensity lower than246
Tmin and the upper class (class1, representing the rock’s skeleton) that includes247
pixels with intensity greater than Tmax. Additionally, any pixel belonging to class0248
acts as seed point for a so-called ‘region-growing image segmentation’ algorithm,249
which adds to the lower class pixels found in the local neighborhood, while the250
remaining pixels are added to class1. In this study, the value of Tmax is set as being251
the mode of the grey-level intensity histogram of the image; as explained below,252
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Tmin is used as a parameter to match the mCT porosity values. As an example of253
general validity, the histogram representing the grey-level intensity of a tomogram254
after denoising is shown in Figure 4. While two distinct peaks are readily recog-255
nizable in the histogram, they also delimit a relatively wide valley (with intensity256
level 35-43), thus making the selection of the appropriate value for Tmin not trivial.257
Accordingly, the bins with a brighter color have been used to quantify the effects258
of Tmin on the computed porosity. For a given cuboid, the latter is calculated from259
the 2D images as,260
φ =
1
N
N∑
n=1
class0
class0 + class1
(2)
where N is the number of slices in the cuboid, while class0 and class1 represent261
the number of pixels attributed to the pore and solid phase, respectively. Note262
that φ includes both connected and non-connected porosity; for Berea Sandstone263
it is plausible to assume that the volume fraction of the latter is negligible, thus264
enabling a direct comparison with mCT-derived porosities.265
In order to test the general validity of the proposed workflow, the exercise described266
above was repeated while applying a different thresholding algorithm that is widely267
used in the geosciences, namely watershed segmentation [42]. Like the hysteresis268
method, the watershed method belongs to the family of so-called locally adaptive269
algorithms and requires the user to set two thresholds (Tmin and Tmax), in addition270
to the gradient level that is used to demarcate class borders locally [43]. In this271
study, the gradient level was (arbitrarily) set to a value of 20, Tmax to a value of272
55, and Tmin was used as a fitting parameter (see again Figure 4); porosity is then273
calculated using Eq.2.274
It is worth highlighting that, as suggested in [44] and regardless of the algorithm275
used, the thickness of the CT images is kept at a minimum (1.791 µm in this276
study) when segmenting the images, and any coarsening (for comparison with277
mCT images) is applied only after this operation, so as to avoid introducing so-278
called partial volume effects. Also, thanks to the selected sample-detector distance,279
the effects caused by phase-contrast (and manifested by the presence of bright rims280
at the grain side of the grain/pore boundary in the close-up images shown Figure 3)281
are minor, thus enabling a proper segmentation of the pore space.282
3.4 Integrated analysis283
The final step in the analysis involves the comparison of the images of the same284
sample that have been obtained using the two X-ray methods. To this aim, the285
rectangular cuboids need to be properly registered, so as to ensure that porosity286
values are compared at the same locations, and have to possess the same voxel287
size with a minimum value of (0.5×0.5×1) mm3, this being the highest resolu-288
tion achievable with the mCT images. In this study, the comparison is performed289
at four distinct voxel sizes, namely Vvox =(0.5×0.5×1), (1×1×1), (2×2×1) and290
(4×4×1) mm3, thus corresponding to 64 (= 8×8), 16 (= 4×4), 4 (= 2×2) and 1291
voxels per image, respectively.292
The following approach was adopted to account for the uncertainty introduced293
from the physical sub-sampling (coring) of the smaller plugs when registering the294
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location of each set of images: the rectangular cuboid from the mCT images is295
allowed for a translational freedom in the (x, y) plane of ±1 mm (corresponding to296
25 possibilities per sample), and each of these images is compared to a 1 mm-thick297
section extracted from the (4×4×2) mm3 volume of the µCT image. This exercise is298
repeated for nine different values of threshold level (Tmin = 35, 37− 41, 43, 45, 47)299
used for segmenting the µCT images by means of hysteresis thresholding, for a300
total of 25×558×9 = 125,550 comparisons per sample (25×558×3 = 41,850 for301
watershed thresholding).302
The statistical significance of the correlation between porosity values obtained303
from mCT and µCT images is evaluated by means of the concordance correlation304
coefficient, RC, defined as [45]:305
RC =
2σuv
σ2u + σ2v + (u¯− v¯)2
(3)
where u and v refer to the porosity values obtained from mCT and µCT images,306
respectively, u¯ and v¯ are the mean values of each data-set, σ2u and σ
2
v their vari-307
ances, and σuv the covariance. The latter have been calculated using the ‘mean’,308
‘var’ and ‘covar’ functions in MATLAB with the normalization factor set equal309
to the number of observations. Note that the concordance correlation coefficient310
specifically measures how close the observed data are to the identity line v = u, this311
being particularly appropriate when evaluating the strength of agreement between312
two independent methods (as opposed to a simple measure of linear correlation313
given by the Pearson coefficient). Accordingly, RC can vary between 0 (v and u314
are uncorrelated) and 1 (perfect agreement). In this study, the correlation is called315
significant when RC ≥ R0C = 0.95, 0.5 and 0.25 for the (2×2), (4×4) and (8×8)316
schemes, respectively, and the best fit (i.e. the location, and, accordingly, the value317
for Tmin) is associated with the maximum value of the mean of the correlation co-318
efficients found for the three schemes. Note that the threshold values R0C have been319
selected based on ProbN (RC ≥ R0C) ≤ 5%, i.e. a correlation is called significant if320
the probability is less than 5% that N measurements of two sets of uncorrelated321
porosity values (mCT and µCT) would give a coefficient RC larger than R
0
C. As322
reported in [46], the latter takes a value of 0.95, 0.5 and 0.25 for N = 4, 16 and323
64, respectively.324
4 Results325
In Table 1 are summarized for each sample the average porosity values that have326
been obtained from the mCT and µCT images, together with the values of the327
concordance correlation coefficient, RC, used to assess the agreement between the328
two techniques at different spatial resolutions of the scans. The latter correspond329
to the following voxel sizes: (2×2×1), (1×1×1) and (0.5×0.5×1) mm3, and are330
referred to as the (2×2), (4×4) and (8×8) schemes, respectively. It can be con-331
cluded from the values reported in the table that (i) an excellent agreement is332
obtained between mCT- and µCT-derived porosities (with deviations less than333
0.1% abs. for a whole sample of ∼16 mm3) and that (ii) this agreement includes334
the spatial distribution of the porosity values within a given sample down to a335
voxel size of (0.5×0.5×1) mm3. In fact, statistically significant correlations are336
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achieved between the two techniques, as reflected by the large values of the RC337
coefficient. It is worth noting that while for the (4×4) and (8×8) schemes RC is338
indeed always greater than R0C, the opposite is true for the coarser (2×2) scheme339
(RC < R
0
C = 0.95). The reason for this may be found in the similarity between the340
spatial variability of the porosity at this scale (∼0.5% abs. for 4 mm3 voxels) and341
the uncertainty affecting the mCT measurements at the same scale (∼0.3% abs.).342
Nevertheless, the fact that RC values of 0.7 and above are found for the (2×2)343
scheme is a firm indicator of a strong correlation.344
The excellent agreement achieved between mCT- and µCT-derived porosities can345
be better appreciated by looking at Figures 5 and 6, where for each sample the spa-346
tially distributed porosity values are plotted for the 2×2 (i.e. Vvox = 4 mm3), and347
4×4 (i.e. Vvox = 1 mm3) schemes, respectively. In each plot, the black-filled sym-348
bols represent voxel porosity values obtained from mCT images, while the empty349
symbols are µCT results that correspond to the optimum value of threshold level350
(T omin) used for image segmentation using hysteresis thresholding. The black lines351
represent also µCT data, but obtained upon varying Tmin. Pairs of 2D colored352
porosity maps are additionally shown in each plot to visually support the quan-353
titative agreement between the two imaging methods. The detrimental effect of354
varying Tmin on the agreement between mCT- and µCT-derived porosities repre-355
sents the second striking feature to be appreciated from these plots. Interestingly,356
the relative error introduced is clearly visible for larger voxel sizes (Figure 5), while357
it decreases with increasing image resolution (Figure 6). This behavior is associ-358
ated with the simultaneous increase of the strength of porosity heterogeneity with359
decreasing voxel size. Nevertheless, the discrepancy caused on both average and360
voxel-computed porosities is significant and larger than the uncertainty affecting361
the mCT results for the range of Tmin values studied. Moreover, the optimum362
value for Tmin is not unique, but changes from sample to sample, thus supporting363
the adoption of the approach presented here that exploits an independent mea-364
surement for defining the optimal binarization of the given image. We anticipate365
here that for the range of Tmin values considered here, differences in the obtained366
images could be hardly assessed without a quantitative measure, such as the one367
based on the concordance correlation coefficient presented in this study.368
Correlation diagrams are shown in Figure 7, where µCT- and mCT-porosity val-369
ues are plotted against each other for all samples and for the three schemes of370
voxel-sizes Vvox, namely 4 mm
3 (2×2), 1 mm3 (4×4) and 0.25 mm3 (8×8). In each371
plot, the black filled symbols are the results from µCT images using the optimum372
threshold level (T omin, hysteresis thresholding), while for the grey-filled and empty373
symbols Tmin = T
o
min ± 4. In the plots, the dashed line represents a perfect cor-374
relation (identity line, RC = 1). The first two diagrams from the left reflect most375
of the conclusions drawn earlier, with the very good agreement between the two376
techniques (readily noticeable by the gathering of the symbols in the very vicinity377
of the identity line) and the pronounced effect of the selected level of threshold-378
ing on the calculated porosity values. Most importantly, the agreement between379
the two imaging methods is observed over the whole range of values that typically380
characterizes the spatial variability of the porosity at this scale (φi = 18-22%). The381
agreement between the two techniques observed in the correlation diagram pre-382
pared for the smallest voxel size (Vvox = 0.25 mm
3, third plot from the left) is less383
obvious, as evidenced also by the pair of 2D porosity maps shown in the bottom-384
right corner of the figure. In particular, it is noticeable how the µCT-porosity385
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values show a wider range of porosity heterogeneity (φi = 15-25%) as compared386
to the one observed from the mCT images. While this discrepancy can not be387
explained based on our assessment of the uncertainty affecting mCT-computed388
porosity values, we cannot rule out that at this voxel size (i.e. the smallest achiev-389
able) the measurements might not be accurate enough. Nevertheless, for all three390
samples the correlation between the two set of data (192 measurements each) is391
significant, as confirmed from the values of the RC coefficient reported in Table 1.392
As anticipated in Section 3.3, watershed segmentation has been considered as an393
alternative approach to binarize the synchrotron images instead of hysteresis seg-394
mentation. In an analogous manner, results from this approach are presented in395
Figure 8 where, for plug P1, spatially distributed porosity values are plotted for396
the 2×2 (left-hand diagram) and 4×4 (right-hand diagram) schemes. In the fig-397
ure, the black-filled symbols represent the solution obtained upon application of398
hysteresis thresholding (T omin = 39, as obtained from a best match to the medical399
CT data and shown in Figures 5 and 6), while the empty-filled symbols are re-400
sults from watershed segmentation (T omin = 25). Accordingly, the effect of varying401
Tmin on the watershed-segmented data is given by the results plotted as black402
lines (Tmin = 30 − 35). Two important observations can be made with respect to403
this figure. First, watershed segmentation suffers of the same problem affecting404
hysteresis thresholding, where a relatively small change in the parameter values405
used to binarize the image has a significant effect on the resulting porosity distri-406
bution of the rock. Secondly, and most importantly, an optimum set of threshold407
parameter values can be found also in this case that leads to a result that is practi-408
cally identical to the one obtained by hysteresis thresholding (and, accordingly, by409
medical X-ray CT). In particular, the obtained concordance correlation coefficient410
takes a value of RC = 0.934, 0.679 and 0.346 when the image is coarsened to a411
voxel size of (2×2×1), (1×1×1) and (0.5×0.5×1) mm3, respectively. The similarity412
between hysteresis- and watershed-segmented images shown in Figure 3 supports413
this conclusion and suggests that the approach presented here may be generally414
applicable to a wider range of locally-adaptive thresholding algorithms that have415
been developed to segment pores in different materials and rock types.416
5 Discussion417
In this study we have presented a quantitative assessment of X-ray tomography418
to probe the pore space of rocks across a continuum of relevant length-scales, i.e.419
from the pore- up to the core-scale. To this aim, rock samples have been imaged420
by medical X-ray CT and by synchrotron-based X-ray radiation, and a very good421
agreement has been found between the independently obtained porosity tomo-422
grams. The agreement has been quantitatively evaluated by means of a suitable423
statistical measure (the concordance correlation coefficient) and includes both av-424
erage and spatially distributed porosity values at various spatial resolutions (i.e.425
voxel sizes). While for medical CT scanning standardization procedures have been426
developed over the years, one of the major issues reported in the literature with re-427
gards to the segmentation of micro-CT or synchrotron images is “the lack of ground428
truth, i.e. lack of knowledge of the optimal binarization result” [34]. In this context,429
the interesting corollary of this study is that a protocol has been established that430
exploits the comparison between the two techniques to inform the segmentation431
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process. While previous studies have suggested that porosity alone is not suffi-432
cient to evaluate the quality of a segmented image [37], we like to emphasize that433
porosity is still the primary variable that can be obtained from binarized images,434
i.e. without the need for additional computational steps and their inherent as-435
sumptions. Furthermore, one of the benefits of the proposed approach is that for a436
given sample the spatial distribution of the porosity is compared in addition to its437
average value. The former is key to correctly predict other rock properties, such438
as the permeability or the capillary pressure curve, which indeed reflect distinct439
configurations of the pore space [47]. With the avowed intention of developing440
a protocol that enables a true multiscale imaging experiment, in this study we441
have restricted ourselves to Berea Sandstone, as this is probably the most widely442
studied (and imaged) rock type. While we have shown that also for a “standard”443
rock the image analysis process is far from being trivial, we also anticipate that444
the proposed workflow may be limited to rocks of similar microstructure. In the445
case of Berea Sandstone the latter is characterised by a fairly homogeneous (and446
monomineralic) composition (>93% SiO2), the absence of micropores (i.e. pores447
below the resolution of the acquired images) and a significant fraction of pore448
space (15-25%). In this context, future efforts should be directed towards the ex-449
tension of the proposed approach to other (more complex) porous materials, such450
as carbonate rocks or soil samples, and to the evaluation of other properties, such451
as the permeability of the rock.452
5.1 The sensitivity of porosity to thresholding453
As a qualitative appraisal of the sensitivity of porosity to thresholding, recon-454
structed cuboids of the same sub-volume within plug P1 are shown in Figure 9455
that have been obtained with different values of the parameter Tmin, namely 39456
(T omin), 40, 43, 45 (hysteresis thresholding). In the bottom panel of the figure, the457
corresponding differences (T omin− Tmin) are represented. By naked eye, differences458
can hardly be seen when the 3D reconstructions shown in the top panel of the fig-459
ure are considered. The differences within each single slice (i.e. stacked image) are460
subtle, as it can be appreciated by looking at the side of the cuboid that has been461
grey-faced for this purpose (bottom panel). However, when the entire volume of462
the cuboid is considered, a cloud of points appears and grows as one moves farther463
from the optimal threshold level. As discussed in the next paragraph, the cumula-464
tive effects of these differences has a significant impact on the computed porosity465
of the sample. With this regard, the identification of the optimum threshold level466
based on individual (sets of) 2D images represents a deceptive approach, which467
may lead to a significant underestimation of the effects caused by the selection of468
the wrong threshold level.469
Figure 10 shows the correlation between porosities computed from mCT- and µCT-470
images plotted in histogram form as a function of the thresholding parameter used471
for segmenting the µCT images with the hysteresis method . With ‘correlation’ we472
refer here to the mean value of the concordance correlation coefficients obtained473
when comparing images at three different voxel sizes. The top panel of the figure474
additionally shows the corresponding error in the average sample porosity (relative475
to the mCT values). It is evident from the plots that an optimum value for the476
thresholding level can indeed be identified (darker bars) and that the effects of the477
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thresholding parameter on the porosity are not negligible, with relative errors up478
to 10%. Two comments are worth making with respect to this point. First, for a479
given sample a relative error of about 10% is considered significant, because poros-480
ity varies of the same amount when different samples are compared (see porosity481
values in Table 1). It follows that a poor binarization of the µCT images would482
preclude the quantification of porosity heterogeneity, the latter being the reason483
why non-invasive imaging are applied in the first place. Secondly, such errors are484
not likely to be reduced by the adoption of a different segmentation algorithm485
than the one primarily used in this study. In fact, while the variety of available486
methods have been shown to provide as many different results, most of them487
require a significant degree of supervision and the choice of the given threshold488
value is inherently operator-biased [34,36,37]. Most importantly, we have shown489
in this study that the adoption of two different thresholding algorithms (i.e. wa-490
tershed and hysteresis segmentation) applied to the same sample (image) provides491
almost identical results upon proper selection of thresholding parameters’ values.492
As a matter of fact, we argue that the point at issue is not the choice of the best493
segmentation method, but rather the development of protocols that objectively494
validate the results from any of these approaches. We have proposed in this study495
a practical method to achieve this.496
5.2 A true multi-scale imaging experiment497
The characterization of the complex pore space of rocks starts from the analy-498
sis of reservoir core samples and the ability to quantitatively link observations499
across orders of length-scales is a key step in this process. For instance, up to six500
registered resolutions may be required to properly capture the heterogeneity of501
carbonate rocks, thus including micro-structures that control pore connectivity as502
well as larger features that define permeability variations at the cm scale [23,24].503
However, while the imaging of whole cores by mCT is limited to a resolution of a504
few mm (i.e. corresponding to a voxel volume containing already hundreds if not505
thousands of grains), an issue that limits the use of high-resolution µCT images506
is the up-scaling of the computed properties to the core-scale [23]. As shown in507
the present study, the proper coupling between these two tomographic techniques508
has the potential to fill this gap. In fact, once calibrated against mCT data, µCT509
images allow extending the analysis of the pore space down to the micron level510
thanks to their enhanced resolution, thus enabling a true multi-scale experiment.511
This concept is presented in Figure 11 for a Berea Sandstone core sample. In the512
figure, the porosity is plotted of sub-core elements with volumes that span over513
more than eight orders of magnitudes, i.e. from a single grain up to the whole sam-514
ple that contains ∼108 grains. Solid lines are porosity values computed from µCT515
images of the three 6-mm plug samples, while symbols represent results obtained516
from mCT images of the intact 5-cm core sample. The former are presented in the517
form of REV curves [48], i.e. by calculating the porosity of an increasingly larger518
rectangular cuboid starting from a voxel centered in the pore space up to the size519
of the imaged sample.520
As expected, porosity initially decreases with increasing cuboid volume, due to521
the incorporation of an increasingly large volumetric fraction of the solid compo-522
nent of the rock. This is followed by a region (0.01 - 5 mm3) with relatively large523
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fluctuations in the computed porosity, before leveling off at a value that differs524
for each sample considered. The latter obviously reflects the inhomogeneity of the525
rock sample at this scale (see values in Table 1). Interestingly, a constant porosity526
value is attained for each sample beyond a value of about 5 mm3, thus suggesting527
that this volume (the so-called Representative Elementary Volume, REV) includes528
enough pores and grains such that their random orientation becomes insignificant.529
In other words, while a 5 mm3 element would be sufficient to represent any im-530
aged small plug, it would still not capture the spatial variability in the porosity531
that characterizes the whole rock sample. This conclusion is supported by the in-532
dependent estimation of porosity heterogeneity from the mCT images; the latter533
is represented by the “error” bars associated to each symbol in the figure that534
have been estimated from the standard deviation of the distribution of porosity535
values observed for a given voxel size by considering the whole core sample (with536
a diameter of 5 cm and length of 8.1 cm). The quantitative agreement between537
the scatter of the solid lines and the size of the error bars is rather striking. Ad-538
ditionally, the shaded region highlights the range of voxel volumes where a direct539
comparison between the two techniques can be made and that has been exploited540
in the present study to inform the binarization of the µCT images. This has in541
turns allowed populating a larger image captured at a poorer resolution with de-542
tailed information on the pore space of the rock at a resolution of a few microns.543
One of the first benefits of this type of analysis is that it provides the data-set to544
investigate the impact of heterogeneity at multiple scales, thus including various545
rock properties and their association with flow. Accordingly, such comprehensive546
data-set can in turn be exploited for the validation and/or refinement of suitable547
up-scaling approaches that capture the inherently complex heterogeneity of rocks.548
6 Concluding remarks549
In this study, medical X-ray CT and synchrotron-based X-ray radiation have been550
applied to image and quantify the porosity of three Berea Sandstone samples. The551
experiments have been carried out such that porosity measurements on the same552
volume of sample are compared in terms of both averaged and spatially distributed553
properties. The main conclusions from this study are summarized as follows:554
– A excellent agreement is obtained between porosity values measured by the555
two independent techniques for an imaged volume of (4×4×1) mm3 and voxel556
sizes down to (1×1×1) mm3.557
– Methods are presented to reduce the (inherent) noise associated with the X-ray558
tomograms and to account for uncertainties related the physical sub-sampling559
of the plugs used for high-resolution imaging. An appropriate quantitative560
measure (i.e. the concordance correlation coefficient) has been used to evaluate561
the agreement between the two techniques.562
– The established protocol exploits the comparison between the two techniques to563
objectively inform the segmentation process (i.e. the threshold level) required564
for the analysis of micro-CT tomograms that would otherwise be prone to565
operator bias.566
– The applicability of the proposed workflow is demonstrated with two widely567
applied locally adaptive thresholding algorithms, namely hysteresis (or bilevel)568
and watershed segmentation.569
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– The arbitrary selection of the threshold level may lead to relative errors up570
to 10% in the estimated average porosity of a given sample with a volume of571
∼16 mm3. This error is considered significant, because porosity varies of the572
same amount when different samples are compared at this scale.573
– The ability to quantify porosity with such detail enables creating a direct link574
between pore-scale structures (observed by means synchrotron-based radiation575
or micro X-ray CT) with sub-core scale patterns (observed on rock cores by576
means of medical X-ray CT). Efforts in this direction are justified by the need577
of developing experimental protocols to probe the pore space of rocks across578
the continuum of relevant length-scales (true multi-scale imaging).579
Appendix580
A.1 Quantification of the mCT noise581
The use of tomograms obtained with a medical CT scanner on a voxel-by-voxel582
basis requires a careful appraisal of the uncertainty associated with readings at583
such high resolutions. A practical way for achieving this is to subtract images of584
scans taken at identical locations (e.g. two consecutive scans of the same slice); as585
described in [13], the obtained differences follow a Normal distribution function586
that is centred around zero and that is characterised by a given standard deviation.587
The latter is a measure of the “CT noise”. This analysis can be readily extended588
by (i) subtracting images that represent an average of multiple scans of the same589
slice and/or by (ii) subtracting images obtained at increasing voxel sizes. Both590
methods can in fact effectively reduce image noise. Results from such exercise are591
shown in Figure 12, where the “CT noise” is plotted as a function of the number592
of averaged scans n (represented in terms of 1/
√
n in the figure) for the three593
different voxel sizes considered in this study, namely (0.5×0.5×1), (1×1×1) and594
(2×2×1) mm3. Upon application of classic rules of error propagation, it can be595
shown that [13]:596
σ∆n =
√
2
σvox√
n
(A-1)
where σ∆n (the “CT noise”) is the standard deviation that represents the dis-597
tribution of CT values obtained upon subtracting two images, which have been598
obtained from an average n independent scans each, while σvox is the uncertainty599
in CT units associated to a single voxel. In Figure 12, the symbols are the exper-600
imentally obtained σ∆n from a set of 20 consecutive scans of the same slice of the601
Berea Sandstone sample used in this study, while the lines represent the behaviour602
predicted by Eq.A-1. Accordingly, σvox takes a value of 18.4, 15.0 and 8.8 HU for603
a voxel of size (0.5×0.5×1), (1×1×1) and (2×2×1) mm3, respectively. When 20604
consecutive scans are taken, this uncertainty reduces to 4.1, 3.3 and 2.0 HU, re-605
spectively. In an analogous manner, it can be shown that porosity values predicted606
from Eq.1 are affected by an uncertainty σφ,n:607
σφn =
√
2
σvox√
n1000
=
σ∆n
1000
(A-2)
where φn represents a voxel porosity obtained upon combination of dry and wet608
images, which have been obtained from an average n independent scans each [13].609
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Accordingly, porosity uncertainties are reported on the right-hand side y-axis in610
Figure 12 and the corresponding 2D porosity maps are shown in Figure 2.611
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Tables683
Table 1 Average porosity values, φ, of the three samples used in this study that have been
computed from mCT and µCT images. The concordance correlation coefficient, RC, quan-
tifies the agreement between the two techniques at different spatial resolutions, i.e. for a
(4×4×1) mm3 cuboid containing (2×2), (4×4) and (8×8) voxels.
Sample Medical CT Synchrotron Agreement
Porosity Porosity Concordance correlation
φ [%] φ [%] RC (2×2) RC (4×4) RC (8×8)
P1 20.7(2) 20.7(2) 0.939 0.681 0.350
P2 19.9(6) 19.8(7) 0.672 0.691 0.251
P3 18.9(3) 19.0(3) 0.813 0.532 0.308
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Fig. 1 The workflow of the multi-scale imaging experiment presented in this study. Upper
left corner: digital photograph of the inlet face of the Berea Sandstone sample (diameter:
5 cm) taken after the coring of smaller sub-samples (diameter: 6 mm). Upper right corner:
the corresponding 1 mm-thick dry-scan obtained by medical X-ray CT scanning prior to re-
sampling (gray scale in Hounsfield Units, voxel size: (0.5×0.5×1) mm3). Bottom right corner:
close-up for sub-sample P2 at the same voxel size. Bottom left corner: a representative slice
of sample P2 imaged with synchrotron-based X-ray radiation (1.79 µm/pixel).
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Fig. 2 Reduction of the noise affecting the mCT scans and represented here in terms of
2D porosity maps of the 1 mm thick inlet slice of the mother rock sample. Images (a), (b)
and (c) represent the same slice that has been obtained at the scanner’s original resolution
corresponding to a voxel size of (0.5×0.5×1) mm3 and upon averaging 1, 5 and 20 repeated
scans, respectively. Images (d) and (e) are obtained upon coarsening the grid of the original
scans with a (2×2) and a (4×4) scheme, respectively. The corresponding voxel sizes are given
below each image together with the relative uncertainties in the computed voxel porosity
(δφ/φ). Note that irrespectively of the protocol applied, the average slice porosity is known
with a relative precision of 0.2%.
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RAW NLM Hysteresis Watershed
0.50 mmMatrix Pores
A. Raw image B. Filtered image (NLM) C. Hysteresis thresh. D. Watershed thresh.
Fig. 3 Overview of the image processing steps applied to the µCT tomograms, as shown by
means of a (1×1) mm2 close-up figure of the raw (A), filtered (B) and segmented (C and
D) image. Images are first passed through a non-local mean denoising filter (NLM) and then
binarized by means of either bilevel (hysteresis) or watershed thresholding. See manuscript
text for details regarding the applied parameters’ values.
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Fig. 4 Histogram of the grey-level intensity distribution of the 8-bit image obtained by
synchrotron-based X-ray radiation and representing a (2×2×2) mm3 volume at a resolution of
1.79 µm/pixel. For both the hysteresis and watershed thresholding, Tmax is set to a value of 55,
while Tmin is used as a fitting parameter, so as to obtain an optimum match with independent
measurements by medical X-ray CT (ranges shown in the figure by the horizontal bars).
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Fig. 5 Comparison between porosity values obtained from mCT- (filled black circles with an
uncertainty of ± 0.3% abs. represented by the grey-shaded region) and µCT-images (black
empty symbols) for samples P1, P2 and P3. Porosity values correspond to four different sub-
quadrants (A, B, C and D) in each sample and are additionally shown in the colored insets
in the form of 2D maps for both medical- (‘med’) and synchrotron-based tomography (‘syn’).
The black lines are results obtained by varying the threshold level (Tmin) for segmenting the
synchrotron images. Sample size: (4×4×1) mm3, voxel size: (2×2×1) mm3.
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Fig. 6 Comparison between mCT- (filled black circles with an uncertainty of ± 0.5% repre-
sented by the grey-shaded region) and µCT-porosity values (black empty symbols) for samples
P1, P2 and P3. The results represent sixteen different sub-quadrants (A1, A2, A3, A4, B1,
B2, etc.) in each sample and are additionally shown in the colored insets in the form of 2D
maps for both medical- (‘med’) and synchrotron-based tomography (‘syn’). The black lines are
results obtained by varying the threshold level (Tmin) for segmenting the synchrotron images.
Sample size: (4×4×1) mm3, voxel size: (1×1×1) mm3.
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Fig. 7 Correlation diagrams of the porosity values obtained from µCT images plotted as a
function of the corresponding results obtained from mCT images for samples P1 (triangles),
P2 (squares) and P3 (circles). The three diagrams represent comparisons made at different
voxel sizes, namely (2×2×1), (1×1×1) and (0.5×0.5×1) mm3 (from left to right), and include
the optimum fit (black filled symbols), together with solutions obtained using a larger (grey-
filled symbols) and a smaller value (empty symbols) of the threshold level (Tmin) used for
segmenting the µCT images. A perfect correlation is represented by the dashed black identity
line, while the colored insets are 2D visual representation of sample P1.
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Fig. 8 Comparison between µCT-porosity values obtained for sample P1 upon application of
the hysteresis (black filled symbols, Tmin = 39) and watershed segmentation methods. Results
obtained from the latter include the optimum fit (empty filled symbols, Tmin = 25), together
with solutions obtained by varying the threshold level (black lines, Tmin = 30, 35). Results
are shown for two voxel sizes, namely (2×2×1) mm3 (left diagram) and (1×1×1) mm3 (right
diagram). The coloured insets added to each diagram provide a 2D representation of the same
data.
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Fig. 9 Segmentation of the synchrotron images. Reconstructed cuboids representing the same
sub-volume within the Berea sandstone plug P1 obtained with different values of the threshold
parameter Tmin, namely 39 (T
o
min), 40, 43, 45. These are shown in the upper panel of the
figure, while the corresponding differences (T omin − Tmin) are shown in the bottom panel.
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Fig. 10 Histograms showing the obtained values for the mean concordance correlation, RC,
between porosities obtained from medical X-ray CT and synchrotron-based radiation as a
function of the threshold level (Tmin) used for segmenting the synchrotron image for sample
P1, P2 and P3. Plotted values represent the mean of all three coarsening schemes, namely
(2×2×1), (1×1×1) and (0.5×0.5×1) mm3. Best fit results (bars with darker color) are reported
in Table 1 together with values for each scheme. In the top panel of the figure is shown the
error in the total sample porosity obtained from µCT images relative to mCT values.
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Fig. 11 Quantification of the porosity of a Berea Sandstone core (5 cm in diameter and 8.1 cm
long) over 12 orders of magnitudes. Solid lines are results from the segmented µCT images of
three distinct samples (P1, P2 and P3) with volume (4×4×2) mm3; the porosity is calculated
for an increasingly larger rectangular cuboid starting from a voxel centered in the pore space.
Symbols are results from mCT images of the whole core sample consisting of eighty-one 1 mm-
thick slices; each symbol is associated to a different coarsening scheme applied to the images
and the ‘error’ bars represent the spatial variability of the calculated porosity (the length of
each side of the bar is twice the standard deviation of the distribution of porosity values). The
filled symbols are voxel-porosity values calculated within a single slice that has been obtained
from the average of 20 repeated scans taken at the same location, so as to reduce measurement
uncertainty (see Figure 2).
Moving across scales 29
0.2 0.4 0.6 0.8 1
0
5
10
15
20
25
30 3!
2.5!
2!
1.5!
1!
0.5!
0!
CT
 N
ois
e 
[H
U]
!
Porosity uncertainty [%
]!
Repeated scans,!1/ n
n 
= 
20
!
n 
= 
10
!
n 
= 
5!
n 
= 
1!
(0.5
 x 0
.5 x
 1) 
mm
3!
(1 x
 1 x
 1) 
mm
3!
(2 x 2
 x 1) 
mm
3!
Fig. 12 Analysis of the noise affecting tomograms acquired with a medical CT scanner at
various voxel sizes, namely (2×2×1), (1×1×1) and (0.5×0.5×1) mm3. The CT noise is defined
as the standard deviation, σ∆n , that represents the distribution of CT values obtained upon
subtracting two images, which have been obtained from an average n independent scans each.
Experimentally determined values are given by the symbols, while the lines are predictions
from Eqs.A-1 (left-hand y-axis) and A-2 (right-hand y-axis). X-ray CT images were acquired
on a General Electric Hi-Speed CT/i X-ray computed tomography scanner by selecting a tube
current of 200 mA and an energy level of the radiation of 120 keV.
