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Abstract
In this paper we use the CMM model (Chakravorty et al.,2006) in
discrete time and obtain more results concerning the exhaustion time of
Non-Renewable Resource (NRE), the dynamic regimes of energy prices, of
the stocks of pollution. We show that NRE is exhausted in finite time and
is directly influenced by the initial stock of NRE and the costs of NRE
and RE. Higher is the initial stock of NRE, far is the time of exhaustion of
NRE. Higher is the cost of NRE (resp. the difference of unit costs between
RE and NRE), far is the time of exhaustion of NRE. Furthermore, we
show that the abatement intervenes, when necessary, not more than two
periods. We also show that, when the unit extraction cost of RE is not
very high, the stocks of emissions will never be binding if and only if, the
initial stock of NRE is less than a critical value.
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1 Introduction
This paper considers the combined effects of climate change mitigation,
adaptation 1 and the scarcity of non-renewable energy (NRE) in presence of
alternative renewable-energy (RE). A few existing literature has used combined
approach (e.g. J. Byrne and C. Potanger, 2014). J. Byrne and C. Potanger,
2014 give conditions under which a given regime or policy can appear with-
out confirming its apparition nor to explain things in detail (see for example
Amigues et al. 2011, Chakravorty et al. 2006, Chakravorty et al. 2012 and
Tahvonen and Salo 2001).
The mitigation policy is presented in our paper by the presence of a costly
backstop-resource (i. e. RE), the possibility to abate with a constant average
cost, and the natural dilution of environment that decreases the concentration
of the Green-House-Gas (GHG) emissions. A a ceiling on the maximal stock of
GHG is imposed exogenously. The energy-related adaptation is represented by
the availability of NRE’s stock at the beginning of the horizon, so we have to
decide either to use it with a given consumption rate, or to storing it (to leave
it in the ground).
For that, we consider the model in Chakravorty et al. 2006 but use discrete
time. The economy represented by this model uses two energy resources, Non
Renewable Ressource, NRE, and Renewable Ressource, RE, which are perfect
substitutes and abatement at. The respective extraction (consumption) rates
of NRE and RE are xt and yt. The aggregate energy consumption is given by
qt = xt + yt, at time t. The felicity of the consumer is represented by a sta-
tionary utility function depending on the total energy consumption q. However,
the consumer takes into account the energy extraction costs and the abatement
cost.
We obtain more results than Chakravorty et al. 2006. First, we show that,
for any initial stock of NRE, its exhaustion is in finite time. Concerning the
exhaustion, the existing literature on the optimal allocation of NRE is divided
into three points of view. Some authors claim that the final stock (non-economic
reserve) of NRE depends on the initial stock and the level of industrialization
(Tahvonen and Salo 2001 and others); other ones state that NRE should be
used indefinitely (Hotelling 1931); and finally, those that claim that NRE will
be exhausted in finite time but without a robust analytic proof (Chakravorty et
al. 2006 and 2012).
Second, the exhaustion time of NRE’s stock is directly influenced by the initial
stock of NRE and the costs of NRE and RE. If the initial stock of NRE becomes
very large, very far is the time of exhaustion of NRE. If the cost of NRE (resp.
1. The existing literature exhibits that effective climate change response requires both mit-
igation (reducing Green-House-Gas (GHG) production and sequestering carbon) and adap-
tation, e. g. preparing for future climate regimes. There is a spectrum of energy-related
mitigation strategies including sequestering carbon, more efficient fossil-fuel combustion, im-
proving energy efficiency, and transitioning to alternative energy source (e. g. solar, wind).
Energy-related adaptation response includes upgrading network infrastructure to cope with
higher demand of energy and/or damage from natural hazard (e. g. fire and floods), moving
energy infrastructure away from vulnerable locations, storing oil to minimize disruption from
supply failure, and developing smart-grids (J. Byrne and C. Potanger, 2014).
2
 
Documents de Travail du Centre d'Economie de la Sorbonne - 2015.42
the difference of unit costs of using RE and NRE) becomes very large, very far is
the time of exhaustion of NRE. More interestingly, we can refine these results in
the case where the stock of pollution never reaches the exogenous ceiling. The
exhaustion time increases either with the volume of the initial stock of NRE, or
with the difference of the unit costs of using RE and NRE.
Third, it is not necessary to abate in most cases. And if abatement is required,
we will not do that more than two periods.
Fourth, we completely describe the dynamic regimes of quantities of energy con-
sumption, of energy prices and of the stocks of pollution.
Finally, we show that effectiveness of environmental policies depends on the
level of the initial stock of NRE. When the unit extraction cost of RE is not
very high, there is a critical value, Sh, of the initial stock of NRE under which
no environmental policy will be effective because of the ceiling of the stocks of
pollution will never be reached. And if the initial stock of NRE is above this
critical value, there are some successive periods where the stock of pollution
attains the ceiling and environmental policy will be required (i.e. abatement,
simultaneous use of both energies).
The paper is organized as follows. In Section 2, we present the model and
the optimality conditions. In Section 3, we present and discuss the properties
of the optimal path. In Section 4 we present the possible dynamic regimes of
quantities of energy consumption, of energy prices and of the stocks of pollution.
In Section 5, we exhibit the influences of the level of NRE initial stock and of the
extraction costs of NRE and RE on the exhaustion time of NRE. Concluding
remarks are in Section 6. Section 7 is Appendix and contains all the proofs.
2 The model
The economy uses two energy resources, Non Renewable Ressource, NRE
and Renewable Ressource, RE, which are perfect substitutes. Their respective
extraction (consumption) rates are xt and yt. The aggregate energy consump-
tion is given by qt = xt + yt, at time t. The instantaneous utility from energy
consumption at time t is u(qt).
Assumption 1. u : R+ → R+ is of class C1, strictly increasing and strictly
concave, i.e. u′(q) > 0, for all q > 0, u′ is strictly decreasing.
Assumption 2. u satisfies Inada condition, i.e. limq→0u′(q) = +∞.
Initial reserves of NRE are assumed to be known and denoted by S−1, the
average extraction cost of NRE is supposed to be constant and denoted by ce,
and the pollution per unit of consumed NRE (coal for example) is given by ζ.
Let St be the amount of the NRE energy available at time t, so that
St−1 − St = xt, ∀t ≥ 0, S−1 > 0 given. (1)
Let Zt be the stock of pollution. The gross emission of pollution at time t, zt, is
assumed to be proportional to the consumption of NRE, zt = ζxt. The natural
regeneration capacity of atmosphere is proportional to the stock of pollution,
3
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αZt, where α is some constant. Moreover, the stock of pollution can be reduced
through costly abatement, whose instantaneous rate is given by at. Then the
rate of change of Zt is given by
Zt − Zt−1 = zt − at − αZt = ζxt − at − αZt, ∀t ≥ 0, Z−1 > 0 given. (2)
The total abatement cost at time t is given by caat, with ca the unit cost
of abatement. The ceiling on pollution stock is Z¯, and it is imposed by the
regulator. Then
Z¯ − Zt ≥ 0,∀t ≥ 0. (3)
The initial stock of pollution, Z−1, is given and satisfies Z−1 < Z¯. Define cr as
the constant average extraction cost of RE.
2.1 The optimization problem
The objective of the economic planner is to maximize the inter-temporal
utility
max
{xt,yt,at}
+∞∑
t=0
βt[u(xt + yt)− cext − caat − cryt] (4)
under the constraints given by equations (1), (2) and (3), and the positivity
constraints:
St ≥ 0, xt ≥ 0, yt ≥ 0, at ≥ 0, Zt ≥ 0. (5)
The unit costs of extraction of (non renewable resource) NRE and (renewable
resource) RE are respectively ce, cr, while the unit cost of abatement is ca.
Proposition 2.1. There exists an optimal solution.
The Lagrangian of the problem is
L =
+∞∑
t=0
βt[u(xt + yt)− cext − caat − cryt] −
+∞∑
t=0
βtλt(xt + St − St−1)
+
+∞∑
t=0
βtµt(Zt − Zt−1 − ζxt + at + αZt) +
+∞∑
t=0
βtηt(Z¯ − Zt) +
+∞∑
t=0
βtγxt xt
+
+∞∑
t=0
βtγat at +
+∞∑
t=0
βtγyt yt +
+∞∑
t=0
βtγstSt +
+∞∑
t=0
βtγzt Zt (6)
The first-order conditions give
u
′
(xt + yt)− ce − ζµt − λt + γxt = 0 (7)
u
′
(xt + yt)− cr + γyt = 0 (8)
−ca + µt + γat = 0 (9)
γzt + (1 + α)µt − βµt+1 − ηt = 0 (10)
−λt + βλt+1 + γst = 0 (11)
4
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where λt, µt, ηt, γxt , γat , γ
y
t , γ
s
t , γ
z
t ≥ 0 are the Lagrangian multipliers and they
are non negative.
The slackness conditions associated with this problem are:
γat at = 0; γ
a
t ≥ 0; (12)
ηt(Z¯ − Zt) = 0; ηt ≥ 0; (13)
γxt xt = 0; γ
x
t ≥ 0; (14)
γstSt = 0; γ
s
t ≥ 0; (15)
γyt yt = 0; γ
y
t ≥ 0; (16)
γzt Zt = 0; γ
z
t ≥ 0; (17)
λt(xt + St − St−1) = 0; (18)
µt(Zt − Zt−1 − ζxt + at + αZt) = 0 (19)
We add the following assumption
Assumption 3. ce < cr
Assumption 3 is very natural. If the optimal solutions (xt, yt) are both
positive, the FOC (7), (8) give ce ≤ u′(xt + yt) ≤ cr.
3 Properties of the optimal path
3.1 The extraction path of NRE
In this part we describe the characteristics of the dynamics extraction of
NRE. The following proposition shows that, in the optimal extraction of NRE,
we cannot alternate between the use and the non-use of NRE.
Proposition 3.1. We cannot alternate the use and non-use of NRE. In other
words, if there exists t1 ≥ 0 such that xt1 = 0, then xt = 0 ∀t ≥ t1.
Thus it will be impossible to switch to the only use of RE and then go back
to NRE. This means that once the energy transition from non-renewable-energy
to renewable-energy is achieved, we will use the only renewable-energy for ever.
The following proposition confirms the existence of this switch date T .
Proposition 3.2. There exists an instant ts ≥ 0 such that xts = 0.
We denote by T the switch date, i. e. the first instant T ≥ 0 such that
xT = 0. We denote by S¯ the non-economical reserve of NRE, i.e. the stock of
NRE that will never be extracted.
Proposition 3.3. After the switch date, T
µt = 0, at = 0,∀t ≥ T. (20)
Remark 3.1. This result is intuitive because once we stop using NRE we will
no longer pollute, it is not necessary to abate.
5
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Lemma 3.1. The shadow price λt is strictly positive for any t ≥ 0.
The FOC (11) gives
λt = βλt+1 + γ
s
t
If the stock of NRE is never exhausted (St > 0 for any t) then we obtain the
traditional Hotelling rule ("the shadow price of energy must grows at the rate
of the interest")
λt = βλt+1.
What differs in this model is that there are other shadow prices that also drive
the energy price.
The first main result of this paper is the following theorem:
Theorem 1. There is a date T such that xt > 0 for any t < T and xt = 0 for
t ≥ T . Moreover, the stock of the NRE will be exhausted (S¯ = 0) at date T − 1.
Remark 3.2. This result is new with regard to the existing literature, since it
confirms the exhaustion, in finite time, of NRE whatever the initial conditions.
Despite the importance of this result, S¯ = 0, it can be considered as intuitive
because of the marginal extraction cost of NRE is lower than that of RE (ce < cr)
and the presence of the natural dilution of environment.
The importance of necessity to switch to the clean and sustainable energies
does not mean that one has to suddenly stop using NER by keeping it in the
ground, but it means that one must switch to the only use of RE after exhaustion
of NRE by following a given optimal use of both energies. The properties of
this optimal sequence are described in what follows.
Proposition 3.4. One can abate only if the stock of pollution is at its maximum,
i. e. if at > 0 then Zt = Z¯.
The following proposition shows an important and new result. It concerns
the conditions under which we can abate (Proposition 3.3 gives that there is no
abatement for t ≥ T ).
Proposition 3.5. If at > 0, xt > 0 for some t, then cr > ce + ζca.
ζca is the cost of abatement or the cost of pollution when the stock of pol-
lution is at its maximum. We can abate only when the unit cost of RE is larger
than the total cost of consuming NRE (cost of extraction, ce, + cost of pollu-
tion, ζca, generated by this consumption of NRE).This result is interesting, and
means that the abatement can occur only if the renewable-energy is relatively
expensive compared with both costs of extraction of NRE and the pollution.
However, the condition cr ≥ ce + ζca is not sufficient to have at > 0, xt > 0 as
it is shown in the following proposition.
Proposition 3.6. Assume ce + ζca > u′(αZ¯ζ ). Then at = 0 for all t.
The interpretation of the previous result is as follows. Let us recall that αZ¯ζ
is the maximum of consumption of NRE when the pollution reaches the ceil-
ing. This consumption is obtained when, in particular, we have no abatement.
6
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Hence, u′(αZ¯ζ ) is the largest marginal satisfaction of the consumer when the pol-
lution is maximal. When the total cost of consuming NRE (cost of extraction,
ce, + cost of pollution, ζca, generated by this consumption of NRE) is larger
than the maximal marginal satisfaction of consuming NRE when the pollution
reaches the ceiling, there will be no abatement. Indeed, abatement will increase
the consumption and lower the marginal satisfaction.
Equation (9) can be rewritten as
ca = µt + γ
a
t
That means that the average cost of abatement must be equal to the aggregate
abatement profit. The aggregate abatement profit is the sum of marginal benefit
of abatement and the profit from renouncing to abate.
Proposition 3.7. It is not optimal to have a totally clean environment at some
date. At the optimum, one has Zt > 0,∀t.
Remark 3.3. This new result means that the objective of the conservation of
the climate is not to have a completely clean environment. To have a completely
clean climate is even against the well-being of the society.
In what follows we examine the conditions under which we can have the
simultaneous use of both energies. We know that for t ≥ T the only RE is
used for ever. Thus in the following we consider only the periods t such that
0 ≤ t < T . More precisely we consider 0 ≤ t ≤ T − 2 because, at the instant of
switch to the only use of RE, we cannot confirm the following propositions.
Proposition 3.8. At any date t ≤ T − 2, we can have the simultaneous use
of both energies only if the stock of pollution is at its maximum, i. e, yT−t >
0 =⇒ ZT−t = Z¯ for t ≥ 2.
The simultaneously use of costly RE and cheap NRE can only be realized to
respond to extreme environmental problems. Once the regime of simultaneous
use of both energies occurs, it will hold until exhaustion of NRE. Using RE as
a temporary solution of environmental problems is not optimal.
Proposition 3.9. Once we use RE, we will use it forever. If yτ > 0,τ < T ,
then yt > 0 ∀t ≥ τ .
Despite the fact that RE can respond to environmental problems, the simul-
taneous use is not always possible. The following proposition shows that.
Proposition 3.10. Assume cr ≥ u′(αζ Z¯). Then xt > 0, yt = 0 for t ≤ T − 2.
Remark 3.4. This result was also found by CMM.
Denote c¯ = u′(αζ Z¯). It is clear that if the environmental problems are
important, i. e, Z¯ is small, α is small or ζ is high, then c¯ is high. And if the
environmental damages are not very important then c¯ is smaller. In the first
case the chance to have simultaneous use is high, and it is low in the second
7
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case. Thus to have simultaneous use we have to impose a low Z¯, since we
cannot change the rate of natural dilution of environment nor to change easily
the marginal unit of pollution due to the use of NRE.
The following proposition shows that we cannot fight environmental prob-
lems with both abatement and the use of RE. And from proposition 3.8, the use
of RE is always the latest choice to fight environmental problems.
Proposition 3.11. Assume cr > ce + ζca, and let τ be the first instant where
yτ > 0, τ ≤ T − 3, if it exists. Then at = 0, for τ + 1 ≤ t ≤ T − 2.
Corollary 3.1. When abatement occurs, then RE is not used, i.e. if at > 0, t ≤
T − 2 then yt = 0,∀t ≤ T − 3.
Proposition 3.12. Once we pass a phase of ceiling binding, we will no more
have a second ceiling binding phase and the NRE extraction will be lower than
αZ¯/ζ. In other terms, if xt > 0, Zt−1 = Z¯, Zt < Z¯, then xτ < αZ¯/ζ, Zτ <
Z¯,∀τ ≥ t
Proposition 3.13. Before the ceiling binding period, the only NRE is used with-
out ceiling binding and with a strictly decreasing extraction, but all are greater
or equal to αZ¯/ζ. In other terms, if xt > 0, Zt−1 < Z¯, Zt = Z¯, then xt ≥ αZ¯/ζ,
xτ > xτ+1, and Zτ < Z¯, ∀τ = 0, . . . , t− 1
The following proposition shows that, in the case when cr ≤ u′(αζ Z¯), if the
stock of pollution reaches its upper level at a given instant t (0 ≤ t ≤ T ), it will
still binding until the exhaustion of NRE stock.
Proposition 3.14. Assume cr ≤ u′(αζ Z¯).
If Zt = Z¯, t ≤ T − 2, then Zτ = Z¯ for t ≤ τ ≤ T − 1.
The following proposition shows that, under the condition cr ≥ ce + ζca, if
there is a phase or regime with abatement, it will occur before simultaneous use
of both energies or before the only use of NRE with ceiling binding. It must
be used together with propositions 3.8 and 3.9. Furthermore, it shows that we
cannot abate more than two period.
Proposition 3.15. Assume cr ≥ ce+ζca. If we have two consecutive periods of
ceiling binding, and if there is abatement at the second, then the ceiling was not
binding before these two periods. In other terms, if we have for 0 ≤ t ≤ T − 2
that Zt = Z¯ and Zt+1 = Z¯, at+1 > 0, then Zt−1 < Z¯.
Combining Proposition 3.14 and Proposition 3.4, we get the following corol-
lary.
Corollary 3.2. Assume cr ≥ ce + ζca. The abatement, if it occurs, cannot last
more than two periods.
We can say that introducing abatement to fight environmental problems is
of very little importance.
8
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4 Succession of regimes
In this section we exhibit the possible regimes of extraction of both energies,
of the enegy prices and of the stocks of pollution.
Theorem 2. We have
(i) either Zt < Z¯, for all t,
(ii) or there exists t < T such that Zt = Z¯. Let τ is the first date when Zt = Z¯.
In this case we have three regimes.
– Zt < Z¯, ∀t ≤ τ − 1
– Zt = Z¯,∀t ∈ {τ, . . . , τ ′}, τ ≤ τ ′ ≤ T −1. If cr ≤ u′(αζ Z¯), then τ ′ = T −1.
– Zt < Z¯,∀t > τ ′
One may wonder whether the regime with Zt < Z¯,∀t, exists. The answer is
yes, when S−1 is low enough. More precisely,
Proposition 4.1. If S−1 < αZ¯ζ then Zt < Z¯ for all t.
We now show that, under an additional condition, for any S−1 high enough,
there exists a date τ < T 2 such that Zτ = Z¯.
Proposition 4.2. Assume cr < u′(αZ¯ζ ). Let
T¯ =
u′−1(cr) + Z¯/ζ
u′−1(cr)− (Z¯α)/ζ
, S¯ =
Z¯
ζ
(αT¯ + 1)
then
S−1 > S¯ ⇒ Zt = Z¯, for some t
In theorem 3, we show there exists a critical value for the initial stock of
NRE when cr < u′(αZ¯ζ ). If the initial stock is lower than this critical value then
the stock of pollution will never attain the ceiling. If the initial stock is higher
than this critical value, then the stock of pollution will reach the ceiling at some
date.
Theorem 3. Assume cr < u′(αZ¯ζ ). There exists a critical value of the initial
stock of non renewable energies, Sh−1 < +∞, such that for each initial stock
lower than this value, the upper bound of pollution stock will never be attained
and if the initial stock of is higher than this value than there exists at least one
period t with Zt = Z¯. In other terms
S−1 < Sh−1 =⇒ Zt < Z¯,∀t ≥ 0
S−1 > Sh−1 =⇒ Zt = Z¯, for at least one t.
We completely characterize the optimal paths in Theorems 4 and 5.
2. τ < T since for any t ≥ T,Zt < Z¯
9
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Theorem 4. Assume Zt < Z¯,∀t. Then
(a) at = 0, ∀t ≥ 0
(b) xt > 0,∀t ≤ T − 1, xt = 0, ∀t ≥ T
(c) ZT+t =
ZT−1
(1 + α)t+1
, ∀t ≥ 0
(d) yt = 0, ∀t ≤ T − 2, u′(yt) = cr, ∀t ≥ T
(e) Zt(1 + α)− Zt−1 = ζxt, ∀t ≤ T
(f) x0 > x1 > . . . > xT−1 > xT = 0
u′(x0) < u′(x1) < . . . < u′(xT−2) < u′(xT−1 + yT−1) ≤ cr = u′(ys), ∀s ≥ T.
Comments
When Zt < Z¯ for any t, abatement is not required, we only use NRE energy until
the date T − 2. Both energies may be used but only at period T − 1. The total
energy consumptions decrease strictly from t = 0 to t = T and become constant
after. The energy prices increase strictly from t = 0 to t = T . It equals the unit
extraction cots of RE for t ≥ T . The stocks of pollution decrease strictly after
T and converge to zero when T goes to infinity.
Theorem 5. Assume Zt = Z¯, for some t. Let τ < T be the first date when
Zt = Z¯ and τ ′ < T the biggest date with Zt = Z¯. Then
(a) Zt = Z¯, ∀t ∈ {τ, . . . , τ ′}, τ ≤ τ ′ ≤ T − 1
(b) yt = 0, ∀t < τ
(c) x0 > x1 > . . . > xτ−1 > xτ + yτ
I. Add the assumption cr < u′(αZ¯ζ ). Then
(a′) τ ′ = T − 1
(d) yt > 0, ∀t ∈ {τ + 1, . . . , T − 1}
(e) u′(x0) < u′(x1) < . . . < u′(xτ−1) < u′(xτ + yτ ) ≤ cr
= u′(xτ+1 + yτ+1) = . . . = u′(xT−1 + yT−1) = u′(ys), ∀s ≥ T
Add the assumption cr ≤ ce + ζca. Then
(f) at = 0, ∀t
Replace the assumption cr ≤ ce + ζca by ce + ζca < cr. Then
(f ′) at = 0, ∀t ∈ {τ + 2, . . . , T − 1}
10
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II. Replace Assumption cr < u′(αZ¯ζ ) by cr ≥ u′(αZ¯ζ ). Then
(d′) yt = 0, ∀t ≤ T − 2
Add the assumption cr ≤ ce + ζca. Then
(f) at = 0, ∀t
(e′) u′(x0) < . . . < u′(xτ ) < u′(xτ+1) = . . . = u′(xτ ′) = u′(
αZ¯
ζ
)
< u′(xτ ′+1) < . . . < u′(xT−2) < u′(xT−1 + yT−1) ≤ cr = u′(ys), ∀s ≥ T
Replace the assumption cr ≤ ce + ζca by ce + ζca < cr. Then
(e′′) u′(x0) < . . . < u′(xτ ) < u′(xτ+1) ≤ u′(xτ+2) = . . . = u′(xτ ′)
< u′(xτ ′+1) < . . . < u′(xT−2) < u′(xT−1 + yT−1) ≤ cr = u′(ys), ∀s ≥ T
Comments When Zt = Z¯ for some t:
(i) We will not use RE before the first date when the stock of pollution reaches
the ceiling.
(ii) If the unit extraction cost of RE is not high, namely less than u′(αZ¯ζ ), then
the ceiling-binding phase will end at period T − 1. Both energies will be used
between the second period of the ceiling-binding phase and the end of this phase.
The energy prices increase strictly from t = 0 to the first date of the ceiling-
binding phase. It equals the unit cost of RE extraction after beginning of this
phase, i.e., even before the NRE exhaustion date. If moreover the RE extraction
cost is less than the total NRE unit cost (NRE extraction cost+ pollution cost
due to the use of this energy), then no abatement will be required from the third
period of the ceiling-binding phase to T − 1 (the date of the end of this phase).
Abatement may be required for the two first periods of the ceiling-binding phase.
(iii) When the RE extraction cost is higher than u′(αZ¯ζ ) but less than the total
NRE cost then no abatement will be required. The prices will increase from
t = 0 to the second period of the ceiling-binding phase, becomes constant until
the end of the ceiling-binding phase, increases again after this date until the
NRE exhaustion date and remains indefinitely equal to RE extraction cost after
the NRE exhaustion date. However, if the RE extraction cost is higher than
the total NRE cost, then the prices increase from t = 0 to the second period of
the ceiling-binding phase, becomes constant from this second period to the end
of the ceiling-bing phase and as just before, increases again after this end date
until the NRE exhaustion date and remains indefinitely equal to RE extraction
cost after the NRE exhaustion date. Abatement may be required for the two
first periods of the ceiling-binding phase.
5 About the exhaustion date T
In this Section we would like to examinee the influences of the initial stock
of NRE S−1 and of the unit costs cr, ce on the exhaustion date T . We neglect
the role of ca since we have shown that the abatement intervenes at most two
consecutive periods. Its role is not very important in the transition from NRE
to RE.
11
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Theorem 6. We have
(i) S−1 → +∞⇒ T → +∞.
(ii) Assume ce → +∞, cr → +∞ and still satisfy ce < cr. Then T → +∞.
(iii) We have
cr − ce → +∞ =⇒ T → +∞
Remark 5.1. In (ii) of the previous theorem, since ce is very high, when we use
NRE, the extraction at each period is very small. Since the total resource S−1
is fixed, the exhaustion time T becomes also very large. Assertion (iii) states
if the difference of unit costs between RE and NRE becomes very high then the
exhaustion time T is also very high.
In the case Zt < Z¯ for any t, e.g. cr < u′(αZ¯ζ ) and S−1 < S
h−1 (Sh−1 is the
critical value for S, theorem 3), we can refine our results.
Theorem 7. Assume Zt < Z¯ for any t. Let T ′ be the exhaustion time associated
with the stock S′−1. Then
S′−1 > S−1 ⇒ T ′ ≥ T
Theorem 8. Assume Zt < Z¯ for any t.
Assume (c′r, c′e) satisfy c′r − c′e > cr − ce, and the sequence Z ′t associated with
(c′r, c′e) still verifies Z ′t < Z¯ for any t. Let T ′ be the exhaustion time associated
with (c′r, c′e). We have T ′ ≥ T .
6 Concluding remarks
In this paper we deepen the CMM model of Chakravorty et al., 2006, by
using discrete time and obtain more results. Backstop energy, a ceiling on the
stock of GHG emission and the possibility to abate are introduced to the stan-
dard Hotelling model.
We show that non-renewable energy’s stock will be used until its exhaustion in
finite finite. Once we use RE, we will use it for ever. And when simultaneous use
of NRE and RE take place, then the stock of pollution is at its maximum which
was not reached before. However, the simultaneous use of both energies is not
always possible. If the unit cost of RE is higher than maximal marginal satisfac-
tion of consuming NRE when pollution reaches the ceiling, then simultaneous
use of both energies cannot occur. Furthermore, when RE is used, abatement
cannot occur. Thus, it is not optimal to jointly use these two policies (RE and
abatement) to fight environmental problems. Abatement will not occur in most
cases. Notably, abatement cannot occur when the total cost of NRE (cost of
extraction of NRE+ the cost of pollution) is lower than the cost of RE. It can-
not occur also if the total cost of NRE is larger than the maximal consumption
satisfaction of consuming NRE when the stock of pollution is at its maximum.
Adjusting GHG emissions to fight environmental problems is important only if
the stock of NRE is sufficiently high, i.e. there exist a critical value of the initial
stock such that if the initial stock is strictly lower than this value, there is no
12
 
Documents de Travail du Centre d'Economie de la Sorbonne - 2015.42
a serious environmental damages which require environmental regulations. In
this case, we have a pure Hotelling model, with only use of NRE with a strictly
decreasing consumption’s rate of NRE until its exhaustion. The net-energy’s
price is strictly increasing at a rate equal to the interest rate.
If the stock of NRE is larger than the critical value, then the stock of pollution
reaches its upper bound at some periods. Before the ceiling-binding date, only
NRE is used with strictly increasing energy’s price. During the ceiling-binding
phase, if the unit cost of RE is less than some value, say c˜r, we will have si-
multaneous use of NRE and RE until exhaustion of NRE’s stock. The energy’s
price is constant and equal to the RE’s cost.
If the unit cost of RE is higher than c˜r, then only NRE is used during the
ceiling-binding phase. We can eventually require abatement but not more than
two periods. The abatement, when it is required, will intervene at the beginning
of the ceiling-binding phase. After that, energy’s price will be constant until
the end of ceiling-binding phase. The end of this phase can arrive before the ex-
haustion of NRE. After the ceiling-binding phase, we will have a pure Hotelling
phase until exhaustion of NRE.
Regarding the exhaustion time of NRE, it always goes to infinity when the stock
of NRE goes to infinity. In the case where the stocks of pollution will never bind,
the exhaustion time increases with the size of the NRE stock.
The marginal costs of extraction of NRE and RE have also direct effects on
the exhaustion time. If the costs of extraction of NRE, or of RE are very high
then the exhaustion time becomes also very high. If the difference of unit costs
between RE and NRE becomes very high, then the exhaustion time is very high.
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7 Appendix
7.1 Proof of proposition 2.1
Proof. Let (xt, yt, at, St, Zt)t≥0 be optimal. Then at any t, yt must satisfy
u(xt + yt)− cryt ≥ u(xt + y)− cry, ∀y ≥ 0
Let ϕt(y) = u(xt + y) − cry. The function ϕt is strictly concave and satisfies
ϕt(0) = u(xt) ≥ 0, ϕt(+∞) = −∞.
If u′(xt) > cr then yt > 0 and satisfies u′(xt + yt) = cr. This is equivalent to
yt = u
′−1(cr)− xt ≤ u′−1(cr).
If u′(xt) ≤ cr then yt = 0. In both cases, yt ∈ [0, u′−1(cr)]. We can restrict yt
in the interval [0, u′−1(cr)]. For the other variables we have
0 ≤ xt ≤ S−1
0 ≤ St ≤ S−1
0 ≤ at ≤ ζS−1 + Z¯
0 ≤ Zt ≤ Z¯
The variables are in compact set for the product topology. Since the constraints
are continuous functions of these variables, the feasible set is a compact set for
the product topology. On the set of feasible sequences we have, for any t,
−ceS−1−ca(ζS−1 + Z¯)−cru′−1 ≤ u(xt+yt)−cext−caat−cryt ≤ u(S−1 +u′−1)
Since β ∈ (0, 1), the inter temporal utility is continuous for the product topology.
Existence of optimal paths follows the Weirstrass Theorem.
7.2 Proof of proposition 3.1
Proof. Assume xt = 0 and xt+1 > 0, then St = St−1 (because we have xt =
St−1 − St.
We have St > 0 (if not xt+1 = St − St+1 = −St+1 ≤ 0) and u′(yt) = cr
(since yt > 0, from Assumption 2), that gives from (7)and (8))
u
′
(yt) = ce + ζµt + λt − γxt and
u
′
(xt+1 + yt+1) = cr − γyt = ce + ζµt+1 + λt+1.
We have from equation (2) Zt − Zt−1 − ζxt + at + αZt = 0. That implies
(1 + α)Zt + at = Zt−1 + ζxt = Zt−1. Thus, Zt ≤ Zt−11+α ≤ Z¯1+α < Z¯, and hence,
14
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ηt = 0.
Equation (10) gives βµt+1 = (1 + α)µt + γzt ≥ (1 + α)µt. That implies
µt+1 ≥ 1 + α
β
µt. (21)
And equations (11) and (15) give St > 0. That gives γst = 0. Thus
λt+1 =
λt
β
≥ λt. (22)
On other hand, we cannot have λt = 0, µt = 0, because otherwise we will have
cr = u
′
(yt) = ce − γxt < cr which is impossible. Thus we have either λt > 0
or µt > 0. That implies that we have either λt+1 > λt or µt+1 > µt (from
equations (21) and (22)).
From what precedes we have
cr ≥ cr − γyt+1 = u
′
(xt+1 + yt+1)
= ce + ζµt+1 + λt+1
> ce + ζµt + λt − γxt
= u
′
(yt) = cr,
yielding a contradiction.
Hence xt+1 = 0. By induction xτ = 0, for any τ > t.
7.3 Proof of proposition 3.2
Proof. Suppose xt > 0,∀t ≥ 0. Then we have St > 0, γst = 0,∀t ≥ 0.
Since 0 < St+1 ≤ St we have St → S¯ ≥ 0, xt → 0, as t → +∞ (because
xt = St−1 − St). Observe that
Zt(1 + α) ≤ at + Zt(1 + α)
= Zt−1 + ζ(St−1 − St) from equation (2)
≤ Z¯ + ζ(St−1 − St)
Choose  > 0, small enough such that u′() > cr and Z¯1+α +
ζ
1+α < Z¯. For t
large enough, say t ≥ T , we have
Zt ≤ Z¯
1 + α
+
ζ
1 + α
< Z¯
xt < 
ηt = 0 from equation (13)
and hence
µt+1 ≥ 1 + α
β
µt from equation (10)
λt+1 =
λt
β
from equation (11)
15
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Hence, for any t ≥ t, u′(xt) > u′() > cr, that gives yt > 0, u′(xt + yt) = cr
(because of u′(xt+yt) ≤ cr from equation (8)). From u′(xt+yt) = ce+ ζµt+λt
(equation (7)), we cannot have µt = λt = 0 because ce < cr. Thus for t ≥ T ,
we have either µt > 0, or λt > 0.
If λt > 0,∀t ≥ T , then λt → +∞ as t→ +∞. And we have a contradiction:
cr = u
′
(xt + yt) > λt → +∞.
And if µt > 0,∀t ≥ T , this implies µt → +∞ as t → +∞.We then obtain also
a contradiction:
ca > µt → +∞
Hence, we conclude that there exists ts with xts = 0. From proposition 3.1,
xt = 0,∀t ≥ ts.
7.4 Proof of proposition 3.3
Proof. Suppose xts = 0, then Zt < Z¯,∀t ≥ ts (from propositions 3.1 and 3.2,
and equation (2)). That implies ηt = 0,∀t ≥ ts (from equation (13)). Hence
µt+1 ≥ (1 + α)
β
µt, ∀t ≥ ts (from equation (9)).
Thus, if µts > 0 for some t ≥ ts, then µt → +∞ (from equations (9) and (12)),
that is impossible, since µt ≤ ca. Hence µt = 0,∀t ≥ ts.
On other hand, if at > 0, for some t ≥ ts then γat = 0 (from equation (12)).
That gives µt = ca > 0, that is impossible because µt = 0 for any t. Hence
at = 0, ∀t ≥ ts.
7.5 Proof of lemma 3.1
Proof. Let T be the first instant such that xT = 0. We know that this implies
xt = 0,∀t ≥ T . Since u′(0) = +∞, we have yt > 0, ∀t ≥ T .
We have from the proof of proposition (3.3) that µt = 0, ∀t ≥ T . Thus, if λt = 0,
for some t ≥ T , we have:
cr = u
′
(yt) = ce + λt − γxt
= ce − γxt
≤ ce < cr,
a contradiction. Hence λt > 0,∀t ≥ T .
We now prove that λt > 0, ∀t ≤ T . Observe that xt > 0, ∀t ≤ T − 1. We have
from equation (11) that
λT−1 = βλT + γsT−1 > 0,
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and
xT−1 = ST−2 − ST−1 > 0
=⇒ ST−2 > 0
=⇒ γsT−2 = 0
=⇒ 0 < λT−1 = λT−2
β
=⇒ λT−2 > 0.
By induction we have λt > 0,∀t ≤ T . We end the proof.
7.6 Proof of Theorem 1
Proof. Let T > 0 be the first date when xT = 0. Then, from the previous
results, xt = at = 0, ∀t ≥ T . We have St = S¯, ∀t ≥ T − 1, yt > 0, ∀t ≥ T .
We also have ZT =
ZT−1
1+α . Assume S¯ > 0. We can choose  > 0 which satisfies
yT −  > 0, Z¯+ζ1+α < Z¯, S¯−  > 0. Define a sequence (x′t, y′t, a′t, S′t, Z ′t)t as follows:
∀t ≤ T − 1, x′t = xt, y′t = yt, a′t = at, S′t = St , Z ′t = Zt
x′T = , y
′
T = yT − , a′T = aT = 0, S′T = S¯ − , Z ′T = ZT +
ζ
1 + α
=
ZT−1 + ζ
1 + α
∀t ≥ T + 1, x′t = xt = 0, y′t = yt, a′t = at = 0, S′t = S¯ − , Z ′t =
Z ′t−1
1 + α
We claim that the sequence (x′t, y′t, a′t, S′t, Z ′t)t is feasible.
– (i) Obviously it is true for t ≤ T − 1.
– (ii) Let us check for T . We have
S′T = S¯ −  > 0
S′T−1 − S′T = S¯ − (S¯ − ) =  = x′T
y′T = yT −  > 0
Z ′T − Z ′T−1 − ζx′T + aT + αZ ′T = ZT +
ζ
1 + α
− ZT−1 − ζ+ α(ZT + ζ
1 + α
)
= (1 + α)ZT − ZT−1 = 0
0 < Z ′T ≤
Z¯ + ζ
1 + α
< Z¯
– (iii) We now check for t ≥ T + 1.
S′t = S¯ −  > 0
S′t − S′t+1 = 0 = x′t
y′t = 0
a′t = 0
Z ′t − Z ′t−1 − ζx′t + at + αZ ′t = Z ′t − Z ′t−1 + αZ ′t = 0
0 < Z ′t =
Z ′t−1
1 + α
≤ Z
′
T
1 + α
<
Z¯
1 + α
< Z¯
17
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Our claim is true. We obtain a contradiction:
∞∑
t=0
βt[u(x′t + y
′
t)− cex′t − caa′t − cry′t]−
∞∑
t=0
βt[u(xt + yt)− cext − caat − cryt] = βT (cr − ce) > 0
Therefore S¯ = 0.
7.7 Proof of proposition 3.4
Proof. Suppose at > 0, then we have from equations (12) and (9) that γat = 0
and µt = ca ≥ µt+1. We have from equation (10) that
ηt = γ
z
t + (1 + α)µt − βµt+1 = γzt + (1 + α)ca − βµt+1
= γzt + β(ca − µt+1) + (1 + α− β)ca > 0.
Equation (13) implies that Zt = Z¯. Hence the proof.
7.8 Proof of proposition 3.5
Proof. Suppose at > 0. Then we have xt > 0, γat = 0.This implies, from
equation (9), that µt = ca.
From equations (7), (8) we obtain:
−ce − ζca − λt + cr − γyt = 0
⇔ cr − ce − ζca = λt + γyt > 0
⇒ cr > ce − ζca.
7.9 Proof of proposition 3.6
Proof. The claim is true for t ≥ T . Let t < T . Then xt > 0.
(i) If Zt < Z¯ then proposition 3.4 implies at = 0.
(ii) Consider the case Zt = Z¯. We have
xt =
Z¯(1 + α)− Zt−1 + at
ζ
≥ αZ¯
ζ
⇒ u′(xt) ≤ u′(αZ¯
ζ
)
If at > 0 then µt = ca (FOC (9)). (7) implies
u′(xt + yt) = ce + ζca + λt > ce + ζca > u′(
αZ¯
ζ
)
We get a contradiction
u′(
αZ¯
ζ
) < ce + ζca < u
′(xt + yt) ≤ u′(xt) ≤ u′(αZ¯
ζ
)
18
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7.10 Proof of proposition 3.7
Proof. Let T be the first instant when xT = 0. Suppose there exists t such that
Zt = 0. Then at = 0 (from corollary 3.1). And we have from equation (2) that
(1 + α)Zt − Zt−1 = ζxt and Zt = 0 implies that− Zt−1 = ζxt = 0.
This is impossible for t < T because xt > 0. Thus Zt > 0,∀t < T .
On other hand (1 + α)ZT − ZT−1 = 0 implies that ZT > 0. And for t > T
we have (1 + α)Zt − Zt−1 = 0 ⇒ Zt = Zt−1/(1 + α). Thus rearranging these
equation we find Zt = ZT /(1 + α)t−T , that implies Zt > 0. Hence the proof.
7.11 Proof of proposition 3.8
Proof. First, observe that St > 0, γst = 0, ∀t < T − 1. Suppose ZT−2 < Z¯ and
yT−2 > 0. In this case, we have γ
y
T−2 = 0, ηT−2 = 0.
From equations (7), (8), cr = u
′
(xT−2 + yT−2) = ce + ζµT−2 + λT−2
cr ≥ u′(xT−1 + yT−1) = ce + ζµT−1 + λT−1.
Therefore
ce(1− β) < cr(1− β) ≤ u′(xT−2 + yT−2)− βu′(xT−1 + yT−1)
= (1− β)ce + ζ(µT−2 − βµT−1) + λT−2 − βλT−1
(from equation (7))
= (1− β)ce + ζ( β
1 + α
µT−1 +
ηT−2
1 + α
− βµT−1) + γsT−2
= (1− β)ce + ζ( β
1 + α
µT−1 − βµT−1)
= (1− β)ce − ζ βα
1 + α
µT−1 ≤ (1− β)ce,
which is a contradiction. Hence yT−2 > 0 =⇒ ZT−2 = Z¯. By induction we
find yT−t > 0 =⇒ ZT−t = Z¯ for t > 2
7.12 Proof of proposition 3.9
Proof. For t < T we have xt > 0, St > 0. Let t < T − 2, then xt > 0, xt+1 > 0.
Suppose yt > 0, yt+1 = 0.
yt > 0 =⇒ γyt = 0, thus we have from equation (8):
u
′
(xt + yt) = cr
u
′
(xt+1) = u
′
(xt+1 + yt+1) = cr − γat+1
that implies
u
′
(xt + yt) ≥ u′(xt+1) (23)
equivalently xt + yt ≤ xt+1
=⇒ xt+1 > xt (24)
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On other hand we have
yt > 0 =⇒ Zt = Z¯( Proposition 3.8)
=⇒ 0 ≥ Zt+1 − Zt = ζxt+1 − at+1 − αZt+1
=⇒ xt+1 ≤ α
ζ
Zt+1 +
at+1
ζ
≤ α
ζ
Z¯ +
at+1
ζ
(25)
and
Zt = Z¯ =⇒ 0 ≤ Zt − Zt−1 = ζxt − at − αZt
=⇒ xt ≥ α
ζ
Zt +
at
ζ
≥ α
ζ
Z¯. (26)
Relations (24), (25) and (26) imply
at+1 > 0 =⇒ γt+1a = 0
=⇒ µt+1 = ca ≥ µt. (27)
We have from equation (7)
u
′
(xt + yt) = ce + ζµt + λt
u
′
(xt+1) = u
′
(xt+1 + yt+1) = ce + ζµt+1 + λt+1
hence, from (27)
u
′
(xt+1)− u′(xt + yt) = ζ(µt+1 − µt) + λt+1 − λt
≥ λt+1 − λt (28)
Since St > 0 we have γSt = 0 and λt = βλt+1 (equation (11)). From Proposition
(3.1), λt > 0 and consequently, λt+1 = λtβ > λt. Relation (28) implies
u
′
(xt+1) > u
′
(xt + yt).
We obtain a contradiction with relation (23). Thus the proof.
7.13 Proof of proposition 3.10
Proof. Assume u′(αζ Z¯) ≤ cr.
Let t < T − 1. If xt > 0, yt > 0, then Zt = Z¯ (from proposition 3.8) and
u
′
(xt + yt) = cr (from equations (8) and (16)). Thus we have from equation (2)
0 ≤ Zt − Zt−1 = ζxt − αZt − at
=⇒ xt ≥ α
ζ
Z¯ + at
=⇒ xt + yt ≥ α
ζ
Z¯ + yt + at >
α
ζ
Z¯
=⇒ cr = u′(xt + yt) ≤ u′(α
ζ
Z¯ + yt + at) < u
′
(
α
ζ
Z¯) ≤ cr,
which is a contradiction. Hence we cannot have together xt > 0, yt > 0. Since
xt > 0 for t < T , we have yt = 0 for t ≤ T − 2.
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7.14 Proof of proposition 3.11
Proof. Let τ be the first instant when yτ > 0 (yτ−1 = 0). We know from
proposition 3.9 that yσ > 0, for any σ ≥ τ . Suppose at > 0 for for some t,
τ + 1 ≤ t ≤ T − 2.
Take  > 0 which satisfies
Sσ −  > 0, for σ ∈ {τ, τ + 1, . . . , t− 1}, yτ −  > 0, xt −  > 0, at − ζ > 0
Define a sequence (x′σ, y′σ, a′σ, S′σ, Z ′σ, ) as follows
x′τ = xτ + 
y′τ = yτ − 
a′τ = aτ + ζ
S′σ = Sσ − , σ ∈ {τ, τ + 1, . . . , t− 1}
x′σ = xσ, y
′
σ = yσ, a
′
σ = aσ, σ ∈ {τ + 1, . . . , t− 1}, if t− 1 ≥ τ + 1
x′t = xt − 
y′t = yt + 
a′t = at − ζ
for σ ≥ t+ 1, x′σ = xσ, y′σ = yσ, a′σ = aσ, S′σ = Sσ,
for σ ≥ 0, Z ′σ(1 + α)− Z ′σ−1 + a′σ = ζx′σ
One can easily check that the sequence (x′σ, y′σ, a′σ, S′σ, Z ′σ, ) is feasible from
Z−1. However , the difference between utilities 4 generated by the new and
and the old sequences is strictly positive. Indeed,
4 = βτ [u(xτ + + yτ − )− ce(xτ + )− ca(aτ + ζ)− cr(yτ − )]
+βt[u(xt − + yt + )− ce(xt − )− ca(at − )− cr(yt + )]
−βτ [u(xτ + yτ )− cexτ − caaτ − cryτ ]
−βt[u(xt + yt)− cext − caat − cryt]
= βτ [(cr − ce − ζca)− βt−τ (cr − ce − ζca)] > 0.
We obtain a contradiction. Hence, at = 0.
7.15 Proof of proposition 3.12
Proof. (i) Suppose xt > 0, Zt−1 = Z¯, Zt < Z¯. We have from proposition 3.4
that at = 0. And we have from equation (2) that
0 > Zt − Zt−1 = ζxt − αZt =⇒ xt < αZt/ζ = αZ¯/ζ. (29)
Observe that, since xt > 0, we have Zt > 0.
If xt+1 = 0 then xτ = 0 < αZ¯/ζ and Zτ < Z¯,∀τ ≥ t.
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Now, suppose xt+1 > 0. We have
Zt < Z¯ =⇒ ηt = 0 (from equation (13))
=⇒ µt+1 = (1 + α)
β
µt from equation (10),
xt+1 > 0 =⇒ St > 0 =⇒ γst = 0
=⇒ λt+1 = λt
β
=⇒ λt+1 > λt > 0 (lemma 3.1)
On the other hand we have:
u
′
(xt + yt) = ce + ζµt + λt
u
′
(xt+1 + yt+1) = ce + ζµt+1 + λt+1
λt+1 > λt, µt+1 ≥ µt =⇒ ce + ζµt + λt < ce + ζµt+1 + λt+1
=⇒ u′(xt + yt) < u′(xt+1 + yt+1) ≤ cr
=⇒ yt = 0 and xt+1 ≤ xt+1 + yt+1 < xt (30)
If Zt+1 = Z¯ then we will have
0 < Zt+1 − Zt = ζxt+1 − at+1 − αZt+1
=⇒ xt+1 > (at+1 + αZ¯)/ζ ≥ αZ¯/ζ (31)
Relations (29), (30) and (31) give a contradiction. Hence by induction we have
xτ < αZ¯/ζ, Zτ < Z¯,∀τ ≥ t.
7.16 Proof of proposition 3.13
Proof. Suppose xt > 0, Zt−1 < Z¯, Zt = Z¯. We have
0 < Zt − Zt−1 = ζxt − at − αZt =⇒ xt > (at + αZt)/ζ ≥ αZt/ζ = αZ¯/ζ (32)
Suppose Zt−2 = Z¯. Then from the first part (i) of this proposition we have
Zτ < Z¯,∀τ ≥ t − 1. A contradiction because we have Zt = Z¯. Hence we have
Zτ < Z¯,∀τ : 0 ≤ τ ≤ t− 1.
Let 0 ≤ τ < t. We have, from just above, that Zτ < Z¯, which implies
ητ = 0. Since xt > 0, we have xτ > 0 hence Zτ > 0, and µτ+1 = 1+αβ µτ .
We have also that 0 < xτ+1 = Sτ − Sτ+1, =⇒ Sτ > 0, =⇒ γsτ = 0 =⇒
λτ+1 =
λτ
β =⇒ λτ+1 > λτ (λτ > 0 from proposition 3.1).
We have from equation (7):
u
′
(xτ + yτ ) = ce + ζµτ + λτ
< ce + ζµτ+1 + λτ+1 = u
′
(xτ+1 + yτ+1) ≤ cr
=⇒ yτ = 0
=⇒ xτ > xτ+1 + yτ+1 ≥ xτ+1
By induction, xτ > xτ+1, for 0 ≤ τ < t.
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7.17 Proof of proposition 3.14
Proof. Suppose Zt = Z¯ and Zt+1 < Z¯.
Since Zt+1 < Z¯ we have yt+1 = 0, hence xt+1 > 0.
We have from proposition 3.4 that at+1 = 0, and
0 > Zt+1 − Z¯ = Zt+1 − Zt
= ζxt+1 − αZt+1
=⇒ xt+1 < αZt+1/ζ < αZ¯/ζ
=⇒ cr ≥ u′(xt+1 + yt+1) = u′(xt+1) > u′(αZ¯/ζ) ≥ cr,
a contradiction. By induction, if Zt = Z¯, then Zτ = Z¯ for τ ≥ t such that
xτ > 0. Hence the proof.
7.18 Proof of proposition 3.15
Proof. Suppose we have
Zt = Zt+1 = Z¯ and at+1 > 0. Since t ≤ T − 2, we have xt > 0, xt+1 > 0.
We have at+1 > 0 =⇒ γat+1 > 0 =⇒ µt+1 = ca ≥ µt, and at+1 > 0 =⇒ yt =
0 (from proposition 3.11).
We have also that
xt+1 = St − St+1 > 0 =⇒ St > 0 =⇒ γst > 0
=⇒ λt+1 = λt
β
≥ λt =⇒ λt+1 > λt
that gives
u
′
(xt) = ce + ζµt + λt
< ce + ζµt+1 + λt+1 = u
′
(xt+1 + yt+1)
thus u
′
(xt) < u
′
(xt+1 + yt+1)
⇐⇒ xt > xt+1 + yt+1 ≥ xt+1 (33)
If Zt−1 = Z¯ then
0 = Zt − Zt−1 = ζxt − αZt − at (from equation (2))
=⇒ xt = αZ¯/ζ + at/ζ (34)
But we have also that
Zt+1 − Zt = ζxt+1 − at+1 − αZt+1 = 0
=⇒ xt+1 = αZ¯/ζ + at+1/ζ (35)
Equations (33), (34) and (35) imply
at > at+1 > 0. (36)
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Take  > 0 sufficiently low. Define a sequence (x′s, a′s)s by
x′s = xs, a
′
s = as, ∀s 6= t
x
′
t = xt − 
a
′
t = at − ζ
x
′
t+1 = xt+1 − 
a
′
t+1 = at+1 − ζ
One can easily check that the sequences (x′s) and (a
′
s) are feasible from Z−1, S−1.
However, for  small enough, the difference between utilities 4 generated
by the new and the old sequences is strictly positive. Indeed,
4 = βt[u(xt − )− ce(xt − )− ca(at − ζ)]
+βt+1[u(xt+1 + )− ce(xt+1 + )− ca(at+1 + )]
−βt[u(xt)− cext − caat]
−βt+1[u(xt+1)− cext+1 − caat+1]
= βt[(u(xt − )− u(xt)) + (u(xt+1 + )− u(xt+1))
+(ce + ζca)− β(ce + ζca)]
> βt[(u(xt − )− u(xt)) + (u(xt+1 + )− u(xt+1))
≥ βt[u′(xt+1)− u′(xt)] > 0, when  > 0 is small enough
Thus we obtain a contradiction. Hence Zt−1 < Z¯.
7.19 Proof of theorem 2
Proof. We consider case (ii). From the very definition of τ , Zt < Z¯ for any
t < τ − 1.
τ ′ is the greatest date less than T for which Zt = Z¯. From Proposition 3.14, if
cr ≤ u′(αZ¯ζ ), then τ ′ = T − 1. From Proposition 3.12, Zt < Z¯,∀t ≥ τ ′.
7.20 Proof of proposition 4.1
Proof. Define S = αZ¯ζ . Take S−1 < S. We have
ZT−1(1 + α)− ZT−2 = ζxT−1 − aT−1 = ζST−2 − aT−1 < ζS−1 − aT−1 < ζS
⇒ ZT−1(1 + α) < αZ¯ + ZT−2 ≤ (1 + α)Z¯
⇒ ZT−1 < Z¯
But also
ZT−2(1 + α)− ZT−3 = ζxT−2 − aT−2 = ζ(ST−3 − ST−2)− aT−1 < ζS−1 − aT−1 < ζS
⇒ ZT−2(1 + α) < αZ¯ + ZT−3 ≤ (1 + α)Z¯
⇒ ZT−2 < Z¯
By induction, Zt < Z¯, for t < T . Since Zt+T =
ZT−1
(1+α)1+t
, we have Zt < Z¯,∀t.
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7.21 Proof of proposition 4.2
Proof. Consider an optimal path. Assume for any t < T , Zt < Z¯. recall that
this implies at = 0, ∀t and yt = 0, ∀t ≤ T2. We have
Z0(1 + α)− Z−1 = ζ(S−1 − S0)
Z1(1 + α)− Z0 = ζ(S0 − S−1)
. . .
ZT−1(1 + α)− ZT−2 = ζ(ST−2 − ST−1) = ζST−2
Summing these equations we obtain:
α(Z0 + Z1 + . . .+ ZT−2) + ZT−1(1 + α)− Z−1 = ζS−1 (37)
This implies
S−1 ≤ Z¯(αT + 1)
ζ
(38)
On the other hand, FOC (8) implies
u′(xt + yt) ≤ u′(xt) ≤ cr
Hence
u′
(
Zt(1 + α)− Zt−1
ζ
)
≤ cr
equivalently
Zt(1 + α)− Zt−1 ≥ ζu′−1(cr)
More explicitly
Z0(1 + α)− Z−1 ≥ ζu′−1(cr)
Z1(1 + α)− Z0 ≥ ζu′−1(cr)
. . .
ZT−2(1 + α)− ZT−3 ≥ ζu′−1(cr)
Sum these inequalities.
(T − 1)ζu′−1(cr) ≤ α(Z0 + Z1 + . . .+ ZT−3) + ZT−2(1 + α)− Z−1
(T − 1)ζu′−1(cr) ≤ α(Z0 + Z1 + . . .+ ZT−3 + ZT−2) + ZT−2 − Z−1
(T − 1)ζu′−1(cr) ≤ α(Z0 + . . .+ ZT−2) + ZT−1(1 + α)− Z−1 (39)
Relations (37), (38), (39) imply
(T − 1)ζu′−1(cr) ≤ ζS−1 ≤ Z¯(αT + 1) (40)
One can check that under the assumption cr < u′(αZ¯ζ ), that
T ≤ T¯ = u
′−1(cr) + Z¯/ζ
u′−1(cr)− (Z¯α)/ζ
S−1 ≤ S¯ = Z¯
ζ
(αT¯ + 1)
Hence, if S−1 > S¯, any optimal path starting from S−1 will have Zt = Z¯ at
some t.
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7.22 Proof of Theorem 3
Proof. Let
Ss = sup{S : S−1 < S ⇒ any optimal path from S−1 satisfies Zt < Z¯,∀t}
and
Ss = inf{S¯ : S−1 < S ⇒ any optimal path from S−1 satisfies Zt = Z¯, for some t}
It is easy to prove Ss = Ss. The critical value is Sh−1 = Ss = Ss.
7.23 Proof of Theorem 4
Proof. Before proving (a),...,(e), we will prove that µt = 0, ∀t. Indeed, since
Zt < Z¯,∀t, we have ηt = 0, ∀t. Also, from proposition 3.7, we have Zt > 0,∀t,
hence γzt = 0, ∀t. Using FOC (10), we get µt+1 = (1 + α)µt/β,∀t. If µτ > 0
for some τ , then µt → +∞ when t→ +∞. That contradicts FOC (9) imposing
µt ≤ ca,∀t. Hence µt = 0,∀t.
We now pass to the proof of (a),( b), (c), (d), (e).
(a) It follows Proposition 3.4.
(b) It follows Theorem 1.
(c) It follows the fact that xt = 0, at = 0 for t ≥ T .
(d) 1. First, we prove yT−t = 0 =⇒ yT−t−1 = 0 for t ≥ 1.
Suppose the contrary yT−t = 0, yT−t−1 > 0. We have
u′(xT−t + yT−t) = cr − γyT−t
= ce + λT−t since xT−t > 0, µT−t = 0.
and
u′(xT−t−1 + yT−t−1) = cr
= ce + λT−t−1
= ce + βλT−t since ST−t−1 > 0 and FOC (11)
That implies, since λt > 0 (lemma 3.1)
cr = ce + βλT−t < ce + λT−t ≤ cr
a contradiction.
2. We now prove that we cannot have both yT−t > 0, yT−t−1 > 0. Suppose the
contrary. Then
u′(xT−t + yT−t) = cr
= ce + λT−t
u′(xT−t−1 + yT−t−1) = cr
= ce + λT−t−1
= ce + βλT−t
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That yields a contradiction. Hence, either yT−t > 0, yT−t−1 = 0, or yT−t =
0, yT−t−1 > 0. The second case is impossible from point 1. Summing up
(i) either yT−1 > 0 and yT−2 = 0 and by point 1, yT−t = 0,∀t ≤ T − 2
(ii) or yT−1 = 0 and point 1 implies yt = 0, ∀t ≤ T − 2.
For t ≥ T , since xt = 0, we have yt > 0. Use FOC (8).
(e) It follows the fact that at = 0 for t ≤ T .
(f) Consider t ∈ {0, 1, , T − 2}. FOC (11) implies λt = βλt+1, while FOC (7)
implies (with µτ = 0, ∀τ)
u′(xt) = u′(xt + yt) = ce + λt
u′(xt+1 + yt+1) = ce + λt+1
Hence
ce = u
′(xt)− λt = u′(xt+1)− λt+1
or equivalently
u′(xt) = u′(xt+1) + (λt − λt+1) = u′(xt+1)− (1− β)λt+1 < u′(xt+1)
Hence
xt+1 < xt
Finally
x0 > x1 > . . . , xT−1 > xT = 0
Since, for t ∈ {0, 1, , T − 2}
u′(xt) = u′(xt + yt) = ce + λt
u′(xt+1) = u′(xt+1 + yt+1) = ce + λt+1 > u′(xt)
we have
u′(x0) < u′(x1) < . . . < u′(xT−2) < u′(xT−1 + yT−1) ≤ cr = u′(ys), ∀s ≥ T.
7.24 Proof of Theorem 5
Proof. (a) See Theorem 2 (ii).
(b) It is a consequence of Proposition 3.8
(c) For t < τ , we have
(1 + α)µt = βµt+1 (FOC (10))
λt = βλt+1 (FOC (11))
u′(xt) = u′(xt + yt) = ce + ζµt + λt (FOC (7))
u′(xt+1 + yt+1) = ce + ζµt+1 + λt+1 > ce + ζµt + λt = u′(xt + yt)
Thus
x0 > x1 > . . . > xτ−1 > xτ + yτ
27
 
Documents de Travail du Centre d'Economie de la Sorbonne - 2015.42
Part I
(a’) See Theorem 2 (ii).
(d) We first prove that yτ+1 > 0. Observe that xτ+1 = αZ¯ζ since, from (a),
Zτ = Zτ+1 = Z¯. Suppose yτ+1 = 0.
Let (x′t, y′t, a′t, S′t, Z ′t) be a sequence which satisfies
x′t = xt, a
′
t = at, S
′
t = St, Z
′
t = Zt, ∀t
and
y′t = yt, ∀t 6= τ + 1, y′τ+1 =  > 0
Obviously this sequence is feasible from (S−1, Z−1).
Let 4 denote the difference of utilities generated by (x′t, y′t, a′t, S′t, Z ′t) and
(xt, yt, at, St, Zt). One gets:
4 = βτ+1 [u(xτ+1 + )− u(xτ+1)− cr]
and
lim
→0
4/ = βτ+1
[
u′(xτ+1)− cr
]
= βτ+1
[
u′(
αZ¯
ζ
)− cr
]
> 0
Hence, 4 > 0 for  small enough. That is a contradiction. Thus, yτ+1 > 0.
Proposition 3.9 implies yt > 0 for t ∈ {τ + 1, . . . , T − 1}.
(e) From (c) we obtain
u′(x0) < u′(x1) < . . . < u′(xτ−1) < u′(xτ + yτ ) ≤ cr
and from (d)
cr = u
′(xτ+1+yτ+1) = u′(xτ+2+yτ+2) = . . . = u′(xT−1+yT−1) = u′(ys), ∀s ≥ T
(f) It is clear that at = 0 for t ≥ T . For t < T , we have xt > 0. Use
Proposition 3.5.
(f’) Recall that Zt = Z¯,∀t ∈ {τ, . . . , T − 1}. If at > 0, for some t ∈ {τ +
2, . . . , T − 1}, then from Proposition 3.15, Zt−2 < Z¯, which is impossible.
Part II
(d’) It is a consequence of Proposition 3.10.
(e’) For t = 0, . . . , τ − 1, we have Zt < Z¯, hence ηt = 0 and µt < µt+1 from
FOC (10). Therefore, for t = 0, . . . , τ − 1,
u′(xt) = ce + ζµt + λt < ce + ζµt+1 + λt+1 = u′(xt+1)
We have
xτ =
Z¯(1 + α)− Zτ−1
ζ
>
Z¯(1 + α)− Z¯
ζ
= xτ+1
which implies
u′(xτ ) < u′(xτ+1)
For t = τ + 1, . . . , τ ′, we have u′(xt) = u′(αZ¯ζ ).
Also,
xτ ′+1 =
Zτ ′+1(1 + α)− Z¯
ζ
<
αZ¯
ζ
= xτ ′
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hence
u′(xτ ′) < u′(xτ ′+1)
For t = τ ′ + 1, . . . , T − 2, Zt < Z¯. St > 0 and this implies u′(xt) < u′(xt+1) ≤
cr = u
′(ys),∀s ≥ T .
(f) Use Proposition 3.5
(e”) It is clear, since Zt < Z¯ for t = 0, . . . , τ −1, t = τ ′+ 1, . . . , T −1 and St > 0
for t = 0, . . . , T − 2, that
u′(x0) < . . . < u′(xτ ),
and
u′(xτ ′) < . . . < u′(xT−2) < u′(xT−1 + yT−1) ≤ cr
(i) Consider the case τ + 2 > τ ′.
Assume aτ+1 > 0. Then µτ+1 = ca and
u′(xτ+1) = ce + ζca + λτ+1 ≥ ce + ζµτ + λτ+1 > ce + ζµτ + λτ = u′(xτ )
Assume aτ+1 = 0. Then xτ+1 = αZ¯ζ <
Z¯(1+α)−Zτ−1+aτ
ζ = xτ and hence u
′(xτ ) <
u′(xτ+1).
Assume aτ+1 > 0, aτ > 0. Then ca = µt = µt+1. And
u′(xτ+1) = ce + ζca + λτ+1 > ce + ζca + λτ = u′(xτ )
Assume aτ+1 = aτ = 0. Then
xτ+1 =
αZ¯
ζ
<
Z¯(1 + α)− Zτ−1
ζ
= xτ
and u′(xτ ) < u′(xτ+1).
(ii) Consider the case τ ′ = τ + 2.
We have, from proposition 3.15, aτ+2 = 0. Therefore
xτ+2 =
αZ¯
ζ
≤ Z¯(1 + α)− Z¯ + aτ+1
ζ
= xτ+1
and hence
u′(xτ+1) ≤ u′(xτ+2) = u′(xτ ′)
If aτ+1 > 0, then µτ+1 = ca and
u′(xτ+1) = ce + ζca + λτ+1 ≥ ce + ζµτ + λτ+1 > ce + ζµτ + λτ = u′(xτ )
If aτ+1 = 0, then
xτ+1 =
αZ¯
ζ
<
Z¯(1 + α)− Zτ−1 + aτ
ζ
= xτ
and
u′(xτ+1) > u′(xτ )
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Summing up
u′(xτ ) < u′(xτ+1) ≤ u′(xτ+2) = u′(xτ ′)
(iii) Consider the case τ + 2 < τ ′.
Then, from proposition 3.15,
aτ ′ = aτ ′−1 = . . . = aτ+3 = aτ+2 = 0
This implies
xτ ′ = xτ ′−1 = . . . = xτ+3 = xτ+2 =
αZ¯
ζ
equivalently
u′(xτ ′) = u′(xτ ′−1) = . . . = u′(xτ+3) = u′(xτ+2) = u′(
αZ¯
ζ
)
Now
xτ+2 =
αZ¯
ζ
≤ Z¯(1 + α)− Z¯ + aτ+1
ζ
= xτ+1 ⇒ u′(xτ+1) ≤ u′(xτ+2)
Now compare u′(xτ+1) and u′(xτ ). If aτ+1 > 0, then µτ+1 = ca and
u′(xτ+1) = ce + ζca + λτ+1 ≥ ce + ζµτ + λτ+1 > ce + ζµτ + λτ = u′(xτ )
If aτ+1 = 0, then
xτ+1 =
αZ¯
ζ
<
Z¯(1 + α)− Zτ−1 + aτ
ζ
= xτ
and
u′(xτ+1) > u′(xτ )
Summing up
u′(xτ ) < u′(xτ+1) ≤ u′(xτ+2) = u′(xτ+3) = . . . = u′(x′τ ) = u′(
αZ¯
ζ
)
7.25 Proof of Theorem 6
Proof. (i) We have, for t ≤ T − 1, u′(xt) ≥ u′(xt + yt) = ce + ζµt + λt > ce.
Hence xt < u′−1(ce),∀t ≤ T − 1. Summing from t = 0 to t = T − 1, we get
S−1 ≤ Tu′−1(ce). Hence S−1 → +∞⇒ T → +∞.
(ii) From (i) we have S−1 ≤ Tu′−1(ce). When ce → +∞, from Inada Condition,
u′−1(ce)→ 0. This implies T → +∞.
(iii) Now suppose cr − ce → +∞. In this case cr → +∞. We can suppose
cr > u
′(αZ¯ζ ). Suppose that T is bounded above. Let T
M be the smallest
integer which bounds T when cr − ce goes to infinity. There exists an integer
T ≤ TM which is the exhaustion date for an infinite sequence of optimal paths
{(xnt , ynt , ant , Snt , Znt )t}n associated with an infinite sequence {(cnr , cne )}n which
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satisfies cnr − cne → +∞ when n→ +∞. Observe, for any n,
∑T−1
t=0 x
n
t = S−1.
We have, for any n,
cnr = u
′(ynT ) ≤ ce + ζµnT + λnT = ce + λnT
since µnT = 0. As c
n
r converges to infinity, λnT converges to infinity as well. Since
λnT−1 ≥ βλnT , λnT−2 ≥ β2λnT , . . . , λ0 ≥ βTλnT
we have
∀t ≤ T, λnt → +∞ as n→ +∞
Since
u′(xnt + y
n
t ) = ce + ζµ
n
t + λ
n
t
we have ∀t ≤ T − 1, xnt + ynt → 0, and hence xnt → 0 when n→ +∞. We have
a contradiction
S−1 =
T−1∑
t=0
xnt → 0
when n→ +∞. Hence T must go to infinity when cr − ce goes to infinity.
7.26 Proof of Theorem 7
Proof. If Zt < Z¯ for any t, then at = 0, µt = 0, ∀t, yt = 0,∀t ≤ T −2. FOC (11)
implies λt = βλt+1, ∀t = 0, . . . , T − 2. We have
u′(x0) = ce + λ0
u′(x1) = ce + λ1 = ce + λ0/β
. . .
u′(xT−2) = ce + λT−2 = ce + λ0/βT−2
u′(xT−1 + yT−1) = ce + λT−1 = ce + λ0/βT−1
Or equivalently
x0 = u
′−1(ce + λ0)
x1 = u
′−1(ce + λ0/β)
. . .
xT−2 = u′
−1
(ce + λ0/β
T−2)
xT−1 + yT−1 = u′
−1
(ce + λ0/β
T−1)
Summing these equalities:
S−1 + yT−1 =
T−1∑
t=0
u′−1(ce + λ0/βt)
Similarly
S′−1 + y
′
T ′−1 =
T ′−1∑
t=0
u′−1(ce + λ′0/β
t)
31
 
Documents de Travail du Centre d'Economie de la Sorbonne - 2015.42
Assume T ′ ≤ T − 1. We prove that λ′0 ≥ λ0 in this case. Indeed, we have
cr ≥ u′(xT−1 + yT−1) = ce + λT−1 = ce + λ0/βT−1
This implies λ0 ≤ βT−1(cr − ce). But also
cr = u
′(yT ) ≤ ce + λT ≤ ce + λT−1/β = ce + λ0/βT
This implies λ0 ≥ βT (cr − ce).
Similarly
λ′0 ≥ βT
′
(cr − ce) ≥ (cr − ce)βT−1 ≥ λ0
Our claim is true.
Now assume S′−1 > S−1 and T ′ ≤ T − 1. We have
S′−1 ≤ S′−1 + y′T ′−1 =
T ′−1∑
t=0
u′−1(ce + λ′0/β
t)
≤
T ′−1∑
t=0
u′−1(ce + λ0/βt) ≤
T−2∑
t=0
u′−1(ce + λ0/βt)
=
T−1∑
t=0
u′−1(ce + λ0/βt)− u′(ce + λ0/βT−1)
=
T−1∑
t=0
u′−1(ce + λ0/βt)− u′(ce + λT−1)
= (S−1 + yT−1)− (xT−1 + yT−1)
= S−1 − xT−1 < S−1
That is a contradiction. Hence T ′ > T − 1 i.e. T ′ ≥ T .
7.27 Proof of Theorem 8
Proof. If Zt < Z¯ for any t, then at = 0, µt = 0, ∀t, yt = 0,∀t ≤ T −2. FOC (11)
implies λt = βλt+1, ∀t = 0, . . . , T − 2. We have
u′(x0) = ce + λ0
u′(x1) = ce + λ1 = ce + λ0/β
. . .
u′(xT−2) = ce + λT−2 = ce + λ0/βT−2
u′(xT−1 + yT−1) = ce + λT−1 = ce + λ0/βT−1
Or equivalently
x0 = u
′−1(ce + λ0)
x1 = u
′−1(ce + λ0/β)
. . .
xT−2 = u′
−1
(ce + λ0/β
T−2)
xT−1 + yT−1 = u′
−1
(ce + λ0/β
T−1)
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Summing these equalities:
S−1 + yT−1 =
T−1∑
t=0
u′−1(ce + λ0/βt)
Moreover we have
cr ≥ u′(xT−1 + yT−1) = ce + λT−1 = ce + λ0/βT−1
This implies λ0 ≤ βT−1(cr − ce). But also
cr = u
′(yT ) ≤ ce + λT ≤ ce + λT−1/β = ce + λ0/βT
This implies λ0 ≥ βT (cr − ce).
Let (x′t, y′t, a′t, Z ′t, S′t)t be the optimal sequence associated with (c′r, c′e) which
satisfy c′r − c′e > cr − ce. Let T ′ be the exhaustion time associated with (c′r, c′e).
We then have similarly
S−1 + y′T ′−1 =
T ′−1∑
t=0
u′−1(ce + λ′0/β
t)
Assume T ′ ≤ T − 1. We prove that λ′0 > λ0 in this case. Indeed, λ′0 ≤
βT
′−1(c′r − c′e) and λ′0 ≥ βT
′
(c′r − c′e).
Hence
λ′0 ≥ βT
′
(c′r − c′e) ≥ (c′r − c′e)βT−1 > (cr − ce)βT−1 ≥ λ0
Our claim is true.
We have
S−1 ≤ S−1 + y′T ′−1 =
T ′−1∑
t=0
u′−1(ce + λ′0/β
t)
<
T ′−1∑
t=0
u′−1(ce + λ0/βt) ≤
T−2∑
t=0
u′−1(ce + λ0/βt)
=
T−1∑
t=0
u′−1(ce + λ0/βt)− u′(ce + λ0/βT−1)
=
T−1∑
t=0
u′−1(ce + λ0/βt)− u′(ce + λT−1)
= (S−1 + yT−1)− (xT−1 + yT−1)
= S−1 − xT−1 < S−1
That is a contradiction. Hence T ′ > T − 1 i.e. T ′ ≥ T .
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