investigated the distribution of |S+S| for S chosen uniformly at random from {0, 1, . . . , n−1}, and proved the existence of a divot at missing 7 sums (the probability of missing exactly 7 sums is less than missing 6 or missing 8 sums). We study related questions for |S − S|, and shows some divots from one end of the probability distribution, P (|S − S| = k), as well as a peak at k = 4 from the other end, P (2n − 1 − |S − S| = k). A corollary of our results is an asymptotic bound for the number of complete rulers of length n.
Introduction
1.1. Background. Let S be a typical subset of [n] := {0, 1, . . . , n − 1};
(1.1) in other words, we choose S uniformly at random, or equivalently each integer in [n] is independently chosen to be in S with probability 1/2. Define S + S := {x + y : x, y ∈ S} and S − S := {x − y : x, y ∈ S}.
(1.2)
We refer to these as the sumset and the diffset of S, and we denote the cardinality of a set A by |A|.
The sizes of the sumset and the diffset have been compared extensively. As addition is commutative and subtraction is not, it was conjectured that as n → ∞ almost all sets S should be difference dominated: |S − S| > |S + S|. Thus while sum-dominant sets were known to exist, and constructions for infinite families were given, they were thought to be rare. This conjecture turns out to be false; Martin and O'Bryant [MO] proved that for a small but positive proportion of all subsets of [n] , the sumset has a larger cardinality than the diffset. This result holds if instead of choosing each element with probability 1/2 we instead choose with a fixed probability p > 0; however, if p is allowed to decay to zero with n then Hegarty and Miller [HM] proved almost all sets are difference dominated. For these and related results see [AMMS, BELM, CLMS, CMMXZ, DKMMW, DKMMWW, He, HLM, ILMZ, MA, MOS, MP, MS, MV, MXZ, Na1, Na2, Ru1, Ru2, Ru3, Zh1, Zh2] .
The distribution of |S + S| has also been studied. When S is chosen uniformly at randomly from [n], Lazarev, Miller and O'Bryant [LMO] proved an unusual "divot" occurs in the limiting probability distribution of |S + S| (the existence of Date: January 27, 2020 . 2000 , 11K99 (secondary). This work was partially supported by NSF grant DMS1561945, Carnegie Mellon University, and Williams College. We thank Joshua Siktar for the constructive comments, and Carnegie Mellon University for the research opportunity and the AFS computing platform.
the limiting distribution was shown by Zhao [Zh2] ). In particular, the limiting probability of missing 7 sums is less than that of missing 6 (or 8):
Further, [LMO] gave rigorous bounds for lim n→∞ P (2n − 1 − |S + S| = k) for 0 ≤ k < 32, which imply that there are no more divots until k = 27. It is unknown whether there could be more divots later. Figure 1 of their paper is reproduced here with permission as Figure 1 . Figure 1 . Experimental values of m(k), the probability S + S is missing exactly k sum, when each m ∈ [n] is in S with probability 1/2. The vertical bars depict the values allowed by the most rigorous bounds in [LMO] . In most cases, the allowed interval is smaller than the dot indicating the experimental value. The data comes from generating 2 28 sets uniformly forced to contain 0 from [0, 256).
However, the probability distribution of |S − S|, the size of the diffset, has not been extensively investigated. One reason for the success in |S + S| and the lack of progress for |S − S| is that the sumset is significantly easier to exhaustively investigate. For many sets, their properties can be determined by decomposing S as L ∪ M ∪ R, where L and R are respectively the left and right fringe elements and M is the middle; typically L and R are of bounded size independent of n, so most elements in S are in M. As there are many ways to write a number as a sum or difference of elements, most elements in [n] + [n] or [n] − [n] are realized, especially since a typical S has on the order of n/2 elements and thus generates on the order of n 2 /2 pairs. The difference is for the fringe elements, where there are fewer representations and thus a greater chance of an element not being obtained. 1 For sumsets the left and right fringes do not interact, with the left fringe L+L and the right R + R; this is not the case for the diffset, where the fringes are L − R and its negative R − L. As a result, to determine whether an extremal element is in S + S, only one fringe matters while for S − S, both ends must be considered. The computational complexity is hence squared, which makes the diffset distribution significantly harder to exhaustively investigate.
Below we focus on the probability distribution of |S − S|.
1.2. Distribution of |S − S| when n = 35. We display the probability distribution when n = 35 in Figure 2 . We exhaustively listed every subset of [n] and recorded the corresponding |S − S|. The probability distribution is exactly the frequencies divided by 2 35 . We make three observations from Figure 2 .
• |S − S| is either 0 or odd.
• There are divots at having 5, 9 and 15 differences. That is,
, P (|S − S| = 7) > P (|S − S| = 9) < P (|S − S| = 11), and P (|S − S| = 13) > P (|S − S| = 15) < P (|S − S| = 17).
(1.4)
• There is a peak at "missing 4" differences. That is,
(thus when n = 35, this is saying |S − S| = 65 is the most likely cardinality of the diffset). These observations seem to continue to hold for larger n, though our investigations are no longer exhaustive but instead are random samples from the space.
The first observation is trivial after realizing that if m ∈ S −S then −m ∈ S −S.
For conciseness, let
Here, H means having differences whereas M means missing. They are two complementary perspectives.
Main results.
We prove that Observations 2 and 3 are true for sufficiently large n.
Theorem 1.1. Observation 2 is true for n ≥ 12. That is, ∀n ≥ 12,
( 1.7) (Note that when n = 11, Observation 2 fails because P H n (13) = 269 < 275 = P H n (15).) Theorem 1.2. Observation 3 is true for sufficiently large n. That is,
(Note that when n = 14, Observation 3 fails because P M n (4) = P M n (2). We don't know if this will ever happen again for larger n.)
Similar to Theorem 1.9 in [LMO] , we have the following result, which is used to prove Theorem 1.2. (1.9)
Rigorous bounds for ℓ(k) are given in Theorem 3.20. As a corollary, we provide an asymptotic bound for the OEIS sequence A103295, which counts the number of complete rulers 2 .
Theorem 1.4. The OEIS sequence A103295 satisfies a n ∼ c · 2 n , where 0.2433 < c < 0.2451.
Results about having (few) differences
We give a few straightforward results on having few differences.
Definition 2.1. A sequence Q has a divot at i if Q i is smaller than the nearest non-zero neighbor on each side of the sequence.
Note in the above definition we require the neighbors to be non-zero; this is important as the cardinalities of the number of missing differences is always even. Proposition 2.2. For all n ≥ 4, P H n has a divot at 5: P H n (3) > P H n (5) < P H n (7).
Proof. We have the following characterizations, where we abbreviate a set S is an arithmetic progression 3 by writing S is an AP.
• |S − S| = 3 ⇐⇒ |S| = 2.
• |S − S| = 5 ⇐⇒ |S| = 3 and S is an AP (e.g., {3, 8, 13}).
• |S − S| = 7 ⇐⇒ |S| = 3 and S is not an AP, or |S| = 4 and S is an AP. Thus, by counting arithmetic progressions, the following equations hold:
In view of the proof, for any k we see that P H n (k) can be written in a closed form in terms of n. Straightforward analysis shows the following. Proposition 2.3. For all n ≥ 7, P H n has a divot at 9. Proposition 2.4. For all n ≥ 12, P H n has a divot at 15. The above allows us to conclude Theorem 1.1.
3. Results about missing (few) differences 3.1. Intuitively measuring the limiting probabilities.
We show that the limiting probability of having k differences, and that of missing k differences, exist. The latter (Claim 3.2) is a special case of Theorem 1.3 in [Zh2] , but as some parts of this argument will be used later, we provide details.
Proof. Recall Observation 1: when k is odd, for all n = k+1 2 we have P M n (k) = 0. We are interested in evens.
( 3.2) The main term is constant with respect to n:
for sufficiently large n. (3.4)
For sufficiently large n,
(3.5)
By the arbitrariness of m and ǫ, {P M n (2k)} n is Cauchy and so converges. The rest of the claim follows from non-negativity of the limits and the fact 2n−1 i=0 P M n (i) = 1.
Remark 3.3. Note m > k is not needed, and since the bounded error, ǫ+ 4 3 4 m+1 , is irrelevant to k, the convergence is uniform. 
Proof. We have
Note the left and right hand sides converge to ℓ(2k + 2) and ℓ(2k)/2 respectively.
Corollary 3.6. For all k ≥ 0, lim
Compared with the distribution of having-differences (Claim 3.1), this shows that the direction we view matters. We see non-zero limits at this end. This gives us a sensible (but not rigorous) estimate of ℓ(k).
We do have a rigorous bound of ℓ(k), in view of the proof of Claim 3.2.
One would like to use this fact to prove Theorem 1.3, since f k (m) is finitely computable. Unfortunately this quickly becomes unrealistic because it takes 4 m m 2 computations to exhaustively determine f k (m), and to reduce the uncertainty to (0.1876 − 0.1843)/2 we should have m ≥ 27. In 2019, it took our laptop 5 around 5 minutes to run m = 17 with this method, and thus it would need around 25.2 years to computationally verify the theorem. We thus need a better approach, which we describe below.
Using Conditional Probabilities.
Lemma 3.9. The conditional probability of k ∈ S − S, given that 0, n − 1 ∈ S, is bounded by the following:
When 2k > n − 1, D is already mutually disjoint and has size n − k; otherwise, we can find a mutually disjoint D ′ with |D ′ | ≥ n/3, and let 0, n−1 ∈ D ′ without loss of generality. We hence conclude the lemma.
The conditional probability distribution requiring 0, n − 1 ∈ S is compared with the usual probability distribution without such restriction. We define similar notions to P M n , f k . Definition 3.10. Let
Proposition 3.11. ∀k ≥ 0, ∀m > k, ∀ǫ > 0 and for sufficiently large n,
Proof. This follows from an analagous argument as in Claim 3.2. By Lemma 3.9, the uncertainty is 4/9 the original one. Proof. The proof is similar to that of Proposition 3.8.
Proof.
The left and right hand sides converge to ℓ(k) and j(k)
Remark 3.17. It's better to focus on and compute the j sequence than the ℓ sequence, for the following reasons.
• Using the same value of m, estimating the j sequence will produce less uncertainty than estimating the ℓ sequence. In view of Proposition 3.8 and Proposition 3.13, given f k (m) and g k (m), which are finitely computable, ℓ(2k) is within 4 3 4 m+1 from f k (m), while j(2k) is within only 16 9 3 4 m+1 from g k (m), reducing to a factor of 4/9. • When estimating ℓ(2) − ℓ(4), which is the bottleneck difference regarding Theorem 1.2, the uncertainty coming from the j sequence would be further compressed while that from ℓ would be amplified. Say each term in the j sequence has an uncertainty of e, then by Corollary 3.16, the uncertainty of ℓ(2) − ℓ(4) is only ( 1 4 + 1 16 )e = 5e/16, whereas if we estimated the ℓ sequence honestly the uncertainty would be 2e. 6 • What's more, it is 4x faster to compute g k (m) than f k (m) because the conditional probability reduces two degrees of freedom.
Approximately 7 , the j method is 4 log 3/4 ( 4 9 · 5 32 ) × 4 ≈ 1527656 times faster than the ℓ method to verify Theorem 1.2, and ≈ 2981 times faster to verify Theorem 1.3. One can divide the 25.2 years (mentioned earlier) by these numbers to see how everything is going to become feasible.
Armed with these results, we are ready now to prove Theorem 1.3.
Calculations and results.
Calculation 3.18. The code in Appendix B calculates the data in Table 1 We report on some numerical bounds. After proving an auxiliary result we will prove Theorem 1.2.
|S − S|) = 6 (by Theorem 3 of [MO] 8 ).
(3.14)
Theorem 3.22. For all k = 4, ℓ(k) < ℓ(4).
Proof. Theorem 1.3 proves the case for k < 12. When k ≥ 12, by Lemma 3.5 and 3.21, Lemma 3.25. Let a n be the number of complete rulers of length n; then a n−1 ∼ ℓ(0) · 2 n . Proof. S ⊆ [n] is a complete ruler of length n − 1 iff |S − S| = 2n − 1, so the number of complete rulers of length n − 1 is equal to P M n (0) · 2 n , which goes to ℓ(0) · 2 n .
Proof of Theorem 1.4. The claim follows from Lemma 3.25 and Theorem 3.20. Here c = 2ℓ(0).
Conjectures
Intuitively, when k ≪ n, randomly choosing k elements from [n] usually gives |S − S| = k(k − 1) + 1. On the other hand, to have |S − S| = k(k − 1) + 3 requires a maximal appearance of coincidences (repeated differences). Hence we have the following conjecture about the divots in P H n . Conjecture 4.1. For every k > 1, k(k − 1) + 3 is a divot of P H n for sufficiently large n. Furthermore, they are the only divots.
We also noticed that once a divot appears in P H n , it seems to never move again: Conjecture 4.2. If k is a divot of P H n for n = n 1 , then it is also a divot for any n > n 1 .
About missing differences, we proved Theorem 1.2 by limits, hence not giving an explicit threshold N such that every n ≥ N satisfies Observation 3. Experimental data suggest that 15 might be enough already, so we guess: Conjecture 4.3. For all n ≥ 15, ∀k = 4, P M n (4) > P M n (k). Recall that in Theorem 1.3, we compared the limiting probabilities of missing 0, 2, 4, 6, 8 and 10 differences, and found no divot. What about missing 12, or more? In fact, any two limiting probabilities can be approximated to be arbitrarily precise using our method, but we couldn't bound infinite many of them at the same time. Both intuition and experimental data seem to suggest that the decay after ℓ(4) should go on forever. Thus, we leave the following conjecture. Remark A.1. Denoting the table by T , T n,k /2 n = P H n (k) = P M n (2n − 1 − k). Question A.2. Observe that when n = 3, 11, 12, 14, P M n (2) = P M n (4). Such frequent repetition of large numbers doesn't look so random. Is there any reason behind it? Will it happen again?
