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1.
, $\theta$ $n$ $(\theta$
) (order) , ,
. , ,
, $n^{1/\alpha}(0<\alpha<2),$ $\sqrt{n\log n}$ $(Akahira[A75a],$ $[A75b]$ ,
Akahira and Takeuchi[AT81]). , $Vostrikova[V84],$ $Smith[Sm85]$ ,
Beckert and McFadden[BM04], [AT03] . ,
,
, ([A96]). ,
D. Bernoulli, L. Euler
( 4 ).




, $X$ $:=(X_{1}, \cdots X_{n})$ , $\mathcal{X}_{\mathfrak{n}}$
. , $(\mathcal{X}_{n}, \mathcal{B}_{n})$ (X ) $\{P_{\theta,n}|\theta\in\Theta\}$ .
, $\Theta$ . , $\theta\in\Theta$ $n\in N$ , $P_{\theta,n}$ \mbox{\boldmath $\sigma$}
$\mu_{n}$ , Radon-Nikodym $dP_{\theta,n}/d\mu_{n}$ ,
$f(x, \theta)$ . , $\Theta$ , $\theta_{1},$ $\theta_{2}\in\Theta$
$d_{n}(\theta_{1},\theta_{2})$ $:= \frac{1}{2}\int_{\chi_{n}}|f(x,\theta_{1})-f(x,\theta_{2})|d\mu_{n}(x)$
$= \sup_{B\in}|P_{\theta_{1},n}(B)-P_{\theta_{2},n}(B)|$ , (2.1)
$H_{n}( \theta_{1},\theta_{2}):=\frac{1}{\sqrt{2}}\{\int_{\chi_{n}}(\sqrt{f(x,\theta_{1})}-\sqrt{f(x,\theta_{2})})^{2}d\mu_{\mathfrak{n}}(x)\}^{1/2}$ (2.2)
. , $H_{n}(\cdot, \cdot)$ Hellinger . , $f(\cdot, \theta_{1})$ $f(\cdot, \theta_{2})$
(affinity)
$a_{n}( \theta_{1},\theta_{2}):=\int_{\chi_{n}}\sqrt{f(x,\theta_{1})f(x,\theta_{2})}d\mu_{n}(x)$ (2.3)
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$0\leq H_{n}(\theta_{1},\theta_{2})\leq 1$ , $0\leq a_{\mathfrak{n}}(\theta_{1},\theta_{2})\leq 1$
(Strasser[St85]). , (2.5) $H_{\mathfrak{n}}(\cdot, \cdot)$ $a_{\mathfrak{n}}(\cdot, \cdot)$ .
, $R\acute{e}nyi[R61]$ Kullback-Leibler , $\theta_{1},$ $\theta_{2}\in\Theta$
$D_{r,n}(\theta_{1},\theta_{2})$ $:= \frac{1}{r-1}\log\int_{\chi_{n}}\{f(x,\theta_{1})\}^{r}\{f(x,\theta_{2})\}^{1-r}d\mu_{n}(x)$ $(0<r<1)$




$:= \lim_{rarrow 1}D_{r,n}(\theta_{1}, \theta_{2})=K_{n}(\theta_{1}, \theta_{2})$ , (2.6)
$D_{0,n}(\theta_{1}, \theta_{2})$
$:= \lim_{rarrow 0}D_{r,n}(\theta_{1}, \theta_{2})=K_{n}(\theta_{2}, \theta_{1})$




$I_{n}(\theta)$ $:= \int_{\chi_{\mathfrak{n}}}\{\frac{\partial}{\partial\theta}\log f(x,\theta)\}^{2}f(x,\theta)d\mu_{n}(x)$
, $\theta_{2}=\theta_{1}+\Delta\theta$ , $\Delta\thetaarrow 0$
$I_{n}^{(\alpha)}(\theta_{1}, \theta_{2})=I_{n}(\theta)(\Delta\theta)^{2}+o((\Delta\theta)^{2})$
.
, $X_{1},$ $\cdots X_{n}$ , (\mbox{\boldmath $\sigma$} $\mu$ ) $p(x, \theta)$
. , $\theta\in\Theta$ . , $f(x, \theta)=\prod_{1=1}^{n}p(x_{t}, \theta)$ , $x_{\iota}$







, $e\subset \mathbb{R}^{p}$ , $|$ $|$ $\mathbb{R}^{p}$ . , $\theta$
$\hat{\theta}_{n}=\hat{\theta}_{n}(X)$ , $\epsilon>0$
$\lim_{narrow\infty}P_{\theta,n}\{||\hat{\theta}_{n}-\theta||>\epsilon\}=0$
, $\hat{\theta}_{n}$ $\theta$ . , $\theta$
Renyi , .
1 $n\in N$ , $f$ $\{x|f(x, \theta)>0\}$ $\theta$ . , $\theta$
, $\theta_{1}\neq\theta_{2}$ $\theta_{1},$ $\theta_{2}\in\Theta$
$\lim_{narrow\infty}\lim_{rarrow 1}D_{r,n}(\theta_{1},\theta_{2})=\infty$
.
$[A85a]$ 32 [AT81] 222 (2.6) .
1 $X_{1},X_{2},$ $\cdots,$ $X_{\mathfrak{n}},$ $\cdots$ ,
$p(x,\theta)=\{\begin{array}{ll}\frac{1}{\theta}e^{-x/\theta} (x>0),0 (x\leq 0)\end{array}$
$Exp(\theta)$ . , $\theta>0$ . , $\theta_{1}\neq\theta_{2}$
$\int_{0}^{\infty}(\frac{1}{\theta_{1}}e^{-x/\theta_{1}})^{r}(\frac{1}{\theta_{2}}e^{-x/\theta_{2)^{1-r}dx=\frac{1}{\theta_{1}^{r-1}\theta_{2}^{-r}(r\theta_{2}+(1-r)\theta_{1})}}}$
, (2.7)
$D_{r,n}( \theta_{1}, \theta_{2})=\frac{n}{r-1}$ log $\frac{1}{\theta_{1}^{r-1}\theta_{2}^{-r}(r\theta_{2}+(1-r)\theta_{1})}$





. , $E(X_{1})=\theta$ , $\overline{X}$ $:=(1/n) \sum_{1=1}^{n}X_{i}$ $\theta$
.
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, $\{c_{n}\}$ , $\theta$ $\hat{\theta}_{n}$ , $\eta\in\Theta$
$\delta$
$\lim_{Larrow\infty}\varlimsup_{narrow\infty}\sup_{\theta:||\theta-\eta||<\delta}P_{\theta,n}\{c_{n}||\hat{\theta}_{n}-\theta||\geq L\}=0$
, $\hat{\theta}_{n}$ $\theta$ $\{c_{n}\}$ , $\{c_{n}\}$ $([A75a])$ .
, $\{c_{n}\}$ . , $\theta$ $\{c_{n}\}$
([A95], $[A75a]$ , [AT81]).
2 $\theta$ $\{c_{n}\}$ , $\theta\in\Theta$ , $\epsilon>0$ ,
to , $t>t_{0}$ $tt$
$\varliminf_{narrow\infty}H_{n}(\theta,\theta-tc_{n}^{-1}1)\geq\frac{1}{\sqrt{2}}-\epsilon$
. , $1=(1, \cdots 1)’$ .
, Akahira[A95] 2.1 (2.4) .
4.
, $X_{1},$ $\cdots X_{\mathfrak{n}}$ , $\mathcal{X}_{1}=\Theta=\mathbb{R}^{1},$ $P_{\theta}$ $:=P_{\theta,1}$ ,
$P_{\theta,n}=P_{\theta}^{n},$ $p_{\theta}(x_{1}):=f(x_{1}, \theta)$ . , $p_{\theta}(x_{1})=p(x_{1}-\theta)$
, (Lebesgue ) $p(\cdot)$ (A1)
.
(A1) $p(x)>0$ $(a<x<b)$ ; $p(x)=0$ ( ).
, (2.2) , $n=1$ , $0<\Delta<b-a$
$H(\theta,\theta-\Delta)$ $;=H_{1}( \theta,\theta-\Delta)=\frac{1}{\sqrt{2}}\{\int_{-\infty}^{\infty}(\sqrt{p(x)}-\sqrt{p(x+\Delta)})^{2}dx\}^{1/2}$ (4.1)
. , (2.1) (4.1) $(\theta, \theta-\Delta)$ $H(\theta, \theta-\Delta)$ .




, 2 1 $\{c_{n}\}$ HeUinger
.
3 $X_{1},$ $X_{2},$ $\cdots,X_{n},$ $\cdots$ , (A1) $p(x-\theta)$
. , $\theta$ $\{c_{n}\}$ , $\theta\in\Theta$










, ( $[A75a]$ , [AT81]).
, $H(\theta, \theta-\Delta)$ $J$ .




(A2) $p(x)$ $(a, b)$ 2 ,
$A’:= \lim_{xarrow a+0}(x-a)^{1-\alpha}p(x)$ , $B’:= \lim_{xarrow b-0}(b-x)^{1-\beta}p(x)$
. , $0<\alpha\leq\beta<\infty$ , $0<A’,$ $B’<\infty$ .
(A3) $A”$ $:= \lim_{xarrow a+0}(x-a)^{2-\alpha}|p’(x)|$ , $B”$ $:= \lim_{xarrow b-0}(b-x)^{2-\beta}|p’(x)|$ .
, $\alpha=2$ $p”(x)$ .
, $Akahira[A75a]$ , (A3) , $\alpha>2$ $p”(x)$
, (A1), (A2) , $\alpha>2$
$\int_{a}^{b}\frac{\{p’(x)\}^{2}}{p(x)}dx<\infty$ (4.2)
, . , (4.2)
\alpha $>2$ $p”(x)$ , (A1), (A2)














. , (4.3), (4.4)
$\int_{a}^{a+\delta_{0}}\frac{\{p’(x)\}^{2}}{p(x)}dx\leq\frac{(A’’+\epsilon)^{2}}{A’-\epsilon}\int_{a}^{a+\delta_{0}}(x-a)^{\alpha-3}dx$
$= \frac{(A’’+\epsilon)^{2}}{A’-\epsilon}\cdot\frac{\delta_{0}^{\alpha-2}}{\alpha-2}<\infty$ (4.8)
. , $\{p’(x)\}^{2}/p(x)$ $[a+\delta_{0}, b-\delta_{0}’]$ ,
$\int_{a+\delta_{0}}^{b-\delta_{0}’}\frac{\{p’(x)\}^{2}}{p(x)}dx<\infty$ (4.9)





, (A2), (A3) , $\Delta>0$
$J=\{\begin{array}{ll}O(\Delta^{\alpha}) (0<\alpha<2))O(\Delta^{2}|\log\Delta|) (\alpha=2),O(\Delta^{2}) (\alpha>2)\end{array}$
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( $[A95a]$ , [AT81]). , 2 , $\theta\in\Theta$ , $\Delta>0$
$H^{2}(\theta,\theta-\Delta)=\{\begin{array}{ll}O(\Delta^{\alpha}) (0<\alpha<2),O(\Delta^{2}|\log\Delta|) (\alpha=2),O(\Delta^{2}) (\alpha>2)\end{array}$
, 3 ,
$[A75a]$ , [AT81], [A95] .




, $\hat{\theta}_{ML}$ $\theta$ .
2 $X_{1},$ $X_{2},$ $\cdots X_{n},$ $\cdots$ ,
$p(x-\theta)=\{\begin{array}{ll}C_{\delta}\{1-(x-\theta)^{2}\}^{\epsilon-1} (|x-\theta|<1),0 (|x-\theta|\geq 1)\end{array}$
. , $s>0,$ $C_{\epsilon};=1/\{2^{2\cdot-1}B(s, s)\}$ .
, $a=-1,$ $b=1,$ $\alpha=\beta=s,$ $A’=B’=2^{\epsilon-1}C_{s},$ $A”=B”=2^{\epsilon-1}C_{\delta}|s-1|$ ,
$(A1)\sim(A3)$ , $s$ 4
.
, Kendall[K61], Nikulin[N93] , 2 , $s=3/2$ $\theta$
, D. Bernoulli , L. Euler
, . Memoirs of the Academy
of St Petersburg, Acta Acad. Petrvp. (1777) , [K61]
. . , (A1), (A2) , $a=-1,$ $b=1$ ,
$1<\alpha=\beta<2$ ,
$\lim_{xarrow-1+0}(1+x)^{3-\alpha}p’’(x)$ , $\lim_{xarrow 1-0}(1-x)^{3-\alpha}p’’(x)$
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