Abstract The present paper is devoted to the study of the maximum number of limit cycles bifurcated from the periodic orbits of the quadratic isochronous centeṙ
Introduction and statement of the main result
It is well known that one of the important open problems in the qualitative theory of real planar differential systems is the study of limit cycles. For about one century, scholars focus on the bifurcation of limit cycles in the continuous planar polynomial differential systems, see [1, 2, 3, 4, 5, 6, 7, 12, 13, 14] and the references therein. Nevertheless, it is still open even for the quadratic cases. In recent years, stimulated by the discontinuous phenomena in the real world, a great interest in the limit cycles of discontinuous planar polynomial differential systems has emerged, see for instance [8, 9, 10] etc.
Recall that Loud first classified the quadratic polynomial differential system with an isochronous center into four kinds in [11] : Chicone and Jacobs proved that in [3] , under all continuous quadratic polynomial perturbations, at most 1 limit cycle bifurcates from the periodic orbits of S 1 , and at most 2 limit cycles bifurcate from the periodic orbits of S 2 , S 3 and S 4 . Llibre and Mereu studied the number of limit cycles bifurcated from the periodic orbits of quadratic isochronous centers S 1 and S 2 by the averaging method of first order, when they are perturbed inside a class of piecewise smooth quadratic polynomial systems [9] . They found that at least 4 limit cycles can bifurcate from the periodic orbits of S 1 , and at least 5 limit cycles can bifurcate from the periodic orbits of S 2 , both of which show that the discontinuous systems have more limit cycles than the continuous ones. Li and Cen obtained in [8] that there are at most 4 limit cycles bifurcating from the periodic orbits of S 3 by the averaging method of first order and Chebyshev criterion.
In the present paper, we study the perturbations of quadratic isochronous center (1.
2)
The object of this paper is to give the least upper bound of the number of limit cycles of system (1) which bifurcate from the periodic orbits of quadratic isochronous center S 4 . The techniques we use mainly include the averaging theory of first order and Chebyshev criterion. To apply the averaging method, we also generalize a theorem (see Theorem 4 or [1] ) which provides an approach to transform the polynomial differential system to a normal form, see Theorem 5. It is worth noting that, we use some skills in dealing with the averaged function obtained, which is a linear combination of various elementary functions, such as square root functions and logarithmic function, and the first and second complete elliptic integrals. It is challenging to obtain the sharp upper bound of the number of zeros of the averaged function, that is equivalent to the number of limit cycles of system (1) bifurcated from the periodic orbits of quadratic isochronous center S 4 . Inspired by the idea of [4] , we eliminate the logarithmic function first and do not cause the increase in the number of zeros. Using some appropriate transformations and Chebyshev criterion, we give the result as follows by qualitative analysis and algebraic calculations.
Theorem 1. The maximum number of limit cycles of discontinuous quadratic polynomial differential system (1) which bifurcate from the periodic orbits of the quadratic isochronous center (1)| ε=0 (i.e., S 4 ) is 5 by the averaging method of first order.
Theorem 1 and Theorem 1.1 in the paper [8] completely answer the questions left in Table 1 of the paper [9] , and thus, by the averaging method of first order, there are at least 4 limit cycles bifurcating from the periodic orbits of the isochronous centers S 1 and S 3 , while at least 5 limit cycles can bifurcate from the periodic orbits of the isochronous centers S 2 and S 4 , under piecewise smooth quadratic polynomial perturbations. More importantly, Theorem 1 gives the exact upper bound of the number of limit cycles bifurcated from the periodic orbits of the quadratic isochronous center S 4 , which is challenging.
The paper is organized as follows. In sections 2, we introduce the basic theory on averaging method, and provide a new technique transforming planar polynomial differential system to a specific form, which is an extension of the theorem [1] . The averaged function associated to system (1) is obtained in section 3. Section 4 focuses on the analysis of the least upper bound for the number of zeros of the averaged function, and Chebyshev criterion is used to prove the main result. Finally, we give some important and long expressions in Appendix for reference.
Preliminary results
In this section we summarize the theorem of first order averaging method for discontinuous differential systems in [10] . A more general introduction to averaging method can be found in the book [13] .
Theorem 2.
[10] Consider the following discontinuous differential equation
3 limit cycles for a class of discontinuous quadratic differential systems
where 
We also suppose that h is a C 1 function and has 0 as a regular value. Denote by
Define the averaged function f :
We assume the following conditions:
and h are locally L-Lipschitz with respect to x;
(ii) ∂h ∂t (t, x) = 0 for each (t, x) ∈ M; (iii) for a ∈ Σ 0 with f (a) = 0, there exists a neighborhood V of a such that f (z) = 0 for all z ∈V \ {a} and d B (f, V, 0) = 0 which is the Brouwer degree function, and more details see Appendix A of [1] .
Then for |ε| > 0 sufficiently small, there exists a T -periodic solution x(t, ε) of system (2.1) such that x(0, ε) → a as ε → 0.
Remark 3.
If f is a C 1 function and the Jacobian J f (a) = 0 , then the hypothesis (iii) holds, see [1] .
Consider the planar differential systeṁ
where P (x, y), Q(x, y), p(x, y) and q(x, y) are continuous functions, and ε is a small parameter. Suppose that system (2.4)| ε=0 has a continuous family of periodic orbits
where H(x, y) is a first integral of (2.4)| ε=0 , and h c and h s correspond to the center and the separatrix polycycle, respectively.
The following theorem provides an approach to transform system (2.4) to the form (2.1).
Theorem 4.
[1] Consider system (2.4)| ε=0 and its first integral H = H(x, y). Assume that xQ(x, y) − yP (x, y) = 0 for all (x, y) in the period annulus. Let
5)
for all r ∈ ( √ h c , √ h s ) and all θ ∈ [0, 2π). Then the differential equation which describes the dependence between the square root of energy r = √ h and the angle θ for system (2.4) 6) where µ = µ(x, y) is the integrating factor of system (2.4)| ε=0 corresponding to the first integral H, and x = ρ(r, θ) cos θ and y = ρ(r, θ) sin θ.
The application of Theorem 4 is limit to isochronous centers S 1 and S 2 , etc. We give a generalization of Theorem 4 as follows, which is especially applicable to isochronous centers S 3 , S 4 , and so on. 
for all r ∈ ( R −1 (h c ), R −1 (h s )) and all θ ∈ [0, 2π), where r = R −1 (h) is the inverse function of h = R(r 2 ) that increases with r, and H = H(X, Y ) = H| x=g 1 (X,Y ),y=g 2 (X,Y ) . Then the differential equation which describes the dependence between the square root of energy r = R −1 (h) and the angle θ for system (2.4) is
8)
where µ = µ(x, y) is the integrating factor of system (2.4)| ε=0 corresponding to the first integral H, R ′ is the derivative of R(r 2 ) with respect to r 2 , p =
∂y q, and X = ρ(r, θ) cos θ and Y = ρ(r, θ) sin θ.
Proof. The proof is similar to that of Theorem 4 (see [1] for reference), and thus we omit it here.
Remark 6. (i) Theorem 4 is a special case of Theorem 5 with h 1 (x, y) = x, h 2 (x, y) = y and R(r 2 ) = r 2 . (ii) In Theorem 5, we can also choose X = ρ(r, θ) sin θ and Y = ρ(r, θ) cos θ. Moreover, in the present paper, we use this transformation for convenient calculation.
For example, system S 3 has a first integral
Choose X = 3x = ρ(r, θ) sin θ, Y = 4x 2 −3y = ρ(r, θ) cos θ, and R(r 2 ) = 27r 2 /(64(1− r 2 )), we get ρ(r, θ) = 9r/(8(1 − r cos θ)).
System S 4 has a first integral H 4 = 9(x 2 + y 2 ) + 24y 3 + 16y 4 (3 + 8y) 4 , and the period annulus around the isochronous center corresponds to H 4 = h, h ∈ (0, 1/256). Choose
, r ∈ (0, 1). (2.10)
Averaged function
We will get the averaged function in this section.
By the polar coordinates
which can be obtained from (2.9) and (2.10), system (1) is transformed to the following form:
where
with
Here P i (θ, r) and Q i (θ, r) derive from P i (x, y) and Q i (x, y) given in (1.2) by the variable translations (3.1), i = 1, 2.
Let
System (3.2) can be reduced to the standard form
It is easy to verify that equation (3.5) satisfies the three conditions of Theorem 2. Thus, the averaged function is given by
Use a change of variable θ → 2π − θ for the second part, hence
By direct computation, we get the averaged function
r ,
and
Here K(r) and E(r) are the first and second complete elliptic integrals, respectively.
It follows from
In order to identify that f 1 , f 2 , · · · , f 6 are linearly independent functions, we carry out Taylor expansions in the variable r around r = 0 for these functions: Since the determinant of the coefficient matrix of the variables r, r 2 , r 3 , r 4 , r 5 , r 6 is equal to −685π 2 /7516192768, these functions are linearly independent.
Proof of the main result
This section is devoted to the study of the number of zeros of f (r) obtained in (3.8) . By Lemma 7 below, it is easy to know that f (r) has at least 5 zeros in r ∈ (0, 1). However, it is difficult to estimate the sharp upper bound of the number of zeros. We will consider F (r) = rf (r) instead of f (r) for convenience, which has the same zeros as f (r) in r ∈ (0, 1).
Since the expression of F (r) not only includes various elementary functions, such as (1 ± r) 3/2 , ln[(1 + r)/(1 − r)], but also contains the first and second complete elliptic integrals, it is challenging to obtain the exact upper bound of the number of zeros of F (r).
The first and the most important step is to eliminate the logarithm function. Enlightened by the idea in [4] , we get
(4.4)
Here I(r), J(r) are defined in (3.11), and
Thus,
and F (r) has at most as many zeroes as G(r) in (0, 1).
In the following, we will use Chebyshev criterion to show that G(r) has at most 5 zeroes. We introduce some definitions and lemmas first, see for instance [12] .
.., g n ) is an extended complete Chebyshev system (in short, ECT-system) on L if, for all i = 1, 2, ..., n, any nontrivial linear combination
has at most i − 1 isolated zeros on L counted with multiplicities.
.., g n ) is an ECT-system on L, then for each i = 1, 2, ..., n, there exists a linear combination (4.6) with exactly i − 1 simple zeros on L (see for instance Remark 3.7 in [5] ).
.., g n ) is an ECT-system on L if, and only if, for each i = 1, 2, ..., n,
The following is to prove that (g 1 , g 2 , · · · , g 6 ) in (4.3) is an ECT-system. A direct calculation leads to
and I(r), J(r) are complete elliptic integrals defined in (3.11).
Taking account of the complexity of W 3 , W 4 , W 5 and W 6 , we do a transformation
and simplify them to From the definition of I(r) in (3.11) and the transformation (4.8), we know that
Proof. It follows from Sturm's Theorem that Z 52 (s) < 0 in (
It suffices to consider
.
which can be obtained from (3.11) and (4.11) by direct computations, we have
whereZ(s) is a polynomial of degree 56 given by (5.2) in Appendix, andZ(s) < 0 in (
and when s → 1 − ,
, then it has at least two (taking into account their multiplicity), and one of them satisfies U ′ (s 0 ) > 0 or U ′ (s 0 ) = 0 by (4.14) and (4.15), which contradicts with U ′ (s 0 ) < 0. Thus, we have U (s) has none zeros in (
Proof. Since I(r)| r=(−1+6s 2 −s 4 )/(1+s 2 ) 2 > 0, W 6 (s) can be expressed as
Then the number of zeros of W 6 (s) in ( √ 2 − 1, 1) equals the number of intersection points of the curve C = {Ψ(s, v) = 0} and the curve Γ = {v = v(s)} in the (s, v)-plane. Let C + and C − be two branches of the curve C, denoted by
by Sturm Theorem, which are polynomials given by (5.1) and (5.3), respectively, in Appendix.
On one hand, note that
and when
Comparing these results, we have
On the other hand, from (4.12) we know that v(s) defined in (4.11) is a solution oḟ
where φ k (s), k = 0, 1, 2, 3 are polynomials given by (5.4) in Appendix.
It follows from Sturm's Theorem that φ 3 (s) < 0 in ( √ 2 − 1, 1), and that the resultant R = Resultant(Ψ, Φ, v) of Ψ(s, v) and Φ(s, v) with respect to v, which is a polynomial in the variable s of degree 250 given by (5.5) in Appendix, has a unique simple zero s 0 in (
) by (4.18), otherwise, there will exist at least two points on the curve C tangent to the vector field (4.19), which results in a contradiction. We have
Proof of Theorem 1. Using (4.7), (4.9), Propositions 10 and 11, we have W 1 (r), W 2 (r), r ∈ (0, 1) and
is an ECT-system by Lemma 9, which implies that G(r) given in (4.2) has at most 5 zeros in (0, 1), and this number is realizable by Remark 8. Note that f (r) = F (r)/r in (0, 1) and F (r) has a relation with G(r) in (4.5), we know that the averaged function f (r) given by (3.8) has at most 5 zeros in (0, 1). Theorem 1 follows from Theorem 2. 
