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Abstract
This work focuses on unsupervised biologically-inspired machine learning techniques
and algorithms that can detect anomalies. Specifically, the aim is to investigate the ap-
plicability of the Hierarchical Temporal Memory (HTM) theory in detecting anomalies
in the smart home domain. The HTM theory proposes a model for the neurons that is
more faithful to the actual neurons than their usual counterparts in Artificial Neural Net-
works (ANN) based on the current Neuroscience understanding. The HTM theory has
several algorithmic implementations, the most prominent one is the Cortical Learning
Algorithm (CLA). The CLA model typically consists of three main regions: the encoder,
the spatial pooler and the temporal memory. Studying the performance of the CLA in the
smart home domain revealed an issue with the standard encoders and high-dimensional
datasets. In this domain, it is typical to have high-dimensional feature space represent-
ing the collection of smart devices. The standard CLA encoders are more suitable for
low-dimensional datasets and there are encoders for categorical and scalar data types.
A novel Hash Indexed Sparse Distributed Representation (HI-SDR) encoder was pro-
posed and developed, to overcome the high-dimensionality issue. The HI-SDR encoder
creates unique representation of the data which allows the rest of the CLA regions to
learn from. The standard approach when creating HTM models to work with datasets
with many features is to concatenate the output of each encoder. This work concludes
that the standard encoders produced representations for the input during every time-
step that were similar and less distinguishable for the HTM model. This output similarity
confuses the HTM model and makes it hard to discern meaningful representations. The
proposed novel encoder manages to capture the required properties in terms of sparsity
and representations.
To investigate and validate the performance of a proposed machine learning technique,
there has to be a representative dataset. In the smart home literature, there exists
many real-world smart home datasets that allow the researchers to validate their mod-
els. However, most of the existing datasets are created for classification and recognition
of Activities of Daily Living (ADL). The lack of datasets for anomaly detection appli-
cations in the domain of smart homes required the development of a simulation tool.
OpenSHS (Open Smart Home Simulator) was developed as an open-source, 3D and
cross-platform smart home simulator that offers a novel hybrid approach to dataset gen-
eration. The tool allows the researchers to design a smart home and populate it with
the needed smart devices. Then, the participants can use the designed smart home and
simulate their habits and patterns.
Anomaly detection in the smart home domain is highly contextual and dependent on
the inhabitant’s activities. One inhabitant’s anomaly could be the norm for another,
therefore the definition of anomalies is a complex consideration. Using OpenSHS, seven
participants were invited to generated forty-two datasets of their activities. Moreover,
each participant defined his/her own anomalous pattern that he/she would like the
model to detect. Thus, the resulting datasets are annotated with contextual anomalies
specific to each participant.
The proposed encoder has been evaluated and compared against the standard CLA en-
coders and several state-of-the-art unsupervised anomaly detection algorithms, using
Numenta Anomaly Benchmark (NAB). The HI-SDR encoder scored 81.9% accuracy, on
the forty-two datasets, with 17.8% increase in accuracy compared to the k-NN algo-
rithm and 47.5% increase over the standard CLA encoders. Using the Principal Compo-
nent Analysis (PCA) algorithm as a preprocessing step proved to be beneficial to some
of the tested algorithms. The k-NN algorithm scored 39.9% accuracy without PCA and
scored 64.1% accuracy with PCA. Similarly, the Histogram Based Outlier Score (HBOS)
algorithm scored 28.5% accuracy without PCA and 61.9% with PCA.
The HTM-based models empirically showed good potential and exceeded in perfor-
mance several algorithms, even without the HI-SDR encoder. However, the HTM-based
models still lack an optimisation algorithm for its parameters when performing anomaly
detection.
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“The key to artificial intelligence has always been the representation.”
Jeff Hawkins
Chapter 1
Introduction
The Internet of Things (IoT) paradigm imposes several challenges on today’s technolo-
gies. With the increasing demands of the IoT, a revolution on the hardware and software
levels is required. Taking into account the huge amount of data generated by the smart
devices in the IoT vision, anomaly detection becomes a valuable tool in managing and
controlling that flood of data. In a study conducted by Gartner (2017), the number of
connected “Things” is 8.4 billion devices in 2017. This number grew by 31% from 2016
and the study predicts that the number will continue to grow and will reach 20.4 billion
connected devices by 2020. Moreover, the spending on IoT services that provide design,
development, and implementation of IoT solutions will reach $273 billion by the end of
2017.
Today’s smart homes are equipped with many sensors and actuators that generate a
stream of spatio-temporal data representing the state of the home and the inhabitants.
Recent advancements in hardware and communication protocols allowed the vision of
the IoT to become a reality. Under the IoT paradigm, many of the smart home devices
gain the ability to connect to the public Internet and perform complex tasks. This ne-
cessitates the existence of a management and controlling mechanism for these smart
devices. The challenge is how to integrate and evaluate the collected data to recog-
nise abnormal activities, such as leaving the main door left open overnight. The smart
home literature studies many areas and applications with machine learning playing an
important role in these areas and can progress the capabilities of the smart home middle-
wares. One of the applications that machine learning models offer is the ability to detect
anomalous activities in a dataset. Anomaly detection is essential for many applications
in the smart home such as privacy, security, and elderly care. Current machine learning
techniques fall short of reaching the full potential of anomaly detection. However, we
know that the human brain is more than capable of detecting anomalous patterns. Thus,
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machine learning techniques that simulate what actually happens in the human brain
will help pushing the research towards smarter anomaly detection.
One of the recent advancements and efforts to understand how the human brain per-
forms some of its cognitive operations is the Hierarchical Temporal Memory (HTM)
theory (Hawkins & Ahmad, 2016). Backed by recent findings in Neuroscience, the HTM
theory suggests an overarching view of how the neocortex learns from sensory input.
The Cortical Learning Algorithm (CLA) (Ahmad et al., 2017) is an algorithm influenced
by the principals of the HTM theory that can perform anomaly detection in streams of
data without the need for supervision.
Detecting anomalies is one of the important challenges facing smart home research.
Anomaly detection in the smart home domain can serve many purposes in many ar-
eas such as detecting abnormal power consumption, detecting suspicious activities and
monitoring the elderly especially those who live independently. Anomaly detection can
help in providing intelligent services that are context-aware of the smart home user.
However, one of the challenges facing any machine learning model is how to model
the context and daily patterns and behaviour of the smart home user. This is challeng-
ing due to how random and noisy these patterns are. Another challenge in the smart
home research field is having a good dataset that captures the different interactions that
happen between the inhabitants and their environment.
This research could be used to implement an anomaly detection interface that can be
used in an IoT middleware. Let us consider an example of a smart home user that goes
to work on weekdays, and he/she always picks up his/her car keys before leaving the
house. In the case where he/she forgets to take the car keys, the anomaly detection layer
should detect this as an anomaly, and it is the middleware’s responsibility to provide the
appropriate action.
1.1 Aim
The aim of this research is to investigate the use and application of the HTM theory to
propose an intelligent and adaptive anomaly detection technique that can be used as a
part of a middleware layer for the smart home user in the IoT era.
1.2 Objectives
The objectives of this research are to:
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1. Conduct a literature review of existing IoT middlewares and to critically evaluate
their strengths and weaknesses,
2. Conduct a literature review of anomaly detection research in the context of smart
homes,
3. Investigate the use of HTM as an adaptive anomaly detection method for smart
homes,
4. Propose a design and an implementation of a simulation and testing environment
for smart homes under the IoT vision,
5. Build a dataset using the simulation environment that simulates the smart home
user’s daily patterns,
6. Study different context modelling methods in the IoT paradigm,
7. Propose a novel semantic representation to facilitate context modelling in an IoT
smart home environment,
8. Evaluate the proposed context modelling representation to detect anomalies in a
smart home setting against state-of-the-art machine learning algorithms.
1.3 Scope of the Investigation
The IoT vision requires many revolutions on many fronts. It will be impossible to study
and address all the issues that are facing the full adoption of the IoT vision. Therefore,
this research will make some assumptions and will position itself in a well-defined place
to address some of the research gaps.
The smart home domain is one of the realisations of the IoT vision. The research at hand,
focuses on detecting anomalous patterns of the smart home inhabitants via machine
learning models. However, there are many aspects and issues that surround the actual
implementation of such techniques and it would be impossible to address all of these
issues. Therefore, the following points are the main assumptions that this research
assumes:
• Reliable communication: The research will not address low-level issues regard-
ing the transportation of packets in the network. The assumption here is that all
the devices and the network are capable of providing a reliable networking and
transportation. Also, the research will not address the different protocols or means
of communication, like communicating over WiFi or Bluetooth, etc.
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• Reliable addressing: How the devices will be identified in the network and what
addressing scheme will be used is outside of the scope of the research.
• Reliable storage: Storage and retrieval of data for all components are assumed to
be reliable and capable of good performance.
• Reliable processing: The smart devices are assumed to have enough processing
power to allow them to perform the desired tasks.
FIGURE 1.1: The scope of the investigation.
Figure 1.1 illustrates the three broad fields that this research touches on and the inter-
action of them which are the focus and scope of this work. In Chapter 2, the IoT issues
and applications in general will be presented. However, the key part from that domain
is the smart home as one of the IoT prominent applications.
Anomaly detection as a field of study is a well-established discipline and many mathe-
matical and statistical research efforts were dedicated to investigate the various aspects
of detecting outliers out of a collection of data. However, due to the influx of data that
the state-of-the-art techniques provide, the interest of this field is rising. The nature of
the data and the requirement for fast anomaly detection impose several challenges on
any proposed technique.
The data in a smart home setting is streaming and spatio-temporal. Moreover, the in-
habitants’ activities are very subjective and differs from on inhabitant to another. This
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subjectivity makes it hard to decide what an anomaly actually is. Therefore, this research
will focus on unsupervised anomaly detection techniques because these techniques do
not require the existence of labels to train from. The unsupervised techniques will learn
from the data and predict if a certain activity is an anomaly or not based on the inhabi-
tant’s own daily patterns.
The HTM theory, which will be presented in details in Chapter 3, takes the time as
an important factor and as one of its principal components in the learning process.
Moreover, the theory proposes a flexible representation of the data that is inspired by
the recent advancements in Neuroscience. Many implementations of the theory exists
in the literature. These implementations provide classification, prediction, and anomaly
detection services. However, the investigation of the application of this theory in a smart
home setting to detect anomalies has not been studied in the literature.
1.4 Contributions to Knowledge
The novel contributions of this work are summarised as:
• The primary contribution is a novel HTM encoder suitable for detecting anomalies
in smart homes. The standard HTM scalar encoders and categorical encoders did
not produce good results when encoding high-dimensional datasets. The novel
encoder, the Hash-Indexed Sparse Distributed Representation encoder (HI-SDR)
(see Chapter 5), is able to capture the required properties for good HTM encoders
(see Section 5.3.1) and encode high-dimensional dataset into a representation that
allows the rest of the HTM model components to learn and detect anomalies with
better accuracy.
• A secondary contribution of this work is OpenSHS (see Chapter 4). OpenSHS is A
new open-source, 3D, cross-platform smart home simulator that follows a hybrid
approach for generating representative datasets for smart home research,
• Another secondary contribution is the creation of forty-two smart home datasets
created by seven participants using OpenSHS specifically for anomaly detection
problems. One of the significant contributions of these datasets is that the prob-
lematic definition of anomalies in the context of smart homes has been dealt with
in a user-centric way. Each participant, performed a series of anomalous events
according to their habits and behaviour. Thus, ensuring the datasets are a good
test for the generalisability and adaptability of any proposed anomaly detection
model.
5
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1.5 Methods of Investigation
Saunders (2011) proposed the research onion model which illustrates the stages of a
research project starting with the philosophy behind a research and ending with the
data collection methods and strategies. The research onion is a popular model and it is
applicable to many research types.
FIGURE 1.2: The research onion model (Saunders, 2011).
As shown in Figure 1.2 The outermost layer of the research onion model deals with
the philosophical foundation behind any knowledge pursuit. The positivism view about
reality state that reality exists and can be observed and described objectively and in-
dependently from the observing subjects (Newman & Benz, 1998). These observations
should also be repeatable and applicable. Positivism can also be referred to as empiri-
cism and usually applied to hard science. What is commonly thought of as an opposite
to the positivist view is the interpretivist view. The interpretivism view about reality
assumes the existence of many realities that are dependant on the interpretation of the
observing subjects, and these realities are dependant on time and context (De Villiers,
2005). Interpretivism is also referred to as constructionism and usually applied to social
science.
The second layer of the onion model deals with the approaches suitable for every philo-
sophical view of reality. The deductive approach develops a hypothesis based on an
existing theory. Based on gathered observations, this hypothesis is either accepted or
rejected. Therefore, the deductive approach goes from the general to the specific. The
inductive approach, on the other hand, goes from the specific to the general. It starts
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by gathering observations. Then, trying to find patterns in these observations to create
hypothesis from which a theory will eventually emerge.
FIGURE 1.3: Methods and strategies of research (De Villiers, 2005).
The choice of data types for a particular research can be categorised into two categories:
quantitative and qualitative data types. Quantitative and qualitative research are not
mutually exclusive and both can be used in what is referred to as mixed methods. The
quantitative research deals with large quantitative data that can be measured and anal-
ysed using statistical methods (May, 2011). The quantitative research is usually asso-
ciated with deductive approaches guided by positivist philosophical views. However, it
can be used with other approaches, in social sciences for example, which are usually in-
ductive. The qualitative research is usually associated with interpretivism and inductive
approaches and tries to interpret the subject’s realities. Figure 1.3 shows the strategies
and methods that are suitable for the corresponding data and philosophical views.
This research deals with a big number of quantitative data gathered by simulating the
habits and patterns of a smart home inhabitant. This data is statistically analysed and
evaluated to measure the performance of an HTM machine learning model at detecting
anomalous patterns. The machine learning model is built under the guidance of the
HTM theory and the hypothesis that the HTM theory is able to develop a machine learn-
ing model capable effectively of detecting anomalies. Therefore, this research follows
a positivist view of reality by a deductive approach on quantitative data gathered by
simulations.
The main steps taken in this research can be summarised chronologically as follows:
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• Conducting a comprehensive literature review of the IoT and smart homes, anomaly
detection algorithms and specifically unsupervised biologically-inspired anomaly
detection algorithms,
• Studying the HTM theory and its algorithmic implementation and their capabilities
in detecting anomalies without supervision,
• Developing a novel smart home simulator, OpenSHS (see Chapter 4), to design a
virtual smart home,
• Generating representative synthetic smart home datasets using OpenSHS by vol-
unteering participants,
• Developing a biologically-inspired anomaly detection model based on the HTM
theory,
• Developing a novel encoder, HI-SDR (see Chapter 5), that solves the issue with the
HTM model and high-dimensional datasets,
• Evaluating and analysing the performance of the novel encoder against the state-
of-the-art unsupervised anomaly detection algorithms.
1.6 Structure of the Thesis
This thesis is organised into seven chapters as follows:
• Chapter 1: Is an introduction to the thesis that describes the aims and objectives
of this work along with the novel contributions to knowledge and methods of
investigations used in this research.
• Chapter 2: Provides a literature review of the research efforts in the domain of
anomaly detection, smart homes, HTM theory and IoT.
• Chapter 3: Focuses on the HTM theory and its algorithmic implementation, the
CLA.
• Chapter 4: Presents OpenSHS, a new smart home simulator, and its implementa-
tion details.
• Chapter 5: Studies the first region of the HTM models, the encoder. The Chapter
also presents the novel encoder “HI-SDR”, which is developed to overcome the
issue of high-dimensional datasets with HTM systems.
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• Chapter 6: Evaluates the novel encoder on the forty-two datasets generated by
OpenSHS and compares the results with the standard HTM encoders and with
state-of-the-art unsupervised anomaly detection algorithms.
• Chapter 7: The thesis concludes with this Chapter which summarises the out-
comes of the research and the recommendations for future work.
9
Chapter 2
Literature Review
2.1 Introduction
This Chapter starts with an introduction to the IoT paradigm and its enabling technolo-
gies and their issues. The concept of context-awareness is presented and how mid-
dleware solutions are used to provide the user with intelligent services. These intelli-
gent services can use Machine Learning models that are capable of detecting anomalies.
These models can be used as infrastructure for a middleware solution to provide better
context-aware and intelligent services.
Anomaly detection is a well-established field of research. In this Chapter, a literature
review of different anomaly detection techniques is presented and critiqued as well as
their application domains.
One of the recent advancements in Machine Learning models is the introduction of the
HTM theory which is an overarching theory of how the neocortex in the brain works.
The theory suggests a more complex model to the neuron than what is typically found
in Artificial Neural Networks (ANNs). The Cortical Learning Algorithm (CLA) is the
algorithmic implementation of this theory. The theory is briefly presented in this Chapter
and studied in details in the next Chapter.
One of the prominent applications of the IoT vision is the smart home. A definition
of what constitutes a smart home, is presented in this Chapter as well as its applica-
tions. The role of anomaly detection in the smart home and what it can provide is also
presented.
The Chapter is concluded by an initial study of the CLA on a small dataset generated by
a prototype smart home simulation tool (which later became OpenSHS, see Chapter 4)
and the results are compared to the DBSCAN clustering algorithm.
10
Chapter 2 Literature Review 2.2. The Internet of Things
2.2 The Internet of Things
Kevin Ashton first coined the term “Internet of Things” in 1999 (Ashton, 2009) to express
the idea that all of the information on the Internet today is captured by humans and
by having smart objects1 assessing the humans in capturing or even taking the role of
capturing the information. The research of Auto-ID Labs (2003) in the Radio-frequency
identification (RFID) field gave the IoT popularity and attention. Since the IoT research
field is evolving, there are different definitions of the term. Tan & Wang (2010) defined
it as: “Things have identities and virtual personalities operating in smart spaces using
intelligent interfaces to connect and communicate within social, environment, and user
contexts”. Also, according to Vermesan et al. (2011): “The Internet of Things could
allow people and things to be connected Anytime, Anyplace, with Anything and Anyone,
ideally using Any path/network and Any service”. In this research proposal, the author
believes that the latter definition captures the overall picture of the IoT future vision.
2.2.1 IoT Issues
The realisation of the IoT ultimate vision is faced with many obstacles. As with any
new technology, standardisation is one important obstacle to overcome. For instance, in
the RFID field, the Electronic Product Code (EPCglobal) standard by Global Standards
One (2003) promotes a global adaptation of the Electronic Product Code (EPC). The
IEEE 802.15.4 (Molisch et al., 2004) is the physical and Media Access Control (MAC)
layer standard for low-rate wireless personal area networks which is the basis for the
Internet Engineering Taskforce (IETF) IPv6 over Low power Wireless Personal Area Net-
works (6LoWPAN) standard (Kushalnagar et al., 2007). 6LoWPAN allows IPv6 packets
to be transferred over networks following the IEEE 802.15.4 standard. The same IEEE
802.15.4 standard is built upon by proprietary technologies like ZigBee (ZigBee, 2006).
Such proprietary solutions will hinder the realisation of the IoT vision and will con-
tribute greatly to the fragmentation and lack of standardisation. The success of the
current Internet could be attributed to its transparency and openness which is impor-
tant to a worldwide network used by billions of users. The necessity of open standards
is a crucial aspect of a network that will span everything around us.
In addition to the standardisation issue, a survey by Atzori et al. (2010) identified other
technical issues such as the addressing of the things in the IoT. Since the number of
the connected things will be huge, IPv6 is an appealing choice, but due to the differ-
ent incompatible technologies implemented, more effort is needed in this regard. The
1Smart objects, things and devices are used interchangeably.
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6LoWPAN standard is an example of such efforts. Furthermore, there is a need for a
naming service analogous to the Domain Name System (DNS) of the current Internet.
Concepts like the EPCglobal’s Object Naming Service (ONS) (Brock, 2001) could be
valuable. Also, the scalability and reliability of the network is another important issue
to be tackled taking into consideration the demands of things in the IoT paradigm.
The research activities in the IoT field regarding the Internet network stack itself could
be categorised into two categories. One category promotes the use of the existing In-
ternet infrastructure and standards without any modification and that stance is led by
the Web of Things (WoT) research (Guinard, 2011; Trifa, 2011). The other category
proposes the change or modification of the Internet infrastructure. An example of the
latter is the Constrained Application Protocol (CoAP)(Bormann et al., 2012) which is a
lighter alternative to the Hypertext Transfer Protocol (HTTP).
Security in the IoT context is another major open issue. With the abundance of wire-
lessly connected devices, issues like the man-in-the-middle attack could be a real threat
(Li et al., 2012). Furthermore, the sheer number of connected devices could make
Distributed Denial of Service (DDoS) attacks trivial to achieve. Bandyopadhyay & Sen
(2011) identified several open security issues such as securing the IoT architecture and
the proactive identification of malicious software and attacks. Considering the huge
number of connected things in the IoT paradigm, privacy and ownership management
is another important open issue. In the same paper, the researchers identified several
challenges such as data privacy, location privacy and tools for identity management of
users and objects.
The IoT paradigm requires the ability for anything to connect and communicate using
any available means. This requirement was identified by many researchers and typically
referred to as the problem of heterogeneity of the things and lack of interoperability
(Haller et al., 2009).
2.2.2 Enabling Technologies
The IoT vision could be a reality due to advancement in the RFID and Wireless Sensor
Networks (WSN) fields. For instance, a group of researchers (Welbourne et al., 2009)
managed to build a miniature IoT network using RFID technology and conducted a
study for the users’ reactions. Fosstrack (Floerkemeier et al., 2007) is an open source
RFID platform that implements the GS1 EPC standards. Also, WSN could play a ma-
jor role in the IoT. Molla & Ahamed (2006) presented ten key obstacles that must be
considered when building a middleware for sensor networks and also the researchers
conducted a survey of existing middlewares. Mohamed & Al-Jaroodi (2011) surveyed
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service-oriented middlewares for WSN. Gubbi et al. (2013) showed how RFID and WSN
are important enabling technologies and predicted they will play an important role for
the future IoT.
2.2.3 Context-awareness
Due to the enormous number of smart devices envisioned in the IoT paradigm, manag-
ing and controlling each smart device individually will be cumbersome for the user. The
smart device’s interaction with the user should not be intrusive and should be intelligent
and able to adapt to the user’s habits. Moreover, the interaction should take into account
the current situation of the user. Awareness of the present environment of the user is
called context-awareness which is a term first coined by Schilit & Theimer (1994) in
1994. Dey et al. (2001) surveyed and critiqued the different definitions of the term. Per-
era et al. (2014) conducted a comprehensive survey of context awareness from the IoT
perspective and 50 projects from the last decade were compared and critically evaluated
to conclude lessons for the future research in this field. Moreover, the study conducted a
comparison of the AI techniques used in different middlewares to model and represent
context. According to Dey et al. (2001), the definition of Context is: “Context is any
information that can be used to characterize the situation of an entity. An entity is a
person, place, or object that is considered relevant to the interaction between a user and
an application, including the user and applications themselves.”
Also from the same paper, the definition of Context-awareness is: “A system is context-
aware if it uses context to provide relevant information and/or services to the user,
where relevancy depends on the user’s task.” (Preuveneers & Berbers, 2008) identified
context-awareness as a key part to the realisation of the IoT ultimate vision.
2.2.4 Middlewares
Issarny et al. (2007) defines the middleware as software that acts as a mediator between
the applications and the distributed operating system providing services to well-known
issues such as heterogeneity, security and interoperability. The middleware could be
looked at as an operating system which allows software applications to interact with the
smart devices via an Application Programming Interface (API). The middleware layer at
hand tries to solve some of the issues facing the adoption of the IoT paradigm in domes-
tic smart home settings. Mainly, the management of the vast number of the connected
devices and detecting the user’s usage patterns.
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The literature is full of projects and research activities each with its own focus and scope.
One interesting work was presented by Kawsar (2009); Kawsar & Nakajima (2009)
where a document based and user-centric framework for smart objects was proposed.
The document based approach was influenced by the design of the World Wide Web,
which enabled the exchange of information in a platform agnostic way. The framework
utilises this approach to overcome the heterogeneity problem of smart objects. Smart
objects present their services in XML documents to a governing body called FedNet.
FedNet manages the requests coming from the applications and connect them with the
available services of smart objects. Furthermore, the framework presented user-centric
tools built on top of the system to aid in the management of the users’ devices. The
framework also presented abstractions and design methodologies helpful for the appli-
cation developers and manufacturers. The framework, however, could be improved in
many ways to meet the needs of the IoT vision.
Soma Bandyopadhyay et al. (2011) conducted a survey and a comparison of existing IoT
middlewares. Some of the comparison factors were the device management, interoper-
ation, context-awareness, security and privacy. The survey showed a lack of interest in
the context-awareness aspect and more work could be done to improve the state of the
current IoT middlewares.
The open source Robot Operating System (ROS) (Quigley et al., 2009) was successfully
used in a study by Kranz et al. (2010b) to build a smart office environment where
everything in the office can send updates via Twitter. Contiki (Dunkels et al., 2004) is
also a popular tiny, lightweight and event-driven operating system suitable for devices
with scarce resources.
Previous work was done by Roalter et al. (2010) to use ROS as an IoT middleware and
the simulations tools of ROS were used to create an intelligent environment called the
Cognitive Office.
There are many methods to model context. Each method has its strengths and weak-
nesses. Perera et al. (2014) surveyed some of the ways to model context such as:
• Key-Value pairs
• Markup and tags
• Graphical-based
• Object-based
• Logic-based
14
Chapter 2 Literature Review 2.3. Intelligence
• Ontology-based
Lim & Dey (2010) conducted a survey of 109 context-aware applications and the AI
techniques used in these applications. Figure 2.1 shows a pie-chart of traditional AI
techniques used in these applications. The majority of these context-aware applications
use simple conditional statements to construct rules.
FIGURE 2.1: AI techniques used in 109 context-aware applications (Lim & Dey, 2010).
In a study conducted on 192 participants, the author explored some of the participants
habits with regard to their smart devices. 68% of the participants reported that they
have a smart device other than a smart phone. Most of these smart devices are tablets
(81.4%). When asked if the participant would like to have a software that manages
all of their smart devices, 70.7% said yes. This indicates that having a middleware to
manage the smart devices is a popular choice (Alshammari et al., 2015).
2.3 Intelligence
The AI field is one of the oldest fields in computer science history. AI was pioneered by
prominent figures such as Alan Turing, Marvin Minsky and John McCarthy. AI as an aca-
demic discipline started in the 1950’s and John McCarthy defined the study of AI as ‘the
science and engineering of making intelligent machines’ (McCarthy, 1998). The English
mathematician and computer scientist Alan Turing laid some of the theoretical founda-
tions of AI by introducing the Turing test in his seminal paper ‘Computing Machinery
and Intelligence’ (Turing, 1950). The Turing test is devised to assess the existence of
intelligence in a machine. This consists of three parties, a human interrogator, another
human in an isolated room and a machine in another isolated room. The interrogator
communicates with the two parties through written text in a natural language (or any
neutral communication means such as a computer screen). If the interrogator is not able
15
Chapter 2 Literature Review 2.3. Intelligence
to successfully identify the responses of the machine from the human, then the machine
is then said to have intelligence.
Jeff Hawkins in his book ‘On Intelligence’ (Hawkins & Blakeslee, 2004) criticises the
traditional view of intelligence in the AI field. To Hawkins, intelligence was not formally
defined, and the AI field only looks at the brain as a computing machine. A paper pub-
lished in 1943 by McCulloch & Pitts (1943) described how it is possible for the neurons
to operate as logical gates. This paper helped in solidifying the view that the brain is just
a computational machine similar to a Turing machine. At the beginning, the AI research
seemed the correct approach to achieve true intelligence, and many success stories were
happening such as IBM’s Deep Blue (Campbell et al., 2002) beating Gary Kasparov in
a game of chess. It was claimed that what kept AI from reaching its full potential was
just a limitation of hardware and speed according to traditional AI research. But never-
theless, the AI winter came, and the field seemingly reached a dead end. The success
stories of these intelligent machines were very specific to a particular domain and appli-
cation. AI did not provide a flexible and human-like intelligence and over time the need
for alternative approaches to achieve true intelligence became pressing.
From a philosophical point of view, this idea of viewing what the brain does as simply
computations and the intelligence of the brain can only be measured and assessed by the
behaviour it produces, this find its roots in the philosophical theory of behaviourism. For
the behaviourist, all that can be known about a state of mind is through its behaviour.
This philosophical idea gave birth to other schools of thought in the philosophy of mind
fields such as functionalism and computationalism.
John Searle famously criticised this view and came up with a thought experiment as
an argument against the behaviourist view (Searle, 1980). In Searle’s Chinese Room
argument, Searle proposes the idea of him being in a locked room, and he receives a
letter written in Chinese which he does not understand nor speak. Along with the letter
he also receives another letter written in English which contains instructions on how
to manipulate these Chinese symbols in certain ways. According to Searle, the Chinese
symbols are just abstract symbols that do not mean anything to him. So he follows
the instructions in the English letter which instructs him to manipulate the Chinese
symbols by writing a symbol in one place and erasing another and so on. He follows the
instructions blindly until the last instruction that tells him to submit the Chinese letter. A
Chinese outside observer takes the letter and reads it. The Chinese letter was a story and
there were some questions which Searle had to answer. To the Chinese outside observer,
the answers are correct and indicate to him that Searle did understand the story because
he correctly responded to the questions. Searle on the other hand, did not understand
what the story is about. He had blindly followed the instruction letter.
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Searle explains that the English letter is similar to a software program; Searle was the
CPU executing blindly the instructions set without real understanding of what the Chi-
nese story really means, this intelligent behaviour is called weak AI. If the story letter
was in English and Searle understood the meanings of the English words and was able
to answer the questions, then he calls this behaviour strong AI.
Searle did not offer an explanation of what it means to be an intelligent machine. His
objection was that no Turing machine will be able to produce real and human-like intel-
ligence. Russell Stuart and Peter Norvig in their book (Russell & Norvig, 2009) stated
that most of AI research accepts the weak AI hypothesis and does not care about whether
what their program doing is really intelligent or just a mere simulation of intelligence.
The important thing is that the program is able to do what it is suppose to do.
An interesting research initiated by Jeff Hawkins (Hawkins & Blakeslee, 2004) takes a
drastically different approach to intelligence than traditional AI techniques. Hawkins
argues that traditional AI was built on a false premise. The premise that the brain does
compute and that intelligence is fundamentally just computations. According to Hawkins,
traditional AI research was built on the work of Alan Turing who never formally defined
what intelligence really is. For Hawkins, Alan Turing proposed an existence test for
intelligence, the famous Turing test, but he did not worry about the nature of intelligence
and what intelligence means. To Hawkins, this approach is what hindered traditional AI
from reaching its full potential. The argument that the brain is much faster at computing
which traditional AI proponents believe is simply not true. With the advancements in
Neuroscience, the brain seems slower than the computers that we have today. Hawkins
praised some of the work done in neural network’s research but he argues that even
some of the neural networks research suffers from an over-simplified simulation of what
really happens in the brain. Also, the neural network’s research still views intelligence
fundamentally as computations.
2.4 Anomaly Detection
Anomalies are rare data points that are different from the majority of the data. (Hawkins,
1980) Defined anomalies formally as:
“An outlier is an observation which deviates so much from the other observa-
tions as to arouse suspicions that it was generated by a different mechanism.”
The term anomaly is not the only term used in the literature. Outliers, abnormalities
and deviants are other terms used in the literature to mean the same thing. Anomaly
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detection techniques are used when the anomalies are of particular interest to the user.
For example in a bank account, the transactions pattern is usually predictable and when
an anomalous transaction happens, this is probably an indication of an unauthorised use
of the bank account. There are many applications for anomaly detection, such as: credit
card fraud, intrusion detection, medical diagnosis, earth science, law enforcement and
sensor networks attacks (Aggarwal, 2013).
2.4.1 Challenges
The anomaly detection problem can be considered abstractly as identifying patterns or
data points that do not lie in a normal region. Therefore, the problem can be approached
by recognising a normal region and anything outside this normal region is flagged as an
anomaly. However, the problem in practice is very challenging (Chandola et al., 2009).
Here are several issues that explores the difficulty associated with anomaly detection:
• Defining what is normal is hard and usually there is no clear distinction between
what can be considered normal and abnormal,
• The normal behaviour is ever changing and evolving and different from one do-
main to another,
• Anomalies have various forms and types specific to the domain they reside in,
• Availability of representative datasets with or without labels,
• Distinguishing true anomalies from noisy data.
Therefore, the task of anomaly detection is not trivial and varies from domain to domain.
Chandola et al. (2009) claim that most of the existing anomaly detection techniques are
formalised to solve a particular domain problem and are not generally applicable to
other domains.
The nature of the anomalies is an important aspect in anomaly detection. Anomalies
can be categorised into three types:
• Point anomalies: Where anomalous data points are regarded so different from the
rest of the data. In Figure 2.2, regions N1 and N2 are considered normal because
most of the data points are in these two regions. On the other hand, O1, O2 and
O3 are far from the normal regions and considered anomalies.
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FIGURE 2.2: Point anomalies in a two dimensional space (Chandola et al., 2009).
• Contextual anomalies: Where the context of the data points is anomalous and
not the data point itself. As shown in Figure 2.3, the data point t1 is identical to
the data point t2 but the latter point is considered anomalous because it appears
in an anomalous context.
FIGURE 2.3: Contextual anomalies in a monthly temperature data (Chandola et al.,
2009).
• Collective anomalies: Where a collection of data points is considered anomalous
not because of the data point themselves but because of the collection of these
data points together. In Figure 2.4, The data points in the electrocardiogram are
considered anomalies because of their appearance as a collection in this data and
not because of the data points themselves.
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FIGURE 2.4: Collection anomaly in a human electrocadriogram (Chandola et al., 2009).
Another important aspect in anomaly detection is the availability of data labels. It is
possible to categorise anomaly detection techniques with regards to the availability of
the data labels into three categories:
• Supervised: The assumption here is that there is a training data set with labels
identifying normal and abnormal data points.
• Semi-supervised: The assumption here is that the available training data is all
normal and the deviation from these normal data points is considered an anomaly.
• Unsupervised: The assumption here is that the data is not labelled and no training
data is needed. The techniques in this category assume that the majority of the
data points are normal and thus, these techniques group or cluster the data points
into clusters and any isolated points are considered anomalies.
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Model
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(A) Supervised anomaly detection.
Model
Testing Data
Training Data
Result
(B) Semi-supervised anomaly detection.
Unsupervised
Model
Unlabeled Data
Result
(C) Unsupervised anomaly detection.
FIGURE 2.5: Anomaly detection and the approaches with availability of training and
testing data (Goldstein & Uchida, 2016).
2.4.2 Anomaly Detection Techniques
In this Section, several approaches and techniques to detect anomalies will be presented.
The fundamental technique that each approach is based on will be the categorisation
factor used.
2.4.2.1 Classification
The techniques here need labelled data points for the models to learn from. The main
idea is to train a classifier on the normal data points and then evaluate the accuracy
of the model on never been seen data points, called the testing data points. From the
perspective of how many classes can be learned, these techniques can be further divided
into two categories: one-class and multi-class anomaly detection techniques. The one-
class assumes that the training data points are all normal. Therefore, the model learns
the characteristics of these data points and classify them as normal. Any data point that
does not fall into this normal class, will be classified as an anomaly by the model. As
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shown in Figure 2.6a, the one-class model will group all normal data points as one big
class and any points residing outside this class are flagged as anomalies. To learn the
normal region, several algorithms can be used. One popular algorithm is the Support
Vector Machine (SVM) (Scho¨lkopf et al., 2001; Heller et al., 2003; Manevitz & Yousef,
2001). Roth (2006) used Kernel Fisher model to learn the normal class.
The multi-class category is similar to one-class except that instead of learning one nor-
mal region, multiple regions can be learned, as shown in Figure 2.6b. Barbara et al.
(2001); De Stefano et al. (2000) used multi-class classification techniques to detect
anomalies.
(A) One-class classification. (B) Multi-class classification.
FIGURE 2.6: Classification based anomaly detection techniques (Chandola et al., 2009).
The classification techniques can be organised based on the algorithm used by the model
into several categories, Support Vector Machines, Artificial Neural Networks, Bayesian
networks and rules.
The SVM (Vapnik, 2013) can learn the normal region from the training data samples
and with the kernel trick (Boser et al., 1992) the model can lean non-linear regions in
hyperplanes. Extending the algorithm with kernels like the Radial Basis Function (RBF)
kernel allows the model to learn complex regions. Many extensions to the support vector
machine have been proposed to be applied in the context of anomaly detection. King
et al. (2002) proposed a technique to detect novelty in power plants. Davy & Godsill
(2002) extended the SVM algorithm to identify anomalies in audio signals. The SVM
algorithm is a popular technique to detect computer host intrusions as done by Heller
et al. (2003); Davy & Godsill (2002); Lazarevic et al. (2003). Ma & Perkins (2003b,a)
applied SVMs in temporal sequences of data. Song et al. (2002) proposed a variant of
SVM called robust SVM (RSVM) which is more robust to anomalies during the training
phase. Hu et al. (2003) applied RSVM to compute host intrusion detection.
Artificial neural networks can be applied to one-class and multi-class classification prob-
lems. The technique trains a neural network model on a portion of the dataset. Then,
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the testing data points are fed to the network and when the network rejects the data
point, it is flagged as an anomalous data point (De Stefano et al., 2000; Taylor & Addi-
son, 2000). Many different types of neural networks have been used in the literature.
Augusteijn & Folkert (2002) used Multi-Layered Perceptrons (MLP) to detect novelties.
Thompson et al. (2002); Diaz & Hollme´n (2002) used variations of auto-associative net-
works to detect anomalies. Crook & Hayes (2001); Crook et al. (2002); Murray (2001)
used Hopfield neural networks. Williams et al. (2002); Hawkins et al. (2002) applied
Replicator Neural Networks (RNNs) for one-class anomaly detection.
Bayesian networks based techniques can be applied for multi-class classifications. These
techniques can be used with univariate and multivariate datasets. The main idea is
to use a Naive Bayesian network and train it on a training set to estimate the prior
probabilities. Then, a testing set of data points will be fed to the network and for each
data point, the data point with the biggest posterior score will be the class or the label.
Sebyala et al. (2002); Barbara et al. (2001); Valdes & Skinner (2000) used Bayesian
networks to detect intrusions in computer networks. Diehl & Hampshire (2002) applied
Bayesian networks to identify anomalies in surveillance footage. Baker et al. (1999)
applied Bayesian networks in the context of detecting anomalies in textual datasets and
(Wong et al., 2003) for detecting diseases outbreaks.
Anomaly detection techniques that are based on rules learn from normal data points and
any data point that does not conform to any learned rule, is considered an anomaly. The
main idea in this technique is to train a model on a training set so the model can derive
rules. Every rule is assigned a confidence score, a ratio of the correctly classified data
points by this rule. During the testing phase, the model will search for the best matching
rule for each testing data point. The anomaly score for each testing data point will be the
inverse of the confidence score of the best matching rule. Decision Trees and association
rule learning are popular rule based models in the literature. Salvador et al. (2004); Fan
et al. (2004) proposed extensions to fit rule learning to the context of anomaly detection.
Tandon & Chan (2007); Chan et al. (2003); Mahoney & Chan (2003); Otey et al. (2003);
Mahoney & Chan (2002) used association rules to detect computer networks intrusions.
He et al. (2004) proposed an anomaly detection technique for categorical datasets. Yairi
et al. (2001) used a rule based technique to detect fraud.
The previously presented classification techniques have several advantages. One of the
advantages of these techniques is the abundance of classification models that will give
the research the ability to choose an appropriate model to the problem at hand. Another
advantage is that once a model is trained, it is usually computationally fast to test and
query a data point to classify it as an anomaly or not.
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On the other hand, these approaches have several disadvantages. One of the disadvan-
tages is the availability of correctly annotated training datasets which are difficult to
obtain in some domains. Another disadvantage is that the output of these techniques is
a label and not an anomaly score. This can be restrictive for further elaboration on the
dataset by other models that rely on scalar values and not binary values.
2.4.2.2 Nearest Neighbours
The anomaly detection techniques in this category rely on computing a distance measure
between two data points and based on this distance, the data points are organised in
neighbourhoods to understand the structure of the dataset. The distance measures used
depend on the type of the variables or the feature space. Usually for numerical data
points, the Euclidean distance is used (Tan et al., 2006). For categorical features, Jaccard
distance can be used and other methods (Chandola et al., 2008). The algorithms in this
category can be further divided into two sub-categories: algorithms based on the Kth
nearest neighbour and algorithms based on the density of the data points.
The Kth nearest neighbour distance can be used as an anomaly score for a collection
of data points. Guttormsson et al. (1999) used k = 1 nearest neighbours to detect
anomalies in the operation of turbine motors. A threshold can be set by a field expert to
separate anomalous data points from normal ones. This basic idea saw several improve-
ments and extensions in the literature. Zhang & Wang (2006a) defined the anomaly
score as the sum of the data point’s distances to its k nearest neighbours. Bolton et al.
(2001) used similar anomaly score definition to detect fraud in credit card transactions.
Another technique used in the literature is to simply count the data points that are in
a neighbourhood of a specific distance (Knorr & Ng, 1997; Knorr et al., 2000). Other
techniques and extensions were proposed for dealing with categorical data types such
as Kou et al. (2006); Otey et al. (2006); Palshikar (2005); Wei et al. (2003).
The density based techniques measure the density of data points neighbourhoods. Any
data point that resides in a low density neighbourhood is flagged as an anomalous data
point. The techniques here rely on having close to uniform densities for the data points.
Figure 2.7 shows sample data points with different densities to illustrate this issue. To
a human observer, it is obvious that point p1 and p2 are anomalies. The simple den-
sity based techniques will fail to flag p1 as an anomaly because the distance between
p1 and the neighbourhood/cluster C2 is shorter than the distances of the points in C1.
To mitigate this issue, Breunig et al. (2000) proposed the popular Local Outlier Factor
(LOF) density based algorithm that takes into account the ratio of the average density
in each neighbourhood or cluster. To calculate the density of a neighbourhood, a radius
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of a small hypersphere is defined for a neighbourhood with a data point at its centre.
Then, the hypersphere volume is divided by the number of data points in the neigh-
bourhood and the resulting number is the density score for this neighbourhood. The
anomalous data points can be easily defined as the data points that reside outside of the
neighbourhood. Therefore, LOF can detect that p1 and p2 are anomalies in Figure 2.7.
FIGURE 2.7: Data points with varying densities (Chandola et al., 2009).
Many extensions in the literature to the LOF algorithm were proposed that improve the
calculation time and reduce the complexity of the algorithm. Hautamaki et al. (2004)
proposed Outlier Detection using In-degree Number (ODIN) which simplifies the density
calculation. Some extensions change the way the density calculation is performed. One
popular extension is the Connectivity-based Outlier Factor (COF) that was proposed by
Tang et al. (2002). COF computes the members of a neighbourhood incrementally and
step by step. Starting with the closest data point and gradually adding new data points
until the neighbourhood data points reach the kth size. Figure 2.8 shows the difference
of how this calculation is performed. The anomaly score calculation is done the same
way it is done in LOF.
FIGURE 2.8: LOF and COF density measurement (Chandola et al., 2009).
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The nearest neighbour techniques have many advantages. One of the attractive points
to use these techniques is when the anomaly detection problem requires the operation
in an unsupervised fashion. From what was presented, these techniques try to arrange
and assemble the data points in groups or clusters based on a certain distance measure.
Therefore, they do not require the availability of target labels for every data point. An-
other advantage of using nearest neighbours techniques is that they can work with any
type of data assuming there is an appropriate distance measure defined for each data
type, they also can work in a semi-supervised fashion.
The main disadvantages of these techniques is that they rely on the normal data to
have a cluster structure. Moreover, these techniques can be computationally expensive
depending on how the distance is calculated. Some of the techniques have O(N2) com-
plexity in the number of data points since the distance for each data point is calculated
against all data points.
2.4.2.3 Clustering
Clustering based anomaly techniques have many similarities to the nearest neighbours
techniques. The nearest neighbours techniques perform the calculation between a data
point and its local nearest neighbour. While the clustering based techniques perform the
calculation between each data point and the group or the cluster that it belongs to; based
on a similarity measure. Clustering techniques work in an unsupervised fashion and can
also work in a semi-supervised fashion. A family of the clustering techniques assume
that the normal data has a cluster and any data point outside of this cluster is flagged
as an anomalous data point. Usually the main objective of the clustering algorithms is
to find structures in datasets. Thus, they are used to perform exploratory analysis of
datasets and are used in recommender systems. Some of these clustering techniques
allow data points to reside outside the cluster they build. The algorithms that allow for
this condition can be used to perform anomaly detection. Examples of these techniques
are DBSCAN which was proposed by Ester et al. (1996), ROCK (Guha et al., 2000) and
SNN (Erto¨z et al., 2003). Due to the nature of how these algorithms work, the output of
these models is binary.
Another family of these techniques perform under the assumption that normal data
points are organised around the cluster centre or centroid. The data points that are
not close to the centre are identified as anomaly data points. The general procedure of
these techniques starts by using a clustering algorithm to group the data points. Then
for every data point, the distance from the data point to the cluster centroid is defined
as the anomaly score. Several algorithms were successfully used to achieve this goal
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such as Self-Organising Maps (SOMs) (Kohonen et al., 2001), Expectation Maximisation
(EM) and K-means algorithms (Smith et al., 2002).
The third family of these clustering techniques assumes that normal data points reside in
dense clusters and anomalous data points are grouped into low density clusters. There
are many algorithms in the literature that follow this assumption. Examples of these
algorithms are Cluster-Based Local Outlier Factor (CBLOF) which is proposed by He
et al. (2003), Pires & Santos-Pereira (2005) and Jiang et al. (2001). Similar to the
other families, many extensions to these algorithms were proposed in the literature to
improve the performance of these algorithms (Sun & Chawla, 2004; Eskin et al., 2002;
Chaudhary et al., 2002; Portnoy et al., 2001).
The advantages of the clustering based techniques are similar to the nearest neighbours
techniques as both can operate in an unsupervised and semi-supervised fashion. They
also can work with many data types. Much like the nearest neighbours techniques,
the performance of these techniques relies on the performance of the clustering algo-
rithm used. Moreover, computational complexity can be high. Some of the clustering
techniques are not mainly geared towards anomaly detection but they are extended to
perform anomaly detection which can make the performance of these approaches less
than optimal.
2.4.2.4 Statistical
The statistical approaches to detect anomalies are a well established and old research
field. This quote from Anscombe (1960) defines what anomalies means in the statistical
approaches:
“An anomaly is an observation which is suspected of being partially or
wholly irrelevant because it is not generated by the stochastic model as-
sumed ”
Statistical techniques try to fit a statistical model on the normal data points distribution.
Then, statistical tests can be used to identify whether a data point is normal or anoma-
lous. The statistical techniques for anomaly detection problems can be divided into two
categories, parametric and non-parametric techniques.
Parametric techniques assume the existence of a distribution and its parameters can be
learned from the data points. The distribution parameter is referred to as Θ, which
is estimated from the training data points, and the probability density function (pdf)
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is f(x,Θ) for any given data point x. The anomaly score is defined as the inverse of
f(x,Θ). This category can be classified based on the distribution model used.
One of the popular distributions is the Gaussian model. The parameter for this model
can be calculated by the Maximum Likelihood Estimates (MLE) and the anomaly score is
defined as the distance of the data point from the distribution mean. When the model is
defined, simple thresholds can be applied to filter out the normal data from the anoma-
lous data. One of the oldest works that use this simple approach is Shewhart (1931).
Examples of more elaborate works are Beckman & Cook (1983); Barnet (1976); Barnett
& Lewis (1964). If the data is normally distributed, Grubb’s test can be used to detect
anomalies (Grubbs, 1969; Stefansky, 1972). Grubb’s test can be used with univariate
datasets. An extension to this statistical test was proposed by Laurikkala et al. (2000)
to make it work with multivariate datasets. The student t-test has been used to detect
anomalies by Surace et al. (1998). Chi-squared (χ2) test was used by Ye & Chen (2001)
to detect intrusions. A mixture of several Gaussian models or any parametric model can
also be used to detect anomalies (Agarwal, 2007; Yamanishi et al., 2000).
Another category of parametric techniques uses a regression model to detect anomalies.
These techniques usually are used in time-series analysis (Abraham & Chuang, 1989;
Fox, 1972). These techniques fit a regression model based on the training data points
and then the anomaly score for a data point is calculated as how far this testing data
point is from the regression model. Rousseeuw & Leroy (2005) proposed the popular
robust regression model which can deal with anomalies present in the training dataset.
Another robust regression models that has been proposed on Auto-Regressive Integrated
Moving Average models (ARIMA) (Da et al., 2005; Bianco et al., 2001; Lauer, 2001).
Non-parametric techniques do not assume the existence of a distribution of the data
points. Rather, distribution of the data is derived from the data points. These techniques
can be further divided into histogram based and kernel function based techniques. For
the histogram approaches, a histogram is generated from the training data points. Then
for the testing data points, a test is performed to determine if the data point lies in
one of the histogram bins or not. If it does, then it is flagged as a normal data point.
Otherwise, it is flagged as an anomalous data point. Examples of this approach are
Dasgupta & Nino (2000); Helman & Bhangoo (1997); Anderson et al. (1995) and for
multivariate datasets Yamanishi et al. (2000); Manson (2002); Kruegel & Vigna (2003).
Kernel based techniques use kernel functions to estimate the density of the dataset.
These techniques are similar to the parametric techniques shown earlier with the excep-
tion of how the density function is computed. Examples of these techniques are Yeung
& Chow (2002); Tarassenko et al. (1995); Bishop (1994).
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Statistical approaches in general have several advantages. When the dataset distribution
is known, many algorithms and options are available to perform anomaly detection.
The output of the anomaly detection models is a scalar value which allows for more
sophisticated approaches to be carried out based on this score. Most of these techniques
can operate in a supervised and semi-supervised fashion. However, some techniques
that can deal with anomalies in the training datasets can also work in an unsupervised
fashion.
The main disadvantage of statistical approaches is the reliance on the existence of a
distribution of the datasets which is often not the case in real-world data. Even if there
is a known distribution of the data points, finding the appropriate statistical test can be
a challenge. Multivariate datasets can be a difficult task especially for histogram based
techniques.
2.4.2.5 Spectral
Spectral techniques or subspace anomaly detection techniques try to capture a meaning-
ful representation of the data points by reducing the dimensions of the datasets to lower
dimensions that could reveal structures not visible in the original form of the dataset.
The reduction step is also referred to as embedding or projecting the data point to lower
dimensions. These techniques work in an unsupervised fashion and can be used in con-
junction with other models. They can also be used to perform pre-processing for the
data points before feeding the data to the model.
The prominent algorithm in this category is the Principal Component Analysis (PCA)
(Jolliffe, 2002). Agovic et al. (2008) used PCA to project the data points to lower dimen-
sions where it is easy to identify the anomalies. Sun et al. (2007) developed Compact
Matrix Decomposition (CMD) to detect anomalies in matrices. Ide´ & Kashima (2004)
used spectral techniques to identify anomalies present in time series datasets. Shyu
et al. (2003) proposed an extension to PCA called robust PCA that is able to calculate
the principal components using the covariance matrix of the training data points.
One of the main advantages of using spectral techniques is their ability to handle high di-
mensional datasets. Reducing the feature space to lower dimensions makes it easier for
the model to learn the characteristics of the data. Thus, spectral techniques can be used
with other models that cannot handle high dimensionality. The ability for the spectral
techniques to operate in unsupervised fashion is also another advantage point. On the
other hand, these techniques can only perform well if the data is separable when pro-
jected to lower dimensions. Another disadvantage is that they can be computationally
costly especially when dealing with big datasets.
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2.4.3 Unsupervised Anomaly Detection Algorithms
In this Section, unsupervised anomaly detection algorithms will be presented because
of their relevancy to this thesis. The main objective of unsupervised anomaly detection
techniques is to arrange the data points into groups or clusters in a way that allows
the algorithm to identify data points that are isolated and deviating from the normal
clusters. This operation is unsupervised because there are no target labels for each data
point fed to the model to learn from and draw associations. These models are completely
driven by the data points they receive.
FIGURE 2.9: The global anomalies x1, x2 and the local anomaly x3 (Goldstein & Uchida,
2016).
There is a notion of global anomalies and local anomalies in the literature. To explore
this notion, Figure 2.9 illustrates this point. The data points x1 and x2 are clearly anoma-
lies. Global anomaly detection techniques should be able to identify these point as such.
However, the data point x3 will cause an issue to global techniques and is likely to be
mislabelled as a normal data point because it is close to the c2 cluster. Thus, when ap-
proaching the anomalies in this sample dataset in a global manner, the algorithm is said
to be a global anomaly detection algorithm. If the algorithm approaches each cluster
individually, then it is likely to flag the data point x3 as an anomaly and hence the al-
gorithm will be referred to as a local anomaly detection algorithm. It is worth noting
that c3 lies in a grey area and could impose a challenge to anomaly detection algorithms.
Should it be flagged as an anomaly or a normal cluster? This is part of the challenge that
anomaly detection faces and usually, to determine to which class this cluster belongs, a
domain human expert opinion is needed.
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The unsupervised family of algorithms can be categorised as shown in Figure 2.10.
Nearest Neighbours
Global Local
k-NN LOF
COF
INFLO
LoOP
LOCI
aLOCI
Clusters
Global Local
CBLOF
uCBLOF
LDCOF
CMGOS
Statistical
HBOS
Spectral
rPCA
CMGOS
FIGURE 2.10: Categorisation of unsupervised anomaly detection algorithms.
2.4.3.1 k-Nearest Neighbour
The k-NN algorithm is a global anomaly detection algorithm and it could face problem
detecting local anomalies such as the one illustrated in Figure 2.9. This group of algo-
rithms can be further classified into two groups: kth-nearest neighbours and k-nearest
neighbours. The first group, kth-nearest neighbours (Ramaswamy et al., 2000), defines
the anomaly score by calculating for each data point, the distance to the kth nearest
neighbour. The second group, k-nearest neighbours (Angiulli & Pizzuti, 2002), defines
the anomaly score by calculating the average distance of the k-nearest neighbours.
FIGURE 2.11: The k-nearest neighbour anomaly scoring of an artificial sample dataset
(Goldstein & Uchida, 2016).
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Figure 2.11 shows the result of applying the k-nearest neighbour algorithm on a sample
artificial dataset. The red data points represent the anomalous data points and their
radius corresponds to the anomaly score they got. In this algorithm, the k parameter
must be set before running the algorithm. In this example k = 10. It can be seen how
the algorithm assigns low anomaly scores for the data points closer to the green clusters.
2.4.3.2 Local Outlier Factor
The LOF (Breunig et al., 2000) is one of the popular local anomaly detection techniques
and many extensions and improvements have been proposed for it in the literature. The
algorithm operation can be summarised into three steps:
1. Calculating the k-NN for every data point,
2. Calculating the local density based on the previous k-NN scores (Nk) by using the
local reachability density (LRD) function for a data point x and an object o:
LRDk(x) = 1/

∑
o∈Nk(x)
dk(x, o)
|Nk(x)|
 (2.1)
dk(x, o) is the reachability distance function,
3. Calculating the LOF score by comparing the LRD function of a data point with the
LRD of its k-nearest neighbours.
LOF (x) =
∑
o∈Nk(x)
LRDk(o)
LRDk(x)
|Nk(x)| (2.2)
In words, the LOF score is simply the ratio of the local densities. Therefore, normal data
points will have densities similar to their local densities and the calculated anomaly
score will be 1.0. The anomalous data points will get much larger score depending on
how different is the data point density from its neighbours.
2.4.3.3 Connectivity-Based Outlier Factor
The COF (Tang et al., 2002) algorithm is similar to LOF but it differs in the way the
density is calculated. In LOF, the distances are Euclidean distances calculated using
a hypersphere centred on a data point. Whereas COF calculates the distance in an
incremental manner by finding the shortest paths between data points. This change in
the way the distances are calculated was illustrated previously by Figure 2.8.
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2.4.3.4 Influenced Outlierness
The INFLO is an extension to LOF proposed by Jin et al. (2006) to solve a shortcoming
of LOF when there are two clusters of varying density close to each other. LOF mislabels
the data points at the edges of the adjacent clusters. The INFLO overcomes this issue
by incorporating a reverse nearest neighbours set of data points. To illustrate this idea,
Figure 2.12 shows two clusters of varying densities. The red data point is flagged as
an anomaly by LOF because in the hypersphere (the grey circle) there are 5 nearest
neighbours which have high local density. INFLO will incorporate the reverse nearest
neighbours set of data points (the blue data points) which will make it less likely for
INFLO to consider the red point as an anomaly.
FIGURE 2.12: The INFLO algorithm compared to the LOF algorithm (Goldstein &
Uchida, 2016).
2.4.3.5 Local Outlier Probability
The LoOP was proposed by Kriegel et al. (2009) to address the interpretation of anomaly
scores of the previous algorithms. As explained earlier, some anomaly detection algo-
rithms’ output is binary which is limiting in some application. Other algorithms’ output
is a scalar value that measures how anomalous a data point is. Depending on the data
points in the data set, this anomaly score can take arbitrary values which makes it hard
to interpret the output of the algorithm. LoOP tries to mitigate this issue by producing
a probability score of how anomalous a data point is.
2.4.3.6 Local Correlation Integral
The Local Correlation Integral algorithm (LOCI) is yet another improvement to the al-
gorithms shown so far. The algorithm was developed by Papadimitriou et al. (2003).
The main improvement that LOCI brings is providing a way to estimate a good value for
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the crucial k parameter. The algorithm arrives at the best k score by iterating different
values of k for each data point and the maximum score is taken for the corresponding
k. This approach, however, is computationally expensive. Usually the k-NN approaches
have O(N2) complexity whereas LOCI complexity can reach O(N3).
2.4.3.7 Approximate Local Correlation Integral
The approximate Local Correlation Integral algorithm (aLOCI) is an extension to LOCI to
address the complexity issue. The algorithm speeds up LOCI operation by incorporating
quad trees.
2.4.3.8 Cluster-Based Local Outlier Factor
The algorithms shown so far share in common their reliance on nearest-neighbours ap-
proaches. The Cluster-Based Local Outlier Factor algorithm (CBLOF) (He et al., 2003)
relies on using clustering approaches to identify anomalies. Any clustering algorithm
can be used in conjunction with CBLOF as a first step. It is common to use k-means be-
cause of the low computational complexity it has. CBLOF then groups the clusters from
the clustering algorithm into big and small clusters. The anomaly score is calculated as
the distance of each data point to the cluster centroid times the number of data points in
that cluster. An extension to CBLOF called unweighted CBLOF (uCBLOF) was proposed
by Amer & Goldstein (2012) that excludes this scaling factor from the calculation as they
noted that this factor could introduce issues when calculating the densities. Figure 2.13
shows the result of applying uCBLOF on a dataset. The different colours correspond to
the clusters identified by the clustering algorithm used and the radius of the data points
corresponds to the anomaly score assigned by uCBLOF to each data point.
34
Chapter 2 Literature Review 2.4. Anomaly Detection
FIGURE 2.13: The unweighted Cluster-Based Local Outlier Factor (uCBLOF) algorithm
(Goldstein & Uchida, 2016).
2.4.3.9 Local Density Cluster-Based Outlier Factor
One of the issues with CBLOF is its use of the number of a cluster data points as a density
measure. The Local Density Cluster-Based Outlier Factor (LDCOF) (Amer & Goldstein,
2012) proposes a density measure of the identified clusters. It follows a similar approach
to CBLOF by using any clustering algorithm as a first step. Then, the average distances
from a cluster centroid to the data points that belongs to it are calculated. The anomaly
score for LDCOF is calculated by dividing a data point distance to the cluster centroid
by the cluster average.
2.4.3.10 Clustering-Based Multivariate Gaussian Outlier Score
As its name suggests, the Clustering-Based Multivariate Gaussian Outlier Score (CM-
GOS) (Goldstein & Uchida, 2016) depends on using a clustering algorithm as a first
step. CMGOS the cluster density is calculated using a multivariate Gaussian model with
Mahalanobis distance as the measurement function. After identifying the clusters by a
clustering algorithm, a covariance matrix for each cluster is calculated. The anomaly
score is then defined by dividing the Mahalanobis distance of a data point by the χ2
distribution of the confidence interval.
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2.4.3.11 Histogram-Based Outlier Score
The Histogram-Based Outlier Score algorithm (HBOS) (Goldstein & Dengel, 2012) is a
statistical anomaly detection algorithm that assumes that the feature space is indepen-
dent. The algorithm’s main idea is to build a histogram for every variable (feature or
dimension) in the dataset. For each data point, the height of the bin represents a den-
sity estimator. The final score is the multiplication of the inverse of estimated densities.
Although the assumption that the features are independent is limiting, this assumption
gives HBOS an advantage when dealing with high dimensional dataset as the algorithm
complexity is linear in relation to the input size.
2.4.4 Anomaly Detection Applications and Domains
Anomaly detection can play important roles for different applications. Various anomaly
and outlier detection methods can be applied on datasets as a pre-processing step to
prepare the data. Other techniques can be used to build models that are able to detect
anomalies in different scenarios. The domains that anomaly detection can be applicable
to are broad. In this Section, several domains and applications of anomaly detection will
be presented.
2.4.4.1 Intrusion Detection
Intrusion detection is a form of abusing a computer system by an unauthorised access
for malicious intents. Detecting these malicious activities is of a particular interest to
computer security experts. Different anomaly detection techniques can be used to iden-
tify these anomalies. One of the major issues in this domain is the sheer amount of data
that needs to be inspected. Another issue is the need to detect these anomalies as soon
as possible. Therefore, online detection techniques are important here. The anomaly
detection models in this domain can learn the normal behaviour of a computer system
since the data of the normal operation of the computer system are available. Thus, the
models in this domain generally learn in a semi-supervised approach (Chandola et al.,
2009).
This domain can be further categorised into two sub-categories, host and network in-
trusion. The anomaly detection in the first category tries to identify when an adversary
tries to gain access to a host computer system without permission. The data usually
form a sequence of system calls and the anomaly detection techniques task is to detect
any abnormal sequence of system calls. Examples of this approaches is what Cabrera
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et al. (2001) has done by using sequences of Unix system calls generated by various
programs to classify a given activities as normal or abnormal. Eskinand & Stolfo (2001)
modelled the system calls using dynamic window sizes. Marceau (2001) used N-grams
representing the strings of the system calls to detect anomalous activities. Heller et al.
(2003) used One-Class Support Vector Machine (OCSVM) to classify anomalous access
to Microsoft’s Windows registry. Hu et al. (2003) used Robust Support Vector Machines
(RSVMs) and compared their performance against traditional Support Vector Machines
(SVM) on the 1998 DARPA intrusion dataset Kendall (1999).
For network intrusion, generally the anomalies form point anomalies [2.4.1] but there
are techniques in the literature that model the anomalies as collective anomalies [2.4.1]
similar to (Gwadera et al., 2005; Atallah et al., 2004). In this category, outside intruders
try to gain access to a computer network. The available data has a temporal dimension
and usually is in the form of network packets and other network metrics. These metrics
can be high-dimensional and of various numerical and categorical types. Kruegel & Vi-
gna (2003) developed an intrusion detection for web servers using different statistical
techniques. Chan et al. (2003) proposed a clustering algorithm called Clustering for
Anomaly Detection (CLAD) to identify anomalies. Yeung & Chow (2002) used a density
based approach with Parzen-window estimators and Gaussian kernels to detect anoma-
lies in computer networks. Sun et al. (2007) proposed a dimensionality reduction tech-
nique called Compact Matrix Decomposition (CMD) to lower the dimensionality of the
data in computer networks. Ramadas et al. (2003) used Self-Organising Maps (SOMs)
to detect anomalies in network traffic.
2.4.4.2 Fraud Detection
In this domain, anomaly detection techniques are used to detect fraudulent transactions
for credit cards, banks, commercial companies. Criminal activities such as identity theft
can also use forms of anomaly detection techniques to identify the criminals. A profile of
the normal behaviour of a customer is maintained by a Bank, for example, and when ab-
normal activities are detected such as withdrawals from unusual locations, the anomaly
detection technique sends an alert.
Detecting fraud for credit cards and insurance is similar in that the data is usually in
the form of a user ID and their transactions are measured with different metrics. The
anomaly type can be classified as point anomaly [2.4.1] because when a fraudulent
transaction happens, it usually has a different characteristics from the normal transac-
tions performed by the customer. The difference could be the time when this transac-
tion occurred, the location, or the quantity. One of the main challenges in this domain
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is having an anomaly detection technique that is able to quickly detect the abnormal
behaviour. Therefore, online techniques are preferred.
Aleskerov et al. (1997) used an auto-associative neural network model to develop a
technique called CARDWATCH to detect fraudulent credit card transactions. Similarly,
Brause et al. (1999) used neural networks to detect anomalies with low rate of false
alarms. Bolton et al. (2001) applied unsupervised fraud detection based on clustering
techniques on several credit card datasets. Phua et al. (2004) developed a method
that uses a back-propagation algorithm with a Naive Bayes model to detect fraud on
an automobile insurance company dataset. Brockett et al. (1998) used Kohonen’s Self-
Organising Feature Maps to classify fraudulent automobile bodily injury claims.
2.4.4.3 Health and Medical
Public health and medicine can make use of several anomaly detection techniques for
several purposes such as detecting recording mistakes. The data in this domain is the
patient’s records with many different types such as the patient’s name, age, weight,
blood type, condition, etc. The data have spatial and temporal characteristics. Most
of the anomaly techniques in this domain deal with point anomalies [2.4.1] and semi-
supervised approaches are used because of the availability of healthy patients records.
The temporal aspect can play an important role when dealing with Electrocardiograms
(ECG) data and Electroencephalograms (EEG). There is also collective anomaly detec-
tion research such as the work done by (Lin et al., 2005).
A mistake in identifying an anomaly in this domain could have dire consequences be-
cause of the sensitivity of the subject. Wong et al. (2003) used Bayesian networks to
detect outbreaks of diseases. Solberg & Lahti (2005) used statistical techniques to de-
tect anomalies in medical laboratory reference data as a pre-processing step. Suzuki
et al. (2003) applied probabilistic mixture model to visualise outliers in medical test
data.
2.4.4.4 Image and Video
In this domain, anomaly detection techniques are used to detect changes in still im-
ages, stream of images and video clips. Several sub-domains can be categorised under
this domain such as video surveillance, spectroscopy, hand writing recognition, satellite
imagery, audio analysis etc. One of the biggest challenges in this domain is the high di-
mensionality and the sheer number of data points. For example, an image is composed
of pixels and each pixel can be described by three colour components (red, green, blue).
38
Chapter 2 Literature Review 2.4. Anomaly Detection
In 3D imaging, other information is associated with the data points such as texture and
luminosity.
Pokrajac et al. (2007) proposed an extension to the Local Outlier Factor (LOF) algorithm
called incremental LOF to detect anomalies in data streams. The technique was evalu-
ated on a dataset of video clips. Singh & Markou (2004) proposed a framework that uses
neural networks as classifiers to classify anomalous regions of images. Davy & Godsill
(2002) proposed a machine learning algorithm based on SVMs to find sudden changes
in audio streams. Da et al. (2005) proposed a regression model to detect anomalies in
multivariate near-infrared spectroscopic data sets.
2.4.4.5 Textual Data
Anomaly detection can be used in this domain to detect emerging stories and news. For
example, analysing Twitter traffic to identify breaking news. The data here usually has
high dimensional features and has temporal aspects. Srivastava & Zane-Ulman (2005)
detected anomalies in large textual datasets by applying a clustering technique based
on Von Mises-Fisher distribution and compared their techniques with two techniques
based on k-means and Gaussian mixture models. Miller et al. (2014) applied clustering
techniques to detect spam in Twitter traffic. Manevitz & Yousef (2001) used One-Class
Support Vector Machine (OCSVM) to detect anomalies in the Lewis (1997) dataset.
2.4.4.6 Wireless Sensor Networks
Anomaly detection in the Wireless Sensor Networks (WSNs) domain uses readings from
sensors distributed across a network to detect intrusion or identify faulty sensors. The
types of data in this domain can be in several numerical discrete or continuous form,
categorical, video, audio, etc. The data suffer from a high degree of noise and missing
data points due to sensors failure, environmental conditions and communication means
issues. One of the requirements for most of the anomaly detection techniques in this do-
main is to operate in an online fashion. Moreover, the data is collected from distributed
sources which requires approaches applicable to their nature (Chatzigiannakis et al.,
2006). Also, the data contains a fair amount of noise which makes anomaly detection
more difficult.
Janakiram et al. (2006) used Bayesian Belief Networks (BBNs) to detect spatial and
temporal anomalies in the sensors streaming data. Van Phuong et al. (2006) proposed a
statistical anomaly detection algorithm to detect security attacks in WSNs. Branch et al.
(2013) proposed a rule-based algorithm to detect anomalies in WSNs and validated
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the results using SENSE wireless sensor network simulator (Chen et al., 2005b). Ide´
et al. (2007) proposed a technique based on nearest neighbours to detect changes in
correlated streams of sensors.
2.5 Hierarchical Temporal Memory
The network traffic generated online nowadays is huge and gigantic. Chen (2012) re-
ported that the estimation of the Internet traffic produced by 20 houses in the year 2012
will be more than the whole Internet traffic in the year 2008. Moreover, in 2003 the
world population was 6.3 billion people and the number of online connected devices
was 500 million and in 2010, the world population was 6.8 billion and the number of
connected devices was 12.5 billion which meant that the number of devices per person
is more than 1 for the first time in history (Evans, 2011).
Taking the human ear and how it receives sound, for example. There are around 30
thousand receptors (sensors) in the cochlea that receive sound vibration and send these
vibrations up the hierarchy for further processing. So the brain is capable of processing
this huge number of ever changing input streams coming via thousands of sensors with
ease.
In the IoT paradigm, the number of sensors and data generated will be huge and there
is a biological machine that is capable of dealing with such number which is the human
brain. HTM takes the brain as its source of inspiration and design guidelines, using an
algorithmic implementation called the CLA.
2.5.1 Anomaly Detection Using CLA
Anomaly detection in HTM is unsupervised and is targeted at streaming or time series
data. There is a commercial product for IT analysis called Grok2 built from the same
open source code base of NuPIC. Grok for IT is one of several products that Numenta
created. The interesting thing about these products is that they all share the same
algorithm and the same code base even though the applications of these products are in
different domains. Here is a list of all the products that Numenta produces:
• HTM for stocks: detects anomalies in stock market.
• Rogue behaviour detection: detects abnormal behaviour of individuals in a com-
pany such as accessing an unauthorised file or abnormal downloading activities.
2http://numenta.com/grok/
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• Geo-spacial tracking: detects anomalies in geo-spacial data.
Table 2.1 shows a comparison of different anomaly detection techniques used in unsu-
pervised streaming data. The numbers (1, 2, 3, 4) represent different anomaly types and
how well a given technique will detect them (Hawkins, 2014). Here is an explanation
of the types of anomalies that Grok can detect:
• Anomalies of type 1: Easily detectable anomalies due to huge shift in the data.
• Anomalies of type 2: Subtle anomalies in periodic data.
• Anomalies of type 3: Anomalies in highly noisy data.
• Anomalies of type 4: Anomalies that a human monitor will likely not notice.
TABLE 2.1: Comparing Grok against other anomaly detection methods (Hawkins,
2014).
Technique 1 2 3 4
Simple Threshold Yes No No No
Complex Statistical Yes Maybe Yes No
Time Series Analysis Yes Yes No No
Distance based Yes Maybe No No
Supervised Methods N/A N/A N/A N/A
Grok (HTM based) Yes Yes Yes Yes
The simple threshold techniques use simple statistical models and requires manual con-
figurations and maintenance. Some of the more complex statistical techniques can catch
the anomalies of type 2. Time series techniques such as Holt-Winters, Autoregressive In-
tegrated Moving Average (ARIMA), Support Vector Regression (SVR) can detect anoma-
lies of type 2 if the period of the time series is manually set. Distance based techniques
are unsupervised techniques. On the other hand, the supervised techniques such as
Replicator Neural Networks (RNNs), Bayesian Networks, Rule-based, Support Vector
Machines (SVMs) rely on the availability of training data with accurate labels which is
hard to do in an online, streaming fashion. On the other hand, the HTM based and
commercial product Grok was able to detect the anomalies of type 3 and 4 (Hawkins,
2014).
41
Chapter 2 Literature Review 2.5. Hierarchical Temporal Memory
2.5.2 Numenta Platform for Intelligent Computing (NuPIC)
NuPIC is an open source project that implements the CLA based on the ‘memory-prediction’
or the HTM theory of Jeff Hawkins.
2.5.2.1 NuPIC Advantages
• Online Learning
In most machine learning work flows, there is a training dataset that is used to train
the model and then the performance of the model is evaluated against another testing
dataset. After that, the model can be applied on new datasets. NuPIC does not follow
this work flow, the model is constantly learning and producing results. The accuracy
of the model improves over time and produces better results. This flexibility is needed
for a smart home environment that will receives a huge number of data streams from
different smart devices. Also, since NuPIC is a memory system, there is no need to store
all of the data streams to be able to perform predictions and anomaly detection. The
data streams come as an input to the model to shape and morph the model over time.
• Noise tolerance
NuPIC uses Sparse Distributed Representations (SDRs) to encode the data. SDRs are
very resilient against noisy data and the nature of the data in a smart home setting is
very noisy.
• Predictions and anomaly detection
NuPIC is able to predict values that are multiple time steps in the future. In addition to
the prediction capabilities, NuPIC scores an anomaly detection value for each incoming
input record.
• Human-like intelligence
In one of the introductory examples on the NuPIC web site3, there is a sample exper-
iment for predicting the values of a sine wave. This example is interesting because it
reveals how the implementation of NuPIC is faithful to how our intelligence is. Fig-
ure 2.14 shows a snapshot of the performance of NuPIC predicting the sine wave. The
3https://github.com/subutai/nupic.subutai/tree/master/swarm examples
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actual sine plot is coloured blue and the value that NuPIC is predicting is coloured red.
At the beginning, NuPIC will just predict the same value that it just received. This is why
a trailing behaviour at the beginning is observed. Looking at Figure 2.15 which shows
the anomaly score that NuPIC assigns to every prediction value, at the beginning stages
the anomaly score is high but gradually the score is lowered for each cycle of the sine
wave.
FIGURE 2.14: NuPIC predicting the sine wave.
FIGURE 2.15: NuPIC anomaly score.
The interesting thing about this example is how NuPIC predicts the wrong values. Fig-
ure 2.16 shows that even after some time NuPIC cannot predict the values exactly even
though the pattern of the data is perfect and cyclic. These spikes in the predictions man-
ifest the human-like intelligence that NuPIC possess. If one tries to teach a youngster
how the sine wave works by giving him pairs of values that represent the input and out-
put values of the sine wave and then the teaching process will be based completely on
remembering that when he/she is asked about a certain input value, the answer will be
the other output value. The youngster undoubtedly will make wrong answers because
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it is hard to remember all of these pairs. It will take a lot more time to learn how the
sine wave works by following this method compared to mathematically explaining how
the sine wave function works. It turns out that NuPIC is not the best technique to use if
the nature of the data can be explained easily by a mathematical equation.
FIGURE 2.16: NuPIC small errors in predicting the sine wave.
The nature of the data generated in a smart home environment is derived from the
human user behaviour. This human-like intelligence that NuPIC has might help in pro-
ducing better anomaly detection results than other machine learning techniques.
• Generalisability
Having a good solution for one smart home setting, will allow us to generalise the
solution for all homes. This is due to the way the system functions, and how it is not a
domain specific learning algorithm.
2.6 Smart Homes
Smart home research can be thought of as a subset of ubiquitous computing research.
A smart home should exhibit forms of intelligent behaviours and reactions to the home
inhabitants. The areas in which these forms of intelligence take place can be safety,
healthcare, privacy, security, energy consumption, entertainment and comfort. Com-
pared to traditional homes, a smart home provides its inhabitants with better living
standards. Learning from the inhabitants’ habits and behaviours allows the smart home
to automate repetitive tasks, ease control over the home, and provide assistive smart
services.
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2.6.1 Definition
Lutolf (1992, pg. 277) defined a smart home as:
“The smart home concept is the integration of different services within a
home by using a common communication system. It assures an economic,
secure and comfortable operation of the home and includes a high degree of
intelligent functionality and flexibility.”
The previous definition comes from a home automation background and does not convey
the importance of intelligence and context-awareness.
Another definition of the concept of smart home can be found in the work of van Berlo
et al. (1999, pg. 4) who defined it as:
“A home or working environment, which includes the technology to allow
the devices and systems to be controlled automatically, may be termed a
smart home. ”
This definition is broad and generic and can be applicable to smart homes and other
forms of smart environments.
Briere et al. (2011, pg. 16) defined the smart home as:
“a smart home as a harmonious home, a conglomeration of devices and
capabilities based on home networking.”
This definition is also broad and does not establish what a smart home is.
A more refined definition is what Intertek (Alam et al., 2012, pg. 1191) published in
2003 and defined a smart home as:
“A smart home is a dwelling incorporating a communication network that
connects key electrical appliances and services and allows them to be re-
motely controlled, monitored, or accessed.”
According to Intertek, the smart home concept needs three components:
• Network
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• Intelligent control
• Home automation
The network component can be of any type whether wired or wireless. The intelligent
control is a gateway or a dashboard that allows the home inhabitant to control and
manage the home. The home automation is the capability for the smart home to connect
and work with services outside the premise of the home.
Satpathy (2006, pg. 43) defined the smart home concept as:
“A home which is smart enough to assist the inhabitants to live indepen-
dently and comfortably with the help of technology is termed as smart home.
In a smart home all the mechanical and digital devices are interconnected to
form a network, which can communicate with each other and with the user
to create an interactive space.”
A more comprehensive definition is proposed by Alam et al. (2012, pg. 1191):
“we can define the smart home as an application of ubiquitous computing
that is able to provide user context-aware automated or assistive services in
the form of ambient intelligence, remote home control or home automation.”
2.6.2 Applications and Projects
There are many applications and uses for smart homes and these applications are evolv-
ing and emerging as new technologies and advancements are taking place. The IoT
paradigm is one of the recent advancements that pushed the capabilities and applica-
tions of the smart home. Though these applications are diverse and different, Alam
et al. (2012) proposed categorisation of the smart home applications according to the
intended services:
• Comfort
• Healthcare
• Security
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The inhabitants comfort entails recognising and identifying the inhabitants activities
and automating repetitive tasks. Remotely accessing the home and controlling it is also
another example of smart home applications that increase the comfort and quality of
life for the inhabitants.
Healthcare care is one of the most prominent applications of smart home especially for
the elderly as life expectancy is increasing and many elderly prefer living independently
in their homes. Healthcare can be local for the inhabitants in the home or remote by
allowing trained personnel to monitor and observe the activities of the elderly.
Security is another important application of the smart home especially as the vision of
the IoT is becoming a reality. It is vital for the home inhabitant to be able to authenticate
and securely access and control his/her smart home.
2.6.3 Anomaly Detection in Smart Homes
Anomaly detection has many applications and many research interests in the smart home
field. One of these research interest is health monitoring for the elderly and assisted
independent living. Using the MavHome project (Cook et al., 2003a), Jain et al. (2006)
generated a week worth of inhabitants’ data. The generated data was 1400 events per
day of the week. Part of that work was to detect anomalies in the data and they used
a simple statistical anomaly detection technique (z-scores) that flags an event as an
anomaly if its value is extremely high or low compared to whole data.
Novak et al. (2012) proposed an unobtrusive anomaly detection technique for the el-
derly in a smart home environment. The authors used the MavHome project dataset
and built a clustering anomaly detection algorithm using Self Organising Maps (SOM),
which are a type of artificial neural networks, that detect several types of anomalies such
as unusual long or short periods of inactivity, unusual presence or absence and changes
in the daily rhythms.
Shin et al. (2011) proposed a method for detecting anomalous living patterns for the
elderly who are living alone. The anomaly detection technique used a Support Vector
Data Description (SVDD) method to classify a given pattern as normal or abnormal.
The dataset for this project collected infrared (IR) motion sensors installed in elderly
inhabitants homes. The test subjects were suffering from mild to sever diseases. The
data collection lasted for seven months.
Another research interest is monitoring power consumption for smart homes and detect-
ing anomalies when they occur. Jakkula & Cook (2010) used the CASAS smart environ-
ment project Cook et al. (2009) to generate the power consumption dataset along with a
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synthetic dataset. The real dataset contained three months worth of data. The synthetic
dataset contained twelve months worth of data. The authors then injected anomalies
in the datasets. The anomaly detection technique in this research was a simple statisti-
cal algorithm that uses the t-score to flag an extreme event value as an anomaly. Later
on, the authors used a clustering approach with k-Nearest Neighbour (k-NN) algorithms
which gave better accuracy in detecting anomalies over their real and synthetic datasets.
Kang et al. (2010) used a Hierarchical Hidden Markov Model (HHMM) to recognise
and predict the states of a smart home inhabitant and proposed an algorithm based on
that model to detect anomalies in the inhabitants behaviour. 77 sensors were installed
in two single-person apartments and gathered data for two weeks. The sensors were
installed on devices such as refrigerators, drawers, etc. Inspired by the work of Intille
et al. (2003), an Experience Sampling Method (ESM) were used to label the activities
and the patterns.
2.6.4 Requirements for Anomaly Detection in Smart Homes
For an intelligent system to be able to detect anomalies in smart homes, it needs to have
certain qualities that enable it to cope with the nature of the data in this domain. One
of the main requirements is the ability for the system to operate in unsupervised fashion
without the interference of a human agent to train or tweak the systems parameters.
This requirement is essential since it is hard to define what an anomaly is for a smart
home inhabitant. Each person possess unique daily habits and therefore, the notation
of anomalous behaviour is very subjective construct. Thus, the unsupervised techniques
are suitable to detect anomalies in a smart home setting.
Another important characteristic of an anomaly detection system for smart homes is
the ability to work in online fashion. Late detection of anomalies in most cases is not
beneficial, the system should be able to detect anomalies as early as possible. The
streaming nature of the data in smart homes, requires the system to be able to cope
with the volume of the incoming data. The system should also be fast enough to produce
results in close to real-time as possible.
From the perspective of the smart home sensors, the anomalies in smart home could be
spatial. Meaning an unusual configuration of activities in the sensors’ readings should
signal an anomaly. Moreover, temporal anomalies are also important anomalies to be
detected. For example, if a smart home has several Passive Infrared (PIR) sensors in the
living room, it is not usual to have them active at the same time when someone is at
the living room (spatial configuration). However, if the same sensors are active at 3:00
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am, this could be a security issue. So, the time dimension should be taken into account
when detecting anomalies.
2.6.5 Intelligent Services in Smart Homes
Learning the habits of a smart home user is an important and difficult task to be achieved.
The survey by Soma Bandyopadhyay et al. (2011), shows that most of the middleware
projects focus on device management and neglect context-awareness and interoperabil-
ity. After reviewing and analysing 50 IoT and smart home middlewares, Perera et al.
(2014) concluded that the context-awareness aspect has not been fully addressed. Ma-
chine Learning could have the potential to achieve good context-aware services provided
by the middlewares. By incorporating multiple Machine Learning models, sophisticated
assemblies of these models can open the doors to many innovations and intelligent ser-
vices.
An example of these Machine Learning intelligent services is what have been done by
Google’s Android mobile system to provide an intelligent service to locate a parking car.
When one drives a car and parks at a certain location, a mixture of multiple Machine
Learning models work in tandem to provide a useful service to the user. There is a clas-
sification model that can identify whether the user is walking, running, cycling, riding
a train, or driving a car. When the user transitions from ‘driving’ a car to ‘walking’, the
system infers that the user had parked his car. The system then takes note of the car
parking location using the GPS enabled phone. When the user walks towards the direc-
tion of the parking space, the phone intelligently and contextually shows a notification
to the user of where his car is located.
For the smart home, an anomaly detection system could be a valuable Machine Learning
model that can be used in many creative and context-aware intelligent services for many
applications.
2.7 Early Experimental Results
Since the HTM theory and its algorithmic implementation, the CLA, have not been tested
for anomaly detection in a setting where many sensors generating streaming data con-
stantly, a quick experimental study have been conducted to evaluate how good the re-
sults will be. A prototype simulation tool has been built (which later on became Open-
SHS, see Chapter 4) to generate a dataset of an inhabitant living in a smart home with
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multiple sensors. Ten artificial anomalies have been injected into the dataset and the
performance of the CLA and DBSCAN have been evaluated.
2.7.1 Dataset
The researcher performed simulations using a simulation tool of typical daily habits of
a smart home inhabitant. All of the simulations were made manually to ensure a level
of realism of the recorded data. Several considerations were made while creating the
dataset:
• All of the simulations took place roughly at the same time of the day.
• A small time period at the beginning of the home inhabitant’s day was the target
time for this dataset. The interest was on the early morning habits of the inhabi-
tant.
• Since the simulations were done in real-time, similar patterns are not identical and
varied from day to day.
• There were two distinct patterns, one for the weekdays and the other for the
weekends.
• The actions performed varied from day to day. For example, sometimes the bed
room lights are turned on when the avatar wakes up and sometimes they are left
off.
The early experimental dataset is 4400 records long and captured 3 months worth of
data of that early morning period of the inhabitant’s habits. Figure 2.17 shows a sample
of the dataset records and columns.
FIGURE 2.17: A sample of the dataset.
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2.7.2 Preparation for the CLA
Before feeding the data into the CLA, a process called swarming must be performed to
tune the parameters of the model on the data set. The swarm process evaluates many
models and chooses the best one according to an error metric. One thing to note is that
the swarming process is optimised for classification problems. More work is needed to
make the swarm optimised for anomaly detection problems.
After running the swarm process, the best model parameters and encoders are identified
and a model was built using these parameters. Then, the dataset records were fed to
the model record by record to allow the model to learn from the data. After a certain
amount, the learning was stopped and the model was put in a testing phase. Figure 2.18
shows the anomaly likelihood of the dataset. The anomaly likelihood is a percentage
score from 0% to 100% where zero means there is no anomalies detected and 100%
means an anomaly happened with high certainty.
2.7.3 CLA Results
As shown by Figure 2.18, the anomaly likelihood starts at 50% and stays at that level
until sufficient data is fed. The anomaly likelihood starts decreasing once it learns the
habits of the smart home user. After the 3400th record, the training was stopped and
the evaluation process started. There were 10 anomalies introduced in the remaining
dataset records that will be discussed in the following Sections.
FIGURE 2.18: Anomaly likelihood scores.
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2.7.4 DBSCAN Algorithm
The DBSCAN algorithm (Ester et al., 1996) is a famous clustering algorithm and cited
a lot in the literature. In 2014, the DBSCAN won the Test of Time Award from the
prestigious KDD conference 4. In this experiment, this algorithm was chosen to compare
it against the performance of the CLA. The BDSCAN algorithm was chosen because it
is a well-known clustering algorithm and operates in an unsupervised fashion to detect
anomalies. Scikit-learn5 was used, which is a Python library used in machine learning
research and development. Figure 2.19 shows some of the clustering algorithms avail-
able in the library6 and also shows a comparison between all of these algorithms on
some samples. The DBSCAN correctly clustered the data points and outperformed the
other algorithms on the Scikit-learn sample datasets. In the Scikit-learn implementation
of the algorithm, when feeding a record to the algorithm, it will output a zero or positive
number representing the cluster label that the record belongs to. If the record does not
belong to any cluster, it will consider it an outlier and outputs the label -1.
FIGURE 2.19: Overview of Scikit-learn clustering algorithms.
Figure 2.20 shows the results of feeding the dataset to the DBSCAN algorithm. All of
the data points below 0 are considered anomalies.
4http://kdd.org/awards/view/2014-sikdd-test-of-time-award-winners
5http://scikit-learn.org/
6http://scikit-learn.org/stable/modules/clustering.html#overview-of-clustering-methods
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FIGURE 2.20: DBSCAN results on the dataset.
2.7.5 Anomalies in the Dataset
The simulation tool was used to introduce ten anomalies in the later part of the dataset
(from the 3400th record onward). Some of the anomalies were strong and obvious and
some were subtle. For example, one of the strong anomalies is leaving the main door
open when leaving the house. Another example of the subtle anomalies is doing a usual
pattern such as waking up in the morning and going to the bathroom and then going
to watch TV but in a different context. That pattern usually happens in weekends and
usually the user do not watch TV in the morning because he leaves for work.
Because the focus was on a small period of time (the early morning habits) for each day
in the dataset, the whole period was annotated as an anomaly to simplify the evaluation
process. In the future when bigger dataset are used, the anomaly annotation will be fine
grained to each individual pattern.
2.7.6 Comparing CLA with DBSCAN
Figure 2.21 shows both of the algorithms on the same dataset. It is worth noting that
the CLA outputs an anomaly percentage and the DBSCAN outputs a -1 label for the
anomalies. Because of the different outputs, the CLA output was thresholded to match
that of the DBSCAN. The highest number the DBSCAN outputted was 23.
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FIGURE 2.21: The CLA and DBSCAN results combined.
Figure 2.22 shows a zoomed view on the latter part of the dataset where the anomalies
are introduced. The anomalous days are highlighted in red which are 10 anomalies.
Some of them are adjacent to each other and that is why the highlighting seems wide in
these instances.
FIGURE 2.22: The CLA and DBSCAN anomaly results.
2.7.7 Discussion
When considering the case of detecting at least a single anomaly within the anomalous
period, and a threshold value greater than 99% for the CLA algorithm, as our metric for
counting correctly identified anomalies, both of the algorithms correctly detected 7 out
of the 10 anomalies. Table 2.2 shows a summary of the results. In the anomaly number
3, the CLA had a spike in the anomaly score and the value was 50%. If the threshold of
what is considered an anomaly was lower than 50%, the CLA will score 8 out of 10 in
this small experiment.
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TABLE 2.2: CLA vs DBSCAN.
Anomaly CLA DBSCAN Notes
1 Detected Not Detected Strong anomaly
2 Detected Detected Strong anomaly
3 Not Detected Detected Subtle anomaly, CLA anomaly score is 50%
4 Detected Detected Strong anomaly
5 Detected Detected Strong anomaly
6 Not Detected Not Detected Subtle anomaly
7 Detected Detected Strong anomaly
8 Detected Detected Strong anomaly
9 Not Detected Not Detected Subtle anomaly
10 Detected Detected Strong anomaly
The CLA results seem promising even though the swarm process had not being optimised
for anomaly detection. Also, the dataset used here is small and a bigger dataset that
spans longer periods of time will be built by the simulation software.
2.8 Research Gaps
Anomaly detection research in the context of smart homes had been studied in the litera-
ture but more research efforts are needed. The anomaly detection challenges identified
at the beginning of this Chapter (Section 2.4.1) do apply to the smart home domain.
When taking these challenges into account and analysing the currently available liter-
ature, the lack of well-studied anomaly detection in the smart home domain becomes
apparent.
Novak et al. (2012) used Self Organising Maps (SOM) to detect anomalies in a smart
home. The aim of the authors’ study was to develop an unobtrusive anomaly detec-
tion technique based on the presence of the inhabitants. They used a dataset from the
MavHome project (Cook et al., 2003a) and made modification to the dataset to suit their
needs. For each room in the dataset, the sensors’ readings were merged into one logical
sensor reading. This preprocessing step made it simpler to feed the data to the machine
learning model. Although this simplification is suitable for their aim, it can potentially
lead to over-simplification and loss of valuable information that can be learned from the
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data. The authors created artificial anomalies and injected them in the dataset. They
defined anomalies as:
• Unusual long inactivity,
• Unusual short activity,
• Unusual presence.
An issue arises here, how to decide what unusual really means. The authors decided to
have fixed thresholds for what is unusually short or long activity and inactivity respec-
tively. However, the anomalies are highly contextual and subjective to the inhabitants’
patterns.
The lack of real-world smart home datasets targeted at anomaly detection problems
specifically is another gap in the literature. Usually, smart home datasets that are gener-
ated for classification problems is used. An augmented notion of anomalies is introduced
to the datasets after the fact. These introduced anomalies could be manually injected
and annotated in the datasets by the researcher Jakkula & Cook (2008), or introduced
using a definition of anomalies produced by the researcher and not by the participants,
such as using temporal relations representation Jakkula & Cook (2011). To ensure a
level of validity to these anomalies, the burden of defining what an anomaly is, should
be left for the participants in the generation of the datasets to decide.
The issue of defining what an anomaly is can be relatively easy such as in the work
done by Jain et al. (2006), where they used simple z-scores to detect anomalies in blood
pressure and heart rate for the inhabitants. An anomalous blood pressure is medically
defined. Thus, the use of simple statistical tests were sufficient.
Making a smart home aware of the user’s context requires a level of intelligence. Cur-
rent machine learning techniques fall short from reaching the full potential of anomaly
detection and context-awareness. However, the human brain is more than capable of dis-
cerning context, and maybe machine learning techniques that simulate what happens in
the human brain could help pushing the research towards intelligent anomaly detection.
Recent advances in Neuroscience could assist in figuring out what makes us intelligent
agents and also aid in developing more intelligent machine learning algorithms.
The use of HTM theory and the CLA to detect anomalies in a smart home setting has not
been studied in the literature due to the lack of good datasets. This research project will
try to fill some of the knowledge gaps in this area by testing the CLA on several datasets
generated specifically for anomaly detection.
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The IoT paradigm envisions the smart home to be filled with smart devices performing
many functionalities. To study such environment, there has to be a test bed that can be
used to simulate what will happen in that situation. Building a real world smart home
with the characteristics that the IoT envisions is infeasible and costly for this research.
Therefore, there is a need to build a virtual smart home environment that can be used
to simulate typical daily activities of a smart homeowner. Moreover, having a virtual
environment will give the researcher the flexibility to test different ideas and situations
with minimum cost.
One of the identified gaps is the lack of a standard dataset that can be used as a bench-
mark for anomaly detection. Most of the real-world datasets available in the literature
are not built with anomaly detection as their focus, and usually artificial anomalies are
injected into the datasets after the real data have been collected.
Detecting anomalies is a challenging task. By definition, anomalies are rare and abnor-
mal events. From this realisation and from the lack of real datasets of smart homes in
the IoT era, the need to develop a testing and simulation environment became appar-
ent. Thus, one of the goals of this project is to develop a simulation software that mimics
the envisioned IoT smart homes and create test beds that will allow the researcher to
evaluate the CLA performance in detecting anomalies.
Another identified issue related to the evaluation methodologies. The anomaly detection
in the domain of smart homes studies usually use traditional evaluation methods such
as recall and precision. These methods do not take into account the role of time in the
evaluation process. Early anomaly detection is better than late detection and should be
rewarded. Therefore, this research will investigate an evaluation method that takes the
time aspect when scoring the performance of a proposed anomaly detection technique.
The research at hand will investigate the use and application of the HTM theory in order
to detect abnormal behaviour generated by inhabitants of a smart home environment
and will propose a novel anomaly detection model. The definition of an abnormal be-
haviour is a tricky subject and it is addressed in Section 6.2.2.2. Moreover, the anomaly
detection is performed in an unsupervised fashion and only relies on the raw readings
form the sensors and/or the smart devices.
2.9 Summary
In this Chapter, the IoT vision and paradigm and the major issues facing the realisation
of the IoT vision along with the enabling technologies were presented. A review of the
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middleware solutions available and how these middlewares model context and facilitate
context-aware applications was presented and explored.
The challenges facing anomaly detection techniques were discussed along with the dif-
ficulty associated with defining what an anomaly is and how it is highly contextual and
domain dependent.
A review of anomaly detection using different techniques was carried out and their ad-
vantages and disadvantages were discussed. The reviewed techniques cover classifica-
tion, nearest neighbour, clustering, statistical, and spectral techniques. A more focused
review was dedicated towards the unsupervised anomaly detection techniques because
of how relevant these techniques are to detecting anomalies in the smart home domain
and the scope of this research. The applications and domain of anomaly detection tech-
niques were reviewed and grouped into the following domains: intrusion detection,
fraud detection, health, text, image, video, and wireless sensor networks.
The smart home, as a prominent application of the IoT vision, was defined and reviewed.
As well as the current applications and projects available with focus on anomaly detec-
tion techniques. A critical evaluation of the requirements to have an anomaly detection
techniques in a smart home setting was presented.
The HTM theory, the CLA and NuPIC were reviewed and an initial experiment was
conducted to quickly test and evaluate the potential of the CLA to detect anomalies in a
smart home setting.
The Chapter concludes with the identified research gaps in the literature for anomaly
detection in the smart home domain.
58
Chapter 3
Hierarchical Temporal Memory
3.1 Introduction
In this Chapter, Jeff Hawkins’s theory of how the neocortex works will be presented
(Hawkins & Ahmad, 2016). The theory is known as the HTM theory or sometimes
referred to as the sequence memory theory. This Chapter starts with an introduction to
the current scientific understanding of Neuroscience of how the brain biologically works
and how the HTM theory is influenced by recent advancements in this field. The HTM
theory focuses on the neocortex specifically because it is envisaged to be where our
intelligence resides. The principals of the HTM theory will be explored and from these
principals the CLA is built. The main components of CLA will be presented, including
the Encoder, the Spatial Pooler (SP) and the Temporal Memory (TM). The CLA learns
the spatial features of its inputs and predicts the transitions from one input to the other.
The Chapter will be concluded by a review of several actual implementations of the
HTM theory that are currently available for the research community.
3.2 HTM Theory
The neocortex is the outer wrinkly surface of the brain. It is around 2 to 4 millimetres
thick and has billions of brain cells, also known as neurons. The neurons are vertically
connected in a columnar structure, and they form a huge and complicated network of
hierarchical regions. A famous study done by (Felleman & Van Essen, 1991) studied the
layout of the regions associated with vision in the macaque monkey and as shown in
Figure 3.1 the study identified many regions of neurons that are connected in a hierar-
chy. Each region receives information from the region below and passes it up to higher
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regions. These regions are similar in structure and each region can be divided into six
horizontal layers of neurons as shown in figure 3.2. These layers are named layer 1, 2/3,
4, 5 and 6. Layer 2 and 3 are usually grouped into one layer. The connections between
the neurons go both ways, horizontal and vertical.
FIGURE 3.1: The neocortex regions of the visual system in the macaque monkey (Felle-
man & Van Essen, 1991).
FIGURE 3.2: The layers of the neocortex from Gray’s Anatomy (Williams et al., 1980).
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The neuron structure in general is shown in figure 3.3. The main components of a
neuron are the cell body (the soma), the dendrites (the branches near the cell body),
the axon and the synapse (the gap between the tip of the axon of the previous neuron
and the dendrites of the next neuron). The synapse gap is changing constantly over
time and it can grow and the gap becomes smaller, meaning the two cells have stronger
connections. Or it can shrink and the gap widens and the connection is weaker. These
changes are known in Neuroscience as Neuroplasticity and these changes are mainly
responsible for learning. From this concept comes the idea of the weights of the cells in
artificial neural networks (ANNs). For every neuron, there is a number of other neurons
that could form connections. The synapses could be fully connected and could be fully
disconnected.
There are many types of neurons in the neocortex but in this Chapter the focus will
be on two main types, the pyramidal and the interneuron neurons. Pyramidal neurons
excite and charge neurons, while interneurons do the opposite, they inhibit neurons.
Both types perform similar tasks. When signals are coming to a neuron, they will charge
the neuron and cause it to fire a signal (an action potential) that travels from the cell
body through the axon until it reaches the tip of the axon. The difference between the
two types comes from what they emit to the next neuron. Pyramidal neurons will act as
neurotransmitters that cause the next neuron to charge up. While interneurons will emit
another type of neurotransmitters that will inhibit the next neuron from firing signals.
The dendrites on the next neuron receive this signal.
FIGURE 3.3: The neurons structure (Devineni, 2015).
The charging process is complex. When a neuron receives a signal, it will not always
cause the neuron to fire unless some conditions are met. Also, the neurons do not hold
the charge for a long time. If they do not receive enough charges in certain time interval,
the neuron will not fire and the charge will fade away.
There are two types of inputs coming to every neuron. The input coming to the neuron
through the proximal dendrites (the dendrites near the cell body) and the input coming
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through the distal dendrites (the dendrites far away from the cell body). The proxi-
mal dendrites receive feed-forward signals coming from the senses and lower regions.
Charging happens here in a linear fashion, up until it passes a threshold which will then
cause the cell to fire a signal to all connected neurons.
On the other hand, the input coming through the distal dendrites comes laterally from
other neurons, mostly from neurons in the nearby region. If enough signals are received
to pass the threshold in a short time period, and also in a close segment of the dendrite,
this will cause a dendritic signal that will depolarise the neuron.
As mentioned earlier, the synapse is the gap between a previous cell and the dendrites of
the next cell. The synapses can be thought of as the connections between two neurons.
Around 90% of the synapses are formed on the distal dendrites and the rest are formed
on the proximal dendrites (Hawkins & Ahmad, 2016). The signals coming from the
proximal dendrites affect the cell in a major way. On the other hand, signals coming
from the distal dendrites seemed to have little effect on the cell activity (Major et al.,
2013). There have been studies that suggested an active role of the distal dendrites as
processing units (Antic et al., 2010; Major et al., 2013). When several distal synapses
located closely in time and space are activated, they can generate a local dendritic N-
methyl-D-aspartate (NMDA) spike which will cause the cell to sustain depolarisation
for longer time. This suggestion motivated more studies to investigate the role of the
distal dendrites and whether they can function as an independent processing units that
recognise patterns (Polsky et al., 2004; Poirazi et al., 2003).
Not all the synapses are connected all the time. Actually, the strength of these connec-
tions changes quite fast and ranges form fully connected to fully unconnected synapses.
Furthermore, the synapses can only form up to certain distance which means that for
a given neuron, there is a group of synapses that can form connections to it. These
synapses are called potential synapses to the given neuron.
In Neuroscience, there is no prevailing and accepted theory of how the neocortex works.
There are much evidence and large number of studies that focus on small aspects of
the neocortex, but there is no overarching theory so far. Jeff Hawkins presented his
HTM theory (also known as the memory-prediction theory) in his book ‘on intelligence’
(Hawkins & Blakeslee, 2004). The theory tries to provide a top-down approach of how
the neocortex works. According to Hawkins, intelligence is fundamentally all about
predictions. The memory-prediction theory of intelligence takes into consideration three
factors that Hawkins believes are crucial for intelligence. The three factors are:
• Time,
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• Feedback,
• The physical hierarchical structure of the brain.
Hawkins criticises most of the neural networks because of the over simplification of
what really happens in the brain (Hawkins & Ahmad, 2016). Often one or more of the
three factors are not/or poorly considered. For example, the cell body receives its input
from the proximal dendrites near the cell body. These dendrites constitute about 10%
of the number of all the dendrites in the neuron. The other 90% are distal dendrites.
Despite the huge differences in numbers between the two types of dendrites, usually the
neural networks model of a neuron does not take into account distal dendrites. They are
ignored and the focus will be on the weights and strengths of the connections between
neurons in the network.
The neocortex deals with many complicated problems, such as natural languages, vision,
touch and hearing. Each functionality has regions in the neocortex associated with it.
Yet, all of these functions seems to be performed via a common process in each region.
There are many evidences from Neuroscience that suggest that there is a common algo-
rithm performed by each region in the neocortex. This is what led to the development
of the CLA which will be explained in the following Sections.
3.2.1 HTM Principles
The HTM theory has the following principles: hierarchy, regions, sparse distributed
representations and time.
3.2.1.1 Hierarchy
The HTM system is essentially a memory system similar to the brain. There is no special
part that stores data and another part that processes it. This memory system is organised
in a hierarchy of regions. Each region is a collection of cells (neurons) arranged in
columns. This memory system is different from the traditional flat memory system used
in computers today. Of course, it is possible to simulate the hierarchy in software but
this will add an overhead. The Von Neumann architecture (Von Neumann, 1993) of
computers today could be improved to take into consideration a hierarchical memory
system such as this.
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3.2.1.2 Regions
As shown in figure 3.1, there are regions in the brain that are responsible for a given
functionality. The same idea is presented here in the HTM. Each region is a collection
of layered neurons arranged in columnar structure. The lower regions usually receive
input from the senses. The output of the region is the input to the higher regions in the
hierarchy.
3.2.1.3 Sparse Distributed Representations
As mentioned in the previous Section, the output of a region is the input to a higher
region. But what is the nature of this input and output? In each region at a given time,
a sparse formation of active neurons is happening. When looking at any region at any
time, something similar to what is shown in figure 3.4 will be seen. Approximately, only
2% of neurons are in an active state at a given time. These formations or representa-
tions are actually one of the cornerstone ideas of the theory and are called the Sparse
Distributed Representations or shortly, the SDRs.
FIGURE 3.4: Sparse Distributed Representations (SDRs).
3.2.1.4 Time
The HTM system is actually a sequence of memories and time plays an important role
here. Here is a thought experiment to explain the importance of time in this theory,
imagine a blindfolded subject is asked to identify an object that is being placed on their
palm. Assuming the object is an apple, that is placed on the subject’s hand, and they are
asked to identify it without moving their hand and feeling the object. It will be nearly
impossible to identify the object as they need to feel and touch the object to be able
to correctly identify it. These sensations are essentially sequences of SDRs travelling
from the senses to the different regions in the neocortex. The same happens to hearing,
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one cannot identify a song by only hearing a single note of a melody. Time is needed to
construct the memory sequence of that sound. However, it is not that apparent in vision.
The eyes are actually constantly moving in what is known as a saccade but this subtle
and rapid movement of the eyes is not noticeable.
3.2.2 The Neurons in HTM Systems
The HTM neuron model is more complex than their usual counterparts in ANNs as
shown in Figure 3.5. The ANN neurons usually compute the sum of all the weights of the
connected synapse to that neuron. This concept, which is referred to as a ‘point neuron’
is the basic building block for most of the ANNs used in spiking neural networks (Maass,
1997) and deep learning (LeCun et al., 2015). Figure 3.5 (A) shows a representation of
a point neuron.
Figure 3.5 (B) shows a real neuron and the three sources of input it can receive. Namely,
feed-forward input coming for lower regions (highlighted in green), context input com-
ing laterally from neighbouring neurons and feedback input coming from higher regions.
Figure 3.5 (C) shows an HTM neuron and how the three inputs affect the neuron. In
green, the connections coming through the proximal dendrites (feed-forward) and in
blue the connections coming through the distal dendrites (context) and the apical den-
drites (feedback). The filled circles indicate that a signal was fired to the cell from an-
other cell that is connected to the dendrite. When enough active dendrites are formed
on the feed-forward input, the neuron (the grey triangle) will become active and fire
an action potential. The feedback input coming to the neuron from its apical dendrites
in higher regions biases the neuron to certain input by depolarising the cell (Spruston,
2008). The input values coming from the distal or the apical dendrites depolarise the
neuron without causing it to fire an action potential (Rah et al., 2013; Petreanu et al.,
2009; Yoshimura et al., 2000). Hawkins & Ahmad (2016) claim this depolarisation is a
mechanism for prediction that this cell is making. In other words, when enough signals
are causing depolarisation, the cell is predicting it will be active in the next time step. It
is a bias mechanism for the cells in reaction to the received input. Several studies showed
that the activation of 8-20 synapses close in time and in space will cause an NMDA spike
(Major et al., 2013; Schiller & Schiller, 2001; Schiller et al., 2000; Larkum et al., 1999).
Unlike the inputs coming from the proximal dendrites, these synapses combine their sig-
nals non-linearly till they exceed a threshold. The number of these firing synapses seems
small to recognise large pattern reliably. But if the spareness aspect of these input values
was added, then the recognition process will be robust. As suggested by Olshausen &
Field (2004), sparse encoding seems to be a prevailing mechanism in sensory neurons.
The HTM theory uses sparse distributed representation (SDRs) to model all the inputs.
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The SDRs have many interesting mathematical properties that can be seen in details in
Chapter 5.
FIGURE 3.5: An HTM neuron and a real neuron (Hawkins & Ahmad, 2016).
3.2.2.1 HTM Neuron Inputs
Hawkins & Ahmad (2016) propose three zones to be the source of input to an HTM
neuron. Namely, the proximal, basal and apical zones. As shown in Figure 3.5 (C),
these zones correspond to feed-forward, context and feedback input respectively.
The proximal zone input has several hundred synapses that define the receptive field
of the neuron (Spruston, 2008). The synapses in this zone have a large effect on the
neuron to fire an action potential. The synapses in this zone learn to recognise feed-
forward patterns coming through the cell receptive field.
The basal (or distal) synapses form lateral connections to nearby cells in region. They
anticipate the neuron activation by recognising other neurons activities in proceeding
time steps. Once a pattern is detected on the basal dendrites, they emit an NMDA spike
which depolarises the neuron but not to the point of firing an action potential (Major
et al., 2013; Antic et al., 2010). This mechanism gives an upper hand to the depolarised
neuron to be active in the next time step if enough feed-forward input received. To
Hawkins & Ahmad (2016), the basal synapses are responsible for learning the transitions
of patterns in time.
When recognising some patterns, the dendrites formed on the apical zone of a neuron
also generate NMDA spikes (Cichon & Gan, 2015). The NMDA spike coming from the
apical dendrites affects the cell body indirectly. They cause a Ca2+ spike in the apical
dendrite (Golding et al., 1999; Larkum et al., 1999). Just one of these Ca2+ spikes is
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enough to depolarise the neuron but not enough to cause an action potential (Antic
et al., 2010). Although, this is an area under research (Larkum, 2013), to Hawkins &
Ahmad (2016) this is another form of prediction similar to the one performed by the
basal dendrites. This apical prediction provides a mechanism for higher regions to send
feedback expectations to the lower regions and to bias them towards a certain activity.
The CLA currently does not implement this feedback mechanism and it is under active
research.
3.3 Cortical Learning Algorithm
The previously presented HTM neuron model is the theoretical HTM neuron. This sec-
tion presents the algorithmic implementation of the HTM theory which is known as the
CLA. It is worth noting that the concept of the neuron in the CLA is based on the previ-
ously explained HTM neuron model. In this section when the term “neuron” is used, we
refer to the CLA neuron.
Figure 3.6 shows an overall view of how an HTM system works. The system receives
streaming input data. The input data can be of any type, numerical, categorical or
others. There must be an appropriate encoder for that input data (For more details
on encoders see Chapter 5). The encoder then produces an SDR representing that input
instance. The SDR is fed to the cubical structure shown in Figure 3.6 which is a collection
of cells (neurons). This cubical structure is the HTM model of layer 2/3 of the neocortex.
The input to this cubical structure is received by the Spatial Pooler (SP) which operates
on the columns in that structure. Then, the Temporal Memory (TM) will operate on the
columns by activating and deactivating the cells within the columns. These columns are
referred to as the ‘mini-columns’ in the HTM literature. The CLA is the algorithm that
describes how the SP and the TM work. Currently, the CLA implements some parts of
the HTM theory and some aspects are still under active research.
EncoderStreaming Data SDR
Anomaly Detection
Classiication
PredictionSpatial Pooler
Temporal Memory
&
FIGURE 3.6: An HTM system workflow.
In the CLA, the SDRs are represented as a sequence of 1’s and 0’s. At any given time,
an SDR will have around 2% of its bits active. This is an important property of the
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SDRs and of the whole CLA and leads to many interesting results (More details are in
Chapter 5). Another important difference between the SDRs and, for example, the usual
representations (encodings) in computers today, is that every bit is not significant. For
instance, when taking the ASCII encoding and changing one single bit, this will create a
new and totally different meaning of the code. This is not the case in the SDRs. If you
change one bit in an SDR, it will not have any effect on the representation. This makes
the SDRs robust to noisy data streams.
The SDRs are first created by an encoder that receives the input and converts it to a
sparse array of active and inactive bits. Then, the SDR is fed to the SP which performs
several operations based on the SDR configuration and consequently the output of the
SP is fed in to the TM. The output of the TM is a collection of inactive, active and
predictive cells that represent the knowledge that the HTM system learned from the
world by receiving this sequence of SDRs.
Every neuron in the CLA can be in one of the following three states, inactive, active and
predictive. The inactive state indicates that the cell did not yet receive enough signals
either from its proximal or distal dendrites. The active state indicates that the cell is
active due to signals coming from the proximal dendrites. The predictive state is caused
by receiving enough signals on the distal dendrites as discussed earlier.
In the CLA, the synapses have binary weights, either connected or not. The strength of
the connections of the synapses is a ratio ranging from 0 to 100%. In several places in
the CLA, there are thresholds or permanences of each synapse. If the strengths of the
connections passes these thresholds, then the synapse will be connected.
3.3.1 The Algorithm
The CLA algorithm input is an SDR generated by an encoder that corresponds to a
certain record in a dataset. The output of the CLA is a collection of inactive, active and
predictive cells.
The cubical structure shown in Figure 3.6 is the CLA main data structure. It is composed
of mini-columns and single cells (neurons). The SP operates based on mini-columns
and the TM operates on individual cells. This arrangement allows the HTM system
to simultaneously represent the feed-forward input and the context input. Figure 3.7
shows the same cubical structure but in a 2 dimensional configuration to make it easier
to see the individual states of the cells.
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FIGURE 3.7: Flattened neurons in an HTM system.
FIGURE 3.8: Two sequences and how they are represented in the CLA over time.
To explore how the CLA works, let us consider two sequences, Mice→ like→ eating →
cheese and Dolphins → like → eating → krill. Each word will be fed to the HTM
system one at a time. Figure 3.8 shows the two sequences and each word representation.
Notice that the sub-sequence like, eating is presented in both sequences. The figure
shows two phases, before and after training for both sequences. Every word has an
encoding of different mini-columns, similar to barcodes. Now assuming the system has
learned the two sequences, and it is now being tested on new data. When the system first
sees the words Mice or Dolphins, it will anticipate that the word like is likely to follow.
The issue here is that there are two like’s. How can the system distinguish between
the first like′ from the second like′′ which is in a different context both sequences. The
algorithm here uses single cells in the same mini-columns that represent the word like
to encode for the different contexts that the word like appears in. This gives the CLA
a huge capacity to remember long sequences in different contexts while retaining the
mini-columnar representation of each word.
Notice that after the system has been trained, the first word for each sequence always
activates all the cells in the mini-columns. This is the HTM system’s way of representing
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an unknown sequence and this representation is referred to as bursting columns in the
HTM literature. Since the system did not see the words Dolphins and Mice in any prior
context it will bursts all the mini-columns.
Now let us consider the following case. Suppose that the HTM system already learned
the two previous sequences. Figure 3.9 shows how the HTM system performs predictions
for the subsequent words. If the system first sees the word Mice, it will predict the
following word to be like′. Notice the second panel in Figure 3.9 that the predicted cells
(yellow cells) are the ones corresponding to the word like′ in the sequence Mice →
like→ eating → cheese. If the following word in the sequence is indeed like′ as shown
in the third panel, the system will predict the following word to be eating′ and so on.
Whenever the system correctly predict a word, its belief and understanding of the world
will be stronger and the synapses will become more connected. On the other hand,
whenever a prediction is wrong, the synapses will be weakened. The fourth panel in
the same figure shows the distal segment (in green) for one of the cells that learned
this sequence. These segments will be formed and destroyed throughout the life of an
HTM system, and their connections will be strengthened and weakened depending on
whether the system’s prediction are correct or not.
predict likeMice predict eatinglike
FIGURE 3.9: Predicting the next word in a learned sequence.
Another interesting scenario can happen when feeding the system the sequence like →
eating as shown in Figure 3.10. The system will not recognise the word like coming
as the first word in the sequence. It knows the word like but this sequence is novel to
the system. This will make the system burst all the mini-columns that are corresponding
to the word like. More interestingly, the system will predict both words eating′ and
eating′′ since it does not know if eating will be the one coming for the Mice sequence
or the Dolphins sequence. As shown in the second panel of the same figure, both words
cells will be in a predictive state. When indeed the next word is eating, the system still
does not know which word will come after that. Is it cheese or krill? Therefore, the
system will predict both words. Notice that some cells can be in two states at the same
time. They can be active and predictive as shown in one of the cells in the fourth panel.
Like eating predict cheese & krillpredict eating & eating
FIGURE 3.10: Predicting multiple ambiguous words in a learned sequence.
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Here is another look at the same process but using the cubical structure presented in
Figure 3.6. In Figure 3.11 (a), we see one layer or a slice of that cubical structure
(not to be confused with the six layers in the neocortex) of a region and each cube
represents a neuron. The layer receives input from lower regions and the colour intensity
corresponds to the cell charge, the darker the colour is, the more likely the cell will
fire. In (b), a cell is passing the threshold of firing. When this happens, the cell will
inhibit the neighbouring cells and reset their charges. The area of the inhibition is
configurable. It can cover part of the available space as shown in the figure or it can
cover the whole space. When the inhibition covers all the available space it is referred
to as global inhibition within the HTM literature. Figure 3.11 (c), shows the result of the
whole process, a sparse and distributed representation.
FIGURE 3.11: The CLA performing inhibition (Jeff Hawkins, 2014).
Figure 3.12 shows what happens in a single layer over time. In (a), an SDR at a given
time step followed by another SDR at the next time step (b). When a cell becomes active
in the next time step, it strengthens and/or makes new connections with the neighbour-
ing cells that were active in the past time step as shown in (c). These connections are the
‘segments’ for this current input. What this means is, in the future, when the highlighted
cell in (c) sees that the cells that it is connected to became active, this is like a signal
for the highlighted cell to anticipate and prepare itself to be active in the next time step.
This is where the predictions happen in the SDRs. So ideally at any given time, looking
at a layer, the cells in this layer should have around 2% of the cells active, and other
cells in a predictive state for the next input. If the predictions are correct, the strength
of the connections will be increased and vice versa. This is shown in (b), the red cells
are the active cells, and the yellow cells are the predictive cells. Note that the segments
are formed on the same layer and on any layer in the region.
71
Chapter 3 Hierarchical Temporal Memory 3.3. Cortical Learning Algorithm
FIGURE 3.12: The CLA changes over time (Jeff Hawkins, 2014).
If only one layer is used in the HTM system, it will only be able to remember one step
back in history. It does not have the capacity to remember longer sequences. To solve this
issue, the HTM systems usually have multiple layers, similar to the columnar structure
of the real neurons as shown in figure 3.13.
FIGURE 3.13: Higher order memory(Jeff Hawkins, 2014).
Overall, after the encoder converts the input into SDRs, the CLA process can be sum-
marised by three steps:
• Learn the spatial features of the input SDRs and convert it to a sparse collection
of active mini-columns (which are considered as SDRs if the mini-columns are
viewed as active cells),
• Learn the transitions of these SDRs over time and activate cells that represent these
transitions,
• Predict the next coming SDR by learning from the past transitions and put cells in
a predictive state.
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To achieve these steps, the CLA uses two major components in its algorithm which
are the SP and the TM. Both of these components have similar concepts. Learning,
in essence, is performed by creating and/or destroying synapses (or connections) from
a potential collection of synapses. A synapse is considered connected when its perma-
nence exceeds a certain threshold. The value of the permanence is updated in a Hebbian-
like rule (Hawkins & Ahmad, 2016). Therefore, the synapses have binary weights unlike
many ANNs where the weights are scalar values.
The synapses in HTM systems form connections to dendrite segments. Currently, the
CLA implements two dendrite zones, the proximal and the distal/basal dendritic zones.
The proximal segment establishes connections with a subset (receptive field) of the feed-
forward input. When there are enough active synapses formed on this subset of the
input, the cell will be activated. The number of active synapses are linearly summed
up. The distal segment forms lateral connections with nearby cells in the same region.
When there are enough active synapses on the distal segments, the cell will be put in a
predictive state. For a single cell, there are many distal segments available. Therefore,
the logical operation OR will be performed on the active synapses on all distal segments
for this cell.
In the following two subsections, the SP and the TM will be discussed in more details.
3.3.2 The Spatial Pooler
The main function of the SP is to take the input from the encoder and convert it to a
sparse distributed representation. The name of the SP comes from the fact that it is
trying to pool or group inputs that are spatially similar into one representation. The
input from the encoder can be sparse or not. The SP is responsible for ensuring the
sparsity of this input. Figure 3.14 shows the SP activating a subset of the mini-columns.
The highlighted active mini-column is connected to a subset of the input space (the
output of the encoder). The radius of this potential connection (or the receptive field)
can be configured, but generally it is not covering the whole input space. Therefore, a
mini-column will have a natural centre with the input space underneath it.
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Active Mini-Columns
Inactive Mini-Columns
Input Space
Spatial Pooler
Active Input
Inactive Input
Po ential Connections
FIGURE 3.14: A mini-column in the SP and its receptive field.
The SP uses a fixed number of mini-columns which need to be setup before training the
HTM system. Therefore, the SP must ensure the best utilisation of this fixed amount
of resources. One way to achieve this, is to make sure that a large number of the
mini-columns are contributing in the learning process. In the SP, this is achieved by
implementing a ‘boosting’ mechanism that makes the losing mini-column more aggres-
sive and compete to represent the coming inputs. Determining the level of activity for
a certain mini-column is done by measuring the activity of a given mini-column and its
neighbouring mini-column activities. Over time, the mini-columns will be specialised
and more sensitive to certain SDRs.
The inhibition process will limit the number of the actual winning mini-column to a
fixed sparsity. As shown in Figure 3.11, the number of the winning mini-columns will
stay constant throughout the life of the HTM system. This fixed number is one of the
configurable parameters that an HTM user can change and experiment with.
The SP can form stable representation of its input. A mini-column need to have several
active synapses active to become active itself. Controlling the number of the needed
active synapses is a way to avoid learning noisy data. It could be the case that one
mini-column has too many true connections, to counter this issue, the SP will decrease
the permanence value for the synapses which are not contributing to a winning mini-
column.
The SP has these balancing measures that ensure the contributions of all available mini-
columns. These aforementioned measures make the HTM system flexible and adaptive
to the input it is receiving. This is an important quality to have for on-line machine
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learning systems. This flexibility and plasticity has its inspiration from the brain plas-
ticity and how regions of the brain can adapt to perform other functions when damage
happens.
Here is a high level description of the steps the SP algorithm performs:
1. Receive a one dimensional array of bits generated by an encoder or by a lower
region in the hierarchy. For the SP, this input is referred to as the input space.
2. Allocate a fixed number of mini-columns. Each mini-column has a potential con-
nection to a subset of the input space. Each potential connection has a permanence
value and this value will determine if the connection is active or not. That is, if the
permanence value exceeds the connection threshold.
3. For a given SDR, calculate how many synapses are connected to an active bit in
the input space. This is referred to as the overlap score.
4. Multiply the number of the active synapses by a boosting factor. As discussed
before, this boosting factor is determined by how active a mini-column is. The less
active a mini-column is compared to its neighbouring mini-columns, the higher
the boosting factor.
5. After boosting, the mini-column with the highest number of active synapses will
become active. The number of these winning mini-columns can be configured by
the HTM system user through setting a threshold. This will effectively generate
a result similar to what was shown in Figure 3.11. In other words, the winning
mini-columns will inhibit their neighbouring mini-columns form winning.
6. Update several permanence values. The permanence value for the synapses that
are connected to active bits in the input space are increased. The synapses that are
connected (or potentially connected) to inactive bits in the input space will have
their permanence value decreased. The increase and decrease in the permanence
values will cause synapses to connect and disconnect to segments of the input
space.
For more details about the actual algorithm code and the data structures used, see Ap-
pendix A.
3.3.3 The Temporal Memory
The TM main aim is to learn the transitions of the SDRs generated by the SP and predict
future sequences. When a neuron or a cell becomes active, it forms lateral connections
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with the cells that were active in the prior time step. In the future when these cells
will be active, the cell that formed the lateral connections will be in predictive state.
This process is the essence of learning the transitions in the TM. Figure 3.15 shows two
formed lateral segment connections. Similar to what was done in the SP in terms of
increasing and decreasing the permanence of these connections, the TM will increase
the permanence of correctly predicted sequences and punish the wrong prediction by
decreasing their permanence values. Therefore, the whole HTM system is a memory
system that learns about the world and encodes this knowledge in the cells states. There
is no storage unit that records the information the HTM learned about the world. Since
this knowledge is distributed across many cells, the HTM system is robust to noise and
there is no issue when a cell or several cells fail.
FIGURE 3.15: Two formed segments in the TM.
In Hawkins et al. (2016), there is an example that shows the importance of having sparse
inputs and how the TM exploits the SDRs properties to reduce the memory footprint.
The examples assume an HTM system with 10,000 cells out of which 200 are active at
any given time. One might assume that for the TM to recognise an input, it needs to
match all 200 active cells with what it knows. This is not the case, in fact, as little as 20
active bits are needed to recognise the input with very low probability of false positives.
Therefore, the TM only needs a subset of these active bits, a process known in HTM
literature as ‘sub-sampling’. More on the SDRs properties are presented in Chapter 5.
Here is a high level description of the steps the TM algorithm does:
1. Receive the active mini-columns generated by the SP. For every mini-column, check
if there are any cells in a predictive state and activate them. If no predictive cells
are present in a mini-column, activate all the cells in this mini-columns.
2. For all the cells in the region, go through their dendrite segments and count the
connected synapses of active cells. If their number passes a threshold, make this
segment as an active segment. All the cells that have active dendrite segments are
put into a predictive state. All the cells that have no active dendrites and are not
active due to feed-forward input stay inactive.
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3. Update the permanence values for any dendrite segment that became active. For
all synapses in this dendrite segment, increase the permanence of the synapses
connected to active cells and decrease the permanence of synapses connected (or
potentially connected) to inactive cells. The list of permanence updates are put on
hold and marked temporary until the next step is performed.
4. When a cell become active because of feed-forward input, all the potential synapses
in this cell are searched and any temporary marks are removed. Therefore, the
permanence updates are only applied when the prediction is correctly realised.
5. When a cell switches from being active to inactive, discard all the permanence
updates for this cell because the prediction is wrong.
For more details about the actual algorithm code and the data structures used, see Ap-
pendix A.
3.4 HTM Implementations
The HTM theory inspired many projects and has many implementations currently avail-
able in the literature. In this Section, these projects will be presented and the results of
some of these implementations performing anomaly detection on a dataset are reported.
The reference and state-of-the-art implementation for the HTM theory is Numenta Plat-
form for Intelligent Computing (NuPIC). This implementation has the most active de-
velopment and commercial products have been built on top of the code base. Here is a
list of some products that are based on NuPIC:
• HTM for stocks: Detects anomalies in stock market.
• Grok: Detects anomalies in servers and applications.
• Rogue behaviour detection: Detects abnormal behaviour of individuals in a com-
pany such as accessing an unauthorised file or abnormal downloading activities.
• Geo-spacial tracking: Detects anomalies in geo-spacial data.
NuPIC is written in Python and C++ but there are projects developed by the community
for other programming languages, such as htm.java1 which is written in Java. Clortex is
an implementation of HTM written in Clojure2.
1https://github.com/numenta/htm.java
2https://github.com/htm-community/clortex
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Comportex3 is another implementation of the HTM theory written in Clojure. Com-
portex is not a re-write in another language implementation. It is an experimental
implementation different from NuPIC.
Table 3.1 shows a comparison between NuPIC, htm.java and Comportex at anomaly
detection using Numenta Anomaly Benchemark (NAB) framework (see Section 6.2.3.1
for more details). NAB has several real-world datasets with annotated anomalies and
synthetic datasets as well (Lavin & Ahmad, 2015).
TABLE 3.1: HTM implementations anomaly detection score using NAB.
Implementation Standard Profile Reward Low FP Reward Low FN
NuPIC 70.1% 63.1% 74.3%
HTM Java4 65.5% 53.2% 70.4%
Comportex5 64.6% 58.8% 69.6%
At the time of writing, NuPIC is considered the state-of-the-art of the HTM implementa-
tions. It is under an active development by researchers and members of the community.
3.5 Summary
In this Chapter, the current Neuroscience understanding of how parts of the neocortex
works was presented. The HTM theory based on these evidences builds an overarching
theory that proposes the existence of a common algorithm performed across all regions
of the brain, as opposed to having an algorithm specific for each region of the brain.
The CLA is proposed as a common algorithm that describes how the brain learns from its
inputs. The HTM theory proposes a different and more realistic neuron model compared
to the point neurons that are usually used in ANNs. The point neurons only model
the feed-forward input as varying weights guided by the fact that feed-forward input
coming from proximal dendrites has the largest effect on real neurons. However, the
real neurons only have 10% of their dendrites located at the proximal zone. The other
90% of the dendritic connections are formed laterally to neighbouring neuron across
the region. The HTM theory proposes that these 90% distal dendrites are playing an
important role in performing predictions.
The CLA is under active development and research and currently implements only parts
of the HTM theory principals. The SP and the TM are the two main components of this
3https://github.com/htm-community/comportex
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algorithm. The SP learns how to group and pool similar inputs and learn their spatial
features. While the TM is responsible of learning the changes or the transitions between
these inputs.
There are several actual code implementations available for the CLA and the HTM theory
in the literature. A review of these projects was presented in the context of anomaly
detection. These projects were tested on NAB datasets and their scores were presented.
As shown earlier, NuPIC is considered the state-of-the-art implementation of the HTM
theory, hence it will be used and adopted for this study.
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OpenSHS
4.1 Introduction
With the recent rise of the IoT, analysing data captured from smart homes is gaining
more research interest. Moreover, developing intelligent Machine Learning techniques
that are able to provide services to the smart home inhabitants are becoming popular
research areas.
Intelligent services, such as classification and recognition of Activities of Daily Living
(ADL) and anomaly detection in elderly daily behaviour, require the existence of good
datasets that enable testing and validation of the results (Buchmayr et al., 2011; Rod-
ner & Litz, 2013; Youngblood et al., 2005; Helal et al., 2011). The medical field also
recognised the importance of analysing ADLs and how these techniques are effective
at detecting medical conditions for the patients (Tapia et al., 2004). These research
projects require either real or synthetic datasets that are representative of the scenar-
ios captured from a smart home. However, the cost to build real smart homes and the
collection of datasets for such scenarios is expensive and sometimes infeasible to many
projects (Synnott et al., 2015; Helal et al., 2011; Mendez-Vazquez et al., 2009; Lei et al.,
2010; Armac & Retkowitz, 2007). Moreover, several issues face the researchers before
actually building the smart home such as finding the optimal placement of the sensors
(Helal et al., 2010), lack of flexibility (Armac & Retkowitz, 2007; Fu et al., 2011), finding
appropriate participants (Helal et al., 2011; Mendez-Vazquez et al., 2009), and privacy
and ethical issues (Poland et al., 2009).
Even though there exist real smart home datasets (Cook et al., 2003b; Alemdar et al.,
2013; Munguia Tapia, 2003), sometimes they do not meet the needs of the conducted
research project. Such as, the need to add more sensors or to control the type of the
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generated scenarios. Very few of such datasets record the readings of the sensors in real-
time and provide a detailed time-stamped field like the ARAS dataset (Alemdar et al.,
2013). Moreover, preparing a real dataset could be a laborious task, and if not done
with care, it could lead to producing erroneous output.
When building real smart home testbeds, several challenges are facing the preparation
of real datasets. One challenge is having a robust and continuous capturing mechanism
for the sensors’ data. Another challenge is following an appropriate annotation method
for the inhabitants’ activities.
(A) A real testbed. (B) A simulated testbed.
FIGURE 4.1: The workflow of real and simulated smart homes testbeds.
The existence of a dataset simulation tool overcomes the drawbacks/challenges of gen-
erating real datasets. Such tools facilitate fast dataset generation and offer robust meth-
ods to capture the sensors’ data. Additionally, they can offer solutions such as the
ability to pause and fast-forward the simulation to enable more accurate activity an-
notation. When developing Machine Learning models, targeting specific functionalities,
researchers rely on the existence of good representative datasets. A common practice in
Machine Learning is to divide the dataset into two parts, training and testing. The model
creation starts by initialising its parameters and training on a portion of the dataset.
Then, the model will be tested on another part of the same dataset and its results will
be evaluated. The results of the evaluation could reveal the need to redesign the smart
home by adding or removing smart devices or changing the scenarios generated, etc. In
the case of a real smart home, if the results revealed the need to change something, this
is usually a costly and infeasible choice to make. Therefore, the researcher could only
be able to tweak the model parameters as shown in Figure 4.1a. On the other hand,
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with a simulated smart home, this can be easily done, and the researcher can go back
and modify the smart home design as shown in Figure 4.1b.
The approaches for the smart home simulation tools can be divided to model-based and
interactive approaches. The model-based approaches use statistical models to generate
datasets while the interactive approaches relies on real-time capturing of fine-grained
activities using an avatar controlled by a human/simulated participant. Each approach
has its advantages and disadvantages.
From what was mentioned earlier, it is apparent that the virtual simulation tool should
offer far greater flexibility and lower cost than conducting an actual and physical smart
home simulation (Synnott et al., 2015). The new recent advances in computer graphics,
such as Virtual Reality (VR) technologies can provide immersive and semi-realistic ex-
periences that could come close to the real experience. The simulation tool should also
be open and readily available to both, the researchers and the test subjects.
Although there are some research efforts available in the literature for smart home sim-
ulation tools, they suffer from some limitations. The majority of these tools are not
available in the public domain as an open-source project, or limited to a particular plat-
form. Also, most of the publicly available simulation tools lack the flexibility to add and
customise new sensors or devices.
When generating datasets, the model-based approaches are capable of generating bigger
datasets but the granularity of captured interactions are not as fine as the interactive
approaches. However, the interactive approaches usually take longer time to produce
the datasets as they capture the interactions in real-time.
This research proposes a novel smart home simulation tool called OpenSHS which is a
new hybrid, open-source, cross-platform 3D smart home simulator for dataset genera-
tion. Its significant contribution is that OpenSHS offers an opportunity for researchers
in the field of IoT and Machine Learning to produce and share their smart home datasets
as well as testing, comparing and evaluating their models objectively. Following a hy-
brid approach, OpenSHS combines advantages from both interactive and model-based
approaches. This method reduces the time and efforts required to generate simulated
smart home datasets. OpenSHS includes an extensible library of smart devices that
facilitates the simulation of current and future smart home environments. A replica-
tion algorithm for extending and expanding a dataset was designed. A small sample
dataset produced, by OpenSHS, can be extended without affecting the logical order of
the events. The replication provides a solution for generating large representative smart
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home datasets. Moreover, OpenSHS offers a feature to shortening and extending the du-
ration of the generated activities. In this Chapter, the architecture and implementation
of OpenSHS is presented
The rest of this Chapter is structured as follows: the following Section reviews existing
real smart home testbeds and simulation tools, this Section is concluded by analysing
existing smart home simulation tools and comparing them with our proposed tool, Open-
SHS. Section 4.3 presents the architecture of OpenSHS and its implementation. Section
4.4 presents two usability studies for using OpenSHS by researchers and participants.
Followed by the conclusion of this Chapter.
4.2 Related Work
The literature is rich with efforts that focus on generating datasets for smart home ap-
plications. These efforts can be classified into two main categories, datasets generated
either from real smart homes testbeds or using smart home simulation tools.
4.2.1 Real Smart Home Testbeds
One of the recent projects for building real smart homes for research purposes was
the work carried out by the Centre for Advanced Studies in Adaptive Systems (CASAS)
(Cook et al., 2013) where they created a toolkit called ‘smart home in a box’ which is
easily installed in a home to make it able to provide smart services. The components
of the toolkit are small and can fit in a single box. The toolkit has been installed in
32 homes to capture the participants’ interactions. The datasets are publicly available
online (CASAS, 2009).
The TigerPlace (Skubic et al., 2009) project is an effort to tackle the growing ageing
population. Using passive sensor networks implemented in 17 flats within an elder care
establishment. The sensors include motion sensors, proximity sensors, pressure sensors
and other types. The data collection took more than two years for some testbeds.
SmartLab (Nugent et al., 2009) is a smart laboratory devised to conduct experiments in
smart living environments to assess the development of independent living technologies.
The laboratory has many types of sensors such as pressure, passive infrared (PIR), and
contact sensors. The participants’ interactions with SmartLab are captured in an XML-
based schema called homeML (McDonald et al., 2013).
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The Ubiquitous Home (Yamazaki, 2007) is a smart home that was built to study context-
aware services by providing cameras, microphones, pressure sensors, accelerometers,
and other sensor technologies. The home consists of several rooms equipped with dif-
ferent sensors. To provide contextual services to each resident, the Ubiquitous home
recognises the resident by providing Radio-Frequency Identification (RFID) tags and by
utilising the installed cameras.
PlaceLab (Intille et al., 2006) is a 1000 sq.ft. smart flats that has several rooms. The flats
has many sensors distributed throughout each room, such as electrical current sensors,
humidity sensors, light sensors, water flow sensors, etc. Volunteering participant can
live in PlaceLab to generate a dataset of their interaction and behaviour. The project
produced several datasets for different scenarios (PlaceLab, 2005).
HomeLab (De Ruyter et al., 2005) is a smart home equipped with 34 cameras distributed
around several rooms. The project has an observation room that allows the researcher
to observe and monitor the conducted experiments. HomeLab aims to provide datasets
to study human behaviour in smart environments and investigate technology acceptance
and usability.
The GatorTech smart home (Helal et al., 2005) is a programmable and customisable
smart home that focuses on studying the ability of pervasive computing systems to
evolve and adapt to future advances in sensors technology.
4.2.2 Smart Home Simulation Tools
Smart home simulation tools can be categorised into two main approaches, according
to Synnott et al. (2015), model-based and interactive approaches.
4.2.2.1 Model-Based Approach
This approach uses pre-defined models of activities to generate synthetic data. These
models specify the order of events, the probability of their occurrence, and the dura-
tion of each activity. This approach facilitates the generation of large datasets in a short
period. However, the downside of this approach is that it cannot capture intricate inter-
actions or unexpected accidents that are common in real homes. An example of such
approach is the work done by Mendez-Vazquez et al. (2009).
PerSim 3D (Lee et al., 2015) is a tool to simulate and model user activities in smart
spaces. The aim of this tool is to generate realistic datasets for complex scenarios of the
inhabitant’s activities. The tool provides a Graphical User Interface (GUI) for visualising
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the activities in 3D. The researcher can define contexts and set ranges of acceptable
values for the sensors in the smart home. However, the tool is not available freely in the
public domain.
SIMACT (Bouchard et al., 2010) is a 3D smart home simulator designed for activity
recognition. SIMACT has many pre-recorded scenarios that were captured from clini-
cal experiments, which can be used to generate datasets for the recognition of ADLs.
SIMACT is a 3D open-source and cross-platform project developed with Java and uses
Java Monkey Engine (JME) (JME, 2003) as its 3D engine.
DiaSim (Jouve et al., 2009) is a simulator developed using Java for pervasive computing
systems that can deal with heterogeneous smart home devices. It has a scenario editor
that allows the researcher to build the virtual environment to simulate a certain scenario.
The Context-Aware Simulation System (CASS) (Park et al., 2007) is another tool that
aims at generating context information and test context-awareness applications in a
virtual smart home. CASS allows the researcher to set rules for different contexts. A rule
can be, for example, turn the air conditioner on if a room reaches a specific temperature.
The tool can detect conflicts between the rules of the pre-defined contextual scenarios
and determine the best positioning of the sensors. CASS provides a 2D visualisation GUI
for the virtual smart home.
The Context-Awareness Simulation Toolkit (CAST) (Kim et al., 2006) is a simulation tool
designed to test context-awareness applications and provides visualisations of different
contexts. The tool generates context information from the users in a virtual smart home.
CAST was developed with the proprietary technology Adobe Flash and is not available
in the public domain.
4.2.2.2 Interactive Approach
Contrary to the previous approach, the interactive approach can capture more inter-
esting interactions and fine details. This approach relies on having an avatar that can
be controlled by a researcher, human participant or simulated participant. The avatar
moves and interacts with the virtual environment which has virtual sensors and/or ac-
tuators. The interactions could be done passively or actively. One example of passive
interactions is having a virtual pressure sensor installed on the floor and when the avatar
walks on it, the sensor should detect this and emit a signal. Active interactions involve
actions such as opening a door or turning the light on or off. The disadvantage of this ap-
proach, however, is that it is a time-consuming approach to generate sufficient datasets
as all interactions must be captured in real-time.
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Park et al. (2015) presented a virtual space simulator that can generate inhabitants data
for classifications problems. In order to model inhabitant’s activities in 3D, The simulator
was built using Unity3D (2005).
The intelligent environment simulation (IE Sim) (Synnott et al., 2014) is a tool used to
generate simulated datasets that capture normal and abnormal ADLs of inhabitants. It
allows the researcher to design smart homes by providing a 2D graphical top-view of
the floor plan. The researcher can add different types of sensors such as temperature
sensors, pressure sensors, etc. Then, using an avatar, the simulation can be conducted to
capture ADLs. The format of the generated dataset is homeML (McDonald et al., 2013).
To the knowledge of the author, IE Sim is not available in the public domain.
Ariani et al. (2013) developed a smart home simulation tool that uses ambient sensors
to capture the interactions of the inhabitants. The tool has a map editor that allows the
researcher to design a floor plan for a smart home by drawing shapes on a 2D canvas.
Then, the researcher can add ambient sensors to the virtual home. The tool can simulate
binary motion detectors and binary pressure sensors. To simulate the activities and in-
teractions in the smart home, they used the A* pathfinding algorithm (Hart et al., 1968),
to simulate the movement of the inhabitants. During the simulation, all interactions are
sampled at 5 Hz and stored into an XML file.
UbiREAL (Nishikawa et al., 2006) is a Java-based simulation tool that allows the devel-
opment of ubiquitous applications in a 3D virtual smart space. It allows the researcher to
simulate the operations and communications of the smart devices at the network level.
V-PlaceSims (Lertlakkhanakul et al., 2008) is a simulation tool that allows a smart home
designer to design a smart home from a floor plan. Then, allows multiple users to
interact with this environment through a web interface. The focus of this tool is the
improvement of the designs and management of the smart home.
In addition to the outlined above simulation tools, there are other commercial simulation
tools targeting the industry such as FlexSim (FlexSim Software Products, Inc., 1993),
Simio (LLC, 2006) and Arena (Automation, 2000).
Generally, the model-based approach allows the researcher to generate large datasets
in short simulation time but sacrifices the granularity of capturing realistic interactions.
On the other hand, the interactive approach captures these realistic interactions but
sacrifices the short and quick simulation time and therefore, the generated datasets are
usually smaller than the ones generated by model-based approach.
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4.2.3 Analysis
Synnott et al. (2015) identified several challenges that face the smart home simulation
research. One of the key challenges is that many of the available simulation tools (Fu
et al., 2011; Stahl & Schwartz, 2010; Lertlakkhanakul et al., 2008; Armac & Retkowitz,
2007; Park et al., 2007; O’Neill et al., 2005; Nishikawa et al., 2006; Barton & Vija-
yaraghavan, 2002) focus on testing applications that provide context-awareness and
visualisation rather than focusing on generating representative datasets. Few of the
available tools do focus on generating datasets (Buchmayr et al., 2011; McGlinn et al.,
2010; Poland et al., 2009; Krzyska, 2006). Another key challenge is to have the flexibil-
ity and scalability to add new/customised types of smart devices, change their generated
output(s), change their positions within the smart home, etc. The multiple inhabitants’
support is also one of the limitations facing the currently available tools as this feature
is known to be difficult to implement (Synnott et al., 2015).
The review of available smart home simulation tools reveals that the majority of the
reported work lacks the openness and availability of the software implementation, which
hinders their benefit to the wider research community. Moreover, less than half of the
reviewed tools (10 out of 23) do not support multiple operating systems which can be
an issue when working with research teams and/or test subjects. Table 4.1 shows the
analysis and comparison of the proposed tool, OpenSHS, with the existing simulation
tools. SIMACT (Bouchard et al., 2010) and UbiWise (Barton & Vijayaraghavan, 2002)
were the only open-source and cross-platform simulation tools available, however, the
data generation approach used in that tool is based on a pre-defined script that the
researcher plays back within the 3D simulation view.
Apart from the work by Lundstro¨m et al. (2015), this analysis shows that none of the
reviewed simulation tools follows a hybrid approach i.e. a tool that combines the ability
of model-based tools to generate large datasets in a reasonable time while keeping the
fine-grained interactions that are exhibited by the interactive tools.
This review shows that fewer simulation tools focus on generating datasets while the
majority of the reviewed tools focus on visualisation and context-awareness applications.
Supporting the simulation of multiple inhabitants is a tricky task especially for the tools
that focus on generating datasets. Most of these tools have an avatar controlled by a
single participant at a given time. To allow multiple participants to conduct a simulation
at the same time is one of the identified challenges.
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TABLE 4.1: Analysis of smart home simulation tools.
Tool/Author(s) Date Open-source 3D Cross-platform Approach Focus Multi-inhabitants Fast-forwarding
OpenSHS 2017 Yes Yes Yes Hybrid Dataset generation Partially Yes
Park et al. (2015) 2015 No Yes Yes Interactive Visualisation No Yes
PerSim 3D (Lee et al., 2015) 2015 No Yes Yes Model-based Dataset generation No Not applicable
IE Sim extended (Lundstro¨m et al., 2015) 2015 No No No Hybrid Dataset generation No Yes
IE Sim (Synnott et al., 2014) 2014 No No No Interactive Dataset generation No No
Korma´nyos & Pataki (2013) 2013 No No No Model-based Visualisation No Not applicable
Ariani et al. (2013) 2013 No No No Interactive Dataset generation Yes No
Fu et al. (2011) 2011 No No Yes Interactive Visualisation Yes No
Jahromi et al. (2011) 2011 No No No Model-based Visualisation No Not applicable
Buchmayr et al. (2011) 2011 No No No Interactive Dataset generation No No
SimCon (McGlinn et al., 2010) 2010 No Yes Yes Interactive Dataset generation No No
YAMAMOTO (Stahl & Schwartz, 2010) 2010 No Yes Not reported Interactive Visualisation No No
SIMACT (Bouchard et al., 2010) 2010 Yes Yes Yes Model-based Visualisation No Not applicable
Poland et al. (2009) 2009 No Yes Yes Interactive Dataset generation No No
ISS (Van Nguyen et al., 2009) 2009 No No No Interactive Visualisation Yes No
DiaSim (Jouve et al., 2009) 2009 No No Yes Model-based Visualisation No Not applicable
V-PlaceSims (Lertlakkhanakul et al., 2008) 2008 No Yes No Interactive Visualisation Yes No
Armac & Retkowitz (2007) 2007 Not reported No Not reported Interactive Visualisation Yes No
CASS (Park et al., 2007) 2007 No No No Model-based Visualisation Yes Not applicable
Krzyska (2006) 2006 No No Yes Interactive Dataset generation Yes No
CAST (Kim et al., 2006) 2006 No No No Model-based Visualisation No Not applicable
UbiREAL (Nishikawa et al., 2006) 2006 No No Yes Interactive Visualisation Yes No
TATUS (O’Neill et al., 2005) 2005 No Yes Not reported Interactive Visualisation Yes No
UbiWise (Barton & Vijayaraghavan, 2002) 2002 Yes Yes Yes Interactive Visualisation Yes No
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When comparing OpenSHS against the available simulation tools reviewed in Table 4.1,
unlike the majority of such tools, OpenSHS is based on Blender and Python which are
open-source and cross-platform solutions, this offers the following benefits:
• Improves the quality of the state-of-the-art datasets by allowing the scientific com-
munity to openly converge on standard datasets for different domains,
• Allows easier collaborations between research teams from around the globe,
• Facilitates developments and lower entry barriers,
• Facilitates the objective evaluations and assessments.
OpenSHS allows the simulations to be conducted in 3D from a first-person perspective.
The only open-source tools identified in the literature were SIMACT (Bouchard et al.,
2010) and (Barton & Vijayaraghavan, 2002). However, both of these tools are not focus-
ing on generating datasets. SIMACT does not allow the participant to create specialised
simulations. Instead, it relies on pre-recorded data captured from clinical trials.
IE Sim (Synnott et al., 2014) was extended to use a probabilistic model (Poisson distri-
bution) to augment the interactively recorded data by IE Sim. Therefore, the extended
version of IE Sim uses a hybrid approach. However, IE Sim is a 2D simulator which
takes part of the realism out of the simulation. This might be a problem when 3D mo-
tion data is important to the researcher, for example in anomaly detection algorithms,
as identified by Lundstro¨m et al. (2015).
The fast-forwarding feature makes the simulation less cumbersome especially when the
simulation has long periods of inactivity as in elder care research. This feature is relevant
to interactive and hybrid approaches. OpenSHS’s fast-forwarding mechanism stream-
lines the performance of the simulation and allows the participant to skip in time while
conducting a simulation.
Although, OpenSHS currently supports the simulation of one smart home’s inhabitant,
however multiple inhabitants simulations are partially supported. The current imple-
mentation of this feature does not allow real-time simulation of multiple inhabitants.
Instead, the first inhabitant records his/her activities and then the second inhabitant
can start another simulation. The second inhabitant will be able to see the first inhabi-
tant’s actions played back in the virtual environment.
The approach that OpenSHS uses to generate datasets can be thought of as a middle
ground between the model-based and interactive approaches. The replication mecha-
nism that OpenSHS adapts, allows for a quick dataset generation, similar to the model-
based approaches. Moreover, the replications have richer details as the activities are
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captured in real-time, similar to the interactive approaches. Overall, the advantages of
OpenSHS can be summarised as follows:
1. Accessibility: The underlying technologies used to develop OpenSHS allowed it to
work on multiple platforms, thus ensuring a better accessibility for the researchers
and the participants alike.
2. Flexibility: OpenSHS gives the researchers the flexibility to simulate different
scenarios according to their needs, by adding and/or removing sensors and smart
devices. OpenSHS can be easily modified and customised in terms of positioning
and changing the behaviour of the smart devices in the virtual smart home to meet
the needs of a research project.
3. Interactivity: Capturing the interactions between the participant and the smart
home in OpenSHS was done in a real-time fashion which facilitates the generation
of richer datasets.
4. Scalability: The proposed simulation tool is scalable and easily extensible to add
new types of smart devices and sensors. OpenSHS has a library of smart devices
that can be developed and updated as new types of smart devices become avail-
able.
5. Reproducibility: By being an open-source project, OpenSHS does have the advan-
tage of facilitating reproducibility and allowing research teams to produce datasets
to validate other research activities.
4.3 OpenSHS Architecture and Implementation
This thesis proposes a new hybrid, open-source, and cross-platform 3D smart home
simulation tool for dataset generation, OpenSHS (Alshammari et al., 2017a), which is
downloadable from http://www.openshs.org under the GPLv2 licence (GNU, 1991).
OpenSHS tries to provide a solution to the issues and challenges identified by Synnott
et al. (2015). OpenSHS follows a hybrid approach, to generate datasets, combining the
advantages of both model-based and interactive approaches. This Section presents the
architecture of OpenSHS and the technical details of its implementation, which is based
on Blender (1995) and Python. In this Section, two entities will be referred to, the
researcher and the participant. The researcher is responsible for most of the work with
OpenSHS. The participant is any person volunteering to simulate their activities.
Working with OpenSHS can be divided into three main phases: design phase, simulation
phase, and aggregation phase. The following subsections will describe each phase.
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4.3.1 Design Phase
In this phase, as shown in Figure 4.2, the researcher builds the virtual environment,
imports the smart devices, assign activities’ labels and design the contexts.
4.3.1.1 Designing Floor Plan
The researcher designs the 3D floor plan by using Blender which allows the researcher to
easily model the house architecture and control different aspects such as the dimensions
and the square footage. In this step, the number of rooms and the overall architecture
of the home is defined according to the requirements of the experiment.
4.3.1.2 Importing Smart Devices
After the design of the floor plan, the smart devices can be imported into the smart home
from the smart devices’ library, offered by OpenSHS. The current version of OpenSHS
includes the following list of active and passive devices/sensors:
• Pressure sensors (e.g. activated carpet, bed, couch, etc.),
• Door sensors,
• Lock devices,
• Appliance switches (TV, oven, fridge, etc.),
• Light controllers.
The Smart devices’ library is designed to be a repository of different types of smart
devices and sensors. This list is extensible as it is programmed with Python. Moreover,
the researcher can build a customised sensor/device.
4.3.1.3 Assigning Activity Labels
OpenSHS enables the researcher to define an unlimited number of activities’ labels.
The researcher decides how many labels are needed according to their experiment’s
requirements. Figure 4.4 shows a prototype where the researcher identified five labels.
Namely, ‘sleep’, ‘eat’, ‘personal’, ‘work’ and ‘other’. This list of activity labels represents
a sample of activities, which the researchers can tailor it to their needs.
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4.3.1.4 Designing Contexts
After designing the smart home model, the researcher designs the contexts to be sim-
ulated. The contexts are specific time frames that the researcher is interested to simu-
late e.g. morning, afternoon, evening contexts. For instance, if the researcher aims to
simulate the activities that a participant performs when he/she comes back from work
during a weekday; then the researcher will design a context for that period. Finally, the
researcher specifies the initial states of the devices for each context.
FIGURE 4.2: The design phase.
4.3.2 Simulation Phase
Figure 4.3 shows the overall architecture of the simulation phase. The researcher starts
the tool from the OpenSHS interface module which allows the researcher to specify
which context to simulate. Each context has a default starting date and time and the
researcher can adjust the date and time if he/she wants. Every context has a default
state for the sensors the 3D position of the avatar. Then, the participant starts simulating
his/her ADLs in that context. During the simulation time, the sensors’ outputs and the
state of different devices are captured and stored in a temporary dataset. OpenSHS
adapts a sampling rate of one second by default, which the researcher can re-configure
as required. Once the participant finishes a simulation, the application control is sent
back to the main module to start the simulation of another context.
The simulation phase aims to capture the granularity of the participants’ realistic inter-
actions. However, capturing these fine-grained activities in extended periods of time
adds a burden on the participant(s) and sometimes becomes infeasible. OpenSHS offers
a solution that mitigates this issue by adapting a fast-forwarding mechanism.
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FIGURE 4.3: The simulation phase.
4.3.2.1 Fast-Forwarding
OpenSHS allows the participant to control the time span of a certain activity, fast-
forwarding. For example, if the participant wants to watch the TV for a period and
does not want to perform the whole activity in real-time (since there are no changes in
the readings of the home’s sensors), the participant can initiate that activity and spawn
a dialogue to specify how long this activity lasts. This feature allows the simulation pro-
cess to be quick and streamlined. The tool will simply copy and repeat the existing state
of all sensors and devices during the specified time period. Figure Figure 4.4 shows the
activity fast-forwarding dialogue during a simulation.
FIGURE 4.4: The activity selection and fast-forwarding dialogue.
4.3.2.2 Activities Labelling
The researcher is responsible for familiarising the participant with the available activity
labels to choose from. During a simulation and before transitioning from one activity to
another, the participant will spawn the activity dialogue shown in Figure 4.4 to choose
the new activity from the available list. To ensure a clean transition from one activity
to another, OpenSHS will not commit the new label at the exact moment of choosing.
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Instead, the new label will be committed when a sensor changes its state. For example,
in Figure 4.6 the transition from the first activity (sleep) to the second (personal) is
committed to the dataset when the sensor bedroomLight changes its state even though
the participant did change the label a couple of seconds earlier.
4.3.3 Aggregation Phase
After performing the simulation by the participants, the researcher can aggregate the
participants’ generated sample activities i.e. events, in order to produce the final dataset.
The results of the simulation phase forms a pool of sample activities for each context.
The aggregation phase aims to provide a solution for the generation of large datasets in
short simulation time. Hence, this work develops an algorithm that replicates the output
of the simulation phase by drawing appropriate samples for each designated context.
This feature encapsulates model-based approach advantage with the interactive ap-
proach adapted by the simulation phase, which allows OpenSHS to combine the benefits
of both approaches, a hybrid approach.
FIGURE 4.5: The aggregation phase.
4.3.3.1 Events Replication
It was evident from the beginning of the development of this simulation tool that it
is not feasible for a participant to sit down and simulate his/her ADLs for a whole day.
Moreover, capturing the interactions between the inhabitant and the smart home in real-
time was needed. At the same time, the process should be less tedious and streamlined
as much as possible. These requirements brought up the concept of real-time context
simulations. Instead of having the user simulating his/her ADLs for extended periods
of time, the user simulates only a particular context in real-time. For example, let us
assume the researcher is interested in an ‘early morning’ context and wants to capture
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the activities that the inhabitant is doing in this time frame, such as, what is usually done
in the weekdays compared to the weekends in the same context (The ‘early morning’
context). The user will only perform sample simulations of different events in real-time.
The more the number of samples simulated, the richer the generated dataset will be.
To gain more insight of how OpenSHS works, a virtual smart home environment con-
sisting of a bedroom, a living room, a bathroom, a kitchen, and an office was built. Each
room is equipped with several sensors totalling twenty-nine sensors of different types.
The sensors are binary, and they are either on or off at any given time step.
The result of performing a context simulation can be illustrated by Figure 4.6. The
sample consists of three activity labels, namely ‘sleep’, ‘personal’, and ‘other’. Each
activity label corresponds to a set of sensors’ readings. The sensors’ readings in the
previous figure are readings of binary sensors and the small circles correspond to an
‘ON-state’ of that sensor.
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FIGURE 4.6: Twenty-nine binary sensors’ output and the corresponding activity labels.
TABLE 4.2: A set of recorded samples for a particular context.
SAMPLE 1 sleep personal work eat other
SAMPLE 2 sleep personal other
SAMPLE 3 sleep personal other
SAMPLE 4 sleep eat personal other
SAMPLE 5 sleep eat personal other
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It is not realistic to aggregate the final dataset by trivially duplicating the contexts sam-
ples. This will create exact duplicates of the samples. There is a need for an algorithm
that can replicate the recorded samples to generate a larger dataset. A replication algo-
rithm for extending and expanding the recorded samples was designed. A small number
of simulated events can be extended without affecting their logical order.
To explain the replication algorithm, it is best illustrated by an example. Table 4.2 shows
a set of five samples with their activity labels for a certain context. The first sample has
five activities and the second sample has three activities and so on. When the researcher
aggregates the final dataset, the samples of every context are grouped by the number of
activities in each sample. So for the previous example, sample 1 will be in one group,
sample 2 and 3 will be in a second group, and sample 4 and 5 will be in a third group.
Then, a random group will be chosen and from that group, a sample will be drawn for
each activity. For example, let us take the second group which contains sample 2 and
3. The number of activities in this group is three. So, for the first activity, the algorithm
will either pick the ‘sleep’ activity from sample 2 or the ‘sleep’ activity from sample 3.
The same procedure will be done for the second and third activities. The output will
resemble what is shown in Table 4.3.
TABLE 4.3: Ten replicated copies based on the samples from Table 4.2.
i Activity 1 Activity 2 Activity 3 Activity 4 Activity 5
1. sample 1 sleep sample 1 personal sample 1 work sample 1 eat sample 1 other
2. sample 4 sleep sample 5 eat sample 5 personal sample 4 other
3. sample 3 sleep sample 3 personal sample 2 other
4. sample 3 sleep sample 3 personal sample 2 other
5. sample 5 sleep sample 4 eat sample 5 personal sample 5 other
6. sample 1 sleep sample 1 personal sample 1 work sample 1 eat sample 1 other
7. sample 2 sleep sample 2 personal sample 2 other
8. sample 5 sleep sample 5 eat sample 5 personal sample 5 other
9. sample 4 sleep sample 4 eat sample 4 personal sample 5 other
10. sample 2 sleep sample 2 personal sample 2 other
The context samples shown in Table 4.2 will produce 25 unique replicated copies. In
general, the number of unique replicated copies for a single context can be calculated
by the Equation (4.1). Let G denotes the number of the groups of unique length of
activities, and let Sg denotes the number of samples for the group g, and let A denotes
the number of activities within a sample Sg. The total number of unique replicated
copies R is:
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R =
G∑
g=1
SAg (4.1)
OpenSHS can modify the original duration of a performed activity by shortening and/or
expanding it. To preserve the structure of a certain activity, the algorithm looks for
the longest steady and unchanged sequence of readings. Then, the proposed algorithm
randomly chooses a new duration for this sequence. The new modified sequence length
can vary between 5% of the original sequence length, up to its full length. The researcher
can use this feature by passing the variable-activities option to the aggregation
parameters as will be shown next.
The researcher can configure a number of parameters to control the generated output
such as:
• days: the number of days to be generated,
• start-date: specifies the starting date for the dataset,
• time-margin: the variability of the starting time for the replicated events. For
example, assuming a sample that was recorded at 7:30 am and the time margin
specified to be 10 minutes. The replicated sample could start anytime from 7:25
am up to 7:35 am,
• variable-activities: make the duration for each activity variable.
4.3.3.2 Dataset Generation
After running the aggregation algorithm, the researcher can combine all the scenarios,
generated by different participants, into one final comma separated values (CSV) dataset
output. Table 4.4 shows a sample generated dataset.
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TABLE 4.4: A sample of the final dataset output.
timestamp bedTableLamp bed bathroomLight bathroomDoor . . . Activity
2016-04-01 08:00:00 0 1 0 0 . . . sleep
2016-04-01 08:00:01 0 1 0 0 . . . sleep
2016-04-01 08:00:02 0 1 0 0 . . . sleep
2016-04-01 08:00:03 0 1 0 0 . . . sleep
2016-04-01 08:00:04 1 1 0 0 . . . sleep
2016-04-01 08:00:05 1 0 0 0 . . . sleep
2016-04-01 08:00:06 1 0 0 1 . . . personal
2016-04-01 08:00:07 1 0 0 1 . . . personal
2016-04-01 08:00:08 1 0 1 1 . . . personal
2016-04-01 08:00:09 1 0 1 1 . . . personal
2016-04-01 08:00:10 1 0 1 1 . . . personal
...
...
...
...
...
...
The time-margin parameter does add a level of sophistication to the timing of the
recorded activities. This is useful for applications that rely heavily on the time dimension
of activities, for example, in anomaly detection research.
4.3.4 Implementation
OpenSHS implementation relies on Blender and its game engine. Blender’s game engine
is programmable by Python.
4.3.4.1 Blender
Blender was chosen to build the majority of the simulation tool and to act as an infras-
tructure for OpenSHS. The reasons for this choice can be summarised as:
• Open-source: Blender is an open-source 3D modelling and animation software
and an actively developed project by the open-source community. It allows the
user to create 3D models and visual effects. The Game Engine component of
Blender allows the user to build complex 3D interactive games and script them
with Python which is an important feature for OpenSHS.
• Cross-platform: Blender is available for the three major operating systems. Namely,
GNU/Linux, Microsoft Windows, and Apple macOS. Blender uses OpenGL (1992)
for its Game Engine which is also, a cross-platform 3D technology available for the
major operating systems.
98
Chapter 4 OpenSHS 4.4. OpenSHS Usability
• The Blender Game Engine: Blender’s Game Engine allowed us to add the interac-
tivity to the simulations. The physics engine facilitates the simulation of different
types of real sensors and devices. For example, blender has a ‘Near’ sensor which
will only be activated when the 3D avatar controlled by the user is physically near
other objects in the scene. Therefore, such sensor could be used to simulate a
proximity sensor easily.
4.3.4.2 Python
The interaction with the simulation tool is done by controlling a 3D avatar that navigates
the smart home space through a first-person perspective similar to most first-person
games. Figure 4.7 shows the 3D avatar navigating the living room. Since Blender’s
Game Engine uses Python as a programming language, all the logic and interactions
between the avatar and the virtual environment was developed with it. Moreover, all of
OpenSHS modules are programmed by Python.
FIGURE 4.7: Navigating the smart home space through the first-person perspective.
4.4 OpenSHS Usability
Measuring the usability of a software tool is a challenging and tricky task since it involves
subjective qualities and depends on the context used. Brooke et al. (1996) defines it
as “The general quality of the appropriateness to a purpose of any particular artefact”.
He developed the widely used System Usability Scale (SUS) which is a questionnaire
consisting of ten questions that measure various aspects of the usability of a system.
The score of SUS ranges from 0 to 100.
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To assess OpenSHS usability, a usability study using SUS was conducted. Our sample
consists of graduate students and researchers interested in smart home research. Multi-
ple sessions were carried out and each session started by introducing OpenSHS and then
by presenting its functionalities. After that, any questions the participants had in mind
were answered. Afterwards, the participants were allowed to use OpenSHS and explore
its features. Finally, the participants were asked to answer few questions, such as how
frequently do they use their computer on daily basis and whether they play first-person
3D video games or not. Then, the participants were asked to fill the SUS questionnaire.
Two usability studies were carried out. One form the perspective of the researchers
and the other from the perspective of the participants using OpenSHS. The researchers’
group were asked to evaluate OpenSHS usability throughout the three phases (design,
simulation, aggregation). The participants group were only requested to evaluate the
simulation phase.
For the researchers’ group, data from 14 researchers were collected, 85.7% were male,
and 14.3% female. The average age of the researchers was 36 (minage = 31,maxage =
43). All the researchers reported that they do use their computers on a daily basis and
93% of them did play 3D first-person games. The aspects that the SUS questionnaire
investigates can be summarised as:
1. Frequent use (FU): I think that I would like to use this system frequently.
2. System complexity (SC): I found the system unnecessarily complex.
3. Ease of use (EU): I thought the system was easy to use.
4. Need for support (NS): I think that I would need the support of a technical person
to be able to use this system.
5. System’s functions integration (FI): I found the various functions in this system
were well integrated.
6. System inconsistencies (SI): I thought there was too much inconsistency in this
system.
7. Learning curve (LC): I would imagine that most people would learn to use this
system very quickly.
8. How cumbersome the system is (CU): I found the system very cumbersome to
use.
9. Confidence in the system (CO): I felt very confident using the system.
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10. Need for training before use (NT): I needed to learn a lot of things before I could
get going with this system.
Figure 4.8 shows the results of our SUS questionnaire for the researchers’ group. The
odd-numbered statements contributes positively to the overall score if the participant
agrees with them (Figure 4.8a). On the other hand, the even-numbered statements
contributes negatively if the researcher agrees with them (Figure 4.8b). Calculating the
score of our sample revealed that the average SUS score of OpenSHS is 71.25 out of 100
(scoremin = 40, scoremax = 85).
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FIGURE 4.8: The result of System Usability Scale (SUS) questionnaire for the re-
searchers’ group.
For the participants’ group, 31 participants were asked to answer the SUS question-
naire. 77.5% were male, and 22.5% female and average age of the participants was
27 (minage = 21,maxage = 36). 97% did play first-person games and all of the par-
ticipants reported that they use their computers on daily basis. Figure 4.9 shows the
participants’ group results. The SUS score for this group is 72.66 out of 100 (scoremin =
50, scoremax = 87).
The usability results for both groups are promising but, at the same time, they indicate
that there is room for improvements. Both groups agree that the learning curve (LC)
component of the questionnaire needs improvement. The results also show the need for
support from a technical person to use the system.
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FIGURE 4.9: The result of System Usability Scale (SUS) questionnaire for the partici-
pants group.
4.5 Conclusion
Many smart home research projects require the existence of representative datasets for
their respective applications and research interests and to evaluate and validate their
results. Many simulation tools available in the literature focus on context-awareness
and few tools have set dataset generation as their aim. Moreover, there is a lack of open-
source simulation tools in the public domain. OpenSHS, an open-source, 3D and cross-
platform simulation tool for smart home dataset generation was developed. OpenSHS
has many features that allow the researchers to easily design different scenarios and
produce highly intricate and representative datasets. Our tool offers a library of smart
sensors and devices that can be expanded to include future emerging technologies.
OpenSHS allows the researchers to generate seeds of events rapidly. A replication algo-
rithm that can extend the simulated events to generate multiple unique large datasets
was introduced. Moreover, conducting a simulation with a participant can be done in a
reasonable time and the tools that streamline the process such as fast-forwarding were
provided.
The proposed tool divides the dataset generation process into three distinct phases,
design, simulation and aggregation. In the design phase, the researcher creates the ini-
tial virtual environment by building the home, importing smart devices and creating
contexts. In the simulation phase, the participant uses the virtual home to generate
context-specific events. In the final stage, the researcher applies the replication algo-
rithm to generate the aggregated dataset.
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A usability study using the System Usability Scale (SUS) to assess how usable OpenSHS
was conducted. The results of this study were promising, yet they left room for more
improvements.
One of the identified issues in smart home simulations tools, is having the support for
multiple inhabitants. This is a challenging task both for the simulation tool and for
the participants. Currently, OpenSHS offers partial support for multiple inhabitants. To
increase the realism of the simulations, integrating VR technologies into OpenSHS in
the future is planned. The accessibility for both the researchers and the participants is
an important feature. Hence, a port of the implementation of OpenSHS to run in a web
browser is planned.
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HI-SDR Encoder
5.1 Introduction
All HTM systems have an encoding region that converts the raw input data to an SDR,
the basic data structure of any HTM system. Due to the nature of the input data, whether
numerical, categorical, single-column or multi-columnar, the encoder’s job is to convert
this input in a way that allows the HTM system to learn and recognise the patterns. Hav-
ing good encoders is a crucial requirement for the whole system to perform well. These
play the role of our senses that translate what we see, hear or touch to a representation
that our brains can process.
This Chapter proposes a novel encoder and starts by presenting a formal definition of
SDRs and the mathematical notations used in this work and in the HTM literature in
general. The Chapter presents what makes an encoder produce good SDRs and the
properties which are required for this. The standard NuPIC encoders and a study of
their behaviour will be presented. The issue with the standard NuPIC encoders when
dealing with multi-columnar datasets as seen in the smart home datasets will be ex-
plored. Several experiments will be conducted to highlight these issues and analyse the
encoders’ performance. The Chapter will conclude with the novel Hash Indexed Sparse
Distributed Representation encoder (HI-SDR) that does resolve these issues.
5.2 Sparse Distributed Representations
The SDR is the basic information representation and one of the main building blocks in
any HTM system. This Section presents a mathematical formalisation of the SDRs and
the basic operations that can be performed on them.
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5.2.1 Notations
The notations and definitions used in this Section is based on the work presented by
Ahmad & Hawkins (2015). The following listing is a set of definitions and mathematical
notations that will be used throughout this work:
SDR: is a one-dimensional binary array consisting of mostly zeros and very small per-
centage of ones (active bits). The active bits usually constitute around 2%. The total
number of bits in an SDR is referred to by n. An SDR x has n-length array of binary com-
ponents bi where i is the index of the component in the array. e.g. x = [b0, b1, . . . , bn−1].
The total number of components with the value 1 for the SDR x is denoted by wx. The
variable w was chosen as a shorthand for width. The 1-valued components are referred
to as active bits since they represent a firing/active neuron. Here is an example of an
SDR x with n = 10 and w = 3:
x =
[
0 0 1 1 1 0 0 0 0 0
]
(5.1)
The set of active bits w does not have to be consecutive. In the following sections
different types of SDRs will be presented where the active bits are distributed across the
available space.
Overlap: One of the primitive operations done on SDRs is comparing the similarity
between two SDRs and is referred to this operation as the overlap score. The name
‘overlap’ was chosen because when two SDRs are overlaid on top of each other, the sim-
ilarity between them is determined by the number of active bits that are in the same
location for both SDRs. Thus, the similarity score equals to the number of bits overlap-
ping between any two SDRs. The overlap score can also be expressed as the dot product
of two SDRs, for example, x and y as such:
overlap(x, y) = x · y (5.2)
Match: The notion of having two SDRs matching each other can be realised with the aid
of the previously mentioned ‘overlap’ function. We introduce a variable θ to denote the
threshold which determines if there is a match or not for any two given SDRs. Therefore,
a ‘match’ can be expressed by:
match(x, y) = overlap(x, y) ≥ θ (5.3)
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The variable θ is less than or equal to the active bits for any given SDR (θ ≤ w).
Sparsity: is the ratio of the active bits w to the total number of bits n. This function is
denoted by s. For example, for an SDR x, the sparsity of this SDR will be:
s(x) =
w
n
(5.4)
5.2.2 SDRs Properties
The number of unique SDRs that can be generated under different parameters can be
formalised by:
(
n
w
)
=
n!
w!(n− w)! (5.5)
The numerator of equation 5.5 represents the factorial of the total number of bits
whether being active or inactive. The denominator is the factorial of the number of
active bits multiplied by the number of inactive bits.
To take a simple case, assuming n = 16, w = 1. This results in 16 unique SDRs that can
be used. By increasing w to 2, the capacity will increase to be 120. That is because the
two active bits can be arranged in more unique ways in the available space.
When plugging in the values n = 40, w = 4, the number of unique SDRs that can be
generated will be 91390. This number might seems small when compared against a
dense binary representation such as ASCII coding which will generate 2n unique repre-
sentations. However, practically speaking, HTM encoders usually have n = 2048, w = 40
which gives 2.37× 1084 unique representations (Ahmad & Hawkins, 2015).
To calculate the probability of having two SDRs (x, y) being identical, based on the same
n and w:
P (x = y) =
1(
n
w
) (5.6)
To explore the past two equations with concrete numbers, let us assume n = 1024, w = 2,
this will produce 523776 unique representations and the probability of having two SDRs
being identical will be 0.000001909. The probability will continue to decrease as the
value of w increases to a point where number reaches a global minimum. Past that point
and as w increases, the probability will increase. Therefore, there is an optimal value
where the chance of having two identical SDRs is at its global minimum.
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In the HTM literature there is the idea of overlap set which is a set of SDRs with the
same n and w and matching a certain overlap score. This idea allows us to explore
some mathematical properties of SDRs when doing more complex operations on groups
of SDRs. The number of the members of the overlap set Ω for the SDR x with the
parameters n and w under the condition of having exactly b overlapping bits between
the SDR x and the members of the overlap set is:
|Ωx(n,w, b)| =
(
wx
b
)
×
(
n− wx
w − b
)
(5.7)
This is under the assumptions that b ≤ wx and b ≤ w. The first term in equation 5.7
is the number of subsets of SDR x with b active bits. The second term is the number
of other SDRs with n − wx total bits and w − b active bits. Let us see the simplest case
possible, assuming n = 600, wx = 40, w = 40, b = 40, there is only one SDR that satisfy
these conditions. If a little more relaxed condition n = 600, wx = 40, w = 40, b = 39 was
taken, this will give us 22400 SDRs that fall into this overlap set.
Practically, the HTM system does not require to have exact matches where θ = w. This is
to combat the noise in the input signal. There is a trade off between increasing θ value
and the system tolerance and sensitivity. Increasing θ will increase the system sensitivity
and vice versa. For instance, let us assume an SDR x and a copy of it with 50% noise
x′. If w = 40 and θ = 20, then the system will still consider x and x′ the same input.
However, lowering θ will make the system consider a signal identical to another falsely,
increasing the false positives. (Ahmad & Hawkins, 2015).
To calculate the probability of false positives in an HTM system under certain conditions,
that is, the probability of overlap(x, y) ≥ θ will be:
fpnw(θ) =
∑w
b=θ |Ωx(n,w, b)|(
n
w
) (5.8)
Taking the previous parameters n = 600, wx = 40, w = 40, b = 39, the chance of having
a false positive match is very low (5.17×10−59). Lowering b = 20, the chance is still very
low (8.53× 10−16). Taking it to the lowest θ = 1, the chance of false positive is 18%.
The SDRs, as shown earlier, have good noise robustness. This robustness can be ex-
ploited to achieve a couple of interesting capabilities. Using just a subset of the active
bits when performing a matching operation and reliably know that the match is correct
and not a false positive. To formalise this idea, let us take an SDR x and a sub-sampled
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copy of it x′ with wx′ ≤ wx. To calculate the probability of falsely matching the sub-
sampled SDR x′ with another random SDR y the overlap set of x′ has to be calculated
as follows:
|Ωx′(n,wy, b)| =
(
wx′
b
)
×
(
n− wx′
wy − b
)
(5.9)
The probability of a false positive will be:
fpnwy(θ) =
∑wx′
b=θ |Ωx′(n,wy, b)|(
n
wy
) (5.10)
To plug concrete numbers in the previous equation, assuming n = 1024 for all the
SDRs in this example. The original SDR x has wx = 8, the sub-sampled SDR x′ has
wy = 4, and a random SDR y has wy = 8. So our sub-sampling ratio is 50%. And let us
assume that the condition for a match θ = 2. The probability of a false positive will be
0.000317. When increasing θ = 3, the probability will be 0.00000125. Increasing it to
the maximum allowed value under our assumptions θ = 4 will give us a small chance of
having false positive match (1.54× 10−9).
One of the properties of SDRs is that an SDR can be recognised and identified correctly
from a group of SDRs. Let us assumeX to be a set of uniqueM SDRs,X = x1, x2, . . . , xm
where every SDR in that set is different from all the other SDRs in the same set, that is:
∀x∈X∀y∈X,y/∈xmatch(x, y) = false (5.11)
A random SDR y is said to belong to this set when:
y ∈ X ≡ ∃xi∈Xmatch(xi, y) = true (5.12)
Now, given a noisy SDR xi from the set X, and xi has t bits of noise, under the as-
sumption that t ≤ (w − θ), the probability of falsely recognising it out of all the SDRs in
the set X can be given by the following inequality that gives us an upper bound to this
probability:
fpx(t) ≤
M∑
i=1
fpnwxi
(t) (5.13)
If all the SDRs in the set X are of the same w, the upper bound will simply be:
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fpx(θ) ≤Mfpnw(θ) (5.14)
Assuming a set of 100 SDRs all of them are n = 256, w = 4, θ = 4, The probability of
falsely recognising one SDR in that set with another SDR in the same set is 5.72× 10−7.
In a typical HTM system the parameters are usually in the range of n = 2048, w = 40, θ =
30, which gives a probability of a false positive = 1.03× 10−47.
Therefore, a set of SDRs can be stored and retrieved back with high confidence. Again,
this shows how the SDRs are noise tolerant if the parameters are set to a reasonable
range.
There is another important property of SDRs that is commonly referred to as the ‘union
property’ in the HTM literature. It is possible to store and merge many SDRs into one
representation by performing a logical OR operation on all the SDRs. Because of the
sparsity and the previously mentioned properties of the SDRs, it is possible to reliably
store these SDRs without corrupting any of them, provided that there is sufficiently large
bits. Here is an example of a union set of two SDRs of n = 10, w = 1:
x1 = [0 1 0 0 0 0 0 0 0 0]
x2 = [0 0 0 1 0 0 0 0 0 0]
They can be merged into one SDR by applying the logical OR operation. The resulting
SDR X will be:
X = [0 1 0 1 0 0 0 0 0 0]
The sparsity of x1 and x2 is 1% and the resulting SDR X sparsity is 2%. In this simple
example, it is possible to correctly know if a random SDR y is a member of this union set
or not. i.e. is match(X, y) true or not. From this example it might seem that the sparsity
of the merged set is a linear function with respect to the number of the members in
union set. However, This is not the case when having more typical encoder’s parameters
(see Figure 5.1).
The example above omits an important issue, what if there are collisions? In other
words, what is the probability of getting false positives when matching with the union
set? By starting with the simpler case, looking for exact matches i.e. when θ = w,
meaning all active bits in our query SDR must match with our union set. Having M
SDRs in union set X, when M = 1, the probability of any bit to be 0 is 1 − wn . For any
M SDRs, the probability is:
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p0 = (1− w
n
)M (5.15)
After merging M SDRs into our union set X, the probability of any bit being active, in
the resulting union set, is 1 − p0. Now the probability of a false positive where all the
bits in our query SDR y matching our union set X is:
pfp = (1− p0)w
= (1− (1− w
n
)M )w
(5.16)
Considering 10 SDRs with n = 600, w = 2, the probability of false positive is 0.0011. If w
is increased to be 4, the probability of false positive rapidly goes down to be 1.75×10−5.
Increasing w yet again to be 6 gives a probability of 7.64 × 10−7. Taking more typical
parameters n = 2048, w = 40 and 20 SDRs in the union set, the probability of false
positive is 3.37× 10−20 which is extremely low.
The more SDRs added in the union set, the more likely that there will be a false positive.
Now the question is how quickly does the function of the number of SDRs in the union
set increases? The number of expected active bits in the union set is n × (1 − p0). This
function increases slower than a linear function after a certain threshold as shown in
figure 5.1.
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FIGURE 5.1: The growth of the number of active bits in the union set as a function of
the number of SDRs in the set.
The previous analysis of the union set assumed that θ = w, meaning that we are look-
ing for exact and free of noise matching. Now let us explore the common case of not
110
Chapter 5 HI-SDR Encoder 5.3. NuPIC Encoders
requiring exact matching i.e. θ < w. In this case, the expected number of active bits in
the union set X is w˜x = n(1 − p0) under the assumption that n ≥ w˜x ≥ w, the overlap
set size will be:
E[|ΩX(n,w, b)|] =
(
w˜X
b
)
×
(
n− w˜X
w − b
)
(5.17)
For a match to be true, there have to be an overlap of θ bits or more but not exceeding
w. Therefore, the probability of false positives is approximately:
 ≈
∑w
b=θ |ΩX(n,w, b)|(
n
w
) (5.18)
Practically, in the equation 5.18, the first term of the sum does dominate. Thus, the
previous equation can be simplified to:
 ≈ |ΩX(n,w, b)|(n
w
) (5.19)
Lowering the threshold θ will increase the probability of a false positive (Ahmad &
Hawkins, 2016). However, increasing n will lower the chance of false positive and this
is one of the trade offs in an HTM system (Ahmad & Hawkins, 2015).
All the operations on SDRs are performed on the active bits w. Therefore, the time
complexity of the operations is O(w) and the size of all the bits in an SDR n does not
influence these calculations. Since the SDRs are sparse, in practice the w is much smaller
than the overall number of bits n.
5.3 NuPIC Encoders
5.3.1 Proprieties of Good Encoders
According to Purdy (2016), any HTM system to function well and to produce good
results it must have the following properties:
1. Deterministic: Given an input, the resulting SDR should always be the same when
given the same input again.
2. Fixed in dimensions: The resulting SDRs should always have a fixed number of
total bits.
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3. Fixed in sparsity: The resulting SDRs should have fixed number of active bits.
4. Capturing semantics: Any two similar inputs should have an overlapping set of
active bits.
Having a deterministic encoder is an important property for a good encoder and with-
out it any HTM system will not function properly. When an HTM system is learning a
sequence of SDRs and if the representations of the original values is changing over time,
this will cause the HTM system not to recognise these SDRs and henceforth learn their
succession over time.
The dimensionality of the encoder’s output should be preserved throughout the life span
of the learning process. This requirement becomes apparent when we realise that many
of the primitive operations that take place in the SP and in the TM actually rely on
bit-wise comparisons between a succession of SDRs. When the dimensionality of these
SDRs is changing over time, this will lead to false calculations by the HTM system’s
components. Therefore, it is important to have the total number of bits fixed.
Similarly, the sparsity or the ratio of the active bits to the total number of bits, should
be also fixed. Again, this is due to how the HTM system’s primitive operations are
calculated. How sparse should an encoder be? Is an open question and it might be
application specific but generally it can range from 1% to 35% as suggested by Purdy
(2016).
Defining what exactly is meant when saying that two inputs are semantically similar is a
difficult task and it is highly dependent on the data type in question. Taking the natural
numbers, for example, it is fairly easy to define the notion of semantic similarity between
two natural numbers in a dataset if the value space for these numbers is known. By
‘value space’ the author means the range of values present in a dataset from a minimum
known value to a maximum known value. For instance, taking the numbers 1 and 2 the
minimum value allowed is 1 and the maximum value allowed is 100, it can be said that
the numbers 1 and 2 are semantically similar in this value space. And the numbers 1
and 100 are semantically the most dissimilar.
Purdy (2016) presented a formal mathematical description of the encoding procedure of
semantically similar input and the number of overlapping active bits. This mathematical
formalisation is as follows:
Let A be an input space and let S(n, k) be the set of SDRs of length n with k active bits.
An encoder f is a function that A → S(n, k). Let a distance score dA be a function that
A×A→ R and satisfy the following conditions:
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∀x, y ∈ A, dA(x, y) ≥ 0 (5.20)
∀x, y ∈ A, dA(x, y) = dA(y, x) (5.21)
∀x ∈ A, dA(x, x) = 0 (5.22)
Equation (5.20) simply states that the similarity distance function should be positive or
zero and equation (5.21) states that the distance function is symmetric and equation
(5.22) states that for the same input, the distance is zero.
Moreover, Purdy (2016) provides a mathematical way of evaluating an encoder by com-
paring the distance scores with the number of overlapping active bits. Taking two inputs
with a low distance score, the number of the overlapping active bits should be high. This
evaluation procedure is formalised as:
For s and t being two resulting SDRs from an encoder, let O(s, t) be the number of
overlapping active bits of the two SDRs s and t. Then, an encoder f : A → S(n, k) and
∀w, x, y, z ∈ A:
O(f(w), f(x)) ≥ O(f(y), f(z))⇔ dA(w, x) ≤ dA(y, z) (5.23)
5.3.2 Standard NuPIC Encoders
At the time of writing NuPIC has several built-in encoders for various data types. It
is possible to divide the data types into two big categories: Numerical and Categorical
data. In this Section, the currently available encoders in the NuPIC project and how they
deal with the different data types will be presented.
5.3.2.1 Numerical Data Types
NuPIC has several encoders that work well with numerical data types. Figure 5.2 shows
the Scalar encoder which is used to encode any scalar value. For each input, the resulting
SDR is depicted as grid of dark (active bits) and light (inactive bits) squares. This 2D
depiction is just for illustration purposes, while in reality, an SDR is just a 1D array. For
this encoder to work it requires the user to specify the minimum and maximum values
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for the data to be encoded. Also, it requires the total number of bits to be specified.
These parameters have direct influence on the semantics of the data. In Figure 5.2, the
minimum value to be specified is 1, the maximum value is 100, the total number of bits
to be 100, and the width (denoted by w) to be 3. The width parameter is the number
of active bits for any given input. Given the constraints imposed by these parameters,
the number 1 and the number 2 share two overlapping bits, namely the second bit and
the third bit. The number 1 and the number 3 only share one bit, namely the third bit.
This configuration allows the HTM system to recognise that the number one and two are
closely related than the number one and the number three. On the other hand, taking
the number 100 it is possible to see that it shares no overlapping bits with any of the
previously mentioned inputs.
Scalar Encoder
1
(A)
Scalar Encoder
2
(B)
Scalar Encoder
3
(C)
Scalar Encoder
100
(D)
FIGURE 5.2: Encoding multiple scalar values [1, 2, 3, 100] with the parameters
n = 100, w = 3,minV al = 1,maxV al = 100.
In the HTM encoders literature there is this notion of buckets. The buckets are another
way to specify the total number of bits (n) for a given scalar encoder. The number of
buckets can be calculated as: n − w + 1. Therefore, the buckets can be thought of as
the set of all the unique SDRs that can be produced given specific encoder parameters.
It might be easier to explore this idea by an example. Assuming an encoder with the
following parameters: n = 10, w = 3,minV al = 1,maxV al = 10, here are all the values
from 1 to 10 and their resulting SDRs that this encoder can produce are:
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1 → [1 1 1 0 0 0 0 0 0 0]
2 → [0 1 1 1 0 0 0 0 0 0]
3 → [0 0 1 1 1 0 0 0 0 0]
4 → [0 0 1 1 1 0 0 0 0 0]
5 → [0 0 0 1 1 1 0 0 0 0]
6 → [0 0 0 0 1 1 1 0 0 0]
7 → [0 0 0 0 0 1 1 1 0 0]
8 → [0 0 0 0 0 1 1 1 0 0]
9 → [0 0 0 0 0 0 1 1 1 0]
10 → [0 0 0 0 0 0 0 1 1 1]
Every number in the previous example had a unique SDR except the numbers (3 & 4)
and (7 & 8) each had the same SDR. When calculating the number of unique SDRs, it
will be 8 which is also the number of buckets (10− 3 + 1).
The Scalar encoder interface provides several ways to specify the total number of bits so
that the encoder will reflect the desired semantic properties for a given dataset. One of
these alternative interfaces to the parameter n is the resolution parameter. Let us take an
encoder with the following parameters: resolution=0.5, w=3, minVal=1, maxVal=5,
it will be able to uniquely encode the following values:
1.0 → [1 1 1 0 0 0 0 0 0 0 0]
1.5 → [0 1 1 1 0 0 0 0 0 0 0]
2.0 → [0 0 1 1 1 0 0 0 0 0 0]
2.5 → [0 0 0 1 1 1 0 0 0 0 0]
3.0 → [0 0 0 0 1 1 1 0 0 0 0]
3.5 → [0 0 0 0 0 1 1 1 0 0 0]
4.0 → [0 0 0 0 0 0 1 1 1 0 0]
4.5 → [0 0 0 0 0 0 0 1 1 1 0]
5.0 → [0 0 0 0 0 0 0 0 1 1 1]
From the previous listing it can be seen that every half a step in the range of values from
1 to 5, there is a unique SDR for that value. Therefore, the resolution parameter can be
useful if the numerical values in a dataset are increasing by a fixed interval.
The Scalar encoder suffers form an issue that does not make it suitable to all scalar
data. The encoder requires the minimum and maximum value to be defined before
the user is able to encode the data with it. Moreover, the minimum and maximum
values are set from the get-go, and they cannot be changed during the lifetime of the
learning process. This limitation is inspired by biological sensors as they have fixed
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range of values they are sensitive to. An example of this is the human eye sensitivity
to the electromagnetic spectrum or the visible light. The human eye is only sensitive to
a fraction of that spectrum ranging approximately from 380 nm to 800 nm. However,
NuPIC does provide several other numerical encoders that offer a solution to overcome
this issue, the Adaptive Scalar encoder is one of these encoders.
The Adaptive Scalar encoder works by keeping track of the minimum and maximum
values as they are fed to the encoder and then adapting to these changes. To explore
this idea let us take an Adaptive Scalar encoder with the following parameters: n =
10, w = 3, and feed the encoder the scalar values 1, 2, . . . , 10 twice to see the changes
to the resulting SDRs. Here are the results of the first pass:
1 → [1 1 1 0 0 0 0 0 0 0]
2 → [0 0 0 0 0 0 0 1 1 1]
3 → [0 0 0 0 0 0 0 1 1 1]
4 → [0 0 0 0 0 0 0 1 1 1]
5 → [0 0 0 0 0 0 0 1 1 1]
6 → [0 0 0 0 0 0 0 1 1 1]
7 → [0 0 0 0 0 0 0 1 1 1]
8 → [0 0 0 0 0 0 0 1 1 1]
9 → [0 0 0 0 0 0 0 1 1 1]
10 → [0 0 0 0 0 0 0 1 1 1]
And now the second pass of the same scalar values (1, 2, . . . , 10):
1 → [1 1 1 0 0 0 0 0 0 0]
2 → [0 1 1 1 0 0 0 0 0 0]
3 → [0 0 1 1 1 0 0 0 0 0]
4 → [0 0 1 1 1 0 0 0 0 0]
5 → [0 0 0 1 1 1 0 0 0 0]
6 → [0 0 0 0 1 1 1 0 0 0]
7 → [0 0 0 0 0 1 1 1 0 0]
8 → [0 0 0 0 0 1 1 1 0 0]
9 → [0 0 0 0 0 0 1 1 1 0]
10 → [0 0 0 0 0 0 0 1 1 1]
In the first pass, it can be seen that the first value (The number 1) considered to be the
minimum value and the second value fed in (The number 2) is considered to be the
maximum value as it happened to be bigger than the first. From the second value up to
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the last, the resulting SDRs are identical and the active bits are occupying the maximum
allowed representation. The encoder produced the same representation at each step
because it keeps changing the maximum value to be the currently fed-in value and since
these scalar values are increasing at each step, each one is taking the maximum value
representation. However, on the second pass, the SDRs are adapting. It can be seen that
the values’ representations are shifting and creating a sliding window of active bits that
cover the range of the values seen so far. It is worth noting that the Adaptive Scalar
encoder interface does not provide a resolution parameter.
NuPIC also provides another dynamic encoder called Random Distributed Scalar en-
coder which overcomes the issue of having to specify the minimum and maximum values
upfront. It utilises a hashing function to uniquely represent scalar values. This encoder
keeps track of every scalar input and assign it a unique representation and as the input
space grows, it dynamically grows the representations given the available space set by
the encoder parameters. The Random Distributed Scalar encoder keeps and maintains
the semantics meanings of the input (the number of overlapping bits). The way it does
that can be explained by the aid of an example. Let us take a Random Distributed Scalar
encoder with the following parameters resolution=1, w=3, n=33 and let us encode
the following values:
1 → [000000001000100000000000000000010]
2 → [000000001010100000000000000000000]
3 → [000000001010000000000000100000000]
10 → [000000000001000000100000000010000]
99 → [010000000000100010000000000000000]
As shown in the example above, the number 1 and 2 have unique distributed represen-
tations, but they share two active bits out of the total three bits. The same is true for the
numbers 2 and 3, they only differ in one bit. However, the larger the entered number
is, the larger the differences in the resulting representation. The Random Distributed
Scalar encoder uses a hashing function to randomise and distribute the active bits over
the SDR space. This example might be restrictive as the number of bits (n) should be
larger in practice (The default value for n is 400). It is worth noting that there is no
need to specify the parameter n and only use the resolution parameter to initialise the
encoder, but that was done just for the sake of simplicity and illustration of how this
encoder works. There is one aspect of this encoder which is not present in the other
encoders presented in this Chapter, it does keep an internal state of all the encoded
values it sees. It does that because it needs to know the mapping between the scalar
values and the buckets before creating a new representation. This state ensures that the
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resulting SDR capture the semantic meanings of the entered values. On the other hand,
if the number of the entered values is big, this will require more memory and slower
execution times.
Another encoder called the Log encoder that can be used with numerical values that
exhibit log-like properties. Taking a Log encoder with the following parameters: n=10,
w=3, minVal=1, maxVal=1000, then the results of the following values are:
1 → [1 1 1 0 0 0 0 0 0 0]
2 → [0 1 1 1 0 0 0 0 0 0]
10 → [0 0 1 1 1 0 0 0 0 0]
100 → [0 0 0 0 0 1 1 1 0 0]
1000 → [0 0 0 0 0 0 0 1 1 1]
Another numerical encoder available is the Delta encoder which could be useful when
the user wants to capture a numerical aspect about the input data which is not the actual
values themselves but rather the rate of change of these values, for example.
Some numerical encoders offer the option to encode periodic data. For instance the
Scalar encoder has a boolean flag named periodic which allows the user to specify
whether the nature of the encoded data is cyclical and reoccurring. An example of
numerical cyclical data could be the time of day. Capturing this property of the input
data will allow the HTM system to better understand and learn the data. Having this flag
enabled, will cause the active bits (w) to wrap around the allocated output space. Let us
take an encoder with the following parameters: n = 10, w = 3,minV al = 1,maxV al =
10, periodic = True, and examine some values and their corresponding SDRs:
1 → [1 1 0 0 0 0 0 0 0 1]
2 → [1 1 1 0 0 0 0 0 0 0]
3 → [0 1 1 1 0 0 0 0 0 0]
9 → [0 0 0 0 0 0 0 1 1 1]
As the example illustrate, the active bits for the number 1 and the number 9 share a
wrapping bit.
5.3.2.2 Categorical Data Types
NuPIC offers a categorical encoder called Category encoder which, as the name suggests,
encode categorical data inputs. As previously mentioned, a good encoder should capture
118
Chapter 5 HI-SDR Encoder 5.3. NuPIC Encoders
the semantic meanings for the input data. This could be the case for some categorical
data, as will be seen later in this Section, but usually the categorical data is discrete and
unrelated. The Category encoder works well for unrelated data types and its interface
has the following parameters: w and categoryList. It does not require the total number
of bits for the SDRs because that can be derived from the number of the categories list
and the width of the active bits (w). A concrete example could shed some light on how
this encoder works. Let us take a Category encoder with the following parameters: w=3,
categoryList=[’cat’,’dog’]. Here we have two categories, cat and dog. Feeding in
these values to the encoder will produce the following SDRs:
cat → [0 0 0 1 1 1 0 0 0]
dog → [0 0 0 0 0 0 1 1 1]
other → [1 1 1 0 0 0 0 0 0]
As explained earlier, no overlapping bits are there between the SDRs of cat and dog
values. One interesting thing is that the first three bits are reserved to any categorical
value not present in the categoryList.
The interface to the Category encoder suffers from an issue similar to the issue en-
countered with the Scalar encoder regarding the knowledge of all the possible values
that could be entered to the encoder. To overcome this issue, NuPIC provides the SDR-
Category encoder which allows the user to encode categorical data without knowing all
the possible values that could be fed in. This is an important property to have especially
if the HTM system is working in online fashion as the user cannot guarantee all possible
inputs. Let us take an instance of the SDR-Category encoder with the following param-
eters n = 10, w = 3 and examine the resulting SDRs for the following values in order
[’cat’, ’dog’, ’other’]:
cat → [1 1 0 1 0 0 0 0 0 0]
dog → [0 1 0 0 0 0 0 1 1 0]
other → [0 0 0 1 0 0 0 1 0 1]
The SDR-Category encoder tries to assign each categorical input a unique representa-
tion. It keeps track of all the values seen so far and randomly assign unique SDRs to
each value. When instantiating a new SDR-Category encoder instance with the same set
of parameters and fed the same values but in a slightly different order ([’dog’, ’cat’,
’other’]), the following SDRs will be produced:
dog → [1 1 0 1 0 0 0 0 0 0]
cat → [0 1 0 0 0 0 0 1 1 0]
other → [0 0 0 1 0 0 0 1 0 1]
119
Chapter 5 HI-SDR Encoder 5.3. NuPIC Encoders
As illustrated by the last two examples, the SDR-Category encoder assign unique SDRs
and tries to neglect and minimise any overlapping active bits between them.
One of the common data types that can be found in many dataset are date and time
fields. This type of data can come in many flavours and variations. For instance, there
can be a days field in a dataset which indicates the day of the week in which a data
point is recorded. For such field, the whole column can be treated as a categorical data
and the Category encoder can be used to do the job. But sometimes the HTM system
could use more information from the days field, such as knowing which time of the day
the data was recorded. If the application at hand requires this level of understanding,
NuPIC provides a Date encoder which has many parameters that can allow the HTM
system to gain more insight and information out of the data.
The Date encoder is actually an abstraction over the normal Scalar encoder with the
periodic flag turned on and other useful parameters that allows the user to customise
the encoder according to the needs of the application. Here are all the parameters that
can be specified for the Date encoder:
• timeOfday: Which specifies the time during a day in hours (midnight = 0).
• dayOfWeek: Which specifies which day it is (Monday = 0).
• weekend: A boolean value which indicate whether the date is a weekend or not.
• holiday: A boolean value which indicate whether the date is a holiday or not.
• season: Which indicates the season in the year whether is summer, winter, etc.
The above parameters are not mutually-exclusive and can be used in conjunction with
each other. Depending on the needed properties of the input, the user can specify the
applicable parameter. Let us take a couple of date and time entries and pass them to a
Date encoder with the following parameters timeOfday=3:
2016-02-01 10:30 Am → [0 0 0 0 0 0 1 1 1 0 0 0 0 0 0 0 0 0]
2016-02-01 11:30 Am → [0 0 0 0 0 0 0 1 1 1 0 0 0 0 0 0 0 0]
2016-02-01 12:30 Pm → [0 0 0 0 0 0 0 0 1 1 1 0 0 0 0 0 0 0]
2016-02-01 11:30 Pm → [1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 1]
Every hour the resulting SDRs will shift and slide the active bits according to the time
of the day. As mentioned earlier, the Date encoder uses the normal Scalar encoder with
the periodic command set to True as indicated by the last entry which shows how the
active bits are wrapping around as we get closer to the midnight time.
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When specifying more than one parameter to the Date encoder, the encoder will gener-
ate separate SDRs for each parameter and then combine and concatenate all the SDRs
into one unified representation. Let us take a Date encoder with the following parame-
ters timeOfday=3, weekend=3:
2016-02-01 10:30 Am → [111000000000111000000000]
2016-02-06 10:30 Am → [000111000000111000000000]
The first date entry is Monday, February 1st which is a weekday. The second date entry
is Saturday which is a weekend, the two entries have the same time. It is possible
to see that the encoder allocated the first six bits to express this fact about the date.
Then, the encoder concatenated the weekend/weekday representation with the time
representation and unified them into one big SDR. The same procedure is followed for
the rest of the available parameters.
5.3.2.3 Specialised Encoders
Having a good encoder is an important and essential requirement for the rest of any
HTM system to function well. The encoders presented so far are good for most cases
and applications. But there are some data types where these generic encoders will not
capture the semantic qualities of the input. It is generally advised to develop a custom
encoder that adheres to the required properties mentioned earlier in this Chapter, for
these types of problems that cannot work well with the generic encoders.
An example of these specialised encoders is the Geo-spatial Coordinate encoder which,
as the name suggests, allows the user to encode Global Positioning System (GPS) data. It
also can model the speed of the object in conjunction with the location. The Geo-spatial
Coordinate encoder is actually a special case of the more general Coordinate encoder
which allows the user to model any number of coordinates in their HTM systems Purdy
(2016).
Natural language can be encoded into SDRs and a prominent work in this field is what
De Sousa Webber (2015) have been doing. Discussing the implementation of their work
is outside of the scope of this project, but it is worth noting how they adhered to the
required properties of a good encoder as mentioned earlier. In Figure 5.3, it can be seen
that three SDRs rendered as 2D arrays. The blue and red dots represent active bits.
The first SDR is for the word ‘Apple’, the second SDR is for the word ‘Fruit’, and the
last SDR is for the word ‘Computer’. To illustrate how this encoding technique captures
a deeper semantic meaning for the respective words, the ‘Fruit’ SDR can be subtracted
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from the ‘Apple’ SDR and the resulting SDR is the ‘Computer” SDR. This procedure takes
the fruitiness out of the word ‘Apple’, which will leave us with something referred to as
an ‘Apple’ but it is not a fruit. Meaning Apple, the computing company. Also, the SDR of
the word ‘Computer’ is very similar to other words shown in the figure, like Macintosh,
Linux, Operating system, etc.
FIGURE 5.3: Using SDRs to encode natural language (Jeff Hawkins, 2014).
5.4 Smart Home Dataset and NuPIC Encoders
All the previously mentioned encoding techniques are suitable for a single dimension
(or a single column) of input data to the HTM system. The advised way of encoding
multiple values is to concatenate each dimension SDR and merge them into one SDR
that gets fed to the HTM system sequentially. However, having too many dimensions
could make it difficult for any machine learning model to learn from the data and will
lead to what is known as ‘The curse of dimensionality’ (Bellman, 2015). To overcome
this issue, it is possible to increase the training samples which can be a costly option and
might not be practical depending on the application at hand. A more practical option is
to try to reduce the number of dimensions by utilising techniques such as Principal com-
ponent analysis (PCA) or using feature selection techniques that will put more weight
or eliminate features (columns) with little or no contributions to the accuracy of the
model.
As shown previously in Chapter 4 in Table 4.4 the dataset has twenty-nine binary sensors
that are fed to the HTM system. The question now becomes, how can we represent
or encode this multi-dimensional input? In the HTM literature, the usual solution to
this problem is to concatenate the output of several encoders into one SDR. But the
question still remains, what type of encoders can be used to encode each column? The
scalar encoders can be used to represent the binary state of each sensor and also the
categorical encoders. The important thing here is to capture the required properties for
good encoders mentioned earlier in Section 5.3.1.
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Let us explore the standard NuPIC encoders with the smart home dataset. Each record
in the dataset represents all the states of the sensors in the smart home, captured every
second. Let us assume having a Scalar encoder for each column in the dataset with
these parameters n=6, w=3, minVal=0, maxVal=1, figure 5.4 shows an illustration of
this process. The author feeds each record of the dataset to the twenty-nine scalar
encoders and their output, the small 6-bits long SDRs are concatenated into one large
174-bits long SDR.
Scalar
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Encoder
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Encoder
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...
FIGURE 5.4: Using multiple scalar encoders to encode the smart home dataset.
That was one way to encode the dataset. Another way is to use category encoders in-
stead of scalar encoders. Using the parameters w=3, categoryList=[0, 1], the results
are illustrated in figure 5.5. The results are very close to the result of using scalar en-
coders with the exception of adding 3-bits to each column which will represent any input
that is not in the categoryList. This is how the category encoder operates (see section
5.3.2.2). The resulting SDR will be 261-bit long SDR.
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FIGURE 5.5: Using multiple category encoders to encode the smart home dataset.
To test the performance of detecting anomalies of the previous encoders, the author will
evaluate their performance using an anomaly scoring metric based on NAB (see Section
6.2.3.1). The author will be using forty-two datasets and identical HTM model with
identical parameters. Note that our test methodology using NAB is a bit harsh because
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there is one anomaly per dataset and taking into account the false positives. Also, due
to the nature of anomalies, the probability to get good scores is low.
5.4.1 Scalar Encoder
The Scalar encoder parameters that were used in these experiments are: n=6, w=3,
minVal=0, maxVal=1. The following are several records that were fed to the encoders
and the resulting SDR:
Record [0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 1 0 0 0 0]
⇓
Final SDR [1 1 1 0 0 0 1 1 1 0 0 0 1 1 1 0 0 0 1 1 1 0 0 0 1 1 1 0 0 0 1 1 1 0 0 0
1 1 1 0 0 0 1 1 1 0 0 0 0 0 0 1 1 1 1 1 1 0 0 0 1 1 1 0 0 0 1 1 1 0 0 0
1 1 1 0 0 0 1 1 1 0 0 0 1 1 1 0 0 0 1 1 1 0 0 0 1 1 1 0 0 0 1 1 1 0 0 0
1 1 1 0 0 0 1 1 1 0 0 0 1 1 1 0 0 0 1 1 1 0 0 0 0 0 0 1 1 1 1 1 1 0 0 0
0 0 0 1 1 1 1 1 1 0 0 0 1 1 1 0 0 0 1 1 1 0 0 0 1 1 1 0 0 0]
Record [1 0 1 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 1 0 0 0 0]
⇓
Final SDR [0 0 0 1 1 1 1 1 1 0 0 0 0 0 0 1 1 1 1 1 1 0 0 0 1 1 1 0 0 0 1 1 1 0 0 0
1 1 1 0 0 0 1 1 1 0 0 0 0 0 0 1 1 1 1 1 1 0 0 0 1 1 1 0 0 0 1 1 1 0 0 0
1 1 1 0 0 0 1 1 1 0 0 0 1 1 1 0 0 0 1 1 1 0 0 0 1 1 1 0 0 0 1 1 1 0 0 0
1 1 1 0 0 0 1 1 1 0 0 0 1 1 1 0 0 0 1 1 1 0 0 0 0 0 0 1 1 1 1 1 1 0 0 0
0 0 0 1 1 1 1 1 1 0 0 0 1 1 1 0 0 0 1 1 1 0 0 0 1 1 1 0 0 0]
As shown in the previous examples, a 29-bit long record will produce 174-bit long SDR.
Every digit in the record is mapped to six bits of the resulting SDR. Any column with the
value 0 will get this encoding [1 1 1 0 0 0] and this encoding [0 0 0 1 1 1] for any
1 value.
54 bits have been allocated for the timestamp column and the Date encoder was used
and concatenated with the above SDR. The HTM model parameters used are:
SpatialPooler(
inputDimensions =(300,),
columnDimensions =(300,),
synPermConnected =0.2,
synPermActiveInc =0.003 ,
synPermInactiveDec =0.0005 ,
globalInhibition=True ,
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numActiveColumnsPerInhArea =40,
maxBoost =1.0,
potentialPct =0.8,
seed =1956)
TemporalMemory(
columnDimensions = (300,),
cellsPerColumn= 32,
initialPermanence =0.21,
minThreshold =10,
maxNewSynapseCount =20,
permanenceIncrement =0.1,
permanenceDecrement =0.1,
activationThreshold =13,
maxSegmentsPerCell =128,
maxSynapsesPerSegment =32,
seed =1960)
LISTING 5.1: The SP and TM parameters
5.4.2 Category Encoder
Using the Category encoder is not much different from using the Scalar encoder. The
only difference is that instead of having 6-bit long SDRs per column, it produces 9-bit
long SDRs because it uses an additional w-bits long for the ‘unknown’ class as explained
in Section 5.3.2.2. The following parameters w=3, categoryList[0, 1] were used
and using the same parameters for the HTM model that were used in the previous
experiment. Here are two samples that show the final SDRs:
Record [0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 1 0 0 0 0]
⇓
Final SDR [0 0 0 1 1 1 0 0 0 0 0 0 1 1 1 0 0 0 0 0 0 1 1 1 0 0 0 0 0 0 1 1 1 0 0 0
0 0 0 1 1 1 0 0 0 0 0 0 1 1 1 0 0 0 0 0 0 1 1 1 0 0 0 0 0 0 1 1 1 0 0 0
0 0 0 0 0 0 1 1 1 0 0 0 1 1 1 0 0 0 0 0 0 1 1 1 0 0 0 0 0 0 1 1 1 0 0 0
0 0 0 1 1 1 0 0 0 0 0 0 1 1 1 0 0 0 0 0 0 1 1 1 0 0 0 0 0 0 1 1 1 0 0 0
0 0 0 1 1 1 0 0 0 0 0 0 1 1 1 0 0 0 0 0 0 1 1 1 0 0 0 0 0 0 1 1 1 0 0 0
0 0 0 1 1 1 0 0 0 0 0 0 1 1 1 0 0 0 0 0 0 0 0 0 1 1 1 0 0 0 1 1 1 0 0 0
0 0 0 0 0 0 1 1 1 0 0 0 1 1 1 0 0 0 0 0 0 1 1 1 0 0 0 0 0 0 1 1 1 0 0 0
0 0 0 1 1 1 0 0 0]
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Record [1 0 1 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 1 0 0 0 0]
⇓
Final SDR [0 0 0 0 0 0 1 1 1 0 0 0 1 1 1 0 0 0 0 0 0 0 0 0 1 1 1 0 0 0 1 1 1 0 0 0
0 0 0 1 1 1 0 0 0 0 0 0 1 1 1 0 0 0 0 0 0 1 1 1 0 0 0 0 0 0 1 1 1 0 0 0
0 0 0 0 0 0 1 1 1 0 0 0 1 1 1 0 0 0 0 0 0 1 1 1 0 0 0 0 0 0 1 1 1 0 0 0
0 0 0 1 1 1 0 0 0 0 0 0 1 1 1 0 0 0 0 0 0 1 1 1 0 0 0 0 0 0 1 1 1 0 0 0
0 0 0 1 1 1 0 0 0 0 0 0 1 1 1 0 0 0 0 0 0 1 1 1 0 0 0 0 0 0 1 1 1 0 0 0
0 0 0 1 1 1 0 0 0 0 0 0 1 1 1 0 0 0 0 0 0 0 0 0 1 1 1 0 0 0 1 1 1 0 0 0
0 0 0 0 0 0 1 1 1 0 0 0 1 1 1 0 0 0 0 0 0 1 1 1 0 0 0 0 0 0 1 1 1 0 0 0
0 0 0 1 1 1 0 0 0]
The columns with the value 0 will get this encoding [0 0 0 1 1 1 0 0 0]. The columns
with value 1 will be encoded as [0 0 0 0 0 0 1 1 1].
5.4.3 SDR-Category Encoder
In this experiment, the SDR-Category encoder was used with these parameters n =
6, w = 3 and used the same HTM model used in the previous two experiments.
Record [0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 1 0 0 0 0]
⇓
Final SDR [1 0 0 1 0 1 1 0 0 1 0 1 1 0 0 1 0 1 1 0 0 1 0 1 1 0 0 1 0 1 1 0 0 1 0 1
1 0 0 1 0 1 1 0 0 1 0 1 0 0 0 1 1 1 1 0 0 1 0 1 1 0 0 1 0 1 1 0 0 1 0 1
1 0 0 1 0 1 1 0 0 1 0 1 1 0 0 1 0 1 1 0 0 1 0 1 1 0 0 1 0 1 1 0 0 1 0 1
1 0 0 1 0 1 1 0 0 1 0 1 1 0 0 1 0 1 1 0 0 1 0 1 0 0 0 1 1 1 1 0 0 1 0 1
0 0 0 1 1 1 1 0 0 1 0 1 1 0 0 1 0 1 1 0 0 1 0 1 1 0 0 1 0 1]
Record [1 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 1 0 0 0 0]
⇓
Final SDR [0 0 0 1 1 1 1 0 0 1 0 1 1 0 0 1 0 1 1 0 0 1 0 1 1 0 0 1 0 1 1 0 0 1 0 1
1 0 0 1 0 1 1 0 0 1 0 1 0 0 0 1 1 1 1 0 0 1 0 1 1 0 0 1 0 1 1 0 0 1 0 1
1 0 0 1 0 1 1 0 0 1 0 1 1 0 0 1 0 1 1 0 0 1 0 1 1 0 0 1 0 1 1 0 0 1 0 1
1 0 0 1 0 1 1 0 0 1 0 1 1 0 0 1 0 1 1 0 0 1 0 1 0 0 0 1 1 1 1 0 0 1 0 1
0 0 0 1 1 1 1 0 0 1 0 1 1 0 0 1 0 1 1 0 0 1 0 1 1 0 0 1 0 1]
As shown above, the SDR-Category encoder assigned any column with the value 0 this
encoding [1 0 0 1 0 1] and any column with the value 1 this encoding [0 0 0 1 1
1].
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5.4.4 Results
Table 5.1 shows the results of the previous three experiments. The reported scores
is the average score that each encoder achieved on the forty-two datasets. The low
scores obtained could be attributed to the SP and the TM parameters that were used
(see Listing 5.1). The parameters that are recommended1 for doing anomaly detection
on datasets that have two columns were used, a timestamp and a scalar value. These
parameters are not optimised for our dataset and in the following Chapter these param-
eters will be explored in more details. The only change the author made is changing the
input space and the columns dimension from 2048 bits to 300 just to make the experi-
ments easier to explore and explain. The author used the same SP and TM parameters
across all experiments so that the only factor affecting the results is the encoder.
TABLE 5.1: The results of using the Standard NuPIC encoders.
Encoder Avg Score
Scalar encoder 14.98%
Category encoder 10.0%
SDR-Category encoder 26.46%
5.4.5 Analysis
From the previous tests, it can be seen that the encoders are struggling to produce good
results. The best results are obtained from the SDR-Category encoder in Table 5.1. To
analyse the issues with these encoders, there is a need to investigate their qualities
against the recommended good qualities for any encoder (see Section 5.3.1).
All the tested standard NuPIC encoders ensure that a given input will get the same
representation. Thus, preserving the deterministic quality of a good encoder. Also, all
the encoders tested do have fixed number of bits at all times and have fixed sparsity.
The issue with the previous encoders is in the quality of a good encoder, i.e. capturing
semantics.
Capturing the semantics between two inputs, or in other words, any two similar inputs
should have similar SDRs, is the problem with the previous encoding approaches. To
understand this issue a bit more clearly, if we refer back to figure 5.2 where there are four
SDRs that encode the scalar values 1, 2, 3, 100. Given that the minimum and maximum
values are known, which sets the context for deciding if two inputs are semantically
1https://github.com/numenta/nupic/blob/master/src/nupic/frameworks/opf/common models
/anomaly params random encoder/best single metric anomaly params tm cpp.json
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similar or not, it can be said that the number 1 and 2 are semantically similar. Thus,
they should have similar SDRs with high number of overlapping bits. As shown in figure
5.2, it can be seen that the number 1 and 2 share the most number of overlapping bits
which is two bits. However, this is not always the case. For instance, when having the
minimum value set to be 1 and the maximum value set to be 2, the two numbers should
not share any overlapping bits.
The concept of semantically similar inputs is domain specific. It is well-defined in the
case of scalar numbers when we know which contexts these numbers are in. Another
example that touches on this idea is what was shown in section 5.3.2.3 and the work of
(De Sousa Webber, 2015) to encode the semantic meanings for English words.
In our smart home case, what makes two inputs similar? For example, considering the
following records:
Record TV bed couch fridge main door
A → 0 1 0 0 0
B → 0 1 0 0 0
It can be seen that the bed sensor is active in record A and B. Which means, the inhab-
itant is laying on the bed. From the HTM system point of view, the record A and B are
identical, and they will get the same SDR. However, it cannot be known if the inhabitant
is sleeping or taking a quick nap or if he/she is awake and lying on the bed. There is not
enough information to distinguish between ‘sleeping’ and ‘napping’ activity, for example
using our dataset. However, when adding the time dimension with the input, it can be
possible to distinguish between a ‘sleeping’ activity and a ‘napping’ activity since each
one has its own time frame. This issue is accounted for by concatenating the time-stamp
column in the dataset with the final SDR of each record. In our tests for the NuPIC
encoders, the time-stamp field was included.
The following three figures (Figures 5.6 to 5.8) show a 2D heat-map of the activities
of every bit in the SDRs generated by the encoder and the SDRs generated by the SP.
The SDRs are 1D vectors but converted to 2D just for illustrative purposes. The author
have processed 10,000 records for all of these experiments. Looking at Figure 5.6a
which shows the SDR generated using the Scalar encoder without concatenating the
date column. This is just to focus on how active each bit that the encoder generates. It
can be seen that the active bits are laid out in 3-bit configuration because the parameter
w was set to be 3. It can also be seen that most of the bits are quite active (falling in
the red spectrum). Figure 5.6b shows the SDR with the date column encoded by the
Date encoder and taking the bottom portion of the whole SDR. It can be seen that the
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bits activities are higher in the top portion than the bit activities for the date encoding.
Figure 5.6c shows the SDR that the SP is outputting. This SDR can be thought of as
a top-down view on the active columns and their activities. The columns activities are
scattered and most of it is happening in the bottom portion which corresponds to the
date column. This is an indication that the bottom portion is actually more specialised
in recognising the date column because of the topological configurations of the input
space with the SP. As explained in Section 3.3, when overlaying the input space and
the generated columns from the SP, every bit in the input space is more likely to form
connections with the neighbouring columns in a certain radius. Therefore, it can be
concluded that the date portion of the input space is more connected than the sensors
portion.
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(A) Scalar encoder SDR without date.
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(B) Scalar encoder SDR with date.
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(C) The SP active columns.
FIGURE 5.6: The activities of each bit of the SDRs after reading 10,000 records using
the Scalar encoder.
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The Category encoder produced similar results as shown in Figure 5.7 which was ex-
pected since the Category encoder is very similar to the Scalar encoder with our param-
eters.
The SDR-Category encoder also did not produce much different results. The activities of
the bits are more scattered as shown in Figure 5.8a which was the expected behaviour
as explained in Section 5.3.2.2. The impact on the active columns is also very similar to
what was produced from using the previous two encoders.
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(B) Category encoder SDR with date.
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(C) The SP active columns.
FIGURE 5.7: The activities of each bit of the SDRs after reading 10,000 records using
the Category encoder.
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(C) The SP active columns.
FIGURE 5.8: The activities of each bit of the SDRs after reading 10,000 records using
the SDR-Category encoder.
There is another indicator that could give us some insights on what is happening in
the previous three experiments. That indicator is the number of the bursting columns
generated by the TM. As explained in Section 3.3, a column is said to be a bursting
column when all the cells (or the bits) are activated after their SDR is processed by the
TM. The columns burst when the TM cannot recognise a sequence. Figure 5.9 shows
the activities of the bursting columns while reading the 10,000 records from the dataset.
the total number of bursting columns the Scalar encoder generated is 15,856 columns.
The Category encoder generated 2,262 columns. The SDR-Category encoder generated
4,741 columns. It is worth noting that having less bursting columns is not always an
indication that the system is performing well. It means the system learned something,
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but we do not know if it is the right thing or not. In other words, it shows that the
system is not surprised by the input. Of course, we do not need a system that it is too
relaxed nor a system that is too sensitive, the biasvariance trade-off comes to play in this
situation.
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(A) Scalar encoder bursting columns.
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(B) Category encoder bursting columns.
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(C) SDR-Category encoder bursting columns.
FIGURE 5.9: The bursting columns activity after reading 10,000 records.
To get more insights let us investigate a sequence of the inhabitant’s activities and the
representations that the encoders produced for each activity. For example, assuming
the following sequence sleep → personal → eat → work, the following figures (Fig-
ures 5.10 to 5.12) show the sequence and the SDRs using the three encoders used in
our experiment.
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FIGURE 5.10: The sequence sleep → personal → eat → work SDRs produced by the
Scalar encoder.
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FIGURE 5.11: The sequence sleep → personal → eat → work SDRs produced by the
Category encoder.
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FIGURE 5.12: The sequence sleep → personal → eat → work SDRs produced by the
SDR-Category encoder.
From the previous figures, it can be seen that the main problem with standard NuPIC en-
coders. For each encoder, the SDRs generated for different activities (e.g. sleep, eat, etc.)
look very similar. This representation makes it hard for the HTM system to recognise
the activity spatially and hence, making it harder to recognise the overall sequence over
time. In the following Section, we present our novel encoder that overcomes the prob-
lems presented in this Section and their results.
5.5 The HI-SDR Encoder
The author developed a novel encoder, the Hash-Indexed Sparse Distributed Represen-
tation (HI-SDR) encoder, that adheres to the required properties of good encoders men-
tioned in Section 5.3.1. Our encoder is deterministic. Given two identical inputs, it will
produce the same SDR for both inputs. The sparsity and the number of bits are fixed thus
meeting the first three requirements for good encoders. The problematic property for
the encoders explored in the previous Section is the fourth property, capturing seman-
tics. The standard NuPIC encoders produced very similar SDRs for very different inputs.
Thus, confusing the HTM system and not giving it enough information to distinguish
and recognise the inputs.
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To meet the requirement for the fourth property, there is a need for a way to encode
every record uniquely and maintain the determinism and sparsity of the generated SDR.
This research proposes a solution using a hash function and passing it the input records
to produce a digest. The author used the produced digest to position w-bits in the
resulting SDR uniquely. When encountering the same record again, the hash function
will produce the same digest. Thus, maintaining the determinism and creating unique
SDRs for every input configuration.
Figure 5.13 shows how the HI-SDR encoder works at a high level. It takes a whole
dataset record (e.g. [0, 1, 0, 0, . . . , 0]) and pass it to a hashing function that generates a
hash digest. The digest is used then to place the active bits in the SDR. By taking every
digit of the digest and using it as the index of the active bit placement, a result similar to
what is shown in Figure 5.13 is obtained. There are several parameters for the HI-SDR
encoder explained in detail in Section 5.5.2.
[0,1,0,0,0,1,0,0,0,...,0]
0 1 2 3 4 5 6 7 8 9
Hash
[193421...]
FIGURE 5.13: The HI-SDR encoder.
The author tested and experimented with different hashing functions. The require-
ments, in this research, were speed and how random is the produced digest. For the
speed requirement, the author excluded all cryptography hashing functions as they are
slow by design to make it hard to crack. The author experimented with several non-
cryptographical hashing function such as the Python implementation of CRC322, and
Adler-323. The author decided to use the xxHash (Collet, 2015) function due to its
speed and the randomness of the generated digests.
2https://docs.python.org/2/library/zlib.html#zlib.crc32
3https://docs.python.org/2/library/zlib.html#zlib.adler32
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5.5.1 HI-SDR Encoder Results
The HI-SDR encoder scored 33.28% on the same forty-two datasets used to test the
standard NuPIC encoders. The best score for the standard NuPIC encoders was by SDR-
Category encoder which scored 26.46% (see Section 5.4.4). The parameters for HI-SDR
encoder were n = 300, w = 3, p = 2. Again, an unoptimised parameters for the SP
and the TM were used which affects the results. Later on in this Section, the results of
using an optimised parameters will be presented to show the potential of the proposed
encoder. The author used the same (unoptimised) parameters for all four encoders just
to take the SP and the TM parameters out of the equation and make the encoder solely
the factor affecting the score.
It can be seen that the drastic difference in the heat-map shown in Figure 5.14 of the
proposed encoder compared to the standard NuPIC encoders. In Figure 5.14a, which
does not include the date column, it can be seen how active the input bits are. The
activity is more spread across the SDR space. In Figure 5.14b, which does include the
date column, it can be seen that most of the activity is happening in the bottom portion
of the SDR. Unlike the standard encoders, the upper portion is less active in the proposed
encoder. This is a more faithful representation of what is happening in the dataset. The
time-stamp column is presented in every record and it is cyclical and wraps around.
Therefore, it covers the same area in the input space. Compare that to the standard
encoders SDRs which have the upper portion much more active than the date portion.
Figure 5.14c shows the SP active columns. It can be seen how balanced is the activity
between the upper portion (which is corresponding to the sensors input), and the lower
portion. This means that the SP is recognising and learning from both portions, giving
a better picture for the HTM system.
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FIGURE 5.14: The activities of each bit of the SDRs after reading 10,000 records using
the proposed HI-SDR encoder.
Figure 5.15 shows the same sequence that was explored in the previous Section (sleep→
personal → eat → work) and the resulting SDR for every activity performed by the
inhabitant. It can be seen how the proposed encoder uniquely assigns a representation
for every activity. The proposed encoder uses different places to position the active bits
across the input space. This helps the SP to learn much faster and distinguish the inputs
more clearly compared to the standard encoders.
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FIGURE 5.15: The sequence sleep → personal → eat → work SDRs produced by the
HI-SDR encoder.
The proposed encoder is capable of uniquely representing any input regardless of the in-
put density. A record that contains no active bits (e.g. [0, 0, 0, 0, ..., 0]) and a record that
is fully dense (e.g. [1, 1, 1, 1, ..., 1]), both will get a unique SDR with fixed sparsity and
fixed active w-bits. Thus, fulfilling the required properties of a good encoder. This is im-
portant if we want the encoder to work with any number of sensors in an unsupervised
fashion.
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FIGURE 5.16: The bursting columns activity produced by the HI-SDR encoder.
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Figure 5.16 takes a look at the bursting columns while processing the 10,000 records
of the dataset. It can be seen that the columns are bursting quite often. In fact, the
total number of the bursting column throughout the experiment was 28,045 columns.
The highest number of bursting columns was the Scalar encoder with 15,856 bursting
columns. This in an indication that the parameters of the SP and the TM are not tuned
for this dataset. However, even with this misconfigured parameters, the HI-SDR encoder
outperformed the standard encoders.
SpatialPooler(
inputDimensions =(600,),
columnDimensions =(600,),
synPermConnected =0.1,
synPermActiveInc =0.05,
synPermInactiveDec =0.00005 ,
globalInhibition=True ,
numActiveColumnsPerInhArea =44,
maxBoost =20.0,
potentialPct =0.8)
TemporalMemory(
columnDimensions = (600,),
cellsPerColumn= 10,
initialPermanence =0.21,
connectedPermanence =0.1,
minThreshold =4,
maxNewSynapseCount =20,
permanenceIncrement =0.5,
permanenceDecrement =0.001 ,
activationThreshold =9)
LISTING 5.2: The optimised SP and TM parameters
Just to see the potential of the proposed encoder, the author ran another experiment
using the same forty-two datasets with an optimised parameters for both the SP and the
Temporal Memory. The HI-SDR encoder scored 76.59% using the parameters shown in
Listing 5.2. The parameters for the HI-SDR encoder were n = 600, w = 3, p = 8.
Figure 5.17 shows the SDRs with the optimised parameters and the active columns
generated by the SP. Figure 5.18 shows the SDRs for the sequence sleep→ personal →
eat → work, as done before. The author notice that the SDRs are more active than the
previous experiment and that is due to the number of partitions (e.g. the p parameter
of the proposed encoder). The details of the HI-SDR parameters and the algorithm are
presented in Section 5.5.2.
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FIGURE 5.17: The HI-SDR results with the optimised parameters for the SP and the
TM.
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FIGURE 5.18: The sequence sleep → personal → eat → work SDRs by the HI-SDR
encoder with the optimised parameters.
The total number of the bursting columns with the optimised parameters is 4,531.
This shows a large difference than the old number with the unoptimised parameters
which was 28,045 columns. Moreover, Figure 5.19 shows the behaviour of the bursting
columns, while processing the 10,000 records. It can be seen that this gradual decrease
in the number of bursting columns which is an indicator that the HTM system is actually
learning the pattern that the inhabitant is doing throughout the day.
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FIGURE 5.19: The bursting columns activity by produced the HI-SDR encoder with the
optimised parameters.
5.5.2 The Algorithm
The algorithm can be divided into two parts, the hashing part and the SDR construction
part.
For the first part, the array of the sensors readings were fed to the hashing function to
obtain the hash digest. The author has tested several non-encryption hashing functions
and the results of the xxHash function produced the best results on our datasets.
For the second part, which is the construction of the SDR based on the hash digest.
Algorithm 1 presents the pseudo-code of the actual implementation of construction al-
gorithm. The algorithm receives four parameters, namely:
• hash: which is the hash digest.
• n: the total number of bits of the SDR.
• w: the number of active bits in the SDR.
• p: the number of the partitions.
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Algorithm 1 SDR construction algorithm.
1: procedure CONSTRUCT-SDR(hash, n,w, p)
2: SDR← [0] ∗ n . SDR is n length zero array
3: skip← INT(n/partitions)
4: hashDigits← STR(hash) . Converts the hash digits to string
5:
6: if w > (skip/10) then . Divide by 10 because there are 10 digits
7: Raise ValueError
8: end if
9:
10: for d in hashDigits do
11: i← INDEX(d)
12: if i == p then
13: break
14: end if
15:
16: ri← INT(d) + 1 . Calculating the relative index position
17: pct← FLOAT(ri)/10
18: ri← ROUND(skip ∗ pct)− 1
19:
20: for j in RANGE(w) do
21: diff ← (w − 1)
22: SDR[ri+ (i ∗ skip) + j − diff ] = 1
23: end for
24:
25: end for
26: return SDR
27: end procedure
5.6 Summary
In this Chapter, a formal definition of the SDRs and the mathematical notations of this
concept were presented. The SDRs properties and the operations that can be performed
with them were explored. The required properties for the encoders to produce good
SDRs were explained. The most challenging property was capturing the semantic mean-
ing where any two similar inputs should result in similar SDRs. The other required
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properties were having a deterministic encoder, having a low density of active bits, and
having a fixed number of total bits generated by the encoder.
Standard NuPIC encoders for different numerical, categorical and specialised data types
were explored. The smart home datasets and the problems with using standard NuPIC
encoders to represent the datasets records were presented. Then, several experiments
were conducted and how standard encoders do actually encode the datasets’ records
and the effects for these encoding on the SP active columns and on the TM bursting
columns. Guided by the required properties for good encoding, the author proposed
and developed a novel encoder and compared its results with the standard ones. The
Chapter concludes with the algorithm for the hash encoder.
The experiments shown in this Chapter were conducted to highlight the issues with the
standard encoders are very brief and lack the needed depth and analysis. The next
Chapter will evaluate the standard encoders and the novel encoder thoroughly and will
present the adopted evaluation methodology.
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Test and Evaluation
6.1 Introduction
In this Chapter, the evaluation methodology adopted in this study is presented by show-
ing the virtual smart home plan designed using OpenSHS and the chosen context to be
simulated by the participants. Following that, the datasets generated by the participants
and the type of anomalies are presented. A detailed explanation of how the experiment
is designed by showing the anomaly scoring methodology and the different experiment
parameters are presented. The results of executing several unsupervised anomaly detec-
tion algorithms are reported and the Chapter concludes by a discussion of these findings.
6.2 Methodology
This Section provides details on the virtual smart home plan that was designed by the
researcher for the participants to conduct their daily activities in. In Chapter 4, the
concept of simulating specific context of interest can accelerate the simulation time for
the participants. In this Section, a detailed discussion about the chosen contexts to
simulate are presented.
The process of generating the datasets is explained in the following Section along with
the procedure that was applied by the participants. The specific parameters used in
OpenSHS to aggregate the datasets are also presented. The types of the anomalies in
each dataset are also presented in this Section and the reasons for the author’s choice of
binary sensors in the virtual smart home. The Chapter concludes by a detailed explana-
tion of the evaluation process.
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6.2.1 Smart Home Design
A smart home consisting of bedroom, living room, bathroom, kitchen, and home office
as shown in figure 6.1 was designed, each with several types of sensors.
FIGURE 6.1: The floor plan’s design of the smart home.
The smart home is equipped with twenty-nine binary sensors as show in Table 6.1. Each
binary sensor has two states, on (1) and off (0). The sensors can be divided into two
groups, passive and active. The passive sensors do not explicitly require the participant
to interact with them. Instead, they react to the participant movements and positions.
An example of this type is the carpet sensors, which turn on when the participant walks
over them.
It is worth noting that type of the sensors, in terms of being passive or active, has
no implications on the performance of the evaluated models. This distinction is not
included in the generated datasets.
The other type of sensors are the active sensors. This type requires explicit action from
the participant to change their state. For example, when opening a door or when turning
on the light.
The activities’ labels (as discussed in Section 4.3.1.3) that were decided to be included
in this dataset are: sleep, eat, personal, work, leisure, other. The anomalies have an
additional label anomaly.
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During the simulation, when the participants want to change their activity, they can
do so by using the dialogue box shown in figure 4.4. It is worth noting that when the
participants change their activity label, it does not immediately change in the dataset.
The activity label changes when one of the sensors states have changed. This approach
ensures a clean separation when the participants transition from one activity to another.
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TABLE 6.1: All smart home sensors and dataset columns.
i name type Description Active/Passive
1 bathroomCarp binary Bathroom carpet sensor Passive
2 bathroomDoor binary Bathroom door sensor Active
3 bathroomDoorLock binary Bathroom door lock sensor Active
4 bathroomLight binary Bathroom ceiling light Active
5 bed binary Bed contact sensor Passive
6 bedTableLamp binary Bedroom table lamp Active
7 bedroomCarp binary Bedroom carpet sensor Passive
8 bedroomDoor binary Bedroom door sensor Active
9 bedroomDoorLock binary Bedroom door lock sensor Active
10 bedroomLight binary Bedroom ceiling light Active
11 couch binary Living room couch Passive
12 fridge binary Kitchen fridge Active
13 hallwayLight binary Hallway ceiling light Active
14 kitchenCarp binary Kitchen carpet sensor Passive
15 kitchenDoor binary Kitchen door sensor Active
16 kitchenDoorLock binary Kitchen door lock sensor Active
17 kitchenLight binary Kitchen ceiling light Active
18 livingCarp binary Living room carpet sensor Passive
19 livingLight binary Living room ceiling light Active
20 mainDoor binary Main door sensor Active
21 mainDoorLock binary Main door lock sensor Active
22 office binary Office room desk sensor Passive
23 officeCarp binary Office room carpet sensor Passive
24 officeDoor binary Office door sensor Active
25 officeDoorLock binary Office door lock sensor Active
26 officeLight binary Office ceiling light Active
27 oven binary Kitchen oven sensor Active
28 tv binary Living room TV sensor Active
29 wardrobe binary Bedroom wardrobe sensor Active
30 Activity String The current participant activity
31 timestamp String The timestamp every second
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6.2.1.1 Why the Sensors are Binary?
As shown in table 6.1, all the sensors in the smart home are produce output in binary.
This design choice can be justified by several reasons:
• most of the sensors states can be binary,
• easier to implement in existing middlewares,
• closer to the way HTM encoders work.
Most of the smart devices states are naturally binary, including anything that can be
opened and closed or anything that can detect presence or absence of some object. Of
course this binary simplification can not cover all the states that a device can have, but
for the purposes of anomaly detection, this is sufficient. For example, a smart TV can be
in many states such as being fully on and playing a channel, it can be in a sleep mode
where it uses less power, or it can be fully turned off. For detecting the daily patterns of
the inhabitant it is more important to know whether the TV is on or off than knowing if
the TV is off or in a sleeping mode.
If a middleware implementation wants to add an anomaly detection service using the
proposed technique, all it has to do is to set thresholds either manually by the user or
using more sophisticated techniques to set the thresholds for each device. Setting these
thresholds will turn the output of any sensor into binary reading that can be incorporated
into this work.
Working with binary data directly is closer to how the encoders in HTM systems work
using SDRs. Therefore, this choice gave us more freedom to integrate all smart home
outputs with the proposed HTM system.
6.2.1.2 Contexts
In this work, two contexts in the day and two contexts in the week were chosen to be
simulated by the participants. Totalling four different contexts per participant. The day
contexts are ‘morning’ and ‘evening’ contexts. The week contexts are ‘weekday’ and
‘weekend’ contexts.
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6.2.2 The Participants and the Datasets
The participants in this work were chosen randomly but all of them have jobs. They
also have experience with first-person games which will reduce the learning curve of the
tool.
The number of participants was seven and the average time it took to conduct the sim-
ulation was 50 minutes (mintime = 30,maxtime = 75, stdtime = 14.43).
For each participant, the following procedures was followed:
1. The researcher guides the participant and shows him/her the virtual smart home.
2. The participant was asked to play with the virtual smart home to get familiar with
it.
3. Test the participant familiarity with the virtual smart home by asking him/her to
perform specific tasks.
4. The actual simulation takes place, and the participant will be asked to give their
actual starting times for each context.
5. After the simulation of his/her normal behaviour, the participant is asked to per-
form an anomalous simulation that he/she would like the system to identify as an
anomaly.
6. The participant is asked to fill the usability questionnaire.
The researcher did not impose any restrictions or limitation on the participants during
the simulation phase. The participants had the freedom to perform any activity and for
any length of time.
6.2.2.1 Dataset Aggregation
For each participant, six datasets with unique parameters were generated. The parame-
ters used to generate each dataset are as follows:
1. days: 30 and 60 were chosen.
2. start-date: 2016-02-01 was chosen.
3. time-margin: the values 0 minutes, 5 minutes, and 10 minutes were chosen.
150
Chapter 6 Test and Evaluation 6.2. Methodology
The above parameters generate one month and two months worth of data. For the one-
month dataset, there are 3 variants with 0, 5, and 10 time-margins. The same goes for
the two-month dataset. This ensures that the generated datasets are different in the
time dimension. Table 4.4 shows a sample of the final dataset. The total number of
datasets is forty-two and for each one the corresponding anomalous event was injected.
TABLE 6.2: The forty-two test datasets and the corresponding number of records.
Name Records
d1-1m-0tm 18,121
d1-1m-5tm 18,097
d1-1m-10tm 18,045
d1-2m-0tm 35,034
d1-2m-5tm 34,968
d1-2m-10tm 35,066
d2-1m-0tm 35,359
d2-1m-5tm 35,680
d2-1m-10tm 35,542
d2-2m-0tm 74,172
d2-2m-5tm 72,164
d2-2m-10tm 72,752
d3-1m-0tm 40,604
d3-1m-5tm 40,065
d3-1m-10tm 41,682
d3-2m-0tm 88,092
d3-2m-5tm 88,092
d3-2m-10tm 87,553
d4-1m-0tm 30,032
d4-1m-5tm 30,924
d4-1m-10tm 29,646
d4-2m-0tm 61,115
d4-2m-5tm 59,445
d4-2m-10tm 56,830
d5-1m-0tm 41,344
d5-1m-5tm 39,725
d5-1m-10tm 40,818
d5-2m-0tm 78,268
d5-2m-5tm 79,049
d5-2m-10tm 78,628
d6-1m-0tm 88,884
d6-1m-5tm 90,435
d6-1m-10tm 88,943
d6-2m-0tm 174,810
d6-2m-5tm 174,190
d6-2m-10tm 169,655
d7-1m-0tm 53,322
d7-1m-5tm 51,973
d7-1m-10tm 52,263
d7-2m-0tm 99,194
d7-2m-5tm 102,341
d7-2m-10tm 100,975
Total 2,743,897
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The naming convention used for the dataset files is d{x}-{y}m-{z}tm where:
• x: is an index number to uniquely identify a dataset,
• y: is the number of months generated,
• z: is the time-margin value.
6.2.2.2 The Anomalies
In some contexts, the definition of an anomaly is clear and can be quantified, for ex-
ample, the heart rate for a patient. A heart rate that ranges from 60 to 100 beats per
minutes is considered a normal resting heart rate for an adult. However, in the context
of an inhabitant’s behaviour in their smart home environment, the definition of what
an anomalous behaviour is? Can difficult and hard to quantify. Anomalous behaviour
becomes much more subjective and varies from one inhabitant to another. It is for this
reason the anomalies in the datasets were not injected, after the simulations were con-
ducted, based on the researcher’s idea of what an anomaly is.
To overcome the issues with defining what is an anomaly for an inhabitant, the re-
searcher left this definition to the persons capable of defining these anomalies, the par-
ticipants themselves.
Each participant performed an additional simulation that is intended to represent an
anomaly from the point of view of the participant. All the anomalies are defined by
the participants and no restrictions were imposed by the researcher. Table 6.3 shows
each participant’s anomaly that he/she simulated. Although there are seven anomalies
in total, each anomaly is injected into six different contexts based on the user behaviour.
The anomalies in this work were defined at the level of the individuals. This decision was
made because of the unnecessarily added complexity of defining the anomalies at the
group/inhabitants level. As suggested by Novak et al. (2012), adding an RFID tag can
easily identify each person behaviour in the smart home. Therefore, when the problem
is solved efficiently at the individual level, this solution can be trivially extended to the
group by separating each inhabitant from another by their RFID tags.
6.2.3 Experiment Design
Figure 6.2 shows the overall design of the experiment. After the preparation of the
forty-two datasets, the records of each dataset are fed to a Machine Learning model.
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TABLE 6.3: the anomalies defined by the participants.
participants anomaly definition
participant 1 leaving the fridge door open.
participant 2 leaving the oven on for long time.
participant 3 leaving the main door open.
participant 4 leaving the fridge door open.
participant 5 leaving the bathroom light on.
participant 6 leaving tv on.
participant 7 leaving light bedroom and wardrobe open.
The model produces an anomaly score for each record it reads. No labels are fed to
the Machine Learning model, as this process is completely unsupervised. The output of
the model is a dataset with the records’ number and the associated anomaly score. To
evaluate the performance of the model, the author derived an anomaly scoring metric
based on NAB (see Section 6.2.3.1) that takes the model’s output and scores it based on
the correct labels (ground truth). The anomaly score will be referred to as ‘NAB’ score
throughout the thesis. The higher the score is, the better performance the model has in
detecting anomalies.
Model
Feeding
Data
Dataset A
Dataset B
Anomaly
Scores
NAB
Evaluation
Score
Twiddle
Optimising Score
Best
Score
FIGURE 6.2: The experiment design.
It is worth noting that at every experiment, a set of fixed parameters for one model were
used to run on all the forty-two datasets. For each of the datasets, the model is initialised
and re-set as if it is the first time it sees the currently used dataset.
With the exception of DBSCAN, most of the evaluated models produce a scalar anomaly
score, the question is: How can this score be interpreted? The common answer is to
consult experts in the field and set a fixed threshold for which a score greater than this
threshold is considered an anomaly. But there is an issue with this approach with smart
home datasets. The experts are the smart home inhabitants and what is considered an
anomaly for one, might not be an anomaly for another inhabitant. Therefore, having
a fixed threshold for all dataset is not an optimal solution. To overcome this issue,
an optimisation algorithm (for more information about Twiddle see Section 6.2.3.2)
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was used. Twiddle tries many thresholds and chooses a threshold that yields the best
performance. As shown in Figure 6.2, Twiddle optimises the anomaly score by iteratively
trying different thresholds and reporting the best threshold as the final score.
Each tested model received all data generated from all the sensors at a fixed sampling
rate (every one second). The choice for feeding all the data to the model was based
on the intuition that the model should be able to capture a holistic patterns of the
inhabitants. There is a natural progression of these patterns and an emerging time-
dependency of these activities. If a dedicated model for each sensor was used, this
time-dependency or this sequencing of activities would be lost.
The Machine Learning model produces an anomaly scalar score ranging from 0.0 to 1.0
representing how anomalous a given record is to the model. Some models has this fixed
range by default and some of them does not have an upper limit of this value. For the
algorithms that do not have an upper limit, the scores were normalised and limited to
the range 0.0 to 1.0.
6.2.3.1 Anomaly Scoring Metric
Anomaly detection evaluation is a tricky and challenging task due to the nature of the
anomalies. Traditional evaluation metrics such as recall and precision are not suitable
for evaluating real time anomalies as they do not take into consideration the time aspect
in the evaluation process. An early anomaly detection is better than a latter detec-
tion. This fact is not reflected and rewarded when using recall and precision evaluation
techniques. Therefore, a new anomaly detection framework called Numenta Anomaly
Benchmark (NAB) for real time data was proposed by (Lavin & Ahmad, 2015). The
proposed evaluation method values early detection of anomalies.
NAB is an open source benchmarking framework1 used for evaluating the performance
of real time anomaly detection algorithms. NAB relies on three components to do its
evaluation: an anomaly window, a scoring function and an application profile. The frame-
work takes a dataset with labelled anomalies and establishes anomaly windows around
every anomaly and whenever the tested algorithm detects an anomaly in that window,
a positive score will be added to the algorithm’s performance. If the algorithm detects
multiple anomalies within the same anomaly window, only the first one will be scored.
Figure 6.3 shows a sample data with anomalies marked by red dots. The red shaded re-
gions are the anomalies” windows and the purple shaded region is a grace period where
the algorithm under test is not evaluated in this period.
1https://github.com/numenta/nab
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FIGURE 6.3: An example data with anomalies (Lavin & Ahmad, 2015).
The anomaly window’s length is defined to be 10% of whole length of the data file
divided by the number of the anomalies. This decision stems from the assumption that
anomalies are rare events and the author has tested different values for the anomaly
window length, and they found that 10% is a good approximation.
Figure 6.4 shows multiple anomalies (denoted by the red and green crosses) and also
shows the scoring function. The first anomaly is a false negative that was not detected by
the tested algorithm and therefore it receives a -1.0 score for that anomaly. The second
anomaly was correctly detected and was detected relatively early and therefore received
a +0.9999 score. The third anomaly was correctly detected but since it is within the
anomaly window, its score was ignored. The fourth anomaly was not detected with high
confidence by the algorithm and therefore it received a -0.8093 score.
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FIGURE 6.4: NAB scoring function (Lavin & Ahmad, 2015).
Some applications value false positives detection more than false negatives. NAB takes
this into consideration by providing application’ profiles that vary the weights of the
severity of false positives and false negatives. NAB comes with three profiles:
• Standard profile: Which assigns equal weights for true positives, false positives
and false negatives.
• Reward low false positives profile: Which assigns more weight and penalties for
false positives.
• Reward low false negatives profile: Which assigns more weight and penalties
for false negatives.
The NAB framework also includes datasets of real-world data and synthetic data. Ev-
ery dataset defines its own anomalies. The anomalies could be spatial anomalies (point
anomalies) or temporal anomalies (contextual anomalies). The datasets are coming
from different domains and applications, for example, there is a dataset for CPU util-
isation in Amazon Web Service (AWS). Another example is the value of a stock in the
market. The diversity of the datasets adds to the generalisability test for a proposed
technique. The full datasets are publicly available at Lavin & Ahmad (2015).
All of NAB datasets are time-series data and every dataset has two columns, a time stamp
column and a scalar value. Some datasets contains anomalies that are known and the
cause of these anomalies is identified. An example of such dataset is the nyc-taxi
156
Chapter 6 Test and Evaluation 6.2. Methodology
dataset which contains a 30 minute aggregate of the number of passengers in New York
City Taxis. There are five anomalies that occur which are NYC marathon, Thanksgiving,
Christmas, New Years day, and in a snow storm. The other datasets that do not have a
known cause of the anomalies are labelled by hand. The labelling process follows a set
of steps that can be found in the project’s website. The labels are not used to train any
tested model as all the models are working in an unsupervised fashion. The labels are
only used after running the model on the dataset to score and evaluate its performance.
6.2.3.2 Twiddle
Twiddle is a local hill-climbing algorithm that can be used to find a local optimum
(Thoma, 2014). In this research it was used to find the best threshold that separates
normal data points from anomalous ones.
Algorithm 2 The Twiddle algorithm.
1: procedure TWIDDLE(p, dp,A, θ)
2: bestErr ← A(p)
3:
4: while SUM(dp) > θ do
5: for i← 0, LEN(p) do
6: p[i]← p[i] + dp[i]
7: err ← A(p)
8:
9: if err < bestErr then . Found improvement
10: bestErr ← err
11: dp[i]← dp[i]× 1.1
12: else . No improvement found
13: p[i]← p[i]− (2× dp[i]) . Search in the other direction
14: err ← A(p)
15:
16: if err < bestErr then
17: bestErr ← err
18: dp[i]← dp[i]× 1.05
19: else . No improvement found
20: p[i]← p[i] + dp[i]
21: dp[i]← dp[i]× 0.95 . Decrease step size
22: end if
23: end if
24: end for
25: end while
26: end procedure
The Algorithm 2 receives four parameters, namely p, dp,A, θ. These parameters are:
• p: The initial parameters for the function that will be optimised,
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• dp: The step size for the search,
• A: The error/cost function that will be optimised,
• θ: The tolerance threshold (not to be confused with the SDR’s θ).
p and dp can be a single value or a vector of values for the cost function A.
6.2.3.3 Experiment Parameters
As explained earlier, every dataset has one anomaly identified by each participant ac-
cording to their daily habits. The participants had total freedom to define what they
would like the system to recognise as an anomaly. Therefore, every participant had dif-
ferent anomaly periods. To follow a similar evaluation procedure, the anomaly period
was set to be at least five minutes long (300 records in the dataset as the sampling
was done once every second). The modification are applied only for the labels while
the sensors’ readings are left intact. Figure 6.5 shows one of the datasets used in the
experiment.
A probationary period that is not scored is defined for every dataset to allow the model
to learn the participant’s normal habits from his/her data. This probationary period is
set to be the first 80% of the dataset under test. Figure 6.6 shows this period highlighted
and all the anomaly metrics are set as 50% and are not scored. The scoring only happens
for the last 20% of the dataset.
Figure 6.7 shows a zoomed view on part of the last 20% of the dataset. The red-
highlighted section is what the participant defined to be the anomaly period. The figure
also shows several anomaly scores which will be scored according to NAB. Any false
negative or false positive will contribute negatively to the overall score and only true
positives will contribute positively to the overall score.
As shown earlier in Section 6.2.3.1, NAB has the concept of application profile which
allows for customising the scoring methodology to put more weight on false positives
or on false negatives. In this experiment, a profile very similar to the standard profile
provided with NAB was used. True positives weight 100%, false positives weight 20%
and false negatives weight 100%. Therefore, with the profile used in this research, a
single false positive will reduce the overall score by 20%.
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FIGURE 6.5: A portion of dataset d1-1m-0tm that shows the sensors’ readings.
159
C
hapter
6
Test
and
Evaluation
6.2.M
ethodology
FIGURE 6.6: Scoring an HTM system with HI-SDR encoder on dataset d1-1m-0tm.
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FIGURE 6.7: Part of the last 20% section of the dataset d1-1m-0tm and the anomaly period.
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6.3 Results
Several unsupervised anomaly detection techniques and algorithms were tested and this
Section presents the results and findings. The techniques can be categorised into four
categories: HTM based, Nearest Neighbour based, Cluster and Density based, and Statis-
tics based techniques.
6.3.1 HTM Based
This Section presents the results of running two similar HTM based models with the
exception of the encoder used. The first model used the SDR-Category encoder because
it produced the best results as shown in Section 5.4.4. The second model uses the HI-
SDR encoder and all other aspects of the HTM model are similar.
The tested HTM models have three distinct regions. The encoder region, the SP region
and the TM region. The raw anomaly score is the ratio of the wrongly predicted active
columns to the total number of columns. In other words, at any given time t, to calculate
the anomaly score, count the number of active columns that were predicted at time t−1
but are not present in time t and divide it by the total number of all columns. This ratio
represents the prediction mistakes of the HTM system.
The raw anomaly score is one of the metrics that can be used to perform anomaly
detection and can be useful on its own in certain situations. However, this metric is not
the only one used. The anomaly likelihood is another anomaly metric that uses the raw
anomaly score to calculate a moving average and predict the probability of seeing this
raw anomaly score.
The anomaly metric used in this experiment is the log likelihood of the raw anomaly
score. The likelihood anomaly score, explained earlier, can be high and taking the log
scale of these values does improve the separation of these anomalies and improve the
overall anomaly score.
In Figures 6.6 and 6.7, the three anomaly metrics are show in different colours. The raw
anomaly score is coloured blue, the anomaly likelihood is coloured in orange, and the
log likelihood is coloured green.
6.3.1.1 SDR-Category Encoder
In this experiment, NuPIC version 0.5.5 and NuPIC Bindings version 0.4.5 were used.
Several model parameters for the SP and the TM were used and tested on the forty-two
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anomaly datasets generated by the participants. Using one set of parameters, a model is
created for each dataset to learn the inhabitant’s habits and the performance is scored
using NAB (See 6.2.3.1). Finally, the average NAB scores for the forty-two datasets is
reported. In the following figures, every data point represents the average NAB score
over the forty-two datasets with specific model parameters.
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FIGURE 6.8: SDR-Category encoder results with different minThreshold values.
Due to the lack of an optimisation algorithm suitable for HTM systems in high dimen-
sional datasets, several experimental model parameters were used to assess the perfor-
mance. Figure 6.8 shows the performance of several HTM models with different values
for the parameters activationThreshold versus the minThreshold parameter.
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FIGURE 6.9: SDR-Category encoder with activationThreshold values equals to
minThreshold.
In the first four passes in Figure 6.8, it seemed that the performance of the models have
improved when the values of activationThreshold and minThreshold are closer to-
gether, towards the right-hand side of the graph. Therefore, another pass of performance
evaluation was carried out in Figure 6.9 where activationThreshold and minThresh-
old are equal to each other. However, the results show no significant improvements.
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FIGURE 6.10: SDR-Category encoder results and synPermInactiveDec parameter.
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Figure 6.10 shows the performance of the HTM model with different values of the pa-
rameter synPermInactiveDec which specifies the amount of decrement to the inactive
synapses. The results of these passes show that around the value of 0.000008 there is
an improvement of the model performance. Therefore, in Figure 6.11 two evaluation
passes were carried out with the synPermInactiveDec parameter set to the best value
identified so far (0.0000081). In the first pass in Figure 6.11, the parameter minThresh-
old was set to 10 and in the second pass it was set to 9. In both passes, the parameter
activationThreshold was evaluated at values ranging from 1 to 15.
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FIGURE 6.11: SDR-Category encoder results with different activationThreshold values.
In Figures 6.12 and 6.13, several performance passes are carried out to test the be-
haviour of the HTM model with respect to the parameters activationThreshold and
minThreshold. Throughout all of these passes, the models could not exceed the 40%
NAB accuracy mark.
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FIGURE 6.12: SDR-Category encoder with activationThreshold values ranging from 11
to 16.
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FIGURE 6.13: SDR-Category encoder with activationThreshold values ranging from 17
to 22.
6.3.1.2 HI-SDR encoder
This Section presents the results of using a similar HTM model to the one showed in the
previous Section with the exception of the first region in the model. The encoder used in
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here is the novel HI-SDR encoder. As explained earlier, the lack of a good optimisation
algorithm motivated an empirical experimentation to pick suitable model parameters.
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FIGURE 6.14: HI-SDR with different MaxBoost values.
Figure 6.14 shows the behaviour of the model when changing the MaxBoost parameter.
Similarly, Figure 6.15 shows the performance of the model with different values of the
parameter CellsPerColumns.
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FIGURE 6.15: HI-SDR with different CellsPerColumns values.
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In Figure 6.16 the HTM model was evaluated with different connectedPermanence val-
ues ranging from 0.1 to 0.19.
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FIGURE 6.16: HI-SDR with different connectedPermanence values.
Figure 6.17 shows the performance of the model when changing the parameter numAc-
tiveColumnsPerInhArea. The NAB score shows a steady increase when increasing the
number of active columns per inhibition area, up to the 80% mark. Since this parameter
is directly related to the number of active bits at any given moment, it is expected to
have low performance with low number of active bits because there will not be enough
space for the model to store the state of the world in. However, after a certain value,
the performance steadily decreases. In this model the total number of bits n is 600.
The interval where the model produced the best results was between 20 to 40 bits. The
ratio of active bits in this interval is around 3% to 6% which aligns well with the HTM
literature recommendation of the number of active bits for a given model.
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FIGURE 6.17: HI-SDR with different numActiveColumnsPerInhArea values.
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FIGURE 6.18: HI-SDR with different synPermInactiveDec values.
6.3.1.3 SDR-Category Encoder versus HI-SDR
In this Section, the results of using identical sets of model parameters for two HTM
models with different encoders. The idea in this Section is to eliminate the influence
170
Chapter 6 Test and Evaluation 6.3. Results
of the model parameters on the model results and narrow down the difference between
the two models to the type of encoder used.
SpatialPooler(
inputDimensions =(3590,),
columnDimensions =(2048 ,) ,
synPermConnected =0.1,
synPermActiveInc =0.05,
synPermInactiveDec =0.05015 ,
globalInhibition=True ,
numActiveColumnsPerInhArea =40,
maxBoost =1.0,
potentialPct =0.8),
TemporalMemory(
columnDimensions = (2048,),
cellsPerColumn =32,
initialPermanence =0.21,
minThreshold =11,
maxNewSynapseCount =20,
permanenceIncrement =0.1,
permanenceDecrement =0.1,
activationThreshold =14,
maxSegmentsPerCell =128,
maxSynapsesPerSegment =32)
LISTING 6.1: The suggested model parameters by the swarm optimiser.
Using the model parameters shown in Listing 6.1, the average NAB score of the HTM
model with SDR-Category encoder on the forty-two datasets was 12.46%. Using the
same model parameters with an HTM model equipped with the novel HI-SDR encoder,
the average NAB score was 36.88%.
From our empirical experimentation of finding the best model parameters for HI-SDR
encoder, the parameters shown in Listing 6.2 produced the best results. The average
NAB score was 81.89%. Using the same model parameters with an HTM model equipped
with the SDR-Category encoder, the average NAB score was 2.14%.
SpatialPooler(
inputDimensions =(600,),
columnDimensions =(600,),
synPermConnected =0.1,
synPermActiveInc =0.05,
synPermInactiveDec =0.00001 ,
globalInhibition=True ,
numActiveColumnsPerInhArea= 38,
maxBoost =38.0,
potentialPct =0.8),
TemporalMemory(
columnDimensions = (600,),
cellsPerColumn =2,
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initialPermanence =0.21,
connectedPermanence =0.20 ,
minThreshold =4,
maxNewSynapseCount =20,
permanenceIncrement =0.5,
permanenceDecrement =0.001 ,
maxSegmentsPerCell =128,
maxSynapsesPerSegment =32,
activationThreshold =9)
LISTING 6.2: The best parameters found for HI-SDR models.
6.3.2 Nearest Neighbour Based
In this Section, several nearest neighbour models are evaluated using RapidMiner2 ver-
sion 7.4 and the anomaly detection3 extension version 2.3. Each model’s anomaly score
is normalised to the range 0.0 to 1.0. The higher the value is, the higher the likelihood
of an anomaly occurring.
Starting with k-Nearest Neighbour (k-NN), the algorithm requires the parameter k to
be set. Testing the algorithm with different values of k and their results are shown in
Section 6.3.2 for values ranging from 2 to 7. Since several features are in the datasets,
using Principal Component Analysis (PCA) as a preprocessing step was also tested and
the results are shown in Section 6.3.2 for values for k ranging from 2 to 13. Reducing
the dimensionality of the input using PCA seems to have improved the results of the
algorithm.
2https://rapidminer.com/
3http://madm.dfki.de/rapidminer/anomalydetection
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FIGURE 6.19: k-NN model results.
Table 6.4 shows the results of the Local Outlier Factor (LOF) algorithm with PCA as
a preprocessing step and without it. The implementation of the LOF algorithm in the
anomaly detection extension for RapidMiner runs several values of k and uses the best
score. Unlike the previous algorithm, using PCA does not seem to improve the results of
the model.
TABLE 6.4: LOF model results.
LOF & PCA LOF
k NAB Score k NAB Score
2-10 11.56% 2-10 15.0%
Section 6.3.2 shows the results of the Connectivity Based Outlier Factor (COF) with PCA
and without it. Several k values were tested for both models. The application of PCA
seems to have improved the results slightly.
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FIGURE 6.20: COF model results.
Two models using the Local Correlation Integral (LOCI) algorithm results are shown
in Table 6.5 one with PCA as a preprocessing step and the other model without a di-
mensionality reduction algorithm. The algorithm seems to achieve better performance
without the dimensionality reduction step.
TABLE 6.5: LOCI model results.
LOCI & PCA LOCI
NAB Score NAB Score
32.89% 41.13%
The Local Outlier Probability (LoOP) results are shown in Section 6.3.2 with PCA and
without it. With low values of k the model was not able to detect the anomalies without
the dimensionality reduction step. However, with values of k > 6 the application of PCA
seems to increase the performance of the model.
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FIGURE 6.21: LoOP model results.
The Influenced Outlierness (INFLO) algorithm, in similar fashion, was run with PCA
and without it and its results are shown in Section 6.3.2. The results are slightly better
without the dimensionality reduction using PCA.
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FIGURE 6.22: INFLO model results.
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6.3.3 Cluster and Density Based
In this Section, several clustering and density based models are evaluated using Rapid-
Miner version 7.4 and the anomaly detection extension version 2.3. Similar to the pre-
vious Section, every model’s anomaly score is normalised to the range 0.0 to 1.0. The
cluster based algorithms require a clustering algorithm to be used in conjunction with
an anomaly detection algorithm.
Using the Cluster Based Local Outlier Factor (CBLOF) algorithm, the results of two mod-
els are shown in Table 6.7. The difference between the two models is the choice of the
clustering algorithm used. The k-means and its extension, the X-means algorithms were
chosen in this Section. The X-means algorithm tries to overcome the issue of choos-
ing an appropriate k value for the clustering algorithm. Thus, only one model result
is presented in conjunction with the X-means algorithm. The results shows very lit-
tle difference between the best k-means score and the X-means score with the CBLOF
algorithm.
TABLE 6.6: CBLOF model results.
k-means X-means
k NAB Score k NAB Score
2 7.40% 2-60 14.79%
3 10.50%
4 15.50%
5 16.07%
6 9.80%
7 15.60%
8 15.42%
9 13.18%
The Local Density Cluster Based Outlier Factor (LDCOF) results in Table 6.7 tell a similar
story to the previous algorithm. The X-means score is very close to the best score of the
k-means model.
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TABLE 6.7: LDCOF model results.
k-means X-means
k NAB Score k NAB Score
2 9.78% 2-60 14.79%
3 14.90%
4 12.05%
5 9.07%
6 5.78%
The Clustering-based Multivariate Gaussian Outlier Score (CMGOS) can be categorised
under the statistical based anomaly detection algorithm because it uses Gaussian model
to determine the anomalies. Table 6.8 shows the results of using CMGOS with k-means
and X-means.
TABLE 6.8: CMGOS model results.
k-means X-means
k NAB Score k NAB Score
2 10.58% 2-10 18.66%
3 13.93%
4 3.31%
5 0.0%
DBSCAN algorithm was not available for the anomaly detection extension in Rapid-
Miner. The Scikit-Learn DBSCAN implementation version 0.18.1 4 was used in this
experiment. Using PCA as a preprocessing step did improve the results slightly as shown
in Table 6.9.
TABLE 6.9: DBSCAN model results.
DBSCAN & PCA DBSCAN
NAB Score NAB Score
27.14% 23.72%
6.3.4 Statistics Based
Similar to the previous Sections, RapidMiner version 7.4 and the anomaly detection
extension version 2.3 were used to assess two statistical anomaly detection algorithms.
4http://scikit-learn.org/stable/modules/generated/sklearn.cluster.DBSCAN.html
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TABLE 6.10: HBOS model results.
HBOS & PCA HBOS
NAB Score NAB Score
61.90% 28.51%
The Histogram Based Outlier Score (HBOS) algorithm results are shown Table 6.10 with
the application of PCA and without applying it. The model results did improve signifi-
cantly with the PCA application as a dimensionality reduction step of the features. The
results of the Robust Principal Component Analysis Anomaly Score (rPCA) are shown in
Table 6.11.
TABLE 6.11: rPCA model results.
NAB Score
9.50%
6.4 Discussion
After assessing the anomaly detection performance of several algorithms and techniques,
the best scores identified by the experiment design, explained in Section 6.2.3, for each
algorithm and techniques are summarised in Figure 6.23. The Figure shows that the
HTM based model with the novel HI-SDR encoder is capable of competing and ex-
ceeding the performance of the state-of-the-art algorithms. The k-NN and the HBOS
models, with dimensionality reduction preprocessing step, produced the second best
performance with a slight edge for the k-NN model.
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FIGURE 6.23: The results of all evaluated models.
Goldstein & Uchida (2016) carried out a study to evaluate several unsupervised anomaly
detection algorithms and models on ten datasets from various domains such as in image
dataset of breast cancer, handwriting dataset, a speech accent dataset, and others5.
Their findings suggest that algorithms that are designed to detect local anomalies such
as LOF and COF produce poor results especially when the dataset only contains global
anomalies. On the other hand, global anomaly detection methods such as k-NN and
HBOS produce better results and on datasets with local anomalies their performance is
average. Thus, they recommend the use of global anomaly detection algorithms unless
the dataset strictly contains local anomalies. The results shown in Figure 6.23 show
similar findings. Indeed, the k-NN algorithm and the HBOS algorithm produced the best
results other than the HTM model with the HI-SDR encoder. One interesting finding is
that the LOCI algorithm was not recommended by Goldstein & Uchida (2016) for global
anomalies. However, in this study the algorithm is the fourth best performing algorithm.
This is an indication that the forty-two datasets generated by OpenSHS are diverse.
Another comprehensive study of unsupervised anomaly detection conducted by Campos
et al. (2016) on large collection of datasets with different data types from various do-
mains concluded that the k-NN algorithm is one of the state-of-the-art algorithms for
5All datasets are available at http://dx.doi.org/10.7910/DVN/OPQMVF
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unsupervised anomaly detection. The findings of this study do agree with their conclu-
sion as k-NN is the second best performing algorithm on the smart home datasets.
As for the HTM based algorithms, the novel HI-SDR encoder did significantly improve
the performance over a standard HTM model with an SDR-Category encoder. The
standard HTM model did produce acceptable results compared to other unsupervised
anomaly detection techniques. However, the HI-SDR encoder provided the HTM model
with significant increase from 34.42% NAB score using the SDR-Category encoder to
81.89% (an increase of 137.91%).
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FIGURE 6.24: The first 10,000 records of the d4-2m-10tm dataset encoded with SDR-
Category encoder and with model parameters A.
To analyse the reason behind this significant improvement in performance, a closer look
at what is happening in the HTM model over time is needed. For example, looking at
the first 10,000 records of the dataset d4-2m-10tm and how the SDR-Category encoder
encodes these records over time should provide an insight and highlight the main issue
with the encoder. The heat map in Figure 6.24 clearly shows that a large number of
active bits in the generated SDRs are activated at each record. This high number of
similar signatures of the inputs makes it hard for the HTM model to distinguish the
records. It is worth noting that the SDRs are actually one dimensional array and are
shown here as two-dimensional matrices just for visualisation purposes.
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FIGURE 6.25: The first 10,000 records of the d4-2m-10tm dataset encoded with HI-SDR
encoder and with model parameters A.
Contrast the previous heat map with the one generated by the HI-SDR encoder shown
in Figure 6.25. The active bits’ activities are distributed across the available space in a
more even manner. The highest active portion of the SDR are in the 5,000 range while
in the previous example, they were in the 10,000 range. This issue was discussed in
detail in Section 5.4.4.
One of the important points raised by Campos et al. (2016) when evaluating unsu-
pervised anomaly detection is the issue of choosing appropriate model parameters. A
misconfigured model could perform poorly even if the algorithm or the technique used
is appropriate to the task. To rule out this issue when comparing the two HTM models in
this study, in Section 6.3.1.3 two identical sets of parameters where used in two models.
One with the SDR-Category encoder and the other with the novel HI-SDR encoder. Let
us refer to the model parameters shown in Listing 6.1 as A and model parameters shown
in Listing 6.2 as B. The set of model parameters A were suggested by a particle swarm
optimisation (PSO) technique commonly used with HTM models to arrive at good model
parameters. The swarm process is mainly used with classification problem in HTM lit-
erature and this may explain the poor results of the suggested model parameters A. In
the HTM literature there is a recommended set of model parameters for anomaly detec-
tion but it is best suited for datasets with a single scalar feature. Therefore, that set of
parameters did not perform well in this dataset which has high dimensional categorical
features. The model parameters B are the best parameters identified in this study for
the HI-SDR encoder.
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Table 6.12 shows a comparison of the NAB scores of the two models using the two model
parameters sets A and B. In both sets of parameters, the model equipped with HI-SDR
encoder excels.
TABLE 6.12: SDR-Category encoder and HI-SDR encoder results using two identical
sets of parameters.
Encoder Parameters A Parameters B
SDR-Category encoder 12.46% 2.14%
HI-SDR 36.88% 81.89%
To gain more insight on why the results are better when using the HI-SDR encoder, let
us look at the resulting SDRs of the encoders, what is happening in the SP region, and
what is happening in the TM region.
The previously shown Figure 6.26 illustrates the generated SDRs by the SDR-Category
encoder and the HI-SDR encoder using the model parameters A.
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FIGURE 6.26: The first 10,000 records of the d4-2m-10tm dataset encoded with both
encoders with model parameters B.
Figure 6.27 shows the two models with parameters B. Very similar outcome is observed
and illustrated in the generated SDRs. The HI-SDR encoder manages to produce more
evenly distributed active bits across the available space of the SDR which gives the
subsequent regions of the HTM model the ability to easily distinguish the input. While
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the SDR-Category encoder reuses and activates similar active bits which leads to similar
inputs to the subsequent HTM regions.
The SP region is the next region in the HTM system and it is directly affected by the
SDRs generated by the encoders. Figure 6.27a shows the SDR-Category encoder with
model parameters A. The heat map shows very similar features, high activities are
concentrated in very small parts of the SP.
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FIGURE 6.27: The SP with both encoders and with model parameters A.
Contrasting that with what is shown in Figure 6.27b which shows an evenly distributed
activities the available SP region. This indicates that different parts of the SP are learning
much more characteristics about the input than the previous model.
Figure 6.28 shows the two models with the model parameters B and again, very simi-
lar findings. High and concentrated activities of the SP region with the SDR-Category
encoder and evenly spread activities with the HI-SDR encoder.
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FIGURE 6.28: The SP with both encoders using model parameters B.
To analyse what is happening in the TM, one useful metric is the number of bursting
columns and their behaviour over time. Figure 6.29 shows the bursting columns for the
first 10,000 records of the dataset d4-2m-10tm of the model equipped with the SDR-
Category encoder. The number of the bursting columns is 6061 columns. While the
HI-SDR equipped model shown in Figure 6.30, seems very active with 78094 bursting
columns.
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FIGURE 6.29: The TM with SDR-Category encoder and with model parameters A.
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FIGURE 6.30: The Temporal Memory with HI-SDR encoder and with model parameters
A.
Figure 6.31 shows the bursting columns with SDR-Category encoder and the number
of the bursting columns is 2305. This model seems very relaxed and not alerted to the
incoming data. The reason for this is that the SDRs generated by SDR-Category encoder
look similar. Thus, the model cannot distinguish between the different input records
and becomes numb. On the other hand, Figure 6.32 shows the HI-SDR encoder bursting
columns which are totalling 4327 columns. The model shows a smooth decrease in the
number of bursting columns over time and yet never going to be completely relaxed.
There seems to be a trade-off between how relaxed and sensitive the model is and its
capabilities to detect anomalies.
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FIGURE 6.31: The TM with SDR-Category encoder and with model parameters B.
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FIGURE 6.32: The Temporal Memory with HI-SDR encoder and with model parameters
B.
185
Chapter 6 Test and Evaluation 6.5. Summary
6.5 Summary
In this Chapter, the design and methodology of the whole experiment were explained.
The virtual smart home (that was built using OpenSHS) was presented and a listing of
all the sensors and smart devices along with the type of data they generate. The smart
home was equipped with twenty-nine binary sensors including various smart devices.
Also, the rationale behind using binary sensors was explained.
The forty-two datasets that were generated using the virtual test bed were presented.
Each of the seven participants were trained and guided by the researcher to use Open-
SHS and then they were asked to perform several tasks to ensure a good level of fa-
miliarity with the simulation tool. After making sure that the participants are comfort-
able with OpenSHS, the actual simulations took place. The participants were asked
to simulate four contexts: ‘morning-weekday’, ‘morning-weekend’, ‘evening-weekday’,
and ‘evening-weekend’ contexts. After that, each participant was asked to perform an
anomaly according to their own definition and patterns. The type of anomalies that the
participant decided to perform and simulate are explained along with the OpenSHS pa-
rameters used to aggregate the final datasets. The forty-two datasets totalled 2,743,897
records worth of data.
A detailed explanation of the experiment design and the evaluation pipeline for all the
tested algorithms was presented and discussed. Each experiment starts by reading one
dataset out of the forty-two datasets and feeding the data to the anomaly detection
model. 80% of the dataset is used to let the model learn from without scoring. The
last 20% of the dataset is used to score the performance of the model. Most of the
tested anomaly detection models score was a scalar value which imposed a challenge
for evaluation. The challenge was figuring out what is the best threshold to choose
to recognise a reading as an anomaly or not. To overcome this issue and to make the
evaluation process fair for all models, an optimisation algorithm (Twiddle) was used and
several iterations were performed for each dataset to find the best threshold possible
for that dataset. The best score was the final score reported for that dataset. Finally,
an average for all the datasets scores was reported as the model overall accuracy in
detecting the anomalies.
The results of several unsupervised anomaly detection algorithms and techniques were
reported on the participant’s generated datasets. The models were grouped by the
primary technique used in the model. The experiments covered HTM based, nearest
neighbour based, cluster and density based and statistics based techniques. A detailed
discussion of these results shows that previously conducted studies about unsupervised
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anomaly detection techniques on different datasets produced results similar to the re-
sults found by this experiment.
As for the HTM based anomaly detection models, without the novel HI-SDR encoder,
they produced moderate results that could not compete with the state-of-the-art anomaly
detection algorithms. However, with the HI-SDR encoder, the HTM models were able to
compete and exceed these algorithms. The HI-SDR encoder scored 81.9% accuracy, on
the forty-two datasets, with 17.8% increase in accuracy compared to the k-NN algorithm
and 47.5% increase over the standard CLA encoders.
The Principal Component Analysis (PCA) algorithm was used as a preprocessing step
and this step improved the results of some of the algorithms. For example, the k-NN
algorithm scored 39.9% accuracy without PCA and scored 64.1% accuracy with PCA.
Similar results were achieved by the Histogram Based Outlier Score (HBOS) algorithm
which scored 28.5% accuracy without PCA and 61.9% with PCA as a preprocessing step.
One possible improvement for the HTM based models to develop an optimisation algo-
rithm to tune its parameters for anomaly detection problems. A Particle Swarm Opti-
misation (PSO) technique is usually used in the literature, but it is more suitable for
classification and prediction problems.
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Conclusions and Future Work
Smart homes are becoming more sophisticated and complicated due to the number of
smart devices that are added to them and the different tasks that these devices are per-
forming. Nowadays, with the realisation of the IoT vision, it is becoming more important
for the smart home inhabitant to take control and manage these devices. The IoT vision
in the smart home faces several challenging issues such as security, privacy, elderly care
and context-awareness. Anomaly detection can play an important role in solving some
of these issues.
The literature review of detecting anomalies in the smart home domain showed a lack
of good datasets that are focused on anomaly detection problems. The existing research
projects in this domain, usually focus on the classification and recognition of ADLs for
the inhabitants and there are many real-world datasets generated from actual smart
homes in the literature. However, few research projects focused on anomaly detection
problems.
The habits and daily patterns of the smart home inhabitants are different and ever-
changing. This fact imposed an interesting challenge to this research. Proposing an
anomaly detection technique based on supervised machine learning algorithms is rather
limiting and not generalisable. Thus, unsupervised machine learning algorithms and
techniques were the target of this research due to their ability to learn from the data
without the need for training labels in the dataset.
The HTM theory introduces an overarching theory that proposes the existence of a com-
mon algorithm performed across all regions of the brain’s neocortex. The algorithmic
implementation of the theory, the CLA, proposes several regions that realise the HTM
theory and make it applicable to real-world problems. The first region is the encoder
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region which is responsible of transforming the streaming input data to a sparse repre-
sentations called SDRs. The next region is the SP which learns the spatial features of
the SDRs and pass this new learned representation to the next region, the TM. The TM
is responsible for learning the transitions from one SDR to the next, thus learning the
temporal features of the streaming data. All of these regions are biologically inspired by
the recent findings in Neuroscience.
The HTM models can learn the state of the world and can be used to perform classifi-
cation, prediction and anomaly detection problems. Although extracting what the HTM
model has learned is currently done with statistical approaches and not by biologically
inspired techniques. Yet, the results of detecting anomalies seems promising.
This work tackled the lack of good representative datasets aimed at anomaly detec-
tion and developed OpenSHS, a new hybrid, open-source, cross-platform, 3D smart
home simulator for dataset generation. OpenSHS reduces the time and effort for the
researcher and the participants and streamlines the process of generating simulated
smart home datasets. Using this tool, forty-two datasets aiming at detecting anoma-
lies of smart home inhabitants’ behaviour were created. Moreover, the anomalies are
defined and annotated by the participants.
The work at hand conducted an evaluation of the current state of the HTM implemen-
tations. There are several implementations of the HTM theory and the most active
implementation is NuPIC. The anomaly detection models in this implementation can
use several encoders that encode the dataset records to be fed to the HTM model. An
evaluation of the available encoders revealed the need to develop an encoder capable
of dealing with datasets generated by a smart home environment. The smart home
environment contains many sensors and this increases dimensionality of features set.
The HI-SDR encoder was developed as a novel encoder to overcome the issues discov-
ered when using HTM models to detect anomalies in the smart home domain. The eval-
uation of the current state-of-the-art unsupervised anomaly detection algorithms and
techniques on the forty-two smart home datasets revealed good and promising results.
The HTM model with the HI-SDR encoder was able to achieve 81.9% accuracy using
NAB as an anomaly detection metric with 17.8% increase over the k-NN algorithm and
47.5% increase over the standard CLA encoders.
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7.1 Research Contributions
This work offers several contributions to knowledge and can be summarised as follows:
• The primary contribution of this research is the development of a novel HTM en-
coder (HI-SDR) to solve the issue of high-dimensional datasets in smart homes.
The current implementation of HTM theory, NuPIC, offers several encoders that
are suitable for scalar and categorical data types. However, these encoders are
designed to work with a single feature (a single column) in the dataset or with
few columns. When using several scalar or categorical encoders to encode each
column, the resulting output will be big and less sparse than the HI-SDR encoder.
Keeping the sparsity low for the output of the encoder is an important property as
this will allow the HTM model to form meaningful representations to learn from.
The smart home’s environment usually consists of several sensors and actuators
which affect the performance of the standard encoders. The HI-SDR encoder uses
a hashing technique to reduce the dimensionality of the dataset feature space by
encoding it into a representation that the rest of the HTM model can work with
and produce good anomaly detection results.
• A novel smart home simulation tool, OpenSHS, targeted at researchers who are
interested in smart home research area. OpenSHS represents a new hybrid, open-
source, cross-platform, 3D smart home simulator aiming at dataset generation.
The literature review of the current simulation tools had many shortcomings and
OpenSHS is an attempt to rectify these issues.
• Forty-two datasets of smart home participant’s daily activities with annotated anoma-
lies. One of the issues revealed by the literature review of smart homes is the
lack of a standardised dataset targeted at detecting anomalies in a smart home
environment. Using OpenSHS, the participants simulated their daily habits and
self-annotated these datasets. The collection of these datasets is available pub-
licly online to allow for the whole research community to test and evaluate their
machine learning models.
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7.2 Conclusion and Future Work
Representing the input as SDRs is one of the main strengths and advantages of using
an HTM based model. As long as the required properties for the encoders are met,
HTM model can work with any type of data unlike some machine learning models.
The HI-SDR encoder has been designed to work with high-dimensional binary datasets.
However, not all the data in a smart home can be modelled into two states, on and off.
Therefore, one of the main tasks for future work is to investigate how to integrate and
fuse several data types into one SDR. Ideally, the encoder should be able to work with
high-dimensional categorical and scalar data types. However, that would make the out-
put of the encoder big and the challenge is to make the output size manageable without
sacrificing needed information. Incorporating dimensionality reduction techniques such
as PCA could provide insightful solutions.
The hierarchical arrangement of regions is one of the HTM theory main principals. How-
ever, the current implementation, NuPIC, does not have a hierarchy of regions and only
implements one region. Therefore, the question is still open for how to create an ef-
ficient hierarchy of regions and how to pass the data between them. Moreover, once
an efficient fusion and integration of hierarchies is implemented, the question will be,
how to arrange these regions and what should each region learn. For example, in image
and video recognition, the Convolutional Neural Network’s (CNN) lower layers learn
and recognise primitive shapes while the higher layers learn bigger shapes. Investigat-
ing how to arrange several HTM regions to detect anomalies where the lower regions
learn smaller features and the higher regions learn more abstract patterns, will be an
interesting challenge.
Another task for future work is to test and evaluate the performance of several full HTM
models dedicated to each column in the dataset. The challenge in this setup is how
to integrate their output and whether or not this approach will outperform the current
setup.
The HTM models have several parameters that need to be tuned and optimised to get
the best possible results. Particle Swarm Optimisation (PSO) was used to optimise the
HTM model’s parameters for classification problems. One of this research results can
be used to provide a heuristic that can improve the selection of good parameters. The
heuristic is the number of bursting columns in the TM. For future work, an investigation
of whether it is possible to propose an optimisation technique based on this heuristic
that could achieve better results in optimising HTM anomaly detection models.
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Calculating the anomaly was done using statistical techniques. However, investigating
biologically inspired techniques to calculate the anomaly score could improve the results
even further.
The developed smart home simulation tool, OpenSHS, focused on streamlining the sim-
ulation process for the participants and the researchers. The flexibility, scalability and
accessibility of the tool are an ongoing target for improvements. One of the future plans
is to add a floor plan editor to make it easier for the researcher to bootstrap their smart
home design. Adding more smart devices to the library of devices available with Open-
SHS will help the flexibility and scalability of the tool. Since OpenSHS is open-source
tool and publicly available for the research community, the library of simulated devices
could see fast growth as new devices are introduced. As for the accessibility, porting
OpenSHS to other platforms would lower the barriers for using it to conduct simula-
tions. With the recent advancements in web technologies, OpenSHS could be ported to
run in the web browser which will make the tool more accessible.
For future work, full multiple inhabitants support in real-time will be included. More-
over, the smart devices’ library, has few specialised sensors that could be updated to
include new types of sensors and devices. Taking into consideration that OpenSHS is
an open-source project, released under a free and permissive licence, the project could
envisage quick and rapid development that would facilitate the support of the afore-
mentioned features.
The participants in this work used OpenSHS to generate forty-two datasets of their
ADLs and patterns. The participants had total freedom to perform their activities and
no restrictions were imposed by the researcher. The level of variability shown in the
descriptive statistics presented in Section 6.2.2 reflect this fact. However, the main
limitation for any simulation research is that it will not fully substitute an actual and
real-world experiment.
The more realistic the simulation is, the less the need for building actual smart homes to
carry out research. Following the growing advancements in computer graphics, Virtual
Reality (VR) is becoming more accessible and affordable. BlenderVR (Katz et al., 2015)
is an open-source framework that extends Blender and allows it to produce immersive
and realistic simulations. Since OpenSHS is based on Blender, one of our future goals is
to investigate the incorporation of BlenderVR into our tool to provide more true to life
experiences for the smart home simulation and visualisation. In terms of accessibility,
the aim is to make OpenSHS as accessible as possible. Nowadays, the web technologies
and web browsers can be a good platform to facilitate the wider distribution of Open-
SHS. Technologies such as WebGL (2006) can be used to run OpenSHS in different web
browsers and Blender can export to these technologies.
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Currently, the labelling of activities is performed by the participant during the simulation
phase. OpenSHS does not perform automatic recognition of these activities. As part of a
future work, the possibility of adding automatic recognition of the participants’ activities
can be investigated.
The work presented in this thesis lends itself well to be implemented in a real smart
home provided that a middleware layer is installed. The middleware is responsible for
sampling, aggregating, and cleaning the data generated by the smart devices and the
sensors. If the requirements explained in Section 1.3 are met, the work in this thesis
should provide anomaly detection services to the middleware layer. However, more
research in a real smart home setting is required as there are more potential for new
problems emerging.
One of the important issues facing smart home research is the lack of representative and
standardised datasets for anomaly detection tasks. It is crucial to have good datasets to
validate any proposed anomaly detection technique. However, anomaly detection is a
difficult task to undertake due to the nature of anomalies. Anomalies in a smart home
scenario are rare events and have a subjective quality. Every smart home inhabitant has
their own habits and patterns that makes it difficult to objectively decide whether an
event is an anomaly or not. Due to this subjective quality, in this work the inhabitants
themselves were the ones who decided if an event is anomaly according to their own
habits. This was captured in the forty-two datasets that were generated by the partic-
ipants. For future work, more datasets that follow the same methodology but explore
more complex scenarios and simulate more than a single inhabitant are planned.
To evaluate the ability of an anomaly detection model to adapt to new normal patterns
introduced by the inhabitants, more work is required to create datasets that capture
complex and intricate patterns of the inhabitants. It is common that the normal pat-
terns of the inhabitants will change over time due to changes in the inhabitants’ life
styles. Therefore, testing the adaptability of the anomaly detection model to cope with
these changing patterns is important. For future work, more datasets are needed that
incorporate several changing normal patterns of the inhabitants to test the ability of the
anomaly detection model to recover and recognise the new normal patterns.
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Appendix A
Spatial Pooler and Temporal
Memory
In this appendix the pseudocode of the Spatial Pooler and the Temporal Memory will be
presented based on the work of Hawkins et al. (2016).
A.1 Spatial Pooler
The Spatial Pooler receives the feedforward input coming from the encoders and learns
the spatial feature of every input. The output of the Spatial Pooler is a set of active
columns. After initialising the Spatial Pooler, the algorithm can be divided into three
phases:
• Calculating the overlap between the columns and the input space.
• Calculating the winning columns after performing inhibition.
• Update the permanence of the synapses.
A.1.1 Initialisation
The first thing that occurs when creating a new Spatial Pooler instance is initialising the
permanence values for the columns. Every column is assigned a random permanence
value. This value is bounded by two conditions, all values should be normally distributed
around the connectedPerm variable (A.1). The second condition is to have every column
permanence biased towards the centre of the input space. Meaning, when overlaying the
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input space over the active columns, higher permanence values are assigned to centre
of every column and these values are gradually decreasing the further we go away from
that centre.
A.1.2 First Phase: Overlap
Algorithm 3 Calculating the overlap between the input space and the Spatial Pooler
active columns.
1: for c in columns do
2: OVERLAP(c)← 0
3: for s in CONNECTEDSYNAPSES(c) do
4: OVERLAP(c)← OVERLAP(c) + INPUT(t, s.sourceInput)
5: end for
6:
7: if OVERLAP(c) < minOverlap then
8: OVERLAP(c)← 0
9: else
10: OVERLAP(c)← OVERLAP(c)× BOOST(c)
11: end if
12:
13: end for
A.1.3 Second Phase: Inhibition
Algorithm 4 Calculating the winning columns after the inhibition.
14: for c in columns do
15: minLocalActivity ← KTHSCORE(NEIGHBORS(c), desiredLocalActivity)
16: if OVERLAP(c) > 0 and OVERLAP(c) ≥ minLocalActivity then
17: ACTIVECOLUMNS(t).APPEND(c)
18: end if
19: end for
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A.1.4 Third Phase: Update
Algorithm 5 Updating the synapses permanence.
20: for c in ACTIVECOLUMNS(t) do
21:
22: for s in POTENTIALSYNAPSES(c) do
23: if ACTIVE(s) then
24: s.permanence += permanenceInc
25: s.permanence← MIN(1.0, s.permanence)
26: else
27: s.permanence −= permanenceDec
28: s.permanence← MAX(0.0, s.permanence)
29: end if
30: end for
31: end for
32:
33: for c in columns do
34: MINDUTYCYCLE(c)← 0.01× MAXDUTYCYCLE(NEIGHBORS(c))
35: ACTIVEDUTYCYCLE(c)← UPDATEACTIVEDUTYCYCLE(c)
36: BOOST(c)← BOOSTFUNCTION(ACTIVEDUTYCYCLE(c), MINDUTYCYCLE(c))
37:
38: OVERLAPDUTYCYCLE(c)← UPDATEACTIVEDUTYCYCLE(c)
39: if OVERLAPDUTYCYCLE(c) < MINDUTYCYCLE(c) then
40: INCREASEPERMENANCES(c, 0.1× connectedPerm)
41: end if
42:
43: end for
44: inhibitionRadius← AVERAGERECEPTICEFIELDSIZE()
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A.1.5 Functions and Data Structures
TABLE A.1: Spatial Pooler data structures.
Data Structure Description
activeColumns(t) A list of the indices of the winning columns.
activeDutyCycle(c) An average number for how active column c was during a
specified period.
boost(c) The value for boosting column c.
columns A list of all the columns.
connectedPerm A threshold of a synapse that if exceeded, the synapse is said
to be connected.
connectedSynapses(c) A list of the connected synapses out of the potential synapses
for column c.
desiredLocalActivity The number of winning columns after the inhibition process.
inhibitionRadius The average connected receptive field size.
input(t, j) The input space items at time t. Its value is 1 if the jth item
bit is on.
minDutyCycle(c) The minimum required activity of column c. If the col-
umn activity is below this threshold, it will be boosted. The
threshold is 1% of the maximum activities of the column
neighbors.
minOverlap The minimum number of active input bits overlapping with
the columns.
neighbors(c) A list of all the columns falling into the inhibitionRadius
of the column c.
overlap(c) The overlap score of column c with the input space.
overlapDutyCycle(c) An average number for how column c been passing the mi-
nOverlap threshold during a specified period.
permanenceDec The amount by which to decrease the synapse.
permanenceInc The amount by which to increase the synapse.
potentialSynapses(c) A list of potential synapses and their performance for col-
umn c.
synapse An object containing a permanence value and the index of
the associated input bit.
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TABLE A.3: Spatial Pooler functions and their returned values types.
Function Type Description
kthScore(cls, k) int Returns the kth highest overlap score from
a list of columns cls.
updateActiveDutyCycle(c) float Calculates an average of the activity of
column c after inhibition during a specific
period.
updateOverlapDutyCycle(c) float Calculates an average of how column c
been passing the overlap threshold mi-
nOverlap during a specific period.
averageRecepticeFieldSize() float The average radius of the connected re-
ceptive field size for all columns.
maxDutyCycle(cls) float The maximum active duty cycle of the
columns cls.
increasePermenances(c, s) void Increase the permanence of all synapses
in column c by the factor s.
boostFunction(c) float Returns the boost factor of columns c. The
boost value is ≥ 1. The value is 1 when
the column activity is above the threshold
minDutyCycle
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A.2 Temporal Memory
A.2.1 Inference Mode
A.2.1.1 First Phase: Active Cells
Algorithm 6 Calculating the active cells in the Temporal Memory.
1: for c in ACTIVECOLUMNS(t) do
2:
3: buPredicted← False
4: for i← 0 to cellsPerColumn− 1 do
5: if PREDICTIVESTATE(c, i, t− 1) == True then
6: s← GETACTIVESEGMENT(c, i, t− 1, activeState)
7: if s.sequenceSegment == True then
8: buPredicted← True
9: ACTIVESTATE(c, i, t)← 1
10: end if
11: end if
12:
13: if buPredicted == False then
14: for i← 0 to cellsPerColumn− 1 do
15: ACTIVESTATE(c, i, t)← 1
16: end for
17: end if
18: end for
19: end for
A.2.1.2 Second Phase: Predictive Cells
Algorithm 7 Calculating the predictive cells in the Temporal Memory.
20: for c, i in cells do
21: for s in SEGMENTS(c, i) do
22: if SEGMENTACTIVE(c, i, s, t) then
23: PREDICTIVESTATE(c, i, t)← 1
24: end if
25: end for
26: end for
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A.2.2 Learning Mode
A.2.2.1 First Phase: Active Cells
Algorithm 8 Calculating the active cells while learning in the Temporal Memory.
1: for c in ACTIVECOLUMNS(t) do
2:
3: buPredicted← False
4: lcChosen← False
5: for i← 0 to cellsPerColumn− 1 do
6: if PREDICTIVESTATE(c, i, t− 1) == True then
7: s← GETACTIVESEGMENT(c, i, t− 1, activeState)
8: if s.sequenceSegment == True then
9: buPredicted← True
10: ACTIVESTATE(c, i, t)← 1
11: if SEGMENTACTIVE(s, t− 1, learnState) then
12: lcChosen← True
13: LEARNSTATE(c, i, t)← 1
14: end if
15: end if
16: end if
17:
18: if buPredicted == False then
19: for i← 0 to cellsPerColumn− 1 do
20: ACTIVESTATE(c, i, t)← 1
21: end for
22: end if
23:
24: if lcChosen == False then
25: i, s← GETBESTMATCHINGCELL(c, t− 1)
26: LEARNSTATE(c, i, t)← 1
27: sUpdate← GETSEGMENTACTIVESYNAPSES(c, i, s, t− 1,True)
28: sUpdate.sequenceSegment = True
29: SEGMENTUPDATELIST.ADD(sUpdate)
30: end if
31: end for
32: end for
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A.2.2.2 Second Phase: Predictive Cells
Algorithm 9 Calculating the predictive cells while learning in the Temporal Memory.
33: for c, i in cells do
34: for s in SEGMENTS(c, i) do
35: if SEGMENTACTIVE(s, t, activeState) then
36: PREDICTIVESTATE(c, i, t)← 1
37:
38: activeUpdate← GETSEGMENTACTIVESYNAPSES(c, i, s, t,False)
39: SEGMENTUPDATELIST.ADD(activeUpdate)
40:
41: predSegment← GETBESTMATCHINGSEGMENT(c, i, t− 1)
42: predUpdate ← GETSEGMENTACTIVESYNAPSES(c, i, predSegment, t −
1,True)
43: SEGMENTUPDATELIST.ADD(predUpdate)
44: end if
45: end for
46: end for
A.2.2.3 Third Phase: Update
Algorithm 10 Update the internal variables while learning in the Temporal Memory.
47: for c, i in cells do
48: if LEARNSTATE(s, i, t) == 1 then
49: ADAPTSEGMENTS(SEGMENTUPDATELIST(c, i), True)
50: SEGMENTUPDATELIST(c, i).DELETE()
51: else if PREDICTIVESTATE(c, i, t) == 0 and PREDICTIVESTATE(c, i, t− 1) == 1
then
52: ADAPTSEGMENTS(SEGMENTUPDATELIST(c, i), False)
53: SEGMENTUPDATELIST(c, i).DELETE()
54: end if
55: end for
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A.2.3 Functions and Data Structures
TABLE A.5: Temporal Memory data structures.
Data Structure Description
activationThreshold The segment activation threshold. If the number of con-
nected synapses in this segment is greater than this thresh-
old, the segment is then active.
activeColumns(t) A list of the indices of the winning columns at time t.
activeState(c, i, t) A binary number that indicates that at column c, the ith cell
at time t is in an active.
cell(c, i) The cells in column c and index i.
cellsPerColumn The number of cells for each column.
connectedPerm If a synapse permanence is greater than this threshold, the
synapse is then connected.
initialPerm The initial synapse permanence value.
learnState(c, i, t) A binary number that indicates that if at column c, the i{th}
cell is chosen to be the learning cell.
learningRadius The area that a cell can form distal connections to.
minThreshold The minimum segment activity for learning.
newSynapseCount The maximum number of synapses to be added to a segment
when learning.
permanenceDec The value by which a synapse permanence is decreased dur-
ing learning.
permanenceInc The value by which a synapse permanence is increased dur-
ing learning.
predictiveState(c, i, t) A binary number that indicates that at column c, the ith cell
at time t is in a predictive state.
segmentUpdate An object with three values: a segment index, a list of
existing active synapses, and a boolean flag that indicates
whether this segment should be the sequence segment.
segmentUpdateList(c, i) A list of segmentUpdate’s for the ith cell in column c.
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TABLE A.7: Temporal Memory functions and their returned values types.
Function Type Description
segmentActive
(s,t,state)
boolean Returns True if the number of connected
synapses on the segment s that are activated
by state at time t is greater than activa-
tionThreshold. state can be activeState
or learnState.
getActiveSegment
(c,i,t,state)
int Returns a segment index for the ith cell in
column c at time t for which the segment
segmentActive(s, t, state) is True. If
multiple segments exists that satisfy the con-
dition, sequence segments have precedence,
then the segment with the highest activity
getBest -
MatchingSegment
(c,i,t)
int Returns a segment index for the ith cell in col-
umn c at time t for which the segment has
the biggest number of active synapses. Re-
turns -1 if no segments are found.
getBest -
MatchingCell(c)
int Returns a cell index for column c with the
best matching segment. If no cell matches, it
returns the index of the cell with the fewest
segments.
getSegment -
ActiveSynapses
(c,i,t,s,newSynapses)
segment -
Update
Returns a segmentUpdate object with
changes to segment s for the ith cell in
column c at time t. The newSynapses
is a optional boolean flag that defaults
to False. If newSynapses is True then,
newSynapseCount - count(activeSynapses)
random learning synapses are added to
activeSynapses.
adaptSegments (seg-
mentList, positive -
Reinforcement)
void Goes through the list of segmentUpdate
in the segmentList and if positiveRein-
forcement is True, then the active synapses
permanence is increased by permanenceInc.
Otherwise, the synapses permanence is de-
creased by permanenceDec.
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Appendix C
OpenSHS Documentation
C.1 Requirements
This section lists the required dependencies and their corresponding versions for Open-
SHS as follows:
• Blender: version 2.74 or newer,
• Python: version 3.5 or newer,
• Click: version 6.6 or newer.
C.2 Quick Start
To start the simulation demo, from the root directory of OpenSHS, run the following
commands:
cd app/
python openshs start -c morning
This will starts a blender session with the morning context simulation. Start the simu-
lation by clicking <p> on the keyboard. All the interactoins will be captured and saved
into the directory <app/temp>.
After doing mulitple simulations for each context (weekday morning, weekday evenings,
weekend morning, weekend evenings), aggregate the final dataset by running the fol-
lowing command:
python openshs aggregate -d 30 -sd 2016 -02 -01 -tm 10
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This will generate 30 days worth of data starting from 2016-02-01 and with a time
margin of 10 minutes. The final dataset will be placed in the directory <app/datasets>.
C.3 Manual
This section describes all the currently available command line options for OpenSHS.
There are three commands available for OpenSHS, status, start, and aggregate. Each
one of these commands has its own options.
C.3.1 Start Command
The start command starts OpenSHS 3D environment with the specified context. This
command has one option --context which specifies the context that should be started.
The --context can be abbreviated as -c.
C.3.1.1 Examples
To start the morning context, for example:
python openshs start --context morning
C.3.2 Status Command
The status shows the status of the simulation session. There are two options for this
command and one of them must be provided. The options are:
• --list-contexts: Lists the available contexts in this simulations. Can be abbre-
viated as -lc.
• --recorded-samples: Shows the status of the recorded contexts samples. Can be
abbreviated as -rs.
C.3.2.1 Examples
To see a list of the available contexts for this simulation:
python openshs status --list -contexts
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Which will output something similar to this:
morning , evening
To see a list of the recorded samples:
python openshs status -rs
Which will output something similar to this:
For context morning , weekdays: 3 Samples.
For context morning , weekends: 2 Samples.
For context evening , weekdays: 3 Samples.
For context evening , weekends: 2 Samples.
C.3.3 Aggregate Command
The aggregate command generates the final dataset from the recorded samples and
store the as <datasets/dataset.csv>. This command has four options, as follows:
• --days: Specifies how many days to be generated. Can be abbreviated as -d.
• --start-date: Specifies the starting date of the dataset. In other words, the first
date for the first record in the dataset. Can be abbreviated as -sd.
• --time-margin: The starting time margin for each replicated sample. More in-
formation on this option are described in Section 4.3.3.1. Can be abbreviated as
-tm.
• --variable-activitie: Make the activities duration variable. Can be abbrevi-
ated as -va.
C.3.3.1 Examples
To aggregate the final dataset, a command similar to the following can be executed:
python openshs aggregate -d 30 -sd 2017 -02 -01 -tm 10 -va
This will aggregate all the recorded samples and generate a month worth of data (30
days) starting from 2017-02-01, with a time margin of 10 minutes and with variable
activity lengths. The final dataset will be saved to the directory <app/datasets/>
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