We introduce and study several amenability properties for unitary corepresentations and * -representations of algebraic quantum groups, which may be used to characterize amenability or co-amenability of such groups. As a background for this study, we also investigate the involved tensor C *categories.
Introduction
The concept of amenability plays an important role in the theory of locally compact groups and in the theory of operator algebras (see [24] and references therein). Quite naturally, the concept of amenability and its companion, coamenability, have been introduced and studied by several authors in various settings related to quantum groups (see [31, 12, 27, 1, 2, 3, 9, 22, 23, 5, 6, 7] , in chronological order).
In this paper, we introduce several concepts of "amenability" for unitary corepresentations of analytic extensions of algebraic quantum groups (as defined by J. Kustermans and A. van Daele [19] ) : co-amenability (a notion inspired by results in [5, 6] ), amenability (inspired by the concept of amenability of a unitary representation of a locally compact group introduced by M. Bekka [8] ) and the weak containment property (inspired by the classical characterization of the amenability of a group in terms of weak containment).
We present several equivalent formulations of these properties, and use them to characterize amenability or co-amenability of algebraic quantum groups. After some preliminaries in Section 2, we begin the paper with a categorical interlude in Section 3 where we show how the category of non-degenerate *representations of the universal C*-algebraic quantum group associated to an algebraic quantum group [18] and the category of unitary corepresentations of the analytic extension of the dual quantum group (with opposite co-product) are naturally isomorphic as tensor C*-categories. This result enables to transfer all notions introduced for unitary corepresentations to non-degenerate *representations and vice-versa. We also derive the absorbing property of the fundamental multiplicative unitary and of the regular representation. In Section 4, we introduce the conjugate corepresentation and the Hilbert-Schmidt corepresentation associated with a unitary corepresentation. Section 5 is devoted to co-amenability, Section 6 to amenability and Section 7 to the weak containement property, where we also consider briefly property (T) for algebraic quantum groups. In Section 8, we gather some remarks on the relationship between these amenability concepts. Finally, in Section 9, we specify our study of amenability to the setting of algebraic quantum groups of discrete type, where it is possible to exploit the structural properties of these quantum groups to push our analysis further.
Every vector space will be over the ground field C. Given a set V , ι V denotes the identity map on it (but we simply write ι when there is no danger of confusion). If H is a Hilbert space, then B(H) (resp. B 0 (H)) denotes the algebra of all bounded (resp. compact) linear operators acting on H. If B is a * -algebra, M (B) denotes the multiplier algebra of B. If B is unital, we denote its unit by I B , or by I when this causes no confusion. In this case, we set U(B) for the unitary group of B. We denote by S(B) the state space of the C * -algebra B. As usual ⊗ denotes tensor product; depending on the context, it may be the tensor product of vector spaces, the Hilbert space tensor product or the minimal (that is, spatial) tensor product of C * -algebras,⊗ being used for tensor products in the von Neumann algebra setting. However, we often use ⊙ to stress that we are dealing with an algebraic tensor product. If V, W are vector spaces,
; if H is a Hilbert space then Σ is the flip map on H ⊗ H. We use the leg-numbering notation as introduced in [1] .
Preliminaries
Throughout this paper, (A, ∆) denotes an algebraic quantum group in the sense of [29] , see also [30, 19] , where ∆ : A → M (A ⊙ A) is the co-product map. We follow notation and use terminology from these papers. Hence, S denotes the antipode of (A, ∆), ε its counit and ϕ is a fixed faithful left Haar functional. This functional ϕ s not necessarily tracial (or central). However, there is a unique bijective homomorphism ρ : A → A such that ϕ(ab) = ϕ(bρ(a)), for all a, b ∈ A. Moreover, ρ(ρ(a * ) * ) = a.
The pair (A r , ∆ r ) denotes the associated analytic extension (which is a reduced locally compact quantum group in the sense of [20] ), π r : A → A r ⊂ B(H) is the (left) regular representation of A acting on the GNS Hilbert space H of ϕ, Λ : A → H is the canonical injection, W ∈ M (A r ⊗ B 0 (H)) is the associated multiplicative unitary, M = A ′′ r = π r (A) ′′ is the von Neumann algebra generated by π r (A) and R is the anti-unitary antipode (which is defined on M).
We denote by (Â,∆) the dual algebraic quantum group and by (Â r ,∆ r ) the associated analytic extension. We recall thatÂ is the subspace of the algebraic dual of A, consisting of all functionals aϕ, where a ∈ A. Here, (aϕ)(b) = ϕ(ba), and similarly, (ϕa)(b) = ϕ(ab), a, b ∈ A. Since ϕa = ρ(a)ϕ, we haveÂ = {ϕa | a ∈ A}.
A right-invariant positive linear functionalψ is defined onÂ by settinĝ ψ(â) = ε(a), for all a ∈ A. Hereâ = aϕ. Since the linear map, A →Â, a →â, is a bijection (by faithfulness of ϕ), the functionalψ is well defined. Further, we haveψ(b * â ) = ϕ(b * a), for all a, b ∈ A.
As shown in [19] , one may assume that the regular representationπ r ofÂ also acts on H. Accordingly, we identifyÂ r with the C*-algebra generated bŷ π r (Â) and setM =Â ′′ r . A useful fact is that both M andM act standardly on H.
We will work quite often with the "opposite" dual quantum group (Â r ,∆ r,op ). Note that when we add op as a subscript to a co-product map, we mean by this the opposite co-product; that is, the one obtained after "flipping" the original map. One reason for working with (Â r ,∆ r,op ) is that it corresponds to the dual of (A r , ∆ r ) as defined in [20] . Further, the multiplicative unitary associated to (Â r ,∆ r,op ) is simply given byŴ = ΣW * Σ, which fits with the usual notation for multiplicative unitaries and their duals (cf. [1] ).
We denote by (A u , ∆ u ) the universal (locally compact) C*-algebraic quantum group associated to (A, ∆), as introduced by J. Kustermans [18] . We recall here some details of his construction.
The C * -algebra A u is the completion of A with respect to the C * -norm · u on A defined by a u = sup{ Φ(a) |Φ is a * -homomorphism from A into some C * -algebra} (The non-trivial fact that this expression gives a well-defined norm on A is shown in [18] ). The C*-algebra A u has then the universal property that one may extend from A to A u any * -homomorphism from A into some C * -algebra.
The definition of ∆ u relies on the following proposition [18, Proposition 3.8] , which we restate here as we will need it in the sequel. Proposition 2.1. Consider C*-algebras C 1 , C 2 and * -homomorphisms
for every a 1 , a 2 ∈ A. We have moreover that φ(A)(
Now, let π u denote the identity mapping from A into A u . Hence, π u is an injective * -homomorphism from A to A u such that π u (A) is dense in A u , so π u (A)A u is dense in A u (as A 2 = A). By applying the above proposition with φ 1 = φ 2 = π u and exploiting the universal property of A u , one obtains that there exists a unique non-degenerate * -homomorphism ∆ u : A u → M (A u ⊗ A u ) such that (π u ⊙ π u )(x)∆ u (π u (a)) = (π u ⊙ π u )(x∆(a)) and ∆ u (π u (a))(π u ⊙ π u )(x) = (π u ⊙ π u )(∆(a)x) for all a ∈ A and x ∈ A ⊙ A.
Being a * -homomorphism from A onto C, the co-unit ε of (A, ∆) extends to a * -homomorphism ε u from A u onto C, which is easily seen to satisfy the co-unit property for (A u , ∆ u ). Of course, we identify implicitly here A with its canonical copy π u (A) inside A u . Note that sometimes we add u as an index to denote the extension to A u of a * -homomorphism from A into some C * -algebra, and sometimes just use the same symbol to denote the extension when there is no danger of confusion. For example, we get a canonical map π r : A u → A u which is the extension of π r : A → A u .
Let now (A, ∆) be an algebraic quantum group of compact type, that is, A has a unit I. It is immediate that (A r , ∆ r ) is a compact quantum group in the sense of Woronowicz [32, 33] , with Haar state ϕ r given by the restriction of the vector state ω Λ(I) to A r . The unique dense Hopf * -subalgebra [5] of (A r , ∆ r ) may be identified with (A, ∆, ε, S) ( via the Hopf * -algebra isomorphism π r ). Using this identification, we may introduce the remarkable family (f z ) z∈C of multiplicative linear functionals on A constructed by Woronowicz (see [32, 33] ).
Some of the properties of this family are:
It follows from [17, Theorem 2.12 ] that M (Â), the multiplier algebra of A, may be concretely realized as the subspace of the algebraic dual of A consisting of elements θ such that (θ ⊙ ι)∆(a) and (ι ⊙ θ)∆(a) belong to A for every a ∈ A. Hence, in the compact case, we have f z ∈ M (Â) for all z.
We also recall that the following three conditions are equivalent:
The following description of algebraic quantum groups of discrete type, that is, those which are dual to algebraic quantum groups of compact type, will be useful.
Proposition 2.2. Let (A, ∆) be an algebraic quantum group of compact type and let (U α ) α∈A denote a complete set of pairwise inequivalent irreducible unitary corepresentations of the compact quantum group (A r , ∆ r ). Note that we have U α ∈ A ⊙ M dα (C) for some d α < ∞, when identifying A as the dense Hopf * -algebra of A r . Write each U α as a matrix (u α ij ) over A and recall that the set Span
Then
(1)
EachÂ α is a * -subalgebra ofÂ, which is unital with unit p α . As a * -algebra, A α is isomorphic to the matrix algebra M dα (C).
(4)Â = αÂ α (algebraic direct sum).
Proof. This result is surely known. However, we give a proof for the sake of completeness. It relies essentially on the so-called orthogonality relations for the U α 's established in [32, 33] .
(1) With obvious index notation, we have
using [19, Lemma 7.14] . Further, using (i), we get
which is equal toû β kl p α by a similar computation. Hence, (iii) is proved.
is a linear basis for A α and the map a →â is a linear isomorphism between A andÂ, (2) is clear.
(3) The first sentence is an obvious consequence of (1). Now,Â α may be seen as a finite dimensional C * -algebra (using the faithfulness of the * -homomorphism π r ). Hence, to show thatÂ α is isomorphic to
Now, using (1)(i), one sees immediately thatû α kl b = bû α kl hold for all k and l if, and only if,
for all k, l, which in turn is equivalent to
We introduce now the two complex matrices B = (b ij ) and C = (c ij ), where c ij = f −1 (u α ji ). Then ( * ) may be rewritten as ( * * ) δ rk d ls = δ sl e rk , ∀ k, l, r, s,
where d ls = i c li b is and e rk = j b rj c jk . From ( * * ), we clearly get
Therefore, we can conclude that B = λC −1 , that is, b ij = λf 1 (u α ji ), as desired. (4) Fix now α ∈ A and define a linear functional τ onÂ α by
To show (4), a moment's thought makes it clear that it is enough to show that τ = T r α . Due to the uniqueness property of T r α , we only have to show that
To show (a), we have to show (a ′ )ψ(xyf 1 ) =ψ(yxf 1 ), x, y ∈Â α . Now, letρ denote the automorphism ofÂ satisfyingψ(âb) =ψ(bρ(â)) for all a, b ∈ A. Then we getψ(yxf 1 ) =ψ(xf 1ρ (y)), so (a ′ ) follows if yf 1 = f 1ρ (y) hold for all y ∈Â, that is, ifρ(y) = f −1 yf 1 , y ∈Â. This follows from Lemma 2.3.
To show (b), we first observe that
Using this, we show that
But then we get
and (b) is shown. This finishes the proof of (5) and of the proposition. Lemma 2.3. Let (A, ∆) be an algebraic quantum group of compact type. Let ρ denote the automorphism ofÂ satisfyingψ(âb) =ψ(bρ(â)) for all a, b ∈ A.
Proof. Being of compact type, (A, ∆) is unimodular, that is, the modular element δ of A is trivial. Hence, it follows from [7, Lemma 2.2] thatρ(â) = (S 2 (a)) ∧ for all a ∈ A. Therefore, we havê
for all a, b ∈ A, which proves the assertion.
Categorical interlude
In this section we introduce Rep(A u , ∆ u ), Rep(A, ∆) and Corep(Â r ,∆ r,op ) as concrete tensor C * -categories, and describe explicitly isomorphisms (of tensor C * -categories) between them. We also briefly mention some related categories. Finally, we establish the absorbtion property for the regular representation with respect to tensor product.
3.1 C * -tensor categories associated with algebraic quantum groups
We refer to [14, 21] for terminology concerning tensor C * -tensor categories. Let (A, ∆) denote an algebraic quantum group. We begin with the category R = Rep(A u , ∆ u ) and explain how it may be organized as a concrete tensor C *category with irreducible unit. The objects in R are the * -representations π of A u acting on a Hilbert space H π satisfying the non-degenerateness (denseness) condition π(A u )H π = H π . The family of arrows (or morphisms) between two objects π and π ′ is given by
The element 1 π ∈ M or(π, π) is given by the identity on H π . The adjoint of an element T ∈ M or(π, π ′ ) is given by its Hilbert space adjoint T * ∈ M or(π ′ , π), so we clearly have T * T = T 2 . The tensor product π × π ′ of two objects π and π ′ is defined as π × π ′ = (π ⊗ π ′ )∆ u , while on the arrows we have the usual tensor product of operators. The unit in the tensor category is given by ε u . Note that this unit is irreducible, since M or(ε u , ε u ) = C. It is clear that this category has natural subobjects and that one may form direct sums in an obvious way.
Next, we introduce the closely related category R alg = Rep(A, ∆). The objects in R alg are now the * -representations π of A acting on a Hilbert space H π satisfying the non-degenerateness (denseness) condition π(A)H π = H π . Arrows and adjoints are defined in a similar way as above. To define the tensor product of objects, we have to appeal to Proposition 2.1. Let φ 1 and φ 2 be objects in R alg , and consider φ 1 (resp. φ 2 ) as a * -homomorphism from A into M (B 0 (H φ1 )) (resp. M (B 0 (H φ2 )). As φ 1 and φ 2 are non-degenerate (by assumption), the proposition applies and produces a unique * -homomorphism
for every a 1 , a 2 ∈ A. Moreover, we have that (
. It follows easily that φ 1 × φ 2 , when regarded as a * -homomorphism from A into B(H φ1 ⊗ H φ2 ), satisfies the non-degeneracy (denseness) condition required for qualifying it as an object in R alg . Finally, the unit in the tensor category is of course ε.
Not surprisingly, the following proposition holds:
Proposition 3.1. Define P : R → R alg on objects by P (π) = π • π u , and let P act trivially on arrows. Then P is an isomorphism of tensor C * -categories.
Proof. The only non-trivial fact in this assertion is perhaps to show that P preserves tensor products. Let π 1 , π 2 be objects in R, and set φ 1 = P (π 1 ), φ 2 = P (π 2 ), φ = P (π 1 × π 2 ). We have to show that φ = φ 1 × φ 2 . Now, let a, a 1 , a 2 ∈ A. Then we have
).
In the same way, one shows that
From the uniqueness property of φ 1 ×φ 2 ,, we may then conclude that φ = φ 1 ×φ 2 , as desired.
Another category C = Corep(Â r ,∆ r,op ) which may be organized as a concrete tensor C * -category is defined as follows. The objects in C consist of unitary elements U lying in (M (Â r ⊗B 0 (H U ))) for some Hilbert space H U and satisfying the corepresentation property
For objects U and V in C, we set
The element 1 U ∈ M or(U, U ) is given by the identity on H U . The adjoint of an element T ∈ M or(U, V ) is given by its Hilbert space adjoint T * ∈ M or(V, U ), so we have T * T = T 2 . The monoidal structure on the objects is determined by setting
The reason for "reversing" the "natural" tensor product will be evident from Theorem 3.3. Again, on the arrows, we just set T × S = T ⊗ S.
The unit in the tensor category is given by
where I denotes the unit of M (Â r ). As we clearly have M or(I ⊗ 1, I ⊗ 1) = C, this unit is irreducible.
For objects U, V in C, we say that U is (unitarily) equivalent to V , and write U ≃ V , whenever there exists a unitary T ∈ M or(U, V ).
One may clearly introduce several related tensor C * -categories, such as
, along the same lines. Note that in the sequel we always refer to the monoidal structure defined in the same way as above. Nevertheless, it should be noted that there are relations between the possible choices of monoidal stucture in these tensor categories. For example, if one considers Corep(A r , ∆ r ) with monoidal structure given by X×Y = X 12 Y 13 and Corep(A r , ∆ r,op ) with U × V = V 13 U 12 , then it is easy to check that the map X → X * gives an isomorphism between these two tensor categories (acting trivially on arrows).
From corepresentations to representations and back
We now recall some results from [7] . First, there exists an injective, not necessarily * -preserving, homomorphism Q r : A →Â * r determined by
In fact, there exists an injective homomorphism Q : A →M * satisfying Q(a) |Âr = Q r (a) for all a ∈ A, and such that Q(A) is norm-dense inM * . For all a ∈ A, we have Q(a) = ω Λ(a),Λ(c) (restricted toM), where c ∈ A is chosen such thatĉ S(a * ) = S(a * ) (such a choice is always possible). We will need the following lemma.
Lemma 3.2. Let a ∈ A and assume that c ∈ A satisfiesĉ S(a * ) = S(a * ). Then we have
Proof. Recall from [7] thatĉ
Note also that the inversion formula from [19, p. 1024] gives then
Hence, we have
From the assumption and the fact that {ϕb | b ∈ A} separates points in A (since ϕ is faithful on A), we get
where we have used that ∆S = χ(S ⊙ S)∆. Therefore, we have
This implies that
as asserted.
The following result teaches us that C and R are isomorphic as tensor C*categories.
and let F act identically on arrows.
Then F and G are covariant monoidal (tensor preserving) functors which are adjoint-and unit-preserving, and satisfy GF = id, F G = id.
We also have F (Ŵ ) = π r and F (I ⊗ 1) = ε u .
Proof. The fact that F and G are well defined on objects is established in [7] , where it is also shown that GF = id, F G = id, F (Ŵ ) = π r and F (I ⊗ 1) = ε u .
We now check that F and G are well defined on arrows. Let U, V be unitary corepresentations of (Â r ,∆ r,op ), and let T ∈ M or(U, V ). Then, for all a ∈ A, we have
It is obvious that F and G are adjoint-and unit-preserving. To show that F and G are monoidal, that is, preserve tensor products, it is enough to
On the other hand, choose c ∈ A such thatĉ S(a * ) = S(a * ), so we have Q r (a) = ω Λ(a),Λ(c) (restricted toÂ r ). Then
We then get
Hence, this reduces to showing
Now, using the previous lemma, we have
which finishes the proof.
We may dualize this result by using Pontryagin's duality for algebraic quantum groups [30, 19] . Attached to (Â,∆), we can first associate an injective
for all a, b ∈ A. Then we get a functorF :
and acting trivially on arrows, which is an isomorphism of tensor C*-categories and satisfies F (W ) =π r ,F (I ⊗1) =ε u . We will writeπ U forF (U ) in the sequel.
The absorbing property for π r andŴ
We show that π r andŴ have an absorbing property with respect to tensoring, which is analogous to Fell's classical result for the regular representation of a group [13] .
Proposition 3.4. Let U be a unitary corepresentation of (Â r ,∆ r,op ) and I U = I ⊗ I HU be the trivial unitary corepresentation of (Â r ,∆ r,op ). Then U ×Ŵ and I U ×Ŵ are equivalent objects in C.
. It suffices to check that this unitary satisfies the relation
After some manipulations, this relation reduces to
Now, using the fact thatŴ is a multiplicative unitary, we get
Thus, we have U * 32Ŵ13 U 12 =Ŵ 13 U * 32 , and the result clearly follows.
Combining this result with Theorem 3.3, one gets at once that π × π r is equivalent to
By duality, we also have a similar result forπ r and W.
Conjugate and Hilbert-Schmidt corepresentations
In this section, we define the conjugate and the Hilbert-Schmidt corepresentations associated with a unitary corepresentation. Such objects play an important role in the classical representation theory for groups and we will need these concepts in later sections.
Conjugate corepresentations
Let (A, ∆) be an algebraic quantum group and U be a unitary corepresentation of (A r , ∆ r ). Let H U be any Hilbert space such that there exists an antiunitary map J :
Then j is linear, unital, normal, isometric, * -preserving and anti-multiplicative, with inverse
We may then define
Proof. We have
and similarly U U * = I M(Ar ) ⊗ I HU .
Furthermore,
Assume now that (A, ∆) is of compact type and let U be an irreducible unitary corepresentation of (A r , ∆ r ), which is then necessarily finite-dimensional [32, 33] .
We will show that the conjugate of U , as defined above, agrees with the conjugate of U as defined by J. Roberts and L. Tuset [26] . We first recall their definition.
The fact thatŪ is unitary is shown in [26] . (Note that (S 2 ⊙ ι)U is the double contragradient representation; it is not unitary.) Proposition 4.2. Assume that (A, ∆) is of compact type and let U be an irreducible unitary corepresentation of (A r , ∆ r ). Let U = (R ⊗ j)U denote the conjugate of U as we have defined it before. Let thenJ :
ThenJ is an anti-linear invertible operator such that J * J intertwines U and (S 2 ⊙ ι)U. Further, we have U =Ū , whereŪ is defined as above.
Proof. It is easy to check that (f 1/2 ⊙ j)(U * ) is invertible with inverse given by
Recall from [19] 
Therefore we have
From this, we getŪ
the first equality here relying on
Finally, we check thatJ * J intertwines U and (S 2 ⊙ ι)U. Observe first that
Hilbert-Schmidt corepresentations
Let (A, ∆) be an algebraic quantum group and U be a unitary corepresentation of (A r , ∆ r ). We introduce the Hilbert-Schmidt corepresentation U HS associated with U and show that U × U ≃ U HS .
We let J and j be as in the previous subsection and denote the Hilbert-Schmidt operators acting on H U by HS(H U ). We recall that HS(H U ) is a Hilbert space with inner product (x, y) = T r(y * x), x, y ∈ HS(H U ), where T r denotes the canonical trace on B(H U ).
We define first a unitary V :
Define then a normal unital * -isomorphismṼ :
denote the canonical extension of
It is clear that ι ⊗Ṽ is a unital * -isomorphism.
Define then U HS ∈ M (A r ⊗ B 0 (HS(H U ))) by Proof. U HS is unitary as ι ⊗Ṽ is a unital * -isomorphism and U × U is a unitary. Moreover,
since U × U satisfies the corepresentation property and ι ⊗ ι ⊗Ṽ is multiplicative. Finally, as (ω⊗ι)
It will be useful for us later to have another way of looking at U HS .
Let l (resp. It is then straightforward to check that
Using these relations, one easily gets Proof. Indeed,
Co-amenable unitary corepresentations
Inspired by [5, Theorem 2.5] and [6, Theorem 4.2], we introduce the notion of co-amenability for unitary corepresentations of (A r , ∆ r ). Note that we can equivalently require that φ ∈ S(B(H)) in this definition. The following result shows that this definition is consistent with the notion of coamenability for algebraic quantum groups. Recall from [6, 7] (see [5] for the compact case) that an algebraic quantum group (A, ∆) is co-amenable if its counit ε is bounded with respect to the norm on A given by a = π r (a) , a ∈ A. Equivalently, (A, ∆) is co-amenable if there exists a bounded linear functional ε r :
The map ε r is then a * -homomorphism from A r onto C and the existence of such a homomorphism characterizes the co-amenability of (A, ∆). (1) (A, ∆) is co-amenable;
(2) W is co-amenable (as a corepresentation);
(3) all unitary corepresentations of (A r , ∆ r ) are co-amenable.
Proof. The equivalence (1) ⇔ (2) follows by [6, Theorem 4.2] . The implication (3) ⇒ (2) is obvious. In order to show (1) ⇒ (3), we set φ = ε r and let U be a unitary corepresentations of (A r , ∆ r ). Then
(here I denotes the unit of M (A r )). Multiplying by U * from the left, we get I ⊗ I HU = I ⊗ (ε r ⊗ ι)U and therefore (ε r ⊗ ι)U = I HU .
The next result may be seen as an analog of Day's classical characterization of the amenability of a group. Proposition 5.3. let U be a unitary corepresentation of (A r , ∆ r ). Then the following conditions are equivalent:
(1) U is co-amenable;
(2) there exists a net (v i ) of unit vectors in H such that S(B(H) ), the net of vector states (ω vi ) has an accumulation point φ in S(B(H) ). Passing to a subnet of (v i ) if necessary, we may suppose that φ(
for every ξ ∈ H U . Since the set of vector states ω ξ separates the elements of B(H), it follows that (φ ⊗ ι)U = I.
(1) ⇒ (2): Let φ ∈ S(B(H)) be such that (φ ⊗ ι)U = I. As M acts standardly on H, there exists a net (v i ) of unit vectors in H such that φ(
The conclusion follows easily from this.
We may use the results in section 3.1 to transfer the notion of co-amenability from corepresentations to representations : the * -representationπ U ofÂ u associated to a unitary corepresentation U of (A r , ∆ r ) is said to be co-amenable if U is co-amenable. We have for the moment no intrinsic characterization of this notion.
Finally, concerning compact matrix pseudogroups [32] , we mention: In fact, more generally, [5, Theorem 2.5] may be restated as saying that if U is a unitary corepresentation of (A r , ∆ r ) such that its matrix elements generate A r as a C*-algebra, then (A r , ∆ r ) is co-amenable if, and only if, U is co-amenable.
Amenable unitary corepresentations
We first recall the following definition due to M. Bekka [8] . A continuous unitary representation u of a locally compact group G on a Hilbert space H u is called amenable if there exists an invariant "mean" on B(H u ), that is, if there exists
This definition has no obvious counterpart in the quantum group setting. However, Bekka also introduces a notion of "topological" invariant mean whose existence is equivalent to the amenability of u, see [8, Theorem 3.5] . Inspired by this result, we introduce the following notion:
Remarks.
(i) When U is the unitary corepresentation of (C 0 (Γ), ∆) associated to a unitary representation u of a discrete group Γ, one easily checks that U is leftamenable (resp. U is right-amenable) if, and only if, u is amenable. This is a simple consequence of the fact that (δ γ⊗ ι)U = u γ , where the delta function at γ ∈ Γ, δ γ , is considered as an element of ℓ 1 (Γ), that is, of the predual of ℓ ∞ (Γ). Further, in this case, it is quite obvious that a left-(resp. right-) invariant mean for U is both left-and right-invariant.
(ii) We don't know whether the existence of a left-invariant mean for U is equivalent to the existence of a right-invariant one in the general situation. However, we have U is left-(resp. right-) amenable if, and only if, U is right-(resp. left-) amenable.
Indeed, if m U is a left-invariant mean for U, then m U • j −1 is a right-invariant mean for U . If m ′ U is a right-invariant mean for U , then m ′ U • j is a left-invariant mean for U. The resp. assertions are proven similarly.
(iii) The property of amenability is clearly invariant under unitary equivalence.
(iv) By "linearizing" the concept of amenability, one gets a related, but seemingly independent, notion: a unitary corepresentation U of (A r , ∆ r ) is said to be hypertracial if there exists m ′′ U ∈ S(B(H U )) such that
Actually, condition (1) is equivalent to
which in turn is equivalent to
Hence, hypertraciality of U is equivalent to hypertraciality ofπ U in the sense of [4] . This hypertrace property is easily seen to correspond to left-and rightamenability in the case of a corepresentation arising from a unitary representation of a discrete group. Now recall from [6, 7] A right-invariant mean on (A, ∆) is defined similarly. By composing with the anti-unitary antipode R (which is defined on M, see [19, 20] ), one easily sees that the existence of a left-invariant mean on (A, ∆) is equivalent to the existence of a right-invariant mean on it. It is then straightforward to check that (A, ∆ op ) is amenable if and only if (A, ∆) is amenable.
The following result is well known (see [8] for the equivalence between (3), (4) and (5) ; the equivalence between (1), (2) and (3) is merely classical, as explained in [5, 6] ). Theorem 6.2. Let Γ be a discrete group and let (A, ∆) be the algebraic quantum group associated with A = C[Γ], the group-algebra of Γ, soÂ = C c (Γ). Then the following are equivalent:
(1) (Â,∆) is amenable;
(2) (A, ∆) is co-amenable;
(3) Γ is amenable;
(4) the (left-) regular representation λ of Γ is amenable; (5) all unitary representations of Γ are amenable.
In the case of an algebraic quantum group, it is known [6] that (1) implies (2) . The converse implication is only known to hold when (A, ∆) is compact with a tracial Haar functional [7] . We will give another proof of this result in Section 9. However, amenability of an algebraic quantum group may be characterized through amenability of its corepresentations as follows. Theorem 6.3. Let (A, ∆) be an algebraic quantum group. Then the following conditions are equivalent:
(1) (A, ∆) is amenable;
(2) W is left-amenable (as a corepresentation);
(3) W is right-amenable (as a corepresentation);
(4) all unitary corepresentations of (A r , ∆ r ) are left-amenable. (2) and (3) is just a special case of (ii) in our previous remark. 
. Then, using the right-invariance of m • R, one now checks that m ′ U is a rightinvariant mean for U.
It clearly follows that all stated conditions are equivalent.
We know from [6, Theorem 4.7] that co-amenability of (A, ∆) implies that (Â,∆) is amenable, hence that (Â,∆ op ) is amenable. By combining this fact with Theorem 5.2 and Theorem 6.3, we see that if all the unitary corepresentations of (A r , ∆ r ) are co-amenable then all the unitary corepresentations of (Â r ,∆ r,op ) are amenable. This lends some evidence that there might be some correspondence between co-amenable elements in Corep(A r , ∆ r ) and amenable elements in Corep(Â r ,∆ r,op ). By using Theorem 3.3, one may clearly transfer the notion of amenability to representations of algebraic quantum groups. Theorem 6.3 may then be reformulated in an obvious manner.
An analog of [8, Theorem 3.6] , which characterizes the amenability of a unitary representation of a group, is as follows. Proposition 6.4. Let U be a unitary corepresentation of (A r , ∆ r ). Organize T C(H U ), the trace class operators on H U , as a Banach M * -module by means of
Then U is left-amenable if, and only if, there exists a net (s
Proof. The proof is an easy adaptation of the proof of [8, Theorem 3.6 ]. If (s i ) is a net as above, then a left-invariant mean for U is obtained by picking any weak * -limit point of the net (m i ) ⊂ S(B(H U )) given by m i (·) = T r(s i ·).
Conversely, assume that m U is a left-invariant mean for U. As the normal states are weak * -dense in S(B(H U )), we may pick a net (t i ) ⊂ T C(H U ) + 1 such that m U is weak * -limit point of the net (T r(t i ·)) ⊂ S(B(H U )). Namioka's classical argument [24] gives then the existence of a net (s i ) with the required properties.
One may clearly also obtain a similar characterization of right-amenability for means.
To illustrate the notion of invariant mean for corepresentations, we now consider the case where (A, ∆) is of compact type. Let then U be a finitedimensional unitary representation of (A r , ∆ r ). As (A, ∆) is amenable, see the paragraph preceding Theorem 4.7 in [6] , we deduce from Theorem 6.3 that all unitary corepresentations of (A r , ∆ r ) are left-(and right-) amenable. We shall now describe somewhat more explicitly a left-invariant mean m U for U , following the construction given in the proof of Theorem 6.3.
Identifying A with the dense Hopf *-subalgebra π r (A) of (A r , ∆ r ), we may
where we have the freedom to choose any Ω ∈ B(H U ) + * ,1 . Set d U = dim H U and let τ = 1/d U Tr, denote the normalized trace on B(H U ). Plugging in Ω = τ, we get
so that m U (·) = Tr(K U ·), where the density matrix K U ∈ B(H U ) is given by
where σ is the automorphism of A given by σ(a) = f 1 * a * f 1 , a ∈ A.
We remark that if ϕ is tracial, then f 1 = ε, hence σ = ι and thereby K = I/d U , that is, the left-invariant mean for U is just τ. Now assume that U is irreducible. We write U = i,j u ij ⊗ m ji , where u ij ∈ A and the m ij 's form a system of matrix units for B(H U ) such that m lk m sr = δ lr m sk and m * lk = m kl . Using the orthogonality relation
where M U denotes the quantum dimension of U, we get Then
Hence, in this case, we get
We summarize what we have shown. Proposition 6.5. Assume that (A, ∆) is of compact type and let U be a finitedimensional unitary representation of (A r , ∆ r ). Let d U (resp. M U ) denote the usual (resp. quantum) dimension of U, and let σ be the automorphism of A given by σ(a) = f 1 * a * f 1 , a ∈ A. Then a left-invariant mean m U for U is given by m U (·) = Tr(K U ·), with density matrix K U given by
If U is is irreducible, then
On weak containment
We discuss in this section the notion of weak containment for representations and corepresentations of algebraic quantum groups. We begin by discussing the stronger (and easier) notion of containment.
Strong containment
We recall the following definition.
Definition 7.1. Let (A, ∆) be an algebraic quantum group and let π 1 , π 2 be two non-degenerate * -representations of A u . We say that π 1 is contained in π 2 , and write π 1 < π 2 , if there exists an isometry T ∈ M or(π 1 , π 2 ).
Observe that K = T (H π1 ) is then a closed invariant subspace for π 2 . Therefore, if π 2 is irreducible, then any non-degenerate * -representation π 1 of A u contained in π 2 is unitarily equivalent to π 2 .
The interesting case where π 1 = ε u may be characterized as follows. Let (A, ∆) be an algebraic quantum group and consider a non-degenerate * -representation π of A u . Write π = π U for a unique unitary corepresentation U of (Â r ,∆ r,op ). The following conditions are equivalent:
(2) there exists a unit vector ξ ∈ H U such that (ι⊗ω ξ )U = I ∈ M (Â r );
Proof. We first show (1) implies (2) . Assume that (1) Since Q(A) is dense inM * it follows that I = (ι⊗ω ξ )U .
Next, we show that (2) implies (1) . Given a unit vector ξ satisfying (2), we define the linear isometry T : C → H U by T (1) = ξ. By reversing the above calculations, we see that ε u (a) = T * π U (a)T holds for all a ∈ A u . It is easily checked that T ∈ M or(ε u , π U ).
Finally, to prove the equivalence between (2) and (3), observe first that (ι⊗ω ξ )U = I if and only if (ω v⊗ ω ξ )U = 1 for all unit vectors v ∈ H. Now, for a unit vector v ∈ H, one easily checks that
Hence, this equivalence is clear, and the proof is finished.
Let U, V be unitary corepresentations of (A r , ∆ r ). We say that U is (strongly) contained in V, and write U < V if there is an isometry T ∈ M or(U, V ). It is an easy exercise to check that U < V if, and only ifπ U <π V . One may then clearly obtain a result similar to Proposition 7.2.
Example. Let (A, ∆) be of compact type and U be an irreducible unitary representation of (A r , ∆ r ). Let {e i } denote an orthonormal basis for H U andJ be defined as in Proposition 4.2. Then the isometry R from C into H U ⊗ H U determined by R(1) = iJ * −1 (e i ) ⊗ e i satisfies R ∈ M or(I ⊗ 1, U × U ), as shown in [26] . Hence, Since (A, ∆) is compact by assumption, we know that all unitary corepresentations of (A r , ∆ r ) are left-(and right-) amenable, as pointed out in the previous section. Indeed, we have seen in Proposition 6.5 that a left-invariant mean m U for U is given by
where V : H U ⊗ H U → HS(H U ) is defined as in Section 4. It is then not difficult to check by direct computation that we also have
Weak containment
Let (A, ∆) be an algebraic quantum group. Let π 1 , π 2 be non-degenerate *representations of A u . As usual for representations of C*-algebras, we say that π 1 is weakly contained in π 2 , and write π 1 ≺ π 2 , if Ker π 2 ⊂ Ker π 1 . This relation is obviously transitive and reflexive, and, of course, π 1 < π 2 implies π 1 ≺ π 2 . Proposition 7.3. With notation as above, we have π 1 ≺ π 2 if and only if there exists a unique surjective * -homomorphism θ : π 2 (A u ) → π 1 (A u ) such that θπ 2 (a) = π 1 (a), ∀a ∈ A.
Proof. This proof is easy and left to the reader.
An almost immediate consequence of this proposition is the following. Remark. Let (A, ∆) be an algebraic quantum group. Note that (A, ∆) is co-amenable if, and only if, π ≺ π r for every non-degenerate * -representation π of A u . Indeed, if (A, ∆) is co-amenable, then A u = A r , that is, π r : A u → A r is injective (see [6] ). Therefore, if a ∈ Ker π r , then a = 0 and, hence, π(a) = 0. On the other hand, if (A, ∆) is not co-amenable, then ε u is not weakly contained in π r .
We also remark that the condition ε u ≺ π and the condition π ≺ π r are generally independent of each other. In fact, if π = ε u , then the first is trivially satisfied, while the second holds if and only if (A, ∆) is co-amenable. On the other hand, if π = π r , then second is trivially satisfied, while the first holds if and only if if (A, ∆) is co-amenable. Definition 7.5. Let (A, ∆) be an algebraic quantum group. A non-degenerate * -representation π of A u is said to have the weak containment property (WCP) if ε u ≺ π, that is, Ker π ⊂ Ker ε u .
Thus π has the WCP if and only if there exists a * -homomorphism θ : π(A u ) → C such that θπ(a) = ε(a) for all a ∈ A ⊂ A u . Definition 7.6. Let (A, ∆) be an algebraic quantum group, U, V be unitary corepresentations of (Â r ,∆ r,op ) and let π U , π V be the associated * -representations of (A u , ∆ u ).
We say that U is weakly contained in V if π U is weakly contained in π V . Moreover, we say that U has the weak containment property (WCP) if the trivial corepresentation I ⊗ 1 is weakly contained in U, that is, if π U has the WCP. Proof. As πŴ = π r , see Theorem 3.3, this is just a reformulation of Corollary 7.4.
The weak containment property for unitary corepresentations may be characterized as follows.
Theorem 7.8. Let (A, ∆) be an algebraic quantum group, U be a unitary corepresentation of (Â r ,∆ r,op ) and let π U be the associated * -representation of A u . The following conditions are equivalent:
(1) I ⊗ 1 ≺ U, that is, U has the WCP ;
(2) there exists ψ ∈ S(B(H U )) such that ψ((ω⊗ι)U ) = ω(I), ∀ω ∈M * ;
(3) there exists a net (ξ i ) of unit vectors in H U such that
(4) there exists a net (ξ i ) of unit vectors in H U such that
Further, any of these conditions implies that U is left-amenable, right-amenable and hypertracial.
Proof. The equivalence between (3) and (4) is elementary.
(1) ⇒ (2) and (1) ⇒ (4): Assume that I ⊗ 1 ≺ U. By the remark following Definition 7.5 there exists a * -homomorphism θ : π U (A u ) → C such that θ(π U (x)) = ε u (x) for all x ∈ A u . We extend the state θ to a state ψ on B(H U ). Then, for all a ∈ A ⊂ A u , we have ψ((Q(a)⊗ι)U ) = ψ((Q r (a) ⊗ ι)U ) = ψ(π U (a)) = ε u (a) = (Q r (a) ⊗ ι)(I ⊗ 1) = Q r (a)(I) = Q(a)(I).
Since Q(A) is dense inM * , we get, by continuity, ψ((ω⊗ι)U ) = ω(I), ∀ω ∈M * , which shows (2).
Further, as ε u is a * -homomorphism on A u , it is a pure state on A u . From [10, Proposition 3.4.2, ii)], we can then conclude that there exists a net of unit vectors (ξ i ) ∈ H U such that ε u (x) = lim i (π U (x)ξ i , ξ i ) for all x ∈ A u . Since ε u = ψ • π U as above, this means that ψ(y) = lim i ω ξi (y) for all y ∈ π U (A u ). As (ω⊗ι)U ∈ π U (A u ) (see [7, Theorem 3.3] ) and ψ((ω⊗ι)U ) = ω(I), for all ω ∈M * , we get lim i ω ξi ((ω η⊗ ι)U ) = 1 for all unit vectors η in H. This just says that lim i (U (η ⊗ ξ i ), η ⊗ ξ i ) = 1 for all unit vectors η in H, hence that (4) holds.
(2) ⇒ (1): Assume that (2) holds, and let ψ be as in (2) . Let x ∈ Ker π U . Choose a sequence (a n ) in A converging to x ∈ A u with respect to the norm · u . Then, by continuity of π U ,we get (Q r (a n ) ⊗ ι)U = π U (a n ) → π U (x) = 0. Using the assumption, we have ψ((Q(a n )⊗ι)U ) = Q(a n )(I) for all n. By continuity of ψ we therefore get ε u (a n ) = Q r (a n )(I) = Q(a n )(I) = ψ((Q(a n )⊗ι)U ) = ψ((Q r (a n ) ⊗ ι)U ) → 0.
Thus, by continuity of ε u , we get ε u (x) = lim n ε u (a n ) = 0, so x ∈ Ker ε u . Hence, (1) holds. Hence, we have established the equivalence between conditions (1)-(4).
Finally, assume that (2) holds and set m U = ψ. Let ω ∈M + * ,1 . Then m U ((ω⊗ι)U ) = ω(I) = 1. As U is a unitary inM⊗B(H U ), it follows from the Cauchy-Schwarz inequality that the state m U ((ω⊗ι)(·)) onM⊗B(H U ) is multiplicative at U and at U * . Hence,
for all x ∈ B(H U ) and ω ∈M + * ,1 . It easily follows that m U is a left-invariant mean for U. Similarly, m U is a right-invariant mean for U, and it also serves to show that U is hypertracial. This finishes the proof.
Weak containement and WCP for unitary corepresentations of (A r , ∆ r ) are defined in an analogous way, via weak containement and WCP for the associated representations ofÂ u . From a conceptual point of view, it is better to work in this setting, and we will often do this in the sequel. All statements concerning WCP for unitary corepresentations of (Â r ,∆ r,op ) have an analogous statement concerning WCP for unitary corepresentations of (A r , ∆ r ). For example, we have the following counterpart to Theorem 7.8. Theorem 7.9. Let (A, ∆) be an algebraic quantum group and U be a unitary corepresentation of (A r , ∆ r ). The following conditions are equivalent:
(2) there exists ψ ∈ S(B(H U )) such that ψ((ω⊗ι)U ) = ω(I), ∀ω ∈ M * ;
We will illustrate in the next section that amenability of U does not imply in general that U has the WCP. We now collect some elementary facts about the WCP. (1) If U has the WCP, then U has also the WCP.
(2) If U and V have the WCP, then U × V also has the WCP.
(3) If U has the WCP, then U HS has also the WCP.
(4) If U × V has the WCP, then U is left-amenable and V is right-amenable. (5) If U HS has the WCP, then U is left-amenable and U is right-amenable.
Proof. The proof of assertion (1) is an easy exercise, left to the reader. Assertion (2) is a straightforward application of condition (2) in Theorem 7.9. Assertion (3) follows from (1) and (2) . To prove assertion (4), assume that U × V has the WCP. The last assertion in Theorem 7.9 tells us then that U × V is leftand right-amenable. If now M ∈ S(B(H U ) ⊗ B(H V )) is a left-invariant (resp. right-invariant) mean for U ×V, then one checks without difficulty that m U (x) = M (x ⊗ I HV ) (resp. m ′ V (y) = M (I HU ⊗ y)), x ∈ B(H U ) (resp. y ∈ B(H V )), is a left-invariant (resp. right-invariant) mean for U (resp. V ). This shows (4). Finally, assertion (5) follows clearly from (4).
Remark. Let u denote a unitary representation of a discrete group Γ. One of the main results of Bekka in [8] is that u is amenable if, and only if, its associated Hilbert-Scmidt representation weakly contains the trivial representation. An interesting question is whether some quantum group version of this result is true, that is, whether the converse of assertion (5) in Proposition 7.10 holds, at least in some cases. We will return to this question in Section 9.
Corollary 7.11. Let U be a finite-dimensional corepresentation of (A r , ∆ r ). Assume that (R⊗ι)U = U * (this is known to hold in the Kac algebra case).
Then
. . n. We use the notation introduced in Section 4 and recall that we may write U HS = (ι⊗l)U (R⊗r)U. As (R ⊗ r)U = (ι ⊗ r)U * , we have (R ⊗ r)U = j a * j ⊗ r(b * j ). Let ξ = I HU ∈ HS(H U ). For any η ∈ H we get
where, in the last equality, we have used the fact that ij a i a * j ⊗ b i b * j = U U * = I H ⊗ I HU . Thus, appealing to Proposition 7.2, we have shown that I ⊗ 1 < U HS , and we may then apply Proposition 7.10 (5) to obtain the final conclusion. Using Theorem 7.9 again, we deduce that W has the WCP, as desired. Proof. We just have to combine the dual version of Proposition 7.12 with Corollary 7.7.
Our interest in such a result is that it is presumably easier to establish that W HS has the WCP than to establish thatŴ has the WCP if one wants to show that (A, ∆) is co-amenable.
We conclude this subsection with another proposition involving containment and amenability. Since (ι⊗T )V = U is unitary and ι⊗T is completely positive, it follows from a well known result of M.D. Choi, see e.g. [28, 9.2 ] , that ι⊗T is multiplicative at V and V * . Hence, we get
So m V is a left-invariant mean for V and V is left-amenable. The proof of the resp. part of the statement is similar.
It would be interesting to know whether this result still holds if one replaces strong containment with weak containment. Bekka has shown [8, Corollary 5.3] that this is true in the classical case.
On property T
We introduce a version of Kazhdan's property (T) [16] for algebraic quantum groups. Then, as in the classical case, we show that every compact quantum group has property (T). This implies that none of the non-trivial irreducible corepresentations of a compact quantum group has the WCP. Furthermore, we show that compactness may be characterized by having property (T) together with co-amenability of the dual quantum group. Proof. Let U be a unitary corepresentation of (A r , ∆ r ) and assume that U has the WCP. To show the theorem, we have to show thatε u <π U .
Since (A, ∆) is of compact type, (A r , ∆ r ) is a compact quantum group in the sense of Woronowicz. Its Haar state ϕ r is then left-and right-invariant, and it has a unique extension to a normal state on M which we also denote by ϕ r .
Using the dual version of Proposition 7.2, we will then have shown that ε u <π U if we can show that the vector η may be chosen to be non-zero. This may be seen as follows. Since U has the WCP, we know from Theorem 7.9 that there exists a state ψ on B(H U ) such that ψ((ϕ r⊗ ι)U ) = 1. This implies that (ϕ r⊗ ι)U = 0. Hence, there exists at least one ξ ∈ H U such that
as desired. Proof. If (A, ∆) is of compact type, then we know from Theorem 7.16 that (A, ∆) has property (T). Further, (Â,∆) is then of discrete type and therefore co-amenable [6] .
Conversely, assume that (A, ∆) has property (T) and (Â,∆) is co-amenable. Then, using the dual version of Corollary 7.4, we getε u ≺π W , henceε u <π W . This means that there exists a T : C → H such that T * T = 1 andε u (y) = T * π W (y)T for all y ∈Â u . Thus we haveε u (y) = (π W (y)η, η ) for all y ∈Â u , where η = T (1) is a unit vector in H.
Let ψ denote the vector state ω η on B(H). Then, proceeding as in the proof of Theorem 7.8, (1) implies (2), we get ψ(ω⊗ι)W = ω(I H ) for all ω ∈ M * . As ψ is normal, this gives ω(ι⊗ψ)W = ω(I H ) for all ω ∈ M * , hence (ι⊗ψ)W = I H . Since A r is the norm closure of { (ι⊗φ)W | φ ∈ B(H) * }, we get I H ∈ A r , that is (A r , ∆ r ) is compact, as desired.
It is clear that a more detailed study of property (T) for algebraic quantum groups would be an interesting task (see [25] for the case of Kac algebras). However, we don't elaborate further on this as it would take us too far apart from our main theme in this paper.
Amenability vs. co-amenability vs. WCP
Let (A, ∆) denote an algebraic quantum group and U be a unitary corepresentation of (A r , ∆ r ).
We show that some of the notions introduced in the previous sections concerning U are different from each other by producing counter examples to the various possible implications. We consider here only left-amenability, as we may obtain similar statements for right-amenability by considering the conjugate of U.
(1) U co-amenable does not imply that U has the WCP.
In fact, pick (A, ∆) of discrete type and such that (Â,∆) is not co-amenable (e.g. A = C 0 (F 2 )). Then (A, ∆) is co-amenable since it is of discrete type, cf. [6, Theorem 4.1] . Hence, every corepresentation of it is co-amenable, by Theorem 5.2. In particular U is co-amenable. But U has not the WCP since (Â,∆) is not co-amenable, by the dual version of Corollary 7.7.
(2) U has the WCP does not imply that U is co-amenable.
Indeed, pick (A, ∆) non co-amenable and of compact type (e. g. A = C[F 2 ]). Again pick U = W . Now, (Â,∆ op ) is co-amenable (being of discrete type). Hence, U has the WCP, using the dual version of Corollary 7.7. On the other hand, U is not co-amenable, according to Theorem 5.2.
(3) U left-amenable does not imply that U is co-amenable.
Again, pick (A, ∆) non co-amenable and of compact type and let U = W. Since any compact quantum group is amenable, see the paragraph preceding Theorem 4.7 in [6] , U is left-amenable according to Theorem 6.3. On the other hand, according to Theorem 5.2, U is not co-amenable.
(4) U co-amenable does not imply that U is left-amenable.
Let (A, ∆) be non-amenable and of discrete type. Being co-amenable, all its unitary corepresentations are then co-amenable. However, they cannot all be amenable.
(5) U left-amenable does not imply that U has the WCP.
Indeed, let Γ be any non-trivial finite group and let A = C(Γ). Let ∆ be the usual co-product on A. Then pick a non-trivial irreducible unitary representation u of Γ and let U be the unitary corepresentation of (A r , ∆ r ) associated with u. Now, it is clear that (A r , ∆ r ) is amenable and has property T (since it is compact). Then U is amenable ( by Theorem 6.3), but U has not the WCP (as remarked at the beginning of subsection 7.3).
Remark. Let (A, ∆) be of compact type. As used several times by now, (A, ∆) is then amenable and all the unitary corepresentations of (A r , ∆ r ) are therefore amenable. If (A, ∆) is also co-amenable (e.g. we may take the compact matrix pseudogroup A = SU q (2), cf. [3, 5] ), all these corepresentations are then also co-amenable. Further, as (A, ∆) has property T, we get that none of the non-trivial irreducible corepresentations of (A r , ∆ r ) satisfies the WCP.
On the other hand, (Â,∆) is always co-amenable since it is of discrete type. Hence, all the unitary corepresentations of (Â r ,∆ r,op ) are co-amenable. If (A, ∆) is also co-amenable, then we know that (Â,∆) is amenable, hence all these corepresentations are then also amenable.
Amenability and discrete quantum groups
As we pointed out in connection with Proposition 7.10, it would be interesting to know whether the converse of Proposition 7.10 (5) holds, that is, whether the right-amenability of U implies that U HS has the WCP. It does in the classical case, and this is one of the major result in [8] . The problem of going from amenability of U to the WCP for U HS seems much more delicate in the general case.
We will now present a proof which works for an algebraic quantum group of discrete type having a (compact) dual with a tracial Haar state. As a consequence, we obtain a new proof of the fact that amenability of such a quantum group is equivalent to the co-amenability of its dual, which has been previously established by Ruan [27, Theorem 4.5 ], see also [7] .
For notational reasons, we let (A, ∆) be an algebraic quantum group of compact type and consider its dual (Â,∆) which is then of discrete type. We use the description of (Â,∆) given in Proposition 2.2 and the notation introduced there. We denote byS =Ŝ op the antipode of (Â,∆ op ), and byR the antiunitary antipode of (Â r ,∆ r,op ) (which is defined onM). For each α ∈ A, we denote the central minimal projection ofM which is given byπ r (p α ) with the same symbol p α . Further, we identifyπ r (Â α ) = p απr (Â) withÂ α = M dα (C) and let T r α denote its canonical trace. Finally, we denote the canonical injection fromÂ into H byΛ.
Let now U be a unitary corepresentation of (Â,∆ op ). We remark that, using the above identifications and the properties of p α , one easily deduces that
for all α ∈ A and y ∈ HS(H U ). We denote by T α the trace onÂ α ⊙ B(H U ) given by T α = T r α ⊙ T r, where T r denotes the canonical trace on HS(H U ). Further, we denote by · 1,α and · 2,α the associated norms onÂ α ⊙ T C(H U ) andÂ α ⊙ HS(H U ), respectively.
We establish a series of lemmas. so that we haveb α = p α . The following conditions are equivalent:
(1) U has the WCP.
(2) There exists a net (ξ i ) of unit vectors in H U such that (3) ⇒ (4) : Assume that (3) holds and let φ be as in (3). We will show that φ satisfies (4). Fix α ∈ A. We first observe that S(b * α ) = b α . Indeed,
Thus, we haveb α (S((b α ) * )) ∧ = p α p α = p α = (S((b α ) * )) ∧ .
Therefore, using the result from [7] recalled at the beginning of subsection 3.1, we have Q(b α ) = ω Λ(bα),Λ(bα) = ωΛ (pα) . (4) ⇒ (5) : Assume (4) holds and let φ be as in (4) . Let η u be the state on A u given by η u = φπ U and let η denote the restriction of η u to A. To show that φ satisfies (5) , that is η u = ε u , it suffices to show that η = ε. Since η is a positive linear functional, this implies that η(X * ij X ij ) = 0 for all i, j. Using the Cauchy-Schwarz inequality, we obtain η(X ij ) = 0 for all i, j, that is, η(f 1/2 * u α ij ) = f 1/2 (u α ij ), ∀i, j, hence η(f 1/2 * a) = f 1/2 (a), ∀a ∈ A, by linearity. For any b ∈ A, we let a = f −1/2 * b and apply the above. this gives
Using
that is, η(b) = ε(b). Thus, we have shown that η = ε, as desired.
(5) ⇒ (1) : Assume (5) holds. Then we clearly have Ker π U ⊂ Ker ε u , that is, U has the WCP. Proof. Since we assume that (A, ∆) has a tracial Haar state, it is well known that (M, ∆ r ) is a compact Kac algebra. Hence, (M,∆ r,op ) is then a discrete Kac algebra and we may identifyR with the extension ofS toM. Therefore, we have (R⊗ι)U = U * (see [11, Proposition 1.5.1] ). Using Proposition 4.4, we get U HS = (ι⊗l)U (R⊗r)U = (ι⊗l)U (ι⊗r)U * .
It easily follows from this that U HS (Λ(p α ) ⊗ y) = (Λ ⊙ ι)(U (p a ⊗ y)U * ), α ∈ A, y ∈ HS(H U ).
Now, since ϕ is assumed to be tracial, we have f 1 = ε. According to Proposition 2.2, we then haveψ (x) = ⊕ α T r α (p α x), x ∈Â.
It follows that the Hilbert space norm on H ⊗ HS(H U ) agrees on each subspacê Λ(Â α ) ⊙ HS(H U ) with the · 2,α -norm onÂ α ⊙ HS(H U ). Therefore, choosing the net (y i ) as the one provided by Lemma 9.3, we get lim i U HS (Λ(p α )⊗y i )−Λ(p α )⊗y i 2 = (Λ⊙ι)(U (p a ⊗y i )U * )−(Λ⊙ι)(p α ⊗y i ) 2 = lim i U (p α ⊗ y i )U * − p α ⊗ y i 2,α = 0 for all α ∈ A, which shows the lemma.
We can now derive the following analog of [8, Theorem 5.1].
Theorem 9.5. Assume that (A, ∆) is of compact type and has a tracial Haar state. Let U be a unitary corepresentation of (Â,∆ op ). Then U is rightamenable if, and only if, U HS has the WCP.
Proof. Assume that U is right-amenable. Combining Lemma 9.4 with Lemma 9.1, we deduce that U HS has the WCP. The converse implication is shown in Proposition 7.10 (5).
Using this result, we can give a new proof of the following result (see [27, Theorem 4 .5], [7, Theorem 1.1]). Proof. We know from [7, Theorem 4.7 ] that (Â,∆) is amenable whenever (A, ∆) is co-amenable. Assume now that (Â,∆) is amenable. From Theorem 6.3, we deduce thatŴ is right-amenable. Using Theorem 9.5, we obtain thatŴ HS has the WCP. It follows from Corollary 7.13 that (A, ∆) is co-amenable.
The question whether the traciality assumption in Corollary 9.6 may be removed remains elusive. It relies on whether the traciality assumption in Lemma 9.4 may be removed.
