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1. Introduction
In this paper, we study the stability properties of the following class of quadratic differential systems:
x˙(t) = fo(x) := Ax+ Q (x) ∈ Rn (1)
where A is given as
A =
(
Av Ac
0 Ad
)
with Av ∈ Rm×m (m  n) and other matrices belonging to Euclidean spaces with appropriate dimensions. The quadratic
term Q (x) = (Q 1(x), . . . , Qn(x)) is deﬁned by Q i(x) = x2i 11iq + xd

Bixd11im where q is some integer in [0,m], xd :=
(xm+1, . . . , xn), and the Bi are matrices in R(n−m)×(n−m) . Our objectives in this paper are ﬁrst, to study the stable regions
of (1) and second, to investigate the blow-up phenomena of solutions.
The determination of stable regions of stable equilibria in non-linear dynamical systems holds signiﬁcance in various
contexts and there have been many theoretical and numerical solution approaches to this question (see, e.g., [6,7,14,29]
and references therein). The techniques used in this area vary according to a speciﬁc problem of interest: for example,
[22,27] for polynomial systems and [4,24] for power systems to name a few. On the other hand, the escape of a solution to
inﬁnity, or the blow-up of a solution in ﬁnite time has also been widely studied. This issue was addressed in, for example,
[1,8,15,23,25] for certain classes of quadratic differential equations.
Studying (1) in terms of these two questions is motivated by a link between this system and a class of stochastic
processes called canonical aﬃne diffusion processes (or canonical aﬃne diffusions), which was originally introduced by Dai
and Singleton [10] in a ﬁnancial econometrics context and recently extended by Filipovic´ and Mayerhofer [13]; see [11]
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transform formula as formulated and generalized in [11] and [12] for a larger class of stochastic processes. We note that (1)
is a special case of generalized Riccati equations deﬁned in [11]. Stability analysis of 2-dimensional aﬃne diffusions (possibly
with jumps) was recently carried out by Keller-Ressel [18]. We, instead, deal with canonical aﬃne diffusions without jumps
but in any dimension. Relevant backgrounds for the study of this particular system are provided in the next section with
further assumptions on system parameters.
The paper begins by introducing some notation and recalls some basic concepts in the theory of dynamical systems. Then,
Section 3 shows several properties of the system and the blow-up time. In the following two sections, we characterize the
boundaries of stability regions and study an asymptotic behavior of the blow-up time, which is applied in an option pricing
context. Section 6 concludes.
2. Model description and background
Before proceeding with the model description, we introduce some notational conventions used throughout the paper.
We ﬁx n to denote the dimension of the system (1) and set m to be some integer not bigger than n such that Av ∈ Rm×m .
Also, we impose some orderings on Rn and Rn×n as follows: for two vectors or matrices a and b,
a b ⇐⇒ aij  bij,
a > b ⇐⇒ a b, a = b,
a  b ⇐⇒ aij > bij.
And for a ∈ Rn , we deﬁne av = (a1, . . . ,am) and ad = (ad1, . . . ,adn−m) = (am+1, . . . ,an) in the way which we deﬁned xd in the
previous section. Similarly, if a is an n by n matrix, then av is the upper-left m by m block and ad is the lower-right n−m by
n−m block so that the notation for Av and Ad in (1) matches. Also, we write Rm+ = {x ∈ Rm: x 0}, Rm++ = {x ∈ Rm: x 0}
(similarly for matrices), and |x| is the usual Euclidean norm of a vector x and 0 is the zero vector (or the zero matrix) with
an appropriate dimension which should be clear from the context.
Let us recall some notions in the theory of dynamical systems that are freely used in later sections. First, we deﬁne I(u)
as the maximal open interval of existence of a solution to (1) with x(0) = u and
τ : Rn → (0,∞], τ (u) := sup I(u).
Sometimes, we prefer to use Φ(t,u) = Φt(u) := x(t) to specify the initial condition. If I(u) = (a,b), then |x(t)| becomes
inﬁnite as t → b. A set Ω := {(t,u) ∈ R × Rn: t ∈ I(u)} is open and the map Φ : Ω → Rn is analytic in the domain of
analyticity of fo in (1) (see, e.g., p. 44 of [21]), which is the whole domain. By the uniqueness of a solution to an ODE on a
maximal interval of existence, we have Φs+t(u) = Φs(Φt(u)).
An equilibrium of (1) is a point η such that fo(η) = 0. And η is called hyperbolic if the Jacobian of fo at η, J (η), does
not admit an eigenvalue with zero real part. When η is hyperbolic and J (η) has k eigenvalues (counting multiplicity) with
positive real part, η is said to be of type k. It is well known that if η is hyperbolic, then there are two sub-manifolds denoted
by Wsη , W
u
η each deﬁned as
Wsη =
{
u ∈ Rn: lim
t→∞Φt(u) = η
}
, Wuη =
{
u ∈ Rn: lim
t→−∞Φt(u) = η
}
.
And Wsη , W
u
η are called the stable and unstable manifolds of η, respectively. A hyperbolic equilibrium of type 0 is called a
(asymptotically) stable equilibrium and its stable manifold S is called its stability region or domain of attraction. In this case, S
is an invariant, open subset of Rn . A hyperbolic equilibrium of type greater than 0 is said to be unstable or an UEP for short.
See [7] for a compact introduction of these and related concepts.
The matrices A and Wi satisfy the following three conditions:
1. A has real and negative eigenvalues.
2. The off-diagonal entries of Av are non-negative.
3. The Bi are symmetric positive semi-deﬁnite.
The last two assumptions are specially derived conditions that give us a canonical representation of aﬃne diffusion processes
with state space Rm+ × Rn−m . This representation is an aﬃne transformation of an aﬃne diffusion and can be described as
a solution Y to the following stochastic differential equation:
dYt =
(
Λ + AYt
)
dt + ρt dWt
with
Λ ∈ Rm+ × Rn−m, ρtρt =
(
F vt 0
0 Fdt
)
, F vt =
(
Iq 0
0 0
)
diag
(
Y vt
)
, Fdt = B0 +
m∑
Yi,t Bii=1
20 K.-K. Kim / J. Math. Anal. Appl. 364 (2010) 18–31where Iq is the q by q identity matrix for some 0 qm, diag(x) is the diagonal matrix with entries xi , and B0 is another
symmetric positive semi-deﬁnite matrix in R(n−m)×(n−m) . Also, Wt is an n-dimensional standard Brownian motion. See [13]
for more details.
A canonical representation of aﬃne diffusions was also studied in [10] but their representation does not cover general
aﬃne diffusions as pointed out in [5]. We note that the process Y above reduces to the Dai–Singleton canonical representa-
tion when q =m, B0 = In−m and the Bi are diagonal matrices. Assumption 1 is the condition crafted by Dai and Singleton
[10] that induces the stationarity of Y .
The Fourier transform formula, which is the link between (1) and Y , is stated as
E
[
exp(2u · Yt)
]= exp
(
2
t∫
0
Λ · x(s)ds + 2
t∫
0
xd(s)B0xd(s)ds + 2x(t) · Y0
)
(2)
where E means the expectation of the random variable inside the bracket with the ﬁxed initial condition Y0 while x is a
solution to (1) with x(0) = u. As shown in Theorem 3.3 of [13], (2) holds true unconditionally for aﬃne diffusions as long
as either side is well deﬁned and ﬁnite. More speciﬁcally, one can show that the set
St =
{
u ∈ Rn: Eexp(2u · Ys) < ∞, ∀(s, Y0) ∈ [0, t) × Rm+ × Rn−m
}
coincides with a set of u such that the solution to (1) with x(0) = u exists in [0, t), i.e., St = {u ∈ Rn: τ (u) t}. Therefore,
studying the blow-up phenomena of the dynamical system (1) is equivalent to studying the ﬁniteness of the exponential
moments of the process {u · Yt}.
Proceeding further, one can also show that, under the above parameter restrictions and an additional assumption Λv  0,
there exists a limiting stationary distribution Y∞ and that the region
S = {u ∈ Rn: Eexp(2u · Y∞) < ∞, ∀Y0 ∈ Rm+ × Rn−m}
is the same as the stability region of the origin of (1). This fact was proved in [16] for the Dai–Singleton canonical aﬃne
diffusions. However, the proof of this result is almost unchanged for the general canonical aﬃne diffusions. An interested
reader can consult the online supplement accompanying this paper [19]. In Section 4, we show how S and
⋂
t St are related
and characterize S in terms of the stable sub-manifolds of hyperbolic equilibria on the stability boundary ∂ S .
3. Properties of the system and the blow-up time
A great deal of work has been performed on the analytical or numerical computation of stability regions, e.g., see [14] for
a compact survey. In particular, Chiang et al. [7] showed that the boundary of a stability region can be represented as the
union of the stable sub-manifolds of hyperbolic equilibria on the stability boundary ∂ S under certain conditions. Inspired
by this, we demonstrate that a similar result can be pursued under a slightly altered assumption in our case.
Before we proceed, observe that the assumptions on A and Av make −Av a non-singular M-matrix (see [3]). This
induces two nice properties that are used in the proofs of our results: ﬁrst, −(Av)−1  0 and second, −Avx  0 implies
x 0. One easy consequence is that the diagonal entries of Av are non-positive; if Aii > 0, then −Avei < 0 where ei is the
i-th coordinate vector in Rm .
Another immediate consequence of the assumptions on A is some qualitative behavior of the system (1). Observe that
the origin is an equilibrium, because fo(0) = 0. And since the Jacobian of fo at 0 is A and A has negative eigenvalues, 0 is
a stable equilibrium. On the other hand, the system (1) has a linear part, x˙d = Adxd . Since A is block triangular, Ad also has
negative eigenvalues. Therefore, there are positive constants C and μ such that∣∣xd(t)∣∣ C ∣∣xd(0)∣∣e−μt . (3)
The next lemma provides information about equilibria of (1).
Lemma 3.1. For the system (1), the following statements hold:
• The number of equilibria is bounded by 2q.
• If η is an equilibrium, then ηd = 0 and ηv ∈∏qi=1[0,−Aii] × Rm−q+ .• The origin is the only stable equilibrium.
Proof. Part 1: If η is an equilibrium, then ηd = 0 (Ad is invertible) and ηv solves the system of m polynomial equations:
Avx+ (x21, . . . , x2q,0, . . . ,0) = 0. We show that these m polynomials have no common factors. Then, the ﬁrst statement is a
consequence of the generalized Bézout theorem well known in algebraic geometry ([28] is a short reference for this).
The ﬁrst case we consider is q  2. If a polynomial p(x) is a common factor, then it must be of degree 1 and we
can write p(x) =∑mk=i akxk + a0 where ai is the ﬁrst non-zero coeﬃcient of xk ’s. Clearly, i should not be greater than q.
Moreover, we have
∑m
k=1 Aikxk + x2 = p(x)(
∑m
k=1 bkxk + b0) for some bk ’s. By matching coeﬃcients, we easily deduce thati
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However, this p(x) cannot be a common factor because it cannot produce x2j for j = i.
If m − q  2, then the last m − q polynomials cannot have a common factor because the coeﬃcient vectors are linearly
independent by the assumptions of A. Now the remaining cases are (q,m) = (0,1), (1,1) or (1,2). There is nothing to show
for the ﬁrst two cases. For the last one, if p(x) is a common factor, then we have p(x)(b1x1 +b2x2 +b0) = (a1x1 +a0)(b1x1 +
b0) for the ﬁrst polynomial and A21x1+ A22x2 for the second polynomial. For p(x) to be a common factor (therefore a scalar
multiple of the second polynomial), the coeﬃcients must satisfy A12 = A22 = 0. But, this is a contradiction to the assumption
that Av is invertible.
Part 2: An equilibrium η is a solution of Aη + Q (η) = 0. This implies ηd = 0 and thus
ηv = −(Av)−1(η21, . . . , η2q ,0, . . . ,0).
Recall that −Av (or equivalently, the transpose of it) is an M-matrix. Then as mentioned at the beginning of this section,
−(Av)−1  0 and therefore ηv  0. For each i = 1, . . . ,q, η2i + Aiiηi = −
∑
k =i Aikηk . Since the off-diagonal entries of Av are
non-negative and η 0, the right side is not positive. Therefore, 0 ηi −Aii .
Part 3: Assume that a non-zero equilibrium η is a stable equilibrium (thus hyperbolic) and consider its Jacobian J (η)
which is of the following form:
J (η) =
(
Av + 2D Ac
0 Ad
)
with D = diag(η1, . . . , ηq,0, . . . ,0) ∈ Rm×m . And J (η)η = (η21, . . . , η2q ,0, . . . ,0) 0.
The eigenvalues of J (η) are those of J (η)v and Ad . Since η is a stable equilibrium, J (η) is non-singular and every
eigenvalue of J (η)v has negative real part. Note also that the off-diagonal entries of J (η)v are non-negative. This implies
that − J (η)v is a non-singular M-matrix (see p. 135 of [3]). However, this cannot happen as the following argument shows.
Suppose that − J (η)v is an M-matrix. We showed above that J (η)vηv  0. Thus − J (η)v (−ηv)  0 and this, in turn,
implies −ηv  0. However, this together with part 2 leads to η = 0, which is a contradiction to our assumption that η is
non-zero. 
Recall that we introduced the blow-up regions St in Section 2. We prove some topological properties of St ’s that are
related to the characterization of S and ∂ S .
Lemma 3.2. Suppose that q = 0. Then, S = St = Rn for all t  0.
Proof. In this case, the solution to (1) is given by
xv(t) = eAvt
{
uv +
t∫
0
e−Av sc(s)ds
}
, ci(s) =
n∑
k=m+1
Aikxk(s) + xd(s)Bixd(s)
where c(s) ∈ Rm and xd(t) = eAdtud . Hence x(t) is ﬁnite for any t and thus St = Rn . From (3), we can ﬁnd some positive
constants K1 = K1(ud) and ξ such that |c(s)| K1e−ξ s . Let −μ0 be the eigenvalue of Av with the smallest magnitude. Since
Av has negative eigenvalues, μ0 > 0. It is now immediate to see that, for some K2, K3 > 0,
∣∣xv(t)∣∣ K2e−μ0t∣∣uv ∣∣+
t∫
0
K3e
−μ0(t−s)e−ξ s ds → 0
as t increases. This proves that S = Rn , i.e., the origin is a globally stable equilibrium. 
Lemma 3.3. Suppose that two real numbers M, c are given satisfying |ud|  M, c  min j=1,...,m u j . If ui for ﬁxed i ∈ {1, . . . ,q} is
suﬃciently large, then (1) blows up before any given ﬁxed time T > 0. Moreover, τ (u) can be bounded above by a function of M, c, T ,
and ui , and this bound can be made arbitrarily small by increasing ui .
Proof. It is shown in Lemma A.3 that min j=1,...,m x j(t) is well deﬁned and it is bounded below by some function v(t).
And this dynamics of v(t) depends on the bound of |ud|, here M , and v(0) = c which can be set as any value less than
min j=1,...,m u j . Then the trajectory of v(t) is bounded below, say by L = L(M, c, T ), on [0, T ]. Also, |xd(t)| is bounded by
C |ud|. Then, for any i ∈ {1, . . . ,q}, we have
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∑
k =i
Aikxk + xdBixd
 x2i + Aiixi +
m∑
k=1,=i
AikL +
n∑
k=m+1
Aikxk
 x2i + Aiixi + Ci L − K
where Ci =∑mk=1, =i Aik and K = C |ud|maxi∑nk=m+1 |Aik|.
Then we deﬁne a new function y by an ODE
y˙ = y2 + Aii y + Ci L − K , y(0) = ui . (4)
With Di := A2ii − 4(Ci L − K ), the function y blows up in ﬁnite time τ if y(0) is large. If Di = 0, then y blows up at
τ = (y(0) − Aii/2)−1 if y(0) > −Aii/2. And if Di < 0, then it does so at time
τ = 1√−Di
(
π − 2 tan−1 2y(0) + Aii√−Di
)
.
Finally, if Di > 0, then
τ = 1√
Di
log
y(0) − η1
y(0) − η2
where ηi are two equilibria of (4). We see that in any case the blow-up time goes to zero as y(0) = ui increases. Since we
have xi(t) y(t) in [0, T ], τ is an upper bound of the blow-up time of xi , which can be arbitrarily small. 
Lemma 3.4. τ (u) : Rn → (0,∞] is continuous.
Proof. Suppose that {uk} is a sequence of vectors converging to u but limk τ (uk) = τ ∗ > τ(u). The ﬁniteness of τ (u)
implies that q  1 due to Lemma 3.2. Now, we claim that we can ﬁnd i ∈ {1, . . . ,q} with limt Φi,t(u) = ∞. We prove
this by contradiction. First, by the deﬁnition of the blow-up time, limt↑τ (u) |Φt(u)| = ∞, and by Lemma A.2, we have
limt↑τ (u) max j Φ j,t(u) = ∞. Next suppose that Φi,t(u) is bounded above for all i ∈ {1, . . . ,q} at all times. If we solve (1)
for (xq+1, . . . , xm), then it is easy to see that this solution should be bounded on ﬁnite intervals (xd is always so by (3)),
which yields a contradiction.
We also note that any component xi(t) of a solution x(t) to (1), i ∈ {1, . . . ,q}, never decreases if the initial condition xi(0)
is suﬃciently large. To see this, ﬁnd a function v(t) as in Lemma A.3 that is bounded below and xi(t)  v(t) in [0, τ (u)).
Observe that
x˙i = x2i +
∑
k
Aikxk + xdBixd  x2i + Aiixi +
m∑
k =i,=1
AikL − K
where L is a lower bound of v and K = C |ud|∑nk=m+1 |Aik| (C is a constant in (3)). Therefore, it is enough to have a large
xi(0) that makes the right side positive.
These observations and the continuity of Φ in Ω imply that, for any given large N , we can choose some t′ < τ(u),
i ∈ {1, . . . ,q} and k such that Φi,t′ (uk) > N and this function does not decrease from time t′ . Thus, Φi,τ (u)(uk) > N . Since this
is true for any large N , we conclude limsupk maxi=1,...,q Φi,τ (u)(uk) = ∞. On the other hand, mini=1,...,q Φi,τ (u)(uk) v(τ (u))
from Lemma A.3 with some appropriate initial condition v(0) so that this inequality holds for all suﬃciently large k values.
Now consider Φt(uk) starting from τ (u). Then, by Lemma 3.3, the blow-up time of {Φt(uk)}tτ (u) can be arbitrarily close to
τ (u) by selecting a large k. This is a contradiction to τ ∗ > τ(u).
To prove the converse, suppose that limk τ (uk) = τ ∗ < τ(u). We take t ∈ (τ ∗, τ (u)). Then Φt(u) is ﬁnite. Since Ω is open
and (t,u) ∈ Ω , (t,uk) belongs to Ω if k is large. Thus Φt(uk) is ﬁnite and this is a contradiction to τ (uk) < τ(u) for all large
k values. 
Lemma 3.5. Suppose τ (u) < ∞. Then τ (θu) < τ(u) for θ > 1.
Proof. The same argument used in the previous lemma allows us to assume that, for some t0 < τ(u), the initial value x˜(t0)
of x˜(t) = maxk=1,...,q xk(t) with t ∈ [t0, τ (u)), which is a piecewise differentiable function deﬁned in a similar way as in the
proof of Lemma A.3, is a suﬃciently large positive real number, making x˜ positive and non-decreasing. Also, we can assume
that |xd(t)|/x˜(t) is suﬃciently small, say less than  for all t  t0.
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t ∈ (t0, τ (u)). For notational convenience, we deﬁne z(t) = (xq+1(t), . . . , xm(t)) and A′ = (Aij)q+1i, jm . Then, we get
z(t) = eA′(t−t0)z(t0) +
t∫
t0
eA
′(t−s)c′(s)ds
where c′j(s) =
∑q
k=1 Aq+ j,kxk(s) +
∑n
k=m+1 Aq+ j,kxk(s) + Qq+ j(s) for j = 1, . . . ,m − q and this function is bounded below
and also bounded above by
∑q
k=1 Aq+ j,kx˜(s) plus some constant. From this, we deduce that z j(t)  K1
∫ t
t0
x˜(s)ds + K2,
t ∈ [t0, τ (u)), for all j and for some positive constants K1 and K2. Now, if x˜(t) = xi(t) for some i ∈ {1, . . . ,q} in an interval
I = (a,b), then the equation for xi(t) yields
x˜(t) = x˜(a) + Aii
t∫
a
x˜(s)ds +
∑
k =i
Aik
t∫
a
xk(s)ds +
t∫
a
Q i
(
x(s)
)
ds
 x˜(a) +
t∫
a
x˜(s)ds + L
for some constant L because Aii  0, Aik  0 for k ∈ {1, . . . ,m}\{i} and x(t) is bounded below throughout its life span.
Hence, the result follows.
Our next claim is that
∫ τ (u)
t0
x˜(t)dt = ∞. Let x˜= xi in some interval I ⊂ [t0, τ (u)). Then,
˙˜x
x˜
= x˜+
n∑
k=1
Aik
xk
x˜
+ x
dBixd
x˜
 x˜+ K3
for some constant K3 independent of i. This implies that
log x˜(t) log x˜(t0) +
t∫
t0
x˜(s)ds + K3(t − t0),
which proves the claim.
Let y(t) = Φt(θu)/θ and x(t) = Φt(u). Then (12) in Appendix A implies that we always have y(t)  x(t). We note that
y(t) satisﬁes y˙ = Ay+ θQ (y), y(0) = u. One implication of this is that yd(t) = xd(t). Next let us deﬁne γ (t) = y˜(t)/x˜(t) 1,
which is also piecewise C1, and y˜(t) means yi(t) whenever x˜(t) = xi(t). We observe in the interval which x˜ = xi(t) with
i ∈ {1, . . . ,q}, γ satisﬁes
γ˙ = y˙i xi − yi x˙i
x2i
= 1
x2i
(
xi
(
θ y2i +
∑
k
Aik yk + θ ydBi yd
)
− yi
(
x2i +
∑
k
Aikxk + xdBixd
))
= θxiγ 2 − yi +
m∑
k =i,=1
Aik
(
yk
xi
− xk
xi
γ
)
+
n∑
k=m+1
Aik
xk
xi
(1− γ ) + x
dBixd
xi
(θ − γ )
 θxiγ 2 − yi +
m∑
k =i,=1
Aik
(
xk
xi
− xk
xi
γ
)
+
n∑
k=m+1
|Aik|(1− γ ) + K4(1− γ )
= θxiγ 2 − xiγ +
m∑
k =i,=1
Aik
(
xk
xi
)
(1− γ ) + K5(1− γ )
 θxiγ 2 − xiγ +
q∑
k =i,=1
Aik(1− γ ) +
m∑
k=q+1
Aik
(
K1 + K2
xi
)
(1− γ ) + K5(1− γ )
 θxiγ 2 − xiγ +
q∑
Aik(1− γ ) + K6(1− γ )
k =i,=1
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γ˙  θxiγ 2 − xiγ + K7(1− γ ) (5)
where K4–K7 are appropriate non-negative constants. In the ﬁrst inequality, we used that Aik  0 for k ∈ {1, . . . ,m}\{i},
y  x, γ  1, yd = xd , |xd|/x˜   , the fact that |xd| is bounded and the assumption that xi is very large. In the second
inequality, we utilized the facts that in the interval we are considering, xk  xi for k  q, xk  K1xi + K2 for q + 1 k m,
and γ  1. Here we note that if γ (t0) = 1 with x˜(t0) being a large positive number, then γ˙ (t0)  (θ − 1)x˜(t0) > 0, so
γ (t0 + ) > 1 for small  . Therefore, we can assume γ (t0) > 1 from the beginning. Then we see
γ˙  xiγ 2 − xiγ + K7(1− γ ) = (γ − 1)(xiγ − K7) (γ − 1)(xi − K7) = (γ − 1)(x˜− K7).
Recall that x˜(t0) is assumed to be suﬃciently large and thus x˜ never decreases in [t0, τ ). Now the above inequality with
γ (t0) > 1 implies
d
dt
ln(γ − 1) x˜− K7.
Thus γ (t)− 1 (γ (t0)− 1)exp(
∫ t
t0
(x˜(s)− K7)ds). Therefore, γ → ∞ as t approaches τ (u). Hence, we can assume γ (t0) > 2
by shifting the starting point, i.e., by taking even larger t0 as a starting point.
Inequality (5) also yields
γ˙  x˜γ 2 − x˜γ + K7(1− γ ) x˜γ 2 − x˜γ − K7γ  x˜γ 2 − 2x˜γ .
This and γ (t0) > 2 imply
d
dt
ln
γ − 2
γ
 2x˜.
And this leads to
γ (t)
(
1− γ (t0) − 2
γ (t0)
exp
(
2
t∫
t0
x˜(s)ds
))
 2.
Therefore, γ blows up strictly before t reaches τ (u); otherwise, the expression in the parenthesis becomes zero before τ (u).
In other words, y(t) blows up strictly before x(t) does. 
Proposition 3.1. Assume that q  1. The blow-up region St is a closed convex proper subset of Rn. The topological boundary of St is
given by ∂ St = {u ∈ St : τ (u) = t} and St′ ⊂ Sot for t′ > t where Sot is the interior of St .
Proof. Recall that
St =
{
u: Eexp(2u · Ys) < ∞, ∀(s, Y0) ∈ [0, t) × Rm+ × Rn−m
}= {u: τ (u) t}.
For u, v ∈ Rn and λ ∈ (0,1), by Hölder’s inequality,
Eexp
(
2
(
λu + (1− λ)v) · Ys) [Eexp(2u · Ys)]λ[Eexp(2v · Ys)]1−λ.
Therefore, λu + (1 − λ)v ∈ St whenever u, v ∈ St . Since τ (u) is continuous in u by Lemma 3.4, St is closed and it is also
proper by Lemma 3.3; if St = Rn , then we simply choose u = (0, . . . ,0,ui,0, . . . ,0) with i  q and let ui go to inﬁnity.
To prove the second statement, let T = {u ∈ St : τ (u) = t}. Since τ (u) is continuous in u, T is closed. For each u0 ∈ T and
in any small open ball U centered at u0, we can choose two positive real numbers θ1 > 1 and θ2 < 1 such that θiu0 ∈ U . By
Lemma 3.5,
τ (θ1u0) < τ(u0) = t < τ(θ2u0).
Thus, θ2u0 ∈ St\T = {u ∈ St : τ (u) > t}, which is open, and θ1u0 ∈ Sct , the complement of St which is also open. Since
St\T is an open subset of St , it is included in Sot . Conversely, any u ∈ Sot is in St\T because we can ﬁnd some θ > 1 such
that θu ∈ St and consequently τ (u) > τ(θu)  t . Therefore, we conclude that St\T = Sot and T = ∂ St . Hence, for t′ > t ,
St′ = {u: τ (u) t′} ⊂ {u: τ (u) > t} = Sot . 
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From Proposition 3.1, we conclude that S∞ :=⋂t St is closed and convex. Since S ⊂ St for all t , we have S ⊂ S∞ . The
next theorem is our ﬁrst main result. Recall that the ω-limit set of a point u is the set of points x ∈ Rn such that there
exists a sequence {tk}, going to inﬁnity, and limk Φtk (u) = x.
Lemma 4.1. Suppose that uv1  uv2 and ud1 = ud2 . Then, Φt(u1)Φt(u2) for all t.
Proof. To see this, we deﬁne x(t) = Φvt (u1), y(t) = Φvt (u2), and z(t) = Φdt (u1) = Φdt (u2). Then, they satisfy
x˙− f (x) = Acz + (. . . , zBi z, . . .)= y˙ − f (y)
where f (x) = Avx+ (x21, . . . , x2q,0, . . . ,0), which is quasi-monotone increasing and locally Lipschitz. Since x(0) = uv1  uv2 =
y(0), the result follows from (11). 
Theorem 4.1. Suppose that every bounded trajectory of (1) has an equilibrium in its ω-limit set. Then for a hyperbolic equilibrium η,
we have η ∈ ∂ S if and only if W sη ⊂ ∂ S. Moreover, S = S∞ .
Proof. One direction is trivial. For the other direction, suppose η ∈ ∂ S . Choose a point u ∈ Wsη . If it is on ∂ S , then there is
nothing to prove. If it is in S , then it converges to 0. So this case cannot happen. Thus we assume u /∈ S .
Let u′ be a point on the intersection of ∂ S and a line segment connecting u and the origin. Then there is θ ∈ (0,1) such
that u′ = θu. Then Φt(u′) θΦt(u) by (12) (they exist at any time t because limt→∞ Φt(u) = η and Φt(u′) cannot escape
R
n in ﬁnite time; it is bounded above by Φt(u) and bounded below by Lemma A.2). This implies that any limit point of u′
is less than or equal to θη. By assumption, limk Φtk (u
′) is a non-zero equilibrium on ∂ S (∂ S is an invariant set) for some
sequence {tk}. Let us call this η′ . By this observation and Lemma 3.1, we have 0  η′  θη, ηd = η′d = 0 and ηv , η′ v are
solutions of Avx+ (x21, . . . , x2q,0, . . . ,0) = 0. Then,
−θ2Avηv = θ2(η21, . . . , η2q ,0, . . . ,0) (η′21 , . . . , η′2q ,0, . . . ,0)= −Avη′ v .
This means −Av(θ2ηv − η′ v) 0. Therefore, θ2ηv  η′ v thanks to the fact that −Av is a non-singular M-matrix. Repeated
application of this procedure yields θ2kη  η′ for any integer k. Since θ < 1 and η′  0, η′ = 0. But, this is a contradiction
because η′ is on ∂ S , which does not contain the origin.
Let us prove the second statement. Suppose S∞\S = ∅ and pick u in this set. This implies q  1 thanks to Lemma 3.2.
We then claim that {Φt(u): t  0} is bounded in Rn . If xi is not bounded above for some 1  i  q, then it blows up in
ﬁnite time by Lemma 3.3, hence a contradiction to the assumption that u ∈ S∞ . Thus, xi is bounded above. Now, suppose
that the path is not bounded above for some j ∈ {q + 1, . . . ,m}. If there is some i ∈ {1, . . . ,q} such that Aij > 0, then we
have
x˙i = x2i + Aiixi +
∑
k =i
Aikxk + xdBixd  x2i + Aiixi + Aijx j +
∑
k =i, j
AikL
where L = L(u) is a lower bound of x(t) in Lemma A.2. Since limt↑∞ x j(t) = ∞, for any given large N > 0, there exists t0
such that x j(t)  N for all t  t0. Then, by the comparison result for scalar ODEs, xi(t)  y(t) for t  t0 where y(t) is a
solution to y˙ = y2 + Aii y + AijN +∑k =i, j AikL with y(t0) = L. It is enough to take a suﬃciently large N to make xi blow
up in ﬁnite time. Therefore, Aij = 0 for all 1 i  q.
On the other hand, if Aij > 0 for some i ∈ {q + 1, . . . ,m}, then limt xi(t) = ∞. Unless this is the case, we have, for some
upper bound U of xi(t),
x˙i  AiiU + Aijx j +
∑
k =i, j
AikL.
Obviously, the right side diverges to inﬁnity as t → ∞. Consequently, we have Aik = 0 for any (i,k) ∈A× B where B :=
{k: limt xk(t) = ∞}  j and {1, . . . ,q} ⊂A := Bc ∩ {1, . . . ,m}. Without loss of any generality, we can assume that Av is of
the following form:(∗ 0
∗ Aˆ
)
, Aˆ = (Aik)i,k∈B.
If we solve (1) for (xk)k∈B , then it is easy to show that x j is also bounded because, ﬁrst, any xi(t) for i ∈A is bounded, and
second, Aˆ has negative eigenvalues due to the assumption on A.
By the assumption of the theorem, Φtk (u) converges to a non-zero equilibrium η for some sequence {tk}. As in the
second paragraph above, we take u′ = θu ∈ ∂ S with θ ∈ (0,1). Since ∂ S is invariant and {Φt (u′)} is bounded, we can take ak
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θη from Lemma 4.1, for (u′′)d = ηd = 0. Now, we can apply a similar argument as above, which we used in order to prove
the ﬁrst statement, to see a contradiction. Therefore, S∞\S is an empty set. 
Examples of aﬃne diffusions that satisfy the assumption of the above theorem are discussed next. We refer to Chapter 4
of [30] for the results that are related. The ﬁrst example is an aﬃne diffusion process with symmetric Av . Suppose that a
given trajectory is bounded. Then we know that the limit set lies in Rm+ × {0}. However, when Av is symmetric, the system
x˙= Avx+ (x21, . . . , x2q,0, . . . ,0) becomes a gradient system. In other words, x˙= ∇V (x) with
V (x) = 1
2
xAvx+ 1
3
q∑
i=1
x3i .
Let Γ be the ω-limit set of the trajectory. Then, Γ is invariant, compact, connected, and not empty. Moreover, there is a
minimal (i.e., closed, invariant and non-empty with no smaller subsets with these properties) subset Γ˜ ⊂ Γ . Since it is in
R
m+ × {0}, we can decompose it as Γ0 × {0}, where Γ0 is a compact minimal set of the above gradient system. Any minimal
set is the same as the ω-limit set of any point in the set. However, it is well known that a point in a limit set of a gradient
system is an equilibrium. See p. 203 of [17]. Therefore, Γ0 consists of equilibria. Since (1) has only a ﬁnite number of
equilibria, Γ0 and so Γ˜ is a single equilibrium and we conclude that every bounded trajectory has an equilibrium in its
ω-limit set.
The next case we consider is when q = m = 2. While the ﬁrst example is rather artiﬁcial, this case can be thought of
as an extension of the so-called stochastic volatility model of which term comes from mathematical ﬁnance literature. Let
Av = ( a b
c d
)
. After simple calculations, we ﬁnd that the following conditions are necessary and suﬃcient for −Av to be a
non-singular M-matrix:
a < 0, b 0, c  0, d < 0, ad− bc > 0.
From these conditions, it is straightforward to determine conditions for the system to have two, three or four equilibria.
And one can check that three equilibria case happens only when the two parabolas x2 + ax+ by = 0 and y2 + cx+ dy = 0
are tangent in the (x, y)-plane.
To see that every bounded trajectory contains an equilibrium in its ω-limit set, let Γ = Γ0 × {0} with Γ0 ⊂ R2 be a
compact minimal subset of the ω-limit set of a given bounded trajectory, proceeding as in the ﬁrst example. This means
that Γ0 itself is a compact minimal set of the system x˙ = Avx + (x21, x22). Then by the Poincaré–Bendixon theorem, Γ0 is a
periodic orbit unless it consists of a single equilibrium (we have nothing to prove in this case). Let us study the periodic orbit
case. Note that this orbit is not self-intersecting because this curve cannot have two different derivatives at an intersection.
Now the Jordan Curve Theorem implies that R2\Γ0 = Γ o0 ∪ Γ c0 where Γ o0 is the inside of the orbit and Γ c0 is the outside of
the orbit and they are open. Choose one point, say p ∈ Γ o0 and deﬁne
Γ1 =
{
p + x: x ∈ R2+
}∩ Γ0, Γ2 = {p + x: x ∈ R2−}∩ Γ0.
Clearly the Γi are compact and non-empty. Let us now choose the maximizer of maxu∈Γ2 |u − p|, say u2. Then there is no
u ∈ Γ0 such that u < u2. Also we choose any u1 ∈ Γ1. Then we have u2 < u1. Since Γ0 is a closed orbit, there is some t0
such that Φvt0 (u1) = u2. By Lemma 4.1, Φvt0 (u2)  Φvt0 (u1) = u2. But, by the choice of u2, the left side (which is in Γ0 by
invariance) is not strictly less than u2. Therefore, Φvt0 (u2) = u2. However, this implies that t0 is a multiple of the period
of Γ0 but Φvt0 (u1) = u2 = u1. This is a contradiction. Therefore, Γ0 is a single equilibrium and the claim is proved.
Corollary 4.1. Suppose that every bounded trajectory of (1) converges to an equilibrium and that the system has hyperbolic equilibria
only. Then,
∂ S = ∂ S∞ =
⋃
η =0
Wsη.
Proof. Since a non-zero equilibrium η is in S∞\S , it is on ∂ S and Wsη ⊂ ∂ S = ∂ S∞ by the previous theorem. On the other
hand, if u ∈ ∂ S , then {Φt(u)}t0 is bounded by the same argument used in the proof of the theorem. Therefore, u ∈ Wsη for
some non-zero equilibrium η ∈ ∂ S . The proof is complete. 
The corollary implies that the stable manifolds of the UEPs of type 1 determine ∂ S = ∂ S∞ except for a set of measure
zero (recall dimWsη = n − k for an UEP η of type k) under a stronger assumption that every trajectory converges to an
equilibrium or runs off to inﬁnity. In [7], the authors presented a general method to determine whether every trajectory
on ∂ S approaches an equilibrium. It can be shown that our examples above with additional restriction m = n satisfy this
assumption.
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subsets) to admit hyperbolic equilibria only for Cr (r  1) vector ﬁelds (see [7] or [26] and references therein).
Remark. There are many numerical methods addressing how to compute the stable manifolds of equilibria. But, we will not
discuss this problem in this paper. An interested reader can consult [4] or [24], for example.
One of the main assumptions in Section 2 is that A has negative eigenvalues. This restriction makes our analysis not
directly applicable to the well-known Heston stochastic volatility model, which has a negative real value Av , Ac = −1/2,
and Ad = 0. However, under a different assumption that Av has negative eigenvalues but Ad is a zero matrix, we can do a
similar analysis.
In this case, (1) becomes x˙ = f (x,ud) := Avx + Q˜ (x) + a with Q˜ i(x) = x2i 11iq and ai =
∑n
k=m+1 Aikuk + udBiud .
Suppose that there exists an equilibrium ω of this system such that Av + 2D has negative eigenvalues with diagonal
matrix D = diag(ω1, . . . ,ωq,0, . . . ,0). Then, the problem reduces to the analysis of (1) with n = m by considering the
function x − ω. On the other hand, it can be shown that the above assumption is satisﬁed at least for any ud in a small
neighborhood of the origin. Since f (0,0) = 0 and (∂ f i/∂x j)(0,0) = Av has negative eigenvalues, we can ﬁnd a differentiable
function ω(ud) deﬁned on a small ball containing 0 by the Implicit Function Theorem. Certainly, this ball can be made
suﬃciently small so that the eigenvalues of the Jacobian (∂ f i/∂x j)(ω,ud) = Av + 2D remain negative.
5. Asymptotic behavior of the blow-up time and application
In this section, we describe the blow-up time of (1) as a solution of a partial differential equation (PDE). Recall that
∂ St = {u: τ (u) = t}. In other words, the ∂ St are the level sets of the function τ (u) : Rn → (0,∞]. Since St = {u: τ (u) t}
and St is convex, we conclude that τ (u) is quasi-concave. (This is a standard result in convex analysis.) However, τ (u) is
not necessarily differentiable as we see in the next example:
x˙1 = ax1 + x21, x˙2 = bx2 + x22 (6)
with x(0) = u and a, b are negative. In this case, St = (−∞,−a/(1 − eat)] × (−∞,−b/(1 − ebt)] and ∂ St is not smooth at
the vertex.
Proposition 5.1. The continuous function τ |Sc∞ : Sc∞ → (0,∞) is quasi-concave, and is differentiable almost everywhere satisfying
∇τ (u) · fo(u) = −1 (7)
for u ∈ Sc∞ with a boundary condition τ (u) = ∞ on ∂ S∞ . Conversely, a function τ satisfying (7) and a condition that
limt↑τ (u) τ (Φt(u)) = 0 for all u ∈ Sc∞ is unique.
Proof. Differentiability is a direct application of the result by Crouziex [9]. For a ﬁxed u ∈ Sc∞ , we can choose a small
positive h such that Φh(u) is ﬁnite because I(u) is an open set containing 0. Then we have
τ (u) − h = τ (Φh(u)).
By differentiating this with respect to h at h = 0, we get (7). The boundary condition is obvious.
To prove the converse, suppose τ1(u) and τ2(u) are two solutions of (7). Then, we can construct τ (u) = τ1(u)− τ2(u) on
Sc∞ and this satisﬁes ∇τ (u) · fo(u) = 0. For any u ∈ Sc∞ and a positive h ∈ I(u),
τ
(
Φh(u)
)− τ (u) =
h∫
0
∇τ (Φs(u)) · fo(Φs(u))ds = 0.
Therefore, τ (u) is constant on each trajectory {Φt(u): t  0} for u ∈ Sc∞ . Since τ (Φt(u)) converges to zero as t approaches
the blow-up time of Φt(u) by the assumption, τ (u) must be identically zero. 
We are also interested in determining the critical multiplier θ such that sup I(θu) = t for given u and t . This is the
inverse function of τ (θu) = t , but this function θ(u, t) may not be single-valued. For example, consider (6). If u belongs to
the second quadrant, then there are positive and negative θ such that θu ∈ ∂ St . If u is in the ﬁrst quadrant, then there is
only one such θ . And there is no θ for any t if u = 0. See Fig. 1. Nevertheless, the next theorem says that θ(u, t) is well
deﬁned at least locally under some regularity conditions and it becomes a solution of some PDEs.
Proposition 5.2. Assume that τ (u) is continuously differentiable in a neighborhood of u0 ∈ ∂ St0 and ∇τ (u0) · u0 = 0. Then, there is
some open neighborhood U × I of (u0, t0) such that θ : U × I → (0,∞) is well deﬁned and it satisﬁes
∇θ · u = −θ, ∂tθ = 1
θ
∇θ · fo(θu), θ(u0, t0) = 1.
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Proof. Consider a function φ(u, t, θ) := τ (θu) − t deﬁned in a small neighborhood of (u0, t0,1). Since (∂φ/∂θ)(u0, t0,1) =
∇τ (u0) · u0 and this is non-zero by assumption, there exists a C1 function θ(u, t) deﬁned on some neighborhood U × I of
(u0, t0) such that
τ
(
θ(u, t)u
)= t (8)
by the Implicit Function Theorem. Clearly, θ(u0, t0) = 1.
If we take a derivative with respect to t in (8), then we get ∂tθ∇τ (θu) · u = 1. This implies ∇τ (θu) · u = 1/∂tθ = 0 on
U × I . And if we do the differentiation with respect to u, then(∇τ (θu) · u)∇θ + θ∇τ (θu) = 0. (9)
Multiplying (9) by u, we obtain (∇τ (θu) · u)(∇θ · u + θ) = 0. Since ∇τ (θu) · u = 0, we conclude that ∇θ · u = −θ on U × I .
On the other hand, if we multiply (9) by fo(θu), then from (7), (∇τ (θu) · u)∇θ · fo(θu) = θ and the result follows because
∂tθ = (∇τ (θu) · u)−1. 
Eq. (7) and the ﬁrst equation in Proposition 5.2 look similar to the Zubov equation for the stability region of an equilib-
rium (for example, see [14]). Concisely, if C1 functions ξ(u) ∈ [0,1] and φ(u) 0 satisfy ∇ξ(u) · fo(u) = −φ(u)(1 − ξ(u)),
then S = {u: ξ(u) = 1}. Or equivalently,
∇ ξ˜ (u) · fo(u) = −φ(u), ξ˜ := − log(1− ξ)
and thus S = {u: ξ˜ (u) = ∞}. There have been many results concerning approximation methods for the Zubov equation.
However, we do not pursue this direction in this article. Instead, we prove a limiting behavior of τ (u/t) and θ(u, t) near
t = 0 under some mild conditions.
Theorem 5.1. Let {ut} be a sequence of vectors in Rn that converges to u as t ↓ 0. Suppose that q  1 and (u1, . . . ,uq) or a :=
(ud

B1ud, . . . ,ud

Bqud) is in R
q
+\{0}. Then, limt↓0 t−1τ (t−1ut) = limt↓0 t θ(ut , t) =mini=1,...,q τi where
τi :=
⎧⎨
⎩
[π − 2 tan−1(ui/√ai )]/√4ai if ai > 0,
1/ui if ui > 0, ai = 0,
∞ if ui = ai = 0.
Proof. Consider x˙ = Q (x) with x(0) = u. It is straightforward to see that this system explodes at time ξ given in the
statement. And the assumptions imposed on u make ξ ﬁnite. Next, we consider a perturbed system with a parameter t:
y˙(s) = t Ay(s)+ Q (y(s)). A solution of this system is continuous in t , s and y(0) as noted in p. 44 of [21]. Let us denote the
solution with y(0) = ut by y(s; t). Since ut converges to u, limt↓0 y(s; t) = x(s) if x(s) exists.
Let ξt be the blow-up time of y(· ; t). Without loss of generality, assume that ξ = τi . We claim ξt → ξ as t ↓ 0. Observe
that we have
y˙v − t Av yv = (Q 1(y), . . . , Qm(y))+ t Ac yd  t Ac yd = t Aczd = z˙v − t Av zv
where z˙ = t Az with z(0) = ut . Invoking (11) in Appendix A, we conclude that y(s; t) z(s; t) = exp(t As)ut for any s and t .
On the other hand, z(s; t) converges to u uniformly on compact intervals as t decreases to zero. Therefore, for arbitrarily
given  > 0, we have
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∑
k =i
Aik yk + zdBi zd
 y2i + t Aii yi + t
∑
k =i
Aikzk + zdBi zd
 y2i + t Aii yi + ai − 
in a large interval including ξ if t is suﬃciently small. As usual, we analyze a function w deﬁned by w˙ = w2+ t Aii w+ai −
with w(0) = yi(0). Then, ξt  ξ˜ , the latter being the blow-up time of w(s; t). From the stability analysis of w , we can easily
see that ξ˜ can be arbitrarily close to ξ by selecting small t and  . The analysis is simple and tedious so we omit it to save
some space. Hence, limsupt→0 ξt  ξ .
Now we suppose limk→∞ ξtk < ξ for a convergent subsequence {ξtk } ⊂ {ξt} with limk→∞ tk = 0. However, this is clearly a
contradiction because, ﬁrst, we can choose a small t0 such that ξtk < ξ −  for some small  and for any tk  t0, and second,
we can select s ∈ (ξ − , ξ) with ﬁnite x(s) = limk→∞ y(s; tk). But, such y(s; tk) does not exist when tk  t0. Thus, ξtk → ξ
and, consequently, limt→0 ξt = ξ because the convergence is true for any convergent subsequence of {ξt}.
To prove the main statement, we set ζ(s) = t−1 y(s/t; t). Then, ζ satisﬁes (1) with ζ(0) = ut/t and, by deﬁnition,
τ (ut/t) = tξt . This yields limt→0 t−1τ (ut/t) = ξ . If we denote τ (ut/t) by τt , then θ(ut , τt) = 1/t . We also re-parameterize ut
as a function of ν := τt , say u˜ν := ut , then limν→0 νθ(u˜ν, ν) = limt→0 τtθ(ut , τt) = limt→0 τt/t = ξ . Since this holds for any
sequence u˜ν converging to u, we can replace it by the original sequence uν . Therefore, tθ(ut , t) → ξ . 
In modern ﬁnancial economics, one important subject is the study of ﬁnancial instruments called derivatives. Researchers
and practitioners have developed a large number of stochastic models to explain complex phenomena observed in the
markets. And aﬃne diffusion processes have been applied successfully in this regard. Especially in the option pricing theory,
it is typical to model the log value of the underlying asset price Pt of a contingent claim as log Ps = as + 2bs · Ys where as
and bs are deterministic functions of time and Y is an aﬃne diffusion process (e.g., see [11]).
One of the most popular derivatives is a call option and its price is the value of the right to buy a stock (or any underlying
asset) at pre-determined time T , maturity, and at ﬁxed price K , strike. The call price is given by C(K , T ) = B0E(PT − K )+
where B0 is the price of a bond maturing at T (see [20]). Also, the initial asset value P0 is the same as B0E[PT ]. It is
standard to analyze this option price in terms of Black–Scholes implied volatility σ(x, T ) which is deﬁned implicitly by
C(K , T ) = P0
{
Φ(d+) − ex Φ(d−)
}
, d± = −x
σ(x, T )
√
T
± σ(x, T )
√
T
2
where Φ(y) := (√2π )−1 ∫ y−∞ e−t2/2 dt and the parameter x := log(K B0/P0) is the so-called log-moneyness. The complexity
of σ(x, T ) makes its explicit analysis diﬃcult. Rather, there is a stream of literature dealing with asymptotic behaviors of
σ(x, T ) as x → ±∞ or T → 0 or ∞ under some speciﬁc models of Ps . In particular, Lee [20] proved a nice asymptotic
relationship between σ(x, T ) and the critical exponents p∗ , q∗ in any modeling setting:
limsup
x→∞
σ 2(x, T )
|x|/T = ψ
(
p∗
)
, limsup
x→−∞
σ 2(x, T )
|x|/T = ψ
(
q∗
)
(10)
where
p∗ = sup{p: EP1+pT < ∞}, q∗ = sup{q: EP−qT < ∞}, ψ(x) = 2− 4(√x2 + x− x).
This formula was later extended by Benaim and Friz [2]. Keller-Ressel [18] studied this issue for aﬃne stochastic volatility
models. In our setting, p∗ + 1 and q∗ are merely the critical multipliers θ(bT , T ) and θ(−bT , T ), respectively. Therefore,
a solution to the PDEs in Proposition 5.2 has a direct implication on σ(x, T ) for large K values.
Now suppose that limt→0 bt = b and that the assumptions in Theorem 5.1 are satisﬁed. Since Ω is open, we can choose
an open ball U ⊂ Ω centered at (0,b) so that (t,bt) ∈ U for all small t . This implies θ(bt , t) > 1, and thus p∗ is well deﬁned
and positive. Let ξ(b) be the value corresponding to ξ in Theorem 5.1. Then, we get
limsup
x→∞
σ 2(x, T )
|x| =
ψ(θ(bT , T ) − 1)
T
= θ(bT , T )ψ(θ(bT , T ) − 1)
T θ(bT , T )
∼ 1
2ξ(b)
as T ↓ 0,
where the ﬁrst equality comes from (10) and the approximation is from Theorem 5.1 together with the fact that
limx→∞ ψ(x)x = 1/2. A similar conclusion can be drawn for q∗ as long as −b satisﬁes the assumption in Theorem 5.1.
Empirically, the tail slopes of implied volatility σ(x, T ) are bigger for shorter maturity options (e.g., see [12]). The above
observation means that this tail slope, however, cannot be arbitrarily large even for extremely small maturities under aﬃne
diffusions.
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We have shown that the stability boundaries of Riccati differential equations related to aﬃne diffusion processes can
be expressed as unions of stable sub-manifolds of equilibria on the stability boundaries under the assumption that every
bounded trajectory converges to an equilibrium. Since we have only one stable equilibrium among ﬁnitely many equilibrium
points, a general picture of stability regions is obtained.
The blow-up regions of our system are deﬁned via the blow-up times τ (u) and the boundaries of blow-up regions are
level sets of τ (u). The function τ (u) turns out to be continuous and quasi-concave, and it solves a PDE similar to the Zubov
equation. The critical multipliers θ(u, t) such that τ (θu) = t satisfy another PDE, and both functions possess an asymptotic
property that has an implication on implied volatilities for options with extreme strikes and small maturities in the option
pricing theory.
Appendix A
Under the orderings in Rn introduced in Section 2, a function f : Rn → Rn is quasi-monotone increasing if x  y with
xk = yk for given k implies fk(x)  fk(y). Suppose that a function f is quasi-monotone increasing and locally Lipschitz.
Then, for two differentiable functions x(t), y(t) : [a,b] → Rn , the following holds (see [31]):
x˙(t) − f (x(t)) y˙(t) − f (y(t)), ∀t ∈ [a,b] ⇒ x(t) y(t), ∀t ∈ [a,b] whenever x(a) y(a). (11)
It is not hard to check that a matrix A as a linear map is quasi-monotone increasing if and only if Aij  0 whenever i = j.
Note also that if n = 1, then it is just the familiar comparison result for scalar ODEs.
The following result based on (11) is a crucial comparison result used in this paper. We omit its proof as the lemma is
an extension of Lemma 4.1 in [16] and their proofs are almost identical except for some obvious changes.
Lemma A.1. For any u ∈ Rn and θ > 1, we have
θΦt(u)Φt(θu), t  0, (12)
as long as both sides are well deﬁned.
One useful implication of this result is that for any given u, we can ﬁnd a lower bound for the trajectory {Φt(u)}. We
choose K > 0 large enough to make u/K ∈ S , which is an open set including the origin. Then, by (12), Φt(u) KΦt(u/K ).
If we deﬁne L(u) =mini inft KΦi,t(u/K ) and then the next lemma is proved.
Lemma A.2. For each u ∈ Rn, there exists a constant L(u) such that Φi,t(u) L(u) for all i, t.
The following result also proves to be useful in our analysis.
Lemma A.3. Suppose that two real numbers M, c are given satisfying |ud| M, c mini=1,...,m u j . Then, there exists a function v(t)
such that
• its dynamics only depends on A, M and v(0) = c,
• Φi,t(u) v(t) for all t ∈ [0, τ (u)) and any i ∈ {1, . . . ,m},
• the trajectory of v on [0, τ (u)) is bounded below if τ (u) < ∞.
Proof. The proof is similar to that of Lemma 4.2 in [16]. Since Φt(u) is analytic in t (also in x; see p. 44 of [21]), a set
{s ∈ [0, t]: Φi,s(u) = Φ j,s(u)} for ﬁxed i, j has ﬁnitely many isolated points. Therefore, γ (t) := mink=1,...,m Φk,t(u) is well
deﬁned in [0, τ (u)) and we can deﬁne a sequence of closed intervals {I j} such that [0, τ (u)) =⋃ j I j and γ (t) = xi( j) in Ioj ,
interior of I j , for some index i( j).
If γ (t) = xi(t) in Io , we have
γ˙ = γ 211iq +
n∑
k=1
Aikxk + Q i(x)
m∑
k=1
Aikγ − C
∣∣ud∣∣ max
j=1,...,m
n∑
k=m+1
|A jk|
where we use (3) and the assumptions that Av has non-negative off-diagonal entries and that Bi is positive semi-deﬁnite.
Now deﬁne a function v on Io by
v˙ =
m∑
k=1
Aikv − K , K = CM max
j=1,...,m
n∑
k=m+1
|A jk|. (13)
Starting from v(0) = c  γ (0), this deﬁnes a continuous function v on [0, τ (u)) such that v(t)  γ (t) by the comparison
result for scalar ODEs.
There are at most m distinct coeﬃcients for v in (13), so the third statement is trivial. 
K.-K. Kim / J. Math. Anal. Appl. 364 (2010) 18–31 31References
[1] J.S. Baris, P.J. Baris, B. Ruchlewicz, On blow-up solutions of nonautonomous quadratic differential systems, Differ. Equ. 42 (2006) 320–326.
[2] S. Benaim, P. Friz, Regular variation and smile asymptotics, Math. Finance 19 (2009) 1–12.
[3] A. Berman, R.J. Plemmons, Nonnegative Matrices in the Mathematical Sciences, Academic Press, 1979.
[4] D. Cheng, J. Ma, Q. Lu, S. Mei, Quadratic form of stable sub-manifold for power systems, Internat. J. Robust Nonlinear Control 14 (2004) 773–788.
[5] P. Cheridito, D. Filipovic´, R.L. Kimmel, A note on the Dai–Singleton canonical representation of aﬃne term structure models, Math. Finance, forthcoming.
[6] H.-D. Chiang, L. Fekih-Ahmed, Quasi-stability regions of nonlinear dynamical systems: Optimal estimations, IEEE Trans. Circuits Syst. I: Fundamental
Theory Appl. 43 (1996) 636–643.
[7] H.-D. Chiang, M.W. Hirsch, F.F. Wu, Stability regions of nonlinear autonomous dynamical systems, IEEE Trans. Automat. Control 33 (1988) 16–27.
[8] P.E. Crouch, M. Pavon, On the existence of solutions of the Riccati differential equation, Systems Control Lett. 9 (1987) 203–206.
[9] J.-P. Crouziex, A review of continuity and differentiability properties of quasiconvex functions on Rn , in: J.-P. Aubin, R. Vinter (Eds.), Convex Analysis
and Optimization, in: Res. Notes Math., vol. 57, Pitman Advanced Publishing Program, 1982, pp. 18–34.
[10] Q. Dai, K.J. Singleton, Speciﬁcation analysis of aﬃne term structure models, J. Finance 55 (2000) 1943–1978.
[11] D. Duﬃe, D. Filipovic´, W. Schachermayer, Aﬃne processes and applications in ﬁnance, Ann. Appl. Probab. 13 (2003) 984–1053.
[12] D. Duﬃe, J. Pan, K. Singleton, Transform analysis and asset pricing for aﬃne jump-diffusions, Econometrica 68 (2000) 1343–1376.
[13] D. Filipovic´, E. Mayerhofer, Aﬃne Diffusion Processes: Theory and Applications, Radon Ser. Comput. Appl. Math., vol. 8, 2009, pp. 1–40.
[14] R. Genesio, M. Tartaglia, A. Vicino, On the estimation of asymptotic stability regions: State of the art and new proposals, IEEE Trans. Automat. Control 8
(1985) 747–755.
[15] W.M. Getz, D.H. Jacobson, Suﬃciency conditions for ﬁnite escape times in systems of quadratic differential equations, IMA J. Appl. Math. 19 (1977)
377–383.
[16] P. Glasserman, K.-K. Kim, Moment explosions and stationary distributions in aﬃne diffusion models, Math. Finance, forthcoming.
[17] M.W. Hirsch, S. Smale, Differential Equations, Dynamical Systems, and Linear Algebra, Academic Press, 1974.
[18] M. Keller-Ressel, Moment explosions and long-term behavior of aﬃne stochastic volatility models, Math. Finance, forthcoming.
[19] K.-K. Kim, Stability analysis of Riccati differential equations related to aﬃne diffusion processes, Online supplement, KAIST, http://sites.google.com/site/
catenoid/home, 2009.
[20] R.W. Lee, The moment formula for implied volatility at extreme strikes, Math. Finance 14 (2004) 469–480.
[21] S. Lefschetz, Differential Equations: Geometric Theory, Interscience Publishers, Inc., New York, 1957.
[22] A. Levin, An analytical method of estimating the domain of attraction for polynomial differential equations, IEEE Trans. Automat. Control 39 (1994)
2471–2475.
[23] C. Martin, Finite escape time for Riccati differential equations, Systems Control Lett. 1 (1981) 127–131.
[24] S. Saha, A. Fouad, W. Kliemann, V. Vittal, Stability boundary approximation of a power system using the real normal form of vector ﬁelds, IEEE Trans.
Power Systems 12 (1997) 797–802.
[25] T. Sasagawa, On the ﬁnite escape phenomena for matrix Riccati equations, IEEE Trans. Automat. Control AC-27 (1982) 977–979.
[26] S. Smale, Differentiable dynamical systems, Bull. Amer. Math. Soc. 73 (1967) 747–817.
[27] B. Tibken, Estimation of the domain of attraction for polynomial systems via LMI’s, in: Proceedings of the 39th IEEE Conference on Decision and
Control, Sydney, Australia, 2000, pp. 3860–3864.
[28] B.L. van der Waerden, Le théorème de Bézout pour les hypersurfaces, Ann. Mat. Pura Appl. (4) 30 (1949) 73–74.
[29] A. Vannelli, M. Vidyasagar, Maximal Lyapunov functions and domains of attraction for autonomous nonlinear systems, Automatica 21 (1985) 69–80.
[30] F. Verhulst, Nonlinear Differential Equations and Dynamical Systems, Springer, 1996.
[31] P. Volkmann, Gewöhnliche Differentialungleichungen mit quasimonoton wachsenden Funktionen in topologischen Vektorräumen, Math. Z. 127 (1972)
157–164.
