Abstract. We consider two group actions on m-tuples of n × n matrices. The first is simultaneous conjugation by GL n and the second is the left-right action of SL n × SL n . We give efficient algorithms to decide if the orbit closures of two points intersect. We also improve the known bounds for the degree of separating invariants in these cases.
Introduction
In this paper, K will denote an algebraically closed field. For a vector space V over the field K, let K[V ] denote the ring of polynomial functions on V . Suppose that a group G acts on V by linear transformations. A polynomial f ∈ K[V ] is called an invariant polynomial if it is constant along orbits, i.e., f (g · v) = f (v) for all g ∈ G and v ∈ V . The invariant polynomials form a graded subalgebra
denotes the degree d homogeneous invariants. We will call K[V ]
G the invariant ring or the ring of invariants.
For a point v ∈ V , its orbit G·v = {g·v | g ∈ G} is not necessarily closed with respect to the Zariski topology. We say that an invariant f separates two points v, w ∈ V if f (v) = f (w). It follows from continuity that any invariant polynomial must take the same value on all points of the closure of an orbit. Hence invariant polynomials cannot separate two points whose orbit closures intersect.
We can ask the converse question: if v, w ∈ V such that G · v ∩ G · w = ∅, then is there an invariant polynomial f ∈ K [V ] G such that f (v) = f (w)? The answer to this question is in general negative (see [3, Example 2.2.8] ). However, if we enforce additional hypothesis, we get a positive answer as the theorem below shows (see [25] ). Theorem 1.1. Let V be a rational representation of a reductive group G. Then for v, w ∈ V , there exists f ∈ K [V ] G such that f (v) = f (w) if and only if G · v ∩ G · w = ∅.
Henceforth, we shall assume that V is a rational representation of a reductive group G.
Problem 1.2 (orbit closure problem)
. Decide whether the orbit closures of two given points v, w ∈ V intersect. Definition 1.3. Two points v, w ∈ V are said to be closure equivalent if G · v ∩ G · w = ∅. We write v ∼ w if v and w are closure equivalent, and we write v ∼ w if they are not closure equivalent.
By Theorem 1.1, we have v ∼ w if and only if f (v) = f (w) for all f ∈ K[V ] G . So ∼ is clearly an equivalence relation. Since closure equivalence can be detected by invariant polynomials, the existence of a small generating set of invariants, each of which can be
is a separating set of invariants}. We now turn to a closely related problem, and to describe this we need to recall the null cone. Definition 1.7. The null cone N (G, V ) = {v ∈ V | 0 ∈ G · v}. Since 0 is a closed orbit, a point v ∈ V is in the null cone if and only if 0 ∼ v, and hence the null cone membership problem can be seen as a subproblem of the orbit closure problem. So, the null cone membership problem could potentially be easier than the orbit closure problem. On the other hand, an algorithm for the null cone membership problem may provide a stepping stone for the orbit closure problem.
In this paper, we are interested in giving efficient algorithms for the orbit closure problem in two specific cases -matrix invariants and matrix semi-invariants. These two cases have generated considerable interest over the past few years due to their connections to computational complexity, see [24, 11, 5, 21, 22, 15, 19] . Remark 1.9. For analyzing the run time of our algorithms, we will use the unit cost arithmetic model. This is also often referred to as algebraic complexity.
1.1. Matrix invariants. Let Mat p,q be the set of p × q matrices. The group GL n acts by simultaneous conjugation on the space V = Mat m n,n of m-tuples of n × n matrices. This action is given by
The ring S(n, m) is often referred to as the ring of matrix invariants. We will write ∼ C for the orbit closure equivalence relation ∼ with respect to this simultaneous conjugation action.
Given any separating set S, an obvious algorithm for the orbit closure problem would be to evaluate the two given points at every invariant function in the set S. In characteristic 0, Forbes and Shpilka construct a quasi-polynomial sized set of explicit separating invariants in this case (see [11] ), but this is not sufficient to get a polynomial time algorithm.
Nevertheless, Forbes and Shpilka give a deterministic parallel polynomial time algorithm for the orbit closure problem. Given an input X ∈ Mat m n,n , they construct in polynomial time a noncommutative polynomial P X with the feature that the coefficients of the monomials in P X are the evaluations of a generating set of invariants on X. Hence, to check if the orbit closures of two points X, Y ∈ Mat m n,n intersect, one needs to determine whether the noncommutative polynomial P X − P Y is the zero polynomial. There is an efficient algorithm to test whether P X − P Y is the zero polynomial (see [28] ).
Forbes and Shpilka's algorithm has two drawbacks. First, it is not easily adapted to positive characteristic. Second, when the orbit closures of X and Y do not intersect, this algorithm does not provide a specific invariant f ∈ S(n, m) such that f (X) = f (Y ). In this paper, we provide an algorithm without these drawbacks. Theorem 1.10. The orbit closure problem for the simultaneous conjugation action of GL n on Mat m n,n can be decided in polynomial time. Further, if A, B ∈ Mat m n,n and A ∼ C B, then we can provide an invariant f ∈ S(n, m) that separates A and B.
Our algorithm does not help to provide a small set of separating invariants either. Our approach also gives better bounds for the degree of separating invariants than the existing ones in literature, see [24] . Theorem 1.11. We have β sep (S(n, m)) ≤ 2n 2 √ n. If we assume char(K) = 0, then we have
The bound in characteristic 0 is especially interesting because there are quadratic lower bounds for the degree of generating invariants in this case, see [12] . This also improves the bound in [6] for the degree of invariants defining the null cone.
1.2. Matrix semi-invariants. We consider the left-right action of G = SL n × SL n on the space V = Mat m n,n of m-tuples of n × n matrices. This action is given by
The ring R(n, m) is often referred to as the ring of matrix semiinvariants. We will write ∼ LR for the equivalence relation ∼ with respect to this left-right action.
The null cone membership problem for matrix semi-invariants has attracted a lot of attention due to its connections to non-commutative circuits and identity testing, see [5, 15, 19, 21, 22] . In characteristic 0, Gurvits' algorithm gives a deterministic polynomial time algorithm, see [5, 15] . There is a different algorithm which works for any sufficiently large field in [22] . Theorem 1.12 ([5, 15, 22] ). The null cone membership problem for the left-right action of SL n × SL n on Mat m n,n can be decided in polynomial time. Remark 1.13. We will say the null cone membership problem and orbit closure problem for matrix invariants (resp. matrix semi-invariants) to refer to the corresponding problem for the simultaneous conjugation action of GL n (resp. left-right action of SL n × SL n ) on Mat m n,n .
Using the above theorem, we are able to show a polynomial time reduction from the orbit closure problem for matrix semi-invariants to the orbit closure problem for matrix invariants. In fact, the converse also holds, i.e., there is a polynomial time reduction from the orbit closure problem for matrix invariants to the orbit closure problem for matrix semiinvariants. As a consequence, we have a polynomial time algorithm for the orbit closure problem for matrix semi-invariants as well. Moreover, due to the nature of the reduction, we will be able to find a separating invariant when the orbit closures of two points do not intersect. In characteristic 0, an analytic algorithm for the orbit closure problem for matrix semiinvariants has also been obtained by Allen-Zhu, Garg, Li, Oliveira and Wigderson in [1] . Our algorithm is algebraic, independent of characteristic, and provides a separating invariant when the orbit closures do not intersect.
In [6] , bounds on β sep (R(n, m)) were given. In this paper, we give better bounds using a reduction to matrix invariants.
Using the bounds on matrix invariants in Theorem 1.11, we get bounds for matrix semiinvariants.
1.3. Organization. In Section 2, we collect a number of preliminary results on matrix invariants and matrix semi-invariants. In Section 3, we show polynomial time reductions in both directions between the orbit closure problems for matrix invariants and matrix semiinvariants. We give a polynomial time algorithm for finding a basis of a subalgebra of matrices in Section 4. We collect some results on norms that we need in Section 5. In Section 6, we give the algorithm for the orbit closure problem for matrix invariants, and prove bounds on separating invariants. Finally in Section 7, we prove Theorem 1.15.
2.
Preliminaries on matrix invariants and matrix semi-invariants 2.1. Matrix invariants. Let us recall that the ring of matrix invariants S(n, m) is the invariant ring for the simultaneous conjugation action of GL n on Mat m n,n , the space of mtuples of n×n matrices. Procesi showed that in characteristic 0, the ring S(n, m) is generated by traces of words in the matrices.
A word in an alphabet set Σ is an expression of the form i 1 i 2 . . . i k with i j ∈ Σ. We denote the set of all words in an alphabet Σ by Σ ⋆ (the Kleene closure of Σ). The set Σ ⋆ includes the empty word ǫ. For a word w = i 1 i 2 . . . i k , we define its length l(w) = k. For a positive integer m, we write [m] := {1, 2, . . . , m}, the set of all positive integers less equal m. For a word
⋆ , and for
Formally stated, Procesi's result is the following. ⋆ generate S(n, m).
Razmyslov studied trace identities, and as a consequence of his work, we have:
In positive characteristic, generators of the invariant ring were given by Donkin in [13, 14] . In simple terms, we have to replace traces with coefficients of characteristic polynomial. For an n × n matrix X, let c(X) = det(I + tX) = n i=0 σ j (X)t j denote its characteristic polynomial. The function X → σ j (X) is a polynomial in the entries of X, and is called the j th characteristic coefficient of X. Note that σ 0 = 1, σ 1 (X) = Tr(X) and σ n (X) = det(X).
For any word w, we define the invariant polynomial σ j,w ∈ S(n, m) by σ j,w (X) :
⋆ , 1 ≤ j ≤ n} is a generating set for the invariant ring S(n, m).
In a radically different approach from the case of characteristic 0, we recently proved a polynomial bound on the degree of generators.
Theorem 2.4 ([6]).
We have β(S(n, m)) ≤ (m + 1)n 4 .
Matrix semi-invariants.
The ring of matrix semi-invariants R(n, m) is the ring of invariants for the left-right action of SL n × SL n on Mat m n,n . There is a determinantal description for semi-invariants of quivers, see [7, 10, 30] . Matrix semi-invariants is a special caseit is the ring of semi-invariants for the generalized Kronecker quiver, for a particular choice of a dimension vector, see for example [5] .
Given two matrices A = (a ij ) of size p × q, and B = (b ij ) of size r × s, we define their tensor (or Kronecker) product to be In particular, notice that if d is not a multiple of n, then there are no degree d invariants. In other words, we have R(n, m) = ∞ d=0 R(n, m) dn . A polynomial bound on the degree of generators in characteristic 0 was shown in [5] , and the restriction on characteristic was removed in [6] .
Let N (n, m) denote the null cone for the left-right action of SL n × SL n on Mat m n,n . The following is proved in [5] .
Theorem 2.7 ([5]
). For X ∈ Mat m n,n , the following are equivalent:
The above theorem relies crucially on the regularity lemma proved in [21] . A more conceptual proof of the regularity lemma is given in [4] using universal division algebras, although it lacks the constructiveness of the original proof.
An algorithmic version of the above theorem appears in [22] .
Theorem 2.8 ([22]
). For X ∈ Mat m n,n , there is a deterministic polynomial time (in n and m) algorithm which determines if X / ∈ N (n, m). Further, for X / ∈ N (n, m) and any n − 1 ≤ d ≤ poly(n), the algorithm provides in polynomial time, an explicit T ∈ Mat
Remark 2.9. We will henceforth refer to the algorithm in Theorem 2.8 above as the IQS algorithm.
th entry, and 0 everywhere else.
Proposition 2.11. The following are equivalent
Proof. We first show (1) =⇒ (2). We can assume f = f T for some T ∈ Mat m e,e for some e ≥ 1. Without loss of generality, assume f (A) = 0. Then we have µ = f (B)/f (A) = 1. For any µ = 1, both µ n−1 and µ n cannot be 1. Hence for at least one of d ∈ {n − 1, n}, we have
But now, consider
e,e given by S i,j,k = δ j,k T i . We can take g = f S . We now show (2) =⇒ (1). Indeed, we can choose g = f S for some S ∈ Mat md 2 e,e , e ≥ 1. We have
We can take f = f S . 
2.3.
Commuting action of another group. Let G be a group acting on V . Suppose we have another group H acting on V , and the actions of G and H commute. To distinguish the actions, we will denote the action of H by ⋆. The orbit closure problem for the action of G on V also commutes with the action of H. More precisely, we have the following: Lemma 2.13. Let v, w ∈ V and h ∈ H. Then v ∼ w if and only if h ⋆ v ∼ h ⋆ w.
We have a natural identification of V = Mat m n,n with Mat n,n ⊗K m . The latter viewpoint illuminates an action of GL m on V that commutes with the left-right action of SL n × SL n , as well as the simultaneous conjugation action of GL n . In explicit terms, for P = (p i,j ) ∈ GL m and X = (X 1 , . . . , X m ) ∈ Mat m n,n , we have P ⋆ (X 1 , . . . , X m ) = j p 1,j X j , j p 2,j X j , . . . , j p m,j X j . Corollary 2.14. The orbit closure problem for both the left-right action of SL n × SL n and the simultaneous conjugation action of GL n on Mat Proof. We want to first show that the image φ * (R(n, m + 1)) ⊆ S(n, m). Since {f
Now, we show that the image of φ * surjects onto S(n, m). For each f ∈ S(n, m), we need to find an f such that φ
where Adj(X) denotes the adjoint of a matrix. It is easy to see that f is invariant for the action of SL n × SL n . Further, we have
In fact, from the above proof, we can see that for f ∈ S(n, m), we can construct a preimage easily. We record this as a corollary.
Corollary 2.16. For f ∈ S(n, m), the invariant polynomial f ∈ R(n, m + 1) defined by
is a pre-image of f under φ * , i.e., φ * ( f ) = f .
Time complexity equivalence of orbit closure problems
In this section, we will show polynomial reductions between the orbit closure problem for matrix invariants and the orbit closure problem for matrix semi-invariants. We will in fact show a more robust reduction.
Let G be a group acting on V .
Definition 3.
1. An algorithm for the orbit closure problem with witness is an algorithm that decides if v ∼ w for any two points v, w ∈ V , and if v ∼ w, provides a witness (1) There exists f ∈ S(n, m) such that f (A) = f (B) (2) There exists g ∈ R(n, m + 1) such that g(φ(A)) = g(φ(B)).
Proof. Let's first prove (1) =⇒ (2). Given f ∈ S(n, m) such that f (A) = f (B), take g to be a preimage of f , i.e., φ * (g) = f . Now,
To prove (2) =⇒ (1), simply take f = φ * (g). 
3.2.
Reduction from matrix semi-invariants to matrix invariants. We will show that the orbit closure problem for matrix semi-invariants can be reduced to the orbit closure problem for matrix invariants. We will need some preparatory lemmas before we give the algorithm. Proof. This follows from Corollary 3.3 applied to A and B.
The above lemma paves the way for a slightly more general result. The general case for det(A 1 ) = 0 follows because the orbit closures of A and B intersect if and only if the orbit closures of λ · A = (λA 1 , . . . , λA m ) and λ · B = (λB 1 , . . . , λB m ) intersect for any λ ∈ K * .
Lemma 3.7. For any non-zero row vector v = (v 1 , . . . , v m ), we can construct efficiently a matrix P ∈ GL m such that the top row of the matrix P is v.
Proof. This is straightforward and left to the reader.
Algorithm 3.8. Now we give an algorithm to reduce the orbit closure problem with witness for matrix semi-invariants to the orbit closure problem with witness for matrix invariants. Input: A, B ∈ Mat m n,n
Step 1: Check if A or B are in the null cone by the IQS algorithm. If both of them are in the null cone, then A ∼ LR B. If precisely one of them is in the null cone, then A ∼ LR B and the IQS algorithm gives an invariant that separates A and B. If neither are in the null cone, then we proceed to Step 2.
Step 2: Neither A nor B in the null cone. Now, for d ∈ {n − 1, n}, the IQS algorithm constructs
for both choices of d ∈ {n − 1, n}, and we proceed to Step 3.
Step 3:
We can construct efficiently a matrix P ∈ Mat md 2 ,md 2 such that the first row is ( To decide whether U ∼ LR V , we do the following. Let U = (U
. By Proposition 3.6, we have U ∼ LR V if and only if U ∼ C V . But this can be seen as an instance of an orbit closure problem with witness for matrix invariants. Also note the fact if we get an invariant separating U and V , the steps can be traced back to get an invariant separating A and B.
Corollary 3.9. There is a polynomial time reduction from the orbit closure problem with witness for matrix semi-invariants to the orbit closure problem with witness for matrix invariants.
A polynomial time algorithm for finding a subalgebra basis
Let {C 1 , . . . , C m } ⊆ Mat n,n be a finite subset of Mat n,n . Consider the (unital) subalgebra C ⊆ Mat n,n generated by C 1 , . . . , C m . In other words, C is the smallest subspace of Mat n,n containing the identity matrix I and the matrices C 1 , . . . , C m that is closed under multiplication. For a word i 1 i 2 . . . i b we define C w = C i 1 C i 2 · C i b . We also define C ǫ = I for the empty word ǫ. We will describe a polynomial time algorithm for finding a basis for C. First observe that C is spanned by {C w | w ∈ [m] ⋆ }. While this is an infinite spanning set, we will extract a basis from this, in polynomial time. We define a total order on [m] ⋆ . We call a word w a pivot if C w does not lie in the span of all C u , u ≺ w. Otherwise, we call w a non-pivot. Lemma 4.3. Let P = {w | w is pivot}. Then {C w | w ∈ P } is a basis for C. We will call this the pivot basis. Proof. If w is non-pivot, then C w = k a k C w k for w k ≺ w and a k ∈ K. Then we have C xwy = k a k C xw k y . Hence, xwy is non-pivot as well. ⋆ \ {ǫ} , u n is not a pivot.
Proof. By the Cayley-Hamilton theorem, C u n = C n u lies in the span of all C u j = C j u with 0 ≤ j < n. Since u is not the empty word, u j ≺ u n for j < n. Therefore, u n is not a pivot.
Corollary 4.8. Any word w containing a nonempty subword of the form u n is not a pivot.
⋆ is a word of length d, and w has no subword of the form u n (i.e., a subword that is repeated ≥ n consecutive times). Then the total number of subwords of w is at least d+1 2 /n.
Proof. Suppose that w j+1 w j+2 · · · w l = w i+1 w i+2 · · · w k with j < i. Then we have
consecutive times. This contradicts the assumption. Let S be the set of all subwords of the form w i+1 w i+2 · · · w k with k ≤ d and i ≤ k/n. These words are all distinct. For every k with 0 ≤ k ≤ d there are ⌊k/n⌋ + 1 choices for i. So the total number of subwords is:
Corollary 4.10. If the length of the longest pivot word is d, then we must have
Proof. This follows from the above proposition because the number of pivots is at most dim(C).
Corollary 4.11. The length of the longest pivot is less than √ 2n 3 .
Proof. We have d
This gives d 2 < 2n 3 .
Now, we describe an efficient algorithm to construct the set of pivots.
Algorithm 4.12 (Finding a basis for a subalgebra of Mat n,n ).
Input: n × n matrices C 1 , C 2 , . . . , C m
Step 1: Set t = 1 and
Step 2:
Step 3: Proceeding through the list P t , check if an entry (w, C w ) is a pivot. This can be done in polynomial time, as we have to simply check if C w is a linear combination of smaller pivots. If it is a pivot, add it to P . If it is not a pivot, then remove it from P t . Upon completing this step, the list P t contains all pivots of length t.
Step 4:
Step 2. Else, return P and terminate.
Corollary 4.13. There is a polynomial time algorithm to construct the set of pivots. Further, this algorithm also records the word associated to each pivot.
Proof. To show that the above algorithm runs in polynomial time, it suffices to show that the number of words we consider is at most polynomial. Indeed, if there are k pivots of length d, then we only consider km words of length d + 1. Since k ≤ n 2 , the number of words we consider in each degree is at most n 2 m. We only consider words of length up to √ 2n 3 . Hence, the number of words considered is polynomial (in n and m).
Norms
In order to justify our algorithm for the orbit closure problem for matrix invariants in positive characteristic, we need some results on general norms. If the reader is only interested in characteristic 0 or is willing to accept Theorem 6.2, then this section can be skipped.
Suppose that K is an algebraically closed field, R is a finite dimensional associative Kalgebra and N : R → K is a norm, meaning that it has the following properties:
(1) N is a polynomial; N 1 , N 2 , . . . , N r are norms as well.
Proof. We have Proof. Without loss of generality we may assume that N 1 (a) and N 2 (a) do not have a common factor as a polynomial. If N 1 and N 2 are both constant, then N 1 (a) = N 1 (1) = 1 = N 2 (1) = N 2 (a) and we are done. So let us assume that N 1 (a) and N 2 (a) are not both constant. If the characteristic of F is p > 0 then we can also assume that N 1 and N 2 are not p-th powers (because otherwise we replace N 1 and N 2 by their (unique) p-th roots). For a, b ∈ R and t ∈ F with a + tb ∈ R × we have d dt
For a = 1, b = a i and t = 0 we get Tr 1 (a i ) = Tr 2 (a i ) for all i. Because Tr 1 and Tr 2 are linear and a 1 , . . . , a k spans R, we get Tr 1 = Tr 2 . It follows that d dt N 1 (a + tb)/N 2 (a + tb) = 0. This implies that N 1 (a)/N 2 (a) is a p-th power of a rational function, where p is the characteristic. It follows that both N 1 (a) and N 2 (a) are p-th powers because they do not have a common factor. This contradicts our assumptions. 
for all i. Let C be the algebra generated by C 1 , C 2 , . . . , C m . Let Z 1 , Z 2 , . . . , Z s be the pivot basis of C and write
for all j. Proof. Two orbit closures do not intersect if and only if there is an invariant that separates them. By Theorem 2.1, the invariant ring is generated by invariants of the form X → Tr X w for some word w in the alphabet {1, 2, . . . , m}. Note that C is the span of all
where w is a word. Now the proposition follows by linearity of trace.
In order to get a version of the above proposition in arbitrary characteristic, we use the results from Section 5.
Theorem 6.2. We have A ∼ C B if and only if det(I + tX j ) = det(I + tY j ) as a polynomial in t for all j.
Proof. We define two norms on C, by
Suppose for every j, we have
Since Z 1 , . . . , Z s spans C, we have N 1 = N 2 . This means that det(I + tX) = N 1 (I + tZ) = N 2 (1 + tZ) = det(I + tY ) for every
In particular, if w is a word, we have
⋆ . Hence σ j,w (A) = σ j,w (B) for all 1 ≤ j ≤ n and w ∈ [m] ⋆ . By Theorem 2.3, these are a set of generating invariants, and hence A ∼ C B.
For the other direction, suppose det(I + tX j ) = det(I + tY j ) for some j. Since Z 1 , . . . , Z s is a pivot basis, Z j = C w for some w ∈ [m]
⋆ . So, we have X j = A w and Y j = B w , and det(I + tA w ) = det(I + tB w ). In particular, σ j,w (A) = σ j,w (B) for some j. For this j, σ j,w is an invariant that separates A and B, and hence A ∼ C B.
Proof of Theorem 1.10. Given A, B ∈ Mat m n,n , let C i =
. Let C be the subalgebra generated by C 1 , . . . , C m . Construct the pivot basis Z 1 , . . . , Z s of C. For all j, let Z j = X j 0 0 Y j . Further for each j, we have Z j = C w j for some word w j ∈ [m] ⋆ , and consequently
If char(K) = 0, we only need to check if Tr(X j ) = Tr(Y j ). If they are equal for all j, then we have A ∼ C B. Else, we have Tr(X j ) = Tr(Y j ) for some j, i.e., T w j (A) = T w j (B) and A ∼ C B.
For arbitrary characteristic, we need to check instead if det(I + tX j ) = det(I + tY j ) as a polynomial in t for each j. But this can be done efficiently. When A ∼ C B, the algorithm finds j with 1 ≤ j ≤ n and w ∈ [m] ⋆ such that σ j,w (A) = σ j,w (B). This means that σ j,w ∈ S(n, m) is an invariant that separates A and B.
We will now prove the bounds for separating invariants. Let A, B ∈ Mat m n,n with A ∼ C B and write C i = A i 0 0 B i . Let C ⊆ Mat 2n,2n be the subalgebra generated by C 1 , . . . , C m .
Since the upper right and lower left quadrants are always zero for every matrix in C, the algebra C which is at most 2n 2 -dimensional.
Lemma 6.3. Suppose the length of any pivot w is d, then we must have
Proof. Since dim(C) < 2n 2 , by Corollary 4.10, we have
This gives d 2 ≤ 4n 3 , and hence d ≤ 2n √ n.
Proof of Theorem 1.11. Given A, B ∈ Mat n,n with A ∼ C B, we construct the set of pivots of C. By the above lemma, the length of any pivot is at most 2n √ n.
If char(K) = 0, then an invariant T w separates A and B for some pivot w. This means there is an invariant of degree deg(T w ) = l(w) ≤ 2n √ n that separates them.
If char(K) > 0, we must have det(I + tA w ) = det(I + tB w ) for some pivot w. Hence for some 1 ≤ j ≤ n, σ j,w (A) = σ j,w (B). This gives an invariant of degree ≤ 2n 2 √ n that separates them.
Remark 6.4. Suppose L is a subfield of K, and suppose A, B ∈ Mat m n,n (L). Then, we observe that the entire algorithm works over L. However, we should point out that the algorithm does not check whether the orbit closures of A and B for the action of GL n (L) intersect, instead it checks whether the orbit closures of A and B for the action of GL n (K) intersect.
The reduction from the orbit closure problem for matrix semi-invariants to the orbit closure problem for matrix invariants will continue to use scalars only from L if we assume L is infinite (or at least L is large enough). The reason for this is that the IQS algorithm requires this.
Finally, if we take L = Q, it is easy to see that the run times of our algorithms for matrix invariants as well as matrix semi-invariants will be polynomial in the bit length of the inputs.
Remark 6.5. The null cone for the simultaneous conjugation action of GL n on Mat m n,n is in fact defined by invariants of degree ≤ n √ n in characteristic 0. To see this, we will use the same argument as in the proof of Theorem 1.11 above, where B = 0. In particular, this means that dim C ≤ n 2 instead of 2n 2 , giving us the required bound of n √ n instead 15 of 2n √ n. In positive characteristic, we can get a bound of n 2 √ n, but better bounds are already known, see [6] .
Bounds for separating matrix semi-invariants
The reduction given in Section 3.2 is good enough for showing that the orbit closure problems for matrix invariants and matrix semi-invariants are in the same complexity class. In this section we give a stronger reduction with the aim of finding better bounds for the degree of separating invariants for matrix semi-invariants. This reduction can also be made algorithmic, and can replace the reduction in Section 3.2. However, we will only focus on obtaining bounds for separating invariants.
Let T ∈ Mat Proof. Observe that L i,j (X) is a linear expression in the matrices X i . Hence for σ = (P, Q −1 ) ∈ SL n × SL n , we have L i,j (σ · X) = L i,j (P X 1 Q, P X 2 Q, . . . , P X m Q) = P L i,j (X)Q. In particular, we see that L T (σ · X) = (P ⊗ Id)L T (X)(Q ⊗ Id). For any two square matrices A, B of the same size, we have Adj(AB) = Adj(B) Adj(A). Hence, we have M T (σ · X) = Adj(L T (σ · X)) = Adj((P ⊗ Id)L T (X)(Q ⊗ Id)) = Adj(Q ⊗ id)M T (X) Adj(P ⊗ Id)
The last equality follows from the fact that for a matrix whose determinant is equal to 1, the inverse and adjoint are the same. We deduce that M i.j (σ · X) = Q −1 M i,j (X)P −1 .
