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Abstract
I attempt to give a pedagogical introduction to the matrix model of M-theory as developed by Banks,
Fischler, Shenker and Susskind (BFSS). In the first lecture, I introduce and review the relevant aspects of
D-branes with the emergence of the matrix model action. The second lecture deals with the appearance
of eleven-dimensional supergravity and M-theory in strongly coupled type IIA superstring theory. The
third lecture combines the materiel of the two previous ones to arrive at the BFSS conjecture and explains
the evidence presented by these authors. The emphasis is not on most recent developments but on a
hopefully pedagogical presentation.
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I attempt to give a pedagogical introduction to the matrix model of M-theory as developed by Banks, Fischler,
Shenker and Susskind (BFSS). In the first lecture, I introduce and review the relevant aspects of D-branes with
the emergence of the matrix model action. The second lecture deals with the appearance of eleven-dimensional
supergravity and M-theory in strongly coupled type IIA superstring theory. The third lecture combines the
materiel of the two previous ones to arrive at the BFSS conjecture and explains the evidence presented by these
authors. The emphasis is not on most recent developments but on a hopefully pedagogical presentation.
1. INTRODUCTION
Among the multitude of dramatic develop-
ments in string duality during the last three years
maybe the the most striking one has been the
return of eleven dimensional supergravity. The
strong-coupling limit of the low-energy sector of
type IIA superstring is eleven dimensional super-
gravity. Since eleven dimensional supergravity by
itself does not seem to be a consistent quantum
theory, while the full superstring theory does, the
question immediately arose what is the consis-
tent quantum theory that is the strong-coupling
limit of the full type IIA superstring - not only of
its low-energy sector. This theory was named M-
theory, with many possible interpretations for the
letter “M”. Thus the two things we know about
M-theory are that it is the strong coupling limit
of type IIA superstring and that its low-energy
limit is eleven dimensional supergravity. Though
one was lacking an intrinsic definition of M-theory
in terms of its underlying degrees of freedom, its
mere existence led to many powerful predictions
or simplifications of superstring dualities.
A major step forward was taken by Banks,
Fischler, Shenker and Susskind [1] when they con-
jectured that the microscopic degrees of freedom
of M-theory when described in a certain Lorentz
frame are D0-branes. The Lorentz frame in ques-
∗This work is partially supported by the European Com-
mision under TMR contract ERBFMRX-CT96-0045.
tion is the infinite momentum frame (IMF) which
allows to interpret the nine space dimensions in
which the D0-branes live as the nine transverse
dimensions of an eleven dimensional space-time.
The dynamics of N such D0-branes was known to
be described by aN×N matrix quantum mechan-
ics. The BFSS conjecture then is that M-theory
in the IMF is equivalent to a matrix quantum
mechanics of U(N) matrices in the N →∞ limit,
with a particular Hamiltonian that follows from
reducing 9+1 dimensional U(N) super Yang-Mills
theory to 0+1 dimensions. This conjecture which
seems quite bold in the first place passes sev-
eral tests. First, BFSS have shown that it con-
tains the Fock space of an arbitrary number of
supergravitons, i.e. massless supergravity multi-
plets of 256 states, and that it describes the two
graviton scattering correctly. Second, BFSS ar-
gue that the matrix model Hamiltonian, always
in the N → ∞ limit, reduces to the Hamilto-
nian of the eleven dimensional supermembrane in
the light cone gauge, and hence describes the su-
permembranes that must be present in M-theory.
Since then, many papers have appeared that fur-
ther confirmed this conjecture and elaborated on
many other issues in what has now become known
as M(atrix) theory. I will not review these more
recent developments in these lectures.
These lectures are organised as follows: In the
first lecture, I introduce and review D-branes with
emphasis on those aspects that will be important
3to the M(atrix) theory. Since D0-branes play
a particularly important role they will be given
somewhat more attention. This first lecture is
essentially a selection from Polchinski’s excellent
TASI lectures [2]. In particular, it is shown why a
collection of N Dp-branes is described by a U(N)
super Yang-Mills theory on the p+1 dimensional
brane world volume as obtained by dimensionally
reducing ten dimensional super Yang-Mills the-
ory. For D0-branes this is just quantum mechan-
ics of nine bosonic U(N) matrices X i and their 16
real fermionic partners. The second lecture then
is based on Witten’s famous paper [3] where it is
shown how eleven dimensional supergravity ap-
pears in the strong-coupling limit of low-energy
type IIA superstring theory. Here the Kaluza-
Klein modes of the eleven dimensional supergrav-
ity are identified with the D0-branes of the type
IIA superstring. Then it is practically clear that
the Kaluza-Klein modes of the eleven dimensional
supergravity should be described in terms of the
supersymmetric matrix quantum mechanics just
mentioned. The third lecture then explains the
conjecture of BFSS that this matrix quantum me-
chanics actually should describe the full eleven
dimensional M-theory in the infinite momentum
frame.
2. FIRST LECTURE : D-BRANES
I will begin by reviewing some basic aspects
of D-branes with emphasis one those that will be
important to the matrix model. Most of what will
be said in this lecture can be found in Polchinski’s
excellent TASI lectures [2].
2.1. T-duality for closed strings
For the closed string the equations of motion
∂z∂z¯X
µ = 0 lead to the expansion
Xµ = xµ − i
√
α′
2
(αµ0 + α˜
µ
0 )τ
+
√
α′
2
(αµ0 − α˜µ0 )σ
+ i
√
α′
2
∑
m 6=0
(
αµm
m
z−m +
α˜µm
m
z−m
)
(1)
where z = eτ−iσ and z = eτ+iσ. We see that pµ =
1√
2α′
(αµ0 + α˜
µ
0 ). For any non-compact dimension,
invariance of Xµ under σ → σ+2π requires αµ0 =
α˜µ0 . However, if we compactify one dimension, say
µ = 25 on a circle of radius R, X25+2πR ≃ X25,
and invariance under σ → σ + 2π only requires√
α′
2 (α
µ
0 − α˜µ0 ) = mR for some integer m. Thus
winding states appear. On the other hand, p25
must now be quantized as n/R. Then
α250 =
√
α′
2
(
n
R
+m
R
α′
)
α˜250 =
√
α′
2
(
n
R
−mR
α′
)
. (2)
The mass of a given string state is given by the
sum (α250 )
2 + (α˜250 )
2 plus contributions of the os-
cillator modes, and hence is invariant under flip-
ping the sign of α˜250 which amounts to n↔ m and
R↔ α′R . This is called T-duality: upon exchang-
ing winding and momentum modes, the theory
compactified on a circle of radius R and the the-
ory compactified on a circle of radius Rˆ = α′/R
are equivalent. It is easy to see that this is also
an invariance of the interacting theory. For this
it is enough to see that the transformation
X25 ≡ X25(z) +X25(z)
→ Xˆ25 ≡ X25(z)−X25(z) (3)
which changes the signs of all α˜25m leaves the
stress-energy tensor, all operator product expan-
sions and hence all correlation functions invari-
ant: T-duality is a symmetry of perturbative
closed string theory. It is a space-time parity op-
eration on the right-moving degrees of freedom
only.
2.2. T-duality for open strings
For an open string, to obtain the equations of
motion ∂z∂z¯X
µ = 0 upon varying the action, one
has to impose either of two types of boundary
conditions. The usual choice are the Neumann
(N) conditions ∂nX
µ = 0. But one could just as
well impose Dirichlet (D) conditions Xµ = const
at the boundaries. Let’s first consider Neumann
conditions and later recover the Dirichlet condi-
tions via T-duality. With the usual N conditions
4the string field expansion is
Xµ = xµ − iα′pµ ln zz
+ i
√
α′
2
∑
m 6=0
αµm
m
(z−m + z−m). (4)
If one compactifies again X25 on a circle of radius
R, one again has p25 = nR , but no winding modes
can appear. As the radius R is taken to zero, only
the n = 0 mode survives and the space-time be-
haviour of the open string is as if it lived in one
dimension less, although the string still vibrates
in all 26 dimensions (or rather in all transverse 24
ones). It is similar to what would happen if the
endpoints of the open string were stuck to a hy-
perplane with D− 1 = 25 space-time dimensions.
To understand this better, one can introduce
the T-dual field Xˆ25 by a transformation similar
to eq. (3):
Xˆ25 = xˆ25 − iα′p25 ln z
z
+ i
√
α′
2
∑
m 6=0
α25m
m
(z−m − z−m) . (5)
Instead of the boundary condition ∂nX
25 ≡
∂σX
25 = 0 at σ = 0, π we now have for the
T-dual field ∂tXˆ
25 ≡ ∂τ Xˆ25 = 0 where ∂n and
∂t are the normal and tangential derivatives on
the boundary of the string world-sheet which we
take to be the infinite strip. The boundary con-
ditions for Xˆ25 mean that it is constant along
the boundary, hence these are Dirichlet bound-
ary conditions. The difference between the values
taken by Xˆ25 at the two boundaries is
Xˆ25(π)− Xˆ25(0) = 2πα′p25 = 2πα′ n
R
≡ 2πnRˆ (6)
where we used the appropriate T-dual radius
Rˆ = α′/R. But in the compactified dual the-
ory Xˆ25 and Xˆ25 + 2πnRˆ are to be identified,
meaning that both ends of the string lie on one
and the same 24+1 dimensional hyperplane. The
existence of these T-dual open strings is a logical
consequence of the T-duality of the closed string
sector contained in open strings. Thus these T-
dual open strings must be included, i.e. open
Figure 1. A Dp-brane is a hypersurface with p
space-like and one time-like dimensions on which
open strings with Dirichlet boundary conditions
end.
strings with Dirichlet boundary conditions on hy-
perplanes should be included. But now nothing
prevents us from taking Rˆ → ∞ showing that
these D boundary conditions should be allowed
whether or not Xˆ25 is compactified or not. The
24 + 1 dimensional hyperplane on which these
strings with D boundary conditions end is called
a D-brane, or more precisely a D 24-brane. T-
dualizing more than one dimension, say k space
dimensions, leads to D p-branes, with p = 25− k.
A D 25-brane means a 25+ 1 dimensional hyper-
plane: this just gives back ordinary open strings.
2.3. U(N) gauge symmetry
Open strings can carry Chan-Paton factors at
their ends leading to a, say U(N) gauge the-
ory. The open string states then have an addi-
tional label |ij〉 with i, j = 1, . . .N . Including a
background gauge field corresponding to a Wil-
son line A25 = diag(θ1, θ2, . . . θN )/(2πR) generi-
cally breaks the gauge symmetry U(N)→ U(1)N .
Now this is pure gauge, Aµ = −iU−1∂µU with
U = diag
(
eiX
25θ1/2piR, . . . eiX
25θN/2piR
)
(7)
and can be gauged away by this gauge trans-
formation U . However, U is not periodic un-
der X25 → X25 + 2πR. Hence under X25 →
5X25 + 2πR all fields transforming in the funda-
mental representation of the gauge group will pick
up phases (eiθ1 , eiθ2 , . . . eiθN ). Now a state of mo-
mentum p picks up a phase eipa under x→ x+a,
hence we conclude that now the open string mo-
menta p25 may have fractional parts∼ θi2piR . More
precisely, for an open string whose endpoints are
in the state |ij〉 the phase is ei(θj−θi) and possible
momenta are p25 = (2πn + θj − θi)/(2πR). This
corresponds to “fractional winding numbers” in
the dual picture and, for the positions of the D-
branes on which the T-dual open string can end,
leads to
Xˆ25(π)− Xˆ25(0) = (2πn+ θj − θi)Rˆ . (8)
This means that now we do not just have a single
D-brane but precisely N D-branes at positions
θiRˆ, see Fig. 2. Note that θiRˆ = 2πα
′ θi
2piR =
2πα′(A25)ii so that the possible positions are
(2πα′) times the eigenvalues of A25.
θ1 θ2 θΝR R R
^ ^ ^
. . .
Figure 2. A Wilson line breaking U(N) to U(1)N
yields N D-branes at positions θjRˆ.
In this situation we have N separate D-branes
and the gauge group is U(1)N . If we now let all θi
coincide the gauge group will no longer be broken
and the full U(N) is restored. At the same time,
all N D branes are at coinciding positions, all on
top of each other. More generally we may only
take k of the θi to be equal, giving U(k) for k
coinciding D-branes. The lesson is that separated
D-branes correspond to a gauge group which only
has U(1) factors, while the gauge symmetry is
enhanced to U(k) if k branes coincide. This can
also be seen by the following argument. The 25
dimensional mass is
M2 = (p25)2 +
1
α′
(N − 1)
=
(
(2πn+ θj − θi)Rˆ
2πα′
)2
+
1
α′
(N − 1) .
(9)
Then for the vector states N = 1 with n = 0, the
mass is given by
(θj−θi)Rˆ
2piα′ . This is just the prod-
uct of the minimal length of a string streching be-
tween the D-brane hyperplanes at x25 = θiRˆ and
at x25 = θjRˆ times the string tension 1/(2πα
′).
As θi → θj new massless vector states appear,
corresponding to heavy vector bosons becoming
massless and thus increasing the gauge group to
U(2) times the extra U(1) factors.
2.4. Fluctuating D-branes
Generically (for θi 6= θj) the massless vector
states only come from strings with both ends
on the same D-brane. These strings have ver-
tex operators V (µ) = ∂tX
µ , µ = 0, . . . 24 and
V (25) = ∂tX
25 = ∂nXˆ
25. The first 25 V (µ) yield
gauge fields in the D-brane while V (25), due to
the appearance of the normal derivative describes
transverse fluctuations of the brane. How can this
be since we started with a rigid hyperplane? The
mechanism is familiar in string theory where one
starts e.g. in Minkowski space and then discov-
ers that for the closed string the massless modes
describe fluctuations of the space-time geome-
try. Here ∂nXˆ
25 similarly describes the transverse
fluctuations of the brane. As a result the D-brane
becomes dynamical.
2.5. D-brane actions
What is the effective action induced on the
Dp-brane world-volume that effectively describes
low-energy processes of D-branes? One proceeds
in exactly the same way as for determining the
closed string effective action, except that now
boundary terms must be taken into account. We
start with a standard σ-model action in the bulk
6of the open string world sheet and then add the
appropriate boundary couplings (δi are the dis-
placement fields corresponding to the dualized
components of Aµ):
Sboundary ∼
∫
ds
p∑
m=0
Am(x
0, . . . xp)∂tX
m
+
∫
ds
25∑
i=p+1
δi(x
0, . . . xp)∂nXˆ
i.
(10)
Note that the fields Am, δi only depend on the
zero-modes x0, . . . xp that are in the brane. Re-
quiring the sum of bulk and boundary σ-model to
be conformally invariant leads to the β-function
equations for φ, Gµν , Bµν as well as for Am and
δi. Then as usual, these equations can be ob-
tained by varying a certain action functional that
is interpreted as the effective action we are look-
ing for. It is given by
SeffectiveDpbrane = −Tp
∫
dp+1ξ e−φ×
× [det (gmn + bmn + 2πα′Fmn)]1/2
(11)
where gmn = (∂X
µ/∂ξm)(∂Xν/∂ξn)Gµν , etc are
the pull-backs of the space-time fields Gµν , Bµν
to the brane, and Tp is the Dp-brane tension given
below. For trivial metric and antisymmetric ten-
sor background as well as constant dilaton field
(eφ = gs) this is just the Born-Infeld action com-
puted long ago in ref. [4]. If moreover one ex-
pands this action to lowest non-trivial order in F
one gets up to a constant
SeffDp → −
Tp
gs
∫
dp+1ξ
1
4
(2πα′)2F 2mn . (12)
The action (11) or (12) is valid for a single Dp-
brane. If there are N such branes, extra terms
appear as we will see next.
2.6. D-brane coordinates as non-commuting ma-
trices
That D-brane coordinates should be repre-
sented by matrices might seem strange at first
sight. But, following Witten [5], I will now show
that this follows very naturally from the proper-
ties of D-branes I already explained. We have
seen that N D-branes correspond to a gauge
group U(1)N ⊂ U(N) with the massless vector
states being aµ−1 ⊗ |ii〉. As these D-branes coin-
cide, one recovers the full gauge group U(N). As
we have seen, for separated D-branes the break-
ing of U(N) is due to the mass terms associated
with the off-diagonal (Aµ)ij components which
are given by the product of the string tension and
the distance between the branes i and j. For N
coinciding branes, the low-energy effective action
must be the non-abelian U(N) Yang-Mills the-
ory reduced to the brane world-volume. But the
world-volume is the same for all N branes, coin-
ciding or not, so the non-abelian U(N) YM theory
must remain the correct effective action even for
separated D-branes.
The point now is that while Am with m =
0, 1, . . . p are actually the gauge fields that live
on the brane, the remaining components Ai with
i = p + 1, . . . 25 describe the transverse fluctua-
tions, i.e. the positions of the branes. Before, for
a single D-brane, we called them δi but now it
seems more appropriate to call them Xi. More
precisely, after eq. (8) we have seen that the cor-
rect normalisation includes a factor 2πα′:
Ai =
1
2πα′
Xi . (13)
Since the Xi are just the components of the 26
dimensional gauge field normal to the brane, it is
clear that they, too, must be U(N) matrices. We
will see shortly that for widely separated D branes
the eigenvalues of Xi are just the coordinates of
the N D-branes while the off-diagonal elements
take into account the interactions that arise upon
integrating out the open strings connecting two
different D-branes.
The effective action is just ten dimensional su-
per Yang-Mills theory reduced to p + 1 dimen-
sions:
S
(p+1)
YM ∼ −
Tp(2πα
′)2
4gs
×
×
∫
dp+1ξ tr
(
F 2mn + 2F
2
mj + F
2
ij
)
(14)
where the overall normalisation is consistent
with (11) and (12). I use a metric of signa-
ture (− + . . .+) and e.g. F 2mj is meant to be
7∑25
j=p+1
(−F 20j +∑pn=1 F 2nj), etc. On the D-
brane there is no dependence on the zero-modes
xi, i = p+1, . . .25 because the D boundary condi-
tion has removed the zero-modes in the directions
normal to the brane. This means that all deriva-
tives in the i directions disappear. Hence
Fmn =
∂An
∂xm
− ∂Am
∂xn
+ i[Am, An]
(2πα′)Fmj =
∂Xj
∂xm
+ i[Am, Xj ] ≡ DmXj
(2πα′)2Fij = i[Xi, Xj ] . (15)
Upon inserting this into the action (14) we get
S
(p+1)
YM ∼ −
Tp(2πα
′)2
4gs
∫
dp+1ξ trF 2mn
+
Tp
gs
∫
dp+1ξ tr
(
− 1
2
(DmX
i)2
+
1
4
([X i, Xj])2
(2πα′)2
)
. (16)
The first term is just the p + 1 dimensional YM
action on the brane and is the low-energy limit
of the obvious non-abelian generalisation of the
Born-Infeld effective action we discussed above
for a single brane. The second and third term
are the effective action governing the D-brane dy-
namics. In a superstring theory there will be ad-
ditional fermionic terms. In any case, the scalars
Xi have a potential
2 energy ∼ −tr ([X i, Xj])2. In
the supersymmetric case, a vacuum with unbro-
ken supersymmetry must have vanishing poten-
tial and thus [X i, Xj] = 0 ∀ i, j. Then all matri-
ces X i are simultaneously diagonalisable: X i =
diag(ai(1), . . . a
i
(N)). We interpret these eigenval-
ues ai(k) (i = p + 1, . . . 25) as giving the coordi-
nates of the kth brane. Expanding around these
vacua gives masses for the off-diagonal modes
∼ 12piα′ |a(k) − a(l)| as we expect from the string
mass formula that yielded masses proportional
to the distance between brane k and brane l.
The collection of the ai(k) parametrizes the mod-
uli space of U(N) susy vacua rather than really
2 Note that this is a non-negative potential: since Xi and
Xj are hermitian, i[Xi, Xj ] is also hermitian, so that the
potential is the square of a hermitian matrix, hence non-
negative.
giving the positions of the branes in the quantum
theory. When the branes are nearby, many mass
terms are small and the massive modes cannot be
neglected and one must study the full U(N) YM
theory. This is the origin of the non-commuting
matrix character of the “positions” X i of the D-
branes.
2.7. D-branes in superstrings
In type IIA or type IIB superstring theories it is
similarly natural to introduce D-branes on which
open type I superstrings can end. These D-branes
couple naturally to the p + 1 form RR gauge
field. Indeed, D-branes are invariant under half
the supersymmetries and hence are BPS states.
Thus they must carry conserved abelian charges
which are the RR charges in question. The IIA
theory has RR gauge fields Aµ, Aµνρ, Aµνρσλ
so they couple to D0-branes, D2-branes, D4-
branes, etc. The IIB theory has RR gauge fields
A, Aµν , Aµνρσ so they couple to D(-1)-branes,
D1-branes, D3-branes, etc. The D(-1)-branes are
D instantons, having also a D boundary condition
in the time direction, D0-branes are D particles,
while the D1-brane is also called a D string and
the D2-brane a D membrane.
Everything we have seen before remains valid
with the obvious supersymmetric modifications.
In particular, the effective YM action is now re-
placed by a super YM action which also includes
the 16 real component spinors ψ, also in the ad-
joint representation of U(N). There is now also
a term describing explicitly the couplings of the
D-branes to the RR gauge fields. One can com-
pute the various coefficients in front of the ef-
fective D-brane actions: the Dp-brane tension Tp
and charge µp. They are given by the appropriate
disc diagrams.
I will need the explicit expressions for the ten-
sions. Following the notation of [2], Tp denotes
the tension without the factor of 1/gs while it is
included in τp:
Tp =
(2π
√
α′)1−p
2πα′
, τp =
Tp
gs
. (17)
In particular one has
T0 =
1√
α′
≡ 1
ls
. (18)
82.8. Effective D0-brane action
We have seen that the effective Dp-brane ac-
tion is ten dimensional super YM theory dimen-
sionally reduced to p + 1 dimensions. For p = 0
this gives
SD0 = T0
∫
dt tr
(
− 1
4gsc2
FµνF
µν
+ iΨ¯ΓµDµΨ
)
(19)
where here and in the following I write
c =
1
2πα′
(20)
for short. The factor of 1/gs in the effective ac-
tion comes from computing a disc diagram. A
corresponding factor for the fermions has been
reabsorbed in the normalisation of Ψ. The gen-
eral representation of the Clifford algebra is 32
dimensional, but Ψ is a Majorana-Weyl spinor
Ψ =
(
θ
0
)
with θ being a real 16 component
spinor. We take the Γµ to be
Γ0 =
(
0 −1
1 0
)
, Γj =
(
0 γj
γj 0
)
(21)
where γi, i = 1, . . . 9 are real symmetric 16 × 16
gamma matrices of SO(9). We have again Fij =
ic2[X i, Xj], F0j = cD0X
j ≡ c∂0Xj + ic[A0, Xj]
as well asDjθ = ic[Xj , θ] andD0θ = ∂0θ+i[A0, θ]
so that
SD0 = T0
∫
dt tr
( 1
2gs
(D0X
i)2 − iθTD0θ
+
c2
4gs
([X i, Xj])2 + cθT γj[Xj , θ]
)
. (22)
This is a supersymmetric quantum mechanics for
X i and θ in the adjoint of U(N), i.e. N × N
hermitian matrices, and each component of the θ
matrix is a real 16 component spinor.
3. SECOND LECTURE : THE APPEAR-
ANCE OF THE ELEVENTH DIMEN-
SION - M-THEORY
The low-energy effective theory of type IIA
superstring is ten dimensional type IIA su-
pergravity. Type IIA supergravity can also be ob-
tained by dimensional reduction of supergravity in
eleven dimensions. Since long, this had prompted
the question of whether eleven dimensional su-
pergravity is some low-energy effective theory of
some consistent quantum theory in eleven dimen-
sions. For some time it had been hoped that this
might be a theory with supermembranes as its
fundamental objects.
In this lecture, following Witten [3], I will argue
that there is indeed such an eleven dimensional
theory, called M-theory which could be viewed as
the strong-coupling limit of the ten dimensional
type IIA superstring.
3.1. Supergravity in eleven and IIA supergravity
in ten dimensions
The eleven dimensional supergravity multiplet
contains the following massless fields: a metric
GMN or equivalently an elevenbein e
A
M , a three-
form potential A3 with components AMNP and
a Majorana gravitino ΨM . To count the physical
degrees of freedom of massless fields in dimen-
sion d, the simple rule is to do the counting as
if one were in d − 2 dimensions and all compo-
nents were physical. Hence a symmetric traceless
tensor like the metric has 12 (d − 2)(d − 1) − 1
physical degrees of freedom (dofs). For d = 4 this
gives the familiar two dofs, while it gives 35 dofs
in ten dimensions and 44 dofs for the eleven di-
mensional GMN . The antisymmetric three-index
tensor has 16 (d−2)(d−3)(d−4) dofs, which gives
84 dofs for d = 11. This makes a total of 128
bosonic dofs for eleven dimensional supergravity.
For the fermionic partners the counting is similar:
the eleven dimensional Clifford algebra has 32 di-
mensional spinors. Imposing a Majorana condi-
tion gives 32 component real spinors. Due to the
Dirac equation only half of them are physical, so
a Majorana spinor has 16 real dofs. The grav-
itino also has a vector index, which contributes a
facor of d − 2 = 9. However one has to project
out the spin 12 components, which leaves us with
16 × 9 − 16 = 128 (real) fermionic dofs. The
bosonic part of the eleven dimensional supergrav-
ity action is schematically (in units where α′ = 1)
S
(11)
bos =
1
2
∫
d11x
√
G
(
R+ |dA3|2
)
+
∫
A3 ∧ dA3 ∧ dA3 (23)
9with the fermionic terms determined by super-
symmetry. Here and in the rest of this subsection,
I do not care about the precise numerical factors
in front of each term in the action.
Next, one reduces this theory to ten dimen-
sions (indices µ, ν, ρ), i.e. one takes x11 on
a circle and supposes that nothing depends on
x11. The eleven dimensional Majorana gravitino
ΨM ≡
(
ψ1M
ψ2M
)
gives rise in ten dimensions to
a pair of Majorana-Weyl gravitinos (of opposite
chirality) ψaµ and a pair of Majorana-Weyl spinors
ψa ≡ ψa11, a = 1, 2. The eleven dimensional three-
form gives rise in ten dimensions to a three form
Aµνρ (56 dofs) and a two-form Bµν ≡ Aµν11 (28
dofs), while the eleven dimensional metric gives in
ten dimensions a metric3 Gµν (35 dofs), a scalar
e2γ ≡ G11 11, and a vector potential (one form)
Aµ ≡ −e−2γGµ 11 (8 dofs), again a total of 128
bosonic dofs. An important point concerns the in-
terpretation of e2γ . We take x11 to vary from 0 to
2π. However this does not fix the size of the com-
pact dimension because the eleven dimensional
line element is
ds2 = GMNdx
MdxN
= Gµνdx
µdxν + e2γ(dx11 −Aµdxµ)2 (24)
and one sees that the eleventh dimension is a cir-
cle of radius eγ . Equation (24) also shows that
detG(11) = e
2γ detG(10) and thus∫
d11x
√
G(11) . . . = 2π
∫
d10x eγ
√
G(10) . . . (25)
For the bosonic action (23) one gets (remember
that I do not care about numerical factors)∫
d10x
√
G(10)
[
eγ(R + |∇γ|2 + |dA3|2)
+ e3γ |dA|2 + e−γ |dB|2
]
+
∫
B ∧ dA3 ∧ dA3 . (26)
Let me say a word about where the powers of
eγ come from. We have already seen that the
3 To be precise, as one can see from the next equation, Gµν
is not GMN for M = µ and N = ν, but it also contains
an additional term −e2γAµAν .
square-root of the determinant of the metric gives
a factor of eγ . The eleven dimensional curva-
ture gives rise to terms G11 11∂µGν 11∂ρGσ 11 ∼
e−2γe2γe2γ∂µAν∂ρAσ plus (∂γ)-terms. This gives
e2γ∂A∂A, and together with the eγ from the de-
terminant a factor of e3γ in front of |dA|2. Sim-
ilarly, to get |dB|2 from |dA3|2 one needs to
consider G11 11∂Aµν 11∂Aρσ 11 ∼ e−2γ |dB|2. To-
gether with the eγ from the determinant this gives
a factor of e−γ .
The action (26) contains all terms one wants
to obtain for IIA supergravity in ten dimensions.
The factors of eγ , however, are not what one ex-
pects. The usual form of the action for IIA su-
pergravity is (again not worrying about numerical
factors)∫
d10x
√
g
[
e−2φ(R+ |∇γ|2 + |dB|2)
+ |dA3|2 + |dA|2
]
+
∫
B ∧ dA3 ∧ dA3 . (27)
To bring the action (26) in the form (27) all one
needs to do is to perform a Weyl rescaling of the
metric:
Gµν = e
−γgµν . (28)
It then follows that
√
G(10) = e
−5γ√g, while
R[G(10)] = e
γR[g] plus terms ∼ |∇φ|2. For a
p form Ap the kinetic term |dAp|2 contains p+ 1
inverse metrics Gµν and hence gives e(p+1)γ times
|dAp|2 with indices now contracted using gµν .
Hence we see that the action (26) takes the de-
sired form if we identify e−3γ = e−2φ, i.e.
eγ = e2φ/3 . (29)
3.2. String coupling, radius and KK modes
Recall that eγ was the radius of the eleventh di-
mension, or putting back α′ one hasR11 =
√
α′eγ .
On the other hand, φ being the dilaton, eφ is the
coupling constant. In string theory it is the string
coupling constant gs, so that one arrives at the
relation
R11 =
√
α′g2/3s . (30)
One has to be a bit careful. This radius is
the radius of the eleventh dimension when mea-
sured with the eleven dimensional metric G.
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If we measure distances instead with the Weyl
rescaled (string) metric g one has ds2g = e
γds2G =(
eφ/3
)2
ds2G and thus
4
R
(g)
11 = e
φ/3R
(G)
11 = g
1/3
s R
(G)
11 =
√
α′gs . (31)
Introducing the string length ls =
√
α′ and string
massms = 1/
√
α′ = 1/ls, this can also be written
as
R
(g)
11 = gsls . (32)
When the eleven dimensional supergravity is
compactified on a circle of radius R11, the re-
sulting ten dimensional theory not only has the
massless modes described so far that form a su-
pergravity multiplet with 256 states (128 bosonic
and 128 fermionic) but there also are all the mas-
sive Kaluza-Klein (KK) modes. Since the com-
pactification radius is R11 these KK modes have
momenta n/R11. When the momenta are mea-
sured with the metric g they are of course n/R
(g)
11 .
Since the eleven dimensional states are massless,
this KK momentum is the only contribution to
the ten dimensional mass which thus simply is
M =
n
R
(g)
11
=
n√
α′gs
=
n
lsgs
. (33)
Each of these massive KK states is a supermul-
tiplet of 256 states. The important point is that
for fixed n their masses are proportional to the
inverse of the string coupling constant, so that
in the limit of large string coupling they become
very light.
3.3. The strong-coupling limit of the IIA super-
string
Let us now consider the low-energy sector of
type IIA superstring theory. Its effective action
is given by eq. (27). The field φ is the dilaton and
eφ or rather its expectation value is the string cou-
pling constant gs. In particular we see that the
action is such that all kinetic terms for the NS-
NS fields, i.e. the metric, dilaton and two-form
potential, have a factor of g−2s = e
−2φ in front.
The kinetic terms for the RR fields, i.e the one-
form and three-form potentials A and A3, have
4 Do not confuse g, which designs the string metric, with
gs which is the string coupling constant!
no φ dependence. This “normalisation” of the
RR fields is fixed by requiring that their gauge
transformation laws be φ-independent. Concen-
trate now on the one-form5 potential A. There
are no states in the perturbative string spectrum
that carry a charge for A. These charges are car-
ried by the D0-branes, as we saw that a Dp-brane
naturally couples to a p + 1 form potential via∫
p−braneAp+1. As noted in the previous section,
the corresponding charge µp can be computed by
a string diagram and is proportional to Tp. We
also saw that Dp-branes are BPS states. BPS
states break half of the supersymmetries and they
saturate the bound on the masses, i.e. M = |Z|
where Z is the central charge of the N = 2 su-
persymmetry algebra. This algebra in ten dimen-
sion schematically reads {Q,Q} ∼ {Q′, Q′} ∼ P
and {Q,Q′} ∼ Z. If this algebra is derived from
eleven dimension, the central charge Z just is the
eleventh component of the momentum P . Now
the central charge must be made up from the
abelian charges, here the RR charge of the D0-
brane. Indeed, it is not too difficult to work out
the susy algebra for D p-branes. For a single D0-
brane one finds Z = T0gs = τ0 where τp denotes
the Dp-brane tensions, cf eqs. (17,18). For the
D0-brane this gives Z = τ0 =
1√
α′gs
and hence
M =
1√
α′gs
=
1
lsgs
. (34)
So the type IIA superstring contains states, the
D0-branes of masses M = 1/(lsgs) that come in
short supermultiplets of 28 = 256 states. It has
been shown [5–7] that a system of n D0-branes
has a bound state at threshold, i.e. this bound
state has a total mass of exactly nlsgs . Again
this is a full supermultiplet of 256 states. In the
strong coupling limit gs →∞ all these states be-
come very light, and we get infinitely many light
states. This is exactly the Kaluza-Klein spectrum
of eleven dimensional supergravity we discussed
above. This is quite surprising! One knew al-
5 One might ask why not consider the three-form instead.
This is simply because A3 couples to D2-branes and their
masses being equal to their tension times their area, they
do not have the same “universal” mass as the D0-branes
and thus seem not suited for the identification with the
KK states one has in mind.
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ready that simple dimensional reduction of eleven
dimensional supergravity gives the massless IIA
supergravity in ten dimensions. What Witten
has shown, and what I explained here, is that
all KK states of the full eleven dimensional su-
pergravity on R10 × S1 are contained in the IIA
superstring, with each “state” being actually a
full supermultiplet of 256 states. Moreover, in the
strong-coupling limit gs → ∞ these are all low-
energy states of the IIA superstring. Also, for
gs → ∞ one has R11 → ∞ and one gets uncom-
pactified eleven dimensional supergravity: Eleven
dimensional supergravity is the low-energy limit
of IIA superstring theory at strong coupling with
R
(g)
11 ∼ gs. An eleventh dimension has been con-
structed out of the ten dimensional theory in an
entirely non-perturbative way. Clearly, it will be
quite non-trivial to see how this eleven dimen-
sional theory, in the uncompactified limit, can
manage to have eleven dimensional Lorentz in-
variance.
Of course, eleven dimensional supergravity is
not expected to yield a consistent quantum the-
ory. It should only be the low-energy limit
of some consistent theory, baptised M-theory.
The latter should then also describe the strong-
coupling limit of IIA superstrings, not only at
low energies. More precisely, M-theory with its
eleventh dimension compactified on a circle of ra-
dius R11 should be identical to IIA superstring
theory with string coupling gs = R
(g)
11 /
√
α′ where
R
(g)
11 = g
1/3
s R11 is the eleven dimensional radius
when measured with the string metric g. This can
be taken as the definition of M-theory. What else
do we know about it? Since it should describe
IIA superstrings which have D0, D2, D4, D6 and
D8 branes as well as the solitonic 5-brane and the
fundamental string (F1 brane), M-theory should
also contain extended objects. Since the higher
dimensional Dp-branes are in a certain way dual
to the lower dimensional ones, one mainly has
to worry about the latter. If M-theory contains
pointlike degrees of freedom, as well as mem-
branes (i.e. 2-branes) and 5-branes, then things
work out. Indeed, the extended p-branes of M-
theory may or may not be wrapped around the
compact S1, hence yielding p−1 or p branes in the
ten dimensional superstring theory. This gives
the branes of IIA superstrings with p = 0, 1, 2, 4, 5
as it should. The D6 and D8 branes are more sub-
tle.
4. THIRD LECTURE : A MATRIX-
MODEL FOR M-THEORY IN THE
IMF
This section is based mainly on the BFSS pa-
per [1]. So far we have seen that a) in the strong-
coupling limit of IIA superstrings an eleventh di-
mension appears and that the KK states of eleven
dimensional supergravity correspond to bound
states at threshold of n D0-branes, and b) a col-
lection of n D0-brane is described by ten dimen-
sional U(n) super Yang-Mills theory reduced to
0 + 1 dimensions, i.e. by n× n hermitian matrix
quantum mechanics.
There still seems to be a mismatch between
the ten dimensions of the matrix model and
the eleven dimensions of the supergravity. Here
comes the third idea: c) the main idea of BFSS is
to interpret the 9 space dimensions (the X i, i =
1, . . . 9) of the D0-brane matrix model as the
transverse dimensions of an eleven dimensional
theory in the light-cone frame, or more precisely
in the infinite momentum frame (IMF). We are
familiar with the light-cone quantization of the
ordinary string where the light-cone Hamiltonian
is H = 1p+H⊥. There, H⊥ is a Hamiltonian for
the d−2 transverse degrees of freedom. The string
theory is nevertheless Lorentz invariant in all d di-
mensions (provided d = dcrit). If one manages to
interpret the matrix quantum mechanical Hamil-
tonian for the nine X i as a transverse Hamilto-
nian, then the full system lives in 11 dimensions
and should exhibit eleven dimensional Lorentz in-
variance. This is the way how the mismatch of
dimensions can be resolved. It is thus useful to
first recall some facts about the infinite momen-
tum frame.
4.1. The infinite momentum frame (IMF)
The infinite momentum frame (IMF) was intro-
duced in quantum field theory by Weinberg long
ago [8] as a mean to simplify perturbation theory.
Perturbation theory in the IMF is characterised
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by the vacuum being trivial. In particular, Feyn-
man diagrams with vertices where particles are
created out of the vacuum are vanishing in the
IMF. In this sense, the IMF perturbation theory
of QFT looks much like the “old-fashioned” non-
covariant perturbation theory, but with the en-
ergy denominators replaced by covariant denom-
inators.
For a collection of particles, the IMF is defined
to be a reference frame in which the total momen-
tum P is very large. All individual momenta can
be written as
pa = ηaP + p
a
⊥ (35)
with pa⊥ · P = 0,
∑
pa⊥ = 0 and
∑
ηa = 1.
This means that the observer is moving with
high velocity in the −P direction. If the sys-
tem is boosted sufficiently, all ηa are positive.
For massive particicles it is obvious that a suf-
ficiently large boost in the P direction will even-
tually make all components of the momenta in the
longitudinal P direction positive. For a massless
particle the same will be true except if it moves
exactly in the −P direction with all transverse qa
vanishing. But this latter case is somewhat de-
generate and can simply be avoided by not boost-
ing the system in exactly the opposite of the direc-
tion of the momentum of any massless particle.6
Hence we can assume that with a sufficiently large
boost all ηa are strictly positive. Once P is large
enough, further boosting only increases the total
momentum P but does not change the ηa any-
more, and of course, the qa aren’t changed either.
The energy of any particle is
Ea =
√
p2a +m
2
a
= ηaP +
(pa⊥)
2 +m2a
2ηaP
+O(P−2) . (36)
Apart from the constant ηaP +
m2a
2ηaP
this has the
6 Of course, for a single massless particle, boosting in a
direction P that does not coincide with its momentum
does not allow to impose the condition p⊥ · P = 0, but
this is not crucial. For a system of particles (other than
all massless and with exactly aligned momenta) one can
always first go to the center of mass frame where pa
⊥
·P = 0
and
∑
pa
⊥
= 0 and then boost in any desired direction to
achieve ηa > 0. Obviously then pa⊥ ·P = 0 and
∑
pa
⊥
= 0
remain valid.
non-relativistic structure
(pa
⊥
)2
2µa
of a d− 2 dimen-
sional system with the role of the non-relativistic
masses µa played by ηaP .
Let us now turn to quantum field theory. Then
internal lines in Feynman diagrams can carry ar-
bitrary large momenta and for part of the inte-
gration range one does not have ηa > 0. Wein-
berg has shown, starting from “old-fashioned”
perturbation theory with energy denominators
that whenever an internal ηi is negative the corre-
sponding diagram is suppressed by extra factors
of 1/P . These suppressed diagrams correspond
exactly to diagrams with vertices where several
particles are created from the vacuum. It is in
this sense that in the IMF the vacuum has no
non-trivial structure. Hence we conclude that in
field theory also the internal lines have momenta
with ηa > 0 only.
It might be useful to compare the IMF to a
standard light cone frame. In the latter one again
singles out one spatial direction called longitu-
dinal with momentum paL = ηaP and defines
pa± = E
a ± paL = Ea ± ηaP . Then the mass shell
condition reads pa−p
a
+ − (pa⊥)2 = m2a or
Ea − ηaP = (p
a
⊥)
2 +m2a
pa+
(37)
This is exact whether paL is large or not. However,
if P and hence paL = ηaP is large, one has E
a ≃
ηaP and p
a
+ ≃ 2ηaP so that one recovers eq. (36).
4.2. M-theory in the IMF
Now we will consider M-theory in the IMF. We
will separate the components of the eleven dimen-
sional momenta as follows: p0, pi, i = 1, . . . 9 and
p11. The pi will collectively be called p⊥. We
boost in the 11 direction to the IMF until all mo-
menta in this direction are much larger than any
relevant scale in the problem. In particular all
pa11 are stricly positive. We also compactify x
11
on a circle of radius R (we no longer write the
subscript “11” because throughout these notes no
other dimension will be compactified). To be pre-
cise, when I write R, I mean R
(g)
11 . All momenta
pa11 are now quantized as na/R with na > 0. Since
there are no eleven dimensional masses ma the
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energy dispersion relation just is
E − ptot11 =
∑
a
(pa⊥)
2
2pa11
. (38)
Again we see the non-relativistic structure. It
exhibits full Galilean invariance in the transverse
dimensions. Actually, M-theory in the IMF must
have super-Galilean invariance because there are
also the 32 real supersymmetry generators. In
the IMF, they split into two groups of 16, each
transforming as a spinor of SO(9): the Qα and
qA, α,A = 1, . . . 16 satisfy the algebra
{Qα, Qβ} = δαβH , {qA, qB} = δABP11
{Qα, qA} = γiAαPi . (39)
Recall that the compactification radius R was
related to the string coupling as R = lsgs, and
that the RR photon of the IIA superstring is
the KK photon from compactifying x11 on S1 of
radius R with the RR charge corresponding to
p11. Recall also that no perturbative string states
carry RR charge charge and hence have vanishing
p11. RR photon charge is only carried by the D0
branes. A single D0-brane carries one unit of RR
charge and thus has p11 =
1
R . It fills out a whole
supermultiplet of 256 states. Since in eleven di-
mensions it is massless (graviton multiplet), in
ten dimensions it is BPS saturated, as we indeed
saw. There also are KK states with p11 =
N
R ,
N being an arbitrary integer. For N 6= 1 this
does not correspond to an elementary D0-brane.
N > 1 are bound states of N D0-branes, while
N < 0 corresponds to anti-D0-branes or bound
states thereof. As we take the total p11 to infinity
to reach the IMF limit, only positive p11 should
appear, i.e. N > 0. This means that M-theory
in the IMF should only contain D0-branes and
their bound states. What has happened to the
anti-D0-branes and the perturbative string states
(N = 0)? The answer is that these states get
boosted to infinite energy and have somehow im-
plicitly been integrated out. This means that the
D0-brane dynamics in the IMF should know in
some subtle way that before going to the IMF,
there was more to M-theory and type IIA super-
strings then just D0-branes. This is much as in
field theory where the IMF vacuum is trivial, but
still, in the end, the amplitudes and cross sec-
tions know about vacuum polarisation and all the
subtle effects of quantum field theory. Moreover,
M-theory should also contain membranes (i.e. 2-
branes) and 5-branes. Where are they? We will
see below that membranes can effectively be de-
scribed within the D0-brane quantum mechanics.
The 5-brane on the other hand seems to be more
subtle.
I can now state the BFSS conjecture: M-theory
in the IMF is a theory in which the only dy-
namical degrees of freedom are D0-branes each of
which carries a minimal quantum of p11 = 1/R.
This system is decribed by the effective action for
N D0 branes which is a particular N ×N matrix
quantum mechanics, to be taken in the N → ∞
limit.
4.3. The matrix model Hamiltonian
The effective action for a system of N D0-
branes was already given in eq. (22). It is this
action which is the starting point for the matrix
model description of M-theory in the IMF. For
convenience, I repeat it again:
S = T0
∫
dt tr
( 1
2gs
(D0X
i)2 − iθTD0θ
+
c2
4gs
([X i, Xj])2 + cθTγj [Xj , θ]
)
. (40)
(Recall that c = 1/(2πα′) and T0 = 1/
√
α′ =
1/ls.) The indices i = 1, . . . 9 run over the
nine transverse directions, and the θ are sixteen-
component real spinors. The X i and θ are all
in the adjoint representation of the gauge group
U(N), i.e. they are hermitian N × N matri-
ces. The covariant derivative D0 contains the
gauge field A0, but let us make the gauge choice
A0 = 0 to simplify things. Note that the first tirm
in the action just reads
∫
dtM2 (dX
i/dt)2 where
M = T0/gs is the D0-brane mass. We also rescale
the fields as X i = g
1/3
s Y i. This corresponds to
the Weyl rescaling of the metric, meaning that
we now measure lengths with the eleven dimen-
sional supergravity metric G rather than the ten
dimensional string metric g. One can also rescale
the time accordingly: t = g
1/3
s lpτ˜ extracting also
a factor of eleven dimensional Planck length lp
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to make τ˜ dimensionless. One has lp = g
1/3
s ls so
that
t = g2/3s lsτ˜ =
gsls
g
1/3
s
τ˜ =
R
g
1/3
s
τ˜ (41)
This is the choice made in ref. [1]. But a di-
mensionless τ˜ gives a dimensionless Hamiltonian.
For the discussion of the spectrum of the Hamilto-
nian, to be interpreted as energies, it is preferable
to work with a Hamiltonnian that has the dimen-
sion of an energy, as usual (i.e. inverse time or
inverse length). So I define instead
t = g2/3s τ =
T0R
g
1/3
s
τ (42)
Denoting then ∂/∂τ simply by a dot, the action
becomes
S = T 20
∫
dτ tr
( 1
2RT 20
(Y˙ i)2 − i 1
T0
θT θ˙
+ c2
R
4
([Y i, Y j ])2 + cRθTγj [Yj , θ]
)
. (43)
Defining the conjugate momenta of Y i and θ as
usual, Πi = Y˙
i/R and π = −iT0θT , one obtains
the Hamiltonian
H = R tr
(1
2
Π2i −
c2T 20
4
([Y i, Y j ])2
− cT 20 θT γj[Yj , θ]
)
≡ RH˜ . (44)
Recall that − 14Rc2T 20 tr ([Y i, Y j ])2 is a non-
negative potential. In the R → ∞ limit of un-
compactified M-theory, finite energy states of H
correspond to states whose H˜ energy vanishes. To
be more precise, we are looking for states with
H˜ |Ψ〉 = ǫ
N
|Ψ〉 ⇔ H |Ψ〉 = R
N
ǫ|Ψ〉 (45)
with finite ǫ. But recall that for a system of N
D0-branes the total p11 momentum is
p11 =
N
R
(46)
so that the energy E takes the form
E =
ǫ
p11
(47)
Provided we can identify ǫ with 12p
2
⊥ this gives us
the desired dispersion relation of eleven dimen-
sions in the IMF. I will return to this point later
when discussing the spectrum in more detail.
4.4. Coordinate interpretation
In section 2, I already touched upon the inter-
pretation of the N eigenvalues of the X i as the
position vectors of the N D0-branes. Let me now
elaborate this point a bit more.
The potential V (Y ) = − 14Rc2T 20 ([Y i, Y j ])2 in
the Hamiltonian is the familiar Higgs potential,
analogous to ([φ, φ+])2 in N = 2 super YM
in four dimensions. In field theory, the super-
symmetric vacua have [φ, φ+] = 0. Here we
have quantum mechanics, not quantum field the-
ory and the expectation values of the scalars Y i
do not give superselection sectors (i.e. distinct
vacua) but are collective coordinates with corre-
sponding quantum wave functions: they are not
frozen at V (Y ) = 0. Still, V (Y ) has flat di-
rections (minima) [Y i, Y j ] = 0 along which the
Y i can be simultaneaously diagonalized: Y i =
diag(yi1, y
i
2, . . . y
i
N ) where y
i
a gives the i
th coor-
dinate of the ath D0-brane. More generally, if
the branes are far apart from each other, loosly
speaking, the Y i are large and non-commutativity
would cost much energy. (This will be seen more
precisely below.) In this case commuting Y i are a
good approximation and the D0-brane positions
are rather well defined. As they get closer, non-
commuting configurations become more impor-
tant (strings stretching between different branes)
and the individual positions can no longer be well
defined. Space is intrinsically non-commutative
with ordinary commutative space only emerging
at long distances. Yet one has the sull super-
Galilean invariance in the transverse directions.
Translations e.g. are given by Y i → Y i + di1
where 1 is the unit matrix. This does not affect
the kinetic terms nor the commutator terms in
the Hamiltonian or action and hence is an invari-
ance of the theory. Similarly, a Galilean boost
Y i → Y i + vit1 only affects the center of mass
momentum to be defined below, but not the rel-
ative momenta, nor the interaction terms.
Consider configurations where the N ×N ma-
trices Y i take block-diagonal forms with n blocks
of size N1, N2, . . .Nn and
∑
aNa = N . This cor-
responds to n widely separated clusters of D0-
branes. One can define the distance between clus-
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ter a and cluster b as
rab =
∣∣∣∣ 1Na trYa −
1
Nb
trYb
∣∣∣∣ . (48)
As an example take N = 2 and N1 =
1, N2 = 1 and Y
i =
(
αi βi
β∗i δi
)
. Then r1,2 =(∑9
i=1(αi − δi)2
)1/2
is large if at least for one
value of i, say i0, |αi0 − δi0 | is large. One has
|αi0 − δi0 | ≥ 13r1,2. Then for any j one has
− 1
2
tr ([Y i0 , Y j ])2 = 4 Im(βiβ
∗
j )
2+
+ |βj(αi0 − δi0)− βi0(αj − δj)|2 . (49)
Except for non-generic configurations7 this will
be of order
|βj |2(αi0 − δi0)2 ≥
1
9
|βj |2r21,2 . (50)
This generalizes to the general case of larger
blocks: for generic configurations, tr ([Y i, Y j ])2
is at least of the order of the modulus squared
of the off-block-diagonal elements times the min-
imum of the r2ab times some numerical constant.
The bottom line is that for well seperated clus-
ters of D0 branes - defined by large rab - generic
off-block diagonal elements must be small or else
they give rise to large potential energies ∼ r2ab.
One might think that this harmonic oscillator
type potential would lead to a finite ground state
energy, but this is not true due to the supersym-
metry of the system. I will now explain why such
clusters of D0-branes correspond to a collection
of “supergravitons”
4.5. The spectrum of H and the supergravitons
Begin by considering the simplest case, namely
N = 1, a single D0-brane. Then p11 = N/R =
1/R and
H(N=1) =
R
2
Π2i ≡
R
2
p2⊥ =
p2⊥
2p11
. (51)
This is the eleven dimensional relativistically in-
variant relation between energy and momentum
of a massless particle when written in the IMF.
7 Of course, if e.g. Y j = Y i0 one has [Y i0 , Y j ] = 0 no
matter how large r1,2 is. But this is highly non-generic.
Comparing with eq. (38) we see that the Hamilto-
nian has been shifted by the constant p11. More-
over, there are also the 16 θ’s that generate a
216/2 = 256 dimensional supermultiplet. Hence
for N = 1 the spectrum of the Hamiltonian is
that of an eleven dimensional massless supermul-
tiplet of 256 states containing up to spin two: this
is exactly the supergravity multiplet, and BFSS
call it the supergraviton.
For N > 1 one separates the center-of-mass
coordinates and momenta from the relative ones:
Y i = Y irel + Y
i
cm1 , Y
i
cm =
1
N
trY i
Πi = Π
rel +
1
N
P cmi 1 , P
cm
i = trΠi (52)
with trY irel = trΠ
rel = 0. Plugging this into the
Hamiltonian (44) one gets
H = Hcm +Hrel (53)
where
Hcm =
R
2N
(P cmi )
2 =
1
2p11
(P cmi )
2 (54)
with the correct factor RN =
1
p11
exactly as
it should. The relative part of the Hamilto-
nian Hrel(Y
i
rel,Π
rel) exactly looks like the original
Hamiltonian H(Y i,Ψ) given in (44), except that
now all matrices are traceless, i.e. in SU(N). It
has been shown [5–7] that Hrel has zero-energy
(threshold) bound states. For these bound states
the total energy is just given by the center-of-
mass energy
E = Ecm =
R
2N
(pcm⊥ )
2 =
1
2p11
(pcm⊥ )
2 (55)
Again this is a full supergravity multiplet of 256
states, i.e. a supergraviton. Thus for any N the
spectrum contains single supergraviton states.
They correspond to the bound state at threshold.
To see that the matrix Hamiltonian can also de-
scribe arbitrary many such supergravitons, con-
sider the block decomposition of Y i and Πi dis-
cussed in the previous subsection. If these ma-
trices are exactly block-diagonal, i.e. if the off-
block-diagonal elements are strictly vanishing,8
8 Of course, one should not forget that these off-block-
diagonal elements are part of a quantum mechanical
16
the total Hamiltonian splits into a sum of n
uncoupled Hamiltonians Ha, one for each block
of size Na. Small, but non-vanishing off-block-
diagonal elements would correspond to interac-
tion terms between these Hamiltonians. The
Hamiltonians Ha of course have exactly the same
form as the initial HamiltonianH . Again for each
block matrix Y ia one can separate the center-of-
mass and relative coordinates and momenta, and
arrive at the conclusion that each of the block
Hamiltonians Ha contains a supergraviton in its
spectrum. Hence the matrix model can describe
several supergravitons, too. Since we want to be
able to describe an arbitrary number of them, we
must let N go to infinity. Then we conclude that
the matrix model contains the full Fock space of
supergravitons. Since this Fock space is embed-
ded into the larger D0-brane quantum mechan-
ics, the theory should be free of UV divergences.
The next question is whether the matrix model
also has something to say about the interactions
of these supergravitons. These interaction come
about via the off-block-diagonal matrix elements.
As such they look very non-local in the first place.
We will nevertheless see that the matrix model,
at low energies, correctly reproduces the (local)
supergraviton interaction of supergravity.
4.6. Low-energy supergraviton scattering
A convenient way to study the scattering of
two supergravitons with low transverse velocities
is to compute the effective action by expanding
the matrix model action around a corresponding
classical configuration. I will present the one-loop
computation following [9] where further details
can be found. For a scattering process with rel-
ative transverse velocity v and impact parameter
b one can e.g. expand the X i as follows:
X8 =
1
2
vt σ3 +
√
gs δX
8,
X9 =
1
2
b σ3 +
√
gs δX
9,
X i =
√
gs δX
i, i 6= 8, 9 (56)
Hamiltonian acting on a state in some Hilbert space, so
the appropriate statement should be: “if on a given state
|Ψ〉 the off-block-diagonal elements of the Y i and Πi are
vanishing then H|Ψ〉 =
∑
a
Ha|Ψ〉 where each Ha is a
trace over (operator-valued) Na ×Na matrices.
where σ3 is the Pauli matrix and the δX are the
quantum fluctuations around the given classical
configuration. It is easy to see that the classi-
cal configuration (δX = 0) indeed corresponds
to the desired scattering process in a reference
frame where the total transverse center-of-mass
momentum and position vanish (tr σ3 = 0). In-
deed, the 2 × 2 matrices are block-diagonal cor-
responding to two “clusters” of D0-branes with
N1 = N2 = 1. According to the definition (48)
for the distance between the two supergravitons
one indeed finds r ≡ r1,2 =
√
(vt)2 + b2. This is
appropriate for two particles that do not interact
in a first approximation and have impact param-
eter b. The interaction will manifest itself only
through a phase shift.
Expanding the action then yields a collection
of massless and massive modes depending on b, v
and t. As shown in [9] the bosonic fields, includ-
ing the gauge field, yield 16 modes with masses
m2 = r21,2 ≡ r2, two modes withm2 = r2+2v and
two others withm2 = r2−2v, as well as ten mass-
less modes. There are also eight real fermions
with masses m2 = r2 + v and eight real fermions
with masses m2 = r2 − v, as well as the ghost
fields: two complex bosons with m2 = r2 and one
massless complex boson. Collecting all the de-
terminants from integrating the massive fields we
get
Dtot = D
−6
0 D
−1
2v D
−1
−2vD
4
vD
4
−v (57)
where, now with a euclidean time τ (and a eu-
clidean velocity, still denoted by v),
Dα = det(−∂2τ + r2 + α)
= det(−∂2τ + b2 + v2τ2 + α) . (58)
Note that the sum of the exponents on the right
hand side of (57) vanishes, thanks to supersym-
metry. Hence logDtot is not affected by an addi-
tive (and possibly divergent) ambiguity logDα →
logDα + d, provided the constant d does not de-
pend on α. Thus the (euclidean) effective one-
loop action is
Seff = S0 − logDtot (59)
so that one identifies the one-loop effective poten-
tial Veff as
− logDtot =
∫
dτVeff(r(τ))
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≡
∫
dτVeff(
√
b2 + v2τ2) . (60)
As usual, to obtain the one-loop effective poten-
tial, all one needs to do is to compute the deter-
minants Dα.
To this end, consider the quantum mechanical
Hamiltonian of a harmonic oscillator of unit mass
Hω =
1
2
(P 2 + ω2Q2) , [Q,P ] = i . (61)
It is well known that the matrix elements of the
euclidean evolution operator for a time interval
2s are
〈q′|e−(2s)Hω |q〉 ≡ U(ω, 2s, q′, q)
=
( ω
2π sinh 2sω
)1/2
×
× exp
(
−ω
2
(q2 + q′2) cosh 2sω − 2qq′
sinh 2sω
)
.
(62)
On the other hand one has
log det(2Hω + λ) = tr log(2Hω + λ)
≃ −tr
∫ ∞
0
ds
s
e−2sHω−sλ
= −
∫ ∞
0
ds
s
e−sλ
∫ ∞
−∞
dq U(ω, 2s, q, q) . (63)
All these integrals are divergent as s→ 0. What
is finite and makes sense are the derivatives with
respect to λ. This is what I mean by the “≃” sign.
Said differently, when expanding in powers of λ,
one has an equality for all terms with non-zero
powers of λ, while the λ-independent terms dif-
fers by a divergent constant. As remarked above,
these divergent constants cancel when comput-
ing logDtot and thus do not affect the validity of
the present computation. Inserting then the ex-
plicit expression (62) for U(ω, 2s, q, q) into (63)
and performing the gaussian integration over q,
one gets
− log det(2Hω + λ) ≃
∫ ∞
0
ds
s
e−sλ
2 sinh sω
. (64)
Now observe that, if we replace q by τ so that
P 2+ω2Q2 → −∂2τ +ω2τ2, the determinants (58)
we are interested in are
Dα = det(2Hv + b
2 + α) (65)
i.e. λ = b2 + α, so that
− logDtot =
∫ ∞
0
ds
s
e−sb
2
2 sinh sv
×
× (−6− 2 cosh 2sv + 8 cosh sv)(66)
As promised, there is no divergence as s→ 0. For
large impact parameter b only small s contribute
significantly to the integral and
− logDtot ≃ −v
3
b6
+O
(
v5
b10
)
. (67)
Equation (60) then gives
∫
dτVeff(
√
b2 + v2τ2) =
− v3b6 + O
(
v5
b10
)
which yields the effective long-
range potential
Veff(r) = −15
16
v4
r7
+O
(
v6
r11
)
. (68)
What is this supposed to mean for the scatter-
ing of eleven dimensional (super)gravitons? Scat-
tering in the IMF should be described by a non-
relativistically looking time-independent poten-
tial at vanishing p11-transfer. Remarkably, the
potential (68) exactly coincides with the corre-
sponding result from eleven dimensional super-
gravity. In particular, the factor 1/r7 comes
from the eleven dimensional propagator of mass-
less fields. It is the time-independent space
propagator at vanishing longitudinal momentum
(p11) transfer, i.e. integrated over x
11: in
d space-time dimensions such a propagator is∫
dd−1p δ(pL)eipx/p2 ∼ 1/xd−4, which for d = 11
indeed gives 1/r7. The velocity dependence is
also correct and, maybe even more remarkably,
also the numerical factor. So the one-loop ma-
trix model computation already gives the full and
correct answer. Higher loop corrections to the v4
term would ruin this agreement. Luckily, at two
loops there are none [9], and probably the one-
loop result is the full answer. The present com-
putation was done for N1 = N2 = 1 but it is easy
to reinstate the dependence on arbitrary cluster
sizes N1, N2.
It is remarkable that the simple matrix model
knows quite a lot about propagating massless
gravitons in eleven dimensions. This is a non-
trivial check for the matrix model description
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of M-theory in the IMF. But M-theory also has
membrane configurations. How can they appear
in the matrix model?
4.7. Membranes in the matrix model
In order to see how the matrix model could de-
scribe (super)membranes, let me first discuss the
description of the latter. Just as classical super-
strings can only exist in certain space-time di-
mensions, the classical supermembrane also can-
not exist for all d. But there does exist one in
eleven dimensions. It is described by bosonic
coordinates yµ(p, q, τ) and their superpartners.
Here p ≡ σ1, q ≡ σ2 and τ are the three world-
volume coordinates, and the yµ describe how the
membrane is embedded into the eleven dimen-
sional target space. In a Hamiltonian formalism,
no explicit τ dependence appears, yµ(p, q, τ) →
yµ(p, q), and all τ -derivatives are replaced by the
corresponding momenta πµ(p, q). In the light-
cone frame only the transverse components with
i = 1, . . . 9 are dynamical and the membrane
Hamiltonian is [10]
Hm =
1
2p11
∫
dpdq
(2π)2
π2i (p, q)
+
(2πTm2 )
2
4p11
∫
dpdq
({yi(p, q), yj(p, q)})2
+ fermion terms (69)
where I used the suggestive (standard) notation
{A,B} = ∂qA∂pB − ∂pA∂qB (70)
for any two functions A,B of q and p and where
Tm2 is the membrane tension as I will show soon.
The analogy with the matrix model Hamiltonian
is striking. Basically all one needs to do is to
trade the two discrete matrix indices for the con-
tinuous variables q, p in the limit where the size
N of the matrices goes to infinity. The mem-
brane world-volume is taken to factorize as Σ×R
with some Riemann surface Σ. I will only deal
with membranes of toric topology, i.e. with Σ
being a torus. Now let me show that the second
term in the membrane Hamiltonian is correctly
normalised. For a configuration with vanishing
transverse momentum, πi = 0, the mass M of
the membrane is M2 = 2p11H . If furthermore
there are no fermionic excitations, one has from
eq. (69)
M2 = (2πT
m
2 )
2
2
∫
dpdq
({yi(p, q), yj(p, q)})2
(71)
But the area A of the membrane is given by
A2 = (2π)2
∫
dpdq
∑
i<j
({yi(p, q), yj(p, q)})2
=
1
2
(2π)2
∫
dpdq
({yi(p, q), yj(p, q)})2
(72)
as one can see by considering the special case
y8(p, q) = p2piL8, y
9(p, q) = q2piL9, p, q ∈ [0, 2π]
with A = L8L9. Thus one sees that M2 =
(Tm2 A)2 so that Tm2 is indeed the membrane ten-
sion.
Let me now show how the matrix model can
yield the above membrane Hamiltonian and what
its prediction for the membrane tension is. For
toric membranes, the yi(p, q) are doubly periodic
functions and their expansions yield the Fourier
modes yimn. These form nine ∞ × ∞ matrices
just as would do the nine Y i of the matrix model
in the N → ∞ limit. However, one still needs
to perform a change of basis, so that the commu-
tator [Y i, Y j ] directly goes over into the bracket
{yi, yj}. This is achieved by the following trick.
On the space of N ×N matrices introduce two
matrices U and V such that
UN = V N = 1 and UV = e2pii/NV U . (73)
A particular realisation is given by Uj,j+1 =
UN,1 = 1 and Vj,j = e
2pii(j−1)/N with all other
matrix elements vanishing. A more abstract re-
alisation is
U = eip , V = eiq , [q, p] =
2π
N
i (74)
in terms of two operators/matrices that behave
like position and momentum on a discrete and
compactified space: UN = V N = 1 implies that p
and q have eigenvalues 0, 2piN , 2
2pi
N , . . . (N−1) 2piN .
It follows that
trUnV m = N δn,0modN δm,0modN . (75)
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This allows us to “Fourier” decompose any N×N
matrix Z as follows
Z =
N/2∑
n,m=−N/2−1
znmU
nV m ,
znm =
1
N
trU−nZV −m . (76)
If the matrices U and V are written as eip and eiq
then one simply has
Z =
N/2∑
n,m=−N/2+1
znme
inpeimq (77)
Now consider what happens in the N → ∞
limit. As N → ∞, p and q commute and their
eigenvalues fill [0, 2π]× [0, 2π] with 2π and 0 iden-
tified, i.e. (p, q) take values on a two-torus. Equa-
tion (77) then really is nothing but the standard
Fourier decomposition of a double-periodic func-
tion on a circle. Let’s call this function
z(p, q) =
∞∑
n,m=−∞
znme
inpeimq (78)
with, of course,
znm =
∫ 2pi
0
∫ 2pi
0
dp
2π
dq
2π
z(p, q)e−inpe−imq. (79)
Since trZ = Nz00 it follows that in the N → ∞
limit one has
trZ → N
∫ 2pi
0
∫ 2pi
0
dp
2π
dq
2π
z(p, q) . (80)
Next, I will show that the commutator of two
matrices goes over to the bracket (70) of the
two corresponding functions. First note that
[Un, Vm] = 2i sin nmpiN e
inp+imq. It follows that
N
2πi
[UnV k, UmV l]
= (nl − km)ei(n+m)p+i(k+l)q +O(1/N) (81)
But as N →∞ this precisely goes to the bracket
{unvk, umvl} where u(p, q) = eip and v(p, q) = eiq
are the classical functions associated to U and
V . By the bilinearity of the commutator and the
bracket it then follows for any two N ×N matri-
ces Z,W and their associated classical functions
z(p, q), w(p, q) one has
N
2πi
[Z,W ]→ {z(p, q), w(p, q)} . (82)
Now given this correspondence and the form of
the matrix model and supermembrane Hamilto-
nians it is clear that the latter will turn out to
be the large N limit of the former. However,
one has to carefully define the conjugate momen-
tum: the classical function πi(p, q) corresponding
to the matrix Πi is not the canonical conjugate
momentum of yi(p, q) corresponding to Y i, but
they differ by a factor of N as one can see by first
working out the large N limit of the Lagrangian
(43) (I will only write the bosonic terms):
Lbosmatrix →
N
2R
∫
dp
2π
dq
2π
(y˙i(p, q))2
− R
4N
c2T 20
∫
dpdq({yi, yj})2 (83)
Recall that N/R = p11 so that the momentum
conjugate to yi(p, q) is πi(p, q) = p11y˙
i(p, q) (and
not 1R y˙
i). It follows that the N → ∞ limit of
the matrix model precisely gives the Hamiltonian
(69) of the supermembrane with a membrane ten-
sion given by
(2πTm2 )
2 = c2T 20 =
1
(2πα′)2
T 20 . (84)
But according to eq. (17), T0/(2πα
′) = 2πT2 so
that the matrix model yields a membrane with
tension Tm2 = T2 equal to the D2-brane tension,
9
i.e. the correct membrane tension of M-theory!
We have seen how a given matrix configura-
tion in the large N limit yields some membrane
configuration, although generally a highly irreg-
ular one. Conversly to obtain a given mem-
brane configuration of toroidal topology, one
starts with its embedding functions yi(p, q) in
9 Recall that the true D2-brane tension is τ2, while T2 =
τ2gs. Now the membrane tension in M-theory is the D2-
brane tenion τ2 times the factor (g
1/3
s )
3 due to the Weyl
rescaling, since the M-theory tension should be measured
with the eleven dimensional supergravity metric, while the
D2-brane tension was measured with the ten dimensional
string metric. This means that the M-theory membrane
tension must be τ2gs = T2 as claimed.
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the light cone, computes its Fourier coefficients
yimn and defines for every finite N the matrix
Y i(N) =
∑N/2
m,n=−N/2+1 y
i
mnU
mV n. In particu-
lar, if the membrane is smooth, coefficients yimn
with large m or n will be small, and the infor-
mation lost about the membrane by including
only |m|, |n| ≤ N/2 will be small. To describe
membranes of non-toroidal topology in the ma-
trix model is more subtle. An exception is the
plane membrane e.g. obtained from the example
following eq. (72) in the limit L8, L9 →∞.
5. CONCLUSIONS AND NO FURTHER
DEVELOPMENTS
I will not talk about further developments, not
because there are none but because there are too
many. I will not even attempt to give references.
So let me just briefly conclude what we have seen.
In the first lecture, I briefly reviewed D-branes
explaining why N Dp-branes should be described
by ten dimensional U(N) super Yang-Mills theory
reduced to p+1 dimensions. In the second lecture,
I introduced M-theory as the eleven dimensional
theory that, when formulated on R10 × S1 with
S1 of radius R, is equivalent to the IIA super-
string on R10 and with string coupling constant
gs = R
√
α′ In the third lecture, I developed the
ideas of BFSS and described their matrix model
for M-theory in the infinite momentum frame, as
well as several checks of this conjecture: 1) the
matrix model contains the full Fock space of an
arbitrary number of supergravitons (supergravity
multiplets of 256 states); 2) remarkably, it gives
the correct result for low-energy supergraviton
scattering (including terms up to ∼ v4) up to and
including a matrix-model two-loop computation;
3) the matrix model contains (super) membranes,
and in the largeN limit the matrix model dynam-
ics goes over to the dynamics of the corresponding
(super)membranes. The tension of these matrix
model membranes agrees with the tension of the
M-theory membranes.
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