We study numerical properties of classical iterative refinement (IR) and kfold iterative refinement (RIR) of solutions of a nonsingular linear system of equations Ax = b, with A partitioned into blocks, using only single precision.
Introduction
In many practical applications, e.g. arising in solving differential equations numerically, we need to solve a linear system of equations Ax = b, where A ∈ R N,N is nonsingular and has a special block structure. We assume that the matrix A ∈ R N,N is partitioned into s × s blocks, i.e. A = (A ij ), where A i,j ∈ R n i ,n j is refereed to as the (i, j) block of A, {n 1 , . . . , n s } is a given set of positive integers, n 1 + . . . + n s = N .
Very often, the block matrices A ij are sparse and many of them are zero.
Numerical algorithms ought to exploit the structure of the matrix A. We would like to use algorithms that produce solutions y accurate to full machine precision. Such algorithms are attractive because they preserve the structure of the matrix. If y solves a problem that is close to the original one, i.e.
(A + E)y = b, E ij 2 ≤ A ij 2 , i, j = 1, . . . , s, then A + E has the same block structure as A: A ij = 0 implies that E ij = 0.
If A = (A ij ) is symmetric then it is reasonable to have a numerical solution y as a solution of slightly perturbed symmetric system (A + F )y = b. We partly resolved this problem by using the blockwise approach (cf.
[13]- [15] ).
If A = (A ij ) ∈ R N,N is a block symmetric matrix and y is a solution of a nearby linear system (A + E)y = b, then there exists F = F T such that y solves a nearby symmetric system (A + F )y = b, if A is symmetric positive definite or the matrix µ(A) is diagonally dominant, or µ(A) is H-matrix, where µ(A) is a matricial norm of A (cf. [7] , [11] , [15] ),
Without loss of generality we restrict our attention to the spectral matrix norm (2-norm) and the second vector norm (length of x). It is well-known
, where ρ(A) = max{|λ| : λ ∈ σ(A)} denotes the spectral radius of A.
If the vector x ∈ R N is partitioned as
Matricial norms have very elegant properties (cf. [7] , [11] , [13] , [15] ), for example, for block matrices A = (A ij ), B = (B ij ) and vectors x, y, partitioned conformally, we have
• ρ(A) ≤ ρ(µ(A)) (the Frobenius inequality),
Here inequalities between matrices A = (A ij ) and B = (B ij ) are understood to hold for all blocks A ij and B ij , i.e. µ(A) ≤ µ(B) means that for all i, j we have A ij 2 ≤ B ij 2 .
Our blockwise analysis extend existing normwise and componentwise results on preserving symmetric perturbations. Some important cases are:
µ(A) = |A| = (|a ij |) for s = n (componentwise case) and µ(A) = A 2 for s = 1 (normwise case).
We can measure the sensitivity of the solution of linear system Ax = b with respect to the perturbations of the blocks A ij . Notice that if x * is the exact solution to Ax = b andx is the exact solution to a slightly perturbed
We call κ µ (A) the blockwise condition number of A and
the blockwise condition number of the nonzero solution x * to the system
The blockwise condition number measures the sensitivity of the system Ax = b with respect to the partition {n 1 , . . . , n s }. It is easy to see that
where κ(A) = A 
where
is a modestly growing function of N , ε M is machine precision and x * is the exact solution to Ax = b.
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An algorithm for solving a block system Ax = b is blockwise forward stable if the computed solutionx satisfies
is a modestly growing function of N .
An algorithm for solving a block system Ax = b is strongly blockwise backward stable if the computed solutionx satisfies
An algorithm for solving a block system Ax = b is blockwise backward stable if the computed solutionx satisfies
where L 4 = L 4 (N ) is a modestly growing function of N .
Rigal and Gaches (cf. [17] ) prove that (6) is equivalent to the following condition
Clearly, strong blockwise stability implies blockwise stability and blockwise backward stability implies blockwise forward stability. In componentwise analysis, our definition of blockwise backward stability is the same as R-stability introduced by Skeel ([12] ). In this paper we focus our attention only on blockwise forward stability. Full consideration of other measures of numerical stability of algorithms for solving block linear systems of equations exceeds the scope of this paper.
We consider some ways in which iterative refinement may be used to improve the computed results. Several papers and reports on iterative refinement have appeared (cf.
[1]- [6] ).
We present various kinds of iterative refinement techniques, e.g. k-fold iterative refinement, for the solution of a nonsingular system Ax = b with A partitioned into blocks using only single precision arithmetic. Iterative refinement may give solutions to full single precision even when the initial solution has no correct significant figures. Very often, one or two steps are sufficient to terminate the process successfully. Numerical tests were done in MATLAB to compare the performance of some direct methods for solving linear system of equations of special block matrices.
Algorithms
We investigate some computational aspects of Recurrent Iterative Re- is given by 1-fold iterative refinement as follows:
Notice that "in theory" x 1 will be the exact solution x * to Ax = b but hardly ever in floating point arithmetic.
If we replace S 0 in (1) by S k then we define (k+1)-fold iterative refinement.
Thus x k+1 = S k+1 (b) is as follows:
If
We see that k-fold iterative refinement requires additional storage proportional to the depth of the recursion which is not so large.
Blockwise stability
Let x * = A −1 b is the exact solution to Ax = b. We need a basic (direct or iterative) linear equation solver S 0 for Ax = b such that
This condition can be replaced by the assumption that q 0 < 1 and q 0 is not too close to unity. We use (11) to simplify error analysis.
Next, we assume that the matrix-vector multiplication is blockwise backward stable, i.e. there exists a matrix E such that
where L = L(N ) is a small constant depending only on N .
Lemma 3.1. Let k-fold iterative refinement be applied to the nonsingular block linear system Ax = b, using the solver S 0 satisfying (11)- (12) . Let
Then for k = 0, 1, . . .
Proof. Assume that (14) holds for k. We prove that it holds also for k + 1,
, where q k+1 ≤ 0.1 and q k+1 satisfies (15). The computed vectors r k , p k and x k+1 in floating point arithmetic by k-
Notice that
Now we would like to estimate x * k+1 − x * 2 . We have
After easy algebraic manipulations we obtain
We see that
Applying (13), taking norms and using the assumption ∆x k 2 ≤ q k x * 2 we get
Since 1 ≤ L and ε M ≤ 0.01 we obtain
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From (16) and (19) we get
Since ∆x k 2 ≤ q k x * 2 and ∆p k 2 ≤ q k p * k 2 , we obtain
By assumption, q k ≤ 0.1, hence from (20)- (21) we get
From this, (18), (13) and the inequality x * 2 ≤ Ω µ(x * ) 2 it follows that
Dividing this equation by x * 2 and using (2)-(3) we see that x k+1 − x * 2 ≤ q k+1 x * 2 , with q k+1 given by (15) . Notice that q k+1 ≤ (0.1) 2 + 0.025 + 0.025, so q k+1 ≤ 0.1. This completes the proof.
Theorem 3.1. Under the assumptions of Lemma 3.1 S 0 with k-fold iterative refinement is blockwise forward stable. There exists k 0 depending only on n such that for every k ≥ k 0
Proof. We apply the results of Lemma 3.1. By assumptions (13), we have
From this it follows that
From this (22) follows immediately.
Remark 3.1. Similar results can also be obtained for classical iterative refinement. However, in this case, in (15) we have
Clearly, this sequence {q k } converges more slowly than in the case of k-fold iterative refinement. We also see that S 0 with classical iterative refinement is blockwise forward stable.
Numerical experiments
We now give some numerical tests to illustrate our theoretical results of the previous sections. All tests were carried in MATLAB, version 6.5.0.180913a
Let x * = A −1 b be the exact solution to Ax = b and let x k be the computed approximation to x * by IR or RIR, respectively.
We report the following statistics for each iteration:
• blockwise relative forward error:
• normwise relative backward error:
• blockwise relative backward error:
• componentwise relative backward error:
Example 4.1. We produced the n × n matrix A and the vector b(n × 1) with the following MATLAB code: The command ones(m,n) produces an m × n matrix of ones, and the command pascal(n) produces an n × n matrix from Pascal's triangle, and magic(n) is an n × n matrix constructed from the integers 1 through n 2 with equal row, column, and diagonal sums.
The solver x 0 = S 0 (b) computes the approximation x 0 to the exact solution x * of the system Ax = b with the following MATLAB code:
x0=A\b; % Gaussian Elimination with Partial Pivoting x0=x0+1.1e-3*norm(x)*ones(n,1);
We partition A(n × n) as follows
where A 11 (m × m), with 1 ≤ m ≤ n.
The matrix A −1 in Ω = µ(A −1 µ(A) was computed by the MATLAB command inv.
The results are listed below. These numerical results indicate that k-fold iterative refinement is very 
