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Abstract 
This paper proposed an improved partition coefficient (IPC) index by turning two disadvantages of 
partition coefficient (PC) index into advantages. Comparisons between IPC index and PC index and two 
existed cluster validity indexes are conducted on four real data sets. Experimental results show that IPC is 
able to identify the cluster number underlying the data set in the case that PC index is unable to do and 
outperforms the two existed cluster validity indexes. 
© 2011 Published by Elsevier Ltd. 
Selection and/or peer-review under responsibility of ICAE2011. 
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1. Introduction
Bezdek proposed the partition coefficient (PC) that measures the amount of overlap among clusters [1].
The range of values for PC is [1/c, 1], where c is the cluster number. The closer to unity the PC, the 
smaller the sharing of the vectors in data set X among different clusters. The closer the value of PC to 1/c, 
the fuzzier the clustering is. A value close to 1/c indicates that either X possesses no clustering structure 
or the adopted clustering algorithm failed to unravel it [2]. 
A disadvantage of PC index is that it exhibits a dependence on c with a trend to decrease, as c 
increases. Thus, when it is employed to identify the number of clusters, one has to seek significant knees 
for PC in the plot of the index versus c. Moreover, it is also sensitive to the fuzzifier m of fuzzy c-means 
clustering algorithm. It can be shown that as 1m , PC gives the same values for all c’s, that is, it is 
unable to discriminate between different values of c. On the other hand, as , PC exhibits the 
most significant knee at c=2 [3]. 
m
The above disadvantages of PC may result in multiple significant knees in the plot of PC versus c 
when PC does not decrease strictly as c increases, and no significant knee in the plot of PC versus c when 
PC decreases strictly as c increases. Thus, users are hard to determine the number of clusters in these 
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cases. PC index is simple and easy to compute. If its disadvantages can be avoided, it may be a good 
cluster validity index for identifying the cluster number.  
This paper devotes to overcoming PC’s disadvantages by turning them into advantages. Experiments 
show that PC decrease sharply as c increases when the fuzzifier m grow bigger. Thus, the sensitivity of 
PC to the fuzzifier m can be utilized to turn PC index into a strict decreasing function of c. When the 
cluster number grows from c to c+1 and c+1 to c+2, respectively, the differences PC(c)-PC(c+1) and 
PC(c+1)-PC(c+2) may be different. PC(c)-PC(c+1) is often bigger than PC(c+1)-PC(c+2) when c is small, 
while c is big it becomes smaller. That is, the difference PC(c)-PC(c+1) decreases as the cluster number c 
increases. To measure the characteristics of PC(c), the variance rate of PC(c), r(c→c+1)=100*(PC(c)-
PC(c+1))/ PC(c), is introduced. The difference between two successive variance rates of PC(c) is defined 
as a new cluster validity index. It is expected that there is an integer k satisfying that r(k-1→k)-r(k→k+1) 
is the biggest of all with respect to the cluster numbers c’s. This integer k may be an indicator of optimal 
number of clusters underlying a data set. The new cluster validity index overcomes PC’s disadvantages 
by turning the decrease tendency of PC into an indicator of the optimal cluster number.  
  This paper is organized as follows. In the next section an improved PC index is proposed. Numerical 
experiments are given in section III. Conclusions and discussions are given in section IV. 
2. An improved partition coefficient index 
Let be a set of data in l-dimensional space. NxxxX ,,, 21    NcijuU  represents the fuzzy 
partition matrix of X, where uij is the membership degree of data xj in cluster I, c is the cluster number. 
The partition coefficient is defined as 
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Supposing that PC(c) is a decreasing function respective to c. we define the rate of variance of PC as 
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The big value of  1 ccr means that dividing X into c clusters is very different from dividing X 
into c clusters, and it is more possible to divide X into c+1 clusters than to divide X into c clusters. 
Comparison between  ccr 1 and  1 ccr
 1
may give a hint of the optimal cluster number 
underlying X. If is big and cc 1 r  ccr
 cc 1
is small, dividing X into c-1 clusters is very 
different from dividing X into c clusters while dividing X into c clusters is not different from dividing X 
into c+1 clusters. That is, it is more possible to divide X into c clusters than to divide X into c-1 and c 
clusters Thus, the difference between  andr  1 ccr may be an indicator of the optimal 
cluster number underlying X. Based on the above analysis, the improved PC index is defined as 
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The big value of IPC(c) may be resulted from big  ccr 1 and small  1 ccr , so it is more 
possible to divide X into c clusters than to divide X into c-1 and c clusters. The optimal cluster number 
copt underlying X is obtained from 
                                                                                                        (4)   cIPCc ccopt max2maxarg  
Where cmax is the maximum of cluster number. 
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The definition of IPC(c) index is based on the assumption that PC(c) index is the decreasing function 
of c. In fact, PC(c) index only exhibit a dependence on c with a trend to decrease as c increases. This does 
not ensure that     2121 , cccPCcPC 
  212 , cccPC
always holds for any data set. The sensitivity of PC to the 
fuzzifier m of fuzzy c-means clustering algorithm (FCM) [4] implies that the adjustment of m may result 
in  1cPC  for a given data set. In the sequel, we describe an algorithm that employs 
IPC(c) index and FCM to determine the number of clusters underlying X. 
Algorithm 1 The pseudo of the algorithm determining the optimal cluster number underlying X
 
m=1; 
termination term 1 ; 
while 0  
  m= m +1; 
  for c=2:cmax 
FCM generates a fuzzy clustering    
Ncij
ucU  of X; 
Compute the value of PC(c) index using U(c); 
End for 
Examine whether PC(c) is a decreasing function of c. if it is true, 0 ; 
End while 
Compute IPC(c) using PC(1)=1, PC(2), …, PC(cmax) for c=2, 3, …, cmax-1; 
The optimal cluster number is obtained from formula (4); 
3. Experiments 
In the following experiments FCM [4] is employed to partition the data set. The Computational 
Protocols for FCM is: convergence term ε=0.0001, maximum number of iterations=100. The initial 
cluster center of FCM is derived from the cluster center initialization method using k-d-tree [5]. The 
fuzzifier m is automatically selected by Algorithm 1. Four real data sets, monks_1[6], SPECTF [6], sonar 
[7], lymphography [6], are employed to test IPC. Algorithm 1 automatically determine m=2 for four data 
sets. The comparison between PC and IPC is conducted over four data sets. The comparative results are 
pictured in Fig.1-4, in which the red circle corresponds to the optimal cluster number identified by IPC. 
These figures show that for four data sets, IPC index correctly identifies the cluster number, while PC is 
unable to do. Because PC decreases strictly as c increases when m=2 and no significant knee indicates the 
optimal cluster number. We also compare IPC with other two indexes, fpbm [8] and xb [9] over the real 
data sets whose attributes are listed in Table 1. Comparative results in Table 1 show that IPC outperforms 
fpbm [8] and xb [9] in the experiments, for both fpbm [8] and xb [9] fail to identify the cluster number for 
four data sets while IPC succeeds to do. 
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Fig.1 the plot of IPC versus c over monks_1; Fig.2 the plot of IPC versus c over SPECTF 
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Fig.3 the plot of IPC versus c over sonar;Fig.4 the plot of IPC versus c over lymphography 
Table 1 the attributes of data sets and comparative results 
attributes 
Data set Real cluster number dimensi
on 
siz
e 
IP
C 
fp
bm    
x
b 
monks_1 2 6 43
2 
2 3 1
7 
SPECTF 2 44 26
7 
2 6 1
4 
sonar 2 60 20
8 
2 10 9 
lymphograp
hy 
4 18 14
8 
4 12 5 
4. Conclusions 
PC index has two disadvantages, exhibiting a trend to decrease as the cluster number increases and 
being sensitive to the fuzzifier , that prevent it from correctly determining the cluster number underlying 
the data set. Making use of the sensitivity of PC index to the fuzzifier, PC index is transformed into a 
strictli decreasing function respect to the cluster number by automatically adjusting the fuzzifier. Then we 
compute the decreasing rate of PC index as the cluster number increases. The difference between two 
successive decreasing rates of PC index is defined as the improved PC index that is employed to indicate 
the optimal cluster number. Experiments on four real data sets show that IPC is preferable to PC index 
and two existed cluster validity indexes. 
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