A Random Geometric Graph (RGG) ensemble is defined by the disordered distribution of its node locations. We investigate how this randomness drives sample-to-sample fluctuations in the dynamical properties of these graphs. We study the distributional properties of the algebraic connectivity which is a graph property linked to diffusion and synchronization timescales. We use numerical simulations to provide the first characterisation of the algebraic connectivity distribution for RGG ensembles. We find that the algebraic connectivity can show fluctuations relative to its mean on the order of 30%, even for relatively large RGG ensembles (N = 10
I. INTRODUCTION A. Motivation
Networks frequently show spatial or metric structure where nodes possessing similar attributes are more likely to share a connection [1, 2] . A general framework for modelling networks where edge formation is dependent on continuous node attributes is the Soft Random Geometric Graph [3] [4] [5] or Spatially Embedded Random Network [2] . In these models node positions, X i , for i = 1, ..., N are sampled in some chosen domain, D, according to some distribution P (·). Connections between nodes are then drawn independently with a probability which is a function of their Euclidean distance. This is typically expressed via some connection probability function f (r) which specifies the probability that two nodes separated by a distance, r, are connected.
Models of within this class have been used in a diverse range of applications including: social networks [6] [7] [8] , wireless communications networks [4, 9, 10] , spatially constrained networks in the brain [11, 12] and transport networks [13] . However, in practice, the amount of information that we posses about the graph structure can vary significantly. For example, in some cases, we might posses microscopic data about individual nodes, such as, geographic locations [7, 8] or socio-economic coordinates [14] of people or organisations in a social network. In other cases we may possess coarse-grained data describing the density of individuals. For instance, population density contained within census data which has been used as an input for models of social networks [15, 16] and transportation networks [13] . Furthermore, even when we do not possess data about individual nodes, we can often obtain their relative positions in some latent embedding space [17] . In fact, it has been found that many complex networks can be well represented by embedding the nodes in a hyperbolic space [18] [19] [20] .
We can expect higher levels of detail to be more costly: in social networks, conducting a survey to obtain microscopic details about individuals will carry some cost, whereas census data containing distributions of individuals traits across populations may be freely available. In a particular situation it becomes relevant to ask: what level of information do we need to know about the node attributes in order to determine the structural or dynamical properties of the network to the desired degree of accuracy? In this paper we answer the above question by studying ensemble variability in spatial network ensembles. By ensemble variability we refer to the degree to which different graphs drawn from the same random graph ensemble vary in their structural and dynamical properties.
The choice of f (r) varies widely between different applications [7, 8, 11, 12] . We focus on the case of the Random Geometric Graph (RGG) for which two nodes i and j are connected if |X i − X j | ≤ R (Figure 1 ). Studying ensemble variability in RGGs allows us to characterise how randomness in the node locations influences variability in the structural and dynamical properties of the network. This in turn allows us to identify the level of knowledge (e.g node distribution or precise knowledge of node locations) required to make accurate predictions of structurally and dynamically relevant properties.
B. Problem Setup
Suppose we are interested in a network property, q. For a particular random geometric graph ensemble q will be a random variable with an expected value E(q), standard deviation σ(q) and distribution P q (q). Given P (·) 2 with R = 0.082 (left) and 2D Gaussian node distribution in R 2 with unit variance and zero mean with R = 0.281 (right).
FIG. 2. Figure illustrating how ensemble variability of a graph
property, q, relates to our ability to be able to estimate it to within some threshold value, . Case 1 shows an example where the ensemble variability of q is much smaller than the desired precision, . Case 2 illustrates the case where the ensemble variability of q is much larger than the desired precision. In the former case it will be possible to make estimates of the true value of q to the desired precision by taking the value of q from any graph sampled from the ensemble.
R it is possible to draw representative members from the ensemble in order to estimate q. For some RGG ensembles, we may also be able to estimate E(q) analytically given knowledge of the node distribution and connection radius.
Suppose the true value of q for a graph is given by q * . In practice we may want to predict the value of q for a particular RGG to within some threshold ie. the predicted valueq satisfies:q ∈ [q * + , q * − ]. Whether this is possible given knowledge of P (·) alone will depend on the standard deviation of the distribution of q. For example, there are two limiting cases (See Figure 2 ):
1. Case 1: If σ(q) << , the vast majority of values of q sampled from P q (q) will lie within the desired region. As a consequence, a sensible guess for q * could be made by taking E(q).
Case 2:
If σ(q) >> , then samples from the distribution P q (q) are likely to be uninformative of the value of q * for the particular graph.
In the later case knowledge of the set of node positions X = (X 1 , X 2 , ..., X N ) will be of utility since it will allow us to generate a network for which we can compute q.
The particular choice of is subjective and depends on the application. In this work we investigate the case where ≈ E(q), that is, we are interested in when it will be possible to predict q to within a threshold determined by the length scale of the mean of the distribution.
Given the above choice of , a relevant metric to study when comparing the typical width of P q (q) for different network ensembles is the coefficient of variation (CV). The CV is defined as the standard deviation of a distribution divided by its mean: CV (q) = σ(q) E(q) . If CV (q) ≈ 0 then E(q) will be sufficient to predict q for most ensemble members. In contrast, if CV (q) is relatively large, then knowledge of E(q) will not be sufficient in order to make precise predictions about the value of q for a particular ensemble member.
The notion of whether a network property is wellrepresented by its mean across random network ensembles has been studied in the past in [21] and [22] . They refer to a property which can be well represented by its ensemble average as being ensemble averageable. They studied the degree to which certain spectral properties of networks are ensemble averageable in scale-free and real world network ensembles. Technically speaking, a property is ensemble averageable if σ(q) remains finite in the thermodynamic limit. However, since most real world networks are large but finite we instead focus on identifying cases where CV (q) remains large (for example fluctuations on the order 5 − 10% at least) for the ranges of N studied.
C. The Algebraic Connectivity
Networks can be studied via the adjacency matrix, A, for which A ij = 1 if nodes i and j share an edge and 0 otherwise, and the Laplacian matrix, L, which has elements L ij = δ ij j A ij − A ij . The smallest non-zero eigenvalue of this matrix, µ 2 , is commonly known as the algebraic connectivity. This quantity is connected to both dynamical properties such as the characteristic timescale of diffusion [23] and synchronizability [24, 25] as well as a metric of how difficult it is to partition the network into two components [26] . In the study of wireless communications networks, the algebraic connectivity is related to the time required for linear consensus algorithms to run to completion and their total energy consumption [27] [28] [29] . As a consequence, there are numerous cases in which we might want to estimate the algebraic connectivity of large networks.
The algebraic connectivity of RGGs has been studied in [30] where they find a bound on its value in terms of the number of nodes and the domain size. In addition, in [28] they derive an analytic approximation for the algebraic connectivity of 2d RGGs with periodic boundary conditions. However, to our knowledge, there have been no studies of the distribution of µ 2 values, P(µ 2 ), in RGG ensembles with fixed parameter values. We will also consider the effect of varying the spatial dimension of the system as many complex networks, such as large scale social networks, can be represented using a moderate number of dimensions [31] .
The algebraic connectivity distribution has been studied in [22] for network ensembles modeled on real world networks and in [32] for stochastic block models. In both cases it is reported that the distribution of values can be 'broad' or of high variance. However, neither study addresses the question of how the width and form of P(µ 2 ) depends on the parameters of the random graph model.
The eigenvalue spectra of the adjacency matrix for RGGs has been studied in [33] [34] [35] . In the former case they show that the spectrum shows some universal features also seen in the spectral distributions of other random network models, while in the latter it is shown how the spectral properties can be related to the frequency of occurrence of certain subgraphs (also known as motifs) in the network. However, no research so far has focused the distributions of individual eigenvalues in RGGs which is the subject of the present manuscript.
The algebraic connectivity is inversely proportional to the characteristic timescale of linear diffusion [23] and related to the timescale of synchonization [24, 25] . As a consequence, we might expect it show some covariation with network properties which measure the typical separation between network nodes. The average shortest path length, L, is defined by:
where d(i, j) is the shortest path between nodes i and j and V is the set of vertices in the network. We might also expect the minimum degree of the graph, κ min , which is known to be informative of µ 2 in Erdős-Rényi (ER) random graphs [36] . L is distinct from κ min since the former tell us about the global structure of the network, while κ min is a local property relating to the single node with fewest links. Furthermore, L is obtained by averaging over all node pairs, while κ min is obtained by taking the most extreme value of the distribution of degrees for a particular graph. The algebraic connectivity of a disconnected graph is equal to zero. In this work we will consider the value of µ 2 for the largest connected component (LCC) of the graph. The values of other graph properties (e.g κ min and L) will also correspond to those for the LCC unless otherwise specified.
In some of the following sections we study the covariation between µ 2 and the other network properties. This can be quantified by computing Spearman's rank correlation. This metric measures the extent of the monotonic correlation between two variables. We will denote the Spearman correlation between two variables X and Y as ρ(X, Y ).
D. Summary of Results
In this paper we show that CV (µ 2 ), which measures the fluctuations in µ 2 relative to the ensemble mean, can become large (> 0.3) in several regions in parameter space. This implies that the µ 2 of a typical graph may not be well represented by the corresponding ensemble mean. We consider the effect of varying the parameters: N , the number of nodes, κ the average nodal degree and d, the embedding dimension, on the statistical properties of µ 2 . We control the connectivity of the system in terms of a parameter C = κ log(N ) (this choice of scaling is motivated in section II). We find that CV (µ 2 ) shows a non-trivial dependence on the system parameters. For example, it can show non-monotonicity with respect to the values of C (or κ), N and d.
We have identified five leading factors which can drive fluctuations in µ 2 . In RGGs with uniform node distributions CV (µ 2 ) can increase due to: small system size, sampling from ensembles with κ values below the connectivity threshold, fluctuations in κ min and variability in the number of low degree nodes. The choice of boundaries of the embedding domain can also have an impact on the structural properties of the graph, which can in turn lead to larger values of CV (µ 2 ). For RGGs with Gaussian distributions of nodes the value of CV (µ 2 ) is significant for a wide range of parameter values. In this case we demonstrate that the fluctuations in µ 2 due to the chance occurrence of weakly connected subgraphs.
In addition to investigating ensemble variability of µ 2 , we also provide an analytic formula for the E(µ 2 ) in RGGs in [0, 1] d with periodic boundary conditions for arbitrary d. This is an extension of the work in [28] . We show that the formula derived provides a good approximations for the algebraic connectivity of RGGs for finite N .
The remainder of the manuscript is laid out as follows. In section II we discuss the methodology used to generate RGGs with a fixed mean degree and the computation of eigenvalues for large matrices. In section III we explore how E(µ 2 ) and CV (µ 2 ) vary as a function of the system parameters in different RGG ensembles with uniform node distributions. Section III C explores the network structural features that drive fluctuations in µ 2 . In section IV we analyse the factors driving sample-tosample fluctuations in RGGs with Gaussian node distributions by considering the properties of the eigenvector associated with µ 2 . Finally, section V provides a discussion of the results and their implications for the utility of knowing node locations in spatial networks. In order to compare different RGG ensembles it is helpful to be able to specify the mean degree of the ensemble. In this section we assume that node positions lie in the domain [0, 1] d with either solid or periodic boundaries. In the high density limit the mean degree of the network can be computed by estimating the number of points which fall within the connection radius of a randomly chosen node. For the case where the domain of interest is of unit volume the probability of some node j falling within the connection radius of a node i is given by the volume of the ball of radius R in d dimensions. Multiplying this quantity by the number of remaining nodes in the network gives us an estimate for the mean degree of the form:κ
Inverting this formula allows us to obtain an approximate expression for the connection radius required to generate RGG ensembles with true mean degree, κ, in d dimensions for a network with N nodes:
This approach works well in practice for RGGs with periodic boundary conditions. However, for RGGs generated in [0, 1] d with solid boundaries the true mean degree of the ensemble, κ, will in general be lower than the value of κ due to the presence of isolated nodes at the boundaries. In theory it is possible to compute the radius required to obtain a given expected mean degree using techniques described in [4] and [37] . However, this problem becomes analytically intractable for higher dimensional systems as the number of boundary, edge and corner terms in the integration will increase dramatically. Consequently, we must rely on a different procedure to generate RGGs with the desired mean degree for the solid boundary case.
Equation (3) can also perform poorly for higher dimensional systems with periodic boundaries. If R > 0.5 for a node embedded in [0, 1] d then the connectivity radius will cross over the periodic boundary and overlap with itself. As a consequence, the volume contained within the 'ball of connectivity' will be smaller than that required to obtain the desired mean degree. For small d this is not usually an issue since we require a large value of κ for the wrap-around effect to occur. However, for the case of higher dimensions, this wrap-around effect can occur for RGGs with relatively small mean degrees. For example, if we take N = 10 4 , κ = 20.0, d = 15 then using (3) gives R ≈ 15.8 which indicates that the 'ball of connectivity' can wrap-around the periodic domain multiple times despite only filling only a very small fraction of the entire volume.
Estimation of required radius via sampling from the distance distribution. Given the above it is necessary to have a systematic approach that allows us to identify values of R which correspond to desired choices of κ. In order to do this we use a method which relies on fixing the number of edges in the network (a similar approach is used in [38] ). The mean degree of a network is related to the number of edges, E, by:
Given a set of points X 1 , X 2 , ..., X N in some domain we can compute a sorted set of pairwise Euclidean distances:
. To generate an RGG with E edges we require that at least E pairs of nodes lie within a Euclidean distance R of each other. Consequently, the connection radius required to generate a graph containing E edges will satisfy the inequality:
Choosing a value of R which falls within this range will allow us to construct an RGG with a mean degree of κ for the specified set of positions.
Choosing the connection radius based on the distance distribution allows us to generate an RGG with the desired mean degree without having to explicitly generate the graph first. This approach also has the advantage that it allows us to identify the desired value of R for any choice of domain or node distribution for which we can compute pairwise distances.
Subsampling approach for larger networks. For a network containing N nodes we must store an array of
pairwise distances. This will become computationally infeasible for large N . Consequently, for a given N and κ we estimate R by drawing a smaller sample from the node distribution of M = 1000 positions which gives us access to an array of 499, 500 samples from the distribution of distances. Given this we can approximate the connection radius with:
where x denotes the floor function and E = 2E N (N −1)
and we have ordered the distances according to their size. We have used numerical simulations to confirm that the above methodology produces RGG ensembles with mean degrees close to the desired mean degree.
For the remainder of this paper we will report the parameter κ used as an input to generate the mean degree as opposed to the empirically observed mean degrees of samples. We choose this as the observed ensemble mean degree will be slightly different for each graph drawn from an RGG ensemble. However, for sufficiently large sample size the ensemble mean will lie very close to the actual value.
Percolation and Connectivity. Consider an RGG in some domain D with fixed, d, N and some choice of P (·). As we increase κ we will observe two significant transitions. For small κ, RGGs sampled from the ensemble will consist of small disconnected clusters of nodes. Once we pass a certain threshold we will find that a macroscopic fraction of the nodes lie within the largest connected component (LCC) of the graph. The transition to this regime is commonly referred to as the percolation transition. If we increase κ further we will eventually reach a point where all nodes lie within the LCC with high probability. We will refer to such a graph as being connected. The dominant contribution to the connectivity probability in RGGs comes from single isolated nodes [37] . As a consequence, the value of κ required to achieve connectivity is highly sensitive to the shape of the domain and presence of boundaries.
In order to achieve connectivity in RGGs the value of κ must be scaled logarithmically with N [39] . This can be achieved by setting:
where C is a positive constant. The connectivity threshold in the large N limit is C = 1. Therefore, graphs with C > 1 are highly likely to be connected, while those with C < 1 are most likely to be disconnected. Tuning C allows us to specify how far above the threshold of connectivity a given graph ensemble is. The majority of ensembles studied in this paper are such that the number of nodes in the LCC, N LCC , is equal to or close to N . We take this as justification for reporting the parameter N rather than N LCC for the majority of results. The exception to this is when C < 1, in which case we will observe fluctuations in N LCC . This effect is discussed briefly in III C.
B. Simulation Methodology
RGGs were generated using code in the Python programming language. Adjacency matrices for the graphs were stored in sparse matrix formats. A significant speed up in the procedure used to generate RGGs was obtained by using the Cython package for Python. In addition to this, efficient computation of nearest-neighbour distance was implemented using a KD-Tree based data structure for storing the node positions. Using this methodology it was possible to efficiently draw adjacency matrices for RGGs with sizes of up to N ≈ 10 5 . The eigenvalues of large sparse Laplacian matrices were computed using functions from the ARPACK toolbox in the Python programming language [40] .
III. ENSEMBLE AVERAGEABILITY OF THE ALGEBRAIC CONNECTIVITY
In this section we explore how E(µ 2 ) and CV (µ 2 ) vary as a function of the system parameters for different RGG ensembles. We consider three distinct RGG ensembles: 3. Gaussian Node Positions: Node positions drawn from bivariate Gaussian density:
on R 2 .
The motivation for considering periodic RGGs is that they are often studied as a means of making the mathematics more analytically tractable by removing boundary effects (for example in [28] ). Comparing periodic and solid boundaries allows us to understand when boundaries are important in determining network properties. Studying the case of Gaussian RGGs has two motivations. Firstly, it allows us to understand how nonuniformity in the node locations effects the network properties, and secondly, spatial networks with Gaussian distributed node locations have been studied in the case of latent position inference [41] meaning that any results obtained will be practically applicable.
A. Behaviour of E(µ2)
The value of E(µ 2 ) is informative about how well connected the graph is as a whole. An analytic approximation for E(µ 2 ) is derived in [28] for RGGs with node position in [0, 1) 2 with toroidal boundary conditions. In Appendix B we extend this approach to the case of general d in order to obtain an approximation of the form:
where J α is a Bessel function of the first kind of order α. This approximation holds for the case of N → ∞, however, as we show below, it provides a good approximation to the behaviour of E(µ 2 ) for the case of finite N . Higher dimensional RGGs have similar properties to ER graphs [42] . In [36] they derive the mean and variance of P(µ 2 ) for ER networks by approximating µ 2 by κ min . This motivates us to compare the values of µ 2 observed to the ensemble mean value of the minimum degree, E(κ min ). Figure 3 shows the behaviour of E(µ 2 ) as a function of d. Also shown is the behaviour of E(κ min ) for the corresponding graph ensembles as well as the predictions of E(µ 2 ) made based on equation (3) of [36] and equation (9) .
For RGGs with periodic boundaries, as d is increased for fixed N and κ, we observe an increase in the value of E(µ 2 ) from an initially small value to one which approaches E(κ min ). In this regime, both the analytic approximation of [36] and that from equation (9) for the same ensembles (green crosses and cyan triangles) and theoretical predictions of µ2 made using (9) (blue stars). For periodic RGGs the simulated value of E(µ2) as a function of d closely matches that of the theoretical prediction obtained using equation (9) . For larger values of d both of these values approach the observed value of κmin and appear to be bounded by the theoretical value of E(κmin) for ER graphs (purple circles). For solid RGGs the observed value of E(µ2) (red squares) is well approximated by the observed value of E(κmin) (cyan triangles). Results are averaged over 200 simulations. Error bars are smaller than the symbol size.
used to approximate the value of µ 2 . For RGGs with solid boundaries the algebraic connectivity is typically much lower than for the periodic case. Despite this, we see that in higher dimensions the behaviour of E(µ 2 ) for RGGs with solid boundaries is also well approximated by the estimated value of E(κ min ).
The results shown in Figure 3 demonstrate that the average value of µ 2 can be accounted for by κ min in higher dimensional RGG ensembles. In this regime it is also possible to account for the fluctuations in µ 2 across the ensemble by considering the fluctuations in κ min . Figure  4 shows scatter plots of µ 2 , L with the points coloured according to the κ min of the graph for RGGs with N = 10 4 . This illustrates that different factors can drive samplesample fluctuations in µ 2 for RGG ensembles in different dimensions. In lower dimensional systems, fluctuations in L can be important, while in the case of higher dimensional systems (Figure 4c ) the value of µ 2 for a particularly graph is determined almost entirely by its minimum degree. The factors which influence the variability in µ 2 are the topic of the next section.
B. Behaviour of CV (µ2)
We now consider how the size of the fluctuations in µ 2 , measured using CV (µ 2 ), vary as a function of the system parameters. Figure 5 shows heat plots of CV (µ 2 ) as a function of the network size, N and scaling parameter, C, for different RGG ensembles. The dependence on of CV (µ 2 ) on the system parameters appears to vary significantly between the different RGG ensembles. The results shown in figure 5 are all for the case where C > 1. This threshold does not necessarily ensure full connectivity in RGGs with solid boundaries, however, in practice, we have observed N LCC ≈ N for the results presented in Figure 5 .
We now briefly discuss the effect of the different parameters on the behaviour of CV (µ 2 ). From Figure 5 it is clear that the effects of the different parameters cannot necessarily be treated in isolation and that rich phenomena are observed. Nevertheless, we observe the following broad trends:
1. Effect of System Size, N . For small values of N , CV (µ 2 ) decreases with system size. This result agrees with our initial intuition as we expect the properties of a system to be better represented by the ensemble mean as the system size increases. However, for N > 10 4 we observe that CV (µ 2 ) begins to increase. An explanation for this initially surprising result is presented in section III C.
2. Effect of the mean degree, κ. The effect of varying the connectivity of the graph is encoded either in the mean degree κ or C. In the majority of cases we observe that increasing κ or C leads to a decrease in CV (µ 2 ). The exception to the this can occur when C ≈ 1. For example, for periodic RGGs with d = 10 ( Figure 5c ) we observe non-monotonicity in CV (µ 2 ) as a function of C for fixed N indicating that the statistical properties of the graph ensemble can be sensitive to the choice of average degree. We also observe similar non-monotonicity for the solid boundary case (Figure  5f ), however, this occurs at much larger values of C.
3. Effect of boundaries and dimensionality. For RGGs with periodic boundaries increasing d makes the resulting graphs more 'ER-like' [42] . The result of this is that fluctuations in µ 2 are governed by those in κ min . This appears to lead to an increase in CV (µ 2 ) with d.
Adding solid boundaries to RGGs in [0, 1] d decreases the connection probability for nodes close to the edge of the domain. The result of this is that graphs within the ensemble will typically have a smaller value of κ min . This effect makes little difference to the results for the case of d = 2 (Figures 5a and 5d) , however, it is important in higher dimensions. In both cases increasing d leads to an increase in the range of values with large CV (µ 2 ). Although, this increase is more significant for RGGs with solid boundaries. 
C. Structural Factors Influencing CV (µ2)
In the preceding section we found that CV (µ 2 ), which measures the fluctuations in µ 2 relative to the ensemble mean, can become large in several regions of parameter space. We have identified four factors which can drive fluctuations in µ 2 for RGGs with uniform node distributions. We will treat these factors in isolation, however, it should be noted that there are some regions in parameter space where they can co-occur. These factors are:
Small System Size. We observe that CV (µ 2 ) increases as N → 0. This coincides with large fluctuations in many other graphs properties due to the small system size. The presence of these fluctuations reflects the fact that smaller systems are inherently more noisy.
Connectivity Effects. As C is decreased for fixed N the mean degree of the corresponding RGG ensemble will also decrease. Figure 6 illustrates how the CV of µ 2 , L and N LCC behave as the value of C is reduced below the connectivity threshold. All of the CVs increase significantly for values of C below 1, however, CV (µ 2 ) clearly begins to increase before this point. This indicates that the presence of more low degree nodes in the system can be important for driving fluctuations in µ 2 . Figure 6b shows the behaviour of Spearman correlations ρ(µ 2 , L) and ρ(µ 2 , N LCC ) behave as a function of C for 2d periodic RGGs. ρ(µ 2 , L) is negative and large in magnitude. The most negative values of ρ(µ 2 , L) coincide with the increase in CV (L) in 6a indicating that large fluctuations in µ 2 coincide with those in L when C is small. ρ(µ 2 , N LCC ) is smaller in magnitude for larger values of C, however, it becomes significant for lower values of C where the size of the LCC in the RGG can fluctuate significantly.
Fluctuations in κ min . In section III A we observed that µ 2 ≈ κ min in higher dimensional RGGs (Figure 4) , which demonstrates that sample-to-sample fluctuations in κ min can drive those in µ 2 . Figure 7 shows CV (κ min ) and ρ(µ 2 , κ min ) as a function of N and C for the parameter range studied in 5.
For periodic RGGs (Figures 7a, 7b and 7c) , CV (κ min ) is largest when C = 1.5. This corresponds to the case when κ min only takes a few small values (for example we may have κ min ∈ {1, 2, 3}). In this case the fluctuations in κ min relative to its mean will be large. For C = 1 we observe that CV (κ min ) is either small or zero. For this value of C either all or most of the sampled RGGs will have κ min = 1. For solid RGGs (Figures 7e, 7f and 7g ) CV (κ min ) is equal to zero for smaller values of C but is relatively large for large values of C. The former case corresponds to RGG ensembles where κ min = 1 for all graphs.
µ 2 and κ min become highly correlated for different parameter values in different RGG ensembles (Figures 7g-7l) . The observed correlation is generally more significant for higher dimensional RGG ensembles, however, we also Figure 6a shows CV (µ2), CV (L) and CV (NLCC ) and 6b shows ρ(µ2, L) and ρ(µ2, NLCC ). Also shown (inset) is the fraction of nodes in the LCC as a function of C. We note that the CV begins to rise before we reach the connectivity threshold at C = 1. Standard errors in the estimates of CV (µ2) were computed using (A1) (see Appendix A). Error bars in ρ represent 95% confidence intervals obtained via bootsrapping. Each data point is computed from 100 samples from the corresponding RGG ensemble. Plot showing CV (κmin) (7a-7f) and ρ(µ2, κmin) (7g-7l) as a function of N and C for the same parameter range as that in Figure 5 . Large values of CV (κmin) are found for RGGs where the typical value of κmin is small. For periodic RGGs this occurs when C > 1 but not for C ≈ 1 where the majority of RGGs drawn from the ensemble have κmin = 1. For solid RGGs the region in parameter space where CV (κmin) ≈ 0 is much larger due to an increased probability of generating low degree nodes close to the boundary. The presence of these regions accounts for for the non-monotonicity in CV (µ2) observed previously (see 5c and 5f). ρ(µ2, κmin) is typically larger for higher dimensional systems, which is in agreement with our expectation that µ2 ≈ κmin for these graphs (see Section III A). However, we also observe an increase in the value of ρ(µ2, κmin) with N for the case of d = 2. Each data point corresponds to 250 samples from the corresponding RGG ensemble. Figures (7g-7l ) are observed to be relatively noisy since some κmin values occur rarely meaning that ρ(µ2, κmin) cannot be estimated precisely.
observe an increase in ρ(µ 2 , κ min ) as a function of N for the lower dimensional case. This latter result is not immediately intuitive as we expect the diffusion timescale in low dimensional RGGs to be dominated by spatial diffusion across the domain. In this case we would not expect the presence of a single weakly connected node to have a significant impact on the overall diffusion timescale. However, we can explain this effect in terms of density fluctuations (see the next remark) Density Fluctuations in Large RGGs. For 2d RGGs we see an increase in CV (µ 2 ) with N . As shown above we find that ρ(µ 2 , κ min ) increases with N . However, for RGG ensembles with N ≈ 10 5 we find that ρ(µ 2 , κ min ) 0.8, which indicates that larger values of CV (µ 2 ) for large 2d RGGs cannot entirely be accounted for by large values of CV (κ min ).
Two particular draws of X from a uniform distribution of nodes may contain more or less highly clustered or dense regions. Since N is fixed, an excess of nodes in dense regions will in turn leave space for more sparse regions containing fewer nodes. Consequently, two particular draws of X may be more or less inhomogeneous. The degree of this inhomogeneity will have an impact on the graph structure. For example, we might expect a graph containing more 'holes' to have a much longer typical timescale of diffusion and hence a smaller value of µ 2 .
We can quantify this effect on the corresponding RGG by considering the number of nodes with a particular degree K, which we denote by N K . If N K is larger than average for either small or large values of K then the corresponding node distribution will be more inhomogeneous. The total number of nodes in the graph is fixed so we will have ∞ K=1 N K = N LCC . We can quantify the excess in (or deficit in) the number of nodes with low degree by considering:
If Σ Nκ is larger than its average value there will be an excess number of low-degree nodes in sparse regions of the domain, and also an excess of high degree nodes in dense clusters. The division by N in front of the summation allows us to keep track of the number of nodes with low degrees as a fraction of the total number of nodes. For RGGs with uniform node distributions the degree distribution is asymptotically Poisson. Given this it is possible to derive the distribution of the N K 's. If P K is the probability of drawing a node with degree K then the N K 's will be binomially distributed random variables with mean N P K and standard deviation σ N K = N (1 − P K )P K . P K will be a the probability density of a Poisson distribution with parameter κ = C log(N ). From this it is possible to find that:
for large N . This function diverges as N → ∞ indicating that we expect fluctuations in N K relative to their mean to increase. Figures 8a and 8b show how |ρ(Σ Nκ , µ 2 )| and CV (Σ Nκ ) behave as a function of the system parameters for periodic RGGs in [0, 1] 2 . |ρ(Σ Nκ , µ 2 )| increases from a value close to 0 to 1 as N is increased which demonstrates that inhomogeneities in the node density play an important role in determining the value of µ 2 in larger RGG ensembles. We also see a corresponding increase in CV (Σ Nκ ) as the system size is increased. This suggests that, for any two RGGs drawn from large RGG ensembles, the proportion of nodes with low degree can vary significantly. For example, for the ensemble with N = 10 5 , C = 2 we observe that σ(Σ Nκ ) ≈ 0.12 indicating that it is not unusual the number of nodes in the graph with degrees lower than κ can increase (or decrease) by 12% of N . The observed increase in CV (Σ Nκ ) is consistent with the prediction made for the fluctuations in individual N K values in (11) .
Relationship between Σ Nκ and κ min . The density fluctuation effect offers a more intuitive explanation for the correlation between µ 2 and κ min observed in Figures 7h and 7l. For 2d RGGs find that µ 2 << κ min rather than µ 2 ≈ κ min as in higher dimensional ensembles. However, graphs where the position set has a larger number of voids and clusters (ie. more inhomogeneity) are more likely to generate RGGs in which κ min itself is lower. Initial numerical results suggest that Σ Nκ and κ min can be strongly correlated for RGG ensembles with d = 2 with large N , although, not necessarily for higher dimensional ensembles. However, a full discussion of this effect is beyond the scope of this work.
IV. NON-UNIFORM NODE DISTRIBUTIONS A. Behaviour of CV (µ2) in Gaussian RGGs
In the previous section we explored the factors which can drive fluctuations in µ 2 for ensembles of RGGs where the distribution of points is uniform. In this section we explore how non-uniformity in the node distribution can influence the statistical properties of µ 2 . We study the properties of P(µ 2 ) for the ensemble of Gaussian RGGs in d = 2 (defined at the start of section III).
For uniform RGGs we have scaled the degree logarithmically in system size (ie. κ = C log(N )) in order to tune the connectivity of the system. In RGGs with Gaussian node locations the degree distribution is non-Poissonian [2] and this choice will no longer allow us to achieve generate connected graphs. Consequently, we consider an increased range of C values for Gaussian RGGs and confirm the that N LCC ≈ N by reporting the value of Figure 9 illustrates how CV (µ 2 ) and F LCC behave as a function of N and C for Gaussian RGGs. CV (µ 2 ) consistently takes values of 0.3 or above across the whole range of parameters studied. This level of ensemble variability is more significant than that observed in 2d RGGs with uniform node distributions (Figures 5a and 5d ). We also observe that CV (µ 2 ) decreases with N , which contrasts with the trend observed in the uniform case.
For smaller values of N the value of CV (µ 2 ) increases with C. In these ensembles it is possible to observe fluctuations in the value of κ min as it becomes possible to draw Gaussian RGGs with κ min > 1 for sufficiently large values of C. This demonstrates that fluctuations in κ min can also play a key role in driving those in µ 2 for nonuniform RGG ensembles with d = 2.
Figure 9b allows us to verify that a significant fraction (> 90%) of the nodes lie in the LCC for the range of N and C values studied. The largest values of CV (µ 2 ) occur at large values of C where F LCC ≈ 1. This demonstrates that large values of CV (µ 2 ) cannot be attributed to significant variability in the LCC size.
In the previous section we explained the larger values of CV (µ 2 ) by considering the correlation of µ 2 and other graph metrics. For most of the parameter values studied the Gaussian RGGs sampled will have κ min = 1, which means that the variability in µ 2 cannot necessarily be explained by fluctuations in the minimum degree. We now demonstrate how large values of CV (µ 2 ) in Gaussian RGG ensembles can be explained by the presence of weakly connected subgraphs occurring in these graphs. The following section explores this in terms of the eigenvector corresponding to µ 2 .
B. Variability in the Fiedler Vector
In order to understand more about the factors which influence the algebraic connectivity in Gaussian RGG ensembles we study its corresponding eigenvector, u 2 . This eigenvector is known as the Fiedler vector and has application in community detection algorithms [43] . Studying the components of u 2 allows us to identify instances of tightly knitted communities in the network.
We denote the components of u 2 as (u
. A simple heuristic for partitioning the nodes in the network into two groups is to split them according to the sign of the corresponding element of u 2 [43] , (also see [44] pg 89). That is, we assign node i to group 1 if u i 2 ≥ 0 and otherwise we assign it to group 2.
We also note that for the graph Laplacian, the first eigenvector u 1 = (1, 1, . .., 1) will be orthogonal to u 2 . From this it follows that:
Consequently, if a subset of the components of u 2 are much larger in magnitude than the majority, then one of the two groups will be smaller in size. This indicates the presence of sub-community which is only weakly connected to the majority of the nodes. We can keep track of the proportion of nodes assigned to each partition. If we let N 1 and N 2 be the number of nodes assigned to groups 1 and 2 respectively then we can define:
This quantity keeps track of the fraction of nodes assigned to the smaller group. Given that i u i = 0 a smaller value of F P will also imply localisation of a large amount of mass of the eigenvector onto a smaller number of nodes. We also consider the magnitude of the largest 
This quantity is informative about the single node which has the largest amount of mass of the eigenvector. Figure 10a shows F P plotted against µ2 E(µ2) for different RGG ensembles (where the division by E(µ 2 ) is performed so we can plot ensembles with different means on the same axis). In Gaussian RGGs the value of F P is small indicating that the smaller partition is a relatively small subgraph of the network. F P also shows some covarition with µ 2 which suggests that small weakly connected subgraphs appear with an appreciable frequency but are not guaranteed. In uniform RGGs with d = 2, F P ≈ 0.5 for all graphs drawn from the ensemble. In contrast, for d = 10, F P shows variability between 0.2 and 0.5 indicating that the size of the suggested partition fluctuates considerably. can fluctuate between values close to zero and close to one. Comparing Figure 10b with 4c shows that the modes in P(µ 2 ) corresponding to κ min = 1, 2, 3 correspond to the eigenvector being highly localised onto a single node, while the mode corresponding to κ min = 4 has a significantly smaller value of u Figures 10c, 10d and 10e show three draws from the ensemble of GRGGs with low, medium and high values of µ 2 for the corresponding ensemble. When µ 2 is relatively large we observe that the corresponding partition is almost even (Figure 10e ), whereas, when µ 2 is small, the elements of u 2 corresponding to the second partition are localised onto a small weakly connected subgraph ( Figure  10c ). It is worth noting here that the degree to which the eigenvector concentrates on a single node (or group of nodes) can also be quantified using measures such as the Inverse Particiation Ratio [45] or the localisation length [34] . However, for the case of the current study we believe the information contained in F P and u max 2 are sufficient to illustrate the range of factors influencing µ 2 in the different classes of RGG ensemble.
V. DISCUSSION

A. Ensemble Variability in RGGs
Node attributes and metadata such as geographic coordinates are often informative about the structure of complex networks. Gaining access to this data may be easier than obtaining the full graph structure, which may also be unnecessary if the aim is only to predict bulk properties of the graph. The aim of this study was to investigate the degree to which knowledge of node locations in RGGs gives an advantage over only having access to the distribution of node locations.
The question posed above can be rephrased as one about whether properties of RGGs are "ensemble averageable". In this study we have focused on the ensemble variability of µ 2 since it is of interest when studying the dynamical properties of networks. We have quantified the sample-to-sample variability in µ 2 by estimating the coefficient of variation of its distribution. This metric provides a measure of how robustly we can estimate µ 2 for a random draw from the ensemble given knowledge of P (X) and R. In some applications an order of magnitude estimate of the quantity of interest may be sufficient, however, for cases where we wish to estimate a quantity precisely, fluctuations greater than 5 − 10% of the size of the mean value may be considered significant.
Our results indicate that CV (µ 2 ) can exceed values of 0.3 in ensembles with 10 5 nodes for a range of choices of dimension and boundary condition ( Figure 5 ). The presence of a relatively large values of CV (µ 2 ) for relatively large graphs demonstrates that RGG ensembles exist where µ 2 is not well represented by the ensemble mean. This finding contrasts with those in [21] where they found that the extremal eigenvalues of the Laplacian for certain scale-free networks are typically ensemble averageable. We also find that CV (µ 2 ) is large in ensembles where κ min is small, and that κ min can play an important role in driving the fluctuations in µ 2 . This is consistent with the findings in [22] where they find that large fluctuations in µ 2 are generally observed in networks with low minimum degrees.
The presence of multimodality in the µ 2 distributions of RGGs (Figure 4c) demonstrates that the behaviour observed in [22] was not just an artefact of the real world network ensembles studied and also occurs in well stud- FIG. 11 . Schematic illustrating the different divisions of Fiedler vector components which can occur in the RGG ensembles studied. 11a Shows the case when the partition is approximately even. In this case µ2 can be influenced by statistical properties of the network such as the mean shortest path length, L. This regime is found in solid and periodic RGGs with d = 2. 11b Shows the case where most of the mass of the eigenvector is localised onto a single low degree node. In this case the value of µ2 can be strongly correlated with κmin. This regime is found in ER graphs as well as solid and periodic RGGs in higher dimensions. 11c Shows that case where the much of the mass of the eigenvector is concentrated onto a weakly connected subgraph. This case is observed in Gaussian RGGs. In both 11b and 11c we can see large fluctuations in µ2 across the ensemble as the presence of weakly-connected subgraph or low degree node is a chance event which occurs with an appreciable frequency. In cases b) and c) the values of Fiedler vector components corresponding to each node are shown.
ied random graph models. This multimodality was found to arise due to the strong correlation between µ 2 and κ min . In [22] they hypothesize that the main factors likely to drive large fluctuations in µ 2 across the ensemble are the presence of low degree nodes, the presence of 'bottleneck'-like subgraphs and communities of densely connected nodes which are sparsely connected to the rest of the network. We conjecture that the latter factors may be the causes of the multiple modes observed in P(µ 2 ) for graphs which all have the same value of κ min (Figures 4e  and 4f ).
One could interpret the results presented as evidence that µ 2 is not necessarily the best metric to rely on when attempting to describe the bulk dynamical properties of the network; especially because it can be sensitive to microscopic properties of the network (ie. κ min ) in certain ensembles. Recent work in [46] compared RGGs generated from uniform random distributions with those where the positions are generated from 'quasi-random' sequences. They found that the assortativity, spectral gap and µ 2 were most strongly effected by the change in the nodal distribution. This observation was explained by noting that 'quasi-random' point distributions generally appear more uniform leading to fewer clusters and holes in the RGG. This supports our hypothesis that the presence of non-uniformity or regions of low density in the node distribution can lead to significant fluctuations in the value of µ 2 .
Eigenvector Localisation. It is also possible to interpret the results in terms of the localisation properties of the Fiedler vector. We can identify three notable cases of how the eigenvector can behave in the network ensembles studied (Figure 11 ). Firstly, a roughly even division of the positive and negative values of the Fiedler vector components between the nodes (Figure 11a) . Secondly, concentration of most of the eigenvectors mass onto a single node (Figure 11b) . Finally, splitting of positive and negative components either side of a bottleneck ( Figure  11c ).
The presence of localisation of the eigenvector demonstrates that the value of µ 2 for a particular network can be influenced strongly by the edges incident to some small subset of nodes in the graph. This phenomena is discussed in [47] where they conclude that this implies that the bulk statistical properties of a network are unlikely to be predictive of µ 2 . We have shown that this appears to be the case for higher dimensional RGGs with uniform node distributions where the presence of a single node with a lower degree can dramatically influence the value of µ 2 ( Figure 4c ). We also see that this can also occur in Gaussian RGGs (Figure 10) where the presence of a small weakly connected subgraph can lower the value of µ 2 significantly. An alternative conclusion is presented in [48] . They note that the above can be true in some graph ensembles, however, there are certain cases where macroscopic statistical properties of graphs can determine their spectral properties. They show that the synchronisation index (which is a function of the Laplacian eigenvalues) can be correlated with bulk statistical properties in some random graph ensembles. Our results are more in accordance with this for uniform RGGs with d = 2 where µ 2 can become correlated with bulk statistical properties such as L (Figure 6b ) and Σ N K , which describes the inhomogeneity in X (Figure 8a) .
B. Implications for Node Location Knowledge in Geometric Networks
Based on the argument made in I A (in particular see Figure 2 ) we expect knowledge of node locations in the embedding space to be of utility when CV (µ 2 ) is large. Precise knowledge of node locations may be possible in engineered systems such as wireless communications networks, whereas, in many other systems, such as large scale social networks, data may be noisy or inaccurate. We find that CV (µ 2 ) can be large for several different reasons. In each case there are different implications for the utility of node location knowledge:
1. For RGG ensembles with uniform node distributions close to and below the connectivity threshold fluctuations in µ 2 appear to be associated with fluctuations in L, and N LCC (Figure 6b ). This suggests that we require relatively precise knowledge of the node locations and that knowledge of node locations in low-density regions may be of most utility as these may allow us to identify whether the graph is connected.
2. In higher dimensional RGGs with uniform node distributions µ 2 can be determined the by the presence of a single weakly connected node. In this case we may require detailed knowledge of both X i 's for all nodes and R to obtain a precise estimation of µ 2 .
3. For larger RGGs with d = 2, chance inhomogeneities in the node distribution can have a significant effect on µ 2 . In this case knowledge of the node locations may be of utility.
4. For Gaussian RGGs we have evidence that the presence of mesoscopic subgraphs drive changes in µ 2 (Figure 10 ). This suggest that µ 2 now depends on mesoscopic variation in the graph structure rather than microscopic fluctuations. This implies that knowledge of node locations may yield some predictive power, even in the case where this knowledge is not precise.
It is worth noting that for RGGs with uniform nodes distributions with solid boundaries and Gaussian node positions, the fluctuations in µ 2 are driven by events occurring at the boundary of the domain (or edge of the support of the Gaussian). This suggests that, when it comes to predicting µ 2 and related metrics that knowledge of node locations at the boundary will be of most utility.
For uniform node distributions in low dimensions with large κ values the value of CV (µ 2 ) is relatively small (Figure 5 ). This suggests that knowledge of network properties such as µ 2 for a particular graph might be obtained with a reasonable precision simply by sampling from an ensemble with an equivalent node distribution and connection radius. In this case, additional knowledge of X over P (X) may not be of significant utility. In [49] they use graph entropy in order to quantify the predictive advantage gained from knowledge of X in 2d Soft RGGs. They find that knowledge of node locations can account for the vast majority of network structure. In this work we have shown that, even when knowledge of X gives us full knowledge of the graph structure (as in the RGGs), structural and dynamically relevant properties may vary little between different graphs drawn from the same ensemble.
C. Future Prospects
In this work we have characterised ensemble variability in RGGs in terms of the variability in µ 2 . A complementary approach to quantifying the degree of variability or 'topological uncertainty' in a random graph ensemble is through the notion of graph entropy. This has recently been studied in RGGs [50] [51] [52] . An interesting avenue of future research will be to explore the degree to which topological uncertainty in the graph structure (as measured by entropy or other metrics) coincides with large variability in the dynamical properties. Furthermore, in Soft RGGs we can also consider entropies which are conditioned on the internode distances [51] or node locations [53] . Studying these along with the level of ensemble variability in graph properties would allow us to understand how informative node locations are in graphs with probabilistic connection functions.
The adjacency and Laplacian matrices of RGGs and Soft RGGs take the form of Euclidean Random Matrices (ERMs) in which matrix entries are functions of the random positions. Results exist for the expected values of their eigenvalues in the asymptotic limit [54] and it has also been shown that the spectra of these matrices have certain properties in common with well studied ensembles from Random Matrix Theory [33] . However, to the authors knowledge, no analytic results exist concerning the distributional properties of individual eigenvalues in these systems. We have shown that these distributions can behave in a non-trivial manner in response to changes in the system parameters ( Figure 4) . Consequently, we believe that it is of interest to obtain a theoretical understanding of the factors leading this. For example, it would be of interest to extend theoretical techniques in order find an expression for CV (µ 2 ) and if possible provide a full characteristization of P(µ 2 ).
A wide range of real world systems can be modelled with ensembles of RGGs and their generalizations [1, 2, [6] [7] [8] [11] [12] [13] . These consist of both spatially embedded systems and graphs where the nodes posses other attributes which are relevant to tie formation. Providing limits on how much we can predict about the properties of these graphs given the available data is essential for quantifying uncertainty in results and understanding level of data required for a specific application. This study takes the first step in this direction by attempting to understand the factors which drive variability in dynamically relevant properties of RGGs. Our results suggest that the amount we can predict about a graph given node locations or a distribution can vary significantly for different RGG ensembles. This suggests that knowledge of the generative process that leads to the formation of a network or detailed knowledge of the relevant node attributes and their corresponding distributions may be required when attempting to estimate graph properties without full access to the graph structure. dr can be replaced by an integration with respect to the probability measure of interest.
In [28] these results are applied to derive an expression for the algebraic connectivity of an RGG with points in a two dimensional periodic domain. We now generalize this result to the case of an RGG in a d dimensional periodic domain.
In order to determine the second smallest eigenvalue of L we note that the eigenvalues of the matrix with entries δ ij K j are simply the degrees of the network. Taking the same approach as [28] we note that in the asymptotic limit these will tend to the mean degree of the network. Consequently, for large N , the eigenvalues of L can be approximated by:
where λ i are the eigenvalues of the adjacency matrix. From this we can observe that the second smallest eigenvalues of L can be determined from the second largest eigenvalue of A.
In [28] they show that the magnitude of the Fourier coefficients is a decreasing function of the magnitude of the wavevector |k| for d = 2. We will assume that this result extends to the case of higher dimensions. Given this, we can obtain the algebraic connectivity by computing the Fourier coefficient corresponding to k = (0, ..., 0, 1) (or without loss of generality, any other vector for which |k| = 1). Furthermore, setting k = 0 gives:
