Abstract In this work, we study a fourthorder boundary value problem with eigenparameter dependent boundary conditions and transmission conditions at a interior point. A self-adjoint linear operator A is defined in a suitable Hilbert space H such that the eigenvalues of such a problem coincide with those of A. We discuss asymptotic behavior of its eigenvalues and completeness of its eigenfunctions.
Introduction
It is well-known that many topics in mathematical physics require the investigation of eigenvalues and eigenfunctions of Sturm-Liouville type boundary value problems. In recent years, more and more researches are interested in the discontinuous Sturm-Liouville problem (see [1] [2] [3] [4] [5] ). Various physics applications of this kind problem are found in many literatures, including some boundary value problem with transmission conditions that arise in the theory of heat and mass transfer (see [6, 7] ). The literature on such results is voluminous and we refer to [1] [2] [3] [4] [5] [6] [7] [8] [9] .
Fourth-order discontinuous boundary value problems with eigen-dependent boundary conditions and with two supplementary transmission conditions at the point of discontinuity have been investigated in [10, 11] . Note that discontinuous Sturm-Liouville problems with eigen-dependent boundary conditions and with four supplementary transmission conditions at the points of discontinuity have been investigated in [3] .
In this study, we shall consider a fourth-order differential equation Consequently, the considered problem (1.1)-(1.9) can be rewritten in operator form as
i.e., the problem (1.1)-(1.9) can be considered as the eigenvalue problem for the operator A. Then, we can write the following conclusions: which are independent of x and entire functions. This sort of calculation gives W 1 (k) = W 2 (k). Now we may introduce in consideration the characteristic function 
satisfies the boundary conditions (1.2) and (1.3). Therefore Therefore, the system (3.6) has only the trivial solution c i ¼ 0ði ¼ 1; 8Þ. Thus we get a contradiction, which completes the proof. h
Asymptotic formulae for eigenvalues and fundamental solutions
We start by proving some lemmas. 
Using the method of variation of parameters, / 11 (x, k) satisfies 
Substituting this back into the integral on the right side of (4.7) yields (4.6) for k = 0. The other cases may be considered analogically. h
Similarly one can establish the following lemma. for v ij (x, k)(i = 1,2, j = 1, 2). 
where k ¼ 0; 3. Each of these asymptotic formulae holds uniformly for x.
Theorem 4.4. Let k = s 4 , s = r + it. Then the characteristic functions W i (k)(i = 1, 2) have the following asymptotic formula:
Proof. Substituting the asymptotic equalities ) fi 1 as t fi 1. Therefore, W(k) " 0 for k negative and sufficiently large in modulus. h Now we can obtain the asymptotic approximation formulae for the eigenvalues of the considered problem (1.1)-(1.9).
Since the eigenvalues coincide with the zeros of the entire function W(k), it follows that they have no finite limit. Moreover, we know from Corollary 4.5 that all real eigenvalues are bounded below. Hence, we may renumber them as k 0 6 k 1 6 k 2 6 . . ., listed according to their multiplicity. Theorem 4.6. The eigenvalues k n ¼ s 4 n ; n ¼ 0; 1; 2; . . . of the problem 1.1, 1.2, 1.3, 1.4, 1.5, 1.6, 1.7, 1.8, 1.9 have the following asymptotic formulae for n fi 1:
Proof. By applying the well-known Rouche´'s theorem, which asserts that if f(s)and g(s)are analytic inside and on a closed contour C, and OEg(s)OE < OEf(s)OEon C, then f(s)and f(s) + g(s) have the same number zeros inside C provided that each zero is counted according to their multiplicity, we can obtain these conclusions. h 5. Spectrum properties of the operator A Theorem 5.1. The residual spectrum of the operator A is empty, i.e., r r (A) = ;.
Proof. It sufficies to prove that if c is not an eigenvalue of A, then (A À cI) À1 is dense in Z. Therefore we examine the equa-
Since c is not an eigenvalue of (1.1) In view of (5.6), we know that d is a unique solution. Thus if c is not an eigenvalue of (1.1)-(1.9), d is uniquely solvable. Hence y is uniquely determined.
The above arguments show that (A À cI)
À1 is defined on all of Z. So c R r r (A), i.e., r r (A) = ;. h Here hf; fi 1 2 R and b " 0. Thus we get a contradiction. h
