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Abstract
We provide a classification of random orientation-preserving homeomorphisms of S1, up to
topological conjugacy of the random dynamical systems generated by i.i.d. iterates of the random
homeomorphism. This classification covers all random circle homeomorphisms for which the noise
space is a connected Polish space and an additional extremely weak condition is satisfied.
1 Introduction
In classical dynamical systems theory, a common question to ask is whether, for a given pair of self-maps
(f, g) of some compact metric space, there is a topological conjugacy from f to g. In this paper, we
consider the “analogous” question for a noisy pair of maps { (fα, gα) }α∈∆ where α is drawn randomly
from some probability space (∆,B(∆), ν). In our case, a random map (fα)α∈∆ is viewed “dynamically”
by considering i.i.d. iterations ; topological conjugacy is then understood in the “random dynamical
systems” framework, namely as a topology-preserving cohomology between the cocycles generated by
the random maps (fα)α∈∆ and (gα)α∈∆ over the shift map on (∆Z,B(∆)⊗Z, ν⊗Z).
Topological conjugacy of random dynamical systems has been considered before, most notably in [IL02],
which provides weak conditions under which a Wiener-driven stochastic differential equation can be
transformed to a random differential equation. [CDLR] shows that a breakdown of uniform topological
equivalence characterises a stochastic pitchfork bifurcation. [Gun97] describes cases in which “chaotic”
random dynamical systems can be measurably or topologically conjugated to a random shift. For results
on local conjugacy, see [LL16] and references therein.
This present paper is the first study seeking to classify a broad class of random dynamical systems
up to topological conjugacy; hence, we naturally focus on the simplest case—which already turns out to
be remarkably subtle—namely random circle homeomorphisms. Under reasonable conditions, we obtain
a complete classification of random circle homeomorphisms up to orientation-preserving conjugacy, and
hence up to topological conjugacy.
The structure of the paper is as follows: In Section 2, we give the necessary preliminaries, state our
main result (Theorem 2.8), and present some examples. In Section 3, we develop further preliminary
results needed for the proof of our main result, particularly regarding the random invariant objects that
are key to establishing the existence or non-existence of a topological conjugacy. In Section 4, we prove
our main result.
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2 Results and examples
2.1 Random circle homeomorphisms
Fix a connected Polish space ∆, equipped with a Borel probability measure ν of full support.
Definition 2.1. A random circle homeomorphism is a ∆-indexed family f = (fα)α∈∆ of orientation-
preserving homeomorphisms fα ∈ Homeo+(S1) such that
(i) (α,x) ↦ fα(x) is continuous;
(ii) for any non-dense bi-infinite sequence (xn)n∈Z in S1, there exists n ∈ Z and α ∈ ∆ such that
fα(xn) ≠ xn+1.
Condition (ii) is a very weak “non-degeneracy” condition that guarantees that a random circle
homeomorphism has the structure described in Proposition 2.4.
Definition 2.2. A symmetry of a random circle homeomorphism f is an orientation-preserving
homeomorphism τ ∈ Homeo+(S1) ∖ {idS1} such that τk = idS1 for some k ∈ N and fα commutes with
τ for all α. The smallest k such that τk = idS1 is called the order of τ .
Definition 2.3. Given a random circle homeomorphism f , a closed set G ⊂ S1 is said to be f-invariant
if fα(G) ⊂ G for every α ∈ ∆. An f-minimal set is a non-empty f -invariant closed set G ⊂ S1 containing
no non-empty f -invariant closed proper subset.
Note that any two distinct f -minimal sets are mutually disjoint. It is well-known that every f -invariant
closed set contains at least one f -minimal set.
Proposition 2.4. A random circle homeomorphism f admits finitely many minimal sets. Letting G be
the union of all the f-minimal sets, the number kf of connected components of G is finite, and there
exists lf ∈ {0, . . . , kf − 1} such that for every α ∈∆, for each i ∈ {0, . . . , kf − 1},
fα(Gi) ⊂ Gi+lf mod kf
where G0, . . . ,Gkf−1 are the connected components of G going anticlockwise round the circle.
We will prove Proposition 2.4 as a consequence of [Mal14, Theorem B] in Section 3.2.
Remark 2.5. Letting p ∈ {1, . . . , kf} be the highest common factor of kf and lf , and letting q = kfp ,
we have that each f -minimal set takes the form ⋃q−1j=0 Gi+jp for some i ∈ {0, . . . , p − 1}. No connected
component of G is a singleton; when kf = 1, the f -minimal set G could be either an arc or the whole
circle. In the case that kf = 1 and G is an arc, f cannot admit a symmetry.
Remark 2.6. A stationary measure of a random circle homeomorphism f is a Borel probability measure
ρ on S1 such that the pushforward of ν ⊗ ρ under (α,x) ↦ fα(x) is equal to ρ; an extreme point of the
convex set of all f -stationary measures is called an ergodic measure of f . By [Mal14, Theorem B], the
support of every f -ergodic is f -minimal, and each f -minimal set is precisely equal to the support of exactly
one f -ergodic measure; the f -stationary measures are simply the convex combinations of the f -ergodic
measures. So every f -stationary measure is supported on a union of f -minimal sets; moreover, one can
show that every f -stationary measure is atomless.
2.2 Main result
Suppose we have two random circle homeomorphisms f = (fα)α∈∆ and g = (gα)α∈∆.
We say that f and g are deterministically topologically conjugate if there exists a homeomorphism
h ∈ Homeo(S1) such that fα = h−1 ○ gα ○ h for all α; if h can be chosen to be orientation-preserving,
then we say that f and g are deterministically orientationally conjugate. (So a symmetry of f is just a
homeomorphism of non-trivial finite order via which f is deterministically orientationally conjugate to
itself.)
2
Let (Ω,F ,P) = (∆Z,B(∆)⊗Z, ν⊗Z), and define θ∶Ω → Ω by θ ((αn)n∈Z) = (αn+1)n∈Z. We say that f and
g have topologically conjugate dynamics if there exists an Ω-indexed family (hω)ω∈Ω of homeomorphisms
hω ∈ Homeo(S1) such that ω ↦ hω(x) is measurable for each x ∈ S1, and
fα0 = h−1θω ○ gα0 ○ hω (1)
for P-almost every ω = (αn)n∈Z ∈ Ω. Given such a family of homeomorphisms (hω), since P is ergodic
with respect to θ we have that either hω is orientation-preserving for P-almost all ω, or hω is orientation-
reversing for P-almost all ω; if (hω) can be chosen such that the former holds, then we say that f and g
have orientationally conjugate dynamics.
Remark 2.7. Viewing S1 as the circle group R/Z: f and g have topologically conjugate dynamics if
and only either
(i) f and g have orientationally conjugate dynamics, or
(ii) f and g¯ have orientationally conjugate dynamics,
where g¯ is the “mirror-reversed version of g” given by g¯α(x) = −gα(−x). The corresponding statements
for deterministic conjugacy also hold.
Our main theorem is the following:
Theorem 2.8. Let f and g be random circle homeomorphisms, and let kf , lf , kg and lg be as in
Proposition 2.4.
f and g have orientationally conjugate dynamics if and only if one of the following four statements
holds:
(a) kf = kg ≥ 2, and lf = lg;
(b) kf = kg = 1, and neither f nor g admits a symmetry;
(c) kf = kg = 1, f admits a symmetry of order at least 3, and f and g are deterministically
orientationally conjugate;
(d) kf = kg = 1, f admits an order-2 symmetry but no higher-order symmetry, and f and g are
deterministically topologically conjugate.
Hence, f and g have topologically conjugate dynamics if and only if one of the following three statements
holds:
(a’) kf = kg ≥ 2, and lg ∈ {lf , kf − lf};
(b’) kf = kg = 1, and neither f nor g admits a symmetry;
(c’) kf = kg = 1, f admits a symmetry, and f and g are deterministically topologically conjugate.
Note that in case (c)/(d)/(c’), S1 is both f -minimal and g-minimal. However, in case (b)/(b’), both the
f -minimal set and the g-minimal set could be either an arc or the whole circle S1.
Let us now briefly describe the dynamics in the different cases: As in the Introduction, a random
circle homeomorphism f is studied “dynamically” by considering i.i.d. iterates. Let G the union of the
f -minimal sets, as in Proposition 2.4.
• For f as in case (a)/(a’), there is almost surely a kf -element set R, consisting of exactly one point in
each connected component of S1∖G, such that every compact connected subset of S1∖R contracts
in diameter to 0 at an exponential rate under the iterates of f . (This essentially follows from results
of [Mal14], together with Lemma 3.2/3.3 of this paper.)
• For f as in case (b)/(b’), there is almost surely a point r ∈ S1 such that every compact subset of
S
1 ∖ {r} contracts in diameter to 0 at an exponential rate under the iterates of f ; in the case that
the minimal set G is a proper subset of S1, the point r lies in S1 ∖G. (See [Mal14] and [Ant84].)
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• For f as in case (c)/(d)/(c’), either:
(i) f is deterministically orientationally conjugate to a rational rotation (in which case f admits
symmetries of all finite orders); or
(ii) there is a symmetry τ of maximal order m ∈ N, and there is almost surely an orbit R of τ such
that every compact connected subset of S1 ∖R contracts in diameter to 0 at an exponential
rate under the iterates of f . (Case (d) is precisely the situation that m = 2.)
(Again, see [Mal14] and [Ant84].)
2.3 Examples
Identifying S1 ≡ R/Z, we write [x] ∈ S1 for the projection of x ∈ R. The first two examples we consider
will be noisy perturbations of maps taking the form
f([x]) = [x + 1
2pik
sin(2pikx) + l
k
]
for some k ∈ N and l ∈ {0, . . . , k − 1}. The set Rf ∶= {[ ik ] ∶ i ∈ {0, . . . , k − 1}} is a repelling invariant set of
f , and all trajectories of f not starting in Rf tend towards the attracting invariant set Af ∶= {[2i+12k ] ∶ i ∈{0, . . . , k−1}}. On both of these invariant sets, f coincides with the rotation [x] ↦ [x+ l
k
]. The rotations
[x] ↦ [x+ i
k
], 0 ≤ i ≤ k − 1, commute with f ; moreover, for any orientation-preserving homeomorphism τ
commuting with f , we have that Af and Rf are τ -invariant, and so if τ has finite order then τm = idS1 .
Given a map
g([x]) = [x + 1
2pik′
sin(2pik′x) + l′
k′
]
where k′ ∈ N and l′ ∈ {0, . . . , k′ − 1}, if f ≠ g (i.e. if either k ≠ k′ or l ≠ l′) then there is no orientation-
preserving topological conjugacy (in the classical sense) from f to g.
Example 2.9. Let ∆ = [−1,1]×[−1,1], with ν the normalised Lebesgue measure, and define the random
circle homeomorphisms f and g by
f(α1,α2)([x]) = [x + 12pik sin(2pikx) + lk + rα1]
g(α1,α2)([x]) = [x + 12pik′ sin(2pik′x) + l′k′ + r′α2]
where k, k′ ∈ N, l ∈ {0, . . . , k−1}, l′ ∈ {0, . . . , k′ −1}, and r, r′ > 0. If k ≥ 2 then the rotations [x] ↦ [x+ i
k
],
1 ≤ i ≤ k − 1, are symmetries of f . One can check that:
(i) if r ≤ 1
2pik
, then the union of all the f -minimal sets is a proper subset of S1 with k connected
components, each of which is an arc about a point in Af ;
(ii) if r > 1
2pik
, then the whole circle S1 is f -minimal.
Obviously, the corresponding statements also hold for g. Applying Theorem 2.8, we have the following:
• if either k ≠ k′ or l ≠ l′, then f and g do not have orientationally conjugate dynamics;
• if k = k′ = 1, then f and g have orientationally conjugate dynamics ( regardless of the values of r
and r′);
• in the case that k = k′ ≥ 2 and l = l′, f and g have orientationally conjugate dynamics if and only
if max(r, r′) ≤ 1
2pik
.
Our next example is similar to the above, the only difference being that the added noise terms for f and
g are not independent, but instead are mirror-reversed:
Example 2.10. Let ∆ = [−1,1], with ν the normalised Lebesgue measure, and define the random circle
homeomorphisms f and g by
fα([x]) = [x + 12pik sin(2pikx) + lk + rα]
gα([x]) = [x + 12pik′ sin(2pik′x) + l′k′ − rα]
where k, k′ ∈ N, l ∈ {0, . . . , k − 1}, l′ ∈ {0, . . . , k′ − 1}, and r > 0. Applying Theorem 2.8, we have the
following:
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• if either k ≠ k′ or l ≠ l′, then f and g do not have orientationally conjugate dynamics;
• if either k = k′ = 1, or k = k′ = 2 and l = l′, then f and g have orientationally conjugate dynamics;
• in the case that k = k′ ≥ 3 and l = l′, f and g have orientationally conjugate dynamics if and only
if r ≤ 1
2pik
.
Now in the classical (deterministic) setting, two distinct rigid rotations f and g of the circle cannot be
topologically conjugate; and moreover, no sufficiently C0-small perturbation of f can be topologically
conjugate to a sufficiently small C0-perturbation of g. However, arbitrarily small random perturbations
of any two distinct rigid rotations can have topologically conjugate dynamics:
Example 2.11. Let ∆ = [0,1], with ν the normalised Lebesgue measure, and define the random circle
homeomorphisms f and g by
fα([x]) = [x + c + ε sin(2pi(x + α))]
gα([x]) = [x + c′ + ε sin(2pi(x + α))]
where ε ∈ (0, 1
2pi
] and c, c′ ∈ [0,1). As in the example in [LJ87] or [Newb, Section 5], S1 is f -minimal
and g-minimal, and f and g do not admit a symmetry. So by Theorem 2.8, f and g have orientationally
conjugate dynamics.
3 Preparations for the proof of the main result
3.1 Preliminaries
Throughout this paper, given an element ω of the sequence space Ω = IZ, we write αi for the i-th
coordinate of ω.
We identify S1 with the quotient of the group (R,+) by its subgroup Z, with [⋅] denoting the standard
projection. Given m ∈ N and x ∈ S1, we write mx ∈ S1 for the m-fold sum of x. For any x, y ∈ S1, we
write [x, y] ⊂ S1 for the projection of [x′, y′] ⊂ R where x′ may be any lift of x and y′ is the unique
lift of y in [x′, x′ + 1); we write d+(x, y) ∈ [0,1) for the Lebesgue measure of [x, y], and we define
d(x, y) ∶=min(d+(x, y), d+(y, x)). We write [x, y[ for [x, y] ∖ {y}; we write ]x, y] for [x, y] ∖ {x}; and we
write ]x, y[ for [x, y]∖{x, y}.1 Given a non-empty connected non-dense subset A of S1, define the points
∂−A and ∂+A by A¯ = [∂−A,∂+A].
Given any probability space (Ω˜, F˜ , P˜) and a compact metric space X , we say that a measure µ on
Ω˜ × X has Ω˜-marginal P˜ if µ(E × X) = P˜(E) for all E ∈ F . We can identify such a measure µ with
its disintegration (µω)ω∈Ω˜, that is, the unique (up to P-a.e. equality) Ω˜-indexed family of probability
measures µω on X such that ω ↦ µω(A) is measurable for all A ∈ B(X) and
µ(E ×A) = ∫
E
µω(A) P˜(dω)
for all E ∈ F˜ and A ∈ B(X). Given a sub-σ-algebra G˜ of F˜ , a measure µ with Ω˜-marginal P˜ is called
G˜-measurable if there is a version (µω) of the disintegration of µ such that ω ↦ µω(A) is G˜-measurable
for all A ∈ B(X).
A random map (over ∆) on a measurable space Y is a ∆-indexed family f = (fα)α∈∆ of functions
fα∶Y → Y such that (α,x) ↦ fα(x) is measurable. We define f-stationary measures and f-ergodic
measures as in Remark 2.6. If Y is a standard Borel space and f admits a stationary measure, then f
must admit an ergodic measure.
Now let f = (fα)α∈∆ be a random circle homeomorphism. We define the inverse of f to be the random
1We use this style of notation, rather than round bracket notation, because later on, we will frequently be looking at
points in S1 × S1.
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circle homeomorphism f−1 ∶= (f−1α )α∈∆. For any n ∈ N, over the probability space (∆n,B(∆n), ν⊗n) we
define the random map fn = (fn
α
)α∈∆n ∶= (fαn−1 ○ . . . ○ fα0)(α0,...,αn−1)∈∆n . (We define fn-invariant and
fn-minimal sets just as in Definition 2.3.)
Proposition 3.1. If S1 is f-minimal, then S1 is fn-minimal for all n ∈ N.2
Proof. For a contradiction, suppose that S1 is f -minimal and let n ≥ 2 be the smallest integer such that
S
1 is not fn-minimal. Let Gn be an f
n-minimal set, and define the sets G0, . . . ,Gn−1 by
Gn−k ∶= ⋂
α∈∆k
(fk
α
)−1(Gn) = ⋂
α∈∆
f−1α (Gn−k+1).
Since Gn is f
n-invariant, we have that Gn ⊂ G0; hence
fα ( n⋃
r=1
Gr) ⊂ fα (n−1⋃
r=0
Gr) ⊂ n⋃
r=1
Gr
for all α ∈∆, and so ⋃nr=1Gr is f -invariant. Moreover, for any 0 ≤ r ≤ n − 1, for any α0, . . . , αn−1 ∈∆, we
have that
fn(α0,...,αn−1)(Gr) ⊂ f r(αn−r,...,αn−1)(Gn) ⊂ f r(αn−r,...,αn−1)(G0) ⊂ Gr
and so Gr is f
n-invariant; but for each 1 ≤ r ≤ n − 1, Gn is not f
n−r-invariant, and so Gn /⊂ Gr. Hence,
since Gn is f
n-minimal, we have that Gr ∩Gn = ∅ for each 1 ≤ r ≤ n − 1. So since S1 is connected, the
f -invariant set ⋃nr=1Gr is a proper subset of S1, contradicting that S1 is f -minimal.
We define the notations
ϕf (n,ω) ∶= fn(α0,...,αn−1) = fαn−1 ○ . . . ○ fα0
ϕf (−n,ω) ∶= (fn(α−n,...,α−1))−1 = (fα−1 ○ . . . ○ fα−n)−1
for any n ∈ N0 and ω ∈ Ω. We also define Θf ∶Ω × S1 → Ω × S1 by
Θf(ω,x) = (θω, fα0(x)).
A ϕf -invariant measure (resp. ϕf -ergodic measure) is a measure µ on Ω×S
1 that is Θf -invariant (resp. Θf -
ergodic) and has Ω-marginal P. One can show that a measure µ with Ω-marginal P is ϕf -invariant if and
only if µθω = fα0∗µω for P-almost all ω. The ϕf -ergodic measures are precisely the extreme points of the
convex set of all ϕf -invariant measures. A random fixed point of ϕf is a measurable function a∶Ω → S
1
such that fα0(a(ω)) = a(θω) for P-almost all ω. For any random fixed point a of ϕf , (δa(ω))ω∈Ω is a
ϕf -ergodic measure.
Define the sub-σ-algebras F− and F+ of F by
F− = σ(ω ↦ αi ∶ i < 0) and F+ = σ(ω ↦ αi ∶ i ≥ 0).
It is well-known ([Arn98, Section 1.7]) that the map sending a measure µ on Ω × S1 to its S1-marginal
ρ ∶= µ(Ω × ⋅ ) serves as a bijection between:
(a) the set of F−-measurable ϕf -invariant measures and the set of f -stationary measures;
(b) the set of F−-measurable ϕf -ergodic measures and the set of f -ergodic measures;
(c) the set of F+-measurable ϕf -invariant measures and the set of f−1-stationary measures;
(d) the set of F+-measurable ϕf -ergodic measures and the set of f−1-ergodic measures;
with the inverse map ρ↦ µ being as follows:
• in case (a)/(b), ϕf (n, θ−nω)∗ρ → µω weakly as n→∞ for P-almost all ω;
2This statement generalises to any random map f on a connected compact metric space such that (α,x) ↦ fα(x) is
continuous. (Connectedness of ∆ is not needed.)
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• in case (c)/(d), ϕf(−n, θnω)∗ρ → µω weakly as n→∞ for P-almost all ω.
Now suppose we have two random circle homeomorphisms f and g that have topologically conjugate
dynamics; an Ω-indexed family (hω) of homeomorphisms hω ∶S1 → S1 fulfilling the description in
Section 2.2 is called a topological conjugacy from ϕf to ϕg. In the case that hω is orientation-preserving
for P-almost all ω, we refer to (hω) as an orientation-preserving conjugacy from ϕf to ϕg. Given a
topological conjugacy (hω) from ϕf to ϕg, the map (µω)↦ (hω∗µω) serves as a bijection from the set of
ϕf -invariant (resp. ϕf -ergodic) measures to the set of ϕg-invariant (resp. ϕg-ergodic) measures.
3.2 Proof of Proposition 2.4 and Remark 2.5
Let f be a random circle homeomorphism. Since ∆ is connected, any non-empty finite f -invariant
set P can be enumerated {x0, . . . , xn−1} in such a manner that fα(xi) = xi+1 mod n for all α and i,
contradicting our non-degeneracy assumption; so there is no non-empty finite f -invariant set. Hence,
by [Mal14, Theorem B], there are finitely many f -minimal sets. We now aim to prove that each f -
minimal set has finitely many connected components; the rest of Proposition 2.4, together with all but
the final statement in Remark 2.5, then follows immediately from the fact that ∆ is connected and fα is
orientation-preserving.
Let G be the union of the f -minimal sets. For any connected component C of G and any α ∈ ∆,
since fα(G) ⊂ G and fα(C) is connected, we have that fα(C) is contained in a connected component
Z(C) of G; and since ∆ is connected, Z(C) is independent of α.
Now suppose for a contradiction that there is an f -minimal set K with infinitely many connected
components, and fix any connected component C of K. Since K is f -minimal, the sets
C, Z(C), Z2(C), . . . must all be distinct; so let {q0} be the limit of a convergent (in the Hausdorff
metric) subsequence (Zmn(C))n≥0. Given any α ∈ ∆ and a sequence (xn)n≥0 with xn ∈ Zmn(C) for
each n, we obviously have that fα(xn) → fα(q0); but fα(xn) ∈ Zmn+1(C) for each n, and so since the
sets Zmn+1(C) are all distinct, we must have that Zmn+1(C) converges to the singleton {fα(q0)} as
n → ∞. So q1 ∶= fα(q0) is independent of α. By repeating this argument we can obtain a sequence(qr)r≥0 in K such that fα(qr) = qr+1 for all α ∈∆ and r ≥ 0. Now given any α ∈∆ and a sequence (yn)n≥1
with yn ∈ Zmn−1(C) for each n, we have that yn → f−1α (q0), and so once again, Zmn−1(C) converges
to the singleton {f−1α (q0)} =∶ {q−1}. Repeating this argument, we can obtain (qr)r≤0 in K such that
fα(qr−1) = qr for all α ∈∆ and r ≤ 0. Now {qr ∶ r ∈ Z} ⊂K ≠ S1, so {qr ∶ r ∈ Z} is not dense, contradicting
our non-degeneracy assumption. Thus we have proved that each f -minimal set must have finitely many
connected components.
We now prove the last statement in Remark 2.5. Suppose that f has a unique minimal set, and this
minimal set is an arc G. Take any τ ∈ Homeo+(S1) that commutes with fα for every α. Then τ(G) is
f -invariant, and so G ⊂ τ(G); since G is an arc, it follows that τ has a fixed point in G, so in particular,
τ is not a symmetry.
3.3 Invariant measures of non-minimal random circle homeomorphisms
Throughout the rest of this paper, we will often drop “mod kf” from within subscripts and superscripts,
when it is clear from the context; so for instance, lf in Proposition 2.4 is defined such that for all α,
fα(Gi) ⊂ Gi+lf .
Lemma 3.2. Let f be a random circle homeomorphism such that S1 is not f-minimal. Let G, kf and
lf be as in Proposition 2.4, with G0, . . . ,Gkf−1 being the connected components of G going anticlockwise
round the circle, and let p and q be as in Remark 2.5. For each 0 ≤ i ≤ kf −1, let Hi ∶= [∂+Gi, ∂−Gi+1], and
let Li ∶= ⋃qj=0Hi+jp. Then Li is f−1-invariant, and there is exactly one f−1-stationary measure assigning
full measure to Li.
Proof. Fix i. We have that Hi+jp+lf ⊂ fα(Hi+jp) for all α and j, so Li is f−1-invariant. Suppose for a
contradiction that there are two distinct f−1-ergodic measures ρ1 and ρ2 assigning full measure to Li,
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with supports K1 and K2. Let G
′ be the union of the f−1-minimal sets, and let U be the union of all
those connected components of S1 ∖G′ that are contained in Li; note that K1 and K2 intersect Hi+jp
for all j, and so U is non-empty. Moreover, since G ∖G′ is f -invariant and the boundary points of U
belong to f−1-minimal sets, we must have that U¯ is f -invariant. Hence U¯ must contain some connected
component of G, contradicting that U ⊂ Li.
For the next lemma, we introduce the following notations (representing “partially-strict monotone
convergence”):
• we write “xn ↘ x” to mean “xn → x and xn+1 ∈ ]x,xn] for all n ≥ 0”;
• we write “xn ↗ x” to mean “xn → x and xn+1 ∈ [xn, x[ for all n ≥ 0”.
Lemma 3.3. In the setting of Lemma 3.2, there exist F−-measurable functions ai ∶Ω → G○i and F+-
measurable functions ri ∶Ω →H
○
i (with 0 ≤ i ≤ k − 1), such that: (i) for each i, the measures
⎛
⎝
1
q
q−1
∑
j=0
δai+jp(ω)
⎞
⎠
ω∈Ω
and
⎛
⎝
1
q
q−1
∑
j=0
δri+jp(ω)
⎞
⎠
ω∈Ω
are ϕf -invariant; and (ii) for P-almost all ω, for each 0 ≤ i ≤ k − 1,
uin(ω) ∶= ϕf (n, θ−nω)(∂−Gi−nlf )↗ ai(ω), ui−n(ω) ∶= ϕf(−n, θnω)(∂−Gi+nlf )↘ ri−1(ω),
vin(ω) ∶= ϕf (n, θ−nω)(∂+Gi−nlf )↘ ai(ω), vi−n(ω) ∶= ϕf (−n, θnω)(∂+Gi+nlf )↗ ri(ω).
Proof. For every ω, we have that uin(ω) ∈ Gi and uin+1(ω) ∈ [uin(ω), ∂+Gi] for all n ≥ 0, and so uin(ω)
converges to some value a−i (ω) ∈ Gi. Moreover, since no non-empty f -invariant set is finite, we have
that for P-almost all ω there is an unbounded sequence (mn) in N such that fα−(mn+1)(∂−Gi−(mn+1)lf ) ≠
∂−Gi−mnlf and so u
i
mn+1(ω) ≠ uimn(ω). Thus uin(ω)↗ a−i (ω) (so in particular a−i (ω) ≠ ∂−Gi) for P-almost
all ω. Moreover, fα0(a−i (ω)) = a−i+lf (θω) for every ω, and therefore the measure µi,a− with disintegration( 1
q ∑q−1j=0 δa−i+jp(ω)) is ϕf -invariant.
One can similarly find random variables
a+i ∶Ω → Gi ∖ {∂+Gi}
r−i ∶Ω →Hi ∖ {∂−Hi}
r+i ∶Ω →Hi ∖ {∂+Hi}
such that vin(ω) ↘ a+i (ω), vi−n(ω) ↗ r−i (ω), and ui−n(ω) ↘ r+i−1(ω), and moreover the measures
µi,a+, µi,r− and µi,r+ with disintegrations ( 1
q ∑q−1j=0 δa+i+jp(ω)), ( 1q ∑q−1j=0 δr−i+jp(ω)) and (1q ∑q−1j=0 δr+i+jp(ω))
(respectively) are ϕf -invariant.
Now µi,a− and µi,a+ are both F−-measurable ϕf -invariant measures assigning full probability to Ω ×Mi.
But since Mi only supports one f -stationary measure (Remark 2.6), we must have that µ
i,a− = µi,a+, and
therefore a−i = a+i P-a.s..
Likewise, µi,r− and µi,r+ are both F+-measurable ϕf -invariant measures assigning full probability to
Ω × Li. But since, by Lemma 3.2, Li only supports one f
−1-stationary measure, we must have that
µi,r− = µi,r+, and therefore r−i = r+i P-a.s..
3.4 Invariant measures of minimal random circle homeomorphisms
Lemma 3.4. Let f be a random circle homeomorphism such that S1 is f-minimal. Then S1 is also
f−1-minimal.
Proof. If S1 is not f−1-minimal, then letting G′ be the union of the f−1-minimal sets, since no connected
component G′ is a singleton, we have that S1 ∖G′ is an f -invariant proper subset of S1.
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Definition 3.5. For any m ∈ N, let τm∶S1 → S1 be the rotation x↦ x+[ 1m]. Given a map f ∈ Homeo(S1)
commuting with τm, define zm(f) ∈ Homeo(S1) by zm(f)(mx) =mf(x).
Remark 3.6. zm serves as a group homomorphism from the set of homeomorphisms commuting with
τm to the set of all homeomorphisms of S
1; if m ∈ {1,2} then zm is surjective. However, if m ≥ 3, then
any homeomorphism commuting with τm must be orientation-preserving, and the image of zm is the set
of all orientation-preserving homeomorphisms. For any m, given f, g ∈ Homeo(S1) commuting with τm,
we have that zm(f) = zm(g) if and only if there exists i ∈ {0, . . . ,m − 1} such that g = τ im ○ f .
Now observe that if τ is a symmetry of a random circle homeomorphism (fα), then for any
homeomorphism h ∈ Homeo(S1), h ○ τ ○ h−1 is a symmetry of the random circle homeomorphism(h ○ fα ○ h−1).
Definition 3.7. Let f = (fα) be a random circle homeomorphism admitting a symmetry τ of order m.
A τ-lift of f is a random map F on S1 of the form F = (zm(h ○ fα ○ h−1))α∈∆ where h ∈ Homeo+(S1) is
such that h ○ τ ○ h−1 = τ im for some i.
Remark 3.8. Although the τ -lift of f is not uniquely defined, any two τ -lifts of f are deterministically
orientationally conjugate. Also note that if S1 is f -minimal then S1 is F-minimal for any τ -lift F of f .
Definition 3.9. We say that a random circle homeomorphism f is contractive if ϕf has an F−-measurable
random fixed point a∶Ω → S1 and an F+-measurable random fixed point r∶Ω → S1 such that for P-almost
all ω, for every x ∈ S1 ∖ {r(ω)}, d(ϕf (n,ω)x, a(θnω))→ 0 as n→∞. We refer to a and r respectively as
the attractor and the repeller of f .
Note that the property of being contractive is preserved under deterministic topological conjugacy.
Definition 3.10. A random rotation is a random circle homeomorphism f such that for every α ∈ ∆
there exists s(α) ∈ S1 such that fα(x) = x + s(α) for all x.
Proposition 3.11. Let f be a random circle homeomorphism, and suppose that S1 is f-minimal. Then
exactly one of the following statements holds:
(a) f is contractive;
(b) f admits a symmetry τ such that the τ-lifts of f are contractive;
(c) f is deterministically orientationally conjugate to a random rotation.
Proposition 3.11 is essentially the main result of [Ant84] (with the condition of inverse-minimality being
automatically fulfilled due to Lemma 3.4), except that the notion of contractivity in [Ant84] is not
formulated in the same way that we do here; nonetheless, contractivity according to our formulation can
be deduced using [New15, Theorems 2.10 and 5.13].
We now look at the ϕf -invariant measures in each of the cases in Proposition 3.11. For convenience,
we define an ι-symmetry of a random circle homeomorphism f to be a map that is either the identity
function on S1 or a symmetry of f .
Lemma 3.12. Let f be a random circle homeomorphism such that S1 is f-minimal. Suppose that for
some m ∈ N, τm is an ι-symmetry of f , and F ∶= (zm(fα)) is contractive, with attractor A and repeller
R. Let a1(ω), . . . , am(ω) ∈ S1 be the points whose m-th multiple is A(ω), and let r1(ω), . . . , rm(ω) ∈ S1
be the points whose m-th multiple is R(ω).
(A) Suppose we have a random probability measure (pω)ω∈Ω on S1 such that for P-almost all ω,
pω({r1(ω), . . . , rm(ω)}) = 0 and ϕf (n, θ−nω)∗pθ−nω converges weakly as n → ∞ to some measure uω.
Then uω = 1m(δa1(ω) + . . . + δam(ω)) for P-almost all ω.
(B) Hence there are exactly two ϕf -ergodic measures, namely ( 1m(δa1(ω) + . . . + δam(ω)))ω∈Ω and( 1
m
(δr1(ω) + . . . + δrm(ω)))ω∈Ω.
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Proof. (A) For any measure µ on S1, define the measure µ¯ on S1 by µ¯(B) ∶= µ(x ∈ S1 ∶mx ∈ B). Given
any continuous function g∶S1 → R, we have that for P-almost all ω, p¯ω({R(ω)}) = 0 and so (by the
dominated convergence theorem),
∫
S1
g(ϕF(n,ω)x) p¯ω(dx) − g(A(θnω)) → 0 ;
so there is a sequence mn →∞ such that
∫
S1
g(ϕF(n, θ−mnω)x) p¯θ−mnω(dx) → g(A(ω)) for P-a.e. ω.
But we know that for any continuous function g∶S1 → R,
∫
S1
g(ϕF(n, θ−nω)x) p¯θ−nω(dx) → ∫
S1
g(x) u¯ω(dx) for P-a.e. ω.
So u¯ω = δA(ω) for P-almost all ω. Hence we are done if m = 1. Now in the case that m ≥ 2: It is
clear that ( 1
m
(δa1(ω) + . . . + δam(ω)))ω∈Ω is ϕf -invariant; so since there is a unique f -ergodic measure,( 1
m
(δa1(ω) + . . . + δam(ω))) is ϕf -ergodic. But (uω) is also clearly ϕf -invariant, so we must have that
uω = 1m(δa1(ω) + . . . + δam(ω)) almost surely. (B) Just as we have seen that ( 1m(δa1(ω) + . . . + δam(ω))) is
ϕf -ergodic, so also ( 1m(δr1(ω)+ . . .+δrm(ω))) is ϕf -ergodic (using Lemma 3.4 in the case that m ≥ 2). Any
two distinct ϕf -ergodic measures are mutually singular, and so for any ϕf -ergodic measure (pω) that is
distinct from ( 1
m
(δr1(ω) + . . . + δrm(ω))), part (A) gives that pω = uω for P-almost all ω.
Although we will mostly consider topological conjugacy in the next section, the following corollary of
Lemma 3.12 is worth mentioning now:
Corollary 3.13. Let f and g be random circle homeomorphisms such that S1 is f-minimal and g-
minimal. Suppose that for some m ∈ N, τm is an ι-symmetry of both f and g, and F ∶= (zm(fα)) is
contractive with attractor Af and repeller Rf , and G ∶= (zm(gα)) is contractive with attractor Ag and
repeller Rg. Let Af (ω) (resp. Ag(ω), Rf (ω), Rg(ω)) be the set of points whose m-th multiple is Af(ω)
(resp. Ag(ω), Rf(ω), Rg(ω)). Suppose we have a topological conjugacy (h˜ω) from ϕf to ϕg. Then for
P-almost all ω,
h˜ω(Af (ω)) = Ag(ω) and h˜ω(Rf (ω)) = Rg(ω).
Proof. Given a finite set P ⊂ S1, write λP for the probability measure supported uniformly on P . Let ρf
be the unique f -stationary measure, and let pω ∶= h˜ω∗ρf . For P-almost every ω, we have that
ϕg(n, θ−nω)∗pθ−nω = h˜ω∗(ϕf (n, θ−nω)∗ρf) → h˜ω∗λAf (ω).
Now pω(Rf (ω)) = 0 for all ω, since ρf is atomless; so then, applying Lemma 3.12(A) to g gives that
h˜ω∗λAf (ω) = λAg(ω) for P-almost all ω. Since topological conjugacy preserves ergodic measures, due to
Lemma 3.12(B) we also have that h˜ω∗λRf (ω) = λRg(ω) for P-almost all ω.
In the following lemma, we use the “partially-strict monotone convergence” notations xn ↘ x and xn ↗ x
introduced immediately before Lemma 3.3.
Lemma 3.14. Let f be a random circle homeomorphism such that S1 is f-minimal, and suppose that
f is contractive, with attractor a0 and repeller r0. There exist measurable functions u, v∶Ω → S
1 with
u(ω) ∈ ]r0(ω), a0(ω)[ and v(ω) ∈ ]a0(ω), r0(ω)[ almost surely, such that for P-almost every ω,
un(ω) ∶= ϕf (n, θ−nω)u(θ−nω)↗ a0(ω), u−n(ω) ∶= ϕf (−n, θnω)u(θnω)↘ r0(ω),
vn(ω) ∶= ϕf (n, θ−nω)v(θ−nω)↘ a0(ω), v−n(ω) ∶= ϕf (−n, θnω)v(θnω)↗ r0(ω).
Proof. We will prove the existence of u; the existence of v is proved similarly. Let 0 < ε < 1 be such that
P(ω ∶ d+(r0(ω), a0(ω)) > ε) > 0. For P-almost every ω, let u(ω) ∈ S1 be such that
∞
⋂
n=0
ϕf (−n, θnω)[a0(θnω) − [ε], a0(θnω)] = [u(ω), a0(ω)].
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For P-almost all ω, there exists n ≥ 0 such that d+(r0(θnω), a0(θnω)) > ε, and so u(ω) ∈ ]r0(ω), a0(ω)].
Note that
ϕf (1, ω)[u(ω), a0(ω)] ⊂ [u(θω), a0(θω)] ;
so for any n ≥ 0, ϕf (1, θ−(n+1)ω)u(θ−(n+1)ω) ∈ [u(θ−nω), a0(θ−nω)] and so un+1(ω) ∈ [un(ω), a0(ω)]. So
then, as n→∞, un(ω) converges to a value b(ω) ∈ ]r0(ω), a0(ω)]; but then b(⋅) is a random fixed point
distinct from r0, and so (by Lemma 3.12(B)), b = a0 P-a.s.. Now for P-almost all ω, letting cω be a
point in ]r0(ω), a0(ω)[, we have that d+(ϕf(n,ω)cω, a0(θnω)) ≤ ε for sufficiently large n, and therefore
u(θnω) ≠ a0(θnω) for sufficiently large n. Since P is θ-invariant, it follows that u(ω) ≠ a0(ω) for P-almost
all ω, and therefore un(ω) ≠ a(ω) for P-almost all ω.
Thus, overall, we have that un ↗ a0 P-a.s.. Now since ϕf (1, ω)u(ω) ∈ [u(θω), a0(θω)] and u(θω) ∈]r0(θω), a0(θω)[ for P-almost all ω, it follows that u(θω) ∈ ]r0(θω), ϕf (1, ω)u(ω)] and therefore
u−1(ω) ∈ ]r0(ω), u(ω)] for P-almost all ω. As above, it follows that u−(n+1)(ω) ∈ ]r0(ω), u−n(ω)] for
all n ≥ 0, P-almost surely; so, since u(ω) ∈ ]r0(ω), a0(ω)[, we have (again using Lemma 3.12(B)) that
u−n ↘ r0 P-a.s..
It remains to consider invariant measures for random rotations. We start with the following known
result:
Proposition 3.15. Let (X, ○) be a compact metrisable abelian topological group, with λ the Haar
probability measure. Let r∶Ω → X be a measurable function, and define Θ∶Ω × X → Ω × X by
Θ(ω,x) = (θω,x + r(ω)). Suppose that P ⊗ λ is ergodic with respect to Θ. Then P ⊗ λ is the only
Θ-invariant measure with Ω-marginal P.
The above result does not rely on any structure of the dynamical system (Ω,F ,P, θ) other than that
P is an ergodic measure of θ. A simple proof due to Anthony Quas can be found at [Newa].3 With
Proposition 3.15, we immediately have the following:
Lemma 3.16. Let f be a random circle homeomorphism such that S1 is f-minimal, and suppose that
f is deterministically orientationally conjugate to a random rotation. Let ρf be the unique f-stationary
measure. Then P⊗ ρf is the only ϕf -invariant measure.
Corollary 3.17. Let s∶∆ → S1 be a continuous function not identically equal to [0]. There does not
exist a measurable function κ∶Ω → S1 with the property that for P-almost all ω, κ(θω) = κ(ω)+ s(α0).
Proof. If s is identically equal to some rational [p
q
], then κ(θqω) = κ(ω) for P-almost all ω, so (since P is
θq-ergodic) κ is almost everywhere constant, contradicting that κ(θω) = κ(ω)+s(α0) for P-almost all ω. If
s is not identically equal to a rational point, then S1 is minimal under the random map (x↦ x+s(α))α∈∆,
and so the result follows from Lemma 3.16.
3.5 Perturbation of two-sided sequences
In Lemmas 3.3 and 3.14, we have constructed two-sided stochastic processes exhibiting “monotone
convergence”. However, for the proof of the main theorem, this monotonicity needs to be strengthened
to strict monotonicity. In this section, we will introduce a trick that achieves this.
Remark 3.18. In the case that f has atomless transition probabilities (meaning that ν(α ∶ fα(x) = y) = 0
for all x, y ∈ S1), the convergences in Lemma 3.3 are already strictly monotone. However, one can show
that for u as constructed in the proof of Lemma 3.14, the convergences un ↗ a0 and u−n ↘ r0 cannot be
strictly monotone.
Definition 3.19. Let (fn) be a two-sided sequence in Homeo+(S1). An orbit of (fn) is a two-sided
sequence (an) in S1 such that fn(an) = an+1 for all n ∈ Z.
Definition 3.20. Let (fn)n∈Z be a two-sided sequence in Homeo+(S1), and let (xn)n∈Z be a two-sided
sequence in S1. We say that (xn) is (fn)-generic if the set P ∶= {n ∈ Z ∶ fn(xn) ≠ xn+1} is unbounded
both above and below. In this case, we define the anticlockwise perturbation (resp. clockwise perturbation)
of (xn) by (fn) to be the two-sided sequence (yn) such that:
3Other proofs such as in [Fur81, Proposition 3.10] are more complicated, and rely on (Ω,F) being a standard Borel
space.
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• for all n ∈ P , yn = xn for all n ∈ P ;
• for all n ∉ P , yn is the midpoint of the arc [xn, fn−1(yn−1)] (resp. of the arc [fn−1(yn−1), xn]).
Lemma 3.21. Let (fn) be a two-sided sequence in Homeo+(S1), and let (an) be an orbit of (fn).
(I) Let (xn) be an (fn)-generic two-sided sequence such that fn−1(xn−1) ∈ [xn, an[ for all n.
Let (yn) be the anticlockwise perturbation of (xn) by (fn). Then for all n, we have that
fn−1(yn−1) ∈ ]yn, an[. Hence, writing
zn ∶=
⎧⎪⎪⎪⎨⎪⎪⎪⎩
f−1 ○ . . . ○ f−n(y−n) n > 0(f−n−1 ○ . . . ○ f0)−1(y−n) n < 0
y0 n = 0,
we have that zn ∈ ]zn−1, a0[ for all n ∈ Z.
(II) Let (xn) be an (fn)-generic two-sided sequence such that fn−1(xn−1) ∈ ]an, xn] for all n. Let(yn) be the clockwise perturbation of (xn) by (fn). Then for all n, we have that fn−1(yn−1) ∈]an, yn[. Hence, defining (zn) with reference to (yn) exactly as in part (I), we have that
zn ∈ ]a0, zn−1[ for all n ∈ Z.
The proof is a straightforward exercise (and visually quite clear).
In the following corollary, we write xn  x (resp. xn  x) to mean: “xn ↘ x (resp. xn ↗ x) with
xn ≠ xn+1 for all n ≥ 0”.
Corollary 3.22. (A) In the setting of Lemma 3.14, there exist measurable functions u˜, v˜∶Ω → S1 such
that for P-almost every ω,
u˜0n(ω) ∶= ϕf(n, θ−nω)(u˜(θ−nω)) a0(ω), u˜0−n(ω) ∶= ϕf (−n, θnω)(u˜(θnω)) r0(ω),
v˜0n(ω) ∶= ϕf (n, θ−nω)(v˜(θ−nω)) a0(ω), v˜0−n(ω) ∶= ϕf (−n, θnω)(v˜(θnω)) r0(ω).
(B) In the setting of Lemma 3.3, there exist measurable functions u˜i, v˜i∶Ω → S1, 0 ≤ i ≤ kf − 1, such
that for P-almost every ω,
u˜in(ω) ∶= ϕf (n, θ−nω)(u˜i−nlf (θ−nω)) ai(ω), u˜i−n(ω) ∶= ϕf(−n, θnω)(u˜i+nlf (θnω)) ri−1(ω),
v˜in(ω) ∶= ϕf (n, θ−nω)(v˜i−nlf (θ−nω)) ai(ω), v˜i−n(ω) ∶= ϕf (−n, θnω)(v˜i+nlf (θnω)) ri(ω).
Proof. (A) Taking u as in Lemma 3.14, we have that for P-almost all ω, (u(θnω))n∈Z is (fαn)n∈Z-generic;
so let u˜(ω) be the 0-coordinate of the anticlockwise perturbation of (u(θnω)) by (fαn). Note that for
P-almost all ω, the anticlockwise perturbation of (u(θnω)) by (fαn) is (u˜(θnω)). By Lemma 3.21 with
an = a0(θnω), we have that u˜0n(ω) ∈ ]u˜0n−1(ω), a0(ω)[ for all n ∈ Z, P-almost surely; but also, for P-almost
all ω, for infinitely many positive and negative n we have that u˜(θnω) = u(θnω) and so u˜0n(ω) = un(ω)
(where un is as in Lemma 3.14). Hence u˜
0
n(ω)  a0(ω) and u˜0−n(ω)  r0(ω). The construction and
proof for v˜ is similar.
(B) By Lemma 3.3, for P-almost all ω, for each i, (∂−Gi+nlf )n∈Z is (fαn)n∈Z-generic; so for each i,
let u˜i(ω) be the 0-coordinate of the anticlockwise perturbation of (∂−Gi+nlf ) by (fαn). Note that for P-
almost all ω, the anticlockwise perturbation of (∂−Gi+nlf ) by (fαn) is (u˜i+nlf (θnω)). By Lemma 3.3 and
Lemma 3.21 (replacing an with ai+nlf (θnω) and xn with ∂−Gi+nlf ), we have that u˜in(ω) ∈ ]u˜in−1(ω), ai(ω)[
for all n ∈ Z, P-almost surely; but also, for P-almost all ω, for infinitely many positive and negative n
we have that u˜i+nlf (θnω) = ∂−Gi+nlf and so u˜in(ω) = uin(ω) (where uin is as in Lemma 3.3). Hence
u˜in(ω) ai(ω) and u˜i−n(ω) ri−1(ω). The construction and proof for v˜i is similar.
4 Proof of main results
To prove Theorem 2.8, it will be sufficient just to prove the characterisation of orientationally conjugate
dynamics, since the subsequent characterisation of topologically conjugate dynamics then follows
immediately by Remark 2.7.
We split the proof of Theorem 2.8 into two cases: the “generic” case, where neither f nor g comes
under category (c’); and the “degenerate” case, where at least one of f and g comes under category (c’).
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4.1 Generic case
An Ω-based circle homeomorphism is an Ω-indexed family (hω) of orientation-preserving circle
homeomorphisms hω ∈ Homeo+(S1) such that ω ↦ hω(x) is measurable for each x ∈ S1.
For each k ∈ N and l ∈ {0, . . . , k − 1}, define gk,l ∈ Homeo+(S1) by
gk,l([x]) = [x + 12pik sin(2pikx) + lk ] .
Theorem 4.1. Let f be a random circle homeomorphism. In the case that S1 is f-minimal, assume that
f does not admit a symmetry. Let kf and lf be as in Proposition 2.4. Then there exists an Ω-based circle
homeomorphism (hω) such that for P-almost all ω,
fα0 = h−1θω ○ gkf ,lf ○ hω .
Proof. We will drop the subscript f in kf and lf . Let u˜
i
n, ai and ri be as in Corollary 3.22. For P-almost
all ω, we will first define hω on [u˜in(ω), u˜in+1(ω)] for n ∈ Z and 0 ≤ i ≤ k − 1. Note that
ϕf (−n,ω)[u˜in(ω), u˜in+1(ω)] = [u˜i−nl0 (θ−nω), u˜i−nl1 (θ−nω)]
for all n ∈ Z. For P-almost all ω, for each i, let hω map [u˜i0(ω), u˜i1(ω)] linearly onto [[4i+14k ], gk,0([4i+14k ])],
with the orientation preserved (i.e. hω(u˜i0(ω)) = [4i+14k ]). Then, for P-almost all ω, for all n ∈ Z and
0 ≤ i ≤ k − 1, define hω on [u˜in(ω), u˜in+1(ω)] by
hω ∣[u˜in(ω),u˜in+1(ω)] ∶= gnk,l ○ hθ−nω ∣[u˜i−nl0 (θ−nω),u˜i−nl1 (θ−nω)] ○ ϕf(−n,ω).
This definition is indeed consistent at the endpoints of the intervals [u˜in(ω), u˜in+1(ω)], with
hω(u˜in(ω)) = gnk,0([4i+14k ])
for all n ∈ Z. Now define hω(ri(ω)) = [ i+1k ] and hω(ai(ω)) = [2i+12k ] for P-almost all ω. So hω is continuous
on [ri−1(ω), ai(ω)], mapping [ri−1(ω), ai(ω)] bijectively onto [[ ik ], [2i+12k ]].
Now, letting v˜in be as in Corollary 3.22, we can similarly construct hω on [ai(ω), ri(ω)] such that
hω([v˜in+1(ω), v˜in(ω)]) = [gn+1k,0 ([4i+34k ]) , gnk,0([4i+34k ]) ]
for all n ∈ Z, P-a.s.. Thus we have constructed hω on the whole of S1, and one can directly verify that
hθω ○ϕf(1, ω) = gk,l ○ hω for P-almost all ω.
Theorem 4.2. Suppose we have k, l, k′, l′ and an Ω-based circle homeomorphism (hω) such that
gk,l = h−1θω ○ gk′,l′ ○ hω
for P-almost all ω. Then k = k′ and l = l′.
Proof. We first show that for P-almost all ω, hω maps R ∶= {[ ik ]}k−1i=0 bijectively onto R′ ∶= {[ ik′ ]}k′−1i=0
(implying in particular that k = k′). For all n, we have that
gnk,l = h−1θnω ○ gnk′,l′ ○ hω
for P-almost all ω. For any ε ∈ (0, 1
k
), letting Uε be the ε-neighbourhood of R, we have that gnk,l(Uε)
converges to the whole circle as n → ∞; so by the Poincare´ recurrence theorem, for P-almost all ω
there is a sequence mn →∞ such that g
mn
k′,l′
(hω(Uε)) converges to the whole circle as n →∞, implying
in particular that R′ ⊂ hω(Uε). This holds for all ε ∈ (0, 1k ), and so R′ ⊂ hω(R) for P-almost all ω.
Applying the same argument to (h−1ω ) gives that hω(R) ⊂ R′ for P-almost all ω.
So then, k = k′ and for P-almost all ω there exists m(ω) ∈ {0, . . . , k − 1} such that hω([ ik ]) = [ i+m(ω)k ] for
all i. Note that
m(θω) = m(ω) + (l′ − l) mod k
and so
m(θkω) = m(ω) mod k.
Since θk is P-ergodic, it follows that m(⋅) is constant almost everywhere (mod k), and so l = l′.
Combining Theorem 4.1 and Theorem 4.2, we obtain Theorem 2.8 in the generic case.
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4.2 Degenerate case: preservation of the Antonov classification
For any k ∈ N, a random k-periodic point of ϕf is a measurable function a∶Ω → S1 such that a(θkω) =
ϕf (k,ω)a(ω) for P-almost all ω.
Lemma 4.3. Let f and g be random circle homeomorphisms having orientationally conjugate dynamics,
and suppose that S1 is f-minimal. Then S1 is g-minimal, and:
(i) if f is deterministically orientationally conjugate to a random rotation, then so is g;
(ii) given m ≥ 2, if f admits an order-m symmetry τ such that the τ-lifts of f are contractive, then
g also admits an order-m symmetry τ˜ such that the τ˜-lifts of g are contractive.
Proof. If f is deterministically orientationally conjugate to a random rotation, then by Lemma 3.16, there
is a unique ϕf -invariant measure; so since conjugacy preserves invariant measures, there is a unique ϕg-
invariant measure. Hence g cannot come under the categories addressed by Lemma 3.3 or Lemma 3.12, so
(using Proposition 3.11) we must have that S1 is g-minimal with g being deterministically orientationally
conjugate to a random rotation.
Now suppose f admits an order-m symmetry τ such that the τ -lifts of f are contractive. First suppose for
a contradiction that S1 is not g-minimal. Letting ai, ri (0 ≤ i ≤ kg −1) be as in Lemma 3.3 with reference
to g, it is easy to see that ai, ri are random kg-periodic points of g; hence ϕf must also have random
kg-periodic points. However, S
1 is fkg -minimal by Proposition 3.1, and τ is obviously a symmetry of fkg ;
so by Lemma 3.12(B) applied to fkg , ϕf has no random kg-periodic point. Thus we have a contradiction,
and so in fact S1 is g-minimal. Now there are exactly two ϕf -ergodic measures (by Lemma 3.12(B)),
each consisting of m points in the disintegration; so since conjugacy preserves invariant measures, the
same must hold for g. So g cannot be deterministically orientationally conjugate to a random rotation
(Lemma 3.16), so by Proposition 3.11 and Lemma 3.12(B), g admits an order-m symmetry τ˜ such that
the τ˜ -lifts of g are contractive.
So to complete the proof of Theorem 2.8, it will be sufficient to prove the following results:
Lemma 4.4. Let f and g be random circle homeomorphisms such that S1 is f-minimal and g-minimal,
and suppose that f and g have orientationally conjugate dynamics.
(A) If f and g are random rotations, then f = g.
(B) Given m ≥ 2, if τm is a symmetry of both f and g, with F = (zm(fα)) and G = (zm(fα)) being
contractive, then f and g are deterministically topologically conjugate; moreover, in the case that
m ≥ 3, f and g are deterministically orientationally conjugate.
Lemma 4.5. Let f be a random circle homeomorphism such that S1 is f-minimal, and suppose that τ2
is a symmetry of f with F = (z2(fα)) being contractive. Let j ∈ Homeo−(S1) be an orientation-reversing
homeomorphism such that τ2 is also a symmetry of the random circle homeomorphism g ∶= (j ○ fα ○ j−1).
Then f and g have orientationally conjugate dynamics.
4.3 Proof of Lemma 4.4(A)
For any c ∈ S1, define Rc∶S1 → S1 to be the rotation Rc(x) = x + c. Define the equivalence relation ∼ on
Homeo+(S1) by
f ∼ g ⇐⇒ ∃a, b ∈ S1 s.t. g = Ra ○ f ○Rb .
Let I be the set of all equivalence classes of ∼ . For any f ∈ Homeo+(S1), let fˆ ∈ I be the equivalence
class represented by f . We will say that a set A ⊂ Homeo+(S1) is ∼-invariant if for every f ∈ A, we have
fˆ ⊂ A.
Lemma 4.6. Let P be a Borel probability measure on Homeo+(S1). If P(A) ∈ {0,1} for every ∼-invariant
open set A ⊂ Homeo+(S1), then there exists ξ ∈ I such that P(ξ) = 1.
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Proof. Since Homeo+(S1) is a topological group, the map (a, b, f)↦ Ra ○ f ○Rb is continuous. Hence in
particular, each element of I is a compact subset of Homeo+(S1). Now suppose there does not exist ξ ∈ I
such that P(ξ) = 1. Fix any f0 ∈ suppP . Let h be an element of (suppP)∖ fˆ0. Since S1 is compact and
Ra ○f0 ○Rb ≠ h for all a, b ∈ S1, there are neighbourhoods U of f0 and V of h such that h′ ∉ fˆ for all h′ ∈ V
and f ∈ U . Note that the set A ∶= ⋃f∈U fˆ is open, since the map f ↦ Ra ○ f ○Rb is a homeomorphism
of Homeo+(S1) for each a, b ∈ S1. Obviously A is ∼-invariant; but since both f0 and h are in suppP , we
have that P(A) ∉ {0,1}.
Now write f = (Rs(α)) and g = (Rs′(α)), and let (hω) be an orientation-preserving conjugacy from ϕf to
ϕg. So
Rs(α0) = h−1θω ○ Rs′(α0) ○ hω (2)
for P-almost all ω ∈ Ω. Hence hˆθω = hˆω for P-almost all ω ∈ Ω. So since P is θ-ergodic, by Lemma 4.6
there exists ξ ∈ I such that for P-almost all ω ∈ Ω, hˆω = ξ. Let Ω˜ ∶= {ω ∶ hˆω = ξ}. Fix an arbitrary
f ∈ ξ. By a suitable “measurable selection” theorem (e.g. [Zim84, Corollary A.6]), there exist measurable
functions a, b∶ Ω˜ → S1 such that for all ω ∈ Ω˜, hω = Ra(ω) ○ f ○Rb(ω). With this, (2) can be rearranged as
Rs(α0)+ b(θω)− b(ω) = f−1 ○ R−a(θω)+ s′(α0)+a(ω) ○ f.
Hence, for P-almost all ω ∈ Ω˜,
s(α0) + b(θω) − b(ω) = −a(θω) + s′(α0) + a(ω)
and so
a(θω) + b(θω) = s′(α0) − s(α0) + a(ω) + b(ω).
Hence, by Corollary 3.17 with κ = a + b, we have that s′ − s = [0] everywhere, i.e. s = s′.
4.4 Symmetrisation of conjugacy and the proof of Lemma 4.5
The following lemma immediately gives the proof of Lemma 4.5, and will also be used in the proof of
Lemma 4.4(B).
Lemma 4.7. Fix m ∈ N. Let f and g be random circle homeomorphisms such that S1 is f-minimal and
g-minimal. Suppose that τm is a symmetry of both f and g, and F = (zm(fα)) and G = (zm(gα)) are
contractive, with attractors Af and Ag respectively. For each ω, let af(ω) (resp. ag(ω)) be the unique
value in [[0], [ 1
m
][ such that maf (ω) = Af(ω) (resp. mag(ω) = Ag(ω)). Suppose there is an Ω-indexed
family (h˜ω) of functions h˜ω ∶S1 → S1 (not necessarily in Homeo+(S1)) such that (ω,x) ↦ h˜ω(x) is
measurable and for P-almost every ω:
• there is an integer nω such that for each 0 ≤ i ≤m − 1,
h˜ω(af(ω) + [ im ]) = ag(ω) + [nω+im ] ;
• h˜θω(fα0(af(ω))) = gα0(h˜ω(af(ω))).
Then there exists an orientation-preserving conjugacy (hω) from ϕf to ϕg such that hω commutes with
τm for all ω.
Proof. By Theorem 4.1, there is an orientation-preserving conjugacy (Hω) from ϕF to ϕG. For P-almost
all ω, we have (by Corollary 3.13) that
Hω(Af(ω)) = Ag(ω) = mh˜ω(af(ω));
so let hω be the unique orientation-preserving homeomorphism commuting with τm such that zm(hω) =
Hω and hω(af(ω)) = h˜ω(af(ω)). We need to show that (hω) is a conjugacy from ϕf to ϕg. Note that
hω(af (ω)+ [ im ]) = h˜ω(af (ω)+ [ im ]). (3)
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for each i. We have
zm(hθω ○ fα0) = Hθω ○ zm(fα0) = zm(gα0) ○Hω = zm(gα0 ○ hω),
and so there exists iω ∈ {0, . . . ,m − 1} such that
hθω ○ fα0 = τ iωm ○ gα0 ○ hω.
Now fα0(af (ω))− af(θω) is a multiple of [ 1m ]; so since hθω(af (θω)) = h˜θω(af(θω)), we have that
hθω ○ fα0(af(ω)) = h˜θω ○ fα0(af(ω)) (by (3) applied to θω)
= gα0 ○ h˜ω(af(ω))
= gα0 ○ hω(af(ω)).
So iω = 0. So we are done.
Now given a random circle homeomorphism f as in Lemma 4.7 and an orientation-reversing
homeomorphism j, if g ∶= (j ○ fα ○ j−1) also has τm as a symmetry, then for P-almost all ω there
exists nω such that
j(af(ω) + [ im]) = ag(ω) + [nω−im ]
for all i. But if m = 2 then [−i
m
] = [ i
m
], and so Lemma 4.5 is obtained simply by applying Lemma 4.7
with h˜ω = j for all ω.
4.5 Further preparation for the proof of Lemma 4.4(B)
Fix any m ∈ N. Let J = {h ∈ Homeo+(S1) ∶ h commutes with τm}. For any x ∈ S1, let x˘ be the unique lift
of x in [0,1), let ζ(x) ∈ {0, . . . ,m − 1} be such that x˘ ∈ [ ζ(x)
m
,
ζ(x)+1
m
), and let d(x) be the unique value
in [[0], [ 1
m
][ such that md(x) = x. For any h ∈ J and x ∈ S1, let L(h,x) ∶= ζ(h(d(x))).
For any x1 = (x1, y1) and x2 = (x2, y2) in (S1)2 with x1 ≠ x2 and y1 ≠ y2, define
H{x1,x2} ∶= {H ∈ Homeo+(S1) ∶ H(x1) = y1, H(x2) = y2}
and let
v(x1,x2) =
⎧⎪⎪⎪⎨⎪⎪⎪⎩
0 x˘1 < x˘2⇔ y˘1 < y˘2
1 x˘1 < x˘2 and y˘1 > y˘2
−1 x˘1 > x˘2 and y˘1 < y˘2.
Note that H{x1,x2} is non-empty. Also note that v(x1,x2) = −v(x2,x1).
Lemma 4.8. For any h ∈ J with zm(h) ∈H{x1,x2},
L(h,x2) = L(h,x1) + v(x1,x2) mod m.
Proof. Since v is antisymmetric, we can assume without loss of generality that x˘1 < x˘2. Fix any h ∈ J
with zm(h) ∈H{x1,x2}, and let h∶R → R be a lift of h. Note that
h( x˘1
m
) = y˘1 +L(h,x1)
m
+ c1
h( x˘2
m
) = y˘2 +L(h,x2)
m
+ c2
for some integers c1, c2 ∈ Z. So, since h ∈ J and x˘2m ∈ ( x˘1m , x˘1+1m ), it follows that
y˘1 +L(h,x1)
m
+ c1 < y˘2 +L(h,x2)
m
+ c2 < y˘1 +L(h,x1)
m
+ c1 +
1
m
and therefore
y˘1 < y˘2 +L(h,x2) −L(h,x1) +m(c2 − c1)´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
r
< y˘1 + 1.
If y˘1 < y˘2 (i.e. if v(x1,x2) = 0) then we must have that y˘2 ∈ (y˘1, y˘1 + 1), and so r = 0. Likewise, if y˘1 > y˘2
(i.e. if v(x1,x2) = 1) then we must have that y˘2 ∈ (y˘1 − 1, y˘1), and so r = 1.
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Let S3 be the set of 3-element subsets {(x1, y1), (x2, y2), (x3, y3)} of (S1)2 such that x1 ≠ x2 ≠ x3 ≠ x1 and
y1 ≠ y2 ≠ y3 ≠ y1. Note that for any x1 = (x1, y1), x2 = (x2, y2) and x3 = (x3, y3) with {x1,x2,x3} ∈ S3,
the following two statements are equivalent:
(i) there exists H ∈ Homeo+(S1) such that H(x1) = y1, H(x2) = y2, and H(x3) = y3;
(ii) x2 ∈ [x1, x3]⇔ y2 ∈ [y1, y3].
Let
V ∶= {{(x1, y1), (x2, y2), (x3, y3)} ∈ S3 ∶ x2 ∈ [x1, x3]⇔ y2 ∈ [y1, y3] }.
For any x1,x2,x3 ∈ (S1)2 with {x1,x2,x3} ∈ S3, define
v(x1,x2,x3) ∶= v(x1,x2) + v(x2,x3) − v(x1,x3).
Lemma 4.9. v(x1,x2,x3) is equal to either −1, 0 or 1. Moreover, v(x1,x2,x3) = 0 if and only if{x1,x2,x3} ∈V.
Proof. If we swap x1 and x2, we negate the value of v:
v(x2,x1) + v(x1,x3) − v(x2,x3) = −v(x1,x2) − v(x2,x3) + v(x1,x3).
Likewise for if we swap x3 and x2. Since the permutations (1 2) and (2 3) generate the permutation
group on {1,2,3}, it follows that every permutation of x1, x2 and x3 either preserves or negates the
value of v. Hence, we may assume without loss of generality that x˘1 < x˘2 < x˘3.
If y˘1 < y˘3, then v(x1,x3) = 0 and so it is easy to check that
v(x1,x2,x3) = { 0 y˘2 ∈ (y˘1, y˘3)1 otherwise.
If y˘1 > y˘3, then v(x1,x3) = 1 and so it is easy to check that
v(x1,x2,x3) = { 1 y˘2 ∈ (y˘3, y˘1)0 otherwise.
It is easy to check from this that v(x1,x2,x3) = 0 if and only if (x1,x2,x3) ∈V.
4.6 Proof of Lemma 4.4(B)
Remark 4.10. Observe that for any rotation map Rc∶x↦ x+ c, τm is a symmetry of the random circle
homeomorphisms (Rc ○ fα ○R−c) and (Rc ○ gα ○R−c), and zm(Rc) = Rmc; also note that any orientation-
reversing homeomorphism has a fixed point. Hence, without loss of generality, it is possible to make the
following assumption that we will use later:
(a) if m = 3 and there is an orientation-reversing deterministic conjugacy from F to G, then there is
an orientation-reversing deterministic conjugacy K from F to G such that K([0]) = [0];
(b) if m = 4 and there is an orientation-reversing deterministic conjugacy from F to G, then there is
an orientation-reversing deterministic conjugacy K from F to G such that K([0]) ≠ [0].
Now let Ω+ ∶=∆N0 , with P+ ∶= ν⊗N0 ; and let Ω− ∶=∆−N, with P− ∶= ν⊗(−N). An element of Ω+ will typically
be denoted ω+, and an element of Ω− will typically be denoted ω−. If we are given an element ω = (αi)i∈Z
of Ω, we will write ω+ ∶= (αi)i≥0 and ω− ∶= (αi)i<0. By convention, we will identify Ω with Ω+ × Ω−
(not with Ω− ×Ω+). For any function F with domain Ω−, we define the function F˚ with domain Ω by
F˚ (ω) = F (ω−).
For any random circle homeomorphism k such that S1 is k-minimal, we will write ρk for the unique
k-stationary measure.
Now let Af ∶Ω
− → S1 and Rf ∶Ω
+ → S1 be such that the attractor of F is the map A˚f ∶ω ↦ Af(ω−),
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and the repeller of F is the map ω ↦ Rf(ω+). Define Ag and Rg likewise for G. Let af(ω−) (resp.
ag(ω−), rf (ω+), rg(ω+)) be the unique point in [[0], [ 1m ][ whose m-th multiple is Af(ω−) (resp. Ag(ω−),
Rf(ω+), Rg(ω+)).
By Corollary 3.13 and Lemma 4.7, there exists a conjugacy (hω) from ϕf to ϕg such that hω is an
orientation-preserving homeomorphism commuting with τm for all ω. Let Hω ∶= zm(hω).
Let ζ(⋅), L(⋅, ⋅), v(⋅, ⋅), S3, V and v(⋅, ⋅, ⋅) be as in Section 4.5. Define T˜ −, T˜ +∶Ω → {0, . . . ,m − 1} by
T˜ −(ω) = ζ(hω(af (ω−))) = L(hω,Af (ω−))
T˜ +(ω) = ζ(hω(rf (ω+))) = L(hω,Rf (ω+)).
So for P-almost all ω,
hω(af(ω−)) − ag(ω−) = [ T˜−(ω)m ]
hω(rf (ω+)) − rg(ω+) = [ T˜+(ω)m ].
Lemma 4.11. T˜ − is measurable with respect to the P-completion of F−, and T˜
+ is measurable with
respect to the P-completion of F+.
Proof. We will just show the first statement; the second statement is proved similarly. Define β∶∆×Ω− →{0, . . . ,m − 1} by
β(α,ω−) = ζ(gα(ag(ω−))) − ζ(fα(af(ω−))) mod m
and define Θβ ∶Ω × {0, . . . ,m − 1}→ Ω × {0, . . . ,m − 1} by
Θβ(ω,x) = ( θω , x + β(α0, ω−) mod m ).
A straightforward computation shows that for P-almost all ω,
T˜ −(ω) + β(α0, ω−) = T˜ −(θω) mod m.
So letting Ti ∶= T˜ −+ i mod m for each 0 ≤ i ≤ m − 1, the Θβ-ergodic measures with Ω-marginal P are
precisely the measures (δTi(ω))ω∈Ω. The method that we now employ is based on ideas in [Cra91] and
[HO07]: Define the random map B on Ω− × {0, . . . ,m − 1} by
Bα0(ω−, x ) = ( (αi+1)i<0 , x + β(α0, ω−) mod m )
for all α0 ∈ ∆, ω−=(αi)i<0 ∈ Ω−, and x ∈ {0, . . . ,m − 1}. Note that for all ω ∈ Ω and x ∈ {0, . . . ,m − 1},
Θβ(ω,x) = ( θ+ω+ , Bα0(ω−, x) ) (4)
where θ+ is the shift map on Ω+. The measure P− ⊗ 1
m
(δ0 + . . . + δm−1) is B-stationary, and so there
is at least one B-ergodic measure q. Due to (4), [Kif86, Theorem I.2.1] gives that P+ ⊗ q is an ergodic
probability measure of Θβ. But note that any B-stationary measure must have Ω
−-marginal P−; hence
P
+ ⊗ q has Ω-marginal P, and so P+ ⊗ q has the Ω-disintegration (δTi(ω)) for some i. So letting (qu)u∈Ω−
be the Ω−-disintegration of q, we have that for P-almost all ω ∈ Ω, δTi(ω) = qω− .
So let Ω˜ be the set of sample points ω for which the following statements all hold:
• Hω(Af(ω−)) = Ag(ω−)
• Hω(Rf(ω+)) = Rg(ω+)
• T˜ −(ω) = T −(ω−)
• T˜ +(ω) = T +(ω+).
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where T −∶Ω− → {0, . . . ,m − 1} and T +∶Ω+ → {0, . . . ,m − 1} are measurable functions. For each ω− ∈ Ω−,
let
Ω˜ω− ∶= {ω+ ∈ Ω+ ∶ (ω+, ω−) ∈ Ω˜}.
Let
Ω˜− ∶= {ω− ∈ Ω− ∶ Ω˜ω− is a P+-full set}.
Define the measure r on (S1)2 to be the pushforward of P+ under the map ω+ ↦ (Rf(ω+),Rg(ω+)).
Lemma 4.12. Fix any ω−1 , ω
−
2 ∈ Ω˜− and let
x1 = (Af (ω−1 ),Ag(ω−1 ))
x2 = (Af (ω−2 ),Ag(ω−2 )).
For any y,y′ ∈ supp r, if {x1,x2,y},{x1,x2,y′} ∈ S3, then
{x1,x2,y} ∈V ⇐⇒ {x1,x2,y′} ∈V.
Proof. Suppose we have y ∈ supp r such that {x1,x2,y} ∈ S3. Let U ⊂ (S1)2 be a neighbourhood of y
sufficiently small that for all y˜ ∈ U , we have {x1,x2, y˜} ∈ S3 and
{x1,x2,y} ∈V ⇐⇒ {x1,x2, y˜} ∈V.
Since r(U) > 0, there exists ω+ ∈ Ω˜ω−
1
∩ Ω˜ω−
2
such that (Rf(ω+),Rg(ω+)) ∈ U . Using Lemma 4.8, a
straightforward computation gives that
v(x1,x2,Rf(ω+),Rg(ω+)) = v(x1,x2) + T −(ω−1) − T −(ω−2 ) mod m.
So by Lemma 4.9, since m ≥ 2, we have that {x1,x2,y} ∈V if and only if
v(x1,x2) + T −(ω−1 ) − T −(ω−2 ) = 0 mod m. (5)
But y does not feature at all in (5).
Corollary 4.13. There exists K ∈ Homeo(S1) such that for P−-almost all ω−, Ag(ω−) =K(Af(ω−)).
Proof. We will use the notations ↗ and ↘ as introduced before Lemma 3.3. Since the measure ρF−1 =
Rf∗P
+ has full support, the projection of supp r under (x, y) ↦ x is the whole of S1. So let K ∶S1 → S1
be a measurable function such that graphK ⊂ supp r. Let
L ∶= {x ∈ S1 ∶ ∃xn↗x, yn↘x s.t. lim
n→∞
K(xn) = lim
n→∞
K(yn) =K(x)}.
Since ρF is atomless, Lusin’s theorem gives that L is a ρF-full measure set. Let Ωˆ
− ∶= Ω˜−∩A−1f (L). Since
L is a ρF-full set, we have that Ωˆ
− is a P−-full set. Since ρF and ρG are atomless, given any ω
− ∈ Ωˆ−, we
have that for (P− ⊗ P−)-almost all (ω˜−1 , ω˜−2 ) ∈ Ωˆ− × Ωˆ−,
{ (Af(ω−),Ag(ω−)) , (Af(ω˜−1 ),Ag(ω˜−1 )) , (Af (ω˜−2 ),Ag(ω˜−2 )) } ∈ S3.
For any ω− ∈ Ωˆ−, choosing ω˜−1 , ω˜−2 as above, we have the following: By Lemma 4.12, either
K(]Af(ω−),Af (ω˜−1 )[) ⊂ [Ag(ω−),Ag(ω˜−1)] and
K(]Af(ω˜−1 ),Af (ω−)[) ⊂ [Ag(ω˜−1),Ag(ω−)],
or
K(]Af(ω−),Af (ω˜−1 )[) ⊂ [Ag(ω˜−1),Ag(ω−)] and
K(]Af(ω˜−1 ),Af (ω−)[) ⊂ [Ag(ω−),Ag(ω˜−1)];
so in either case, since Af (ω−) ∈ L, it follows that K(Af(ω−)) ∈ {Ag(ω−),Ag(ω˜−1 )}. And by the same
reasoning, K(Af(ω−)) ∈ {Ag(ω−),Ag(ω˜−2 )}. Hence K(Af(ω−)) = Ag(ω−).
It remains to show that K is a homeomorphism. Let Lˆ ∶= Af(Ωˆ−). Note that since ρF and ρG have full
support, Lˆ and K(Lˆ) are dense in S1. Using Lemma 4.12, we obtain that either:
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(I) for any x1, x2 ∈ Lˆ and x3 ∈ S1, if ξ(x1, x2, x3) ∶= { (x1,K(x1)) , (x2,K(x2)) , (x3,K(x3)) } ∈ S3
then ξ(x1, x2, x3) ∈V; or
(II) for any x1, x2 ∈ Lˆ and x3 ∈ S1, ξ(x1, x2, x3) ∉V.
Assume that (I) holds. Fix any x ∈ S1 and any sequence xn ↘ x in Lˆ with K(xn) convergent, and suppose
for a contradiction that l ∶= limn→∞K(xn) ≠K(x); then since (I) holds, for each n with K(xn) ≠K(x),
we have that
K(Lˆ ∩ [xn, x]) ⊂ [K(xn),K(x)],
and therefore,
K(Lˆ) ⊂ [l,K(x)],
contradicting the fact that K(Lˆ) is dense. Hence, for any x ∈ S1 and any sequence xn ↘ x in Lˆ, we
have that K(xn) → K(x). Similarly, for any x ∈ S1 and any sequence xn ↗ x in Lˆ, we have that
K(xn) → K(x). So since Lˆ is dense, it follows that K is continuous everywhere. Let K ′∶R → R be a
lift of K. Since (I) holds, K ′ is monotone with K ′(t + 1) = K ′(t) + 1. Since ρF has full support and
ρG is atomless, there cannot exist a non-empty open set on which K is constant; hence K
′ is strictly
increasing. So K is an orientation-preserving homeomorphism. A similar argument shows that if (II)
holds, then K is an orientation-reversing homeomorphism.
Corollary 4.14. F and G are deterministically topologically conjugate.
Proof. Let K be as in Corollary 4.13. We have that
K ○ Fα0(A˚f(ω)) = K(A˚f(θω)) = A˚g(θω) = Gα0(A˚g(ω)) = Gα0 ○K(A˚f(ω))
for P-almost all ω; and so, since ν has full support on ∆ and ρF has full support on S
1, it follows that
K ○ Fα = Gα ○K for all α.
So let K ∈ Homeo(S1) be a deterministic conjugacy from F to G fulfilling the description in Remark 4.10.
To complete the proof of Lemma 4.4(B), we split into two cases, the latter of which leads to a
contradiction.
Case I: Either (a) K is orientation-preserving, or (b) m = 2 and K is orientation-reversing.
Let κ be a homeomorphism commuting with τm such that zm(κ) = K. For every α there exists i ∈{0, . . . ,m − 1} such that
fα = τ im ○ κ−1 ○ gα ○ κ.
But since ∆ is connected, i does not depend on α. We need to show that i = 0. For P-almost all ω, let
n(ω) ∈ {0, . . . ,m − 1} be such that
κ(af(ω)) = hω(af(ω)) + [n(ω)m ].
A straightforward computation gives that n(θω) = n(ω) + i mod m; so since P is θm-ergodic, we have
that n(⋅) is constant P-almost everywhere, and so i = 0.
Case II: m ≥ 3 and K is orientation-reversing.
For this case, we need to obtain a contradiction. Let S ⊂ {0, . . . ,m − 1} be the support of T −∗P−.
Lemma 4.15. There is an integer p such that S ⊂ {p, p + 1, p + 2} modulo m. In the case that m = 3, S
has at most two elements.
Proof. By Lemma 4.8, we have that for P-almost all ω, T +(ω+) − T −(ω−) is equal to either −1, 0 or 1
modulo m; hence the first statement is clear. Now suppose that m = 3. Then for P-almost all ω,
v( (Af (ω−),Ag(ω−)) , (Rf(ω+),Rg(ω+)) ) = v( (Af (ω−),K(Af(ω−))) , (Rf(ω+),K(Rf(ω+))) )
∈ {−1,1} since K([0]) = [0].
So by Lemma 4.8, we have that for P-almost all ω, T +(ω+)−T −(ω−) is equal to either −1 or 1 modulo 3;
hence we likewise have the second statement.
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Now fix a point ω− = (αi)i<0 ∈ Ω− with the property that for P+-almost all ω+, for all n ∈ N0, the following
statements hold (where ω ∶= (ω+, ω−)):
• ϕF(n,ω)A˚f(ω) = A˚f (θnω) and ϕG(n,ω)A˚g(ω) = A˚g(θnω);
• A˚g(θnω) =K(A˚f(θnω)) =Hθnω(A˚f(θnω));
• S ∋ T˚ −(θnω) = ζ(hθnω (˚af(θnω))) mod m;
• ϕf(n,ω) = h−1θnω ○ϕg(n,ω) ○ hω.
Let xf ∶= af(ω−) and let xg ∶= ag(ω−) + [T−(ω−)m ]; so for P+-almost all ω+ ∈ Ω+, hω(xf ) = xg. By [Mal14,
Corollary 2.6], as n → ∞ the image measure of ν⊗n under α ↦ fn
α
(xf ) converges weakly to ρf . So fix
N ∈ N such that I ∶= {fN
α
(x) ∶ α ∈∆N} has Lebesgue measure more than 1− 1
m
. For convenience, for any
α = (α0, . . . , αN−1) ∈ ∆N , define θNαω− ∶= (αi+N)i<0 ∈ Ω−. A straightforward computation gives that for(ν⊗N)-almost all α ∈∆N ,
T −(θN
α
ω−) = ζ(gN
α
(xg)) − ζ(fNα (xf )) mod m. (6)
Now for (ν⊗N)-almost all α ∈∆N ,
mgN
α
(xg) = Ag(θNαω−) = K(Af(θNαω−)) = K(mfNα (xf )).
So for every α ∈∆N ,
mgN
α
(xg) = K(mfNα (xf )).
So then, letting κ˜ ∈ Homeo−(S1) be such that −κ˜ commutes with τm and zm(−κ˜) = −K, we have that for
all α ∈∆N there exists i ∈ {0, . . . ,m − 1} such that
gN
α
(xg) = κ˜(fNα (xf)) + [ im ].
But by the connectedness of ∆, i does not depend on α. So there exists i ∈ {0, . . . ,m − 1} such that,
setting κ ∶= τ im ○ κ˜, for all α ∈ ∆N we have
gN
α
(xg) = κ(fNα (xf)).
So by (6), writing y(α) ∶= fN
α
(xf ), we have that
ζ(κ(y(α))) − ζ(y(α)) ∈ S mod m
for (ν⊗N)-almost all α ∈ ∆N . Note that the function x ↦ ζ(κ(x)) − ζ(x) is piecewise-constant on S1,
with the jumps in the value of this function being as follows:
• if K([0]) ≠ [0] then the jumps occur at [ k
m
] and at κ−1([ k
m
]) for all k ∈ {0, . . . ,m − 1}, and
modulo m these jumps have height −1 (with x going anticlockwise);
• if K([0]) = [0] then the jumps occur at [ k
m
] for all k ∈ {0, . . . ,m − 1}, and modulo m these jumps
have height −2 (with x going anticlockwise).
But the range of y(⋅) on any ν⊗N -full measure subset of ∆N is dense in I, and I is itself a connected set
of Lebesgue measure more than 1 − 1
m
. Thus, the range of ζ(κ(y(⋅)) − ζ(y(⋅)) over a ν⊗N -full measure
set cannot be constrained to just three values if m ≥ 4, and cannot be constrained to just two values if
m = 3. This contradicts Lemma 4.15.
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