The last glacial period was punctuated by rapid climate shifts, known as Dansgaard-Oeschger events, with strong imprint in the North Atlantic sector suggesting that they were linked with the Atlantic meridional overturning circulation. Here an idealized single-hemisphere three-dimensional ocean-atmosphere-sea ice coupled model is used to explore the possible origin of the instability driving these abrupt events and to provide a plausible explanation for the relative stability of the Holocene. Focusing on the physics of noise-free millennial oscillations under steady external (solar) forcing, it was shown that cold climates become unstable, that is, exhibit abrupt millennial-scale transitions, for significantly lower freshwater fluxes than warm climates, in agreement with previous studies making use of zonally averaged coupled models. This fundamental difference is a direct consequence of the weaker stratification of the glacial ocean, mainly caused by upper-ocean cooling. Using a two-hemisphere configuration of a coupled climate model of intermediate complexity, it is shown that this result is robust to the added presence of a bottom water mass of southern origin. The analysis reveals that under particular conditions, a pronounced interdecadal variability develops during warm interstadials. While the nature of the instability driving the millennial oscillations is identical to that found in ocean models under mixed boundary conditions, these interstadial-interdecadal oscillations share the same characteristics as those previously found in ocean models forced by fixed surface fluxes. The wind stress forcing is shown to profoundly affect both the properties and bifurcation structure of thermohaline millennial oscillations across a wide range of variation of freshwater forcing. In particular, it is shown that the wind stress forcing favors the maintenance of thermally direct meridional overturning circulations during the cold stadial phases of Dansgaard-Oeschger cycles.
Introduction
Reconstructions of oxygen isotopes (d 18 O) from Greenland ice cores have revealed that the last glacial period was interrupted by rapid climate swings in the Northern Hemisphere (Dansgaard et al. 1993) , with an approximate spacing of 1500 yr (Bond et al. 1999 ). These DansgaardOeschger (DO) stadial-interstadial (cold-warm) transitions were accompanied by increases in surface air temperature ranging from 98 to 168C over Greenland (completed in years to decades; Lang et al. 1999; Severinghaus and Brook 1999) , followed by a longlasting cooling. Although the volume of proxy data documenting these millennial-scale oscillations is continuously growing, the physical mechanism responsible for their existence and the causes of the major reorganization of the ocean-atmosphere coupled system remain poorly understood. In a recent review on the causes of abrupt climate change, Alley (2007) emphasized the original intuition of Broecker et al. (1990) that multiple equilibria of the thermohaline circulation might be at the roots of the instability of glacial climates. Since then, the concept of multiple equilibria and the transitions between stable states of the thermohaline circulation is commonly invoked as a mechanism to explain the abrupt climate changes that punctuated the last glacial period (Stocker 2000; Clark et al. 2002) .
However, there is a spectrum of physical mechanisms allowing quasi-periodic transitions between these states that have been proposed so far. Jumps between cold stadials and warm interstadials were first reproduced in noise-free models with the help of a periodic surface freshwater forcing (Ganopolski and Rahmstorf 2001) . The origin of the imposed 1500-yr periodicity was left unspecified, but it was speculated that it might be related to solar forcing, as suggested by van Geel et al. (1999) and Bond et al. (2001) . Stochastic resonance, a process that results from a combination of a weak (subthreshold) periodic forcing and noise, was shown to produce stadialinterstadial transitions whose characteristics share many similarities with the DO cycles (Vélez-Belchí et al. 2001; Ganopolski and Rahmstorf 2002) . In addition, the statistical properties of the climate shifts generated through this process appear to be consistent with those inferred from the Greenland Ice Core Project (GRIP) climate record (Alley et al. 2001) . The stochastic resonance mechanism requires a bistable system; that is, a nonlinear system with two stable states separated by a potential barrier. While the weak periodic forcing modulates the height of the barrier, the noise allows transitions from one state to another. The combination of both processes results in an oscillation that synchronizes at a particular phase of the forcing. Coherence resonance (or autonomous stochastic resonance), however, can arise in more general excitable systems without the need for external periodic forcing. It results from the combination of noise and a periodic limit cycle internal to the climate system itself, with the noise level controlling the periodicity. This latter concept was used by Timmermann et al. (2003) to show that noise-induced millennial-scale oscillations can be triggered by an initial meltwater pulse, provided that the magnitude of the perturbation is large enough. Relevance of stochastic resonance for the DO events of the last glaciation is discussed in more detail in the recent review by Monahan et al. (2008) .
Noise-free millennial oscillations under steady freshwater (and solar) forcing were also found more than a decade ago in both zonally averaged (Sakai and Peltier 1995 , 1996 Winton 1997; Wang and Mysak 2006) and 3D ocean models (Weaver and Sarachik 1991; Weaver et al. 1993 ) under mixed and energy balance boundary conditions. These oscillations are simply the so-called deep decoupling oscillations described in detail by Winton and Sarachik (1993) . When the thermohaline circulation is in its weakened or diffusive phase, the deep polar ocean slowly accumulates heat through lateral mixing with water from lower latitudes. At some point the stably stratified polar water column is destabilized and the convection resumes. This is the so-called thermohaline flush (Weaver and Sarachik 1991) : the circulation increases abruptly and the heat accumulated for centuries in the deep ocean during the diffusive phase of the oscillation is released over a relatively short time period (from years to decades) to the atmosphere. The positive salt advection feedback (Rooth 1982; Walin 1985) then acts to further increase the strength of the circulation: this is the advective phase. With the poleward oceanic heat transport increasing, the meridional temperature gradient is bound to decrease, and so does the circulation. The positive salt advection feedback then works in reverse, which leads to a further weakening of the circulation until the diffusive phase repeats itself.
With the help of a 3 (horizontal) 3 2 (vertical) box model, Colin de Verdière et al. (2006) studied the bifurcation structure of these noise-free millennial oscillations to show the existence of a window of oscillations that depends on the magnitude and distribution of the freshwater forcing. If the overall magnitude of the freshwater forcing is large enough and the polar precipitation low enough, the circulation oscillates between two unstable states, namely, a salinity dominated one, with weak circulation, and a convective thermally dominated one, with vigorous circulation. The period increases with the magnitude of the freshwater forcing because of the increasing time spent in the bottleneck of the low haline state. The exit window occurs through an infinite period bifurcation beyond which the circulation locks into the haline state. These results were also supported in a 2D (latitude-depth) ocean model under mixed boundary conditions. The physics of these oscillations, as well as this bifurcation sequence, were further investigated by Colin de Verdiè re (2007) in a 2 degrees of freedom dynamical system based on the original Stommel (1961) box model, modified by the addition of convection.
While freshwater forcing has been shown to be of major importance, Loving and Vallis (2005) showed instead, using a 3D ocean model coupled to a thermodynamic sea ice model and an energy balance model of the atmosphere, that cooling alone (i.e., keeping the freshwater forcing constant and using the planetary emissivity as the main control parameter) is sufficient to trigger millennial-scale oscillations. The key element is the equatorward expansion of sea ice during cold climates, as also argued by Gildor and Tziperman (2003) and Kaspi et al. (2004) , which induces a shoaling as well as a weakening of the circulation. They concluded that the weaker the circulation, the more unstable it is. On the basis of simulations performed with a 2D ocean-atmosphere-sea ice coupled model, Colin de Verdiè re and te Raa (2010, hereafter CR10) further explored this idea by analyzing the sensitivity of the solution in the planetary emissivityfreshwater forcing parameter space in a systematic manner. Because both the glacial and modern circulations had similar strength, the idea that cold climates are less stable than warm climates because of their weaker circulation was not supported. Instead, the weaker stratification of the glacial ocean, which implies a weaker meridional heat transport, was invoked to explain its reduced stability as compared to warmer, interglacial, climates. This hypothesis could be preferred to that of Loving and Vallis (2005) , because observations suggest that the strength of the circulation was probably not very different from today, despite the large sea ice changes (Yu et al. 1996; Lynch-Stieglitz et al. 2007 ). This is supported in particular by the observation that the 31 Pa/ 230 Th ratios (which give information about the residence time of water in the Atlantic) in deep-ocean sediments deposited during the Last Glacial Maximum (LGM) are comparable to those deposited under modern conditions. However, it must be noted that paleoceanographic data are much sparser than modern measurements, implying larger errors in the reconstruction of past ocean circulation. Further, when forced with estimated LGM atmospheric CO 2 and continental ice sheets, current coupled ocean-atmosphere general circulation models, as part of the Paleoclimate Modelling Intercomparison Project Phase II (PMIP2), are inconclusive because of their widely different Atlantic circulation scenarios (Otto-Bliesner et al. 2007) . While some show a stronger Atlantic MOC, with a deeper penetration of North Atlantic Deep Water, others show either no changes in the vertical or a weaker and shallower overturning cell.
Another possibility was put forward by Ashkenazy and Tziperman (2007) who found that millennial-scale oscillations occurred more readily for weak surface wind stress forcing. However, with cooling in the tropics accompanied by the equatorward expansion of sea ice during glacial times, it is difficult to imagine a hemispheric meridional temperature gradient, and thus zonal wind stress, that was substantially weaker than today. Indeed, realistic climate models set up under glacial climate conditions show little difference in the magnitude of the mean wind stress forcing between glacial and interglacial periods (Shin et al. 2003) .
Contrasting the millennial oscillations of the Atlantic MOC discussed above, millennial oscillations of Antarctic Bottom Water formation have also been found in climate models of intermediate complexity (Meissner et al. 2008; Haarsma et al. 2001 ). These oscillations result from a convective instability of the polar water column at high southern latitudes. The mechanism is essentially captured by the Welander (1982) two-box model under mixed boundary conditions. Contrary to the oscillations found here, such oscillations do not require any circulation changes and are therefore of a completely different nature. These millennial cycles seem mostly relevant to the observed warming events (18-38C temperature change) that punctuated the climate of Antarctica during the last glacial cycle because their impact on the Northern Hemisphere climate, as well as on the Atlantic MOC, remains weak.
The objective of the present paper is to find out if the results obtained by CR10 with their 2D model are also valid in a more realistic three-dimensional climate model. In addition, the impact of the wind stress forcing on both the properties and bifurcation structure of these noisefree millennial oscillations is studied. Because multimillennial simulations are required to achieve this task, an idealized 3D coupled ocean-atmosphere-sea ice model has been chosen. Apart from their relatively low computational requirements, which is essential in the context of sensitivity studies such as the one presented here, idealized models offer the possibility for the development of a meaningful assessment of the role of one particular aspect of the dynamics in the behavior of the coupled system. In addition, they allow the development of hypotheses that can be further tested in more complex models. As such, they are essential tools in the climate model hierarchy, as discussed by Held (2005) . The idealized experiments presented here do not attempt to reproduce a precise simulation of past or present climate. Rather, our goal is to elucidate the processes that affect the sensitivity of the coupled system to changes in external forcings and parameters. This paper is organized as follows. The coupled oceanatmosphere-sea ice model is presented in section 2. Section 3 describes the modern and glacial mean climate states, while section 4 describes a typical oscillation cycle. The bifurcation structure of internal thermohaline oscillations for each background climate states is then presented and analyzed for cases without and with wind stress forcing in sections 5 and 6, respectively. In addition to the significant impact of the wind stress forcing on the bifurcation structure of millennial oscillations, we will show that the wind stress forcing favors the maintenance of thermally direct overturning circulations during stadials, but only as long as the magnitude of the freshwater forcing is not too strong. We will then show in section 7 that the weaker thermal stratification of the glacial ocean, mainly caused by upper-ocean cooling, is at the origin of the reduced stability of cold climates as compared to warmer interglacial climates; that is, glacial climates exhibit abrupt millennial-scale transitions for smaller freshwater fluxes than warm climates. The robustness of our results is then assessed in a two-hemisphere coupled model of intermediate complexity in section 8. The paper concludes with a discussion and a summary in section 9.
The coupled model
To address the questions raised above, a coupled oceanatmosphere-sea ice model that is set up in an idealized spherical sector geometry of a single-hemisphere basin has been developed. The choice of this geometry is motivated first by the strong evidence from the paleorecord that the signature of the DO events was prominent in the North Atlantic and second by the many studies that identify precursors of these events in the North Atlantic (Clark et al. 2002; Alley 2007) . Third, the use of a singlehemisphere model allows for a direct comparison of our results with previous modeling studies using similar geometries (Loving and Vallis 2005; CR10) . A priority of future research is therefore to test the robustness of our results in more complex models with respect to either physics or geometry. A first attempt is made in section 8 where the robustness of our conclusions is assessed in a two-hemisphere geometry.
a. The ocean model
The 3D ocean model is based on the planetary geostrophic equations, which is valid for time scales that are much larger than the inertial period and spatial scales that are much larger than the internal Rossby radius of deformation (Salmon 1986; Colin de Verdière 1988) . In this planetary geostrophic limit the momentum equations become diagnostic. The domain is a flat-bottom sector of a sphere, with appropriate dimensions for the North Atlantic: it extends from the equator to 848N and is 638 wide in zonal extent. Lateral boundaries are solid vertical walls where no-slip and no-flux boundary conditions are applied. The horizontal resolution is 38 and there are 15 layers whose vertical thickness increases unevenly from 50 m at the surface to 550 m at the bottom (4500-m depth). The vertical mixing is fixed at 10 24 m 2 s
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, in agreement with values inferred from the large-scale abyssal stratification (Munk and Wunsch 1998 A linear equation of state is used in order to solely concentrate on the influence of the nonlinearity of oceanic heat and salt transports. We therefore purposely exclude the mechanism of variability proposed by Winton (1993) , which entirely depends on the nonlinearity of the equation of state.
Surface boundary conditions include a prescribed freshwater forcing and, depending on the experiments, a surface wind stress forcing. We focus on the marginal boundaries between stable and unstable states, so that stochastic forcing is absent. The freshwater forcing distribution (Fig. 1a) is similar to that used by Winton and Sarachik (1993) , , and CR10, with precipitation (evaporation) maximum at mid-(low) latitudes, that is,
where f is latitude and p is the magnitude of the forcing, one of the main control parameters used in this study. Of course, keeping the freshwater forcing constant prevents us from making direct comparisons with the paleorecord. However, this approach allows us to build solid bifurcation diagrams that do not depend on uncertain moisture flux parameterizations at the low resolution that we employ. We will show in section 8 that our conclusions are not significantly altered when an interactive hydrological cycle is used. The surface wind stress forcing (Fig. 1b) is fixed to zero in the meridional direction. In the zonal direction, the analytical profile (dyn cm
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) given by Weaver and Sarachik (1990) is used,
Although the impact of the wind stress forcing on the properties and bifurcation structure of millennial oscillations will be addressed in the present study, we deliberately neglect sea ice advection in order to solely focus on sea ice-related thermodynamic effects. Our sea ice model is based on the simple one-layer thermodynamic Welander (1977) ice model solved by an implicit numerical scheme (see CR10). It includes a simple representation of the brine rejection process, which occurs through variations of sea ice thickness at the base of the ice pack.
b. The atmospheric model
Our atmospheric model is a standard, two-dimensional, energy balance model that is widely used in paleoclimate studies Loving and Vallis 2005) . It is dry and closely follows the scheme developed by Fanning and Weaver (1996) . Seasonal variations are neglected. The time evolution of surface air temperature T air is determined by the following balance:
where Q T is the horizontal eddy diffusion term, Q SW is the absorbed atmospheric shortwave radiation, Q LW is the outgoing longwave radiation at the top of the atmosphere, Q RR is the surface longwave flux, and Q SH is the surface sensible heat flux. These terms are expressed as follows:
where S is the annual mean incoming solar radiation distribution at the top of the atmosphere, approximated by North et al. (1981) as
with P 2 (y) 5 ½(3y 2 2 1) the second Legendre polynomial in terms of y 5 sin(latitude). The coefficient d in (8) is equal to 1 if sea ice is present and 0 otherwise. With the magnitude p of the freshwater forcing introduced before, the planetary emissivity p constitutes the second important control parameter in our study. The planetary albedo a is split into three contributions, each of which is latitude dependent, namely, a background albedo associated with ice-free conditions (a b ), a fixed land ice albedo (a Li ), and an interactive sea ice albedo (a Si ), Only the albedo contribution from sea ice is time varying. The albedo increment resulting from land ice is nonzero everywhere north of the land ice edge, which is itself dependent on the mean climate state. Following North et al. (1981) , the (annual mean) background albedo reads
Mean climate states
The objective of this paper is to compare the stability properties of cold and warm climate solutions. The only differences between the two climates are the latitude of the land ice line f Li (708 and 508N for the warm and cold cases, respectively) and the planetary emissivity p (0.60 and 0.61 for the warm and cold cases, respectively), which can be understood as a parameter expressing the level of atmospheric greenhouse gas concentration. The magnitude p of the freshwater forcing is chosen to generate stable climate states for both cases (60 cm yr 21 ). A zonal wind stress forcing [Eq. (2) and Fig. 1b ] is also imposed to both climates.
The atmospheric surface air temperature difference between the two climates is about 28C in the tropics, reaching 138C in polar regions (Fig. 2a) . As a result, the atmospheric heat transport is stronger in the glacial case ( Fig. 2b) , while the opposite occurs in the ocean (Fig. 2c) . The weaker-than-observed atmospheric heat transport in the warm case may be due to both the sector geometry that we use and the absence of water vapor in our atmosphere model. The lower temperatures in the cold case imply a southward expansion of sea ice that forces deep-water formation regions to move toward lower latitudes (Fig. 3 ). Density differences between the two solutions are largely dominated by temperature, whose largest changes occur in the northward extension of the western boundary current, near the sea ice edge of the cold climate (Fig. 4 ). An inspection of changes in ocean currents reveals that the significant cooling experienced by the glacial ocean in this region is due to the weaker northward extension of the western boundary current. This feature can also be inferred from the surface baroclinic pressure fields (Fig. 3 ) and the meridional overturning circulation (MOC) whose main core is positioned just south of the sea ice edge ( that suggest that the strength of the glacial ocean circulation was probably not very different from today (Yu et al. 1996; Lynch-Stieglitz et al. 2007) . A weaker baroclinic heat transport with the same mass transport is only possible if the vertical temperature contrast is less, which is indeed the case (Fig. 4 ). This reduced temperature stratification of the glacial ocean, resulting from the overall upper-ocean cooling, implies weaker density stratification (Fig. 2d) . This paper will show that this weaker thermal stratification is the key element to the instability of glacial climates.
Millennial oscillations
This section describes the variability that arises spontaneously under cold climate conditions when the freshwater forcing is increased beyond a critical value. The mean glacial climate generated with p 5 60 cm yr 21 appears to be close to marginal stability. Increasing the freshwater forcing by a small amount, until p 5 70 cm yr 21 , leads to finite-amplitude millennial oscillations with a period of about 1700 yr. One of the most prominent features of the DO events is their sawtooth-shaped temperature profile, as recorded in the North Greenland Ice Core Project Members (2004) Greenland ice core. This aspect of the behavior of the high-latitude climate during the last glacial period is well captured by our model (Fig. 6 ): that is, there is a clear abrupt and significant warming followed by a plateau phase with slow cooling lasting several centuries, and finally a rapid decline back to stadial conditions. It is worth noting that, despite the relative simplicity of our model, the simulated surface air temperature and sea surface salinity (SSS) variations during stadial-interstadial transitions in high northern latitudes (Fig. 6) , namely, 128C and 1.5 psu, are in the range of values deduced from various proxy-based reconstructions in the northern North Atlantic sector (Lang et al. 1999; Schmidt et al. 2006 ).
a. Description of a millennial cycle
In what follows we briefly describe the characteristics of one oscillation cycle. Suppose that the system is initially in its cold state of weak circulation. Unlike 2D models, where reverse circulations generally prevail during stadials (Colin de Verdière 2007; CR10), the stadial circulation in our 3D model is not collapsed and is characterized by a weak (11 Sv) and shallow (upper 1500 m) thermally direct overturning with sinking occurring at 458N (Fig. 7a) . This circulation is consistent with the ''glacial mode'' inferred from the geological record of the last glacial period (Sarnthein et al. 1994) ; this mode of circulation has less vigorous North Atlantic Deep Water formation than the ''modern mode'' characteristic of the present-day climate, with shallower sinking occurring at lower latitudes (i.e., south of Iceland instead of in the Nordic Seas). Alley et al. (1999) further argued that this ''glacial mode'' might be that associated with the cold phases of DO cycles. The next section will show that the wind stress forcing strongly favors the maintenance of such thermally direct stadial circulations over a wide range of magnitudes of freshwater forcing. Because of this relatively weak circulation, the constant freshwater forcing builds up large salinity anomalies. As a result, a sharp halocline develops in the subpolar basin. This pool of freshwater is associated with a positive surface pressure anomaly that forces the western boundary current to separate from the coast farther south (Fig. 8) . At tropical latitudes, however, saltier-than-usual conditions prevail (Fig. 6 ) because of the reduced export of salt by the western boundary current. There, the upper ocean slowly warms up and heat is subsequently transferred from the surface to the deep ocean through vertical mixing processes. In cases where no thermally direct MOC is sustained during stadials, as in either 2D models or some of the 3D experiments without wind stress forcing presented below, the oceanic heat balance is completely dominated by diffusive processes and the deep polar ocean warms up uniformly through lateral mixing with waters from lower latitudes. However, this scenario is not supported by observations that indicate 1) a deep-to-abyssal ocean cooling, possibly resulting from the dominance of changes in lateral advection over vertical turbulent mixing (Skinner and Elderfield 2007) , and 2) an intermediate gradual ocean warming, possibly caused by the northward-flowing warm waters of the North Atlantic Drift (Rasmussen and Thomsen 2004) . As shown in Fig. 9 , our results partly agree with these observations. A gradual ocean warming of about 1.58C at intermediate depths (1500-2000 m; see Fig. 9a ), caused by the northward heat transport associated with the stadial circulation (Fig. 9b) , is simulated in the latitude band covering the meridional displacements of deep-water formation associated with stadial-interstadial transitions. The observed deep-ocean cooling is not reproduced, however. This caveat may be due to the absence of a northward-flowing cold water mass of southern origin (i.e., Antarctic Bottom Water) in our model. This intermediate warming gradually makes the polar water column less stable, which ultimately results in the breaking of the polar halocline and the resumption of convection. This marks the onset of a flush period during which time heat that has accumulated for centuries at intermediate depths is rapidly released to the atmosphere, thereby reducing the atmospheric heat transport (Fig. 10 ) and shrinking the sea ice pack. The subsequent rapid surface warming, intensified north of 508N, induces an increase in infrared back radiation, which further weakens the positive radiative imbalance that prevailed at the top of the atmosphere during the cold phase (Fig. 10) . At the same time, the disappearance of the warm water anomaly intensified at intermediate depths forces the meridional pressure gradient to increase. The western boundary current then intensifies (Fig. 8) , and so does the poleward salt transport. The positive salt advection feedback is thus activated, and the overturning increases even further to finally overshoot the nearby stable state. However, this state of vigorous circulation (Fig. 7b ) cannot be sustained because both increased poleward oceanic heat transport and sea ice melting contribute to reduce the meridional pressure gradient, thereby decreasing the overturning. The positive salt advection feedback then works in reverse and leads to a further weakening of the circulation. When the solution approaches the nearby stable state (dashed lines in Figs. 6 and 10), its time evolution slows down; this state is governed by the ''ghost'' of the nearby saddle node and is elegantly described by the behavior of the overdamped pendulum driven by a constant torque (Strogatz 1994; Colin de Verdière 2007) . After this slow passage in this ''bottleneck,'' the solution quickly evolves toward the cold state of weak circulation after which time a new stadial phase starts again. It is again worth noting that, despite the relative simplicity of our model, many features of the observed variability are reproduced, including in particular the structure of the circulation and vertical temperature changes during stadials.
b. Interstadial-interdecadal oscillations
A further interesting feature of these millennial cycles is the occurrence of strong interdecadal variability during interstadials. The absence of geostrophic turbulence in our coupled model makes the periodicity of these oscillations nearly constant. However, their amplitude is generally higher in the first half of interstadials, when the circulation is stronger, and decreases afterward (Fig. 11) . These oscillations do not develop when the solution is either in its stadial state of weak circulation or when the strength of the interstadial circulation is too weak, for instance, as in the glacial case ( p 5 70 cm yr
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). This description compares very well with the characteristics of interdecadal variability found earlier in 3D ocean models forced by fixed surface fluxes: 1) when the horizontal oceanic Peclet number (UL/K h ) is increased beyond a critical value, the system undergoes a Hopf bifurcation and interdecadal oscillations emerge; and 2) the amplitude of these oscillations increases as a function of the strength of the mean overturning ). This internal ocean mode of interdecadal variability was shown to be robust to the coupling with energy balance (Huck et al. 2001 ) and zonally averaged statisticaldynamical models of the atmosphere (Arzel et al. 2007) as long as the cumulative damping effect of air-sea turbulent heat fluxes and infrared back radiation is not too strong. While the longwave limit of the baroclinic instability in the vicinity of the western boundary current was shown to be at the origin of the existence of these interdecadal oscillations (Colin de Verdiè re and Huck 1999), the strong interplay between the out-of-phase variations of zonal and meridional basin-scale temperature gradients drives the oscillation cycle (te Raa and Dijkstra 2002).
It should be noted that the occurrence of these interstadial-interdecadal oscillations in our model contrasts with the statistical analysis of the observational record performed by Ditlevsen et al. (2002) . These authors used a linear autoregressive process to argue that fast (decadal) variability is enhanced during stadials, possibly resulting from the stronger midlatitude baroclinic eddy activity (induced by a stronger midlatitude temperature gradient) of the atmosphere, which is further integrated as red noise by the ocean. We emphasize that our study does not rule out the possibility of stronger decadal variability during stadials. The lack of a dynamical component in our atmospheric model combined with the low model resolution could explain this apparent model-data discrepancy. Instead, we provide a physically based understanding of the fast interdecadal fluctuations during the interstadials.
c. Sensitivity experiments
Additional experiments have been performed to determine the influence of the nonlinearity of the seawater equation of state and of the brine rejection process on the oscillation characteristics under glacial climate conditions, with p 5 70 cm yr
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, and under standard wind stress forcing.
The time series presented in Fig. 12 show that changes in SSS resulting from melting-freezing of sea ice weakly affect the overall solution in contrast to Wang and Mysak (2006) , who found this process crucial to the existence of DO cycles. The apparent contradiction between the two studies might be due to the meridional sea ice velocity prescribed by Wang and Mysak (2006) .
The nonlinear equation of state used here is the third-order polynomial approximation of the United Nations Educational, Scientific and Cultural Organization (UNESCO) equation of state referenced at one atmosphere pressure, similar to Winton and Sarachik (1993) , namely,
Oscillations are still present with this nonlinear equation of state, but with a much larger amplitude and much longer period. Unfortunately, a complete understanding of this sensitivity is not possible from a single experiment. This issue will require a separate study that specifically focuses on the impact of this nonlinearity on the bifurcation structure of internal millennial oscillations. One anticipated effect of this nonlinearity, however, is that the return to convection when the circulation is weak will be more difficult because the thermal expansion coefficient decreases with temperature (i.e., it is easier to form polar haloclines at low temperatures).
Bifurcation of millennial oscillations
Given the intrinsic nonlinear nature of these internal millennial oscillations, the most suitable strategy to adopt to extract their physics is to study the sensitivity of the solution over a wide range of variation of forcings and parameters. Many studies have indeed reproduced deep decoupling oscillations in ocean-only and coupled climate models of various complexities. However, the sensitivity of their properties and domain of existence to various forcings and parameters has only been addressed very recently in simple box and 2D models. The present section further explores the influence of the mean climate state and wind stress forcing on both the properties and bifurcation structure of these millennial oscillations. While current computational resources are insufficient to address this issue with realistic climate models, our idealized 3D coupled model is economical enough to extract that information. On the basis of sensitivity studies carried out with two different models (box and 2D), Colin de Verdiè re et al. (2006) demonstrated the existence of a window of freshwater flux inside which the circulation oscillates on millennial time scales between two unstable states. This result was further confirmed by CR10 using the same 2D ocean model coupled to simplified sea ice and atmospheric components. The primary objective of this section is therefore to test the robustness of these conclusions in an idealized 3D coupled model. To do this, the magnitude p of the freshwater forcing was varied in the range [0, 4] m yr 21 for both the warm ( p 5 0.60, f Li 5 708N) and cold ( p 5 0.61, f Li 5 508N) climates. Only the case without wind stress forcing is considered in this section. The impact of the wind stress forcing is studied in the next section. Figure 13 shows that the circulation is in a steady thermal state for p , 90 cm yr 21 and p , 70 cm yr
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for the warm and cold cases, respectively. If the strength of the forcing is increased beyond these critical values, the circulation oscillates between a vigorous and a weak thermal state. While the range of variation of freshwater forcing reveals a window of oscillations in the warm case, it fails to identify the upper limit of oscillations in the cold case, indicating that the width of the oscillation window is wider in the cold than in the warm case.
In the oscillatory regime, the strength of the interstadial circulation first increases with the forcing, reaching a maximum at about p 5 2 m yr 21 . For stronger forcing, a shallow reverse cell localized in the upper 1000 m of the tropical ocean develops during the advective phase of the oscillation (not shown). The effect of this shallow reverse circulation, whose strength increases with p, is to reduce the northward salt transport during the advective phase of the oscillation. As a result, interstadial circulations are progressively weaker as p increases beyond 2 m yr
. By contrast, the sensitivity of the stadial circulation to p remains very weak. The only difference between the warm and cold climates occurs for relatively weak freshwater forcing, near the stable thermal state. There, the stadial circulation of the glacial climate is not collapsed and is characterized by a direct overturning intensified in the upper 1500 m of the subtropical ocean, with deep-water formation south of the sea ice edge at 458N. The strength of this circulation decreases very rapidly as p increases. The added presence of wind favors active stadial circulations over a much wider range of variation of freshwater forcing, however, as we shall see below.
What about the period of the oscillations? In the warm case, the period increases with p (Fig. 13b) . However, this is not related to the time required by polar stratification to become unstable when the circulation is locked in the bottleneck of the low haline state, as found by Colin de Verdiè re et al. (2006) in their 2D model. It is instead related to the time required to shut down convection when the circulation is locked into the strong thermal state (Fig. 13c) . This occurs because the sea ice edge, which exerts a strong control on the location of deep-water formation, remains farther north (708N) of the latitude of maximum precipitation (568N). Strong freshwater forcings therefore favor direct circulations, and hence interstadials, by maintaining strong meridional salinity (density) contrasts between polar and subpolar latitudes. This direct circulation, intensified in the extratropics, coexists with the above-mentioned shallow reverse circulation that prevails at low latitudes. If the freshwater forcing is further increased, the circulation locks into an ice-free stable state dominated by a direct circulation in the extratropics. This behavior therefore suggests an infinite-period bifurcation at the transition from the oscillatory regime to the stable haline state (i.e., the second bifurcation); however, note the finiteperiod character of the first bifurcation, that is, the transition from the stable thermal state to the oscillatory regime. This may be due to the presence of dissipation in the system that pushes the entry into the oscillation window farther away from the saddle node bifurcation (Colin de Verdiè re 2007). As such, the influence of the ghost of the saddle node has a much-reduced influence, and the period remains nearly constant at the transition. Under glacial climate conditions, however, the period remains fairly constant across the entire range of variation of freshwater forcing considered herein (Figs. 13e-f ). This does not necessarily mean that the period is not sensitive to p because our window of exploration of the solution has failed to capture the entire domain of oscillations of the glacial climate. Finally, it is worth noting that the period of the oscillations (1-2 kyr) easily accommodates the observations across most of the range of variation of freshwater forcing values.
The impact of wind stress forcing
The bifurcation diagrams presented in Fig. 14 indicate that both the properties (amplitude and period) and bifurcation structure of millennial oscillations are significantly affected by the presence of the wind. In addition, the impact of the wind stress forcing on the millennial oscillations strongly depends on the mean climate state, with the largest impact on the warm climate solutions.
a. The warm case
The comparison of the bifurcation structure in the warm case indicates that the wind stress forcing increases the width of the oscillation window, damps the oscillations, and significantly lengthens (shortens) the period at the first (second) bifurcation.
Let us first examine the sensitivity of the solution at proximity of the first bifurcation. The increase of the period there can be mostly attributed to the lengthening of stadials and, to a lesser extent, to the lengthening of the interstadials. Unlike the case without wind stress forcing, the stadial state under standard wind stress forcing is characterized by a thermally direct MOC (Fig. 14a) , but only if the freshwater forcing is not too strong ( p , 1.5 m yr 21 ). Timmermann and Goosse (2004) found that neglecting the wind stress forcing in their multicentury simulations led to a complete shutdown of the MOC. Here we suggest that wind stress forcing might be essential in the maintenance of a thermally direct MOC during the stadial phases of DO cycles. The reason is that the wind-driven circulation increases the poleward salt transport, which favors deep-water formation south of the sea ice edge. The subsequent wind-induced overturning circulation significantly increases the poleward oceanic heat transport during the stadial phase of the oscillation as compared to the case without wind stress forcing. This effect acts as a negative feedback on a further strengthening of the relatively weak MOC, thereby increasing the duration of stadials. Salinity effects play a secondary role in the sensitivity of the polar water column stability to wind stress forcing during stadials. This is illustrated in Fig. 15 where changes in the meridional buoyancy flux resulting from wind stress forcing during stadials are dominated by the temperature contribution. A comparison of interstadial polar circulations at proximity of the first bifurcation ( p , 1 m yr 21 ) reveals a net poleward mass transport below the sea ice pack that is absent under standard wind stress forcing (not shown). This difference is a direct consequence of the cyclonic subpolar gyre circulation that is induced by the surface wind stress. By reducing the export of salt from the deep-water formation region, located south of the sea ice edge (708N), to higher latitudes (Fig. 16a) , this gyre circulation favors deep convection, thereby lengthening the duration of interstadials. As noted above, strong freshwater forcings ( p .
m yr

21
) under modern climate conditions favor vigorous thermal states by maintaining strong meridional salinity, and therefore density, contrasts between polar and subpolar latitudes. Because of the relatively strong poleward ocean heat transport associated with these states, sea ice is absent and deep-water formation occurs at proximity of the poleward ocean boundary (not shown). The decrease of the oscillation period caused by the wind in this case is mostly attributable to the shortening of interstadials. This is due to the subpolar gyre circulation that increases the export of relatively low salinity surface waters, originating from the eastern flank of the gyre, to higher latitudes where deep-water formation occurs. Polar haloclines therefore tend to build up more rapidly under standard wind stress forcing, thereby shortening the duration of interstadials.
The oscillation damping effect of the wind stress forcing is mainly apparent for intermediate freshwater forcing (1.5-2.5 m yr
). This can readily be understood by examining the changes in poleward salt transport induced by the wind stress forcing during interstadials (Fig. 16 ). For relatively low freshwater forcing (,1.5 m yr 21 ), sea ice is present during interstadials and deepwater formation occurs south of the ice edge (;658N). In this case, the wind stress forcing mostly affects the advective salt transport north of the sea ice edge (Fig. 16a) . The strong isothermal barrier at the sea ice edge prevents the effect of those changes to spread farther south. The positive salt advection feedback driving the circulation is therefore not affected by the wind. Only the part of the meridional overturning circulation located north of the sea ice edge is weakened (Fig. 16d) . For intermediate freshwater forcing, sea ice is absent during interstadials and deep-water formation occurs in proximity of the poleward ocean boundary. By reducing the amount of salt reaching deep-water formation regions (Fig. 16b) , the wind stress forcing over the subpolar gyre decreases the efficiency of the positive salt advection feedback to maintain a state of vigorous circulation. As a result, the strength of the interstadial circulation in this case is strongly decreased under standard wind stress forcing (Fig. 16e) . For strong freshwater forcing, the relative impact of the wind stress forcing is too weak to significantly affect both the convective and advective feedbacks sustaining the poleward salt transport (Fig. 16c) . Fig. 13 , but for cases including wind stress forcing.
FIG. 14. As in
In this case, the relative impact of the freshwater forcing on the oscillation amplitude clearly dominates that of the wind stress forcing. In summary, these results suggest that the oscillation amplitude depends on the relative strengths of the wind stress and freshwater forcing and on the relative position of the sea ice edge with respect to the core of the subpolar gyre.
b. The cold case
Unlike the warm case, the wind stress forcing has a very moderate impact on the oscillation period in the cold case. Similar to the warm case, however, the wind stress forcing significantly decreases the strength of the interstadial circulation for intermediate magnitudes of freshwater forcing. Focusing on the glacial oscillations described previously, with p 5 70 cm yr 21 at proximity of the first bifurcation, we find that the wind stress forcing has a damping effect and lengthens (shortens) the duration of interstadials (stadials) without significantly affecting the oscillation period (Fig. 17a) . Figure 17b shows that the stadial poleward salt transport by the baroclinic gyre mode is significantly increased by wind stress forcing. By providing salt to the polar region during stadials, this gyre salt transport decreases the polar water column stability, thereby shortening the stadial phases of the oscillation. As a result, less heat is accumulated in the ocean interior during the weak phase of the oscillation, and then is further released to the atmosphere during the thermohaline flush (not shown). The overshoot of the circulation associated with the resumption of the convection is therefore reduced in the presence of wind. This differs from the situation with intermediate magnitudes of freshwater forcing, where the duration of the weak and strong phases of the oscillation are barely affected by the wind stress forcing. Finally, the stronger poleward salt transport induced by the wind-driven circulation at proximity of the first bifurcation makes the development of a polar halocline more difficult, thereby lengthening the duration of the strong phase of the oscillation.
The stability of the warm and cold climates
Apart from the details associated with the individual structure of the bifurcation diagrams presented above, two robust and important aspects of the noise-free millennial oscillations emerge. First, the strength of the circulation varies little with respect to p prior to the first bifurcation and is roughly the same irrespective of the background climate state and wind stress forcing. The hypothesis put forward by Loving and Vallis (2005) -that cold climates are less stable than warm climates because of their weaker circulation, and thus favor millennial oscillations-is therefore not supported here, in agreement with CR10's conclusions. As mentioned before, this feature is consistent with the observations reported by Yu et al. (1996) and Lynch-Stieglitz et al. (2007) that suggest similar rates of modern and Last Glacial MOC. Second, and probably most important, the value of the freshwater fluxes at the first bifurcation is significantly smaller for cold than for warm climates, again in agreement with CR10's conclusions. Figure 18 reveals that this result is robust across a wide range of climates, which is a range of planetary emissivity values p , and is valid irrespective of the presence of the wind. The difference becomes even larger as the climate gets warmer.
Why do glacial climates oscillate for significantly lower freshwater fluxes than warm climates? Can this fundamental difference be solely explained in terms of internal ocean dynamics? To answer these questions, additional sensitivity experiments were carried out under mixed boundary conditions, where both sea ice and atmospheric conditions were fixed to their nearby stable solutions obtained with identical freshwater fluxes. These particular stable states correspond to the climate solutions obtained with p 5 60 cm yr
21
, that is, the magnitude of freshwater forcing at marginal stability of the cold climate. Note that the warm climate is fully in the stable domain for this particular value of freshwater forcing. Because the wind stress forcing is not essential to the existence of millennial oscillations, it was not considered in the present sensitivity experiments. More specifically, SST is restored toward a fixed SAT where sea ice is absent and toward the temperature of the freezing point otherwise. As per the strategy adopted for the coupled ). The same conclusions can be drawn from the uncoupled ocean solutions under mixed boundary conditions (not shown). Again, the warm ocean is fully in the stable domain for this particular value of p. The only difference between the two climates resides in the surface thermal forcing, which is simply translated equatorward in the cold case, with the haline forcing being identical (Fig. 19) . When comparing the temperature and salinity contributions to the advective meridional buoyancy flux between the two climates, we see that the warm state is clearly more efficient in transporting light waters poleward (Fig. 20) . However, because both the warm and cold solutions exhibit similar MOC strength (18 Sv, Fig. 5) , this is only possible if the top-to-bottom temperature contrast is larger in the warm state. This can be readily seen in the vertically averaged Brunt-Väisälä frequency shown in Fig. 2d . Our results therefore imply that the stronger the buoyancy transport by the circulation, the more stable it is, which demonstrates the robustness of the results obtained by CR10 with their 2D model.
Robustness in a more complex coupled model
The previous results have been obtained using a singlehemisphere coupled model with simplified physics. The objective of this section is to test the robustness of these results with a more complex model setup in a twohemisphere geometry. To do this, we use the University of Victoria (UVic) coupled climate model described in detail by , comprising an ocean general circulation model (OGCM; Pacanowski 1996), a standard energy-moisture balance atmosphere model, and a thermodynamic-dynamic sea ice model (Bitz et al. 2001) . The default spherical grid resolution is 28 in both horizontal directions. The atmospheric transports of sensible heat and moisture are parameterized on the basis of simple downgradient mixing laws with fixed (but not uniform) diffusivity coefficients. The wind stress forcing is zonally uniform but interactive. It follows the Green (1970)-and Stone and Yao (1990) -type parameterizations of baroclinic instability, and was developed by Arzel et al. (2008) . The ocean model uses a parameterization of the effects of baroclinic eddies after Gent and McWilliams (1990) . The ocean vertical grid spacing increases from 50 m at the surface to 450 m at the bottom (19 levels). The geometry is that of an idealized twohemisphere flat-bottom ocean basin with a constant depth of 4500 m, similar to that of Arzel et al. (2008) . The ocean basin has a longitudinal width of 608, as does the atmosphere, and extends from 708S to 768N. Land is present poleward of these boundaries up to 848 latitude. A zonal subpolar channel analogous to the Drake Passage in the Southern Ocean is represented by applying cyclic boundary conditions between 508 and 608S and between the surface and 2500-m depth. A permanent freshwater flux of 0.06 Sv has been artificially extracted from the ocean in the latitude band of 708-648S to mimic Antarctic Bottom Water (AABW) formation. This perturbation is uniformly compensated in the other parts of the ocean domain in order to conserve salt globally.
To identify the mean climate conditions that allow such millennial oscillations, we first perform three 100 000-yrlong experiments where the land ice extent and atmospheric CO 2 concentration slowly and linearly evolve from modern (CO 2 5 280 ppm; no land ice) to glacial (CO 2 5 200 ppm; land ice extends till 508N) values (see in these experiments, thereby allowing us to easily isolate the influence of changes in thermal forcing on the behavior of the coupled system. The first conclusion that comes up is that, at constant freshwater forcing, the existence of millennial oscillations primarily depends on the land ice extent, with the CO 2 levels playing a secondary role. Focusing on the case where both the land ice extent and the CO 2 levels vary (black curve in Fig. 21 ), we clearly see the existence of a window of millennial oscillations: if the climate is either too cold or too warm, no oscillations develop. To understand the origin of this behavior, we proceed as before and compare the bifurcation structure of the MOC for a cold and a warm climate. For the former one, the forcing conditions are chosen to be in the range of variation of external parameters (CO 2 and f Li ), allowing millennial oscillations at zero freshwater flux anomaly. The atmospheric CO 2 concentration and land ice extent are thus fixed to 225 ppm and 648N, respectively. For second one, the atmospheric CO 2 concentration and land ice extent are fixed to 280 ppm and 748N, respectively. For each climate, the sensitivity of the solutions is analyzed by adding a permanent freshwater flux anomaly to the calculated freshwater flux. This anomaly is applied uniformly between 208 and 508N, with a magnitude F varying from 20.15 to 0.15 Sv, and is compensated in the other parts of the domain. Figure 22a shows that the modern MOC exhibits a stable thermal state for magnitudes of freshwater flux anomalies of up to 0.10 Sv. For stronger forcings, the circulation switches into a stable haline state, with a reverse and shallow circulation south of the equator (not shown). No oscillations occur in the modern case. By contrast, the glacial MOC exhibits DO-like oscillations over a wide range of freshwater fluxes, between 20.13 and 0.01 Sv. To understand the origin of the different sensitivities between the two climates, we follow the same approach as before and compare the mean oceanic states at marginal stability of the glacial climate (F 5 20.14 Sv). As shown in Fig. 22a , the strength of the MOC is similar between the two climates (;12.5 Sv). The poleward oceanic heat transport is significantly reduced, however, in the cold case (Fig. 22b) . The combination of these features implies that the reduced stability of the glacial climate, that is, the existence of DO-like oscillations, is due to the reduced temperature stratification of the glacial ocean. The conclusions obtained with the idealized single-hemisphere coupled model used previously are therefore not affected by the added presence of a deep-water mass of southern origin. 
Summary and conclusions
This study provides a plausible explanation for both the occurrence of DO events during the last glacial period and the relative stability of the Holocene. The approach was to use two coupled ocean-atmosphere-sea ice models that were simple enough to allow the quantification of the bifurcation structure of noise-free thermohaline millennial oscillations under steady external (solar) forcing. These are a three-dimensional singlehemisphere model with planetary geostrophic ocean dynamics and an intermediate complexity model (UVic) set up in an idealized two-hemisphere geometry. Despite the relative simplicity of the models used in this paper, it turns out that these millennial oscillations bear, in many respects, strong similarities with observed DO cycles. In agreement with previous studies making use of zonally averaged coupled models (CR10), we find that intrinsic millennial oscillations occur for significantly lower freshwater fluxes in cold climates compared to warm climates. This is of course one of the key results of our paper, which has strong implications for the interpretation of the paleorecord. The origin of the instability driving the variability is shown to be the same as that found previously in ocean-only models under mixed boundary conditions (i.e., restoring for SST and constant freshwater flux). Arzel et al. (2006) demonstrated that this mixed instability results from the destabilization of the circulation through a positive convective-surface heat flux feedback operating in weakly stratified polar water columns. Contrary to Loving and Vallis (2005) , we find that the reduced stability of cold climates is not due to a weaker overturning, because both the warm and cold climate solutions exhibit similar overturning strength in our model, as well as in observations (Yu et al. 1996; Lynch-Stieglitz et al. 2007) . We find instead, in agreement with CR10, that the reduced stability of the glacial ocean is a direct consequence of its weaker temperature stratification, mainly caused by upper-ocean cooling. We showed, using the UVic model, that this result is not affected by the presence of a deep-water mass of southern origin. With similar overturning strengths between the cold and warm climates, this weaker temperature stratification implies a weaker baroclinic heat transport that ultimately leads to FIG. 21 . Time series of the maximum strength of the MOC simulated by the UVic model when both the atmospheric CO 2 concentration and the land ice edge in the Northern Hemisphere (black line) slowly evolve, over a 100 000-yr years period, from warm (CO 2 5 280 ppm; no land ice) to cold climate conditions (CO 2 5 280 ppm; f Li 5 508). The red line shows the MOC response when the atmospheric CO 2 concentration is fixed to its modern value, while the land ice edge slowly moves southward from the northern domain boundary (i.e., 848N) to 508N. The blue line shows the AMOC response when land ice is absent and when the atmospheric CO 2 concentration slowly decreases from its modern to its glacial value. a weaker stabilization of the circulation by the negative temperature advection feedback. As such, the stability of the polar water column is reduced in a cold climate and therefore becomes unstable for a smaller input of buoyancy (i.e., freshwater in the present case) than warmer, interglacial climates. We are therefore led to hypothesize that the magnitude of the overall freshwater flux during the last glacial period was stronger than the value at the transition from the steady thermal state toward the oscillatory regime (see the blue and red curves, respectively, in Fig. 18 ). The converse can be hypothesized for the Holocene. This provides a simple explanation for the absence of DO events during the Holocene. Note that the proposed mechanism does not preclude a lower freshwater forcing during glacial times. This is particularly interesting because Cuffey and Glow (1997) found that the rate of snow accumulation over central Greenland during the last glaciation was approximately 25% of the modern rate accumulation, a difference that is likely to be due to the temperature-precipitation feedback (Le Treut and Ghil 1983) .
It should be stressed, however, that a weaker oceanic heat transport (or weaker temperature stratification if the strength of the modern and glacial MOC are similar) does not necessarily imply millennial oscillations of the Atlantic MOC. The PMIP2 simulations (Otto-Bliesner et al. 2007 ), for instance, are all very stable, although at least some of them are characterized by a weaker oceanic heat transport. One of the reasons that could explain this behavior is that the strength of the negative temperature advection feedback, which is determined by the strength of the oceanic heat transport, is still stronger than the positive salt advection feedback, thereby exerting a strong stabilizing influence on the circulation. In other words, as long as the strength of the negative temperature advection feedback is stronger than the positive salt advection feedback, the circulation remains stable and no oscillations emerge. As soon as the strengths of these two major feedbacks become comparable to each other however, the circulation switches into a millennial-scale oscillatory regime. A second possibility is that the meridional distribution of the freshwater forcing, independent of its overall magnitude, is simply not favorable to the emergence of deep decoupling oscillations, as shown by Colin de Verdière et al. (2006) . Finally, oceanic mean states with a relatively cold and salty deep polar ocean in the North Atlantic will tend to be less favorable to the emergence of deep decoupling oscillations, simply because they tend to preclude convection: this narrows the range of variation of freshwater flux over which millennial oscillations can occur.
Unlike zonally averaged models that cannot represent the dynamics of zonally propagating Rossby waves that are often involved in midlatitude decadal variability, under particular conditions our three-dimensional model reproduces strong interdecadal oscillations during warm interstadials. We found that these oscillations do not develop when the solution is either in its stadial state of weak circulation or when the strength of the interstadial circulation is too weak. This behavior is typical of interdecadal oscillations found earlier in ocean-only models forced by fixed surface fluxes Colin de Verdière and Huck 1999) .
The wind stress forcing is shown to profoundly affect both the properties (amplitude and period) and bifurcation structure of thermohaline millennial oscillations. We find that the main impact of the wind stress forcing is to favor the maintenance of thermally direct MOC during stadial phases, but only as long as the magnitude of the freshwater forcing is not too strong. The poleward heat transport associated with this stadial circulation gradually warms the subpolar ocean at intermediate depths (1000-2000 m) , which is in line with recent proxy data (Rasmussen and Thomsen 2004) . This contrasts with zonally averaged models, where a vigorous reverse cell generally prevails during stadials and diffusive warming occurs in the abyssal ocean. In addition, we find that wind stress forcing significantly reduces the overshoot of the overturning associated with the thermohaline flush, a damping effect that occurs mainly for intermediate magnitudes of freshwater fluxes. We argue that the oscillation amplitude depends on the relative strengths of wind stress and freshwater forcing and on the relative position of the sea ice edge with respect to the core of the subpolar gyre. Contrary to the glacial case, the oscillation period in the modern case is found to be greatly affected by wind stress forcing. More specifically, we found that the wind stress forcing significantly increases the oscillation period at the first bifurcation of the modern climate. This behavior is mostly attributable to the negative temperature-advection feedback associated with the wind-induced stadial thermally direct MOC. This effect stabilizes the stadial circulation, thereby increasing the oscillation period. It is finally worth noting that, although the wind stress forcing has little effect on the oscillation period in the cold case, it lengthens (shortens) the duration of the strong (weak) phase of the oscillation at proximity of the first bifurcation.
Although three-dimensional, the models used in this study are still highly idealized. There are many processes that are not included that may influence the way the coupled system operates on millennial time scales, such as storm tracks and more realistic moisture transport, oceanic mesoscale turbulence, and realistic geometry. An important aspect of the glacial climate purposely neglected here is of course the occurrence of Heinrich events at a period of about every 6000-10 000 yr. Timmermann et al. (2003) proposed an ocean-ice sheet oscillation that shares many similarities with the Bond cycle. In this scenario, Heinrich events trigger a series of DO cycles provided that the magnitudes of both the meltwater pulse and noise level are large enough. The accumulated climatic effect of this series of DO cycles then triggers a Heinrich event. Instead of changes in calving of icebergs resulting from climate-ice sheet interactions (Schmittner et al. 2002) , changes in atmospheric circulation and precipitation patterns resulting from receding ice sheets (Eisenman et al. 2009 ) were proposed to explain the reduced stability of the last glacial period. In the present context of noise-free millennial oscillations under steady external forcing, an important issue to be addressed is therefore to determine the extent to which the properties and bifurcation structure of these self-sustained millennial oscillations is affected when a simple climate-ice sheet interaction is considered.
The hysteresis diagrams of Ganopolski and Rahmstorf (2001) and Schmittner et al. (2002) show that the transition from the ''on'' state to the ''off'' state of the MOC occurs for significantly lower freshwater fluxes in the glacial than in the modern climate. Here the argument is similar, but applies instead to the transition from the ''on'' mode to the oscillatory regime. Classical hysteresis diagrams build upon near-equilibrium transient freshwater perturbation experiments (Rahmstorf et al. 2005) , which can only provide an approximation of the true bifurcation structure. The reason is that the rate of change of freshwater forcing [0.01 Sv (1000 yr)
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] used in these experiments may be well beyond that needed to accurately represent the true bifurcation diagram. This is due to the so-called critical slowing down effect becoming very important in the vicinity of bifurcation points. This effect considerably increases the amount of time needed to reach the real solution, thereby approximating the transient field to the equilibrium field. These hysteresis diagrams do not exhibit millennial oscillations (see Rahmstorf et al. 2005 ) and only reveal the bistable structure of the MOC. Here we show that, depending on forcing conditions and model parameters, an oscillation window with millennial periodicities and abrupt transitions can emerge spontaneously between the two stable regimes in OGCMs.
In summary, our results support the idea that DO cycles have the character of internal self-sustained oscillations of the ocean's thermohaline circulation and that the presence of noise and of a periodic external (solar) forcing is not essential to their existence. More specifically, we suggest that the weak temperature stratification of the glacial ocean may be responsible for its reduced stability as compared to warmer, interglacial climates; that is, the weaker the temperature stratification, the weaker the baroclinic heat transport, and the weaker the stabilizing effect of the negative temperature advection feedback on the circulation. This implies that cold climates exhibit abrupt millennial-scale transitions for significantly lower freshwater fluxes than warm climates. This mechanism provides a plausible explanation for the relative stability of the Holocene. Other key aspects of our results include the development of interstadialinterdecadal oscillations and the maintenance of thermally direct MOC by the wind stress forcing during stadials. Alternatively to stochastic or coherence resonance (Ganopolski and Rahmstorf 2002; Timmermann et al. 2003) , the present results indicate that the DO cycles could well be the signature of noise-free oscillations of the climate system under constant solar forcing.
The instability of the thermohaline circulation plays here the leading role as hypothesized long ago by Broecker et al. (1990) .
