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The following problem is investigated. Given integers r ~ l ~ 0 with r > 0, and an integer c 
for which 1 -  r < c ~< l + r, what is the minimum ratio of white balls to black balls over the 
family of all finite rings of white and black balls that satisfy: (i) the ring has at least one white 
ball, and (ii) for every white ball, there are at least c more white balls than black balls in the list 
of the l balls counterclockwise from the white ball conjoined with the list of r balls clockwise 
from the white ball? 
Let R(l, r, c) be the minimum ratio and assume that c has the same parity as l + r. For the 
symmetric ases with l = r = k, it is proved that R(k, k, c) = (2k + c)/(2k - c) when k and ½c 
are congruent (rood 2), and that R(k, k, c) might be slightly larger than (2k + c)/(2k - c) when 
k and ½c are not congruent. The upper bounds on R given for the latter case are conjectured to 
be tight. 
We also conjecture that R(I, r, c) > 1 whenever c > 0. This is known to be true when l = r. It 
is shown in general that R(I, r, c)/> 1 whenever c > 0 and 1 ~< 9. Apparently tight upper bounds 
on R are given for the asymmetric cases with l < r. 
1. Introduction 
Suppose a necklace or ring of n balls, each of which is either black or white, 
contains at least one white ball and satisfies the following local condition for given 
integers r i> l >I 0. For each white ball the (1, r)-ball neighborhood composed of 
the next I balls counterclockwise from, and the next r balls clockwise from the 
white ball contains more white balls than black balls: see Fig. 1. Must it then be 
true that the entire ring has more white balls than black balls? More specifically: 
With r and l fixed but n open, what is the minimum proportion of white balls to 
black balls in all rings that satisfy these conditions, and how are the balls arranged 
to realize this minimum? 
This paper explores the preceding questions and generalizations described in 
the next few paragraphs. We shall prove some definitive theorems for special 
cases and obtain bounds on the minimum white-to-black ratio for other cases. 
Several open problems will be identified, and assertions that we suspect are true 
but cannot prove will be noted as conjectures. Our basic conjecture is that the 
answer tO the first question do local majorities of white balls in (l, r)-ball 
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Fig. 1. Plausible arrangements to minimize proportion of white balls. The five-baH pattern on the left 
is replicated once for visualization. 
neighborhoods of white balls force a global majority of white balls?Bis 'yes'. We 
prove this for the symmetric ases with l = r and in general for l ~< 9, but the 
question remains open. 
2. Formulation 
Let Bo, B , , . . . ,  B,_I denote n balls in clockwise succession around a ring. 
Each ball is black or white, and not all the balls are black. Let l and r be 
nonnegative integers with r > 0, and assume without loss of generality that l ~< r. 
An (l, r)-ball neighborhood Nt,,(B/) of Bi is the list (Bi-t, 
Bi - l+ l ,  • • • , B i -1 ,  B i+ l ,  • • • , B i+r )  with subscripts reduced modulo n. If n - 1 < 
l + r, then some balls appear more than once in a neighborhood, and if n ~< r then 
B~ appears in Nt,,(B~). 
Let c be an integer having the same parity as l + r with - ( l  + r) ~< c ~< l + r. We 
say that a ring is (l, r, c)-admissible if for every white ball B there are at least c 
more white balls than black balls in NI,,(B). Our basic interest is the conclusions 
that can be drawn about relative numbers of white balls and black balls in 
(l, r, c)-admissible rings. For example, does c > 0 necessarily imply that all such 
rings have more white balls than black balls? We refer to this question as the 
majority question. Of interest also is 
• [ number of white balls in ring. the ring is (l, r, c)-admissible}, 
R(l, r, c) = mln~~ of black balls in ring 
the minimum ratio of white balls to black balls in (l, r, c)-admissible rings. 
The latter quantity does not always exist. In particular, if c ~ l - r, then a ring 
of n balls with exactly l + 1 consecutive white balls is an (/, r, c)-admissible ring 
and minimizes the ratio, given n. However, as n gets large, this minimum goes to 
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zero and R(l, r, c) does not exist. We shall therefore assume that c > l - r  from 
now on. 
The majority question would be answered simply if it were true that every 
Nl;r(Bi), for all balls instead of just white balls, had more white balls than black 
balls. For then there would be a majority of white balls in the collection of 
neighborhoods over all balls and, since each 8i appears an equal number of times 
in the collection, there must be a majority of white balls in the ring. However, 
when the local majority condition holds only for white balls, as initially 
stipulated, then the collection of neighborhoods for the white balls does not cover 
each ball an equal number of times and the preceding argument breaks down. 
Any hope that the local majority condition holds for all balls when it holds for all 
white balls is dashed by the example in Fig. 2. Every Nlo, lo(B~) for a white ball 
contains more white balls than black balls, but the (10, 10)-ball neighborhood of 
Bo has only nine white balls, and Nlo,~o(BO and Nlo, lo(B26) each has exactly 10 
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white balls. 
Fig. 2. A (10, 10, 2)-admissible ring in which Nlo, xo(Bo) has more black balls than white balls. 
The rest of the paper is organized as follows. The symmetric ases with 
I = r = k are examined in the next section. We prove that local majorities do 
imply a global majority under symmetry, specify R(k, k, c) precisely whenever k
and ½c have the same parity, and obtain tight bounds on R(k, k, c) otherwise. An 
application of the majority implication to a problem of disconnectivity in circulant 
graphs is presented in Section 4. 
The asymmetric cases with l < r are examined in Sections 5 and 6. Section 5 
notes first that R(O, r, c)= (r + c)/(r-  c), then determines the minimum ratios 
for l = 1, 2 and c>0 for all r>l. The latter determination is based on a 
dualization of the problem by way of linear separation theory. The same 
approach is used to answer the majority question in the affirmative whenever 
l ~< 9. Section 6 presents three construction procedures for (l, r, c)-admissible 
rings that appear to provide fairly good upper bounds on R(l, r, c). 
3. Symmetric cases 
Throughout this section, ! = r = k, 0 < c ~ 2k, and c is even since we assume it 
has the same partity as l + r = 2k. 
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2k +c 
Theorem 1. R(k, k, c)>12k---~c" 
Proof. Let ~ be a (k, k, c)-admissible ring with w white balls and b black balls. 
Since there can be at most k -  (½c) black balls between successive white balls, 
each k-ball neighborhood on either side of a white ball contains a white ball. 
Choose any white ball in ~ and label it W1. Label the white ball in No, k(W~) 
that is farthest from W1 as WE (counting consecutively clockwise), label the white 
ball in No, k(W2) that is farthest from W2 as W3, and continue until the next white 
ball to be labeled has already been labeled, say with V¢~. Discard labels 
W1, • • • , W/_I and relabel W/as W1, W/+I as WE, and so on. 
• Suppose that m white balls are thus labeled, so the next ball to be labeled after 
Wm would be W1. If the sequence W1, WE, . . . ,  Wm with their No,k(Wi) takes us 
around the ring t times, then 
t(w + b) <~ mk, 
since W~ and W~+I are within k balls of each other, i.e., there are at most k - 1 
between the two. 
Let Ak(W~) be the difference of white balls and black balls in Nk, k(W~), SO that 
Ak(W/)1>c fo r i= l , . . . ,m.  
Also let ei be the number of balls clockwise from W~+I within No.k(Wi). By the 
choice of V¢~+1, all of these ei balls are black. 
Note that ~ is covered t times by the m clockwise neighborhoods NO.k(W~) for 
i = 1 , . . . ,  m with No, k(Wi) and No, k(Wi+l) overlapping in ei black balls. In 
general, let AS be the difference of white balls and black balls in set S. Then 
m 
~'~ [ANo, k(W/) + ell = t(w - b). 
i= l  
Similarly, Nk,o(Wi) and Nk,o(Wi+O overlap in e~ balls of unknown colors. Thus we 
have m 
X [ANk,o(W/) -- ei] ~ t(w - b). 
i=1  
Since ANo, k(W~)+ ANk,o(W~)= Ak(W~)t> c for each i, addition of the preceding 
expressions gives 
2t(w - b) >t mc. 
When this is combined with t(w + b) <- mk, derived earlier, we get 
k t c 
w+b m 2(w-b) '  
hence k2(w - b) >i c(w + b ), or w(2k - c) >I b(2k + c). Therefore w/b >I (2k + 
c)/(2k - c), so R(k, k, c) must satisfy the inequality of the theorem. [] 
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CorollmT 1. Every (k, k, c)-admissible ring (c >0) has more white balls than 
black balls. 
We now specify R(k, k, c) more precisely. 
Theorem 2. f f  k --= ½c (mod 2), then 
2k +c 
R(k, k, c) = 2k - c" 
Proof. By Theorem 1 it suffices to construct a (k, k, c)-admissible ring with ratio 
(2k + c)/(2k - c). Let ~ be any ring with exactly ½(k + ½c) white balls and exactly 
½(k- ½c) black balls. Then each of No, k(Bi) and Nk, o(Bi) contains precisely the 
balls in ~,  so each has ½(k + ½c)- ½(k- ½c)= ½c more white balls than black 
balls. Hence Nk.k(Bi) has c more white balls than black balls for every Bi in ~,  so 
is (k, k, c)-admissible. [] 
Remarks. The arrangement of the balls of ~ in the preceding proof is 
immaterial. Moreover, if ~ = (B0, B1 , . . . ,  Bk-1) is a particular arrangemenL 
then its M-fold concatenation ~u= (B0 , . . . ,  Bk-~, Bo, . . . ,  Bk -~, . . . ,  Bo , . . . ,  
Bk-1) with Mk balls is also (k, k, c)-admissible. When M I> 3, this eliminates 
overlaps of Nk, o(B) and No, k(B) without changing the ratio. 
When k and ½c do not have the same parity, we conjecture that R(k, k, c) is 
strictly greater than the lower bound in Theorem 1. The following theorem gives 
upper bounds on R for this case. 
Theorem 3. Suppose k ~ ½c (mod 2) . / f  k ~< c < 2k, then 
2k+c+2 
R(k,k,c)<~ 
2k - c 
If  O < c <~ k, then 
R(k,k,c)<~ 
2k 2 + 2k + ck 
2k 2 + 2k - ck - 2c 
2k2 + 4k + 2 + ck + c 
R ( k, k, c) <~ 2k 2 + 4k + 2 - ck - 3c 
if k is even, 
if k is odd. 
Proof. For the first conclusion, let ~ have exactly k + ½c + 1 white balls and 
exactly k - ½c black balls, for a total of 2k + 1. Since Nk.k(Bi) for each white ball 
Bi contains exactly k - ½c black balls, ~ is (k, k, c)-admissible and has the desired 
ratio. This is true for all 0 < c < 2k. 
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Suppose next that 0 < c ~< k and k is even. Consider the n x 6 matrix 
n - ½c n + ½c n - ½c 1 ½c n - f 
n-½c n+½c n -½c 2 ½c n -2  
n-½c n+½c n -½c n -1  ½c 1 
n -½c n+½c n -½c n n n 
i i 
with n = ½k~ Each entry in columns 1, 3 and 5 is the length of a run of consecutive 
black balls, and each entry in columns 2, 4 and 6 is the length of a run of 
consecutive white balls. ~ consists of the 4n = 2k balls in the first row (n -  ½c 
black balls, then n + ½c white ba l l s , . . . ,  then n -  1 white balls), followed 
left-to-right by the 2k balls in the second row, and so on to the last row, whose 
3k - ½c balls (left-to-right) complete the ring. It is straightforward but tedious to 
verify that ~ is (k, k, c)-admissible, and we omit the details. 
Since each of the first n - 1 rows has k + ½c white balls and k - ½c black balls 
(the same ratio as the lower bound of Theorem 1), while row n contains a2k + ½c 
white balls and a2k - c black balls, addition over rows yields the upper-bound ratio 
(2k z + 2k + ck)/(2k z + 2k - ck - 2c). 
Finally, suppose 0 < c ~< k with k odd. In this case we construct ~ as before on 
the basis of the n x 6 matrix modified as follows: n = ½(k + 1), and 1 is subtracted 
from each entry in the second column and the fifth column. Again, it is 
• 0 • 0 • 0 
n:  k~=3 I' 4 ~ 2 I 
" 4 I 3 2 
0 
0 
0 
0 
0 
0 
0 
0 
'N' 
0 • O O 
0 
• u 0 
0 • 
• 0 0 
Fig. 3. R(5, 5, 4) ~ 12/5. 
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O 
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straightforward to verify that ~ is (k, k, c)-admissible. The resultant ratio is 
(n - 1)(2n - 1 + ½c) + 3n - 1 + ½c 
(n - 1)(2n - 1 - ½c) + 3n - 1 - c 
2k2 + 4k + 2 + ck + c = [] 
2k 2 + 4k + 2 - ck - 3c" 
We leave it to the reader to observe that, when 0 < c < k, the upper bound on 
R(k, k, c) in the latter part of Theorem 3 lies strictly between the lower bound of 
Theorem 1 and the upper bound of (2k + c + 2) / (2k-  c) in the first part of 
Theorem 3. Note also that the n x 6 matrix proof for 0 < c ~< k breaks down when 
c exceeds 2n, since then the matrix has negative ntries. 
The right-hand arrangement in Fig. 1, for (k, c )= (4, 2), is based on the 
penultimate bound in Theorem 3. An example of the final bound is shown in Fig. 
3 for (k, c) = (5, 4). The matrix at the top of the figure is the matrix used in the 
final paragraph of the proof. 
We conjecture that the upper bounds in the latter part of Theorem 3 for 
0 < c ~ k are the values of R(k, k, c) when k and ½c have different parities. The 
bound in the first part of Theorem 3 for k ~< c < 2k may be best-possible for those 
cases. 
4. An  appl icat ion 
The circulant graph Cp(nl, n2, • • •, nk), in which 0 < nl <" -" < nk < 1(19 + 1), 
has vertices i+n l ,  i+n2, . . . , i+nk  (modp) adjacent to vertex i for i= 
1, . . . ,p .  Harary [4] showed that Cp(1, 2 , . . . ,  k), which is called a Harary 
graph, has vertex connectivity 2k and edge connectivity 2k. A more general  
measure of connectivity, called the minimum m-degree and denoted by J~m(G) for 
graph G, has been proposed by Boesch and Thomas [1] for the study of network 
reliability. They define t~m(G ) as the minimum number of edges that must be 
removed from G to isolate a set of m vertices, i.e., to disconnect G so that one 
component has m vertices. 
Boesch and Wang [2] proved that Am(Hk)>~4k-2 for all m satisfying 
2<~m<<-p-1 for the Harary graph Hk=Cp(1 ,2 , . . . , k ) .  The following 
theorem, proved with the use of Corollary 1 in the preceding section, specifies 
Am(Hk) for all relevant m. 
Theorem 4. Let Ilk = Cp(1, 2 , . . . ,  k ). Then 
$m(Hk)=m(2k-m + l) for O<~m<<-k, 
3.m(Hk) = k (k  + 1) for k < m <<- ~p. 
Proof. It is easily verified that an induced subgraph of I lk  on m consecutive 
vertices i, i + 1 , . . . ,  i + m -- 1 congruent (modp) has (,~) edgesiwhen m ~<k and 
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has 
½[k +(k  + 1) +.  • • + (m-  1 )+- . -+(m-  1)s+ (m-2)+. -  .+  k] 
2k -m ~'2 terms 
= ½(2km - k - k 2) 
edges when m > k. We will prove that no other induced subgraph on an arbitrary 
set of m vertices has more edges, i.e., there are no more than ('~) or 
l (2km - k - k 2) edges internal to any m-set in Hk. Given this, it follows that 
~m(Hk)  "" 2km - 2(2  ) = m(2k - m + 1) for 0 <~ m <~ k, 
~,m(Hk)  - "  2km - [2km - k - k 2] - k(k  + 1) for k < m ~< ½p. 
The case of m ~< k is trivial since (~') is clearly the maximum value possible. 
Furthermore, since (7 )= ½(2km-  k -  k 2) when m = k, we can extend the other 
case to k ~< m ~< ~p. We now prove this other case by induction on m, noting that 
it has already been proved for m = k. 
Consider an arbitrary set of m vertices for k < m ~< ½p. Interpret these m 
vertices as white balls and all other vertices as black balls. Since the number of 
white balls does not exceed the number of black balls, it follows from Corollary 1 
that some white ball must have a (k, k)-ball neighborhood (balls numbered 
1, 2 , . . . ,  p around the ring) containing no more white balls than black balls. In 
the original context, this means that one of the m vertices has at most k edges to 
the other m - 1 vertices in the chosen set. By induction, the other m - 1 vertices 
have at most ½[2k(m - 1) - k - k 2] internal edges. Hence the m vertices have at 
most 
k + ½[2k(m - 1) - k - k 2] = ½(2km - k - k 2) 
internal edges. [] 
5. Asymmetr i c  case  
The rest of the paper considers the general case of 0 ~< l <~ r and l - r < c <~ l + r 
with emphasis on the asymmetric ases where l < r. The following theorem 
dispenses with I = O. 
Theorem 5. R(O, r, c) = (r + c) / ( r  - c). 
Proof. The proof of R(O, r, c)>>-(r + c ) / ( r -  c) is analogous to the proof of 
Theorem 1 except that only clockwise r-ball neighborhoods are considered. To 
establish equality, let ~ be any ring with exactly ½(r + c) white balls and ½(r - c) 
black balls. Then each No, r(Bi) contains precisely the balls in ~,  so each has 
½(r+c) -½(r -c )=c  more white balls than black balls. Hence ~ is 
admissible. [] 
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Corollary 2. I f  c > O, then a (0, r, c)-admissible ring has more white balls than 
black balls. 
Assume henceforth that l > 0. To examine the general case further, we develop 
an algebraic lemma that provides a way of looking for lower bounds on R(l, r, c). 
Constructions for upper bounds are presented in the next section. 
Suppose that ~ is an (l, r, c)-admissible r ing with N white balls, and let 
d = ½(l + r + c), so that every NI,,(B) for a white ball contains at least d white 
balls. Assume without loss of generality (see Remarks after Theorem 2) that 
N> l + r. Since c > l -  r, d > l, so No, r(B) for each white ball contains at least 
one white ball. 
Denote the N white balls in ~ consecutively clockwise as WI, W2, . . . ,  WN 
(WN+I = W1) and let 
xi = 1 + number of balls in the run of black balls between V¢~ and V¢~+1 
for i = 1 , . . . ,  N. Since E xi is the number of balls in ~,  the average distance 
~, x JN  between adjacent white balls is the ratio of total balls to white balls. 
Hence the ratio of white balls to black balls is minimized when E xi/N is 
maximized. 
For each i define o:i = (Oil1,. . . ,  OliN) and fli =( f l i l , . . . ,  fl~N) as vectors in 
{0, 1} N such that 
c~ij = 1 if Wj e NI, o(W~), 
=0 otherwise; 
flij = 1 if W/+I e No,r(W~), 
= 0 otherwise. 
A 1 in position j of o~i or fl~ signifies that all balls from Wj to Wj+I inclusive fall 
within the span of Nl, r(W~). The structure of the problem and preceding remarks 
show that the following four conditions holds for each i • {1 , . . . ,  N}: 
C1. a~i has at most l l's, and its l 's (if any) are consecutive (with possible end 
wrap-around) and end at j = i - 1; 
C2. fli has at most r l's, and they are consecutive and begin at j = i; 
C3. tei + fli (addition componentwise) has at least d l's; 
CA. If a~ is the first j where acij or fl~j equals 1 and bi is the last j where fl~j = 1, then 
(with obvious modification for end wrap-around) ai ~ ai+l and bi <~ bi+l. 
Conditions C1 and C2 can be viewed as consequences of l >I Y',j xja~ii, r >I r~j xjflij, 
and x i t> 1. The l 's in tei + fli show which xj are fully covered in the span of 
Nl, r(Wi). 
Lemma 1. Suppose S(I, r, c) > 1 and, for all N > 1 + r and all {tri} and {fli} that 
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satisfy C1-C4, there are numbers S i ~ 0 and ti >t 0 for i = 1 , . . . ,  N such that 
N N 
ESiO~ijWEtiflij>~l fo r j=  1 , . . . ,  N, ( , )  
i= l  i=1  
ES i  l -Eocq  + ti -E f lo  <~N[S(l ,r ,c)- l ] .  
i=1  L j i=1  j 
(**) 
Then E xi/N ~ S(l, r, c) for every (l, r, c)-admissible ring, i.e., 
R(l,r,c)>~ 
S( l , r , c ) - l "  
Proof. Suppose ~ is an (l, r, c)-admissible ring that satisfies the hypothesis of the 
lemma, including ( • ) and ( * * ). Let uj 1> 0 satisfy 
ESiOCi j+Et i f l i j= l+uj  for j=  1 , . . . ,  N. 
i i 
(1) 
Summation over j gives 
EsiE  ij+ EtiE#ij=N + Eu# 
i .j i j j 
When this is added to (* * ), we get v I> 0 and 
l Es i  + r E t i  + v=NS( l ,  r, c)+ E u j. 
i i ] 
(2) 
Now let y = (Y l ,  Y2, . . . ,  YN, YN+I) and, with all coefficient vectors in R N+I, 
consider the system of 2 + 3N linear inequalities as follows: 
y .  (0 , . . . ,  0, 1)>0, 
y • (0, . . . ,  0, li, 0 , . . . ,  0, -1) />0,  
y . (-tr,, l)~O, 
y " (--fli, r)>~O, 
y .  (1 , . . . ,  1, -NS(1, r, c)) >O. 
i=1 , . . .  ,N,  
i=1 , . . .  ,N,  
i=1 , . . .  ,N,  
The first inequality is YN+I > O. Given this, define Yi "-xiyN+l for i = 1 , . . . ,  N. 
Then the next 3N inequalities hold since they are xi >-1, l >t Ejxjo:q, and 
r >I ~jxf lq.-Hence we know that there is a y solution for the first 1 + 3N 
inequalities. The final inequality is 
E Xi [N > S(l, r, c), 
and, since this contradicts the conclusion of the lemma, we show that there is no 
solution for the entire system, hence that ~ xi/N must not exceed S(l, r, c). 
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According to a standard uality result in linear solution theory (e.g. Kuhn [5] 
or Fishburn [3]), exactly one of the following two alternatives i  true. Either there 
is a y solution to the system in the preceding paragraph, or there are nonnegative 
numbers for the rows of its coefficient matrix, at least one of which is positive for 
some strict-inequality row, such that, for each of the N+ 1 columns of the 
coefficient matrix, the sum of the products of the assigned row numbers and the 
column entries equals zero. 
We show that the latter alternative is true, thus completing the proof. Let the 
numbers assigned to the rows of the coefficient matrix (in the order of the listed 
inequalities) be v, ux , . . . ,  UN, S~, . . . ,  SN, t~, . . . ,  tN, and 1. Then, by (1), the 
weighted column sum is 0 for each of the first N columns, and, by (2), the 
weighted sum of the final column is 0. [] 
To apply Lemma 1, we consider the N x N matrix A = [~i + fli]N=l for an 
(l, r, c)-admissible ring with N > l + r. Adjacent rows of A (without wrap-around) 
may look like 
[000 111 , 0000] 
0 0 1 . - .1  1 1" . - -1  1 0 
where 1" signifies a ft,. By C1-C3, each row has at most l l 's preceding 1", at 
most r l 's following and including 1", and at least d l's altogether. By C4, the l 's 
in row i begin at or before the last 1 in row i + 1. 
The lemma will be applied locally to A in a stepwise procedure that goes 
backward up the main diagonal. At each step, some si and ti are set at 1 and 
others are set at 0 to satisfy ( * ) for a new batch of h adjacent columns. We try to 
do this in such a way that 
A,~h[S(l,r,c)-ll, 
where AL is the contribution of the newly-assigned si and ti to the left-hand side 
of ( * * ), and h[S( l ,  r, c )  - 1] is the even-division portion of the right-hand side of 
( .  • ) for h of the N rows. If this can be done at each step, we conclude from 
Lemma 1 that ~ x i lN  ~ S( l ,  r, c ) .  Uneven wrap-around can be taken care of by 
cycling a number of times and averaging. 
One of three options is chosen at each step. We describe these with the aid of 
Fig. 4, which shows part of A. Columns immediately to the right of the solid 
vertical line were covered in the preceding step. We wish to cover columns 
immediately to the left of that line in the next step. Row i + 1 is the farthest row 
back whose l 's extend at least as far as the right boundary described by that line. 
Option j will satisfy ( * ) for the noted hj columns, and the solid vertical ine for 
the next step will be the line at the left end of the hj span. 
Let  S = S( l ,  r, c ) ,  with AL as defined above. 
Opt ion  1. Set ti+l = 1, s i+l ="  • • = Si+hl = ti+2 ="  " " = ti+hl = 0. Then AL = r --  nx ,  
where n~ is the number of xj's covered by the focal white ball for row i + 1 and 
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Fig. 4. Part of matrix A. 
the span of r balls clockwise from it, so 
AL <~ h l (S  - 1) <:> r ~< n l  + h l (S  - 1). 
Option 2. Set si+l = t/+a = 1. Other sj and tj for i + 1 - (h  E - h i )  ~<j ~< i + h~ are 0. 
AL = l + r -- nl -- hE, SO 
AL <~ h2(S - 1) ¢:~1 + r <~ na + n2 + h2(S - 1). 
Option 3. This is available only when n 2 > 0. Set si = Si+l = t/+l = 1 and t /= 0. 
Other  sj and tj for i + 1 - (ha - hi) <~j ~< i + hx are 0. AL = (l -- n3) + (l -- n2) + 
(r -- nl),  so 
A L <~ h3(S  - 1) <:> 2l + r <~ na + n 2 + n3 + h3(S  - 1). 
Our  first local application of the lemma allows the conclusion that the majority 
question (nonstrict version) has an affirmative answer when l <~ 9. 
Theorem 6. I f  c > 0 and l <~ 9, then R(l, r, c) >t 1. 
Proof.  Since R(I,  r, c)~>1 in the conclusion of Lemma 1 corresponds to 
S(l, r, c)<~ 2, we set S = 2. By the preceding analysis, we wish to show that 
AL <~ hj for j = 1, 2, or 3, given c > 0 and l ~< 9. Since the tightest case is c = 1, 
assume this henceforth with r and I of opposite parity. Then d = ½(l + r + 1). 
Since h2 = h~ + n2, the desired conclusions of the options are 
01 .  
02 .  
03 .  
r <~ n l  + h l ,  
l + r ~< nl + 2n2 + hi, 
21 + r ~< n~ + n2 + n3 + h3. 
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By the structure of the problem, we know that 
n l+nE>~d,  h3~>d+l ,  h l>~d-n3  . 
Suppose all of O1, 02 ,  and 03  are false. Since 03  is false, 21 + r>~ 1 + (nl + 
n2) + h3 + n3 I> 2 + 2d + n3 = l + r + 3 + n3, hence l - 3 i> n3. Moreover,  we then 
have -n3  >I - I  + 3 and therefore hi I> d - l + 3. 
Since O1 is false, r>~l+n~+hl>~l+d-nE+(d- l+3)=l+r+5-n2-1 ,  
hence n2/> 5. Then, since 02  is false, l + r/> 1 + (nl + n2) + n2 + ht i> 1 + d + 5 + 
(d  - l + 3) = r + 10, so that  1 I> 10. 
Hence,  if l < 10, then one of O1, 02 ,  and 03  must hold, i.e., Am ~< hj for 
j=1 ,2 ,  o r3 .  [] 
Our  second application of Lemma 1 yields tighter lower bounds for some cases 
with l e {1, 2}. The next section shows that these are best-possible for most values 
of c and r. 
Theorem 7. I f  c<~½(r - 1), then R(1, r, c )~( r -  1 +c) / ( r -  l - c ) .  f f  0~<c~ < ~r, 
then R(2, r, c) >I (r + c) / ( r  - c). 
Proof .  Given l = 1, let S - 1 = (r - 1 - c) / ( r  - 1 + c). In this case d = ½(1 + r + 
c). Suppose first that n2 = 0 (see Fig. 4). Then nl I> d and hi ~>d-  1, so the 
desired conclusion of Option 1, namely r <<- nx + ht (S  - 1), holds if r ~< d + (d - 
1 ) (S -  1). It is readily checked that the latter inequality is valid. Suppose next 
that n2 = 1. The worst-case situation is then n3 = 1 (if n3 = 0, use Option 2 to 
conclude that c <~ r -  1 for its conclusion), in which case we can do no better 
than to use Option 3. The conclusion of Option 3 requires 2 + r <~ n~ + n2 + n3 + 
h3(S-  1), and this is most difficult to satisfy when nl + n2 = d and h3 = d + 1. 
Given these values, we have 2 + r <~ d + 1 + (d + 1)(S - 1) if and only if 3c + 1 ~< 
r, or c <~ ~(r - 1). Since n2, n3 e {0, 1} for l = 1, this completes the proof of the 
first part of the theorem. 
Given l = 2, let S - 1 = (r - c) / ( r  + c). In this case d = 1 + ½(r + c). Suppose 
first that n2 = 0. Then nl >I d and hx t> d - n3 I> d - 2, so the conclusion of Option 
1 holds in the tightest case if r ~< d + (d - 2)(S - 1), which is easily seen to be true 
if and only if c >t 0. This is why c I> 0 is specified for l = 2 in Theorem 7. 
Suppose next that n2 = 2. It is easily checked that the worst-case situation for n3 
is n3 = 2, and in this case we use Option 3 with n~ + n2 I> d and h 3 ~> d + 1. The 
desired conclusion of Option 3 holds if 4 + r ~< d + 2 + (d + 1)(S - 1), which 
reduces to 3c ~< r. This is why c 
Finally, suppose n2 = 1 for 
applies (h3 >I d + 1) if n3 = 2. 
demanding case here is n3 = 
conclusion of Option 1 holds if 
to r <~ r, the proof is complete. 
<~ ~r is specified for l = 2 in the theorem. 
l = 2. The analysis of the preceding paragraph 
If n3e{0,  1}, we use Option 1. The more 
1, with nl t> d - 1 and hi I> d - 1. The desired 
r <~ (d - 1) + (d - 1)(S - 1), and since this reduces 
[] 
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6. Upper bounds 
We provide a partial completion of cases for l • { 1, 2} before considering more 
general upper-bound constructions. 
Theorem 8. f f  5 - r<-c<-½(r -1 ) ,  then R(1, r , c )=( r - l+c) / ( r - l - c ) .  If  
0<~ c < ~r, then R(2, r, c) = (r + c ) / ( r - c ) .  
Proof. For l = 1 let ~ consist of exactly ½(r - 1 + c) white balls and ½(r - 1 - c) 
black balls, for a total of r -  1 balls. Arrange these so that all white balls are 
consecutive. Since 5 - r<~c,  there are at least two white balls. The (1, r)- 
neighborhood of a white ball contains every ball in ~ once, plus one replicate for 
each ball immediately adjacent to the white ball. Since at most one of the 
replicates is a black ball, there are at most 1 + ½(r-  1 -  c) black balls in a 
(1, r)-neighborhood of white balls, and therefore the difference of white balls and 
black balls in such a neighborhood is at least r + 1 - 211 + ½(r - 1 - c)] = c. Hence 
R(1, r, c )<~(r - l+c) / ( r - l - c ) ,  and Theorem 7 completes the proof of 
Theorem 8 for l = 1. 
For 1 = 2, let ~ have exactly ½(r + c) white balls and ½(r - c) black balls, with r 
balls altogether. Since c I> 0, there are as many white balls as black balls. Arrange 
the balls of ~ so that no two black balls are adjacent. Then, for each white ball 
W, No.~(W) contains exactly ½(r -  c) black balls and N2,o(W) has at most one 
black ball, so the difference of white balls and black balls is at least r + 2 -  
2[½(r - c) + 1] = c. Hence R(2, r, c) <- (r + c)/(r - c) when c i> 0. The second 
conclusion of Theorem 8 then follows from Theorem 7. [] 
We conclude with three construction procedures for (l, r, c)-admissible rings 
that provide upper bounds on R(l, r, c). As before, l - r < c ~< l + r, and c has the 
same parity as l + r. W denotes a white ball. 
Construction 1. ~ has l + r + 1 balls; exactly ½(r + l + c) + 1 are white. The balls 
are arranged in any manner. N/,,(W) has exactly c = ½(r + l + c ) -½(r  + l - c )  
more white balls than black balls. Hence 
l+r+c+2 
R( l , r , c )  <<- l+r -c  
Construction 2. ~ has r balls. There are ½(r + c - e) white balls, where e satisfies 
(i) r + c -e  is even, and (ii) any l consecutive balls have at least e more white 
balls than black balls. Then N/,r(W) has at least e + ½(r + c - e) - ½(r - c + e) = c 
more white balls than black balls, so 
r+c-e  
R( l , r , c )  < -
r -c+e"  
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It may be difficult in general to determine  a priori, but it is possible in some 
cases. For example, if the ring has more white balls than black balls, then e = 0 
can be used when l is even with no two black balls adjacent. This was done in the 
l = 2 proof of Theorem 8. 
Construction 3. This construction applies only for (l, r, c) for which there are 
positive integers a, b, x, and y with x + y even such that l = ax, r = bx, and 
c = (a + b)y. Given this, let R have x balls, ½(x + y) of which are white. The 
arrangement is arbitrary. Each Nt, r(W) contains each ball a + b times and has 
(a + b)y more white balls than black balls, so 
x+y 
R(l,r,c)<~ 
x -y  
For a = b, this construction is reduced to the one used in the proof of Theorem 2. 
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