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A B S T R A C T
The origin of natural DNA nucleobases’ photostable behaviour has at-
tracted the attention of the scientific community for a long time. A lot of
effort has been invested in revealing the ultrafast and efficient mechanisms
which underlie the dissipation of the absorbed ultraviolet energy in these
systems. Nonetheless, very recently, experimental studies have registered
long-lived species for these systems, which might be the precursors of DNA
lesions. The population mechanisms of those states that would compete with
the internal conversion to the ground state in natural nucleobases are, how-
ever, still poorly understood.
It has been also demonstrated that minor structural modifications in the
structure of canonical nucleobases might lead to drastically different pho-
tophysical and photochemical properties, which can result in photolesions,
if these modified bases are incorporated in a DNA double helix or, in the
production of reactive oxygen species (ROS) and singlet oxygen (1O2), both
cytotoxic, if these non-natural nucleobases are found in solution. However,
the oxidative properties of ROS and 1O2 can be beneficial for their potential
application in fields such as photodynamic therapy for cancer treatment.
The main aim of this Thesis is to contribute to a better understanding of the
deactivation mechanisms of both natural and modified DNA chromophores
with multiconfigurational ab initio methods and to evaluate the relative ef-
ficiency of their competitive deactivation paths attending to a topographic
analysis of the ground and excited potential energy surfaces as well as the
output of semiclassical molecular dynamics simulations. In this context, the
final objective of this Thesis is to study the effect of modifying the nature
and pattern of substitution either in the purine or pyrimidine rings on the
photophysics and photochemistry of these systems.
In particular, in this Thesis we will study the photophysics of 1-
methyluracil, sulfur-substituted analogues of DNA nucleobases, so-called
thiobases, as well as other chromophores derived from purine, substituted
in different positions with amino and carbonyl groups. Thiobases have been
used for therapeutic purposes for several decades. In solution and in the pres-
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ence of molecular oxygen, the thiobases generate 1O2 upon ultraviolet light
absorption. Understanding the mechanisms by which these chromophores
produce ROS and 1O2 is crucial for designing novel prodrugs with potential
application in the pharmaceutical industry.
The combination of the aforementioned techniques allows to construct a
time-resolved picture of the deactivation dynamics of these systems, which
will help to rationalize the experimental results by obtaining, thus, a complete
and global vision of the problem.
R E S U M E N
El origen del comportamiento fotoestable de las nucleobases de ADN ha
atraido la atención de la comunidad científica desde hace tiempo. Muchos
han sido los esfuerzos invertidos para desvelar los mecanismos ultrarrápidos
y eficientes que subyacen a la disipación de la energía ultravioleta absorbida
por estos sistemas. Sin embargo, muy recientemente, estudios experimentales
han registrado especies de larga vida para estos sistemas que podrían ser los
precursores de lesiones de ADN. Los mecanismos para la población de estos
estados, que competirían con la conversión interna de las nucleobases natu-
rales al estado fundamental, no obstante, son todavía escasamente conocidos.
Se ha demostrado también que pequeñas modificaciones en la estructura
de las nucleobases canónicas pueden dar lugar a propiedades fotofísicas y
fotoquímicas drásticamente alteradas, pudiendo resultar en fotolesiones, si
estas bases modificadas se encuentran inmersas en una doble hélice de ADN
o, en la producción de especies reactivas oxigenadas (ROS) y oxígeno singlete
(1O2), ambas citotóxica, si estas nucleobases no naturales se encuentran en
disolución. Sin embargo, las propiedades oxidativas de ROS y 1O2 pueden
ser beneficiosas por su potencial aplicación en otros campos como la terapia
fotodinámica para el cáncer.
El principal objetivo de esta tesis es contribuir a una mejor comprensión
de los mecanismos de desactivación de cromóforos de ADN, tanto naturales
como modificados, con métodos ab initio multiconfiguracionales y evaluar la
eficiencia relativa de los caminos de desactivación competitivos, atendiendo
al análisis topográfico de las superficies de energía potencial fundamental
y excitada, así como al resultado de simulaciones de dinamica molecular
semiclasicas. En este contexto, el objetivo último de esta tesis es estudiar el
efecto que la modificación de la naturaleza y posición de sustituyentes de los
anillos de purina y pirimidina ejercen en la fotofísica y fotoquímica de estos
sistemas.
En particular, en este trabajo de tesis se estudiará la fotofísica del 1-
metiluracilo, algunos análogos tiosubstituidos de las nucleobases de ADN,
llamados tiobases, así como de otros cromóforos derivados de la purina, susti-
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xtuidos en distintas posiciones con grupos amino y carbonilo. Los segundos
se han usado con fines terapéuticos durante varias décadas. En disolución y
presencia de oxígeno molecular, las tiobases generan 1O2 al ser activadas con
luz ultravioleta. Entender los mecanismos por los cuales estos cromóforos
producen ROS y 1O2 es fundamental para el diseño de otros profármacos
con potencial aplicación en la industria farmacéutica.
La combinación de las técnicas arriba mencionadas permite obtener una
resolución temporal de la dinámica de desactivación de estos sistemas, posi-
bilitando racionalizar los resultados experimentales obteniendo, así, una
visión completa y global del problema.
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Part I
I N T R O D U C T I O N
"We must not forget that when radium was discovered no one
knew that it would prove useful in hospitals. The work was one
of pure science. And this is a proof that scientific work must not
be considered from the point of view of the direct usefulness of it.
It must be done for itself, for the beauty of science, and then there
is always the chance that a scientific discovery smay become like
the radium a benefit for humanity."
Marie Curie.
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I N T R O D U C T I O N
All five of DNA and RNA nucleobases (Adenine (Ade), Cytosine (Cyt),
Guanine (Gua), Thymine (Thy) and Uracil (Ura); Scheme 1) are chromophores
that absorb ultraviolet (UV) light in UVB/UVC region of the spectrum. These
chromophores are capable of dissipating very efficiently the excess of energy
following UV irradiation. However, quite rarely (only 1% of the time), being
expossed to UV light might cause photolesions from their electronic excited
states, such as photodimerization of Ura or Thy residues [1–4]. Yet, photo-
stability is an important property of DNA that works as a self-protection
mechanism to secure the genetic material from harmful outcomes of UV light
exposure.
Canonical DNA and RNA nucleobases are believed to be the result of a
long natural selection process, so-called survival of the fittest, at the early
stages of life on earth [5, 6]. Then, revealing the deactivation mechanisms
of the DNA life building blocks may help to shed light on the characteris-
tics of photostable systems. In fact, there is a large amount of work done
from both experimental and theoretical points of view on this topic. Experi-
mental studies registered exceptionally short excited-state lifetimes for these
molecules as well as low fluorescence and emission quantum yields [5, 7].
In the last few decades, the development of sofisticated quantum chemical
methods accelerated the progress towards gathering more information about
the photophysical properties of nucleobases and mapping their relaxation
pathways. Computational studies established very effective non-radiative de-
cay pathways and Internal Conversion (IC) processes back to the ground state
taking place in ultrafast time scales, which rationalized the experimental re-
sults. But is it possible to propose a universal decay pathway shared by all
photostable natural nucleobases to release the absorbed energy in order to
explain the origin of DNA photostability? Actually, the answer is more com-
plicated since typically several competing pathways may play a role on the
decay of these aromatic systems back to the ground state. All these works
in the literature, however, meet on a common ground: natural nucleobases’
3
4 introduction
ground state recovery takes place in ultrafast timescales. The longer a system
stays on the excited state the higher are the chances of suffering from a DNA
lesion.
Scheme 1: Molecular structures of natural nucleobases including the atom
labelling given for the heterocyclic rings.
As seen from Scheme 1, the molecular structures of Ade and Gua contain
a purine ring, while Cyt, Thy and Ura are pyrimidine derivatives. Very in-
triguingly, minor structural modifications of their molecular structures may
lead drastic changes in their photophysics and photochemistry. Such small
changes, for instance replacing the oxygen atom in a carbonyl group by a sul-
fur atom, might alter the photophysical properties of DNA and even lead to
DNA damage [8, 9]. These modified nucleobases called thiobases captivated
the attention of the scientific community since their structures resemble to
canonical nucleobases and, thus, they can be enzymatically incorporated into
DNA and RNA. Actually, the drastically different behaviour of these bases,
such as longer excited-state lifetimes, can be profited for phototherapeutic
purposes.
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One might also notice that Thy is a modified version of Ura and the fact
that Ura is a RNA base but not a part of DNA, is thought to be an outcome
of the evoluationary process [10]. As seen, there are still many questions left
to answer including the origin of photostable behavior of native nucleobases.
In a very large pool of questions, this PhD thesis pretends to answer a few of
them which will be mentioned in the following.
This chapter is structured as follows. In the first part of the chapter (Section
1.1), we will focus on a selection of natural DNA nucleobases Ura and Ade. For
each chromophore, first of all a summary of theoretical studies conserning
their absorption spectra, topography of potential energy surfaces, molecular
dynamics simulations and most probable deactivation mechanisms will be
given. When available, we will also make a brief summary of the experimen-
tal results reported in the literature on those bases.
1.1 natural dna nucleobases
1.1.1 Uracil
Before moving further with the rationalization nucleobases’ derivatives
photophysics, a crucial step would be to summarize the deactivation be-
haviour of the species that “survived”. Only then, a global model rationaling
how the nucleobases’ heterocycle and its substitution tune the photophysi-
cal and photochemical properties of this family of aromatic systems can be
proposed.
In such case, we should start by analyzing the vertical absorption spec-
trum to gather information about the region of the potential energy surface
accessed upon photon absorption, so-called Franck-Condon (FC) region. From
a theoretical point of view, the optimization of the ground state equilibrium
geometry is required to carry out calculations concerning the FC region. The
computational studies of the field assign the lowest spectroscopic state of all
natural nucleobases to a pipi∗ excitation. The state order for the first low-
lying states, however, seems to depend on the nucleobase and, also for most
cases, on the medium conditions [11, 12] or the computational method used
for simulations.
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The absorption spectrum and deactivation mechanisms of the simplest of
pyrimidine nucleobase, Ura, have been widely studied by both experimental
and computational approaches. These studies mainly focus on its biologically
relevant and the most stable 2,4-diketo tautomer. The computational studies
performed in vacuum, attributed the low energy band recorded around 259
nm from experimental absoption spectra [in H2O and phosphate buffer solu-
tion (PBS)], to the lowest spectroscopic state S2(pipi∗). S1 state was character-
ized as a so-called dark npi∗ state due to its very weak oscillator strength.
From a static point of view, computational methods also revealed informa-
tion about beyond the FC region. Those works reported a barrierless pathway
connecting the initially populated pipi∗ state in the FC region to a S1(pipi∗)/S0
conical intersection (CI) with an emphasis on the ethylene-like puckering of
the heterocyclic ring (framed in red, Figure 1.1) [11, 13–15]. The direct access
to the (S1/S0)CI without overcoming an energy barrier was found to play a
fundamental role on the very fast repopulation of the ground state and was
reported as the primary relaxation pathway with a major importance.
Later on, the participation of low-lying singlet states in secondary deac-
tivation pathways of photoexcited Ura was explored in more detail by sev-
eral works. A competing indirect path which evolves to the dark npi∗ state
through a S2(pipi∗)/S1(npi∗)CI has been proposed [13, 15–19]. After passing
through S2(pipi∗)/S1(npi∗)CI internal conversion funnel, the system would
reach a minimum on the S1 potential of the surface. The pathways for direct
ground state repopulation from the S1(npi∗) minimum were also examined.
Nevertheless, S1(npi∗)/S0 conical intersection was located very high in en-
ergy above the S1 minimum both in gas and condensed phases. Therefore,
the deactivation via (S1(npi∗)/S0)CI was found most likely to be disfavored.
Finally, the fate of the population reaching the minimum of S1(npi∗) state was
proposed to be the reaccess to S2(pipi∗)/S1(npi∗)CI, which was reported as a
limiting step for the decay back to the ground state [13].
In the light of these works, until very recently, the ultrafast ground state
recovery of Ura led scientists to assume that the excited states with triplet mul-
tiplicity, which are known as long-lived species, did not play any role in the
deactivation mechanisms of this nucleobase. Therefore, in early experimental
and theoretical studies, triplet state population was not contemplated.
Among the very reduced number of works, the first remarkable study tak-
ing into account the triplet states was carried out by the group of Serrano-
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Andrés [14]. In this study, two triplet states with different characters (3pipi∗
and 3nOpi∗ in Figure 1.1) were computed lying below the spectroscopic
(1pipi∗) state. Also, several singlet-triplet crossing (STC) geometries involving
these states ((3nOpi∗/1pipi∗)STC, (3pipi∗/1pipi∗)STC in Figure 1.1) were located
along the minimum energy pathway. Consequently, the authors suggested
that through those funnels, a portion of the population could be channeled
to the triplet manifold. Since no energetic barrier prevents such possibility,
their role should not be neglected.
Figure 1.1: Singlet and triplet state profiles of uracil based on CASPT2 results
adapted from Ref [14]
The photochemistry of Ura upon UV irradiation was also explored from a
dynamical point of view. Molecular dynamic simulations were performed by
Richter et al. at the state-average CASSCF level of theory including both non-
adiabatic and spin–orbit couplings, and a comparison was reported between
singlet-only and singlet/triplet simulations [16]. The authors stressed a re-
markable difference upon inclusion of triplet states which was attributed to
the activations of several competing processes in the relaxation mechanism of
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the photoexcited chromophore. Although, other ab initio molecular dynam-
ics simulations on this nucleobase had been reported previously by several
groups [17, 18, 20], those authors neglect the role of the triplet states in their
studies.
The relatively recent development of subpicosecond time-resolved spec-
troscopy tecniques in the early 2000s, made it possible to study ultrafast
photoinduced processes in nucleic acids monomers [5, 21, 22]. In particu-
lar, pump-probe transient absorption experiments with different time resolu-
tions have registered multiexponential decay channels with femtosecond (fs),
picosecond (ps) and microsecond (µs) lifetimes for the isolated nucleobases [5,
8, 21, 22]. These experiments demonstrate the existence of long-lived singlet
(1npi∗) and triplet (3pipi∗) states which are thought to be related with the for-
mation of the cyclobutane pyrimidine dimers causing photolesions [23, 24].
However, a precise characterization of intersystem crossing (ISC) rate con-
stants has been a challenging task to this day due to very low triplet yields
recorded especially for the pyrimidine monomers.
Despite the above-mentioned works [14, 16] which paved the way for fu-
ture investigation, there are still some questions left in the dark about the
mechanism by which intersystem crossing occurs and competing mecha-
nisms are still to be clarified. Therefore, to fully understand the deactivation
mechanisms of the natural nucleobase, Ura, and determining the real role
of triplet states with high level ab initio computations can be marked as
the first aim of this thesis (Chapter 5). Additionally, 1-methyluracil deriva-
tive (1MU) is of our particular interest since methyl substitituon in position
1 of the pyrimidine ring (see Scheme 1 for atom numbering) would help to
"mimic" the sugar group (ribose or 2’-deoxyribose) as in nucleotide form,
with less computational cost. Our study considers modelling of the absorp-
tion spectra and the localization of both singlet/singlet and singlet/triplet
crossing points as well as minima structures. By a detailed mapping of the
molecular relaxation mechanisms with the help of minimum energy pathway
(MEP) calculations, the most probable decay kinetic models for these sytems
were proposed. Chapter 5 also involves the rationalization of femtosecond
time-resolved transient absorption spectroscopy experiments to have a more
profound computational and experimental picture about these systems.
1.1 natural dna nucleobases 9
1.1.2 Adenine
At difference with pyrimidine heterocycle, purine contains an imidazole
ring fused to pyrimidine (Scheme 1). Though having a different aromatic
skeleton, canonical purine bases display high photostability as well. It is
convenient to start revising the naturally occurring purine base, Ade. For the
sake of simplicity, from its two tautomers 7H-Ade and 9H-Ade, we are going
to focus only on the 9H-Ade which is the one present in biological media.
A large number of computational studies have concentrated on Ade’s pho-
tophysics [25–28]. However, once again we are going to examine a work
by Serrano-Andrés et al. [29], since their computational approach matches
up with the methods and protocols applied in this thesis. The authors
reported Ade’s vertical absorption spectrum calculated at the CASPT2//-
CASSCF(16,13)/6-31G(d,p) level of theory. Two low-lying 1pipi∗ states (S3
and S2) in FC region which involve transitions from differents orbitals (i.e
HOMO(H)-LUMO(L), H→ L+1· · · ) contribute to the main absorption band.
As in Ura, a dark state with npi∗ excitation (S1, 4.96 eV) was computed be-
low the S3 (5.35 eV) and S2 (5.16 eV) states. The authors reported that the
S3 state, in particular, presents larger intensity than S2 in terms of oscillator
strength (0.1747 and 0.0042, respectively), therefore, it was determined as the
spectroscopic state.
In a more recent work [30], the triplet states were also taken into account.
In the FC region, three triplet states lie below the S1(npi∗) state. The energies
of those states are, in ascending order, 4.00, 4.91 and 4.95 eV with pipi∗, npi∗
and pipi∗ characters, respectively. Deactivation pathways were also investi-
gated with minimum energy calculations. A barrierless path was mapped by
MEP calculations connecting the spectroscopic S3 state in the FC region to a
conical intersection with the ground state (gs/1pipi∗)CI (Figure 1.2). Unlike
the planar ground state geometry, the structure of (gs/1pipi∗)CI is character-
ized by a combined stretching and twisting of the C2=N3 bond [30]. In
this contribution, the low fluorescence quantum yield was attributed to the
barrierless character of the path which favors a very rapid deactivation.
Additionally, several singlet-triplet crossings were localized along the MEP,
namely: (3npi∗/1pipi∗)STC, (3pipi∗/1npi∗)STC and (3pipi∗/1pipi∗)STC (Figure 1.2).
Very importantly, it was stated that for distorted geometries as (gs/pipi∗)CI
(see Figure 1.2, marked in red frame), excited state character assignations
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Figure 1.2: Singlet and triplet potential energy profiles of adenine based on CASPT2
results adapted from Ref. [30]
might not be so clear. Therefore, taking into account solely different orbital
transititons between states (e.g. 1npi∗→3pipi∗) would not be sufficient for such
cases. The authors stress that in the PES areas far away from the FC region,
for instance where (3pipi∗/1pipi∗)STC was located, besides large spin-orbit cou-
pling (SOC) terms, one should also consider the time the wave packet remains
in that region to realistically estimate the crossing probability towards triplet
states.
MR-CIS mixed quantum-classical dynamics simulations for Ade were first
reported by Barbatti and Lischka [31]. Unfortunately, due to the large size of
Ade molecule, only the first 4 singlet states were included in the simulations
and the triplet states were excluded. The authors have optimized many S1/S0
crossings located below the FC excitation energy (2E, 1S6, E8 ... ). E denotes
the envelope conformation, while S symbolizes the screw-boat confirmation
of the six-membered ring. The numbers given in superscript or/and sub-
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script indicate at which atoms the ring is puckered. The dynamics simula-
tions revealed that the 2E CI would be responsible for the nonadiabatic and
very fast decay to the ground state. Linear interpolation of internal coordi-
nates (LIIC) between the ground-state minimum and 2E CI structures reveal a
barrierless access to the 2E CI, also corroborating these results. It is also noted
that the decay via 2E CI is favored since this geometry requires the smallest
deformation with respect to the FC region in terms of the mass-weighted
distance compared to other optimized CI structures. In contast, the CI show-
ing NH2 out-of-plane distortion (1S6 CI) was never observed in the dynamics
simulations, though there is no energetic barrier preventing the internal con-
vertion through this funnel. The deactivation mechanism of Ade was fitted
by a biexponential decay. The first decay lifetime (22 fs) is assigned to the
ultrafast S3 →S2 →S1 relaxation, while the second lifetime (538 fs∼1 ps) cor-
responds to ground state repopulation through the (S1/S0)CI. These results
are in agreement with the static calculations of Serrano-Andrés, which sug-
gest that internal conversion through the 2E CI would be more favored than
1S6. However, it is yet to be investigated if the STCs localized by Serrano-
Andrés would play a role in the deactivation of photoexcited Ade by leading
the population to the triplet manifold.
Later, other works were also reported on the excited-state dynamics of Ade
with QM/MM approach [32] and single-reference methods [33]. QM/MM
dynamics simulations predict an ultrafast decay from S2 to S1 (40 fs) and a
relatively slower ground state repopulation (410 fs). In these simulations, a
large portion of the trjectories (>90%) decay back to the ground state via 1S6
CI, and less than 10% of them pass through the 2E CI. In gas phase and in
water, dynamics simulations were found to be similar with regard to PES
descriptions. However, the gradient components corresponding to the out-of-
plane motion of the amino group, which are necessary for the access to 1S6
CI region, are larger in solution. Therefore, it leads to faster S1 decay in water
than in vacuo.
Plasser et al. has selected Ade nucleobase as a test case to study the perfor-
mance of correlated single-reference methods and between those methods,
ADC(2) showed a correct description of surface hopping excited-state dy-
namics, while TDDFT based on a long-range corrected functional failed to
predict the ultrafast deactivation [33].
Femtosecond resolved pump-probe resonant ionization experiments
recorded at 267 nm revealed two-step internal conversion dynamics for Ade
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[21]. The ultrafast component of this biexponential decay occurs in τ1 = 100
fs, while the second step is slower with a lifetime of τ2 = 1.1 ps. Wavelength-
dependent time-resolved photoelectron spectroscopy experiments were re-
ported by Ullrich et al. [34]. For excitation wavelengths between 250-277 nm,
they registered very fast dynamics (τ1 < 50 fs) which was assigned to rapid
S2 →S1 internal conversion. A decay lifetime of τ2 = 750 fs was ascribed
to the decay from the lower lying S1(npi∗) state. Consistently with the low
triplet yields reported in the literature, the authors observed only minor sig-
nals from long-lived (ns) triplet states whose yields decrease at higher excita-
tion energies. Interestingly, a more recent contribution on pump and probe
photon experiments in aqueous solution reported longer decay lifetimes for
the second step (τ2 = 2.8-8.5 ps), while a similar lifetime was extracted for
the first step (τ1 = 63-81 fs) [35] compared to previous works.
These results are in perfect agreement with the lifetimes extracted from
the computational works which predict a lifetime of 22 fs for S3 →S2 →S1
relaxation [31]. Also, very small triplet population (0.0023) [36] and singlet
oxygen quantum yields (0.03± 0.005) [37] registered for Ade are consistent
with the theoretical predictions.
1.2 modified purine nucleobases
1.2.1 Purine
At this point another question arises concerning the potenial relation-
ship between the molecular structure of nucleobases and their photophysi-
cal/photochemical properties. Could the sole unfunctionalized pyrimidine
and purine skeleton without any functional groups hold the answer to the
origin of nucleobases’ photostability? Following earlier works by several
groups [38–41], a very remarkable joint experimental and theoretical study
by Crespo-Hernández et al. provided an answer to this question. The authors
included the N9H tautomer of the purine free base in their study and they
presented spectroscopic and computational evidence for the population of
long-lived singlet and triplet excited states, where for the latter a yield close
to unity was reported [42].
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The calculations on the vertical transitions of N9H purine reported in the
same study, assign the most intense absorption at 4.68 eV (265 nm) to the
lowest spectroscopic state S2(pipi∗) ( f = 0.0724). This absorption band has
also moderate contributions from two different dark states, S1(npi∗) (306 nm)
and S3(npi∗) (250 nm) with less intense oscillator strengths (0.0038 and 0.0027,
respectively).
The PES of N9H purine was explored from a static point of view as well.
As for Ura, UV exposure of this system would initially populate the S2(pipi∗)
state. The MEP calculation from FC region following the S2(pipi∗) gradient
leads to a minimum, where two lower npi∗ states with different multiplicity,
S1 and T2, are degenerate with the S2. Very intriguingly, the access to the
(S1(pipi∗)/S0)CI from S2min is hindered by an energy barrier (TS in Figure
1.3), which is in contrast to the barrierless access in Ade mentioned above
(Figure 1.2). Besides this energetic hindrance preventing the decay of the
population back to the ground state, the triplet states placed very close to
S1 minimum would also favor the population transfer to the triplet manifold.
In the light of static calculations, the authors proposed two pathways for
the ground state repopulation. The first path would have a direct access to
(S1(pipi∗)/S0)CI from the initially populated bright state after overcoming TS
((i) in Figure 1.3). In the second path, the population would first reach to the
S1 minimum following an internal conversion through (S2(pipi∗)/S1(npi∗))CI,
then, via (S1(npi∗)/S0)CI funnel deactivation to the ground state would take
place ((iii)→(iiia) in Figure 1.3).
The ISC pathways competing with internal conversion can be classified
as direct and indirect. Direct population leak to the triplet manifold takes
place via S2(pipi∗)/T2(npi∗)ISC ((ii) in Figure 1.3) while the triplets might be
indirectly populated via S1(npi∗)/T2(pipi∗)ISC which is located in the vicinity
of the S1 minimum ((iii)→(iiib) in Figure 1.3).
A dynamical approach to purine’s deactivation mechanisms at the CASSCF
level of theory, reveals that the N9H free base displays two main deactiva-
tion pathways occurring within 1 ps. Mainly, these two competing pathways
correspond to (i) the population relaxation to the ground state and (ii) inter-
system crossing to the T1(pipi∗) state as it is suggested by static calculations.
Nonetheless, inconsistencies between static and dynamical approaches were
also reported. The dynamics simulations showed the (S1(npi∗)/S0)CI as the
preferred decay channel to the ground state rather than (S1(pipi∗)/S0)CI. How-
ever, according to the CASPT2 high level description of the topography of the
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PES, in such case the system would have to climb an upward potential energy
profile of ∼ 0.6 eV from S1 minimum ((iiia) in Figure 1.3). This unexpected
result was attributed to the fact that CASSCF level of theory, which remark-
ably underestimates the energy barrier compared to more accurate CASPT2
method.
Figure 1.3: Singlet and triplet deactivation mechanism of N9H purine free base
based on MS-CASPT2 results extracted from Ref. [42]
The relaxation of photoexcited purine was modeled with three time con-
stants; τ1 = 25 fs (assigned to S2(pipi∗) → S1(npi∗) relaxation), τ2 = 1.2
ps (ascribed to ground-state repopulation from S1 via an S1(npi∗)/S0)CI and
τ3 = 5ps (attributed to intersystem crossing via an S1(npi∗)/T2(pipi∗)ISC to the
triplet manifold). However, it is stressed that the previous lifetimes should
be taken with caution since the lack of dynamical correlation in the electronic
structure calculations of dynamical simulations might lead to an underesti-
mation for τ2 related to the too low energy barrier predicted by CASSCF for
accessing the S1/S0 internal conversion funnel to the S0 as discussed earlier.
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Also, the time window of the simulations, which is 1 ps, might limit the cor-
rect estimation of the total rise of the triplet states. Additionally, it is reported
that only the two lowest-lying triplet states T1 and T2 play role in the dynam-
ics, since no population from other triplet states was detected. Finally, it is
noted that at the end of total simulation time (1 ps), all the triplet population
has pipi∗ character and almost half of the population is still trapped in the S1
state.
All the results obtained from the theoretical simulations were corrobated
by femtosecond time-resolved transient absorption experiments. From the
experiments recorded in acetonitrile, three lifetimes were extracted by a se-
quential kinetic model. The subpicosecond lifetime (τ1 = 0.19 ps) was as-
signed to ultrafast internal conversion from the optically populated excited
singlet state to the S1(npi∗) state. τ2, represents the vibrational relaxation
of the S1(npi∗) state to the solvent which takes 10 ps. Finally, the last stage
(τ3 = 360 ps) was attributed to the population transfer to the T2(pipi∗) via
the S1(npi∗)/T2pipi∗)ISC funnel. The conformational relaxation to the T1(pipi∗)
global minimum takes place simultaneously with ISC in hundreds of picosec-
onds.
To sum up, the overall main relaxation mechanism of purine can be sum-
marized as S2(pipi∗)→ S1(npi∗, unrelaxed)→ S1(npi∗)→ T2(pipi∗)→ T1(pipi∗).
Finally, the authors note a discrepancy between triplet quantum yield mea-
sured experimentally (0.88± 0.03 in acetonitrile)[43] and the very small triplet
population (only 10%) observed at the end of the molecular dynamics sim-
ulations. Once again, this is attributed to the quantitatively altered PES de-
scription at the CASSCF level and the total time of the molecular dynamics
simulations constrained to 1 ps.
In summary, it is possible to conclude that the heterocyclic purine ring
is not responsible for the ultrafast internal conversion to the ground state
observed in Ade and Gua monomers. Instead, it is proposed that the functional
group at the C6 position plays an important role in regulating the rates and
the accessibility of radiative and nonradiative relaxation pathways in natural
purine bases.
16 introduction
1.2.2 2-Aminopurine
As mentioned above, C6 position in the purine ring is believed to regu-
late the photostability of purine derivatives. Then, a straight forward ques-
tion that needs to be answered is, how would a substitution in C2 position
of the heterocycle affect the photostability of these systems? Could we ex-
pect the same spectroscopic features for the constitutional isomer of Ade, 2-
aminopurine (2AP)? Very surprisingly, several experimental studies reported
that moving the amino group from the C6 to C2 position, enhances the
fluorescence decay with quantums yields oscillating between 0.26 (acetoni-
trile)[44] and 0.68 (aqueous buffer solution)[44, 45]. Later on, pump/delayed
ionization experiments have shown that the fluorescence of 2AP can be ac-
tually switched on by site-selective microhydration [46]. In gas phase, very
short fluorescence lifetimes were recorded for 9H-2AP (τ = 156 ps), however,
tri-microhydration on trans-amino site of the chromophore, increases remark-
ably the fluorescence lifetime (τ = 17.0 ns).
A large number of works have tried explaining the high fluorescence yield
of 2AP [38, 44, 45, 47–49]. Serrano-Andrés et al. reported a study comparing
Ade and 2AP’s CASPT2//CASSCF(16,13)/6-31G(d,p) vertical energies at the
FC geometry [47]. Once again, one can have a hint about the state-ordering
of the states in the FC region by taking a look at their absorption spectrum.
At first glance, it is possible to see that changing the NH2 position stabilizes
the energy of the spectroscopic pipi∗ state from 5.35 eV in Ade to 4.33 eV in
2AP (Table 1.1). This structural change has also an effect on the state order in
these nucleobases. While in Ade, a dark npi∗ state and another pipi∗ state are
located below the spectroscopic S3 state (S1 4.96 eV, S2 5.16 eV, S3 5.35 eV), in
2AP those states are placed above the spectroscopic S1 state (S1 4.33 eV, S2 4.46
eV, S3 5.33 eV). This state ordering change had been reported earlier by Mburu
et al. from their MRMP2/CASSCF calculations, which predict energies of the
spectroscopic states for Ade and 2AP as 4.931 eV and 4.176 eV, respectively
[38].
Additionally, Serrano-Andrés et al. dedicated computational effort to re-
veal 2AP’s potential deactivation mechanisms and the origin of the fluores-
cent properties of this system [47]. For the sake of comparison, the authors
mapped both Ade and 2AP’s PES. Unlike Ade, the MEP following the gradi-
ent of 1(pipi∗)1 state in 2AP (red arrow in Figure 1.4 ), reaches to a minimum
(1(pipi∗)1 min). The access of the (gs/pipi∗)CI from this point would be only
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possible by overcoming an energy barrier (blue arrow in Figure 1.4). The pres-
ence of a minimum and a CI with restricted access, would favor the radiative
decay (F in Figure 1.4) for this system. In contrast, in Ade the barrierless path-
way from the initially populated excited state leading to the internal conver-
sion funnel with the ground state, explains why the fluorescence is quenched
for this system. The authors also point out that in gas phase the npi∗ states
do not play an important role to affect the main photophysical events in nei-
ther of these bases. It is also worth discussing the main geometrical features
which characterize the most stable CIs. In Ade, the most efficient CI involves
the puckering of C2, while in 2AP (framed in red, Figure 1.4) the amino group
in C2 undergoes an out-of-plane distortion. The more difficult geometrical re-
arrangement that is necessary for the access to the (gs/pipi∗)CI in 2AP, may be
the explanation for the fluorescence yields registered for this system. These
arguments are, however, not valid to explain the photostability of Gua which
is also substituted at C2.
Figure 1.4: Singlet deactivation mechanism of 2-aminopurine based on MS-CASPT2
results adapted from Ref [47]
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The excited-state dynamics of 2-aminopurine 2’-deoxyriboside (2APdr) were
investigated by Reichardt et al. with femtosecond transient absorption exper-
iments [44]. The authors introduced a sugar group in the 9H position to
prevent the tautomerization in solution and facilitate the interpretation of the
experiments.
The experimentes revealed that the deactivation dynamics of 2APdr are
dominated by three main processes. The absorption bands attributed to the
initially populated 1pipi∗ state, decay with a lifetime (τ1) which varies be-
tween 0.3 and 12 ps, depending on the solvent. The second stage (τ2 = 2.9-10
ns) was proposed as the rate limiting step due to the solvent-dependent en-
ergy barrier between 1pipi∗ and the 1npi∗ states which controls the rate of
internal conversion to the 1npi∗ state. Following the decay of the pipi∗ state,
they observed formation of another absoption band around 436 nm increas-
ing in intensity which was assigned to long-lived triplet species. They also
confirmed the latter assignation by extracting the kinetic trace of 436 nm
absorption band in air-saturated conditions. The quenching of the 436 nm
band’s kinetic decay in the presence of O2 indicates that it actually corre-
sponds to a triplet state. By monitoring triplet state population, the study
showed that the radiative decay in 2APdr competes with other non-radiative
decay channels. From 10 to 40% of the population decays nonradiatively to
the lowest-energy triplet state with lifetimes (τ3) varying from 67.6 to 177
ns (see Table 1.1). However, the effectiveness of the competing nonradiative
decay channels is highly dependent on solvent.
Unfortunately, up to date no computational works considering the role of
the triplet states in 2AP deactivation were reported, therefore, experimental
interpretations cannot be confirmed from a theoretical perspective. Molecular
dynamics simulations on 2AP are also lacking in the literature.
Finally, Table 1.1 summarizes both theoretical and experimental decay life-
times and theoretical vertical excitation data of the purine derivatives men-
tioned so far in this section.
Purine, is the parent chromophore of all purines derivatives differing in the
position and number of the amino and oxo group substitutions, namely: Ade,
Gua, 2AP, 2-aminopurine, Hypoxanthine, Xantine, Isoguanine, Oxopurine and
2,6-diaminopurine (Scheme 2). From the comparison of the spectroscopic
properties of purine and its two derivatives Ade and 2AP as above, it is possi-
ble to conclude that a systematical analysis of all purine derivatives is neces-
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Table 1.1: Summary of experimental lifetimes and theoretical vertical excitations for
purine derivatives analysed in the text. When available, theoretical life-
times are given in parenthesis. The spectroscopic states are framed in red.
Purine Adenine 2-aminopurine
Photostability 7 7
Decay Lifetimes
τ1 0.19-0.20 ps (25 fs) 40-100 fs (0.22 fs) 0.3-1.0 ps
τ2 8-10 ps (1.2 ps) 0.75-1.2 ps (1 ps) 2.9-10 ns
τ3 360-645 ps (5 ps) - 67.6-177 ns
Vertical Excitation
S1 npi∗ (4.05 eV) npi∗ (4.96 eV) pipi∗ (4.33 eV)
S2 pipi∗ (4.68 eV) pipi∗ (5.16 eV) npi∗ (4.46 eV)
S3 npi∗ (4.94 eV) pipi∗ (5.35 eV) pipi∗ (5.33 eV)
sary. Although, the vertical spectra for some of those systems were reported
by a previous theoretical study to compare the substituents’ effect on vertical
excitation[38], there is a lot of information missing concerning their deactiva-
tion mechanisms including the role of triplet states.
Therefore, the second aim of this PhD thesis is to construct a complete
picture of the relaxation mechanisms of photoexcited purine derivatives by
mapping their PES with a theoretical approach to analyse how the pattern
of substitution influences the photophysics and photochemistry of these
systems. Scheme 2 depicts all possible purine derivatives obtained from the
substitution of purine skeleton with natural substituents. Our systems of
interests are marked in red while the chromophores already studied in the
literature are framed in green. Our study involves locating relevant stationary
points on the PES and connecting those points by means of MEP calculations.
We pretend to explain how the position and nature of the substituents affect
the photostability of these systems with our results (see Chapter 7).
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Scheme 2: Molecular structures of purine derivatives
1.3 thiosubstituted dna nucleobases
As mentioned above, excited-state dynamics of nucleobases are very sen-
sitive to minor structural modifications. So far, we have focused only on
the effects that the absence or position replacement of amino and carbonyl
groups bring in purine bases. In the following, we will examine the effect
of introducing new heteroatoms, such as sulfur, in the nucleobase struc-
ture. Such a substitution can be performed in all canonical bases except
Ade, which lacks of carbonyl groups in its structure, and it would result in
drastically different photochemistrical properties. Thioanalogues of natural
nucleobases, so-called thiobases, are of great interest since they were identified
as tumor growth inhibitory antimetabolites by Elion and Hitchins [50]. Fol-
lowing some toxicology studies, they were introduced as drugs to treat acute
leukaemia in children [51]. Quite remarkably, a 80% survival rate of the
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diseased children was achieved with the treatment. The thiobases, in partic-
ular, 6-thioguanine (6-TG) and 6-mercaptopurine (6-MP) are also well-known
as prodrugs which have been used as anti-cancer agents and immunosup-
pressants in the treatment of organ transplant patients for almost six decades
[52]. However, their usage was put under investigation after a high rate of
skin cancer incidents were reported in organ transplant patients following
a long-term treatment with these drugs [53–56]. It was found later that the
patients undergoing this treatment become sensitive to UVA radiation and
carry a high risk of sunlight-induced skin cancer [56]. Therefore, using these
drugs is in a sence a double-edged sword, since they bring along undesired
effects with the desired ones.
Following a metabolic activation by undergoing several enzymatic reac-
tion steps [57], 6-TG and 6-MP are incorporated into DNA in nucleotide form.
Studies on 6-TG-containing DNA report that 6-TG replaces between 0.01 and
0.1% of DNA’s Gua during replication [58, 59]. Though not being a canonical
nucleobase, these low levels can be tolerated by the metabolism and 6-TG-
substituted DNA is not detected as a damage until the second or third day of
continuous drug treatment [60].
Solar light which permits terrestrial life is composed of different ranges
of wavelengths (i.e UV, visible and infrared). UV radiation, in particular, is
divided into three components as UVA (315-400 nm), UVB (280-315 nm), and
UVC (100-280 nm). The UV component of the sunlight reaching the Earth
surface is predominantly UVA (90%–95%), followed by UVB (5%–10%) [61].
UVC and most of the UVB radiation are absorbed by stratospheric ozone
preventing their access into the troposphere.
Although, UVA penetrates deeper into skin due to its longer wavelengths
compared to UVB and UVC [61], it does not present a great risk for the
integrity of the genetic material since natural DNA nucleobases are only able
to absorp UVC wavelenghts (∼260 nm). Nevertheless, sulfur substitution
causes a shift in the UV absorption spectrum and thus thiobases are classified
as UVA chromophores. For instance, 6-TG and 6-MP both have an absorbance
maximum at around 340 nm which permits their selective photoactivation.
UVA-induced photodamage caused by thiopurines takes place indirectly.
Once they are incorporated into patient’s DNA, thiopurines can act as UVA
photosensitizers [52]. In the presence of molecular oxygen, these prodrugs
are expected to induce Type I and Type II photosensitization reactions in
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which the triplet states play a major role. Upon a UVA photon absorption,
thiopurines generate an unstable excited triplet state (3PST in Scheme 3). This
triplet state would interact with biochemical substrates yielding free radicals
via hydrogen abstraction or electron transfer process. These radicals can react
with oxygen molecules producing species such as superoxide O –2 (Scheme 3)
that would evoke into the so-called reactive oxygen species (ROS) [62–64].
Scheme 3: Scheme for Type I and Type II photosensitization reactions.
Type II reactions would involve an energy transfer from the triplet states of
thiopurines to molecular oxygen (3O2) generating singlet oxygen (1O2) while
the photoexcited thiobase would return to its ground state (Scheme 3). Both
ROS and 1O2 are sources of cellular damage, 1O2 having a significantly longer
half-life compared to most ROS. Therefore, 1O2 is considered as the predom-
inant damaging species upon UVA exposure [65].
The damage caused by those species can take several forms. They include
protein damage in the form of crosslinks between amino acids, the breakage
of DNA strands, RNA-protein crosslinking [66], as well as oxidation-induced
changes to natural bases and deoxyribose.
It is also important to mention that 6-TG itself can undergo oxidation re-
actions with the singlet oxygen produced from Type II photosensitization
reactions [53]. These reactions result in several oxidation products of 6-TG,
such as guanine-6-sulfinate (GSO2) and guanine-6-sulfonate (GSO3)[62, 67, 68].
The mechanisms by which GSO2 and GSO3 are generated were investigated by
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Zou et al. in a theoretical/experimental work [69]. These authors proposed an
energetically more favored mechanism with low energy barrier for GSO2 for-
mation through a peroxy intermediate (GSOOH) instead of a pathway through
guanine sulfenate (GSO) intermediate as it had been anticipated (Scheme 4).
GSO2 is further oxidized by 1O2 which leads to GSO4, and to the final oxida-
tion product GSO3 with the assistance of GSO2 or H2O molecules. The for-
mation of the latter is a major risk for skin cancer development since several
studies have shown that GSO3 cannot form stable base pairs with any natu-
ral DNA base, therefore, it would block DNA replication and transcription
[53, 62, 63, 68]. Additionally, canonical nucleobases can undergo oxidation
reactions as well. Among them, Gua is the most susceptible to damage by
ROS with the lowest oxidation potential [70]. The oxidation of Gua leads to
8-oxoguanine (8-oxoGua) which also causes DNA damage. It is important
to note that 8-oxoGua was detected in cultured cells treated with 6-TG+UVA
[56].
Scheme 4: Generation mechanism of GSO3 from 6-TG by 1O2 oxidation as proposed
in Ref. [69]
24 introduction
1.3.1 6-thioguanine
The mechanisms by which these agents might evolve to precursors that can
both cure and cause cancer have been also the focus of interest of computa-
tional studies to provide an answer on a molecular level. Following some
computational works focused only on the description of the vertical spec-
trum of thiobases, the first study to comprehend the relaxation mechanisms
of 6-TG was reported by Martínez-Fernández et al. [71]. Their ab initio calcu-
lations performed at the MS-CASPT2//SA-CASSCF level revealed that upon
UV irradiation, the S2(pipi∗) (4.05 eV) state is populated. Below S2, lie one
dark singlet state, S1(npi∗) (3.36 eV) and two triplet states [T1 (pipi∗) (3.10 eV)
and T2(npi∗) (3.31 eV)].
After exploring the PES by following the MEP from the S2(pipi∗) state, they
reported that the population is expected to reach a CI with the singlet dark
state (S2/S1 CI ). On the S1 potential, two different minima were located:
1(pipi∗) min (3.80 eV) and 1(npi∗) min (3.14 eV) (Figure 1.5). The decay to the
ground state from 1(npi∗)min is expected to be rather difficult due to the very
large energy barrier that separates this minimum from the internal conver-
sion funnel, while an internal conversion through the 1pipi∗/S0 CI would be
more likely to take place.
The authors also predict a high possibility of very fast ISC from 1(npi∗)min
since the triplet states lie only 0.07 eV below that minimum. Alternatively,
the wave packet might intersystem cross from 1(pipi∗) to (3npi∗) state through
the 1(pipi∗)/3(npi∗). Once in the triplet manifold, several minima can be pop-
ulated, however, all the population would eventually reach to the most stable
triplet minimum which lies vertically 1.96 eV above the S0 potential. The pop-
ulation of the triplet manifold is also supported considering the large SOCs
calculated due to heavy atom affect. Finally, in the presence of molecular oxy-
gen, the triplet states would have enough energy to produce 1O2 and other
ROS. The drastically different photophysics of 6-TG and Gua was attributed
to both the stabilization of singlet states and large SOCs induced by sulfur
substitution.
The static study was later corroborated using a mixed quantum classical
surface hopping method including SOCs also by Martínez-Fernández et al.
[72]. A comparison was also reported by switching off the SOC to stress the
role played by the triplet states in the deactivation dynamics of 6-TG. The
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Figure 1.5: Singlet and triplet deactivation mechanism of 6-thioguanine based on
MS-CASPT2 results extracted from Ref. [71]
dynamical picture revealed some new relevant information concerning the
topography of the PES such as new geometries which were not located in
the previous contribution. The kinetic model extracted from the new study
consists of a main decay S2(pipi∗)→S1(npi∗) → T2(pipi∗) → T1pipi∗). Unlike
the kinetic model suggested previously [73], the role of the T3 state was found
to be almost negligible in gas phase. Internal convertion to the ground state
(S2(pipi∗) → S1(npi∗)→ S0) competes with the triplet population mechanism.
However, only a residual part of the population decay to the ground state
from the S1(npi∗) minimum.
The excited-state dynamics of 6-thioguanosine (6tGuo) have also been in-
vestigated by the transient absorption spectroscopy experiments with fem-
tosecond to microsecond time resolution upon 340 nm excitation [73]. Re-
ichardt et al. reported ultrafast population transfer to the triplet manifold
(τ1 = 0.31± 0.05 ps in aqueous solution) with high quantum yield (0.8± 0.2)
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which competes with internal conversion to the S0. The ultrafast internal
conversion from S2 to S1 was reported as a minor decay channel that takes
place also within 0.3 ps. The second lifetime (τ2 = 80± 15 ps) was attributed
to S1(npi∗) → S0 decay. The decay of the triplet state to the ground state
was fitted with a lifetime of τ3 = 720± 10 ns. Although, the singlet oxygen
quantum yield was not reported by the authors, the quenching of the triplet
state observed in air-saturated conditions was interpreted as an indication
of singlet oxygen formation. Later, Gao and co-workers reported the singlet
oxygen quantum yield of 6tGuo as 0.55± 0.08 measured in aqueous solution
at pH 7.4 [67].
Overall, both computational and experimental studies suggest that 6-TG can
act as an efficient photosensitizer resulting in DNA photooxidative damage
due to high triplet quantum yield registered for this system. This precursor
would eventually induce singlet oxygen generation.
In summary, sulfur substitution in Gua inhibits ultrafast internal conversion
to the ground state and dramatically increases the rate of intersystem crossing
to the triplet manifold by enhanced spin-orbit coupling. Understanding the
molecular mechanism for 1O2 generation from 6-TG leading to its high pho-
totoxicity upon UVA light has been a very important step towards designing
novel drugs for photodynamic theraphy based on thiobases.
1.3.2 Thiopyrimidines
As for purines, oxygen atom replacement by sulfur can also occur in natu-
ral pyrimidine bases and results in a shift in their absorption spectra towards
UVA region. Unlike Cyt, Ura and Thy present two carbonyl groups opening the
possiblity for double thiosubstitution which give rise to three thioderivatives
for each set. These chromophores differing in the site and degree of sulfur
substitution are 2-thiouracil (2t-Ura), 4-thiouracil (4t-Ura) and 2,4-dithiouracil
(2,4dt-Ura) and their equivalent methylated forms 2-thiothymine (2t-Thy), 4-
thiothymine (4t-Thy) and 2,4-dithiothymine (2,4dt-Thy).
In particular, 4t-Thy has been proposed as a viable UVA photosensitiser for
treatment of skin malignancies considering the results of several experiments
[74, 75]. 4t-Thy presents some advantages compared to 6-TG. 4t-Thy can be
incorporated in the DNA of mammalian cells in place of between 0.1–2% of
1.3 thiosubstituted dna nucleobases 27
thymine [70, 74, 75]. Although, it is replaced by a higher rate of thymine,
4t-Thy is not detectably toxic on its own since it does not provoke mismatch
repair [75]. Nevertheless, in case of 6-TG, DNA mismatch repair might result
in cell death which is a major disadvantage and side effect of the prodrug
[76].
With low doses of UVA, 4t-Thy-containing DNA becomes extremely cyto-
toxic as a result of the Type I and II photosensitization reactions mentioned
above. The non-mutagenicity and low toxicity of 4t-Thy, point to a possible
use as a new photosensitiser for photodynamic therapy (PDT) [74].
4t-Thy was studied from experimental and theoretical points of view to
rationalize its cytotoxic behaviour upon UVA light absorption. Experimental
studies reported an absorption maximum at 335 and 337 nm in PBS and
acetonitrile, respectively. Also, a small fluorescence quantum yield (< x 10−4)
was registered for 4t-Thd, however, a long debate went on about the nature
of the emissive state [77–80]. Interestingly, it was suggested by Wenska et al.
that 4t-Thy displayed a non-Kasha behavior. This was later confirmed from
a static and dynamical study performed by Martínez-Fernández et al. [81].
The authors reported a large energy barrier for the access to deactivation
funnels from a minimum located on the S2 potential, which could be held
responsible for the fluorescence decay. The very small yield of fluorescence
for this system has been attributed to the competition of the non-radiative
decay of the S2 to the dark S1 state.
Following these studies on 4t-Thy, quite recently, femtosecond transient ab-
sorption experiments on other thiopyrimidines were carried out and 2,4dt-Thy
has been proven to be a superior option to 4t-Thy as a UVA photosensitizer
in solution [82]. A comparison of the photophysical properties for all thio-
thymines was reported in the same contribution. Interestingly, monosubsti-
tuted thiothymines present slower rates of intersystem crossing compared
to 2,4dt-Thy, however, 4-thiosubstitution seems to enchance the intersystem
crossing rate (τISC) more when compared with 2-substitution. It was also
noted that glycosylation enhances the τISC in this series, decreasing from 620
fs in 2t-Thy to 410 fs in 2t-Thd. Quite remarkably, the doubly-thionated base
2,4dt-Thy exhibits the fastest intersystem crossing lifetime (180±40 fs) and the
highest singlet oxygen and triplet quantum yield (Φ∆=0.49, ΦT= 0.9). Since
2,4dt-Thy exhibits an absorption maximum at longer wavelengths (∼363 nm),
for deeper-tissue UVA chemotherapies the doubly thionated nucleobase is a
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good alternative to 4t-Thy. More recently, very similar trends for τISC,ΦT and
Φ∆ in thiouracil series were registered by the same authors [83].
Other experimental studies have also been reported on the photodynamics
of thiouracils and thiothymines. In particular, nanosecond to femtosecond
transient absorption experiments [84–87], Resonance Raman spectroscopy
[88], and time-resolved photoelectron spectroscopy [89] were performed on
this family of systems.
A great number of experimental works can be found in the litera-
ture focused on the description of absorption spectra of thiouracils and
thiothymines. Those studies reported absorption maxima for 2-, 4-
thiosubstituted, and 2,4-dithiosubstituted derivatives of Thy and Ura at
around 265-274 nm [83, 90, 91], 327-337 nm [77, 79, 90, 92–94] and 345-363
nm [82, 90], respectively, in different solvents in the spectral window between
240-360 nm.
Quantum chemical methods have also been employed to predict their de-
cay mechanism. In particular, following the earlier work by Cui et al. [95],
throughout the course this PhD thesis, several contributions were published
by other groups with the purpose of clarifying the topography of the PES
for 2t-Ura [96, 97] and 2,4dt-Thy [98, 99] relevant to their dynamics. Also for
2t-Ura, ab initio singlet/triplet non-adiabatic molecular dynamics simulations
were reported by Mai et al. [100]. Finally, Bai et al. tried to predict inter-
system crossing rates for 2,4dt-Thy based on spin-orbit coupling terms [99].
However, a complete understanding thiouracils’ (2t-Ura, 4t-Ura and 2,4dt-Ura)
different photophysics and their homogeneous comparison (e.g. calculations
carried out at the same level of theory) are still lacking. Additionally, no
molecular dynamics simulations are available in the literature for 2t-Thy and
2,4dt-Thy/2,4dt-Ura.
Very similar molecular structures of the sulfur-substituted DNA and RNA
analogues to natural DNA bases and their photosensitizing properties makes
them very valuable as prototypes for photosensitizers to be used in PDT.
On the basis of these results, one of the main goals of this thesis is to ra-
tionalize and compare the photophysical and photochemical characteristics
of several thiopyrimidines by analyzing the effect of the degree and posi-
tion of sulfur substitution with high level ab initio calculations. We also
aim to have an insight into their mechanism as chemotherapeutic agents
by performing semiclassical dynamic simulations for 2t-Thy and 2,4dt-Thy
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considering both singlet and triplet manifolds, therefore, having a com-
plete set. These results and rationalization of experimental findings will be
discussed in Chapter 6.
1.4 general decay mechanism
Finally, let’s go back to the question we asked at the beginning of this
chapter: Is it possible to design an unified reaction scheme that explains to
the decay of photoexcited nucleobases and their derivatives? Even though it
might not be possible for all cases, they share some common aspects and we
can collect them under same title.
Up to now, we have seen different types of topographies for the PES pre-
sented by natural nucleobases and their different derivatives. Taking a very
simplistic approach, they can be grouped under two types. The steepest de-
scent decay pathway from the most stable spectroscopic state in Ura (Figure
1.1) and Ade (Figure 1.2) provides a barrierless access to the CI as Type I de-
picted in Scheme 5. In contrast, in other cases, a minimum which belongs
to the spectroscopic pipi∗ state is present which can be classified as Type II.
In particular, purine free base (Figure 1.3) and 2AP (Figure 1.4) are examples
of this type since a TS has to be overcome (blue arrow in Scheme 5) and the
shape of their PES resembles to the solid green line. The thiobases, however,
present an upward energy profile towards the CI (orange arrow) but a TS is
not located along that path (dashed green line) as we have seen for 6-TG. This
type of potential energy profile was also reported for 4t-Thy [81].
Certainly, there are other aspects that might affect the decay dynamics of
these systems such as the presence of singlet and triplet states lying below the
spectroscopic state, the height of the energy barriers which regulates the time
spent there by a wavepacket at the minimum position and the solvent inter-
actions that might lead to the reordering of the states via stabilization/desta-
bilization. These, for sure, depend on each particular case in hand and might
affect the mechanisms competing with the repopulation of the ground state.
However, at least, the decay to the 1(gs)min which has the major importance
on the photostability can be simplified as depicted in Scheme 5.
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Scheme 5: Main decay pathways to the ground state found in DNA nucleobases
and other non-natural purine and pyrimidine derivatives
1.5 applications of singlet oxygen
1O2 is nowadays applied in diverse areas which range from blood steriliza-
tion to decontamination of drinking water.
As mentioned above, photodynamic theraphy (PDT) can also be listed as
one of its applications. PDT is the result of exposing a photosensitizer to an
appropriate wavelength light in the presence molecular oxygen.The mecha-
nism of PDT is depicted in Figure 1.6.
An ideal photosensitizer to be used in PDT should present the following
characteristics:
Photochemotherapeutic agent should not be toxic on its own.
It should have selective accumulation in tumor tissue and not accumu-
late in skin cells in order to prevent skin sensitivity.
Preferably, it should be soluble in water but contain a hydrophobic re-
gion to go through cell membranes.
It should present high absorption coefficients at longer wavelengths not
overlapping with natural DNA bases’ absorption bands. This property
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is very important for a deeper penetration of light into the tissue and
protecting DNA integrity.
It shpuld present long-lived (>µs) triplet states of appropriate energy to
allow for efficient energy transfer to ground state oxygen with a high
quantum yield and long triplet state lifetimes.
Limited in vivo stability is preferred to allow for rapid removal from
the tissues.
Figure 1.6: Mechanism of Photodynamic Therapy (PDT)
Most of the photosensitizers nowadays used are not specific for the target
tissue. However, a targeted treatment can be achieved with localized irradia-
tion via a light source such as projector lamps, lasers and fibre optics. Also,
the generation of cytotoxic singlet oxygen strictly depends on the oxygen
concentration in the tissue, which might not always be enough.
Photosensitized singlet oxygen is also used in oxidation reactions for
wastewater treatment purposes. In particular, the studies have been focused
on the elimination of toxic phenol and its derivatives from the wastewater of
paper, dye and oil industries.
Still remains many potential uses of singlet oxygen to be discovered. The
investigation of new photosensitizers as well as improvement of existing ones
is crucial for a further step in this field. This, however, requires a complete
understanding of mechanisms by which photosensitizers act at a molecular
32 introduction
level. Also, studies from a biological perspective are necessary to understand
photosensitizer quenching, photobleaching, and localization in tissues.
Part II
Q U A N T U M C H E M I C A L M E T H O D S
"I am, and always have been, passionately curious."
Ada Yonath- Nobel Prize in chemistry.

2
Q U A N T U M C H E M I C A L M E T H O D S
In the present chapter, an overview of the theoretical background for the
methods used in this PhD Thesis is summarized.
2.1 the schrödinger equation
The Schrödinger Equation can be considered as a key that opens the door to
the Quantum Chemistry world. Every problem of this field aims to solve this
breakthrough Eq. 2.1, which gave an analytical answer for the one-electron
system problem when it was first solved by Erwin Schrödinger in 1926 [101].
HˆΨ = EΨ (2.1)
where Ψ is the wave function of the quantum system that contains all the
information and Hˆ is the Hamiltonian operator, which is simply given as
sum of kinetic (Tˆ) and Coulomb potential (Vˆ) energy terms,
Hˆ = Tˆ + Vˆ = − h¯
2
2m
∇2 + Vˆ (2.2)
The kinetic energy term, Tˆ, consists of m, the mass of the particle, and the
dot product of ∇ with itself, which is a differential operator defined over a
vector field named as Laplacian (∇2).
We are faced, however, with problems that involve more than one electron.
The incapability of solving this equation for many-electron systems is a driv-
ing force for finding approximate solutions.
2.2 born-oppenheimer approximation
In search of an approximation to solve the Schrödinger equation for many-
electron systems, Max Bohr and Julius Robert Oppenheimer came up with the
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idea of treating the nuclei and electrons separately. This separation is based
on the fact that the nucleus of an atom is much heavier when it is compared
to the total mass of electrons and is called Born-Oppenheimer Approximation
[102].
Introducing the total set of electronic and nuclear coordinates, denoted by
r and R respectively, the Eq. 2.1 can be rewritten as
HˆtotΨtot(r, R) = EtotΨtot(r, R). (2.3)
The terms of the total Hamiltonian, Hˆtot, in the previous equation are given
as in Eq. 2.4 and 2.5,
Hˆtot = TˆN + Tˆe + Vˆee + VˆNN + VˆeN︸ ︷︷ ︸ (2.4)
−1
2
m
∑
α
∇2α
Mα
− 1
2
n
∑
i
∇2i +
n
∑
i>j
1
rij
+
m
∑
α>β
ZαZβ
Rαβ
+
n,m
∑
i,α
Zα
riα
(2.5)
where TˆN is nuclei kinetic energy operator, Tˆe represents the electronic kinetic
energy operator, Vˆee is the electron-electron repulsion, VˆNN is the repulsion
between the nuclei, and VˆeN is the Coulomb attraction between the electrons
and nuclei. For a system of m nuclei and n electrons, in equation 2.5, α and
β represent the electrons, while Mα is the nuclear mass and Zα is the nuclear
charge.
Since the Born-Oppenheimer Approximation considers the electrons in a
molecule to be moving in a fixed nuclei field, the TˆN term can be omitted
from Eq. 2.4 and the sum of the remaining variables gives the electronic
Hamiltonian, Hˆel = Tˆe + Vˆee + VˆNN + VˆeN .
Thus, for a momentarily fixed nuclear positions, the electronic problem
takes the following form:
Hˆel(r, R)Ψel(r, R) = Eel(R)Ψel(r, R). (2.6)
Notice that the separation between electrons and nuclei is not symmetric
since the Ψel depends parametrically on the nuclear coordinates. This para-
metric dependence means that when the position of the nuclei change, the
Ψel would be a different function of the electronic coordinates.
2.3 hartree-fock theory 37
Then, the approximated wavefunction broken into its electronic (vibra-
tional) and nuclear (rotational) components is given as:
ΨBO(r, R) = ΨN(R)Ψel(r, R). (2.7)
Once the electronic Schrödinger equation (Eq. 2.6) has been solved repeat-
edly by varying position of the nuclei in small steps, it gives the electronic
energy eigenvalue, Eel . Then as a second step, the nuclear kinetic energy TˆN ,
which was previously subtracted from Hˆtot, is reintroduced in order to cre-
ate a nuclear Hˆ. For this part, nuclei motion is described under an average
field of electrons and the nuclear potential is taken to be an averaged elec-
tron–nuclear attraction. Then, nuclei kinetic energy and repulsion energies
are added to the final energy. This approximation makes possible the calcu-
lations on molecular systems and very importantly introduces the concept of
Potential Energy Surface (PES) given by Eel .
2.3 hartree-fock theory
The Hartree-Fock (HF) theory was developed to solve the electronic
Schrödinger equation that results from the time-independent Schrödinger
equation after invoking the Born-Oppenheimer approximation mentioned pre-
viously and is one the simplest approximate theories for solving the many-
body Hamiltonian.
In the HF theory, a system with N electrons can be expressed as a product
of individual one-particle wave functions as
Ψ(x1, x2, · · · , xN) = ψ1(x1)ψ2(x2) · · ·ψN(xN) (2.8)
known as Hartree product, where ψk(xk) is one-particle spin-orbital wave func-
tion for the kth electron and is expressed as ψk(xk) = ϕk(xk)σk, ϕk(xk) and σk
being spatial and spin component, respectively.
Electrons are experimentally proved to be fermions, which are particles
with half-integer spin, with an antisymmetric wave function. However,
the Hartree product of spin orbitals of a two-electron molecule given as
Ψ(x1, x2) = ψ1(x1)ψ2(x2) does not fulfill so-called the Pauli Exclusion Prin-
ciple. The Pauli Exclusion Principle is a quantum mechanical principle that
states two identical fermions cannot occupy the same quantum state simulta-
neously. In the case of electrons, it can be stated as follows; It is not possible
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for two-electrons of a poly-electron atom to have the same values of the four quantum
numbers (n, l, ml and ms). A linear combination of the two possible Hartree
products which satisfies this principle can be written as below,
Ψ(~x1,~x2) =
1√
2
(ψ1(~x1)ψ2(~x2)− ψ2(~x1)ψ1(~x2)) (2.9)
where 1√
2
is a normalization factor. Therefore, the wave function can be
expressed in a determinant form of spin-orbitals for a N-electron system,
called Slater Determinant [103], as follows:
Ψ(~x1,~x2, . . .~xn) =
1√
N!
∣∣∣∣∣∣∣∣
ψ1(~x1) . . . ψn/2(~x1)
...
. . .
...
ψ1(~xn) . . . ψn/2(~xn)
∣∣∣∣∣∣∣∣ = |ψ1,ψ2, . . .ψn/2〉. (2.10)
By writing the Eq. 2.10, the antisymmetrized wave function is constructed.
Despite taking into account the antisymmetric fermionic wave function, this
expression continues to be a very simplified version of the exact wave func-
tion. However, building up a wave function of one spin-orbital per electron
is the fundamental stone of the HF Theory. Also, it is important to note that
Slater determinant wave function introduces a type of electron correlation
called exchange electron correlation. The concept of electron correlation will be
discussed more in detail in Section 2.3.4.
In this theory, the solution of the Schrödinger equation for an N-electron
system can be found with a so-called mean-field approach. The Hartree prod-
uct is expressed in a way that an electron feel an average electrostatic field
generated by other electrons but the explicit Couloumb repulsion between
every individual electron would not be included. Although, there are an infi-
nite number of virtual orbitals, to solve the Hartree-Fock equation, a finite set
of basis function is introduced. Therefore, in a finite basis, the solution can
be obtained by optimizing a new set of orbitals at a time and the procedure
is repeated until the self-consistency is reached.
The Self-Consistent-Field HF method applies the Variational Principle to solve
the Hartree-product wave function numerically. Briefly, the Variational Prin-
ciple consists in choosing a trial wavefunction depending on one or more
variational parameters, and finding the values of these parameters for which
the expectation value of the energy is the lowest possible.
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The energy of a wave function can be expressed as an expectation value of
the Hamiltonian as in Eq. 2.11:
E0 = 〈Ψ0 |H |Ψ0〉 . (2.11)
The trial wavefunctions are varied until the optimum solution is found, in
other words, until the expectation value reaches a minimum. The wavefunc-
tion obtained by fixing the parameters to such values is then an approxi-
mation to the ground state wave function, therefore, the variational principle
states that the expectation value for the energy of any wave function is higher
than that for the exact ground state wave function. This can be expressed as:
W = 〈ϕ |H | ϕ〉 ≥ E0 (2.12)
where E0 is the exact energy of the ground state of the system.
Spatial orbital is required to be orthonormal fulfilling
〈
ϕi
∣∣ ϕj〉 = δij and ϕ
is a normalised function, 〈ϕ | ϕ〉 = 1. A function is considered orthonormal
if it is orthogonal and normalized.
If ϕ = Ψo then,
W =
∫
ψ∗0 Hˆψ0dτ =
∫
ψ∗0 E0ψ0dτ = E0
∫
ψ∗0ψ0dτ = E0 (2.13)
If φ is not normalized, the variational integral must be replaced by:
W =
∫
ϕ∗Hˆϕdτ∫
ϕ∗ϕdτ
≥ E0. (2.14)
In summary, one of the advantages of this method is that it breaks the
many-electron Schrödinger equation into many simpler one-electron equa-
tions. However, this method fails when the particles are very close to each
other or when the distance between the particles is infinite.
2.3.1 The Hartree-Fock Equations
The Hamiltonian, describing the electrons in a field of nuclei contains: (i)
Coulomb repulsion between the positively charged nuclei, (ii) Coulomb at-
traction between the electrons and nuclei, (iii) the kinetic energy of electrons,
and (iv) the Coulomb repulsion between the electrons.
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In first quantization formalism, the Hamiltonian for a many-electron sys-
tem can be written in terms of the zero-, one, and two-electron terms as
Hˆ = ∑
I<J
ZI ZJ
rI J
−∑
i
1
2
∇2i −∑
i,I
ZI
riI
+∑
i<j
1
rij
. (2.15)
The first term of the Eq. 2.15 does not include any electronic coordinates
since it only depends on the intermolecular distances, rI J = |rI − rJ |, and the
nuclear charges on atoms I and J. Therefeore, no further elaboration will be
needed for this term. The second and third term would be the one-electron
terms and they depend on the coordinates of the electrons and involves the
kinetic energy of the electrons and the attractive electron-nucleus interaction
depending on the electron-nucleus distances riI = |ri − rI |. The final term
is the two-electron term and depends on the interelectronic distances rij =
|ri − rj|, describing the Coulomb repulsion between the electrons. Using the
expression Eq. 2.11, one electron term is expressed as:
E(1) = −∑
i
〈
ψi
∣∣∣∣∣ 12∇2i +∑i ZIriI
∣∣∣∣∣ψi
〉
. (2.16)
and the two-electron term is given by:
E(2) =
〈
Ψ
∣∣∣∣∣∑i<j 1rij
∣∣∣∣∣Ψ
〉
. (2.17)
We can express the two-electron contributions as, Coulomb and exchange op-
erators. The Coulomb operator, Jˆj, acts as a linear operator on an arbitrary
function f (1) as:
Jˆj f (1) =
[∫ ψ∗j (2)ψj(2)
r12
dτ2
]
f (1). (2.18)
The Coulomb operator represents the effective potential for an electron mov-
ing in the repulsive field of other electrons as in a classical model. The ex-
change operator is written as follows:
Kˆj f (1) =
[∫ ψ∗j (2) f (2)
r12
dτ2
]
ψj(1). (2.19)
Unlike the Coulomb operator, the exchange operator has no classical ana-
logue since it arises from the non-classical antisymmetry principle. The total
Coulomb and exchange operators are expressed respectively as:
Jˆ =∑
i
Jˆi and Kˆ =∑
i
Kˆi (2.20)
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Now, then, we can rewrite the two-electron term using the Coulomb and
exchange operators:
E(2) =
1
2∑ij
〈
ψi
∣∣ Jˆj − Kˆj ∣∣ψi〉. (2.21)
At this point the variational principle is applied to optimize the Hartree-
Fock wave function and the so-called Hartree-Fock equations are obtained.
The E can only have a minimum if the variation δE = 0 and that implies
〈δψi|Fˆ− ei|ψi〉 = 0. As a result of the mathematical treatment of this proce-
dure discussed in elsewhere [104], the final Hartree-Fock equations can be
written in a matrix form:
Fˆψj = ejψj (2.22)
where ψj represents the Hartree-Fock orbitals, ej is the Hartree-Fock orbital
energies and Fˆ is the so-called Fock operator. The Fock operator is given by:
Fˆ = hˆ +∑
j
( Jˆj − Kˆj) (2.23)
where hˆ is the one-electron operator including the kinetic energy and interac-
tion with all nuclei (recall Eq. 2.15, second and third terms).
Finally, the Hartree-Fock energy expression is
E =∑
i
ei − 12∑ij
〈ϕi| Jˆj − Kˆj|ϕi〉 . (2.24)
In this expression, the ei term includes all the orbital energies. However, we
have to stress that E 6= ∑
i
ei. This first term causes a double counting since
all the interactions of an electron i includes, let’s say, the interaction with an
electron j. But these interactions would be also included in ej. Therefore,
second term of Eq. 2.24 helps to eliminate this double counting.
If we analyse Fock operator expression, we realize that the kinetic en-
ergy and nuclear attraction are strictly one-electron contributions, while the
Coulomb and exchange operators are effective operators in the average field
of the remaining electrons. In order to solve the Hartree-Fock equations, we
need to start the SCF procedure as explained in section 2.3, starting from the
trial set of orbitals. However, there is no analytical expression for the spin or-
bital solution of this set and they can only be solved numerically. Fortunately,
the expansion of the orbitals leads to a linear solution as we will see in the
next section.
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2.3.2 Restrictions on the Hartree-Fock Wave Function: The Roothaan-Hall equa-
tions
In 1951, Roothaan and Hall proposed to the idea of expressing the molec-
ular orbitals as a combination of atomic orbitals. This approach is called
Linear Combination of Atomic Orbitals (LCAO) and uses an orbital basis set
to transform the Hartree-Fock equations. The spatial part of a molecular or-
bital, ϕi(r), is expressed as a linear combination of basis functions or atomic
orbitals χp(r) as in:
ϕi = c1iχ1 + c2iχ2 + c3iχ3 + . . . + cpiχp or ϕi(r) =∑
p
Cpiχp(r). (2.25)
The coefficients, cpi, introcudes the weights of the contributions of the atomic
orbitals to the molecular orbital. The Hartree–Fock procedure is used to ob-
tain the coefficients of the expansion and the energy is calculated by minimiz-
ing them instead of solving the complicated integro-differential equations. In
such case, the size of the basis set would be the limiting step since the larger
the basis set the larger is the problem to solve. Typically, the atomic orbitals
used are known as Slater-type orbitals but other choices are also possible
like Gaussian functions from standard basis sets, which will be discussed in
section 2.6.
As seen in section 2.3, the spin-orbitals introduced in the HF Theory are
built up of spatial and spin components. However, no spin restrictions
were introduced for the spatial part of the orbitals of electrons with differ-
ent spin occupying the same orbital. For instance, two spin orbitals ψp and
ψq share the same spatial orbital ϕp connected with an α and a β spin func-
tion, ϕα(r) = ϕβ(r), and as a result they have the same orbital energy. If a
system is considered closed-shell due to their even number of electrons and
characterized by having doubly occupied spatial orbital, such solution can
be the case and the spin restriction would be an appropriate form of solving
the HF equation. The method is known as Restricted Hartree-Fock (RHF)
method.
For open-shell systems, we can choose one solution or the other. If we main-
tain the restriction, the method is known as Restricted Open-Shell Hartree-
Fock(ROHF), and if no constraint is applied to the wave funtion, the HF
method is called the Unrestricted Hartree-Fock (UHF) as will be explained in
Section 2.3.3.
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The transcription of the Hartree-Fock equations when an atomic orbital
basis set has been defined to expand the spatial part of each spin orbital, gives
rise to the Roothann-Hall equations [105, 106]. By left and right projections
with the basis set χp, Hartree-Fock equations (Eq. 2.22) can be reformulated
in the compact matrix form know as Roothaan-Hall equations:
FC = SCε. (2.26)
The Fock matrix, Fpq, and the overlap matrix, Spq, are expressed as:
Fpq = 〈χp|Fˆ|χq〉 and Spq = 〈χp|χq〉 . (2.27)
C is a matrix containing the expansion coefficients to describe the molecular
orbitals and the ε is a diagonal matrix collecting the orbital energies.
The expansion coefficients as in form of LCAO could be obtained from the
diagonalization of the Fock matrix. However, the solution to the Roothaan-
Hall equations is a subject to the orthonormality constrain. Although, the
basis functions are normalized, they are not orthonormal to each other. Then,
the first step is to ortogonalize the basis functions. This equation is converted
into an eigenvalue equation, frequently by Löwdin’s transformation, F
′
C =
S−1/2FS−1/2. Finally, to obtain the solution, the eigenvalue equation
F
′
C
′
= C
′
ε (2.28)
is solved.
To summarize, in the framework of the Hartree-Fock theory, Roothaan-
Hall equations provides a possiblity to solve numerically spatial-integro dif-
ferential problem. Also, applying a restricted scheme from the beginning to
appropiate systems, increases the computational efficiency.
The solution of the Hartree-Fock equations in the matrix form as an itera-
tive self-consistent procedure can be summerized as follows:
1. A trial wave function is used to construct an initial set of occupied
orbitals
2. The Fock matrix is built with these orbitals
3. A new set of orbitals is generated by the solution from the Roothaan-
Hall equations
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4. The second step is repeated until those orbitals given in the third step
do not change from one iteration to the next.
This procedure can be accelareted by several algorithms which result in a
faster convergence [107–110], however, it is very important to note that the
solution is not unique but depens on the initial starting orbitals. Therefore,
the selection of the initial orbitals is the most important step of this procedure.
2.3.3 Unrestricted Hartee-Fock Method (UHF): The Pople-Nesbet Equations
Open-shell systems (e.g. free radicals), which contain an odd number of
electrons, or systems with a ground state different than singlet multiplicity
are situations where the RHF picture is inadequate and they cannot be treated
in the closed-shell formalism. Also, when we move to nonequilibrium geome-
tries, RHF results become unaccurate. Such situations can be handled in two
ways. Either, we stay as closely as possible to the RHF picture and doubly
occupy all spatial orbitals with the only exception being the explicitly singly
occupied ones (restricted open-shell HF scheme (ROHF)), or we completely
abandon the notion of doubly occupied spatial orbitals and allow each spin
orbital to have its own spatial part (unrestricted Hartree-Fock method (UHF)).
In UHF, the α and β orbitals do not share the same effective potential but
experience different potentials, VαHF and V
β
HF. As a consequence, the α and
β orbitals differ in their spatial characteristics and have different orbital ener-
gies.
ψi(~x) =
ϕαk = χαk (r)αϕβk = χβk (r)β (2.29)
The UHF scheme affords equations that are much simpler than their ROHF
counterparts. Particularly, the ROHF wave function is usually composed not
of a single Slater determinant, but corresponds to a limited linear combina-
tion of a few determinants where the expansion coefficients are determined
by the symmetry of the state. On the other hand, in the UHF scheme we are
always dealing with single-determinantal wave functions.
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The UHF method leads us to two series of equations written in matrix
form named after their developers as Pople-Nesbet equations [111] and they
are given as follows:
FαCα = Cαεα and FβCβ = Cβεβ (2.30)
where Cα and Cβ are matrices containing the expansion coefficients of the un-
restricted orbitals, and eα and eβ are matrices that collect the orbital energies.
It can be noticed that these two equations are the unrestricted from of the
restricted Roothaan equations (See Eq. 2.26). As in Roothaan-Hall equations
(Section 2.3.2), a similar procedure is applied to solve these equations, how-
ever, they must be solved simultaneously since Fα and Fβ depend on both Cα
and Cβ.
At this point, we have to introduce two density matrices (one each for α
and β spins) which are expresssed as:
Pαµν =
Nα
∑
i
Cαµi(C
α
iν)
∗ and Pβµν =
Nβ
∑
i
Cβµi(C
β
iν)
∗ (2.31)
where Nα and Nβ are the number of electrons with spin α and β, respectively.
Therefore, the final Fock matrices are expressed as:
ρα(~r) =
Nα
∑
a
|ϕαa (~r)|2 =∑
µ
∑
ν
Pαµνχµ(~r)χ
∗
ν(~r) (2.32)
ρβ(~r) =
Nβ
∑
a
|ϕβa (~r)|2 =∑
µ
∑
ν
Pβµνχµ(~r)χ∗ν(~r) (2.33)
As above, these two sets of equations, Eq. 2.32 and 2.33, must be solved
simultaneously in order to find the UHF solution.
2.3.4 The Hartree-Fock Limitations: The correlation Energy
In the Hartree-Fock Theory, only some part of the electron correlation is
included. This type of correlation arises from the fact that the system is de-
scribed with a Slater determinant which satisfies the Pauli Exclusion Principle
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and is called Exchange electron correlation. Therefore, the motion of electrons
with parallel spin is correlated but the motion of electron with opposite spins
not.
However, as stated within the Hartree–Fock theory (see 2.3), the electrons
move in an average electrostatic potential generated by the remaning elec-
trons. Therefore, Coulomb electron correlation, which describes the explicit
electron-electron Couloumb repulsion between every individual electron, is
not taken into account and the expectation value from Hartree-Fock calcu-
lations is always greater than the exact energy. Despite the lack of electron
correlation, the result can be improved with a larger basis set. Although, it is
possible to decrease the expectation value with a larger the basis set, there is a
computational limit to the basis set size applicable on the problem. This limit
leads us to the best possible solution that can be obtained from the HF ap-
proximation and the energy obtained from this basis set is called Hartree-Fock
limit.
Since the exchange electron correlation is already included in the HF the-
ory, the term electron correlation typically refers to Coulomb electron inter-
action. The concept of electron correlation energy of a molecule, Ecorr, was
introduced by Löwdin [112] as the difference between the exact nonrelativis-
tic energy of the electronic Schrödinger equation, Eexact, and Hartree-Fock
limit, EHF. Thus,
Ecorr = Eexact − EHF. (2.34)
Electron correlation can be categorized into two different kinds: dynamical
and nondynamical correlation.
The dynamical correlation is related to electron movement since they are
all correlated and the movement of an electron can effect each of them indi-
vidually, then, a strict mean-field picture would not be sufficient to describe
accurately it. Different approches such as Møller-Plesset (MP) perturbation
theory, Configuration Interaction (CI) and Coupled-Cluster (CC) theory try to
recover the dynamical correlation and will be discussed in Section 2.4.
As stated in the Hartree–Fock theory, the antisymmetric wave function is
approximated by a single Slater determinant. Although, the monoconfigura-
tional nature of the HF method is able to give satisfactory results for near
equilibrium geometries, it becomes indispensible to describe bond dissocia-
tion processes or some particular cases such as excited states. Then, using
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more than one determinant would be the way to recover the nondynamical
correlation. These methods are called Multiconfigurational SCF (MCSCF) meth-
ods.
Although, the correlation energy is a relatively small part of the total en-
ergy of a system, it is very crucial to correctly describe some problems as
explained above.
2.4 post hartree-fock methods
Concerning the importance of the electronic correlation mentioned in Sec-
tion 2.3.4, a number of correlated calculations provide an improvement to HF
energy by a generalization and simplification of the Hartree-Fock theory.
Some of these so-called Post-Hartree Fock methods are listed as Møller-Plesset
(MP) perturbation theory, Multiconfigurational Self-consistent Field (MCSCF),
CI and CC theory will be briefly discussed in this section.
2.4.1 Configuration Interaction (CI)
The idea behind the CI method is to constract the exact wave function as a
linear combination of N-electron trial functions and to diagonalize the Hamil-
tonian and minimize the energy using the linear variational method. Though
its conceptual simplicity in this sense, only when an infinite basis set is in-
corporated into the trial function, which is called full CI, the exact quantum
mechanical solution can be found including those of excited states. However,
full CI calculations require a huge amount of afford. Therefore, in practice, it
would be posible to handle only a finite basis set and it is necessary to con-
sider truncated solutions even for small molecules due to the large number
of determinants.
Let’s remember that in HF theory we have introduced a finite number of
basis set functions. Let’s say the basis set consist of K spatial functions. Then,
every spatial orbital would have spin α and spin β. Therefore, this leads us
to a set of 2K spin orbitals. Considering an N-electron system with a set of
2K spin orbitals, it would be possible to construct (2KN ) different determinants
with the lowest energy one-electron spin orbitals. The singly excited determi-
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nants (|Ψra〉), where an electron has been excited from an occupied (χa) to a
virtual orbital (χr). Doubly excited determinants (|Ψrsab〉), where two electrons
have been excited from two occupied (χa,χb) to two virtual orbitals (χr,χs)
and so on. The full CI matrix is basically a representation of the Hamiltonian
matrix in the basis of all posible N-electron functions formed by replacing
none, one, two,· · · all the way up to N spin orbitals in Ψ0. Therefore, full CI
wave function is expressed as:
|Φ0〉 = c0 |Ψ0〉+∑
ar
cra |Ψra〉+ ∑
a<b
r<s
crsab |Ψrsab〉+ ∑
a<b<c
r<s<t
crstabc |Ψrstabc〉+ · · · (2.35)
As discussed above, the purpose of such a Post Hartree-Fock is to introduce
the correlation enery. In the framewok of CI theory, the electron correlation
is recovered as explained below.
If the ground state of a system is a reasonable approximation to the exact
ground state of the system, then, the c0 coefficent in Eq. 2.35 would be larger
than other coefficents in the expansion. Introducing |Φ0〉 instead of c0 |Ψ0〉
leads us to an intermediate normalized form of the expansion, where the wave
functions satisfy 〈Ψ0|Φ0〉 = 1 property.
For |Φ0〉, then, the Schrödinger equation is given by:
Hˆ |Φ0〉 = ε0 |Φ0〉 (2.36)
After that we have to introduce to correlation energy by subtracting E0 |Φ0〉
from both sides (let’s remember that Ecorr = ε0 − E0)
(Hˆ − E0) |Φ0〉 = (ε0 − E0) |Φ0〉 = Ecorr |Φ0〉 . (2.37)
If we multiply both sides by 〈Ψ0| we obtain
〈Ψ0|(Hˆ − E0)|Φ0〉 = Ecorr 〈Ψ0|Φ0〉 = Ecorr. (2.38)
Then, we can introduce our intermediate normalized form of Eq. 2.35
〈Ψ0|(Hˆ − E0)|Φ0〉 = 〈Ψ0| (Hˆ− E0)
|Ψ0〉+∑
ar
cra |Ψra〉+ ∑
a<b
r<s
crsab |Ψrsab〉+ · · ·

(2.39)
If we constructed the Fock matrix involving only the ground state and
singly excited states, the mixing of these states, 〈Ψ0|Hˆ|Ψra〉, would come from
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the off-diagonal matrix element. In the HF theory, solving the eigenvalue
problem requires off-diagonal elements to satisty 〈χi| f |χj〉 = 0. Then, single
excitations would not improve the ground state wave function since they do
not interact directly with each other. In other words, 〈Ψ0|Hˆ|Ψra〉 = 0. This
conclusion is called Brillouin’s Theorem. Also, according to Slater-Condon
rules, since triple and higher excitations differ from |Ψ0〉 by more than two
spin orbitals, they would not mix with |Ψ0〉. Then, 〈Ψ0|Hˆ|Ψrstabc〉 = 0, as well.
Finally, if we go back to Eq. 2.39 taking into consideration the Brillouin’s
Theorem and Slater-Condon rules, the correlation energy is given by:
Ecorr = ∑
a<b
r<s
crsab 〈Ψ0|Hˆ|Ψrsab〉 . (2.40)
Then, one can see from this equation that the doubly excited states make the
most important contribution to the Ψ0. However, it is important to stress that
the exact Ψ0 cannot be described solely by double excitations because the crsab
coefficients are affected by other excitations.
Very clearly, the size of the problem increases with the number of electrons.
However, some terms of the expansion could be safely eliminated. If we are
interested only in singlet states, for instance, all the deteminants that do not
have the same number of α and β electrons are discarded. But even so, the
CI matrix would be still very large. Then, we move to so-called truncated-CI
solutions. CI calculations are classified by the number of excitations used
to make each determinant. If only one electron has been moved for each
determinant, it is called a configuration interaction single-excitation (CIS) cal-
culation. CIS calculations give an approximation to the excited states of the
molecule, but do not change the ground-state energy. Single-and double- exci-
tation (CISD) calculations yield a ground-state energy that has been corrected
for correlation. Triple-excitation (CISDT) and quadruple-excitation (CISDTQ)
calculations are done only when very-high-accuracy results are desired.
Unfortunately, the truncated form of the CI wave function woud not be
size-consistent as full CI. Briefly, the size-consistency can be explained in the
following way. If we imagine a dimer of two identical monomers separated by
a very large distance, the energy of the dimer should be twice as the energy
of one of these subsystems. Therefore, the energy of a many-particle system
would be proportional to the sum of its non-interacting subsystems. The
methods that are able describe such a property are said to be size-constistent,
such as HF approximation and full CI.
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The size-consistency problem can be solved by some methods such as
Davidson correction and Quadratic CISD.
2.4.2 Coupled-Cluster (CC) Theory
The Coupled-Cluster (CC) Theory, arises from the necessity of finding a
size-consistent extension by considering the full CI equations. Different than
CI, the Coupled-Cluster wavefunction is given by an exponential ansatz:
|ΨCC〉 = eTˆ |Ψ0〉 (2.41)
where Tˆ is the so-called cluster operator and Ψ0 will be the reference Hartree-
Fock wave function. The cluster operator produces a linear combination of
excited state determinants and can be expanded as:
Tˆ = Tˆ1 + Tˆ2 + Tˆ3 + ...+ TˆN (2.42)
where T1 is the operator of all single excitations, T2 is the operator of all
double excitations and so on. In this expansion, single and double excitation
operators in cluster form are respectively expressed as:
Tˆ1 =∑
r
∑
a
traa
†
r aa and Tˆ2 =
1
4 ∑abrs
trsaba
†
s aba
†
r aa (2.43)
where a†r and aa denote the creation and annihilation operators respectively
and a, b stand for occupied, and r, s for unoccupied orbitals and t are the
cluster amplitudes. Again, as in CI, a truncation of the wave function is
necessary for a computationally affordable method. Most commonly, the
cluster operator is truncated at the double excitation level which yields the
Coupled-Cluster singles-and-doubles (CCSD) model. The truncation order of
the excitation operator Tˆ defines denotion of the CC method.
Tˆ = Tˆ1 =⇒ CCS
Tˆ = Tˆ1 + Tˆ2 =⇒ CCSD
Tˆ = Tˆ1 + Tˆ2 + Tˆ3 =⇒ CCSDT
Tˆ = Tˆ1 + Tˆ2 + Tˆ3 + Tˆ4 =⇒ CCSDTQ
where CCSDT is Coupled-Cluster singles-doubles-and-triples and CCSDTQ
is Coupled-Cluster singles-doubles-triples-and-quadruples model and so on.
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However, these models are very demanding and they only be applied to
very small number of systems. Alternatively, some hybrid methods can be
used such as CCSD(T) model, where (T) symbolizes the contribution from
the triples amplitudes estimated by perturbation theory rather than exactly.
This treatment descreases very much the computational cost of CCSDT.
The advantage of having an exponential operator, eTˆ , is that it may be
expanded as a Taylor series.
eTˆ = 1+ Tˆ +
1
2!
Tˆ2 +
1
3!
Tˆ3 + . . . (2.44)
If we consider only the single and double excitation cluster operators, Tˆ1 and
Tˆ2, we can write:
e(Tˆ1+Tˆ2) = 1+ Tˆ1 + Tˆ2 +
1
2
Tˆ21 +
1
2
Tˆ22 + Tˆ1Tˆ2 +
1
2
Tˆ21 Tˆ2 + . . . (2.45)
Replacing this expansion in Eq. 2.41, ΨCCSD takes the following form:
|ΨCCSD〉 = e(Tˆ1+Tˆ2) |Ψ0〉 =
(
1+ Tˆ1 + Tˆ2 +
1
2
Tˆ21 +
1
2
Tˆ22 + Tˆ1Tˆ2 +
1
2
Tˆ21 Tˆ2 . . .
)
|Ψ0〉
(2.46)
We can notice that |ΨCCSD〉 includes not only single and double excitation
terms but higher-order terms within the given excitation manifold due to
the exponential ansatz. For instance, although the quadruple terms T4 and
T3T1 are neglected at the CCSD level in principle, the contribution from the
T22 term still accounts for quadruple determinants. In this model, Tˆ1 de-
scribes the orbital relaxations while the Tˆ2 operator carries out the important
electron-pair interactions. The cluster operators are grouped under two types:
connected (e.g. Tˆ1, Tˆ2, . . . ) and disconnected (e.g. Tˆ21 , Tˆ
2
2 , Tˆ1Tˆ2, . . .) terms.
Unlike the previous methods discussed (HF, CI...), the coupled-cluster
wave function cannot be optimized according to the variational principle.
There are several ways to determine the energy and amplitude expressions.
A way is to perform projected Coupled-Cluster equations.
The full CC wave function satisfies the Schrödinger equation:
Hˆ |Ψ0〉 = HeT |Ψ0〉 = EeT |Ψ0〉 . (2.47)
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Then, we can write the projected Coupled-Cluster equation as:
〈Ψ0| HˆeTˆ |Ψ0〉 = E. (2.48)
The correlation energy is introduced by:
〈Ψ0| (Hˆ − E0)eT |Ψ0〉 = Ecorr (2.49)
In the same way, we can left-multiply HeT |Ψ0〉 by an excited state determi-
nant. For instance, for CCSD we want to determine single and double cluster
amplitudes. Their corresponding excited determinants would be Ψar and Ψabrs ,
respectively. Then, 〈
Ψra
∣∣∣ Hˆe(Tˆ1+Tˆ2) ∣∣∣Ψ0〉 = 0, (2.50)〈
Ψabrs
∣∣∣ Hˆe(Tˆ1+Tˆ2) ∣∣∣Ψ0〉 = 0. (2.51)
Typically, a similarity-transformed Hamiltonian, HˆT , is used for convenience
reasons and is obtained as follows:
e−Tˆ HˆeTˆ |Ψ0〉 = E |Ψ0〉 (2.52)
HˆT = e−Tˆ HˆeTˆ (2.53)
Then, we can rewrite the Eq. 2.48 by using the similarity-transformed Hamil-
tonian as: 〈
Ψ0
∣∣∣ e−Tˆ HˆeTˆ ∣∣∣Ψ0〉 = E. (2.54)
Finally, to summarize, the final CCSD equations to be solved are given by:〈
Ψ0
∣∣∣ e−(Tˆ1+Tˆ2)Hˆe(Tˆ1+Tˆ2) ∣∣∣Ψ0〉 = E, (2.55)〈
Ψar
∣∣∣ e−(Tˆ1+Tˆ2)Hˆe(Tˆ1+Tˆ2) ∣∣∣Ψ0〉 = 0, (2.56)〈
Ψabrs
∣∣∣ e−(Tˆ1+Tˆ2)Hˆe(Tˆ1+Tˆ2) ∣∣∣Ψ0〉 = 0. (2.57)
The nonlinear equations 2.56 and 2.57 must be solved iteratively, substituting
in each iteration the coupled-cluster energy as calculated from Eq. 2.55.
The advantage of doing CC calculations is that it is a size extensive method.
Often, CC results are a bit more accurate than the equivalent size CI results.
When all possible configurations are included, a full Coupled-Cluster calcu-
lation would be equivalent to a full CI calculation.
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2.4.3 Second-Order Approximate CCSD Model: CC2
In the previous section, we have seen non-approximated CC models. How-
ever, the computational cost of these models increase very rapidly. For in-
stance, while CCSD has a scaling order of N6, CCSDT is of N8, where N
is the number of orbitals. Our aim is to get results as close as possible to
those of full CI while minimizing the computational cost. Nevertheless, the
accuracy of total energies does not guarantee a correct description of molec-
ular properties. It is also important to develop models to obtain accurately
the molecular properties such as transition moments and excitation energies
while descreasing the cost.
To this aim, a second-order approximation to CCSD model, denoted CC2,
was developed [113]. As explained above, in the CCSD, the contribution of
single excitations gives an approximate orbital relaxation, which is important
for molecular properties. The CC2 model retaines the single excitations and
the doubles equations are approximated as in first order. Therefore, the CC2
equations are a subset of the CCSD equations. The CC2 model has a hierarchy
order of N5 with an energy comparable to MP2 model (see next section).
From the response functions of CC2, dynamic molecular properties as well
as excitation energies and transition moments can be obtained.
Above, we have determined the CCSD energy by Eq. 2.55 and the cluster
amplitudes were obtained from Eq. 2.56 and 2.57. First, a transformed T1 op-
erator is intruduced as a tool for retaining single excitations in the equations:
Oˆ = e−Tˆ1OeTˆ1 . (2.58)
Then, the CCSD amplitude equations are converted into:
〈Ψar | Hˆ + [Hˆ, Tˆ2] |Ψ0〉 = 0 (2.59)
〈Ψabrs | Hˆ + [Hˆ, Tˆ2] +
1
2
[[Hˆ, Tˆ2], Tˆ2] |Ψ0〉 = 0. (2.60)
The Hamiltonian, H, is H = F + U where F is the Fock operator and U is
fluctuation operator and they describe the difference between the electron-
electron repulson and the Fock potential. It would be enough to include
only the first order double excitation amplitudes to obtain an energy correct
through second order. Then, the single excitations can be retained in their
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original form and the double excitations can be approximated to be correct
through first order. So, the doubles equations becomes:
〈Ψabrs | [F, Tˆ2] + Hˆ |Ψ0〉 = 0. (2.61)
The Eq. 2.59 and 2.61 define the basis of the CC2 model in the absence of
external perturbatitions. Then, these equations are written in the presence
of external perturbations and response functions are derived. The purpose
of including the single excitations is to derive response functions. From the
CC2 linear response function, the excitation energies and transition moments
can be defined. The single excitations enter the equations in the second order
because we use already optimized Hartree-Fock orbitals. However, in case of
using non-optimized orbitals, the situation would change.
2.4.4 Second-Order Algebraic-diagrammatic Construction (ADC(2))
Alternatively, so-called propagator type methods also have been used for accu-
rate electronic excitation energies and transition moments. From a procedure
known as algebraic-diagrammatic construction (ADC), systematic higher-order
approximations can be obtained [114]. In this procedure, a non-diagonal rep-
resentation of the polarization propagator is introduced in ADC form and
then compared the perturbation expansion of this form with the original di-
agrammatic series through a given order, (n), of perturbation theory. Based
on this, an efficient polarization propagator approach for the treatment of
valence electron excitations called as the algebraic diagrammatic construction
through second order, in short ADC(2), was proposed [115]. Basically, it al-
lows for a theoretical description of single and double excitations consistently
through second and first order of perturbation theory. Briefly, in this scheme,
an eigenvalue problem of a Hermitian secular matrix defined with respect to
the space of singly and doubly excited configurations.
The advantage of the propagator methods over the CI method is the size
consistency, which allows to obtain meaningful results when applied to larger
systems. Also, it has been found from benchmark studies that the approxi-
mate singles-and-doubles methods CC2 and ADC(2) give equilibrium struc-
tures close to CCSD accuracy [116].
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2.4.5 Perturbation Theory
In CI we have seen that unless all excitations are included into the wave
function as in full CI solution, the method is not size consistent. Another way
of overcoming the lack of correlation energy is to apply Perturbation Theory
and, unlike CI, it has the important advantage of being size consistent at any
level. There are different perturbation methods but this section focuses on
the Rayleigh-Schrödinger Perturbation Theory (RSPT) .
In this theory, the Hamiltonian consists of two parts,
Hˆ = Hˆ0 + λVˆ (2.62)
where Hˆ0 is the HF Hamiltonian, or zeroth-order Hamiltonian as called in
perturbation theory, Vˆ represents the perturbation and λ is a parameter be-
tween 0 and 1. Then, when λ = 0, the solution would be equal to Hˆ0 or the
HF solution. When λ takes the highest value 1, the exact solution is recovered.
For Hˆ0, the eigenfunctions and eigenvalues are known.
We can expand the eigenfunctions and eigenvalues in a Taylor series in λ,
Ei = E
(0)
i + λE
(1)
i + λ
2E(2)i + · · · (2.63)
|Ψi〉 = |Ψ(0)i 〉+ λ |Ψ(1)i 〉+ λ2 |Ψ(2)i 〉+ · · · (2.64)
Then, we can replace Eq. 2.63 and 2.64 in the Schrödinger equation
(Hˆ0 + λVˆ)(|Ψ(0)i 〉+ λ |Ψ(1)i 〉+ λ2 |Ψ(2)i 〉+ · · · )
= (E(0)i + λE
(1)
i + λ
2E(2)i + · · · )(|Ψ(0)i 〉+ λ |Ψ(1)i 〉+ λ2 |Ψ(2)i 〉+ · · · )
(2.65)
The Eq. 2.65 would be correct only when λn coefficients are equal on
both sides. For instance, for n=1 E(1)i |Ψ(1)i 〉 and E(0)i |Ψ(0)i 〉 terms would be
eliminated. Then, the following expressions can be written
For n = 0;
Hˆ0 |Ψ(0)i 〉 = E(0)i |Ψ(0)i 〉 , (2.66a)
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for n = 1;
Hˆ0 |Ψ(1)i 〉+ Vˆ |Ψ(0)i 〉 = E(0)i |Ψ(1)i 〉+ E(1)i |Ψ(0)i 〉 , (2.66b)
for n = 2;
Hˆ0 |Ψ(2)i 〉+ Vˆ |Ψ(1)i 〉 = E(0)i |Ψ(2)i 〉+ E(1)i |Ψ(1)i 〉+ E(2)i |Ψ(0)i 〉 (2.66c)
and in the same way we can continue until the nth order.
In order to obtain the energy expression, we multiply the above equations
by 〈Ψ(0)i |. Since 〈Ψ(0)i |Ψ(n)i 〉 = 0 according to the orthogonality condition,
the energy expression for the zeroth, first and second order correction comes
down to:
For n = 0:
E(0)i = 〈Ψ(0)i |Hˆ0|Ψ(0)i 〉 , (2.67a)
For n = 1:
E(1)i = 〈Ψ(0)i |Vˆ|Ψ(0)i 〉 , (2.67b)
For n = 2:
E(2)i = 〈Ψ(0)i |Vˆ|Ψ(1)i 〉 . (2.67c)
As already discussed above, the zeroth-order correction to the energy would
be equal to the HF energy. From these equations, it is possible to see that the
general expression for the total energy takes the following form:
Ei = E
(0)
i +
k
∑
k>0
〈Ψ(0)i |Vˆ|Ψ(k−1)i 〉 . (2.68)
The set of equations 2.66 are solved for |Ψ(n)i 〉 and by using Eq. 2.67 the
nth-order energy can be determined.
RSPT theory was applied to N-particle systems, where the HF Hamiltonian
was chosen as the zeroth-order Hamiltonian, by C. Møller and M.S. Plesset.
So a perturbation expansion was obtained for the correlation energy. This
method is typically known as Møller-Plesset Perturbation Theory (MPPT) [117].
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If we go back to Eq. 2.62, the zeroth-order Hamiltonian, Hˆ0 in this equation
can be defined as the sum of the Fock operators (for Fock operator recall Eq.
2.23):
Hˆ0 =∑
i
Fˆi (2.69)
and V is given as:
V =∑
i<j
1
rij
−∑
j
( Jˆj − Kˆj)). (2.70)
V term introduces Coulomb repulsion between electrons (recall Eq. 2.15).
Then, with these definitions we can rewrite the Eq. 2.62 as follows:
E(1)0 = 〈Ψ0|Vˆ|Ψ0〉
= 〈Ψ0|∑
i<j
1
rij
|Ψ0〉 − 〈Ψ0|∑
j
( Jˆj − Kˆj)|Ψ0〉 (2.71)
Since E(0)i = ∑
i
εi, the total energy is given by:
Ei = E
(0)
i + E
(1)
i
=∑
i
εi − 12∑ab
〈ab||ab〉 . (2.72)
But we can see that the first correction to the energy only gives the HF
energy. Then, it is necessary to go to higher order perturbations to recover
the correlation energy. The general expression for the second-order energy is
given by:
E(2)i = ∑
j 6=i
∣∣∣∣∣〈Ψ(0)i | ∑i<j 1rij |Ψ(0)j 〉
∣∣∣∣∣
2
E(0)i − E(0)j
. (2.73)
But now we might ask what kind of excitations to take into account in the
Ψ(0)j . As we have seen in CI method, 〈Ψ0|Hˆ|Ψra〉 = 0 from the Brillouin’s The-
orem and 〈Ψ0|Hˆ|Ψrstabc〉 = 0 because of two-particle nature of the perturbation.
Then, we would have only the double excitations in the expresion. Since
Hˆ0 |Ψrsab〉 = (E(0)0 − (εa + εb − εr − εs) |Ψrsab〉), (2.74)
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the final second order correction to the energy is given by:
E(2)i = ∑
a<b
r<s
∣∣∣∣∣〈Ψ0| ∑i<j 1rij |Ψrsab〉
∣∣∣∣∣
2
εa + εb − εr − εs . (2.75)
The second order correction is known as MP2 method. This method com-
putationally implamented by Binkley and Pople [118]. In theory, the energy
correction can be applied until the nth order therefore having MPn. In higher
orders more correlation energy is introduced. Third-order (MP3) and fourth-
order (MP4) corrections are also common but the higher orders require huge
computational demand. Since Møller-Plesset calculations are not variational,
it is not surprising that they might give total energies below the exact total
energy. Also, it is important to be careful when a single determinant refer-
ence gives a poor qualitative description of the system because it eventually
leads to an incorrect perturbated result.
2.5 multiconfigurational methods
A qualitatively correct description of some problems cannot be obtained
with a single-configurational approach. In the previous sections, we have
represented the electronic configurations by Slater determinants or their spin-
adapted form Configuration State Functions (CFS).
Conceptually in a very simple way, the multiconfigurational approach
splits the wave function into two parts:
Ψ = CLΨL + CSΨS (2.76)
S and L denote small and large, respectively. This separation is valid for al-
most every molecular wave function. A limited number of molecular orbitals
is used to built ΨL and this limited set is called active space. This part is called
MCSCF wave function. The solution to MCSCF would be a full CI calcula-
tion in a subspace of active orbitals. The expansion and molecular orbitals
coefficients are found by variational principle. The ΨS part, however, is deter-
mined by CI or perturbation theory tecniques. The problematic part of such
a separation comes from the selection of active orbitals to be included in the
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MCSCF wave function. We need a previous information about the system in
hand.
This section briefly discusses in which cases we might need a MC wave
function, how to choose an active space and the most known and important
type of MCSCF wave function, the complete Active Space SCF and restritive
active space SCF (RASSCF).
Let’s take H2 molecule as an example. A minimal basis set consists of one
1s function on each atom; atoms A and B
ϕj = Nj(1sA ± 1sB). (2.77)
where N is a normalization constant and j = 1, 2 representing the symmetric
and antisymmetric combinations.
σ1 = N1(1sA + 1sB) (2.78)
σ2 = N2(1sA − 1sB) (2.79)
For the equilibrium geometry of H2 the bonding orbitals is in the RHF
model assumed to be doubly occupied leading to a total wave function in the
form:
Ψ1(r1, r2) = σ1(r1)σ2(r2)Θ2,0 (2.80)
and Θ2,0 is the singlet (S = 0) antisymmetric spin function for two electrons:
Θ2,0 =
√
1
2 (α1β2 − β1α2).
The exact ground state wave function H2 at the equilibrium geometry
would have major contribution from (N1)2. The RHF model leads to a rea-
sonably good description For the equilibrium geometry of H2 .
Let us expand Eq. 2.80 replacing the atomic orbitals 1sA and 1sB from Eq.
2.79 we have:
Ψ1(r1, r2) =N21 [1sA(r1)1sA(r2) + 1sA(r1)1sB(r2)+
1sB(r1)1sA(r2) + 1sB(r1)1sB(r2)] (2.81)
This wave function contains ionic terms where both electrons are located at
the same atom. These terms would mean H+ + H− at large distances which
is clearly an unphysical description.
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Ψ1 = CIonΨIon + CCovΨCov (2.82)
ΨIon(r1, r2) = NIon[1sA(r1)1sA(r2) + 1sB(r1)1sB(r2)]Θ2,0, (2.83)
ΨCov(r1, r2) = NCov[1sB(r1)1sA(r2) + 1sB(r1)1sB(r2)]Θ2,0 (2.84)
ΨMCSCF =∑
m
cm |m〉 (2.85)
cm are expansion coefficients |m〉 is written as a linear combination of Slater
determinants or CSFs.
When we derive the MCSCF energy expression, we assume that the Hamil-
tonian does not contain any spin-dependent terms. Then, the spin summed
excitation operators, Eˆij, is given in the following form:
Eˆij = aˆ†iα aˆjα + aˆ
†
iβ aˆjβ. (2.86)
Here, aˆi and aˆ†i denote the annihilation operator and creation operator, respec-
tively. aˆi removes an electron from spin-orbital i while aˆ†i adds an electron in
the same orbital. If it is an unoccupied orbital, then, the annihilation operator
should be zero. The indices i and j refer to the n molecular orbitals without
the spin factor. Eˆij operators have to fulfill some conditions, namely, the com-
mutator relation (
[
Eˆij, Eˆkl
]
= Eˆilδjk − Eˆkjδil), which leads to a relation for the
adjoint operator (Eˆ†ij = Eˆji).
The MCSCF Hamiltonian is given as:
Hˆ =∑
i,j
hijEˆij +
1
2 ∑i,j,k,l
gijkl(EˆijEˆkl − δjkEˆil), (2.87)
where hij are the one-electron integrals including the electron kinetic energy
and the electron nuclear attraction terms, and gijkl are the two-electron repul-
sion integrals. The one- and two-electron integrals contain information about
the MO coefficients.
The energy is calculated as the expectation value of Hˆ over a wave function
in the form of Eq. 2.85,
E = 〈Ψ|Hˆ|Ψ〉 =∑
i,j
hijDij + ∑
i,j,k,l
gijkl Pijkl (2.88)
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where D and P are the density matrices that contain the information about
the CI coefficients.
The first-order reduced density matrix is given in the form:
Dij =∑
m
∑
n
c∗mcnDmnij (2.89)
where Dmnij are the one-electron coupling coefficients given as D
mn
ij =
〈m|Eˆij|n〉.
Then, we move to the two-electron operators. After using the anti-
commutator relations for the creation-annihilation operators, the only two-
electron operator Gˆ is expressed as:
Gˆ =
1
2∑i,j
∑
k,l
gijkl(EˆijEˆkl − δjkEˆil), (2.90)
where gijkl =
∫
ϕ∗i (r1)ϕj(r1)(1/r12)ϕ
∗
k (r2)ϕ1(r2)dV1dV2. The sum and the
integral are defined in the molecular orbitals basis.
The second-order reduced density matrix for a Eq. 2.85 type wave function,
is written as
Pijkl =∑
m
∑
n
c∗mcnPmnijkl (2.91)
where Pmnijkl denote the two-electron coupling coefficients defined as P
mn
ijkl =
1
2 〈m|EˆijEˆkl − δjkEˆil |n〉.
The energy expression in Eq. 2.86 is considered a basis for the MCSCF
optimizations methods. The tecniques for the optimization of the variational
parameters of the MCSCF wave functions are. Typically they can be grouped
under first- and second order methods depending on the convergence type.
First-order methods are based on the calculation of the energy and its first
derivative with respect to variational parameters while second-order methods
are based on an expansion of the energy to second order. Among these, the
most well-known is the second-order Newton-Raphson approach [119] where
the energy is expanded as a Taylor series in the variational parameters and
the expansion is truncated at the second order. The updated values of the
parameters are obtained by solving the Newton-Raphson linear equations.
Other methods are the modificiations of this method.
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So far we have considered an N-electron basis built from Slater determi-
nants. However, we have seen that both the Hamiltonian and the orbital rota-
tions can be described in terms of the orbital excitation operators Eˆij. Then, it
would be possible to expand N-electron basis MCSCF wave fuctions in terms
of CSFs. Working with CSFs leads us shorter CI expansions.
Unlike other quantum chemical methods, MCSCF approach do not involve
automatized procedures and they are not considered so-called ’black box’
methods. Prior to problem solving, information about the electronic structure
is required to construct the wave function. However, in some cases when
it is difficult to have knowledge about the system. The most widely used
MCSCF method is the Complete Active Space SCF (CASSCF) approach since
it reduces the problem to define a set of active orbitals though it is still a trial-
and-error method. Also, it should be stressed that MCSCF methods primarly
deal with static correlation.
2.5.1 The Complete Active Space SCF (CASSCF) Method
The Complete Active Space SCF (CASSCF) Method reduces the problem
to define a set of active orbitals. The CASSCF method partitions the MO
orbitals into three subsets: inactive, active and external (also called secondary
or virtual) orbitals. Inactive orbitals are doubly occupied in the wave function
while the occupation for active orbitals varies between 0 and 2. The virtual
orbitals are unoccupied in all configurations. Once the inactive and active
orbitals are chosen, the wave function is formed as a linear combination of
all possible combinations by keeping the inactive orbitals fully occupied, in
other words, it is complete for that active space, hence the name "CAS". Only
complication comes from the size of the complete CI expansion, NCAS. NCAS
is given with so-called Weyl formula as a function of n, the number of active
orbitals:
NCAS =
2S + 1
n + 1
(
n + 1
N/2− S
)(
n + 1
N/2+ S + 1
)
. (2.92)
Typically, the size of the active space is with a notation CASSCF(N,n). Clearly,
the dependence of NCAS on n leads us to a size limit for the solvable prob-
lem, since it escalates quickly to a large number of CSFs. The size limit is
normally reached for N=16 (electrons) and n=16 (orbitals)(although it is pos-
sible to find applications with larger active spaces). However, as it is seen
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from the large number of studies in the literature using this method, the size
limit does not seem to be an important issue. However, for some systems it
is necessary(recommendable). In such a case, there is a way to restrict the
expansion length by extenting the CAS partitioning of the orbital space to a
more restricted form, as in the Restricted Active Space SCF (RASSCF) method.
In the RASSCF method, the active space is divided into three subspaces as
RAS1, RAS2 and RAS3. The original active space is called RAS2 and RAS1
is part of the inactive space, and RAS3 is part of the virtual space (Figure
2.1). However, these subspace are subjects to some restrictions: RAS1, with
an upper limit on the allowed number of holes in each configuration; RAS2,
with no restrictions enforced on the occupations; and RAS3, with an upper
limit on the allowed number of electrons in each configuration. The RASSCF
concept complicates the orbital optimization since the wave function is no
longer complete in the active orbital space.
Figure 2.1: CASSCF and RASSCF active space schemes
In CASSCF and RASSCF wave functions, the CI coefficients and the orbitals
are variationally optimized and the configurations generated within the CAS
and RAS restrictions are used during the optimization.
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The CASSCF and RASSCF methods are most commonly used for calcu-
lating excitation energies, transitation probabilities, photophysical and pho-
tochemical processes. However, The RASSCF approach may lead to prob-
lems such as convergence and root flipping problems. A solution to that
difficulty would be carrying out State-Averaged CASSCF (SA-CASSCF) calcu-
lations, where the orbitals are optimized for a number of electronic states,
large enough to include the state of interest. In this approach, a simultane-
ous MCSCF optimization of all electronic states in a common orbital basis is
done. The energy is written as an average of the energy for each individual
state:
Eav = N−1
N
∑
i
Ei (2.93)
where N is the number of included states. The energy can also be written in
terms of averaged density matrices in the form of MCSCF energy expression
in Eq. 2.94:
E =∑
i,j
hijDavij + ∑
i,j,k,l
gijkl Pavijkl . (2.94)
State average calculations become important when treating systems which
involve several states close in energy. For excited states, when avoided cross-
ings or conical intersections (Chapter 4).
2.5.1.1 Active Space Selection
As mentioned before, the CASSCF approach has the disadvantage of not
being a “black box” method. Therefore, deciding which orbitals to include
in the active space plays a very important role and affects the outcome of
the calculations. Clearly, the selection is dependent on the system under
investigation and its properties as well as our research interest. Although, it
is not possible to give a systematical "recipe", some crucial points to be taken
into account are listed as follows:
When studying the excited states of conjugated systems (e.g. benzene
ring), so-called bonding pi orbitals must be included in the active space.
If the number of pi orbitals is large, they should be selected by energy
criteria. pi orbitals have their correlating counterparts (pi∗) which are
called anti-bonding orbitals. It is important to include the correlating
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pairs in the active space as long as it meets the active space size limit
criteria. Depending on the interest, lone-pairs are also important how-
ever they do not have correlating pairs. When studying bond formation
or breakage processes, σ and σ∗ orbitals must be taken into account. By
doing so, a balanced active space can be achieved. again in some cases,
Including Rydberg orbitals might neceseary to accurately describe the
system.
It is important to give the same weight of importance when studying
products formation processes. For instance, when there is bond forming
process in the product, include all the orbitals involving similar bonds
in the system.
The occupation number of the orbitals which are actually the coefficient
of the wave function, can be taken as an indicator in the selection pro-
cess. The orbitals with occupation number between zero and two are
taken into account. the rest can be left out the active space. The ones
with two and zero occupation number are therefore included in the
inactive and virtual orbitals, respectively.
A literature research on similar systems might be very helpful. By
knowing what to expect from our system, so-called “chemical intuition”
plays a role in the scenario. The importance of a literature research on
similar systems should not be neglected.
It is helpful to explore the orbitals with a smaller basis set. In most
cases, it is wise to include a very large to with a small basis set and
then exclude the less important ones. Also, by checking to what scale
the intruder states affect the results of CASPT2 calculations (see 2.5.3),
gives a hint if the active space is large enough or not.
2.5.2 Multi-reference CI
Multi-reference CI (MRCI) method can be used to include both dynamic
and static correlation. In this method, the wave function is an expansion of
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all single and double excitations with respect to a set of chosen reference
configurations.
Ψ =∑
I
(CIΦI +∑
i,a
CIiaΦIia + ∑
i,a,j,b
CIiajbΦIiajb) (2.95)
Lara; I indicates a set of reference configurations ΦI and the other terms
contain the configurations where one or two occupied orbitals i,j are replaced
by one or two occupied or virtual orbitals a,b. Although, MRCI results are
quite accurate, it is only applicable to small systems since the number of
determinants quickly increases for larger systems.
2.5.3 Complete Active Space Perturbation Theory through Second order (CASPT2)
One should be aware when carrying out MCSCF calculations that the re-
sults in most cases are only qualitatively correct. For instance, CASSCF re-
sults might lead to overestimated excitation energies with an error that can
amount to 1-2 eV. But let’s remember that CASSCF method does not take into
consideration the dynamical correlation. As we have seen previously in Sec-
tion 2.4.2 and 2.4.5, when a single Slater determinant is able to accurately de-
scribe a system, dynamical correlation effects can be included by perturbation
theory or coupled cluster approaches. However, those approaches are not ap-
plicable in cases such as excited states where a single determinant would not
be sufficient to describe the system. In order to have quantitatively accurate
transition energies and properties (e.g. transition dipole moment) and also
to include dynamical correlation effects, one can apply the Complete Active
Space Perturbation Theory through Second order (CASPT2) [120]. In this
method, CASSCF is used as a reference in such a way that second-order dy-
namic correlation contribution is added "on top" of CASSCF wave function.
The first step of CASPT approach concerns defining a zeroth-order Hamil-
tonian, Hˆ0. Clearly, in this case Hˆ0 cannot be defined as a sum of Fock
operators as we have seen in MPPT (Recall Eq. 2.69). However, by extenting
the Fock operator in the orbital basis to multiconfigurational CASSCF wave
functions, we obtain the CASSCF Fock operator in the form of Fock-type matrix
as:
Fpq = hpq +∑
rs
(
(pq|rs)− 1
2
(ps|rq)
)
Drs (2.96)
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For the sake of computational simplicity, the zeroth-order Hamiltonian is
defined only in terms of effective one-electron operators. Introducing the
two-electron terms would result in more demanding procedures. From the
above expression, the Fock operator is given by:
Fˆ =∑
pq
FpqEˆpq. (2.97)
The Fock matrix consists of inactive, active and virtual orbitals. in Eq. 2.96
can be given in terms of:
Fˆ =∑
i
εiEˆii +∑
a
εaEˆaa +∑
i
εvEˆvv
+∑
i,a
fai
[
Eˆia + Eˆai
]
+∑
i,v
fvi
[
Eˆiv + Eˆvi
]
+∑
a,v
fva
[
Eˆav + Eˆva
] (2.98)
where i, a and v denotes inactive, active and virtual orbitals, respectively. The
term fvi vanishes since the CASSCF Fock matrix is symmetric. In the CASPT2
procedure the above expression is used as Hˆ0. Transformations among inac-
tive, active and virtual orbitals do not affect ΨCASSCF. The calculation of
the Fock matrix takes a big part of the computer time dedicated to CASPT2
calculations.
In terms of this expression, the zeroth-order Hamiltonian is defined as:
Hˆ0 = Pˆ0 FˆPˆ0 + PˆFˆPˆ (2.99)
where Pˆ0 and Pˆ are the projection operators the reference function and the
interacting space, respectively.
Hˆ0 = PˆCASSCF FˆPˆCASSCF + PˆK FˆPˆK + PˆSD FˆPˆSD + PˆX FˆPˆX. (2.100)
CI space is partitioned four subsets:
where PˆCAS is the reference function, PˆK projects onto the CAS wave func-
tion space that is orthogonal to ΨCAS, PˆSD projects onto the interacting space
generated by the single and double excitations excitation operators and PˆX is
higher excitations.
2.5.4 Multistate Complete Active Space Perturbation Theory through Second order
(MS-CASPT2)
Multistate Complete Active Space Perturbation Theory through Second or-
der (MS-CASPT2) [121], an extension of CASPT2 method, was suggested as
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a remedy to problems such as avoided crossings, closely degenerated states
(e.g. conical intersections) or where there are heavy excited valence and Ryd-
berg states mixing cases.
In this method, an effective Hamiltonian, He f f , is constructed through the
second order:
He f f = PHP + PHΩP1 P (2.101)
where P is the SA-CASSCF states and ΩP1 is the multireference wave-operator
which is a linear combination of single-state wave operators. The diagonal
elements of He f f are the single-state CASPT2 energies while the nondiagonal
states are computed as matrix elements of the first order wave function. Each
diagonal element of He f f requires the two interacting wave functions to be
transformed to a common set of orbitals. Finally, the effective Hamiltonian is
symmetrized and diagonalized. In calculations, the wave function is obtained
in a previous State-Average CASSCF calculation.
The final MS-CASPT2 wave function is given by:
Ψp =∑
i
Cpi |i〉+Ψ(1)p (2.102)
where |i〉 are reference CASSCF functions and Ψ(1)p is the first-order wave
function for a state p.
Very recently, an approach called extended MS-CASPT2 (XMS-CASPT2)
[122] was suggested as a better alternative to MS-CASPT2 and implemented
in BAGEL quantum chemistry package [123]. This procedure uses for each
state the same Fock operator, computed as an average for several states of
a SA-CASSCF. Its efficiency is yet to be proven, however, but it might be a
preferred method in the future to handle situations such as weak avoided
crossings and conical intersections.
The combination of SA-CASSCF/MS-CASPT2 was shown to give very ac-
curate description of many systems and proven to be suitable in many cases.
Although, applying MS-CASPT2 approach gives solution for the cases dis-
cussed above, and carries us one step closer to the solution, there still remain
other issues to be handled. In the following sections, different techniques are
discussed to solve these issues.
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2.5.5 Level Shift Correction
Level shift techniques [120, 124, 125] are utilized to reduce the effect of so-
called intruder states when their effect on the second-order energy is small
(e.g. Rydberg states). Sentence Roos paper: The intruder states appear when
the zeroth-order energy of one or more states functions used to construct the
first-order wave function have a close value to that of the reference state. It is
important to note that using MS-CASPT2 does not prevent the intruder state
effects.
A constant, e, is added to the zeroth-order Hamiltonian and it gives a
modified first-order equation as below:
(Hˆ0 − E0 + e)Ψ˜1 = (E1 − Hˆ1)Ψ0 (2.103)
where Ψ˜1 is the level-shifted zeroth-order Hamiltonian. By applying the
above equation, the energies of the unwanted states included in VSD sub-
space are increased, therefore, in a sense they are taken out by a displace-
ment. From Eq. 2.103, the coefficients of the first-order wave function are
obtained. Once the coupling with the intruder states is reduced, the e de-
pendence of the second-order energy is removed by writing the level shift
corrected second-order energy E(2)LS where ω˜ is the weight of the CASSCF
reference function from the level shifted CASPT2 expression:
E(2) ≈ E˜(2) − e
(
1
ω˜
− 1
)
≡ E(2)LS . (2.104)
Unlike many small contributions from weak intruder states to the reference
state, when there is a large interaction between only one intruder state and
the reference function, it can solely be eliminated by enlarging the active
space size. However, this approach might be impractical and, even in some
cases, computationally unaffordable due to limitations. In such cases, apply-
ing multiconfigurational methods would not be suitable.
Alternatively, Forsberg and Malmqvist proposed applying an imaginary
level shift as a solution to intruder states problem [126]. The purpose of the
imaginary level shift approach is to obtain the best estimate of the unshifted
second order energy by introducing the Hylleraas’ variational second-order
energy functional EVar2 [ζ]. For any ζ function, this functional is defined as:
EVar2 [ζ] = 2 〈ζ|Hˆ1 − E1|Ψ0〉+ 〈ζ|Hˆ0 − E0|ζ〉 . (2.105)
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The usage of an imaginary level shift prevents additional new singularities
which is an advantage compared to previous level shift technique [126]. Al-
though, its name might be misleading, actually the real part of the computed
correlation energy is taken into account. It is important to stress that when
applying these tecniques, the level shift values must be as low as possible.
2.5.6 Ionization Potential-Electron Affinity (IPEA) Shift
Instantly after the implementation of CASPT2, a systematic underestima-
tion of energies with an error of a few kcal/mol for open-shell systems was
noticed [127]. The error was attributed to the fact that these calculations con-
sidered the same orbital energy for an excitation involving an electron trans-
fer to, or from, an active orbital [128]. In order to solve this problem, Ghigo’s
so-called Ionization Potential-Electron Affinity (IPEA) shift was introduced in
2004 [129]. After performing CASPT2 calculations for dissociation energies
of 49 diatomic molecules, e = 0.25 a.u. was determined as an optimal value
[129]. This shift is added to the zeroth-order Hamiltonian in the computa-
tion of the first-order wave function and second-order energy contributions
but it affects only the properties of open-shell states. However, recently, the
actual effectiveness and justification of introducing the IPEA shift was dis-
cussed [130]. Although, its usage is implemented in the MOLCAS package by
default, it was concluded that the removal of this empirical correction results
in more accurate vertical excitation energies for small- and medium-sized or-
ganic molecules and it is difficult to optimized an IPEA value that would
work for any type or size of system [130]. The effect of removing the IPEA
shift on some organic chromophores is discussed throughout this PhD Thesis.
2.5.7 Restricted Active Space State Interaction (RASSI)
Following a photon absorption, a difference in electric charge distribution
between an initial state (Ψi) and final state (Ψ f ) of a molecule is observed. In
accordance with Franck-Condon (FC) principle, the probability of a transition
between two vibrational levels is greater when their wave functions resemble.
FC principle applies BO approximation (Section 2.2), therefore, after Ψi→Ψ f
transition, the nucleus remains momentarily fixed while the altered electronic
configuration is readjusted.
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The polarization of a transition determining its interaction with the elec-
tromagnetic field is given by transition dipole moment (TDM), Mi f , which is
expressed as:
TDM = Mi f = 〈Ψi|µˆ|Ψ f 〉 (2.106)
where µˆ is the electric dipole moment operator.
The intensity of an electronic transition can be measured by oscillator
strength, f , which a dimensionless quantity that expresses the probability
of absorption or emission of electromagnetic radiation in transitions between
energy levels of an atom or molecule.
f =
2
3
|Mi f |2∆E f i (2.107)
The energy difference and TDM are given in a.u.
In a conventional absorption spectrum, f expresses the probability of a
transition between the ground state and the excited state. By calculating os-
cillator strengths theoretically, experimental absorption spectra can be subject
to comparison. Additionally, excitation character of a state (e.g pipi∗, or npi∗)
can be determined as well as entangling corresponding contributions from
those states.
In MOLCAS package, this theory is applied in RASSI (RAS State Interaction)
module as follows. As a first step, RASSCF type wave functions are read and
then the Hamiltonian matrix is constructed where those are the matrix ele-
ments. From this matrix, the matrix elements of a one-electron operator are
computed to obtain the TDM an overlap integral between the two vibrational
wavefunctions involved.
For each pair the overlap and the one-body density matrices are computed.
These are defined as:
S12 = 〈Ψ1|Ψ2〉 ,γ12pq = 〈Ψ1|cˆ†p cˆq|Ψ2〉 , (2.108)
γ12pq = 〈Ψ1|cˆ†p cˆq|Ψ2〉 . (2.109)
In Eq. 2.107, for ∆E f i CASPT2 (or MS-CASPT2, depending on the calculation
choice) excitation energies are taken into account while TDM are calculated
from RASSCF functions. The reason is that TDM are not sensitive to dynamic
correlation while excitation energies are. Thus, it is a good approach to use
CASSCF TDMs and CASPT2 excitation energies.
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2.6 basis sets
A linear combination of pure atomic orbitals forms MO as seen in the LCAO
approach (see Section 2.3.2, Eq. 2.25). Atomic orbitals are described mathe-
maticallly with atom-centered functions called atomic basis functions or basis
sets. This description is necessary to handle the atoms in quantum chemical
calculations. Then, in order perform theoretical calculations we need to spec-
ify a basis set selecting one of the several types. The size and type of the
basis set required is dependent on the problem in hand, the accuracy desired
and the methods used. This section discusses the basis sets types and how to
select an appropriate one.
In atoms, spherical coordinates (r, θ, φ) are used for atomic orbitals. An
atomic orbital takes the general form of:
Ψ(r) = R(r)Ylm(θ,φ). (2.110)
The angular part of of atomic orbitals, Θ(θ)Φ(φ), generate s, p, d, f func-
tions as real combinations of spherical harmonics Ylm(θ, φ) (where l and m
are quantum numbers).
There are different mathematical forms for the radial functions R(r) which
can be chosen as a starting point for the calculation of the properties of atoms
and molecules with many electrons. The two most commonly used orbitals
are Slater-type Orbitals (STO) and Gaussian-type Orbitals (GTO).
2.6.1 Slater Type Orbitals
A typical STO is expressed as
ηSTO = Nrn−1e[−ζr]Ylm(θ, φ) (2.111)
n corresponds to the principal quantum number, the orbital exponent is
termed ζ and Ylm are the usual spherical harmonics that describe the angular
part of the function. N is a normalizing constant, r is the distance of the
electron from the atomic nucleus, and ζ is a constant related to the effective
charge of the nucleus, the nuclear charge being partly shielded by electrons.
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Although, this type of orbital description leads to quite accurate results
and correct electron-nucleus description, solving the two-electron integrals
for more than two centers are computationally very expensive.
2.6.2 Gaussian Type Orbitals
As a remedy to the difficulty of solving multicenter integrals arising from
STO, GTO were introduced. A GTO take the general form of:
ηGTO = Nxlymzne[−αr
2]. (2.112)
Two-electron integrals are much easier to perform with Gaussian functions.
As STO, GTO have some drawbacks as well. Both in very close and far dis-
tances to nucleus, GTO lead to wrong electron-nucleus behaviour. Moreover,
one needs many Gaussian functions to accurately describe the shape of an
orbital reaching the accuracy of the STO functions.
As a solution, we can use a linear combination of several GTO, concerv-
ing the ease of solving bielectronic integrals of GTO, to mimic the STO accu-
racy. Such basis functions are referred to as contracted Gaussian-type orbitals
(CGTO), and the component Gaussian functions are called primitives. A basis
function consisting of a single Gaussian function is termed uncontracted. Re-
placing GTO by CGTO reduces the number of basis functions and lead to an
easier SCF procedure and computational savings.
The general form of a primitive basis function is Nl(αk)rle−αkr
2
Ylm(Θ,Φ),
where Ylm are spherical harmonics, l specifies the magnitude of the angular
momentum, and m specifies z-component of the angular momentum. Nl(α)
is a normalization constant. We can represent all angular parts of the orbitals
with Cartesian representations, xkx yky zkz , where the sum of the expomemts
is the angular momentum quantum number, kx + ky + kz = l.
2.6.3 Minimal Basis Set
The idea of a Minimal Basis Set was introduced by the group of John Pople.
It is the smallest set that one can reasonably use in any calculation. For a
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minimal basis set, STO-XG notation is used, where X represents the num-
ber of primitive Gaussians comprising each core atomic orbital basis function.
Because the product of two GTOs can be written as a linear combination of
GTOs, integrals with Gaussian basis functions can be written in closed form,
which leads to huge computational savings.
In this representation, a single basis function is used for each orbital in a
Hartree–Fock calculation on the free atom. For instance, each atom in the
second period of the periodic system (Li - Ne) would have a basis set of five
functions (two s functions and three p functions).
2.6.4 Split Valence Basis Set
In order to increase the flexibility of a minimal basis set, more basis func-
tion can be introduced and the resulting set is called split valence basis set. For
instance, the double ζ basis set consists of two basis functions for each atomic
orbital, including the core orbitals. In the same way, triple ζ, quadruple ζ...
basis sets can be constructed.
X-YZG notation is used for split valence basis set, where X is the number
of primitive Gaussians for core orbitals, and Y and Z indicate that the valence
orbitals are composed of two basis functions each, the first one composed of
a linear combination of Y primitive Gaussian functions, the other composed
of a linear combination of Z primitive Gaussian functions. As an example,
6-31G basis is a commonly used double ζ split valence basis set, where the
core orbital is described with a contraction of six primitive GTOs and for the
valence orbitals a contraction of three+one primitive GTOs is used.
2.6.5 Dunning Basis Set
In the history of evolution of basis sets, in 1989, Thom Dunning pointed
out that basis sets optimized at the Hartree-Fock level might not be ideal
for correlated computations and he proposed the idea of optimizing the ba-
sis sets using correlated (CISD) wavefunctions [131]. These types are called
Dunning’s correlation consistent basis sets and they are designed to converge
smoothly toward the complete basis set limit and include polarization func-
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tions by definition. These schemes can be extended by increasing the number
of functions in the various categories: cc-pVDZ, cc-pVTZ, cc-pVQZ, cc-pV5Z,
cc-pV6Z (double, triple, quadruple, quintuple-zeta and sextuple ζ, respec-
tively). A prefix “aug” means one set of diffuse functions is added for every
angular momentum present in the basis; aug-cc-pVDZ for C atom has diffuse
s, p, d.
2.6.6 Polarization and diffuse functions
A minimal basis set can be used only for preliminary calculations since no
quantitative accuracy is expected. In order to get closer to the exact electronic
energy and wavefunction by increasing the size of the basis set, polarization
functions are included in them. A polarization function can be defined as any
higher angular momentum orbital used in a basis set that is not normally oc-
cupied in the separated atom. The use of polarization basis functions allows
for the atomic electron densities to be polarized in order to better represent
the electron density of the molecule. They notated by adding an asterix, for
instance as in the 6-31G** basis set.
Diffuse basis functions are extra basis functions, typically s-type or p-type,
that are added to the basis set to represent very broad electron density dis-
tributions (i.e. in anions). They are also used for describing interactions at
long distances, such as van der Waals interactions and processes that involve
changes in the number of unshared pairs (i.e. protonation). For the notation
of diffuse functions, a single plus sign indicates that diffuse functions have
been added to atoms other than hydrogen as in the example of 6-31+G. The
second plus sign indicates that diffuse functions are being used for all atoms.
2.6.7 Atomic Natural Orbitals
Another way of obtaining the contraction coefficients is the Atomic Natural
Orbitals (ANO) approach. The contraction coefficients are taken from the
natural orbitals which diagonalize the density matrix.
The smallest of the ANO basis sets available (for H-Kr atoms) are ANO-S
[132]. They are constructed as eigenfunctions of a density matrix averaged
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over several electronic configurations. The large ANO basis sets (ANO-L)
are available for atoms H–Zn, excluding K and Ca. They are constructed
by averaging the corresponding density matrix over several atomic states,
positive and negative ions and the atom in an external electric field.
The extended relativistic ANO-type basis sets (ANO-RCC) contain func-
tions for correlation of the semi-core electrons. The density matrices have
been computed using the CASSCF/CASPT2 method and they should be used
only in calculations where scalar relativistic effects are included. Scalar rel-
ativistic effect become important already in the second row of the periodic
systems.
All three of these basis sets are available in the basis set libraries of MOL-
CAS package and they provide accurate results for excited-state calculations.
2.6.8 Selection of Basis Set
The choice of basis set for a computational calculation, almost always re-
quires a compromise. Naturally, the ideal case is to use the largest basis set
available, with the most extended set of polarization and diffuse functions
since they approximate more accurately the orbitals by imposing fewer re-
strictions on the locations of the electrons in space. However, both computer
hardware (for instance memory, disk storage and processor speed) and the
size of the calculation force us to put limitations on our basis set.
2.7 quantum chemical descriptions of photophysical and
photochemical processes
2.7.1 Conical Intersections
It was mentioned that the concept of PES arises from BO approximation
(see Section 2.2) based on the different timescales of electronic and nuclear
motions. The PES constructed under BO approximation are known as adia-
batic, meaning that when two potential energy surfaces get close in energy,
any crossing between them would be forbidden or avoided. However, this
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Figure 2.2: Jablonski Diagram illustrating non-radiative and radiative transitions
between different electonic states. F: Fluorescence, P: Phosphorescence,
IC: Internal Conversion, ISC: InterSystem Crossing.
approximation breaks down when the nuclei have an unnegligable velocity.
Because the electrons would not be able to adapt to its new configuration and
following a single adiabatic energy surface is not possible.
Then, it is necessary to move to non-adiabatic or diabatic approach to ac-
curately describe these cases. For those regions of PES where there is an
energetic degeneracy, the non-adiabatic coupling terms become too large to
be neglected since the coupling between nuclear and electronic motion are
important, and the molecule follows a diabatic surface by undergoing a ra-
diationless transition. During the radiationless processes the energy is con-
served (the initial and final electronic states have the same energy and nuclear
geometry), hence, non-adiabatic crossing is not possible when a large energy
difference is present between two surfaces.
A PES is described as an effective potential function for the relevant nu-
clear degrees of freedom. If a molecule has N number of nuclei, the potential
energy is given as a function of 3N−6 coordinates. Instead, for diatomic
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molecules (N=2), it is a function of one variable (3N−5 coordinates), there-
fore, one would actually have a potential energy curve instead of potential
energy hypersurface.
For the cases when the potential energy surfaces depend on three or more
variables (N≥ 3), we find intersections where the linear separation between
two surfaces is zero. At the point where the surfaces touch, we would have
two degrees of freedom and the shape of the surfaces around this point would
take the form of a cone centered at the degeneracy point (See Figure 2.3).
Such regions where a non-radiative surface crossing can take place are called
conical intersection (CI).
In particular, in quantum chemical terms, the peak of the cones corre-
sponds to an optimised conical intersection molecular geometry. We men-
tioned that, at least two coordinates are necessary to define a CI. If we call
these geometrical coordinates x1 and x2 (See Figure 2.3), movement in the
plane x1 and x2 or so-called "branching space" results in the deformation of
the geometry and the degeneracy is lifted [133].
In the space orthogonal to x1 and x2, the gradient of the excited state poten-
tial energy surface would be zero. The gradient difference vector is defined
as
x1 =
δ(E1 − E2)
δq
(2.113)
and the gradient of the interstate or non-adiabatic coupling vector is
x2 =
〈
ψ1
∣∣∣∣ δHδq
∣∣∣∣ψ2〉 . (2.114)
where ψ1 and ψ2 are the CI eigenvectors. Large couplings facilitate transitions
from an upper state to lower state.
Locating conical intersections is of a great interest to explain nonadiabatic
phenomena of light-induced processes such as ultrafast decays. Several al-
gorithms have been proposed to optimize CI geometry. In an unconstrained
manner, the optimization of the lowest energy point on a surface crossing (in
the (n− 2)-dimensional space orthogonal to the plane x1 and x2 and E1 = E2)
is carried out as following. The energy difference E1 − E2 is minimized in
the place spanned by x1 and x2 simultaneously while E2 is minimized in
the remaining space orthogonal to the x1, x2 plane. Alternatively, E2 can be
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optimized with two constraints [134]. The former method was proposed by
Bearpark et al. and it does not require use of Lagrange multipliers. Their
method fullfills the following condition:
δ
δq
= (E1 − E2)2 = 2(E2 − E1)x1 = 0 (2.115)
where x1 is given by Eq. 2.113. (E1 − E2)2 term permits a smoother variation
in the vicinity of the conical intersection and the size of the optimization step
depends on the energy difference between the states (surfaces). In case of a
perfect crossing or zero-order crossing, E1 − E2 would be equal to zero.
The topographies of two potential energy surfaces in the vicinity of the
double-cone’s apex depends highly on the photochemical system. Their
shape was grouped under two patterns as peaked or sloped by Atchity et al.
[135] (see Figure 2.3). In a peaked CI, the lower surface decreases in all
directions while the upper surface increases. In other words, it presents or-
thogonal gradients which has a form of a double cone. The crossing point
would be located at the lowest energy point in the the upper surface (Figure
2.3 (a)). Typically, on the lower surface, the wave packet can be directed to
different channels and end up in two different minima. Sloped pattern ap-
pears when both surfaces are sloped and present a minimum located below
the CI (Figure 2.3 (b)). For this type of funnels, overcoming energy barriers
between the minimum located on the upper surface and the CI might be a
limiting step (i.e. the system might be trapped on a minimum).
The value x1 takes (see Eq. 2.113) increases when the PESs present opposite
slopes (peaked CI) and it has a small value if they have similar slopes (sloped
CI).
Radiationless decay takes place in the coordinates x1 and x2 as one passes
through the conical intersection diabatically.
It is worth noting that a CI differs from a TS from several aspects. To start
with, a TS is a stationary point while a CI is a singularity [136]. A seen above,
in case of a CI branching plane involves two coordinates, x1 and x2, while
a TS is described by a single molecular mode called the transition vector.
Finally, as opposed to a TS which leads to a single product, a wave packet
passing through a CI may be routed to more than one product.
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Figure 2.3: Peaked and Sloped Conical intersection
2.7.2 Intersystem Crossing and Spin-Orbit Coupling
A non-radiative transition that occurs between two electronic states of dif-
ferent multiplicity (i.e singlet and triplet) is called Intersystem Crossing (ISC).
Although, such transitions are formally forbidden, due a relativistic effect
called Spin-orbit coupling (SOC), a change in spin state is possible. ISC has a
key role in many photochemical and photophysical processes and subpicosec-
ond time-resolved experiments showed that ISC can actually compete with
CI. The quantum yield and population rate of triplet states are important, for
instance, photodynamic therapy applications.
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In Dirac theory, SOC for one-electron atom is introduced stating that spin
angular momentum (S) and orbital angular momentum (L) of a particle are
not independent from each other, and their coupling results in a total elec-
tronic angular momentum (J). If we represent S and L as vectors, then mag-
netic moments they create due to their motion would be µS and µL, respec-
tively. S and L vectors are antiparallel to their corresponding magnetic mo-
ments µS andµL. In such case, SOC can be defined as the interaction or
coupling between these magnetic moments µS and µL which results in an
electron spin-flipping. During the spin-flipping the total magnetic momenta
is conserved. The orientation and magnitudes of the magnetic moments af-
fect the strength of the coupling.
The relationship between µL and L is given through the proportionality
constant as µL = −(e/2m)L, given that electric charge and electron’s mass
are e and m, respectively. This constant is also known as magnetogyric ratio
of the electron and is expressed by γe symbol. In a similar way, µS and S
relationship can be given, however, a free electron correction factor (ge) must
be added to the expression: µS = −geγeS.
There are some rules to take into account for ISC. El-Sayed rules [137] state
that an ISC should involve a transition between different orbital types. For
instance, pi and pi∗ orbitals are on out-of-plane px orbitals and in-plane py lie
n and σ orbitals. Then, according to these rules, pipi∗ → npi∗ and npi∗ pipi∗
transitions are allowed and faster than forbidden npi∗ → npi∗ and pipi∗ →
pipi∗ transitions.
〈Ψi|HSO|Ψ f 〉 (2.116)
where HSO is the operator for the spin-orbit coupling and Ψi and Ψ f are the
initial and final orbitals involved, respectively.
HSO is expressed as
HSO = ζSOSL ∼ ζSOµSµL (2.117)
where ζSO is the spin-orbit coupling constant. The matrix element which
expresses the magnitude of SOC is given by
ESO = 〈Ψi|HSO|Ψ f 〉 = 〈Ψi|ζSOSL|Ψ f 〉 = 〈Ψi|ζSOµSµL|Ψ f 〉 . (2.118)
In summary, some generalizations can be listed as below:
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There must be a small energy difference between px → pz involved
in electron transition, othewise a large enegy difference quenches the
SOC.
When the px → pz orbital transition with a spin-flip occurs between the
orbitals of a single atom, SOC between difference states will be more
effective.
The magnitude of SOC depends on the atomic number (Z) the nuclear
charge (Z) since ζSO is proportional to Z. when The magnitude of SOC
takes larger values when heavy atoms are involved. In other words,
larger the nuclear charge accelarates the electron and it creates stronger
magnetic moment resulting in larger SOCs.
The strengh of of SOC is directly related to magnetic moments created
by electron orbital motion (µL) and electron spin (µS).
The rate of an ISC is directly related with SO. There is no fundamental
difference between CI and ISC when treating spin-orbit-coupled BO states.
The NACMEs need to be determined as well as the nuclear kinetic operator
(TˆN).
Various procedures have been proposed to handle matrix elements. Since
the angular momentum operators are imaginary operators, they do not have
diagonal matrix elemets in a basis of real functions. For this reason, it is suf-
ficient to consider two-particle wave-function and to use a phenomenological
spin-orbit Hamiltonian that is limited to a sum of one-particle operators.
MOLCAS program includes relativistic effects to make calculations pos-
sible on all atoms of the periodic table. The program relies on the Douglas-
Kroll transformation [138] to partition the relativistic effects into two as scalar
relativistic effects and SOC. The inclusion of scalar relativistic effects is espe-
cially important starting from second row atoms and it requieres using a
basis set with a corresponding relativistic contraction (i.e. ANO-RCC, recall
Section 2.6.7).
SOCs are added a posteriori which is introduced in the RASSI program (see
Section 2.5.7) with the spin-orbit part of the Douglas-Kroll Hamiltonian [139].
In this module, the spin-orbit Hamiltonian is approximated by a one-electron
effective Hamiltonian [140], which also avoids the calculation of multi-center
integrals Atomic Mean Field Approximation (AMFI) [141, 142].
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In the mean-field approach, the matrix element of the spin-orbit operator
between a pair of Slater determinants differing by a single valence spin orbital
for i→ j excitation is given by
HSOij = 〈i|HSO(1)|j〉+ 12∑k
nk{〈ik|HSO(1, 2)|jk〉 −
〈ik|HSO(1, 2)|kj〉 − 〈ki|HSO(1, 2)|jk〉} (2.119)
where nk denotes the occupancy of orbitals and i, j, k denote different orbitals.
The procedure to calculate SOC in MOLCAS is the following: A series of
CASSCF calculations are performed on the electronic states. They are then
used as the basis states in the RASSI calculations. Dynamic electron correla-
tion effects can be added by a shift of the diagonal of the SOC Hamiltonian
to energies obtained in a CASPT2. The magnitude of properties computed
with spin-orbit coupling (SOC) depends strongly on the energy gap, and this
has to be computed at the highest possible level, such as CASPT2.
2.7.3 Minimum Energy Paths
Once the critical points are located (i.e. CI, see Section 2.7.1), it is impor-
tant to connect those geometries to the FC structure to gather information
about the most probable deactivation pathways. This is possible by comput-
ing so-called minimum energy paths (MEPs) which correspond to steepest
descendant pathways. A MEP calculation is performed through a series of
geometry optimizations which minimizes the energy within a hypersphere
with a predefined and fixed radius. The origin of the sphere is the geometry
of some reference structure (Figure 2.4). The center of a new hypersphere
coincides with the resulting geometry of the previous step. The procedure
continues until an energy minimum is reached on the corresponding coor-
dinates of the PES. In other words, it is stopped when the energy of a new
geometry is higher than the previous step.
Usually, MEP is performed from a high energy reference geometry, which
is typically an initially populated electronic state in the FC region or a TS
structure. It is important to note that in case of a TS structure, on should
follow a couple of steepest descent paths in forward and reverse direction.
84 quantum chemical methods
Figure 2.4: Minimum Energy Path algorithm implemented in MOLCAS package
(adapted from MOLCAS workshop lectures)
In MOLCAS package, mass-weighted coordinates are used by default, there-
fore, the MEP coordinates corresponds to the so-called Intrinsic Reaction Co-
ordinates (IRC). The hypersphere optimization in mass weighted Cartesian
coordinates are given as following:
R(q) =
√
m1r1(q),
√
m2r2(q), · · · ,
√
mnrn(q)), (2.120)
and the constraint is defined as:
r1 =
√
(R(q)−R(qre f ))2 − R√
Mtot
(2.121)
where R is the radius of the hypersphere, R(q) are the coordinates of the
current structure, Mtot is the total mass of the system and R(qre f ) is the
origin of the hypersphere.
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N O N - A D I A B AT I C M O L E C U L A R D Y N A M I C S
The main focus of this thesis is to understand photophysics and photo-
chemistry of different systems and molecular dynamics is a powerful tool
that serves to that purpose. For most situations, experiments might be blind
as in the case of ultrafast time-resolved transient spectroscopy experiments
and light must be shed on competing relaxation mechanisms (i.e. internal
conversion vs. intersystem crossing) and evaluate their corresponding ratio.
Also, describing a potential energy surface does not let a unique interpre-
tation but it is limited to be only hypothetical. In those cases, timescales
in which those processes take place, or other observables such as lifetimes
and quantum yields extracted from the molecular dynamics simulations help
to explain the experiments and permits a direct comparison. For instance,
ultrafast lifetimes for the ground state repopulation are interpreted as an
indication of system’s photostability, since longer lifetimes lead to higher
chances of photoinduced reactions. Present chapter aims to give a theoretical
background of some concepts concerning mixed quantum-classical molecular
dynamics methods applied in this thesis.
The systems included in this thesis display fast excited-state dynamics
which makes the simulation of the molecular dynamics computationally vi-
able. Typically, the computational cost increases proportional to simulation
time.
The purpose our molecular dynamics is to "observe" the evolution of sev-
eral electronic excited states and transitions between them as a function of
time, and also entangle different processes with overlappping timescales
recorded in the experiments.
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3.1 semiempirical methods
Semiempirical methods rely on a set of parameters extracted from ab initio
calculations or experimental results. Depending on the problem in hand, a
reparametrization of those might be required and the performance of such
methods is strictly related to a well-parametrized input.
Semiempirical approaches have the advantage of being faster over ab initio
methods. Its practical advantage comes from the way one- and two-electron
integrals are computed. Although, they are both listed under the same con-
ceptual framework (i.e. same SCF procedures), semiempirical methods ne-
glects many small integrals, which leads to faster computation.
These methods employ minimal basis set. The core electrons are neglected
(treated as a part of the atomic nuclei) while only the valence electrons are
treated explicitly. Therefore, only basis functions for valence electrons are
needed.
Three levels of integral approximations are used in semiempirical methods:
complete neglect of diferential overlap (CNDO), intermediate neglect of difer-
ential overlap (INDO) and neglect of diatomic diferential overlap (NDDO).
Additionally, based on these approximations, other models have been de-
veloped. For instance, modified neglect of diatomic overlap (MNDO) [143]
model is based on the NDDO approximation and it employs a minimal basis
of real atomic orbitals for the valence electrons. When solving the SCF equa-
tions to obtain the molecular orbitals, the overlap between atomic orbitals is
neglected.
For a closed shell system we write,
FC = Cε (3.1)
where F is the Fock matrix, ε and C are the diagonal matrix of the molecular
orbitals energies and an orthogonal matrix, respectively.
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Considering two atoms A and B, the Fock matrix elements can be written
as:
FµAνA = hµAνA + ∑
λA,σA
PλA,σA
[
(µAνA|λAσA)− 12 (µAνA|νAσA)
]
+
∑
B
∑
λB,σB
PλBσB(µAνA|λBσB) (3.2)
FµAνB = hµAνB −
1
2 ∑
λA,σB
PλA,σB(µAνA|νBσB) (3.3)
where hµν are the elements of the one-electron Hamiltonian matrix and Pµν
are of the density matrix. Then, the total energy can be obtained as a sum of
the electronic energy (EHF) and the core-core repulsion (EcoreAB ).
Etot =
(
1
2∑µν
Pµν(hµν + Fµν)
)
︸ ︷︷ ︸
EHF
+ ∑
A<B
EcoreAB (3.4)
In the MNDO model, the following interactions and parameters are in-
cluded:
1. One-center one-electron integrals are approximated as:
hµAνA = UµδµAνA − ∑
B 6=A
ZB(µAνA|sBsB) (3.5)
where Uµ is an empirical parameter which is taken from spectroscopic
data and represents the energy of the atomic orbital χµ in the atom
A. In the second term, Z denotes atom B’s core charge, and sB is a
s-type atomic orbital centered on atom B, and the overall term is an
approximation of the electrostatic core-electron attractions.
2. Two-center one-integrals are calculated as:
hµν =
1
2
Sµν(βµ + βnu) (3.6)
where Sµν is the overlap between χµ and χν orbitals and βµ is an empir-
ical parameter for a given atom.
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3. One-center two-electron repulsion integrals (µAνA|λAσA) are repre-
sented by five empirical parameters based on s and p orbitals.
4. Two-center two-electron repulsion integrals (µAνA|λBσB) are computed
considering ζ semiempirical parameter also called atomic orbital expo-
nent, depending on the atom and the orbital.
5. Two-center core-core repulsions are EcoreAB = E
coul
AB + E
e f f
AB where
EcoulAB = ZAZB(sAsA|sBsB) (3.7)
Ee f fAB contains four atomic empirical parameters and represents Pauli
exchange repulsion.
Later, in order to correct some errors of MNDO model, Austin method
(AM1) [144] has been developed. The main purpose of AM1 is was to modify
the core repulsion function of MNDO. Mainly, the existed function was mod-
ified by additional Gaussian functions. The nuclear repulsion function for A
and B atoms in AM1 is calculated as below:
F(A, B) = EcoulAB [1+ F(A) + F(B)] (3.8)
where
F(A) = e(−αARAB) +∑
i
KA,ie[LA,i(RAB−MA,i)
2], (3.9)
F(B) = e(−αBRAB) +∑
j
KB,je
[LB,j(RAB−MB,j)2]. (3.10)
L parameters determine the widths of the Gaussian functions, RAB is the
interatomic distance and M is the multipole moments of two charge distri-
butions. Our simulations adopt the AM1 method implemented in MOPAC as
the quantum mechanical approach. It is important to note that the MNDO
model has been parametrized primarily with respect to ground-state proper-
ties in its implementations (i.e. AM1, PM3). However, our studies presented
in this thesis deal with electronic excited states, which typically have very
altered structures compared to ground state equilibrium geometry. For a
correct description of the excited states of our systems with AM1 method, a
reparametrization was carried out (see Section 3.2.4).
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3.2 mixed quantum-classical dynamics
In mixed quantum-classical, also called semiclassical, dynamics the nuclei
are treated in a classical way by Newton’s equations, while the electrons are
quantum mechanical particles solved in time dependent Schrödinger equa-
tion. This separation results in a very important simplification and reduces
the computational "expenses".
In this Section, we will only focus on so-called direct approaches which
means the potential energy surfaces (PES) and their gradients are obtained
"on the fly" at every step of molecular dynamics. Their alternatives can be
referred as "PES-fitting" methods, where a fitting (or interpolation) of the
previously determined relevant regions of the PES and couplings is carried
out as function of nuclear coordinates. However, one would possibly need a
large number of molecular geometries to perform such fitting and this is a
huge disadvantage from a computational point of view.
It is important to stress that, although we name them "direct" strategies, as
already explained in Section 3.1 semiempirical methods need reparameteri-
zation beforehand.
3.2.1 Nuclear (Classical) Trajectories
The nuclear coordinates of a system are given by Q and their velocities are
Q˙. The time evolution of the nuclei is performed by integrating Newton’s
equations as mentioned above. One of the simplest methods for integration
is Verlet’s numerical algorithm, which updates both Q and Q˙ from time t to
time t+∆t by usinf finite differences formulas. For potential energy function
V(Q), the force if defined by Fα = −∂V/∂Qα. For the mass of the atom mα
and its associated coordinate Qα, the accelaration is given by Q¨α = Fα/mα.
For the position Q(t), the Newton’s equations can be writen by Taylor
expansions in different time directions as following:
Q(t + ∆t) = Q(t) + Q˙(t)∆t +
∆t2
2
Q¨(t) +
∆t3
6
...
Q(t) +O(∆t4) (3.11)
Q(t− ∆t) = Q(t)− Q˙(t)∆t + ∆t
2
2
Q¨(t)− ∆t
3
6
...
Q(t) +O(∆t4) (3.12)
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Q(t) = Q(t + ∆t)− Q˙(t + ∆t)∆t + ∆t
2
2
Q¨(t + ∆t)± ∆t
3
6
...
Q(t + ∆t) +O(∆t4).
(3.13)
When the above equations are added we get:
Q˙(t + ∆t) = Q˙(t) +
∆t
2
[Q¨(t)− Q¨(t + ∆t)] + ∆t
2
6
[
...
Q(t)− ...Q(t + ∆t)] +O(∆t3)
(3.14)
Then, first order approximations to the third derivatives (
...
Q(t) and
...
Q(t+∆t))
are introduced as:
...
Q(t) =
Q¨(t)− Q¨(t− ∆t)
∆t
+O(∆t2) (3.15)
...
Q(t + ∆t) =
Q¨(t + ∆t)− Q¨(t)
∆t
+O(∆t2) (3.16)
We substitute these expresions in Eq. 3.11 and 3.14, and they become:
Q(t + ∆t) = Q(t) + Q˙(t)∆t + ∆t2[
2
3
Q¨(t)− 1
6
Q¨(t− ∆t)] +O(∆t4)
(3.17)
and
Q˙(t + ∆t) = Q˙(t) + ∆t[
5
6
Q¨(t) +
1
2
Q¨(t + ∆t)− 1
6
Q¨(t− ∆t)] +O(∆t3).
(3.18)
Eq. 3.17 and 3.18 define the Verlet algorithm with an accuracy of the order of
∆t4 for each step.
3.2.2 Time Evolution of Electronic Trajectories
For q is the electronic coordinates, the electronic motion given by the elec-
tronic Hamiltonian, Hˆel , and its eigenstates ψK(q; Q) and eigenvalues EK(Q)
(potential energy surface) are time dependent through the nuclear coordi-
nates (Q):
Hˆel(Q(t)) |ψK(Q(t)〉 = EK(Q(t)) |ψK(Q(t)〉 . (3.19)
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Then, the time-dependent Schrödinger equation for the electrons is written
as:
i
d
dt
|Ψ(t)〉 = Hˆel |Ψ(t)〉 . (3.20)
The wave function of the above equation |Ψ(t)〉 can be expanded in the adia-
batic basis as:
|Ψ(t)〉 =∑
L
AL(t)e−iγL(t) |ψL(Q(t))〉 , (3.21)
where
γL(t) =
∫ t
0
EL(Q(t′))dt′. (3.22)
At time t, the probability of state L is given by PL(t) = |AL(t)|2. The time
derivative of |Ψ(t)〉 is:
d
dt
|Ψ(t)〉 =∑
L
[
A˙L − iγL AL |ψL〉+ AL∑
α
∣∣∣∣∣ ∂ψL∂Qα
〉
Q˙α
]
e−iγL(t). (3.23)
After left-multiplying by 〈ψK| and substituting into Eq. 3.20 yields the equa-
tions of motion for the probability amplitudes:
A˙K = ∑
L( 6=K)
AL(t)ei(γK−γL)∑
α
Q˙αG
(α)
KL (3.24)
where the non-adiabatic coupling vector (or dynamic coupling matrix ele-
ment) G(α)KL is:
G(α)KL =
〈
ψK
∣∣∣ ∂
∂Qα
∣∣∣ψL〉. (3.25)
The transition probabilites become important in near degeneracy regions
(small energy gap) and crossing regions where the couplings are large (i.e.
conical intersections) and they depend on the scalar product of the nuclear
velocity vector Q˙ and the dynamic coupling vector GKL. When EK − EL gap
is large, it consequently affects ei(γK−γL) term in the above equations, thus,
reducing the transitions probability.
The analytical solution of Eq. 3.24 is possible only for small systems, there-
fore, numerical solutions are searched for the coupled equations by comput-
ing the electronic quantities EK and G
(α)
KL at each time step. The AK coefficients
are also updated during this procedure.
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If we go back to Eq. 3.19, its derivatives are:
∂Hˆel
∂Qα
|ψL〉+ Hˆel ∂ |ψL〉∂Qα =
∂EL
∂Qα
|ψL〉+ EL ∂ |ψL〉∂Qα . (3.26)
In order to solve the non-adiabatic couplings, Hellmann-Feynman’s formula
can be used and it is obtained by multiplying 〈ψL| in Eq. 3.26:
∂EL
∂Qα
=
〈
ψL
∣∣∣∣∣∂Hˆel∂Qα
∣∣∣∣∣ψL
〉
. (3.27)
The relationship involving the dynamic couplings can be obtained by mul-
tiplying 〈ψK| in the same equation with K 6= L condition:〈
ψK
∣∣∣∣∣∂Hˆel∂Qα
∣∣∣∣∣ψL
〉
=
〈
ψK
∣∣∣ ∂∂Qα ∣∣∣ψL〉
EL − EK . (3.28)
where it can be seen very clearly that the couplings get larger when the en-
ergy difference between two surfaces is smaller. Eqs. 3.27 and 3.28 are only
valid for exact eigenfunctions of Hˆel , therefore, they cannot be used to calcu-
late energy gradients.
3.2.3 Floating Occupation Numbers
If we recall Section 2.5.1 of Chapter 2, the correct description of excited
states or bond breaking processes is given by CASSCF method. However,
it is an expensive method and also not suited in the semiempirical context.
Granucci proposed optimizating a CI type wavefunction constructed with
orbitals obtained from SCF calculations using floating occupation numbers.
This so-called floating occupation molecular orbital (FOMO-CI) approach
was implemented in MOPAC program [145, 146].
In this tecnique, along the energy axis εi the population of each orbital is
distributed according to a Gaussian function centered at the corresponding
Fock eigenvalue (See Figure 3.1). The energy for the i-th orbital εi is given
by:
fi(ε) =
√
2√
piω
e−(ε−εi)
2/(2ω2) (3.29)
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where ω denotes an arbitrary parameter for the orbital energy width which
determines how the electronic populations below and above the Fermi level
are spreaded.
So that ∫ +∞
−∞
fi(ε)dε = 2. (3.30)
The occupation numbers are computed at each SCF iteration as:
Oi =
∫ εF
−∞
fi(ε)dε. (3.31)
The Fermi level εF is set by imposing that the sum of the occupation numbers
is equal to the total number of electrons N:
N =∑
i
∫ εF
−∞
fi(ε)dε. (3.32)
Low lying orbitals would have an occupation of 2 with εF− εi  ω condition,
while for high energy virtual orbitals Oi = 0. A new density matrix is built
with these occupation numbers to be used in the next SCF iteration, and re-
peated until convergence. In this code, the floating (or fractional) occupation
numbers are assigned only to orbitals included in the CI space. Different
than conventional SCF procedure, in this method the SCF energy depends
on the Gaussian width ω meaning that it loses its physical meaning, thus, a
following CI calculation is mandatory. The advantage of FOMO-CI is that
a smooth variation of the occupation numbers with the internal coordinates
can be obtained. Ensures a balanced treatment of degenerate orbitals. CI
must be chosen small enough for a cheaper treatment but it should permit a
correct description.
3.2.4 Reparametrization
When applying FOMO-CI method, a reparametrization of semiempiri-
cal Hamiltonian is needed because the parameter sets used in most of the
semiempirical methods (MNDO, AM1...) represent ground state properties.
The default parameter set of method is usually a good starting point for the
reparametrization process. In order to perform the molecular dynamics sim-
ulations involved in this thesis, the optimization of semiempirical parameters
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Figure 3.1: Floating Occupation Molecular Orbitals (FOMO-CI) approach
implemented in MOPAC package
for H, C, N, S and O atoms has been carried out starting from the AM1 param-
eters. Geometrical parametries, adiabatic energies and vertical excitation (for
FC geometry) extracted from previously performed ab initio calculations were
introduced as target values in the optimization procedure. Tables for param-
eter sets and target values used in this thesis are included in Appendix. For a
parameter set P, the optimization is performed by minimizing the following
function [147]:
F(P) =
[
∑
i
(Vs,i(P)−Vt,i
Vt,i
)2
Wi
][
∑
i
Wi
]−1
(3.33)
where the minima of weighted sum of square errors is searched. Vt,i de-
notes the energetic and geometrical target values and their semiempirical
analogues are given by Vs,i and thet depend on semiempirical parameter set
P. Wi are the weights of the targets introduced in the optimization criteria.
During the optimization, the parameters are modified until the minimum
error between semiempirical and target values is obtained. Final set of pa-
rameters consists of the optimized parameters.
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For 2-thiothymine chromophore, the geometries which present an out-of-
plane distortion of the sulphur atom were not produced well by semiempir-
ical calculations. In order to solve this problem, an additional potential was
introduced to the P function. The added potential has the following form:
Ucorr(θ) = V0
(
1− cos(2θ)
2
)
(3.34)
where θ is the SCNC dihedral which characterizes the distortion and V0 =
−0.4. Ucorr has permited a correct description of the dihedral resulting in
very similar values to target values (∼130o − 150o) and prevented further
difficulties that might be encountered during the reparametrization process
due to very large errors. The potential energy surface of 2,4-dithiothymine is
dominated mostly by planar geometries, therefore, no correction was added
for this system.
The reparametrization procedure was continued until an average % error
of 9.40% was obtained for both systems. Due to very large number of target
values requested in the optimization, such magnitudes of the final error are
not considered significant.
3.2.5 Surface Hopping Scheme
Surface hopping approach (or trajectory surface hopping method) com-
bines the classical and quantum mechanics applied for treating nuclei
and electrons, respectively. Other alternative approaches can be listed as
wavepacket dynamics and mean-field methods, however, applying those
methods may bring along some artefacts. For instance, in wavepacket a sys-
tem exists simultaneously in all the electronic states but with different prob-
abilities. In mean-field methods, the nuclear trajectory is determined by the
average potential and this might lead to a wrong description of when there
are two potential energy surfaces separated with a large energy gap.
In surface hopping scheme, the system is considered to be on only one
electronic state at a given time even though the probabilites of the other state
might be different from zero. When the probability PL(t) increases, a tran-
sition or a "hop" from EK to EL state may take place. When a trajectory is
terminated (at the end of the requested propagation time), the system may
not be found on a state with the largest probability PL(t). Actually, this is an
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expected outcome considering the stochastic nature of the algorithm applied
to compute the fate of the population as a function of probabilities. Therefore,
reliable results can only be obtained by running many trajectories.
The hops are most likely to occur when two surfaces come closer as in the
vicinity of conical intersections and intersystem crossing regions (for spin-
orbit coupling see Chapter 3). The transition probabilities in our dynamics
simulations have been calculated by the most commonly used Tully’s "fewest
switches" method [148, 149] and its mathematical description will be dis-
cussed in the following. Basically, at each integration time step (∆t), prob-
ability of switching from the current state K to another state L (TK→L) is
calculated and a decision is made whether to "jump" or not, meaning that the
transitions occur only when needed (Figure 3.2). The transition is performed
if
M−1
∑
L=1
T(j)K→L < R
(j) ≤
M
∑
L=1
TK→L (3.35)
where R(j) is a (pseudo)random number distributed uniformly in the [0, 1]
interval.
If the number of trajectories which are in state K at time t is NK(t) and the
total number of trajectories is NT , then, the corresponding fraction is given by
ΠK(t) = NK(t)/NT . The average population of state K on the jth trajectory
is expressed as:
PK(t) =
1
NT
NT
∑
j=1
ρ
(j)
KK. (3.36)
An ideal surface hopping method should satisfy ΠK(t) = PK(t) condition
to be internally consistent. This condition means that, at any time, the frac-
tion of trajectories running on given state K should be equal to the quantum
probability of that state, averaged on all trajectories. Although, it is possible
to update these values when a new trajectory is run, any of the single trajec-
tory algorithms guarantees to fullfil this condition. The more practical way
would be to use an algorithm in which trajectories run independently and
possibly in parallel.
In order to guarantee the least number of hops as in the spirit of fewest
switches approach, the transition possiblity should be connected to P˙K (time
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derivative of PK) rather than PK it self to P˙K. Also, we have to work with
in terms of average quantities. Then, if we define an averaged transition
probability (TK→L > 0) in a small time interval ∆t:
For ∆ΠK(t) = ΠK(t + ∆t)−ΠK(t)
∆ΠK(t) = P˙K(t)∆t. (3.37)
Then, the averaged transition propabability is:
∆ΠK = −∑
K
ΠKTK→L +∑
L
ΠLTL→K. (3.38)
The derivatives of the diagonal elements of the density matrix or state
probabilities are:
ρ˙
(j)
KK = − ∑
L 6=K
[
2<[AL A∗Kei(γK−γL)]∑
α
Q˙αG
(α)
KL︸ ︷︷ ︸
B(j)KL
]
. (3.39)
Considering that the propagation of the electronic density matrix is fully
coherent, then, the time derivative of the average state probabilities is given
by:
P˙K∆t = − ∑
L 6=K
BKL∆t (3.40)
By substituting Eqs. 3.38 and 3.40 in Eq. 3.37, one would get the so-called
exact fewest switches transition probability:
TK→L = max
{
0,
BKL
ΠK
∆t
}
. (3.41)
However, since the above equation contains averaged terms, obtaining the
exact fewest switches transition probability would not be possible when the
trajectories run independently. Also, taking into account that semiclassical
time dependent Schrödinger equation implies a fully coherent propagation
of the electronic wavefunction as mentioned above, for trajectories running
in parallel, some uncoupled channels might effect each other. Consequently,
it would lead a discrepancy between ΠK(t) and PK(t). This problem can
be solved with quantum decoherence corrections which will be discussed in
Section 3.2.7.
100 non-adiabatic molecular dynamics
For a trajectory j, a transition probability according to Tully’s algorithm is
given by:
T(j)K→L = max
{
0,
B(j)KL
p(j)K
∆t
}
, (3.42)
then, the averaged transition probability is:
TK→L =
∆t
NTΠK
∑
j∈K
B(j)KL
p(j)K
max{0, B(j)KL}. (3.43)
j ∈ K means that only the trajectories running on the surface EK at time t are
considered. Now, it is possible to see that exact fewest switches transition
probability (Eq. 3.41) and Eq. 3.43 do not coincide. Because even two trajec-
tories sharing the same initial conditions will differ in number of hops and
their correspoding times since they "feel" different potentials. Further critical
discussion on the internal consistency of the fewest switches algorithm can
be found in Ref. [150].
Figure 3.2: Surface hopping scheme implemented in MOPAC package (adapted from
"Semiclassical methods for excited state dynamics.")
Following a EK → EL jump, the nuclear kinetic energy is modified from T
to T′ = T + EK − EL. In order to conserve the total energy, the component of
velocity in the direction of the nonadiabatic coupling vector GKL (Recall Eq.
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3.25) is adjusted when a hop occurs. In other words, the nuclear velocities
are reset to keep the total energy constant. If we group the hops as forwards
(EK → EL) and backwards (EL → EK), for backward hops if EL − EK > 0, the
system might not have enough nuclear kinetic energy to compensate for the
sudden variation of potential electronic energy following a jump to an upper
state. Such situations lead to so-called frustrated hops.
3.2.6 Sampling of Initial Conditions
As we have seen, surface hopping scheme requieres propagation of a large
number of trajectories, however, this number depends on in what kind of
process one is interested in. For instance, typically, if information is needed
about the quantum yield of an electronic state, at least 50 trajectories must be
included in the dynamics to predict a reliable average population. Let’s say,
NT is the number of trajectories we want to run and we study an event with
a probability P, then, the average number for this event will be x = NTP and
the standard deviation is given by σ =
√
NTP(1− P). The relative error of a
molecular dynamics simulation can be calculated by:
σ
x
=
√
1− P
x
=
√
P(1− P)
NT
. (3.44)
Let’s imagine that a large percentage of the trajectories end up in a specific
electronic state (90%) and we have run 350 trajectories. Then, according to the
above equation, the expected error of this simulation is going be less than 5%.
It is important to note that for less likely processes, increasing the number
of trajectories would be a safer choice. However, the method of choice might
be the limiting factor when we decide how many trajectories to propagate.
For instance, ab initio dynamics would be able to handle only less than 100
trajectories. Nevertheless, when semiempirical methods are applied, one can
typically run between 200-400 trajectories in a few weeks. Before lunching
the whole set of trajectories, it is reasonable to check a single trajectory and
take the computational time spent for its completion as an indication for the
rest of the trajectories.
In experiments, exciting a system is possible by radiation. Therefore, in the
molecular dynamics simulations, one should accurately set up the initial con-
ditions to caracterize the ground state and the features of the exciting light.
Propagating a large number of trajectories also serves this purpose. The ini-
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tial conditions take into account both distribution of nuclear coordinates (Q)
and momenta (P). The probability distributions are Wigner and Boltzmann
distributions. In theWigner distribution, the quantum harmonic oscillator is
applied to sample Q and P while the Boltzmann distribution takes into ac-
count finite temparature effects. In our simulations, we have set the initial
conditions with the Boltzmann distribution.
Boltzmann Distribution
Classical Boltzmann distribution is a good sampling method in a study
involving medium or large molecular systems. The Wigner distribution be-
comes problematic since computing the frequencies is an expensive task for
such systems.
In our study, first a Brownian trajectory (based on Langevin’s equations
which differs from Newton’s) was run for a sufficently long time (i.e. 100 ps)
using a Bussi-Parrinello thermostat. The long simulation time is required to
get the fluctuations of kinetic and potential energy stabilized. The Brownian
trajectory provides a number of points in the phase space of the nuclear
coordinates and momenta, and then, the Boltzmann distribution of those
points can be performed.
Once, a starting set of molecular geometries and their corresponding ve-
locities have been prepared with sampling, the following step is to define
the excitation process. Let’s call (Qi, Pi) the set of phase points selected from
a desired distribution. The transition probabilites (µ2re f ) from the starting
point (Qi, Pi) is directly related to the number of trajectories to be launched
from that point. Since white light has a wide spectral range, in order to
calculate the transition probabilites a transition energy window is chosen:
∆E± ∆∆E/2.
For EI and EG being the energies of the initial excited (|ψI〉) and ground
state (|ψ0〉) involved in transition, respectively, a trajectory of initiated only if
∆E− ∆∆E
2
≤ EI − EG ≤ ∆E + ∆∆E2 . (3.45)
If the condition given in Eq. 3.45 is satisfied, the transition eneries and tran-
sition dipoles are computed for the selected point. If it is not satisfied, no
trajectory is launched from the corresponding point. In the given energy in-
terval, several (|ψI〉) states might full the EI − EG transition energy condition.
In such cases, a stochastic algorithm is applied to eligible states based on
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probabilities proportional to µ2i excitation probabilities. The maximum num-
ber of trajectories that can be initiated from the current point (Qi, Pi) within
the requested energy interval is given by Nmax as below:
Nmax =
µ2i
µ2re f
(3.46)
Consequently, if there is no eligible states Nmax would be equal to zero. The
interval [0, Nmaxµ2re f ] is divided into subintervals to carry out the stochastic
selection. Subintervals with the length of µ20,k for the eligible states and a
dummy subinterval are generated. Given that x is a pseudo-random number
between 0 and 1, if it falls in the excited state subinterval the trajectory is
launched from (Qi, Pi)(Eq. 3.47), however, when x falls in the dummy interval
no trajectory is launched.
µ2i < xNmaxµ
2
re f . (3.47)
3.2.7 Quantum Decoherence
Surface hopping is an independent trajectory method, however, besides the
advantages it has over single trajectory methods, it brings along an important
drawback which is the lack of quantum decoherence. The decoherence can
be defined as the loss of quantum behaviour due to the interaction with the
environment. From a mathematical point of view, in an open quantum sys-
tem, the decoherence can be defined as the decay of the off diagonal elements
of the reduced density matrix caused by system-environment interaction.
The physical effects giving rise to decoherence can be grouped under two
types. The first effect takes place due to fluctuations of the energy difference
between the system states and is called pure dephasing. The surface hopping
method correctly takes into account this term. The genuine quantum decoher-
ence effect, which is the second term, depends on the overlap of environment
wavefunction connected to different system states and it cannot be accounted
directly since it is treated classically.
Treating the coherence properly is very important in mixed quantum-
classical independent trajectory methods and to this purpose several proce-
dures have been implemented. Figure 3.3 depicts how a standard decoher-
ence correction scheme works. In the present Section we are going to focus on
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Overlap Decoherence Correction (ODC) proposed by Granucci and Persico et
al. [151], which is a simplified version of the procedure proposed previously
by Truhlar and co-workers [152, 153]. The aim of ODC is to evaluate the
decoherence in a standard surface hopping algorithm by calculating directly
the overlap of the nuclear wavepackets.
Figure 3.3: The nuclear trajectory evolving on L potential energy surface (PES) (1).
Following a "hop" to K PES (2), the probability on L PES should drop to
zero and the wavepacket should be eliminated from the upper state (2´).
The trajectory should evolve on K PES (3).
ODC takes into account so-called "ancillary" points (QK, i, PK, i) in other
electronic state K in addition to the representative points (QL, PL) travelling
on the current adiabatic potential energy surface (PES) L. QK, i and PK, i
are propagated according to EK’s PES. After that, the electronic populations
are computed taking into account the distances between (QK, i, PK, i) and
(QL, PL). In this scheme frozen Gaussian wavepackets are assigned to the
representative points and their overlap and evolution in time are calculated.
When the overlap between two nuclear wavepackets propagating on differ-
ent PES drops to zero, they would not interact anymore and evolve in time
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independently. To introduce this quantum decoherence effect in the surface
hopping treatment of each trajectory, the procedure given below is followed:
1. A leading wavepacket associated is with the representative points (QL,
PL) on the current state L
2. If the probability of a state different than the current one has increased
in time, a new representative point is created on that state. The proba-
bility is calculated every timestep.
3. The time evolution of the representative points (QK, i, PK, i) is computed
in a simplified way to avoid performing electronic structure calculations
4. The overlap between any wavepacket added later and the leading one
is evaluated. If the overlap drops below a given threshold then the
corresponding probability is attributed to the current state L, and the
wavepackets on state K are eliminated.
5. Going back to point 2, representative points and their related wavepack-
ets can also be eliminated if the probability has decreased in time. In
such case, the elimination starts from the last wavepacket added on
state K.
6. Finally, when a jump occurs between the surfaces, a new leading
wavepacket is created and other (previously added) wavepackets on
the new PES are eliminated.
When a decoherence correction scheme is not applied, a transition might
take place much faster than it should due to too much coherence and as a
result one ends up with underestimated lifetimes.
3.2.8 Inclusion of Spin-Orbit Coupling
As already explained, in the surface hopping model the system’s the nu-
clear motion is governed by an adiabatic potential energy surface until a
non-adiabatic region is reached. For a radiationless transition to become pos-
sible between states with different spin multiplicities, the spin–orbit coupling
(SOC) should be introduced. In surface hopping dynamics the derivatives
and SOCs are treated simultaneously. However, the inclusion of SOC is a
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changelling task because a large number of electronic states must be consid-
ered.
Since a more detailed description of SOC is given in Chapter 2 Section 2.7.2,
this Section focuses on the representation is used in our simulations.
Hˆtot = Hˆel + HˆSO (3.48)
In our simulations a contracted scheme, implemented by Granucci and Per-
sico [154] in MOPAC, is used which deals with the the spin-mixed eigenstates
of the total electronic Hamiltonian, Hˆtot.This model allows to define before-
hand the set of electronic states to be included in the simulation and such
representation is called spin-adiabatic. The dynamical couplings are included
automatically and the SOC is diagonalized in this treatment. Its alternative
would be using an uncontracted (or diabatic) representation which calculates
the coupling terms only close to degeneracy regions. In contrast to adiabatic
representation, uncontracted scheme is performed on unmixed spin multi-
plets and the SOC is not diagonalized. If one deals with systems where the
SOCs takes important magnitudes in regions far away from crossing points,
adapting this type of representation may be impractical.
The most changelling part of the spin-adiabatic approach is the calcula-
tion of analytical gradients of the energy and their contribution to the PES.
In Granucci and Persico’s algorithm, configuration interaction energy gradi-
ents including SOCs for spin-coupled states are computed (Recall FOMO-CI
scheme, Section X), which make it possible to run on the fly dynamics with
electronic structure calculations. This method is suited with semiempirical
methods, however, requires further modifications to be used in ab initio dy-
namics. The application of the spin-adiabatic scheme is recommended when
more than one intermultiplet crossing is important or heavy atoms are in-
volved (large SOCs).
3.2.9 Quantum Mechanics/Molecular Mechanics (QM/MM) Method
Most photochemical and photophysical processes, particularly in biologi-
cal medium, take place in solution and the simulation of such systems might
quite challenging from a computational point of view. Quantum mechanical
methods, at least with today’s computational recources, are not capable of
performing routine calculations and simulations of the dynamics of macro-
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molecules in solution. Actually, applying even semiempirical methods (see
Section X) to systems with more than 30-40 atoms becomes impractical. As
a solution to this problem, layered (or hybrid) approaches such as Quantum
Mechanics (QM)/Molecular Mechanics (MM) can be applied to reduce the
computational effort. QM part is used to describe accurately electronic and
structural changes that occur in the portion of the system where quantum
effects are important. MM part, which is described by less accurate methods,
takes care of the whole environment (or solvent).
Independently of the type of QM and MM methods, the electronic Hamil-
tonian of the whole system can be partitioned into three terms,
Hˆel = HˆQM + HˆMM + HˆQM/MM (3.49)
where HˆQM is the electronic Hamiltonian for the isolated QM subsystem
and HˆMM is the force field function which describes the environment. The
interactions bettween QM and MM parts are introduced by HˆQM/MM term.
In the same way, the total energy of the system is also divided into three
terms:
E = EQM + EMM + EQM/MM (3.50)
In our simulations, HˆQM takes the form of AM1 Hamiltonian explained in
Section 3.1, since QM part has been treated with this semiempirical method.
MM method: Force Field
EMM energy is obtained using a classical force field. The force field ap-
plied to MM part contains two types of interactions which can be grouped as
bonding and non-bonding terms:
EMM = Ebonding + Enon−bonding (3.51)
where Ebonding term consists of bond, angle, dihedral and out-of-plane (oop)
distortion terms to describe covalent structure of the molecule.
Ebonding = ∑
bonds
=
1
2
kb(b− b0)2︸ ︷︷ ︸
Ebond
+ ∑
angles
=
1
2
kθ(θ − θ0)2︸ ︷︷ ︸
Eangle
+
∑
dihedrals
1
2
Vn[1+ cos(nφ− δ)]︸ ︷︷ ︸
Edihedral
(3.52)
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The bonds and angles are defined as harmonic form and kb and kθ are
the force constants applied to them. b and θ denote bond length and angles,
respectively, and b0 and θ0 are their corresponding equilibrium values. The
third term defines how the energy changes by torsions (dihedrals) and it is
given by a periodic function where Vn is the force constant, n is the periodicity
of the angle and δ is the phase of the angle (can be restricted to take values
between 0o and 180o and only cosine term’s sign is changed).
An addional fourth term can be added to the above equation for the sys-
tems where improper dihedrals are important (ie planar aromatic systems).
In such dihedrals, atoms which define the angle are not directly bonded to
each other and the expression might get more complicated. In order to in-
clude the improper dihedrals in EMM, some force fields use a harmonic de-
scription as for angles and bonds, while others use a periodic function.
The non-bonding terms include electrostatic (Coulomb) and van de Waals
interactions. The latter is usually represented by Lennard-Jones potential.
Enon−bonding = ∑
m>n
{
qmqn
r2mn︸ ︷︷ ︸
Eelectrostatic
+ 4εmn
[(σmn
rmn
)12 − (σmn
rmn
)6]
︸ ︷︷ ︸
ELennard−Jones
}
(3.53)
As seen above, Eelectrostatic is the Coulomb energy of a system of point charges
which calculated by putting a fixed net fractional charge (qm) on each atom.
ELennard−Jones introduces repulsive (short range) and dispersion (long range)
interactions.
Some examples of force fields can be listed as OPLS (Optimized Potentials
for Liquid Simulations) [155], AMBER (Assisted Model Building with Energy
Refinement) [156] and CHARMM (Chemistry at Harvard Macromolecular
Mechanics) [157]. In our simulations, OPLS all-atom model (OPLS-AA) has
been applied. Our OPLS simulations in aqueous solution use TIP3P water
model [158].
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QM/MM interaction
The final term of the Eq. 3.49 (HˆQM/MM) represents the interaction between
the QM subsystem and the MM part. These interaction terms are given as:
HˆQM/MM = −∑
i,m
qm
Rim
+∑
α,m
Zαqm
Rαm
+∑
α,m
εαm
[( σαm
Rαm
)12 − ( σαm
Rαm
)6]
(3.54)
where qm is the atomic point charge on MM atom, Rim is the distance between
an electron i of QM and (m) atom of MM parts, εαm and σαm are the Lennard-
Jones parameters for (α) atom of QM interacting with (m) MM atom.
Among these three terms, the first can be pointed out as the most critical
one since it sums all interactions between MM atoms and QM electrons. It
should be incorporated explicitly into the QM Hamiltonian before the diag-
onalization of Hˆel and treated as the electron-nucleus interactions within the
QM subsystem. In this way, the QM part can "feel" the environment effects
through the interaction of its electrons. The last two terms are added later
and they affect the dynamics of the system but not the electronic distribution.
When there are so-called boundary atoms connecting the QM and MM
parts, different strategies (ie link atom approach) are applied to treat such
situations. However, no connection atoms are present in our systems and
therefore we applied a clear-cut definition of QM and MM parts.

Part IV
R E S U LT S
"If you don’t like to read, you haven’t found the right book."
J.K Rowling.
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P H O T O C H E M I S T RY O F N AT U R A L N U C L E O B A S E S
As mentioned in Chapter 1, studying the excited-state dynamics of RNA
and DNA nucleobases is crucial to understand their photochemistry and pho-
tophysics upon light absorption. The focus of this chapter will be on the
simplest pyrimidine nucleobase Ura and its methylated form 1-methyluracil
(1m-Ura). Methylation in position 1 of the pyrimidine ring would help to sim-
ulate the effect of sugar moiety as in nucleoside form. In particular, their
absorption spectra and relaxation pathways activated upon photoexcitation
will be discussed along with femtosecond transient absorption spectroscopy
(TAS) experiments. Moreover, for these systems, computational simulations
of the TAS will also be presented. From the combination of experimental and
theoretical results, a more thorough understanding of the potential energy
surface (PES) and electronic relaxation pathways of the canonical nucleobases
is expected to be achieved.
A publication containing the results discussed throughout this chapter is
under preparation in collaboration with the group of Prof. Carlos Crespo-
Hernández and a draft of the manuscript can be found in Appendix. The de-
tails concerning computational methodology (i.e. active space selection, level
of theory, theoretical simulation steps for TAS, . . . ) and experimental setup
are discussed in detail in the Supporting Information of the manuscript.
4.1 absorption spectra
Figure 4.1 depicts the comparison of experimental and calculated absorp-
tion spectra of Ura and 1m-Ura. For both systems, the experimental absorp-
tion spectra recorded in acetonitrile (ACN) consist of two intense bands
within 200 − 320 nm spectral window. To help in the interpretation of
the experimental data, the absorption line spectra computed at the MS-
CASPT2(14, 10)/ANO-L level of theory for Ura and 1m-Ura are summarized
in Table 4.1. The main contribution to the low energy band arises from the
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most intense pipi∗ excitation for both systems, which involves a transition
from HOMO to LUMO orbital. Methylation in position 1 of the pyrimidine
ring, slightly redshifts the most intense transition from 4.64 eV (267 nm) in
Ura to 4.58 eV (271 nm) in 1m-Ura. Also, a dark (npi∗) contributes to the low
energy band. The higher energy region of both spectra is at least in part
ascribed to another bright pipi∗ transition (S3) with lesser contributions from
three consecutive npi∗ states (S4, S5, S6). Rydberg states have been also shown
to contribute to the high energy region of the spectrum for Ura [15].
As seen in Figure 4.1, the gas-phase computational spectra are in good
agreement with the experimental data collected in ACN. One should bear in
mind that considering solvent interactions (i.e. including both explicit and
bulk solvent-chromophore interactions) would improve the agreement with
the experiment.
Figure 4.1: Experimental (in ACN) and theoretical (in gas phase; calculated at the
MS7-CASPT2(14, 10)/ANO-L level of theory with IPEA = 0.00 a.u.) ab-
sorption spectra for 1-methyluracil and uracil.
It is important to note that, considering the very small S1-S2 energy gap,
the order of these electronic states might change depending on the theoretical
protocol used. In fact, the energy difference between the lowest-lying bright
and dark state in 1m-Ura and Ura at the CASPT2 level was found to be highly
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Table 4.1: FC Vertical Excitation Energies in eV (nm) and Oscillator Strengths (f ) for
the Low-Lying Singlet States of Ura (uracil) and 1m-Ura (1-methyluracil)
at the MS7-CASPT2(14, 10)/ANO-L Level of Theory (IPEA= 0.00 a.u.)
Ura 1m-Ura
State Character ∆E, eV (nm) f State Character ∆E, eV (nm) f
S1(pipi∗) 4.64, (267) 0.2363 S1(pipi∗) 4.58, (271) 0.2567
S2(npi∗) 4.71, (263) 0.0063 S2(npi∗) 4.78, (260) 0.0003
S3(pipi∗) 5.73, (217) 0.0230 S3(pipi∗) 5.81, (213) 0.0177
S4(npi∗) 5.97, (208) 0.0017 S4(npi∗) 5.91, (210) 0.0001
S5(npi∗) 6.71, (185) 0.0004 S5(npi∗) 6.49, (191) 0.0001
S6(npi∗) 6.96, (178) 0.0024 S6(npi∗) 6.77, (183) 0.0000
dependent on the basis set and IPEA shift used in the calculations. Also, ex-
cluding the dynamical correlation might lead to the inversion of the ordering
of the electronic states reported in Table 4.2. Since we adopt the CASSCF
method for the calculation of the minimum energy pathways (MEP), in order
to avoid confusion, we have recalculated the vertical excitation energies at the
Frack-Condon (FC) region using the 6-31G(d,p) basis set, which provides the
same state order for the lowest pipi∗ npi∗ singlet states both at CASSCF and
CASPT2 levels.
The vertical excitations of Ura and 1m-Ura calculated with the default IPEA
shift and the 6-31G(d,p) basis set are summarized in Table 4.2. In contrast to
ANO-L basis set, where the lowest npi∗ dark state is the S2, the two lower-
lying transitions S1(npi∗) and S2(pipi∗) were found to peak respectively at
5.14 eV (241 nm) and 5.53 eV (224 nm) for Ura, and at 5.16 eV (275 nm) and
5.35 eV (266 nm) for 1m-Ura. For Ura, these two transitions are separated by
∼0.4 eV while in 1m-Ura they lie much closer in energy.
4.2 singlet deactivation mechanism
In this study, we are primarily interested in the relaxation mechanisms
upon photoexcitation of the lowest spectroscopic state. For Ura and 1m-Ura,
these pathways can be activated after photoexcitation with 268 nm radiation.
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Table 4.2: FC Vertical Excitation Energies in eV (nm) and Oscillator Strengths (f ) for
the Low-Lying Singlet States of Ura (uracil) and 1m-Ura (1-methyluracil)
at the MS-CASPT2(14, 10)/6-31G(d,p) Level of Theory (IPEA= 0.25 a.u.)
Ura 1m-Ura
State Character ∆E, eV (nm) f State Character ∆E, eV (nm) f
S1(npi∗) 5.14, (241) 0.0006 S1(npi∗) 5.16, (275) 0.0006
S2(pipi∗) 5.53, (224) 0.2754 S2(pipi∗) 5.35, (266) 0.2904
S3(npi∗) 6.63, (187) 0.0020 S3(npi∗) 6.57, (216) 0.0018
S4(pipi∗) 6.65, (187) 0.0735 S4(pipi∗) 6.58, (216) 0.0195
S5(npi∗) 7.45, (166) 0.0001 S5(npi∗) 7.38, (192) 0.0006
S6(npi∗) 7.62, (163) 0.0005 S6(npi∗) 7.61, (187) 0.0000
Singlet deactivation mechanism of Ura and 1m-Ura can be summarized in three
main possible deactivation channels.
The first channel would involve the decay of the population directly to
the ground state from the spectroscopic state. The minimum energy path
from the FC region following the gradient of the initially populated pipi∗
state reaches an ethylene-like puckered conical intersection (S1(pipi∗)/S0 CI,
Figure 4.2a). Through this channel which can be accessed barrierlessly from
the FC region, the direct deactivation of the photoexcited system can take
place.
Alternatively, the photoexcited system could follow a different route, pop-
ulating a minimum on the S2 potential (S2(pipi∗)min) with a planar geom-
etry (Figure 4.2a and b). We have also located a CI between the S2 and
S1 states (S2(pipi∗)/S1(npi∗)CI). A Linear Interpolation in Cartesian Coordi-
nates (LICC) between the S2(pipi∗)min and the S2(pipi∗)/S1(npi∗)CI reveals a
small energy barrier (upper bound 0.5 eV) connecting these structures (Fig-
ure 4.2c). The population surmounting this small barrier, might evolve either
to the S1(pipi∗)/S0 internal conversion funnel (Figure 4.2d) or could reach
a minimum on the S1 potential which is characterized by a planar geome-
try (S1npi∗min). Considering these different possible deactivation routes, a
branching of the population would be expected via S2(pipi∗)/S1(npi∗)CI.
The internal conversion channels to the S0 from S1(npi∗) state have been
also explored. Several conical intersections between S1(npi∗) and S0 states
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have been optimized, however, the decay back to the ground state via
those channels would be hindered by large energy differences between the
S1(npi∗)min and the corresponding CIs, at the CASPT2 level. Since, those CIs
are not expected to play an effective role in the deactivation, here they will
be left out of our discussion (see the manuscript for details).
Figure 4.2: (a) Cartoon summarizing the direct GS deactivation of photoexcited 1-
methyluracil with MS-CASPT2 energies in eV. (b) CASSCF MEP connect-
ing the FC region with the S2(pipi∗)min. (c) MS-CASPT2 LICC connect-
ing the S2(pipi∗)min with the (S2/S1)CI. (d) CASSCF MEP connecting the
(S2/S1)CI with the (S1/S0)CI.
For Ura, a backward access to the S2(pipi∗)/S1(npi∗)CI has been proposed in
the literature as the most probable decay route for the population accessing
the S1(npi∗)min [13]. Although that work did not consider the triplet states,
both in Ura and 1m-Ura, the S1(npi∗) state is expected to act as a doorway
which leads the population to the triplet manifold. In the following, triplet
deactivation mechanism of these chromophores will be discussed.
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4.3 triplet deactivation mechanism
In order to achieve a more thorough understanding of possible compet-
ing mechanisms, the triplet deactivation mechanism for 1m-Ura has also been
explored by theoretical calculations. MS-CASPT2(14, 10)/6-31G(d,p) triplet
vertical energies at the ground state equilibrium geometry are collected in
Table 4.3.
Two triplet states, one with pipi∗ and the other with npi∗ character, were
found to lie below the spectroscopic state S2 in both systems. In accordance
with El-Sayed’s rule (recall Chapter 2, Section 2.7.2), one would expect higher
transition probabilities at crossing regions of the PES where electronic states
of different character are involved. Then, for instance, the S2(pipi∗) state
would most efficiently intersystem cross with T2(npi∗). The energy gap be-
tween those states is 0.58 eV in Ura and 0.38 eV in 1m-Ura (Table 4.2 and 4.3).
These energy differences, however, only concern the FC region. In order to
determine instersystem crossing (ISC) probability and triplet decay mecha-
nisms in a more precise way, molecular dynamics simulations should be per-
formed. However, from a static point of view, the PES beyond FC region can
be explored by locating singlet/triplet crossing points and performing MEP
calculations to make predictions without carrying out molecular dynamics
simulations, as presented in our study.
Several accesible singlet-triplet crossings have been located along the
singlet deactivation pathways for 1m-Ura. Figure 4.3a depicts MS-
CASPT2(14, 10)//SA-CASSCF(10,8) MEP along the singlet pipi∗ state. These
calculations reveal that the T2(npi∗) state is degenerate at the position of pla-
nar S2(pipi∗)/S1(npi∗) CI mentioned previously. In a similar manner, at the
vicinity of the S1(pipi∗)/S0 conical intersection, T1(pipi∗) state is degenerate.
Therefore, these crossings could be rather referred as three-state degeneracy
points.
A third ISC funnel was located at the position of S1(npi*)min, which
also corresponds to a three-state degeneracy point between S1(npi∗)1,
T1(npi∗)1, and T2(pipi∗) states. The important structural feature of the
S1(npi∗)1/T1(npi∗)1/T2(pipi∗) geometry is the out-of-plane displacement of
the O4 atom (Figure 4.3d), which is remarkably in contrast with the planar
FC geometry, indicating that the access to this funnel would be possible after
a geometrical rearrangement. It should be noted that the distortion of the
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Table 4.3: Vertical Excitation Energies in eV for the Low-Lying Triplet States of Ura
(uracil) and 1m-Ura (1-methyluracil) at the ground state equilibrium geom-
etry at the MS-CASPT2(14, 10)/6-31G(d,p) Level of Theory (IPEA= 0.25
a.u.)
Ura 1m-Ura
State Character ∆E, eV State Character ∆E, eV
T1(pipi∗) 4.01 T1(pipi∗) 3.96
T2(npi∗) 4.95 T2(npi∗) 4.97
T3(pipi∗) 5.64 T3(pipi∗) 5.61
O4 atom brings the triplet pipi∗ and S1(npi∗) electronic states closer around
this region of the PES, leading to a change in the state ordering of the two
lowest-lying triplet states.
The SOCs calculated at the S2(pipi∗)/S1(npi∗)/T2(npi∗),
S1(pipi∗)/S0/T1(pipi∗), and S1(npi∗)/T2(pipi∗)/T1(npi∗) geometries are
23 cm−1, 4 cm−1 and 46 cm−1, respectively. From a static point of view,
considering the larger SOC calculated for the latter and its location at
the region of the S1(npi*)min where the population could be trapped for
some time, ISC through the S1(npi∗)/T2(pipi∗)/T1(npi∗) channel would be
expected to be more effective compared to other funnels located.
The MEPs starting from those three ISC channels and following the gradi-
ents of the triplet pipi∗ and npi∗ states, reach two different minima on T1 and
T2 potentials, T1(pipi*)min and T2(npi*)min, respectively. Figure 4.3 presents
the MEPs connecting S2(pipi∗)/S1(npi∗)/T2(npi∗), S1(pipi∗)/S0/T1(pipi∗) and
S1(npi∗)/T2(pipi∗)/T1(npi∗) to T2(npi*)min and T1(pipi*)min. Additionally, the
T1 and T2 are connected to each other by an energetically accesible CI located
between these states, therefore, population leak from T2(npi∗) to the lowest
triplet T1 would be possible.
Based on our analysis of the topography of the PES, a cartoon showing
schematically the regions of the PES relevant to the deactivation of photoex-
cited 1m-Ura via the singlet and triplet manifold, with final energies calcu-
lated at the MS-CASPT2 level (in eV) is presented in Figure 4.4. The static
picture predicts an ultrafast ground state repopulation via a barrierlessly ac-
cesible S1(pipi∗)/S0 internal conversion funnel (red arrow). However, though
minor, other decay paths are also expected to play role in the deactivation
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Figure 4.3: a) MS-CASPT2(14,10)//SA-CASSCF(10,8) MEP along the spectroscopic
pipi∗ state from the FC geometry showing the evolution of low-lying
singlet and triplet states. (b) CASSCF MEP connecting the (S2/S1/T2)
three-state degeneracy with T2(npi∗)min. (c) CASSCF MEP connecting the
(S1/S0/T1) three-state degeneracy with T1(pipi∗)min. (d) CASSCF MEP
connecting the (S1/T2/T1) three-state degeneracy with T1(pipi∗)min and
T2(npi∗)min.
mechanism. The population could internally convert from initially populated
S2(pipi∗) to the S1 dark npi∗ state. As mentioned above, the ground state re-
population from the S1(npi∗) does not seem very likely due to the large energy
barriers calculated between S1(npi∗)min and the different S1(npi∗)/S0 funnels
(see attached manuscript). A fast ISC to the low-lying T1 and T2 states would
be possible via S1(npi∗)/T2(pipi∗)/T1(npi∗), which is located at the vicinity
of the S1(npi∗)min. Very similar to 1m-Ura, these ISC channels are expected to
play role in the triplet deactivation mechanism of Ura, since almost identical
singlet/triplet crossing points have been reported in the literature for this
nucleobase.
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Figure 4.4: Scheme showing regions of the singlet and triplet PES relevant to the
deactivation dynamics in 1-methyluracil. MS-CASPT2(14, 10)/6-31G(d,p)
energies relative to the S0 minimum in eV are also presented.
In order to confirm the most probable deactivation mechanisms suggested
by our calculations from an experimental point of view, transient absorption
spectra for 1m-Ura and Ura have been recorded. In the following, we will
briefly discuss these experimental results. Detailed explanation on the exper-
iments can be found in the attached manuscript.
4.4 femtosecond time-resolved excited-state dynamics
Experimental femtosecond time-resolved transient absorption spectra were
recorded in ACN using 268 nm excitation light for 1m-Ura (Ura) during 2961.67
ps (2520.89 ps). Following excitation, the lowest spectroscopic S2(pipi∗) state
is initially populated, however, due to its ultrafast decay back to the ground
state, only the last spectral traces of the stimulated emission of this excited-
state were captured in the experiments. The experiments have also registered
hot ground state population for early time delays. The absorption bands
registered at longer time delays have been attributed to the singlet npi∗ state
and the vibrationally hot and relaxed triplet population.
122 photochemistry of natural nucleobases
Table 4.4: Lifetimes obtained from global fit analysis of 1m-Ura and Ura in ACN (τ)
and their triplet yields (ΦT) taken from the literature.
Lifetimes 1m-Ura Ura
τ1 234± 50 fs 350± 50 fs
τ2 465± 73 fs -
τ3 3.94± 0.23 ps 6± 1 ps
τ4 0.59± 0.01 ns 5± 2 ns
ΦT (ACN) 0.346[159] 0.250[160]
The evolution associated difference spectra (EADS) obtained from a global
fit analysis of transient absorption data is presented in Figure 4.5.
Figure 4.5: Evolution associated difference spectra of 1MU (a) and Ura (b).
The lifetimes obtained from the analysis are listed in Table 4.4. For 1m-Ura,
the first lifetime (234 fs) has been associated with the stimulated emission
observed around 350 nm (Figure 4.5a, black line). The long absorption tail
between 320 to 700 nm (Figure 4.5a, red line) has been assigned to two dif-
ferent processes. The absorption below 450 nm was attributed to vibrational
cooling dynamics in the ground state with the second lifetime (465 fs) and
the lower-energy band above 450 nm has been assigned to the vibrational
cooling of the hot triplet pipi∗ excited state with the third lifetime (3.94 ps).
The decay of the 385 nm transient species (Figure 4.5a, blue line) was found
to be responsible for the final and fourth lifetime (595 ps). Considering the
4.4 femtosecond time-resolved excited-state dynamics 123
triplet decay lifetimes reported for Ura by other groups which oscillate be-
tween 0.58 to 2 µs in ACN [8], the 595 ps lifetime obtained from the global
fit analysis would be too short for only triplet species. In fact, this could be
an indication that several transient species might be contributing to the 385
nm absorption band, and they might be decaying simultaneously. In order
to disentangle those possibly overlapped transient species, the kinetic decay
traces of 356, 386, 389, and 431 nm bands have been extracted. Figure 4.6
shows the kinetic decay traces for those bands normalized at 2000 ps. As
seen in the figure, until about 500 ps, the 356 nm kinetic decay trace decays
faster than the 385, 389, and 431 nm, indicating that indeed at least two dif-
ferent transient species would be contributing to the 385 nm transient band.
Considering its relatively faster decay, the 356 nm band was assigned to the
decay of the singlet npi∗ state. Thus, a linear combination of the 1npi∗ and
3pipi∗ excited-states was attributed to the 385 nm transient species.
Figure 4.6: Normalized kinetic decay traces of 356, 386, 389, and 431 nm transient
species.
For Ura, three lifetimes have been extracted (Table 4.4). Nevertheless, the
interpretation of the excited-state dynamics of Ura inferred from the TAS ex-
periments is rather problematic due to several overlapped competing pro-
cesses (stimulated emission, vibrational cooling of the hot ground state and
vibrational cooling of the hot triplet state, Figure 4.5b, red line). The instru-
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ment response of the experimental setup (200± 50 fs), prevents an accurate
assignment of the competing kinetic model for the ultrafast early-stage dy-
namics taking place at time delays shorter than 200 fs. Though an oversim-
plification, the first lifetime (350± 50 fs) was assigned to the population of a
high energy triplet excited state (e.g. T2, T3, ...). The second lifetime (6± 1
ps) was attributed to vibrational relaxation of hot S0 and 1npi∗ states and
Tn,hot→T1(pipi∗) internal conversion. Finally, the third lifetime (5 ns) was
assigned to decay of the S1(npi∗) state.
The estimated intersystem crossing lifetimes extracted from the fitting pro-
cess are 130± 70 fs and 340± 50 fs for 1m-Ura and Ura, respectively. However,
these lifetimes should be taken with caution since they are very close to the
intrumental response limit of 200± 50 fs.
4.5 simulation of transient absorption spectra
The experimental results have been interpreted with the help of theoretical
calculations considering the absorption spectra at the points on PES where
the wavepacket is expected to spend some time. In particular for 1m-Ura, verti-
cal excitation energies on the following singlet and triplet minima geometries
have been computed: S2(pipi∗)min, S1(npi∗)min, T1(pipi∗)min, T2(pipi∗)min. In
order to model vibrationally hot excited ground state and T1 populations, the
(S1/S0)CI and S1/T1/T2 crossing geometries have been taken into account.
The simulated individual transient absorption signals in the spectral region
between 320 to 700 nm are presented in Figure 4.7.
Linear combinations of simulated individual transient absorption spectra
have been compared to experimental spectra registered at representative time
delays. For 1m-Ura, the comparison of theoretical and experimental spectra at
0.4 ps, 1.9 ps, 19 ps and 2962 ps (end of experiment) is presented in Figure 4.8.
The absorption recorded at 0.38 ps has been assigned to the superposition
of vibrationally-hot ground state (60%), the vibrationally hot S1(npi∗) (5%),
and T1(pipi∗) (30%) states and T2(npi∗)min (5%) absorption (GSHot, S1(npi∗)Hot,
T1(pipi∗)Hot and T2(npi∗)min, respectively, in Figure 4.8d, red line). Very im-
portantly, the early population transfer to the triplet manifold consistent with
the experimental ISC lifetime of 130± 70 is reflected in the simulations. Since
the instrumental response limit prevents the registration of the initially pop-
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Figure 4.7: Simulated absorption spectra for the indicated excited states at regions of
the PES key to the deactivation dynamics of photoexcited 1m-Ura.
ulated S2(pipi∗) state, which decays in ultrafast time scales, this state was not
included in the simulations of this delay time.
The simulation for the 1.9 ps delay time reflects a secondary deactivation
mechanism activated at longer time scales, which is the internal conversion
to the S1(npi∗) state (Figure 4.8d, orange line). We have simulated the signal
at 19.3 ps time delay with the absorption of hot and relaxed T1 electronic
state, with respective contributions of 10% and 90% (Figure 4.8e, black line).
Finally, we have simulated the signal registered at 2962 ps delay time with
the unique absorption of T1(pipi∗)min (100%) (Figure 4.8f, blue line), which is
in full agreement with the absorption signal.
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In line with the experimental results, our simulations also suggest an ul-
trafast population of the triplet manifold and reveal the S1/T2/T1 crossing
as the most important ISC channel leading to the population of triplet states,
supporting our prediction based on the static description of the PES.
A similar analysis of the transient absorption spectra for Ura is presented
in the manuscript attached in the Appendix that will be soon submitted to
publication.
4.6 conclusions
The singlet and triplet deactivation mechanisms of natural RNA nucle-
obase Ura and its derivative 1m-Ura have been investigated combining gas
phase high level multiconfigurational ab initio calculations and transient ab-
sorption spectroscopy experiments in ACN. From our study, we can conclude
that these chromophores’ early-stage excited-state dynamics are dominated
by an ultrafast decay from the spectroscopic pipi∗ state to the ground state
and vibrational cooling events of this latter. However, both bases also present
very effective internal conversion channels to the lower-lying dark state S1,
which play a role in the bifurcation of the population. The S2(pipi∗) and
S1(npi∗) states are located very proximate in energy at the FC region, and
also in the areas of the PES close to the FC region, resulting in a long cross-
ing seam between these two states. The excited state population evolving
to the S1(npi∗)min moves further to the lowest triplet state T1 via a S1/T2/T1
funnel, which is located in the proximity of this minimum. Methylation in
position 1 of the heterocycle results in a faster decay of the S1(npi∗) state (0.59
ns) compared to Ura (5 ns). Our PES description ascribes the ultrafast excited-
state dynamics of those systems to the barrierless access to efficient IC and
ISC channels. An important conclusion revealed in this work is that, although
considered photostable systems, a non-negligible part of the excited popula-
tion reaches the triplet manifold in ultrafast time scales in Ura and 1m-Ura
nucleobases.
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Figure 4.8: Comparison of the experimental and calculated transient absorption spec-
tra at representative delay times for 1-methyluracil. The linear combina-
tions of the simulated transient absorption spectra for 0.4 ps, 1.85 ps,
19.29 ps and 2961.67 ps are respectively as follows: (d) 60% GSHot, 30%
T1(pipi∗)Hot, 5% S1(npi∗)Hot, 5% T2(npi∗)min (red line). (e) 50% GSHot,
20% S1(npi∗)min, 10% T1(pipi∗)Hot, 10% T1(pipi∗)min, 10% T2(npi∗)min (or-
ange line). (f) 10% T1(pipi∗)Hot, 90% T1(pipi∗)min (black line) and 100%
T1(pipi∗)min (blue line).

5
P H O T O C H E M I S T RY O F T H I O P Y R I M I D I N E S
This chapter pretends to give an exhaustive comparison of thiosubstituted
uracil and thymine derivatives. We will start by examining the effect monoth-
iosubstitution in the carbonyl groups of these nucleobases on their photo-
physics and photochemistry. The first part of this chapter focuses on the
2-thioderivatives, 2t-Ura and its methylated counterpart 2t-Thy. In the second
part, we will focus on 4t-Ura and our results will be briefly compared with
4t-Thy. The third part will center on the doubly thiosubstituted thiobases,
2,4dt-Ura and 2,4dt-Thy. The results will be discussed in the following order: ab-
sorption spectra, singlet and triplet deactivation mechanisms, and molecular
dynamics simulations. The last section of this chapter collects and discusses
global deactivation mechanisms of the studied thiouracils and thiothymines.
Additionally, a comparison of those systems with their parent bases, thymine
and uracil, will be presented in the last section.
5.1 2-thiouracil and 2-thiothymine
5.1.1 Absorption Spectra
Table 5.1 collects MS7-CASPT2//SA-CASSCF(14, 10)/ANO-L singlet verti-
cal transition energies and oscillator strengths for 2t-Ura and 2t-Thy thiobases.
The (14, 10) active space involves the whole set of pi orbitals, including 5
bonding and 3 anti-bonding orbitals, and 2 lone-pairs located on sulfur and
oxygen atoms (Scheme 6). A figure for active space orbitals is given in Ap-
pendix.
For both bases, the lowest-lying spectroscopic state corresponds to the S2,
absorbing at 4.04 eV and 4.06 eV in 2t-Ura and 2t-Thy, respectively. The S2 state
shows a pipi∗ character involving a transition between the HOMO (H) and
LUMO (L) orbitals. Below the first bright state, lies a dark (or non-absorbing)
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Table 5.1: Vertical Excitation Energies in eV (nm) and Oscillator Strengths (f ) for
the Low-Lying Singlet States of 2t-Ura (2-thiouracil) and 2t-Thy (2-
thiothymine) at the MS7-CASPT2(14, 10)/ANO-L Level of Theory (IPEA=
0.00 a.u.)
2t-Ura 2t-Thy
State Character ∆E, eV (nm) f State Character ∆E, eV (nm) f
S1(npi∗)1 3.69, (336) 0.0002 S1(npi∗)1 3.76, (330) 0.0000
S2(pipi∗)1 4.04, (307) 0.3371 S2(pipi∗)1 4.06, (306) 0.3845
S3(pipi∗)2 4.40, (282) 0.1921 S3(pipi∗)2 4.50, (275) 0.2886
S4(pipi∗)3 4.54, (273) 0.1339 S4(npi∗)2 4.59, (270) 0.0011
S5(pipi∗)4 4.85, (256) 0.0260 S5(pipi∗)3 5.06, (245) 0.0047
S6(npi∗)2 5.06, (245) 0.0004 S6(npi∗)3 5.12, (242) 0.0001
state with npi∗ nature (at 3.69 eV for 2t-Ura, at 3.76 eV for 2t-Thy). A less intense
bright state S3(pipi∗)2 peaks at 4.40 eV for 2t-Ura, and at 4.50 eV for 2t-Thy, and
it involves a H→ L+1 transition.
As already discussed in Chapter 2 (Section 2.5.6), CASPT2 results on or-
ganic chromophores is very sensitive to the IPEA shift introduced in the
calculations. In order to achieve a better agreement with the experimental
results, we have switched off this shift to zero (IPEA= 0.00 a.u.). Figure 5.1
depicts a comparison of the calculated and experimental absorption spectra
for 2t-Thy. In fact, the calculated absorption spectra matches very well with
the one recorded by the group of Prof. Carlos Crespo. From Figure 5.1, we
conclude that first four low-lying states (S1-S4), which absorp between 270-
330 nm region in our calculations, are responsible for the large absorption
band placed around 275 nm. The higher states (S5 and S6), contribute to the
transitions at shorter than 250 nm. The peak of this high-energy band, would
be located out of the recorded absorption window.
Interestingly, the methyl substitution on the C5 leads to only a very negli-
gable shift. It is also worth noting here that the only difference between the
absorption spectra of 2t-Ura and 2t-Thy is the character of the S5 state contribut-
ing to the second band (Table 5.1).
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Scheme 6: Ground state equilibrium geometries of 2-thiouracil and 2-thiothymine
including the atom numbering of the pyrimidine core.
5.1.2 Singlet Deactivation Mechanism
In the following, singlet deactivation mechanisms from the lowest-lying
bright states (S2 and S3) will be presented. No major differences have been
found between these two systems, therefore, we will only focus on the results
for 2t-Thy.
For the calculation of minimum energy paths (MEPs), ANO-S basis set was
applied and the active space was reduced to (12, 9) by leaving out the lone-
pair of the oxygen atom, since transitions from this orbital become important
only in high energy states (i.e S6). The CASSCF(12, 9)/ANO-S MEP starting
from the FC region following the S2(pipi∗) state, reach a minimum on the S2
potential. S2 minimum also corresponds to a conical intersection with the
low-lying S1(npi∗) state (S2/S1 CI) and it is characterized by a planar geom-
etry with the elongation of C2=S bond compared to FC geometry. Figure 5.2
depicts the steps of the MEP calculation. It is possible to see in this figure
that, after only a few steps, S2 and S1 states become degenerate in energy
and stay very close to each other. Certainly, their proximity in energy might
lead to a very fast internal conversion channel in this plateau region of the
superface. From this conical intersection, a MEP following the gradient of
S1(npi∗) state reveals the existence of a minimum on the second potential
(Figure 5.3). The geometry of the S1(npi∗) minimum shows an out-of-plane
distortion of the sulfur atom and a slight puckering of the C2 atom, therefore,
the heterocyclic pyrimidine ring is no longer planar (Figure 5.3). Our several
attemps to follow the gradient of the pipi∗ state on the first potential from the
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Figure 5.1: Theoretical (solid line) and Experimental (in phosphate buffer solution,
dashed line) absorption spectra of 2-thiothymine.
S2/S1 CI, have ended up with problems due to the upward energy potential
of the surface in this region. This finding implies that there is no minimum
with pipi∗ character, at least, around this part of the PES directly connected to
the FC region.
If we recall the vertical energies given in Table 5.1, the S3 and S2 bright
states are located quite close each other. Actually, with an accurate excitation
wavelength, it would be possible to populate both of these states and this
might lead to different deactivation dynamics. Then, it is important to reveal
deactivation pathways from the S3(pipi∗)2 state as well.
The MEP from the FC region following the gradient of the S3(pipi∗)2
reaches a conical intersection with the S4(npi∗) state, which is placed very
close to the FC region (Figure 5.4). Then, just after a few steps, another
CI with the S2(pipi∗)1 state is reached (S3(pipi∗)2/S2(pipi∗)1 CI). From the
S3(pipi∗)2/S2(pipi∗)1 CI, the MEP following the gradient of the (pipi∗)2 state
arrives to another minimum on the third potential. Different than the previ-
ous S2 minimum, in the geometry of this new minimum the sulfur atom is
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Figure 5.2: CASSCF(12, 9)/ANO-S minimum energy path from the FC region
following the gradient of S2(pipi∗) state.
strongly displaced out of the molecular plane (see Figure 5.4). In order to pre-
vent any confusion, we will call this minimum twisted S2 minimum, denoted
S2(pipi∗)tw min, and the other minimum located on the third potential will
be called planar S2 minimum, denoted S2(pipi∗)pl min. Our MEP calculations
from S3(pipi∗)2/S2(pipi∗)1 CI following the (pipi∗)1 state reaches to S2(pipi∗)pl,
which indicates that the system might also be lead to the planar S2 minimum
after passing through the S3(pipi∗)2/S2(pipi∗)1 CI.
In a very similar way to the S2(pipi∗)pl described above, at the S2(pipi∗)tw
minimum region, a conical intersection with the low-lying S1(npi∗) state has
been located (S2(pipi∗)2/S1(npi∗) CI). The MEP calculation starting from this
CI shows that, after an internal conversion to the S1(npi∗) state, the access to
the same S1 minimum mentioned above would be possible.
In the following, the most probable triplet deactivation pathways of the
system reaching the S1(npi∗) minimum will be discussed.
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Figure 5.3: CASSCF(12, 9)/ANO-S minimum energy path from the
S2(pipi∗)/S1(npi∗) CI following the gradient of S1(npi∗) state.
5.1.3 Triplet Deactivation Mechanism
Table 5.2 reports MS7-CASPT2//SA-CASSCF(14, 10)/ANO-L vertical tran-
sition energies for the triplet states lying below the lowest bright state S2 of
2t-Ura and 2t-Thy. Both bases present very similar triplet state energies.
Our singlet and triplet energy calculations on the aformentioned singlet
minima geometries (i.e. S2(pipi∗)pl, S2(pipi∗)tw and S1(npi∗)), indicate that the
T1 and T2 states with pipi∗ and npi∗ characters respectively, lie very close to
those minima, thus, these states might most likely to be populated. Taking
into account El-Sayed rules (recall Chapter 2, Section 2.7.2), the states with
different excitation characters were considered and those singlet/triplet min-
imum energy crossing points, which may lead to population to the triplet
manifold, were located. Those optimized ISC points are S2(pipi∗)1/T2(npi∗)
and S1(npi∗)/T2(pipi∗). It is important to note that at the position of the
S1(npi∗) minimum, the two lowest-lying triplet states have reverse order.
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Figure 5.4: CASSCF(12, 9)/ANO-S minimum energy path from the FC region
following the gradient of (pipi∗)2 state.
The S2(pipi∗)1/T2(npi∗) funnel was found to be very close to
S2(pipi∗)1/S1(npi∗) CI and, thus, to the S2(pipi∗)pl minimum. Interestingly,
other ISC point S1(npi∗)/T2(pipi∗) was calculated to be in direct vicinity of
the S1(npi∗)min with a very similar geometry to this minimum. The very
close location of these singlet/triplet crossing points to the accesible singlet
minima, suggests a high probability of efficient ISC dynamics in 2t-Ura and
2t-Thy.
In order to realistically estimate the crossing probability towards the triplet
states, spin-orbit coupling (SOC) terms were also calculated. At those points
of the PES where the crossing geometries are located, the SOCs amount to
150 cm−1, which support the non-negligible probability of the population
leak to the triplet manifold in the vicinity of these regions.
Additionally, a CI between the T2 and T1 states was located
(T2(npi∗)/T1(pipi∗) CI). The MEPs following the T1 and T2 gradients reach
the corresponding minima of those states (Figure 5.5). The minima geome-
tries obtained from the MEP calculations were further optimized. The MEPs
from the singlet/triplet crossings points were also computed and those were
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Table 5.2: Vertical Excitation Energies in eV for the Low-Lying Triplet States
of 2t-Ura (2-thiouracil) and 2t-Thy (2-thiothymine) at the MS7-
CASPT2(14, 10)/ANO-L Level of Theory (IPEA= 0.00 a.u.)
2t-Ura 2t-Thy
State Character ∆E, eV State Character ∆E, eV
T1(pipi∗) 3.09 T1(pipi∗) 3.08
T2(npi∗) 3.59 T2(npi∗) 3.57
T3(pipi∗) 3.65 T3(pipi∗) 3.71
found to reach the same T2(npi∗) and T1(pipi∗) minima obtained from the
MEPs given in Figure 5.5.
Once all the minima, conical intersections and singlet/triplet crossings
have been optimized, their energies were computed at the MS-CASPT2 level
of theory for a more reliable picture of the possible deactivation mechanisms.
It is important to point out that the inclusion of dynamical correlation might
lead to the loss of degeneracy by increasing the energy gap between the states.
For those cases, energy refinement calculations have been performed on CI
geometries. A PES description at the CASPT2 level is very important since
the energies of accesible CIs obtained at the CASSCF level might increase.
Consequently, those refined CIs might not be favorable anymore for the de-
cay of the population at the CASPT2 level, hence, resulting in a different
static picture. Another outcome of including dynamic correlation might be
an order switching of the states compared to their CASSCF level state order.
Based on these results, an overall picture for the relaxation pathways of
excited 2t-Thy at the MS-CASPT2//CASSCF(12,9)/ANO-L level of theory is
presented below in Figure 5.6. The results show that the deactivation of
excited 2t-Thy along the S3(pipi∗)2 state would have a barrierless access to a
minimum on the S2 potential (S2(pipi∗)tw, 3.7 eV). The population could also
evolve to the S2(pipi∗)pl min (3.7 eV) through the S3(pipi∗)2/S2(pipi∗)1 CI (4.3
eV) encountered along this pathway.
Once in the minima of the S2 potential (either S2(pipi∗)tw or S2(pipi∗)pl),
the system would be internally converted to the S1(npi∗) state through the
S2/S1 CIs (S2(pipi∗)2/S1(npi∗) CI or S2(pipi∗)1/S1(npi∗) CI), which are located
at the position of those minima. Alternatively, the triplet manifold might
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Figure 5.5: CASSCF(12, 9)/ANO-S minimum energy paths from the
T2(npi∗)/T1(pipi∗) CI following the gradients of T1 and T2 states.
be populated through the S2(pipi∗)1/T2(npi∗) ISC funnel very close to the
S2(pipi∗)pl min.
From the S1(npi∗) minimum, another ISC funnel S1(npi∗)/T2(pipi∗) can be
accessed barrierlessly. Once in the triplet manifold, the T2(npi∗) and T1(pipi∗)
minima are connected through T2(npi∗)/T1(pipi∗) CI. Therefore, the popula-
tion on the T2(npi∗) minimum would eventually relax to the lowest triplet
minimum T1(pipi∗).
The repopulation of the ground state, both from S1(npi∗)min and
T1(pipi∗)min, is expected play a negligible role due to the large energy dif-
ferences computed between those minima and the corresponding S0 decay
channels. Therefore, those crossing points are not included in Figure 5.6.
The triplet population is expected to be large and very fast due to the
barriersless access to the efficient ISC funnels and large SOCs. It is possible
to summarize the most probable kinetic scheme for 2t-Thy from the lowest
bright state S2 as: S2 → S1 → T2 → T1. Alternatively, the triplet manifold can
be directly populated from the S2 state via S2(pipi∗)1/T2(npi∗) ISC. Therefore,
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S2→ T2→ T1 relaxation would also be a possible deactivation path. However,
in all cases the most stable triplet minimum T1 is expected to be populated.
Figure 5.6: MS-CASPT2//CASSCF(12, 9)/ANO-L singlet and triplet deactivation
mechanisms of 2-thiothymine. Energies are given in eV, relative to the
energy of the S0 equilibrium geometry.
5.1.4 Molecular Dynamics Simulations
In order to corroborate our hypothesis on the deactivation mechanisms
for 2t-Thy, we have performed semiclassical molecular dynamics simulations
using a direct surface hopping approach with Tully’s “fewest switches” al-
gorithm as already explained in Chapter 3. Our simulations are based on a
spin-adiabatic representation including the SOC term. A FOMO-CI scheme
was applied with an active space of (8, 6) (see Appendix for the active space
orbitals). Target values (energies, oscillator strengths and geometrical param-
eters) used in the reparameterization of semiempirical Hamiltonian and the
reoptimized AM1 parameters are also listed in Appendix.
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Following a QM/MM approach, the chromophore was placed in a cluster
of 777 water molecules, where 2t-Thy molecule was treated at the QM level
while all the solvent molecules were treated at the MM level.
A set of geometrical coordinates and momenta were chosen randomly from
the Boltzmann distribution for the vibrational ground state of 2t-Thy in the
energy interval of 4.75± 0.75 eV on the basis of its radiative transition prob-
ability, according to a stochastic procedure. A total of 297 trajectories were
propagated for a total time of 10 ps, taking into account 5 singlet and 5 triplet
states.
Figure 5.7 depicts the evolution of the population for the spin-diabatic
states as function of time extracted from semiempirical dynamics dimula-
tions. Initially, the S2 and S3 states are populated within our excitation en-
ergy interval. Our simulations show a very fast decay of the S3 state, which is
completed within the first 200 fs (Figure 5.7 inset, yellow line). Actually, the
fast decay of the S3 state is consistent with the S3(pipi∗)2/S2(pipi∗)1 CI found
very close to the FC region. The population decay from the S2 state, however,
is slower since it takes around 2 ps to be completed (Figure 5.7, blue line).
The triplet states are mainly populated from the S1 state. An analysis of
the geometries, where the hops to the triplet manifold occur, reveals that the
S1(npi∗)/T2(pipi∗) crossing point plays an important role. The geometry of
S1(npi∗)/T2(pipi∗) ISC optimized in our ab initio calculations is characterized
by a large distortion of the S-C2-N3-C4 dihedral angle. Figure 5.8, represents
values of the S-C2-N3-C4 dihedral angle at the hopping geometries as a func-
tion of time. As seen in the figure, the dihedral angle oscillates between 100
and 150 degrees, which indicates that the jumps take place from PES region
dominated by "twisted" geometries.
Although, the hops registered from S1 to the triplet states are mostly con-
centrated in very early propagation times, interestingly, Figure 5.8 also shows
other hops taking places at longer times. This is atrributed to the oscillation
of the population at the position of S1min. In this region, two different S2min,
planar and twisted, are connected by the S1 potential and the topography of
PES resembles a bowl (recall Figure 5.6).
At the end of our total simulation time (10 ps), more than 95% of the
trayectories are found on the triplet states, where almost 70% of them end up
on the lowest triplet state T1. The fitted triplet raise time (FTRT) registered in
our study is 873 fs.
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Figure 5.7: Evolution of the population for the spin-diabatic states from 0 to 10000
fs (inset; from 0 to 1000 fs) extracted from 2-thiotyhmine semiclassical
dynamics simulations.
The analysis of all the trajectories shows that no ground state repopulation
was registered during the total simulation time, as it has been suggested by
our static calculations.
In conclusion, our semiempirical nonadiabatic dynamics simulations show
a very efficient ISC mechanism and triplet population close to unity in the
modified nucleobase 2-thiothymine.
The comparison of our results with experimental studies will be discussed
in the following sections.
5.1.5 Comparison with ab initio Molecular Dynamics Simulations
Molecular dynamics simulations for 2t-Ura have been performed by the
group of Prof. Leticia González at the MS-CASPT2 level of theory ??. Con-
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Figure 5.8: Values of S-C2-N3-C4 dihedral angle of the S1→Tn hopping geometries
as a function of time.
sidering the different theory level applied in their study, here we will present
a brief comparison between ab initio and semiclassical molecular dynamics
simulations.
The expensive computational approach selected by the authors, limits the
number (44 trajectories) and the total propagation time (1 ps) of the trajecto-
ries considered in the study compared to our work (297 trajectories, 10 ps).
It is important to note that ab initio simulations neglect the solvation effects,
while our simulation were carried out in water using QM/MM approach.
Also different than our simulations, the excitation energy window used for
initial conditions only includes the lowest bright state S2 but not the S3 state.
From the initially excited S2 state, very fast internal conversion to the S1 state
is registered, which is completed within 200 fs (Figure 5.9). The triplet states
show simultaneous increase with the S2 decay in the first a few hundred of
femtoseconds. The triplet population continues to rise and at the end of the
simulation time it reaches almost 80%, where the major contribution comes
from the lowest triplet state T1. It is posible to notice that our study registers
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slower population decay from S2, which takes about 2 ps to be completed.
Consequently, the raise of T1 state is also slower in our study, since 40% T1
population was registered at 1 ps (recall Figure 5.7). This is attributed to the
difference of the initially populated states of higher energies considered in
our calculations.
Figure 5.9: Evolution of the excited-state populations registered in 44 ab initio tra-
jectories during total propagation time (1 ps) extracted from Ref. [100].
Thick lines show the global fits.
The ab initio molecular dynamics conclude that the planar S2/S1 CI play
more important role in the S2→S1 decay, since the geometrical analysis of the
trajectories show that most trajectories exhibit a C5=C6 bond length around
1.43 Å, which corresponds to a planar geometry. Considering that both S2/S1
CIs (twisted and planar) are located very close to S2 minima, it is reported
that the planar S2 minimum is populated and only a negligable part of the
population reach the twisted S2 minimum. Actually, this is in contrast to
our results, where more than half of the S2→S1 hopping geometries show a
strong pyramidalization of the sulfur atom, therefore, the geometries are no
longer planar.
Similar to our results, following the internal conversion to the S1 state, the
system reaches the S1 minimum where the transition to the triplet states takes
place. It is stated that when the dihedral angle that charaterizes the out-of-
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plane distortion of the sulfur atom take values about 102° and 128°, the S1
and T1 states cross, opening the S1→T1 ISC channel. If we recall Figure 8, the
dihedral angles for the S1→ Tn (triplet states) hopping geometries extracted
from our trajectories fall right in this range.
Finally, the authors report that the most important ISC channel is
S1→T2→T1 (40%), and other alternative channels S1→T1 (35%) and S2→T2
(25%) play smaller roles. However, the semiclassical simulations suggest that
S2→T2 decay play almost a negligible role since only 3 trajectories have been
registered going through this channel. The total triplet population obtained
for times longer than 1 ps (total simulation time) from the extrapolated global
fit is 90± 10%, in agreement with our results. Also in line with the semi-
classical results, almost no ground-state relaxation was observed in ab initio
simulations.
5.2 4-thiouracil
This section focuses on 4t-Ura in order to analyze the effect of 4-
thiosubstitution on the deactivation mechanisms of the photoexcited
molecule. Since the excited states of 4t-Thy has been already studied by
Martínez-Fernández et al.[81], we will include a brief comparison between
4t-Ura and 4t-Thy thiobases.
5.2.1 Absorption Spectra
Table 5.3 collects MS7-CASPT2//SA-CASSCF(14, 10)/ANO-L singlet ver-
tical transition energies and oscillator strengths for 4t-Ura. For the sake of
completeness, the vertical transition energies for 4t-Thy have been also calcu-
lated. The (14, 10) active space used in the calculations includes 5 bonding
and 3 anti-bonding pi orbitals, and 2 lone-pairs located on sulfur and oxygen
atoms (Scheme 7). A figure for active space orbitals is given in Appendix.
As in the 2-thioderivatives of thymine and uracil, the lowest-lying spectro-
scopic state is S2 for both 4t-Thy (3.91 eV) and 4t-Ura (3.83 eV), and a dark
S1(npi∗) state lies below the S2 (at 2.82 eV for 4t-Ura, at 2.88 eV for 4t-Thy).
However, thiosubstitution in 4 position, stabilizes the S2 and S1 states, where
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Table 5.3: Vertical Excitation Energies in eV (nm) and Oscillator Strengths (f ) for
the Low-Lying Singlet States of 4t-Ura (4-thiouracil) and 4t-Thy (4-
thiothymine) at the MS7-CASPT2(14, 10)/ANO-L Level of Theory (IPEA=
0.00 a.u.)
4t-Ura 4t-Thy
State Character ∆E, eV (nm) f State Character ∆E, eV (nm) f
S1(npi∗)1 2.82, (429) 0.0000 S1(npi∗)1 2.88, (431) 0.0000
S2(pipi∗)1 3.83, (324) 0.4970 S2(pipi∗)1 3.91, (317) 0.6021
S3(pipi∗)2 4.37, (284) 0.1699 S3(pipi∗)2 4.38, (283) 0.0712
S4(npi∗)2 5.00, (248) 0.0164 S4(npi∗)2 5.45, (227) 0.0000
S5(pipi∗)3 5.04, (246) 0.2109 S5(pipi∗)3 5.62, (220) 0.0571
S6(npi∗)3 6.24, (199) 0.0046 S6(npi∗)3 5.95, (208) 0.0000
a more pronounced stabilization is observed for S1 state, leading to a larger
S2-S1 energy gap in 4t-Thy and 4t-Ura than in their 2-thiosubstituted counter-
parts. A less intense bright state S3(pipi∗) is found above the S2 state peaking
at 4.37 eV for 4t-Ura, and at 4.38 eV for 4t-Thy. The absorbing S2 and S3 states
involve H→L and H→L+1 orbital transitions, respectively.
Scheme 7: Ground state equilibrium geometries of 4-thiouracil and 4-thiothymine
including the atom numbering of the pyrimidine core.
Exprimental absorption spectrum (will be discussed in detail) of 4t-Ura
shows a very strong absorption between 280-320 nm. Our calculations in-
dicate that the most stable spectroscopic state S2 is responsible for this ab-
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sorption band and S1(npi∗) state would contribute to this band to a lesser
extent due to its weak oscillator strength.
5.2.2 Singlet Deactivation Mechanism
Due to the different vertical transition energies of S3 and S2, we will analyze
the relaxation mechanisms of excited 4t-Ura from the S2(pipi∗) state, since a
specific excitation wavelength would populate only one of these states.
The methodology applied for mapping the PESs in our study is as follows.
The optimization of stationary points and MEPs calculations were carried out
at the SA-CASSCF/ANO-S level using (12,9) active space excluding the lone
pair of the O atom. The final energies were calculated with MS-CASPT2//SA-
CASSCF(12,9)/ANO-L protocol including 4 singlet and 4 triplet roots. For
final energy calculations an imaginary level shift of 0.3 au was added and
the IPEA shift was set to zero. The optimization of CIs and singlet/triplet
crossing points was carried out at the CASSCF(12,9)/6-31G* level of theory.
The MEP following the S2(pipi∗) state from the FC region reveals the exis-
tence of a minimum on this potential (S2(pipi∗)pl), which is characterized by
a planar geometry (Figure 5.10). The S2(pipi∗)pl geometry shows elongated
C4=S bond (1.81 Å) in comparison to the S0 equilibrium geometry (1.64 Å).
It should be noted that at the position of S2(pipi∗)pl minimum, the S1 state
is located almost 1 eV below this point at the CASSCF level, in contrast to
what has been observed in 2t-Thy where a S2/S1 CI is located in the vicinity
of S2 minimum (recall Figure 5.2). The S2-S1 energy gap decreases to 0.6 eV
at the MS-CASPT2 level, however, S2→S1 population leak from this point still
would not be very likely. However, with further investigation reveals a min-
imum energy CI between S1 and S2 characterized by a ring distortion of the
C5=C6 double bond resulting in a twisted geometry (S2(pipi∗)/S1(npi∗) CI).
The MEP from S2(pipi∗)/S1(npi∗) CI following the S1(npi∗) reaches a min-
imum on the S1 potential relaxing to a planar geometry (Figure 5.11). Our
calculations indicate that S2(pipi∗)pl can also be accessed through this fun-
nel, however, once in the S2(pipi∗)pl the system would need to surmount an
energy barrier around 1 eV to reach S2(pipi∗)/S1(npi∗) CI, requiring a consid-
erable geometrical rearrangement (planar→twisted geometry).
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Figure 5.10: CASSCF(12, 9)/ANO-S minimum energy path from the FC region
following the gradient of S2(pipi∗) state.
At this point, we have considered searching for alternative paths providing
direct access to the S2(pipi∗)/S1(npi∗) CI from the FC region. Upon closer
investigation on the PES, another minimum on the S2 potential was located.
This new minimum (S2(pipi∗)tw) present a very similar geometry to S2/S1 CI,
therefore, an easy access to this point from the S2(pipi∗)tw is expected.
As in 2t-Thy and 2t-Ura, very efficient ISC channels have been encountered
for 4t-Ura. In the following, we will focus on the population mechanism of
the triplet states.
5.2.3 Triplet Deactivation Mechanism
In Table 5.4, MS7-CASPT2//SA-CASSCF(14, 10)/ANO-L vertical excitation
energies for low-lying triplet states of 4t-Ura are presented. In a very similar
manner to 2t-Thy and 2t-Ura, two triplet states with different characters lie
below the S2(pipi∗) at the FC region. In comparison to 2-thiosubstituted
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Figure 5.11: CASSCF(12, 9)/ANO-S minimum energy path from the
S2(pipi∗)/S1(npi∗) CI following the gradient of S1(npi∗) state.
Thy/Ura, a stabilization of those triplet states occurs (T1(pipi∗) = 2.63 eV,
T2(npi∗) = 2.73 eV) and they become very proximate to each other.
Taking into account the different state characters, singlet/triplet crossing
points between S2(pipi∗) and T2(npi∗), and S1(npi∗) and T1(pipi∗) have been
optimized. S2(pipi∗)/T2(npi∗) crossing point has been found energetically
very close to S2/S1 CI mentioned above, also presenting a very similar ge-
ometry. Considering that this crossing seam actually corresponds to a three-
state degeneracy point, in the following it will be denoted as S2/S1/T2. Large
SOCs calculated for S2/S1/T2 indicates that the population reaching this re-
gion might be bifurcated, resulting in a direct access to the triplet manifold or
populating the S1(npi∗)min. The MEP following T2(npi∗) state starting from
the three-state quasi-degenerate region, reaches a minimum on the T2 poten-
tial with a planar geometry (Figure 5.12).
S1(npi∗)/T2(pipi∗) singlet/triplet crossing point was located in the vicinity
of the S1(npi∗)min. In this region a CI between T2 and T1 states was also
encountered (T2(npi∗)/T1(pipi∗) CI). The MEPs starting from the T2/T1 CI
following the T1 and T2 states, reach a minimum on each state (T1(pipi∗)min
148 photochemistry of thiopyrimidines
Table 5.4: Vertical Excitation Energies in eV for the Low-Lying Triplet States of 4t-Ura
(4-thiouracil) at the MS7-CASPT2(14, 10)/ANO-L Level of Theory (IPEA=
0.00 a.u.)
4t-Ura
State Character ∆E, eV
T1(pipi∗) 2.63
T2(npi∗) 2.73
T3(pipi∗) 3.87
and T2(npi∗)min, respectively), as observed previously for 2t-Thy (recall Fig-
ure 5.5). Combined with the proximity of T2 and T1 states and large SOCs
obtained for S1(npi∗)/T2(pipi∗), it can be claimed that the access to the most
stable triplet minimum T1(pipi∗) would be possible.
The decay funnels for the repopulation of ground state have been also
considered in our study. In particular, S1(npi∗)/S0 and T1(pipi∗)/S0 crossings
have been optimized. However, the existence of large energy barriers to reach
those crossing regions, respectively from S1(npi∗)min and T1(pipi∗)min, would
favor the access to the triplet manifold.
From the analysis of minimum energy paths, the relaxation mechanisms
of excited 4t-Ura can be summarized as presented in Figure 5.13, where the
MS-CASPT2 energies are given in eV. According to this static picture, sev-
eral deactivation paths can be proposed. From the initially excited S2(pipi∗)
state, both S2(pipi∗)pl and S2(pipi∗)tw minima can be potentially populated
(Figure 5.13, red and green arrows, respectively). However, it is difficult
to predict their possible respective contribution to the relaxation mechanism
beforehand. From those minima on the S2 potential, the access of the pop-
ulation to the S2/S1/T2 would be possible (dotted red and green arrows).
It should be noted that the large energy difference between S2(pipi∗)pl and
S2/S1/T2 is expected to lead to slower S2(pipi∗)pl→S1 decay from this point
of the PES, in comparison to S2(pipi∗)tw→S1 decay. The population reach-
ing S2/S1/T2 would further bifurcate between the singlet (S1) and triplet (T2)
manifolds (Figure 5.13, solid and dotted orange arrows, respectively). The
system, then, would decay through S1(npi∗)/T2(pipi∗) and T2(npi∗)/T1(pipi∗)
funnels consecutively, finally populating the most stable triplet minimum,
T1(pipi∗)min. Alternatively, the population that intersystem crosses to T2(npi∗)
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Figure 5.12: CASSCF(12, 9)/ANO-S minimum energy path from the
S2(pipi∗)/S1(npi∗)/T2(npi∗) following the S2(pipi∗) and T2(npi∗)
states.
from S2/S1/T2, would populate the T2(npi∗)min, and the T1(pipi∗)min after
decaying through the T2(npi∗)/T1(pipi∗) CI. In summary, our ab initio cal-
culations suggest that mainly two relaxation pathways would dominate the
excited-state dynamics of 4t-Ura: S2→ S1→T2→T1min and S2→T2→T1min.
In order to efficiently simulate those proposed competitive mechanisms
and register their decay time scales, performing molecular dynamics simu-
lations is necessary. Indeed, non-adiabatic surface hopping simulations for
4t-Thy have been carried out by Martínez-Fernández et al., along with the static
study [81]. Taking into account the very similar PES descriptions obtained for
4t-Ura and 4t-Thy, in the following, we briefly analyze our results attenting to
results from the dynamic study.
150 photochemistry of thiopyrimidines
Figure 5.13: MS-CASPT2//CASSCF(12, 9)/ANO-L singlet and triplet deactivation
mechanisms of 4-thiouracil. Energies are given in eV, relative to the
energy of the S0 equilibrium geometry.
5.2.4 Comparison with Semiclassical Molecular Dynamics Simulations
The evolution of the populations in the electronic states during the total
propagation time (10 ps) extracted from the QM/MM molecular dynamics
simulations [81] is given in Figure 5.14. The simulations are iniciated from
the spectroscopic S2(pipi∗) state, considering the UVA excitation energy win-
dow. Following excitation, during the first 200 fs of the simulations no hops
were registered (Figure 5.14). The decay of the S2 state starting after 200 fs,
continues until around 6 ps. The analysis of the trajectories paying attention
to the important geometrical features reveals that the trajectories oscillate be-
tween planar and twisted minima on the S2 state. In fact, this leads to two
different time scales for the decay of the S2 population, where the population
reaching the S2(pipi∗)pl decays on a relatively longer time scale. On the con-
trary, those trajectories reaching the S2(pipi∗)tw relax faster to the lower-lying
electronic states.
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Independently from the different S2 minima visited by the trajectories, all
hops to the S1 and T2 states occur from a twisted conformation, which is
consistent with the S2/S1/T2 geometry obtained from our static calculations
for 4t-Ura.
During the course of the simulations, the S2 state decays while the popu-
lation for the T1 state rises simultaneously. The S1 and T2 state populations
oscillate continuously around a low level, which indicates a very fast popu-
lation transfer to the T1 state from S1 and T2 states. The constant and low
population of the S1 and T2 states is also in line with our predictions, consid-
ering the very proximate location of S1(npi∗)/T2(pipi∗) and T2(npi∗)/T1(pipi∗)
crossings, and T2(npi∗) and S1(npi∗) minima computed in our study.
The simulations show that 87% of the trajectories reaching the three-state
degeneracy point (S2/S1/T2), are internally convert to the S1, and then spend
only a few femtoseconds in the singlet manifold before they further relax to
the triplet states (either T2 or T1). The rest of the population (13%) follows
the S2→T2 path from the S2/S1/T2, finally relaxing to the T1 state.
Although, a large energy barrier has been computed for S1(npi∗)→S0 decay
from the S1(npi∗)min from the static calculations in both studies, it should
be noted that molecular dynamics simulations register a small part of the
population (16%) decaying to the ground state from the S1 state during the
total propagation time.
The dynamical picture reported by the authors is in full agreement with the
relaxation mechanism predicted for 4t-Ura in our study (S2→ S1→T2→T1min
and S2→T2→T1min).
5.3 2 ,4-dithiouracil and 2 ,4-dithiothymine
In hhis section we will analyze the effect of double thiosubstitution on the
photochemical and photophysical properties of the nucleobases by focusing
on 2,4dt-Ura and 2,4dt-Thy.
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Figure 5.14: Evolution of the excited-state populations from 0 to 10 ps registered in
4-thiotyhmine semiclassical dynamics simulations extracted from
Ref.[81]
5.3.1 Absorption Spectra
Table 5.5 collects MS7-CASPT2//SA-CASSCF(14, 10)/ANO-L singlet ver-
tical transition energies and oscillator strengths for 2,4dt-Ura and 2,4dt-Thy
thiobases. The (14, 10) active space includes the whole set of pi orbitals and 2
lone-pairs located on sulfurs atoms at the 2 and 4 positions (Scheme 8). The
active space orbitals can be found in Appendix.
As for the aforementioned thiosubstituted systems, the first excited singlet
state S1 shows a npi∗ character (at 2.74 eV for 2,4dt-Ura, at 2.79 eV for 2,4dt-Thy),
and it is followed by the most stable bright state S2, absorbing at 3.52 eV
and 3.46 eV in 2,4dt-Ura and 2,4dt-Thy, respectively. In comparison to 4t-Ura
and 4t-Thy, both S1 and S2 states were found to be slightly more stable. It
should be noted that the stabilization of these states is more remarkable when
compared to 2t-Ura and 2t-Thy. Another bright state (S4) is separated by only
0.35 eV in 2,4dt-Ura and 0.51 eV in 2,4dt-Thy from the S2 state. The absorbing
S2 and S4 states involve H→L and (H-1)→L orbital transitions, respectively.
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Scheme 8: Ground state equilibrium geometries of 2,4-dithiouracil and
2,4-dithiothymine including the atom numbering of the pyrimidine core.
The experimental absorption spectra of 2,4dt-Ura and 2,4dt-Thy show two ab-
sorption bands with maxima around 360–340 nm and 280 nm. The theoreti-
cal calculations show that low-lying states would conribute to the low-energy
band, and the higher states would be responsible for the 280 nm absorption
band. Further comparison with the experimental data will be given in Section
5.4.
5.3.2 Singlet Deactivation Mechanism
The singlet deactivation mechanisms of doubly-thionated Ura and Thy have
been studied starting from S4 and S2 bright states, and no significant differ-
ence has been found between 2,4dt-Ura and 2,4dt-Thy. Considering that our
molecular dynamics simulations have been performed for 2,4dt-Thy, our dis-
cussion will mainly focus on 2,4dt-Thy.
In order to explore the PESs beyond the FC region, we have applied
the following methodology. The MEP calculations were carried out at the
SA-CASSCF/ANO-S level using (12,9) active space excluding the pi orbital
with the largest occupation. The final energies were calculated at the MS-
CASPT2//SA-CASSCF(14,10)/ANO-L level for 6 singlet and 6 triplet roots,
where an imaginary level shift of 0.3 a.u was added and the IPEA shift was
set to zero.
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Table 5.5: Vertical Excitation Energies in eV (nm) and Oscillator Strengths (f ) for the
Low-Lying Singlet States of 2, 4dt-Ura (2, 4-dithiouracil) and 2, 4dt-Thy
(2, 4-dithiothymine) at the MS7-CASPT2(14, 10)/ANO-L Level of Theory
(IPEA= 0.00 a.u.)
2, 4dt-Ura 2, 4dt-Thy
State Character ∆E, eV (nm) f State Character ∆E, eV (nm) f
S1(npi∗)1 2.74, (425) 0.0000 S1(npi∗)1 2.79, (445) 0.0000
S2(pipi∗)1 3.52, (352) 0.1764 S2(pipi∗)1 3.46, (358) 0.0630
S3(npi∗)2 3.60, (344) 0.0028 S3(npi∗)2 3.69, (336) 0.0000
S4(pipi∗)2 3.87, (320) 0.1947 S4(pipi∗)2 3.97, (312) 0.5032
S5(npi∗)3 4.16, (298) 0.0196 S5(npi∗)3 3.98, (311) 0.0017
S6(npi∗)3 4.21, (294) 0.0180 S6(npi∗)3 4.46, (278) 0.0000
Since the molecular dynamics simulations have been started from the low-
est spectroscopic state S2(pipi∗), the relaxation pathways starting from this
state will be discussed in the following. On the MEP following the S2(pipi∗)
state starting from the FC region, a conical intersection between S2(pipi∗)
and S3(npi∗)2 states was encountered (S3(npi∗)2/S2(pipi∗) CI). The system fol-
lowing the gradient of the S2(pipi∗) state from S3(npi∗)2/S2(pipi∗) CI, relaxes
barrierlessly towards a minimum on the S2 potential (S2(pipi∗)min). When
the gradient of the (npi∗)2 state is followed from S3(npi∗)2/S2(pipi∗) CI, the
MEP reaches another minimum on the S2 potential with (npi∗)2 character
((npi∗)2min). At the position of (npi∗)2min, another dark state presenting
(npi∗)1 character was located degenerated in energy, hence, this region will
be called S2(npi∗)2/S1(npi∗)1 CI. Finally, the MEP from S2(npi∗)2/S1(npi∗)1
CI following the S1(npi∗)1 state reaches a minimum on the S1 potential
(S1(npi∗)1min).
5.3.3 Triplet Deactivation Mechanism
In a very similar way to the systems analyzed previously, three triplet states
lie below the S2 state in 2,4dt-Ura/2,4dt-Thy. The MS7-CASPT2(14, 10)/ANO-L
vertical energies of those triplet states are presented in Table 5.6. Although,
the T3 state is more stabilized compared to that of 4t-Ura, the other low-lying
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triplet states T1 and T2 present very similar energies to those of 4t-Ura (recall
Table 5.4). However, the stabilization of the T1 and T2 states is very note-
worthy when they compared to the triplet states energies in 2t-Ura and 2t-Thy
(recall Table 5.2).
Reminding very much the topography of PESs for the 2- and 4-
thiosubstituted nucleobases mentioned earlier, in the vicinity of S1(npi∗)1
minimum, an ISC funnel was located where the most stable two triplet states
T1(pipi∗) and T2(npi∗) are degenerated in energy with the S1(npi∗)1 state. The
SOC computed in this region amounts to 150 cm−1, where T1(pipi∗) was
found be strongly coupled to S1(npi∗)1 state, in line with El-Sayed rules. This
three-state degeneracy point is also energetically and geometrically very simi-
lar to a triplet minimum located on the T2 potential (T2npi∗min).The large SOC
and very proximate positions of the two lowest-lying triplet states, point to
a very high probability of leaking the population to the most stable triplet
state T1. The MEP starting from the S1/T2/T1 following leads the system to
a minimum located on the T1 potential. Therefore, in this scenario, the pop-
ulation would eventually reach the T1(pipi∗)min, populating the most stable
triplet state.
The ISC funnel between the ground and T1 states (T1(pipi∗)/S0) was located
high in energy, indicating a difficult access of the population on the T1min to
decay funnel for the ground state repopulation.
Geometrically, the most pronounced modification is observed on the C-
S bond lengths of the structures located along the deactivation paths. The
geometries which are found in the early stages of the relaxation paths such
as S2(pipi∗)min and S2(pipi∗)/S1(npi∗) CI present an elongation of the C-S
bond at the 2 position (see Scheme 8 for atom numbering), while T1(pipi∗)min,
S1(npi∗)1min and S1(npi∗)1/T1(pipi∗)/T1(npi∗) geometries are characterized by
a longer C-S bond at the 4 position of the heterocyclic ring when compared
to the S0min structure.
5.3.4 Molecular Dynamics Simulations
Our surface hopping simulations include both non-adiabatic and spin-orbit
couplings, considering five singlet and five triplet states, which give rise to
twenty spin-mixed electronic states. As for 2t-Thy, QM/MM approach was
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Figure 5.15: MS-CASPT2//CASSCF(14, 10)/ANO-L singlet and triplet deactivation
mechanisms of 2,4-dithiothymine. Energies are given in eV, relative to
the energy of the S0 equilibrium geometry.
applied and the chromophore was placed in a cluster of 777 water molecules.
A harmonic potential has been added as the MM wall with a diameter of
18 Å (at the boundary of the solvent sphere) to prevent the evaporation of
water molecules from the cluster during the dynamics simulations. A second
constraining harmonic potential was added, applied only on the QM atoms,
which was multiplied by the square distance of the particle from the origin
(KQM = 0.002). This potential is applied as follows:
Table 5.6: Vertical Excitation Energies in eV for the Low-Lying Triplet States of 2, 4dt-
Ura (2, 4-dithiouracil) and 2, 4dt-Thy (2, 4-dithiothymine) at the MS7-
CASPT2(14, 10)/ANO-L Level of Theory (IPEA= 0.00 a.u.)
2, 4dt-Ura 2, 4dt-Thy
State Character ∆E, eV State Character ∆E, eV
T1(pipi∗) 2.54 T1(pipi∗) 2.62
T2(npi∗) 2.67 T2(npi∗) 2.71
T3(pipi∗) 3.13 T3(pipi∗) 3.13
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ri= distance of the atom from the origin.
MM
∑
i
=
1
2
KMM(ri − d)2 (if ri > d) KMM = 0.54 eV
Å
2 (5.1)
0 (if ri ≤ d) d = 18Å (5.2)
QM
∑
i
=
1
2
KQMr2i (5.3)
A set of geometrical coordinates and momenta were chosen randomly from
the Boltzmann distribution for the vibrational ground state of 2,4dt-Thy by a
sample program in the energy interval of 3.5 ± 0.1 eV on the basis of its
radiative transition probability, according to a stochastic procedure. In total,
237 trajectories were propagated during 10 ps. The evolution of the spin-
diabatic state populations following excitation during the total propagation
time is given in Figure 5.16. As seen from the figure, the simulations reveal
a rather rapid decay of the S2 state, which is completed within first ps. The
populations of the S1 and triplet states start to increase simultaneously as
the S2 state decays. Then, the S1 state starts to decay around 300 fs and
it continues until 2 ps. The lowest triplet state T1 carries 95% of the total
population at 2 ps and until the end of propagation time the population
remains on the T1 state.
In order to extract theoretical decay lifetimes for the singlet states and
triplet rise lifetime from the molecular dynamics simulations, a fitting pro-
cedure was performed. In order to consider simultaneous decay processes,
three constants have been assigned as given in Scheme 9, where KS denotes
the decay in the singlet manifold, and K2 and K1 are the decays to the triplet
manifold from S2 and S1 states, respectively.
The following equations have been solved to extract the decay lifetimes for
S2 (τS2) and S1 (τS1) states.
PS2 = (PS2)t0 e
−τS2(K2+KS) (5.4)
PS1 = (PS1)t0 e
−K1τS1 +
KS(PS2)t0
K2 + KS − K1
(
e−K1τS1−e
−τS2(K2+KS)) (5.5)
The decay lifetimes are τS2 = 132 fs and τS1 = 448 fs.
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Figure 5.16: Evolution of the excited-state populations from 0 to 10000 fs (inset; from
0 to 2000 fs) registered in 2, 4-dithiotyhmine semiclassical dynamics sim-
ulations. Smooth lines show the global fits.
The total triplet population rise has been best fitted by a single exponential.
Monoexponential fitting for the rise of the total triplet population is given by:
PT = φT
[
1− e− tτ(T)
]
(5.6)
where τ(T) = 381 fs and φT = 0.95.
The global analysis of the trajectories show a very fast internal conversion
from S2 to S1 state, as also indicated by very short τS2 decay lifetime. Fol-
lowing the internal conversion, the population reaching to the S1 state is
fundamentally transferred to triplet states very rapidly, in agreement with
PES obtained from our quantum chemical calculations. Direct population
access to the triplet states from S2 have been registered only in small num-
ber of trajectories. Only a negligible number of hops were detected for the
repopulation of the ground state.
Comparison of early stage dynamics of between two representative trajec-
tories upon propagation of S2 state and S1 state is also given in Figure 17 and
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Scheme 9: Scheme for simultaneous decay processes considered in the fitting
procedure to extract corresponding decay lifetimes in 2,4dt-Thy.
18. Black dots show on which state the system is found at a particular time
step.
The early stage excited-state dynamics in 2,4dt-Thy can be examined more
closely by analysing two representative trajectories. Figure 5.17 depicts one
trajectory following excitation of S2 state and Figure 5.18 shows another
trajectory initially starts from S1 electronic state. Upon propagation of S2
state, S2→S1 transition takes places very rapidly, around 100 fs. Once in
S1 state, the system undergoes ISC populating the T1 state after spending
just a few fs on S1. Afterwards, multiple back and forth hops between
T2 and T1 are observed. Actually, these backward and forward transitions
between T2 and T1 states and also very fast transition to T1 from S1 state
are perfectly consistent with the results from our static study, since we
have predicted these three states being close to each other by localizing the
[S1(npi∗)/T1(pipi∗)/T2(npi∗)]ISC crossing in the vicinity of S1(npi∗)min. Fi-
nally, the system relaxes to the most stable triplet state in energy and main-
tains on this state until the end of the total propagation time.
In Figure 5.18, different than the previous trajectory, a direct population
to the triplet manifold from S1 state takes place. Although named here as
S1 concerning the state order, the propagated S1 state would have a pipi∗
character due to the shift of S1(npi∗) state in polar solvent, as already ex-
plained above. In contrast to the previous case, the system jumps to T2(npi∗)
instead of leaking the population directly to T1(pipi∗) state from S1(pipi∗). Ac-
tually, this behaviour is consistent with the [S2(pipi∗)/T2(npi∗)]ISC crossing
obtained from our quantum chemical calculations and is also in agreement
with El-Sayed rules.(ref) In this case, eventual relaxation to T1 takes place ear-
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Figure 5.17: Representative trajectory showing early stage dynamics upon
propagation of S2 state in 2, 4-dithiotyhmine. Black dots show on which
state the system is found at a particular time step.
lier, around 300 fs. In common, both of these representative trajectories relax
to T1 state in sub-picosecond timescale.
5.4 comparison with experimental data
In order to obtain a complete picture of the deactivation mechanisms in
thiobases, in this section we will compare our results with experimental stud-
ies. Here, we will mainly focus on the experimental studies carried out in the
group of Carlos Crespo Hernández. More information on the vast literature
of thiobases can be found in our Review Article attached in Appendix and in
Ref. [8].
First, the steady-state absorption and emission properties will be discussed.
The absorption spectra of thiouracil and thiothymine series, and their parent
bases Ura and Thy studied in aqueous phosphate buffer solution at pH 7.4, are
given in Figure 5.19. As predicted from our gas phase calculations, methyla-
tion in position 5 has an insignificant effect on the absorption properties. The
absorption band for 2t-Ura/2t-Thy cover the range 360–240 nm, 4t-Ura/4t-Thy
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Figure 5.18: Representative trajectory showing early stage dynamics upon
propagation of S1 state in 2, 4-dithiotyhmine. Black dots show on which
state the system is found at a particular time step.
show a main band in the 300–400 nm region with a maximum at ca. 328 nm
and 2,4dt-Thy/2,4dt-Ura show two bands.
The theoretical absorption spectra computed at the MS7-CASPT2//SA-
CASSCF(14, 10)/ANO-L level are also given in Figure 5.19. Our calculations,
which are in very good agreement with the experimental spectra, assign the
low-energy absorption band to the lowest spectroscopic state S2 in all these
systems. The dark S1 state contributes to a lesser extent to the low-energy
band. For 2,4dt-Thy/2,4dt-Ura, the higher electronic states contribute to the
second absorption band which peaks around 280 nm.
As seen in Figure 5.19, the thiobases show red-shifted absorption spectra
compared to their canonical counterparts Ura and Thy. The most pronounced
shift in the absorption is observed in 2,4dt-Ura/2,4dt-Thy and 4t-Ura/4t-Thy,
while in 2t-Ura/2t-Thy only a ∼10 nm shift is observed. As a result of this
red-shift, as already mentioned in Chapter 1, canonical nucleobases are con-
sidered UVC/UVB chromophores while their thioanalogues absorb the light
in the UVA region, therefore, they can be selectively excited. It is important
to remind that the molecules absorbing the light in the same spectral window
as the natural nucleobases cannot be used as prodrugs.
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Concerning the emission properties, the experimental studies carried out in
different solvents did not detect fluorescence for 2t-Ura and 2t-Thy [86, 87, 91].
Indeed, this is in agreement with our PES description, where singlet/triplet
crossing points were detected at the position of the most stable singlet mini-
mum (recall Figure 5.6). Therefore, in these systems non-radiative transition
is favored from the S1min to the triplet manifold.
For 4t-Ura, a phosphorescence quantum yield of 3.0 x 10−4 was recorded
in water [93], with an absorption maximum at 550 nm. In fact, in our study,
the emission energy calculated for the most stable triplet minima T1 in 4t-Ura
is 518 nm (2.19 eV), which is in excellent agreement with the experimental
results. For 4t-Thy, a fluorescence quantum yield of < 1 x 10−4 and a phos-
phorescence quantum yield of 2.8 x 10−4 were recorded in aqueous buffer so-
lution with absorption maxima at 400 nm and 542 nm, respectively [81]. No
fluorescence quantum yield is available experimentally for 4t-Ura, however,
considering the very similar phosphorescence quantum yields of 4t-Ura and
4t-Thy, in the same experimental conditions, a similar fluorescence quantum
yield could be obtained for 4t-Ura to that of 4t-Thy. As proposed previously for
4t-Thy [81], our topological study of the excited-state PESs for 4t-Ura suggests
that, if detected, S2(pipi∗) state would be responsible for fluorescence show-
ing a non-Kasha emissive behavior, since a rather deep minimum is present
on this potential.
Finally, no experimental studies have reported fluorescence or phosphores-
cence yields for 2,4dt-Thy and 2,4dt-Ura. Based on our quantum chemical static
calculations and molecular dynamics simulations, we propose that in 2,4dt-Thy
and 2,4dt-Ura the fluorescence would not be favored. If we recall Figure (PES
DTT), internal conversion and ISC funnels have been located in the vicinity of
the singlet minima, therefore, the wave packet would not be trapped in those
regions to favor a radicative decay. Additionally, the dynamics simulations
show that all the population reaching the S1min hops directly to the triplet
manifold very rapidly.
Femtosecond transient absorption spectroscopy experiments were also per-
formed in order to study the effect of degree and position of thiosubstitution
on the triplet state properties and singlet oxygen yields [82, 83]. Table 5.7 and
5.8 collect ISC lifetimes (τISC), triplet yields (ΦT) and singlet oxygen yields
(Φ∆) for thiothymine and thiouracil series, respectively. Since τISC vary de-
pending on the solvent and the experimental conditions, we only collect the
ISC rates extracted from the experiments performed in buffer phosphate solu-
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Figure 5.19: Absorption spectra for Ura and thiouracil series a) experimentally
recorded in aqueous phosphate buffer solution at pH 7.4 extracted
from Ref. [83]. b) theoretically computed at the MS7-CASPT2//SA-
CASSCF(14, 10)/ANO-L level of theory in gas phase.
tion. All singlet oxygen yields reported here were measured in O2-saturated
acetonitrile [82, 83]. It is noted by Pollum et al. that since 4t-Thy was not
commercially available at the time of the study, the 4t-Thd nucleotide was
included in their investigation instead of the 4t-Thy nucleobase [82]. These ex-
periments have revealed that the triplet states are populated on the femtosec-
ond time scale in all studied systems, both natural and thionated nucleobases
(Table 5.7 and 5.8). Although, the ultrafast triplet population is not a prop-
erty exclusive to the thiosubstituted nucleobases, the ISC would be the minor
relaxation pathway in natural nucleobases, as already discussed in Chapter
4. In contrast, in the present chapter it has been discussed that as a result
of oxygen-by-sulfur substitution, the ISC becomes the primary deactivation
pathway, independent of the site or the degree of thiosubstitution.
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Table 5.7: Triplet-State Properties and Singlet Oxygen Yields of Thymidine and Its
Sulfur-Substituted Analogues
τISC (fs) ΦT Φ∆
Thd 760 [24] 0.014± 0.001 [161, 162] 0.07± 0.01 [37]
2t-Thy 620± 60 [82] 0.9± 0.1 [84, 86] 0.36± 0.02 [87]
2t-Thd 410± 60 [82] 0.9± 0.1 [84, 86] -
4t-Thd 240± 20 [82] 0.85± 0.15 [78, 79] 0.42± 0.02 [82]
2, 4dt-Thy 180± 40 [82] ≥ 0.9 [82] 0.46± 0.02 [82]
Table 5.8: Triplet-State Properties and Singlet Oxygen Yields of Uracil and Its Sulfur-
Substituted Analogues
τISC (fs) ΦT Φ∆
Ura <10 [159] 0.023 [160] 0.15± 0.02 [163]
2t-Ura 360± 30 [83] 0.75± 0.20 [84] -
4t-Ura 240± 20 [83] 0.90± 0.15 [83] 0.49± 0.02 [83]
2, 4dt-Ura 220± 40 [83] 0.90± 0.15 [83] 0.49± 0.02 [83]
As seen from Table 5.7 and 5.8, glycosylation of 2t-Thy leads to a shorter ISC
lifetime, which is reduced from 620 to 410 fs. This is ascribed to the faster
relaxation of vibrational states in the nucleosides. Although, experimental
results for 4t-Thy are not available, the glycosylation can be expected to have
the same effect on 4t-Thy’s ISC lifetimes. It should also be noted that among
the thioderivatives of Thy and Ura, 2,4dt-Thy has the shortest ISC lifetime.
The decay lifetimes of these species extracted from the experiments can
be summarized as follows. For 2t-Thy and 2t-Ura, three lifetimes have been
reported: τ1 ≤ 200 fs, τ2(2t-Thy)= 620 fs and τ2(2t-Ura)= 360 fs, τ3(2t-Thy)= 2.7
µs [84], where τ2 would correspond to τISC given in Table 5.7 and 5.8. τ1
and τ3 have been respectively assigned to ultrafast internal conversion to
the S1(npi∗) state, and the triplet state lifetime. The very fast decay of the
initially populated states to the S1 state registered in our molecular dynamics
simulations for 2t-Thy, is in perfect agreement with τ1 ≤ 200 fs lifetime. Also,
the triplet rise lifetime of 873 fs extracted from our simulations is in a very
good agreement with the experimental 620 fs lifetime.
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Although, for 4t-Ura only one lifetime has been reported so far (τISC=240
fs, Table 5.8), considering the very similar structures of 4t-Ura and 4t-Thd, it
is possible to base our discussion on the lifetimes reported for 4t-Thd. Actu-
ally, experimentally two different ISC lifetimes were registered for 4t-Thd on
different time scales; τ1=540 fs, τ2=1.8 ps [81]. If we recall Figure 5.13, two dif-
ferent minima on the S2 potential have been optimized. Then, in agreement
with the experimental results, the population visiting different S2 minima is
expected to reach S2/S1/T2 ISC funnel on different time scales. In fact, the
molecular dynamics simulations performed on 4t-Thd by Martínez-Fernández
et al. have demonstrated bi-exponential decay of the S2 state, supporting our
predictions.
For 2,4dt-Thy and 2,4dt-Ura, so far only τISC have been reported (Table 5.7
and 5.8). As mentioned above, 2, 4-dithiopyrimidines present the shortest
ISC lifetimes. Our calculations show that double sulfur substitution results in
larger SOCs compared to 2- and 4-thiosubstituted systems. Also, taking into
account that the ISC funnels present no energy barriers to prevent the pop-
ulation access to those channels, the very short ISC lifetimes are correlated
with our study. For 2,4dt-Thy, the lifetime obtained for the triplet rise from our
simulations (τ(T)=381 fs) is in same order of magnitude with the experimen-
tal ISC rate τISC= 180 fs. It should be noted that in the transient absorption
spectroscopy experiments, the system would have more initial kinetic energy
compared to the molecular dynamics simulations. This might actually lead
to faster dynamics, or even in some cases, assist the population to overcome
the energy barriers, resulting in shorter decay lifetimes. Therefore, the differ-
ence between the two lifetimes can be attributed to the different initial kinetic
energy. Additionally, although τS2 = 132 fs lifetime was extracted for the de-
cay of the S2 state from our simulations, for the same reason, the S2 decay is
expected to be even faster in the experiments. Considering the instrumental
response limit of the experimental setup in the group of Prof. Carlos Cre-
spo Hernández (200± 50 fs), where the expriments have been recorded, we
predict that the S2 decay would be very difficult to register in such setup.
5.4.1 Comparison with Natural DNA Nucleobases
Besides from the different spectral regions where canonical and thionated
nucleobases absorb the light (Figure 5.19), the topography of the PESs also
differs going from natural to modified bases. As mentioned in Chapter 1 and
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4, the natural nucleobases present very effective and accesible internal con-
version funnels to the ground state. In contrast, in the case of thiobases, those
funnels are blocked by the large energy barriers computed between the min-
ima (both singlet and triplet), and their corresponding conical intersections
with the ground state. Consequently, the hindered access to those funnels
prevents the ultrafast ground state recovery, resulting in longer excited state
lifetimes. In fact, presenting long-lived excited states is fundamental for the
singlet oxygen production, since the system needs enough time to transfer
energy to molecular oxygen found in biological media.
The triplet population pathways involving ISC funnels also play role in the
deactivation mechanism of both natural and thiosubstituted nucleobases. In
canonical nucleobases, the possibity of ISC cannot be totally discarded taking
into account several singlet/triplet crossing points located computationally
and the low, yet non-negligible, triplet yields reported both in computational
and experimental studies. However, the locations of those crossings where
the population would not be retained, with addition to the very modest SOCs
computed on those regions explain the low triplet yields and high photosta-
bility.
As demonstrated in our results, due to the altered topography of the PES
in the sulfur-substituted nucleobase derivatives, the wave packets could be
trapped at the position of the minima. Very importantly, the proximity of
the low-lying triplet states in the vicinity of the singlet minima, plays a cru-
cial role in the population leak to the triplet manifold. The thiosubstitution
also leads to another important phenomenon called heavy atom effect, which
enhances the coupling between the singlet and triplet states. Therefore, the
position of the ISC funnels with the large SOCs is the key to explain the close-
to-unity triplet yields registered in our molecular dynamics simulations as
well as the experimental studies for these systems.
5.5 global deactivation mechanism of thiouracils and thio-
thymines
So far, we have analyzed the deactivation mechanisms of various thiosub-
stituted nucleobases. Despite some minor differences between their excited-
state PESs, it is possible to extract several properties in common that are
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shared by all thiothymines and thiouracils. In the following, those properties
are summarized:
The lowest-lying spectroscopic state was found to be S2 for all of these
systems. In case the higher-lying bright states are initially populated, a
fast internal conversion to the S2 state from those states takes place.
A dark S1(npi∗) state was found to lie below the most stable bright state.
The very low oscillator strength computed for this state has indicated
that the direct S1(npi∗) population would not be very likely. The molec-
ular dynamics simulations have also supported this prediction.
The population access to the S1(npi∗) state was found to take place via
a S2/S1 CI. An ultrafast internal conversion was registered from S2 to
S1 state, which is reflected as a very fast S2 decay in the dynamics
simulations. However, the bi-exponential S2 decay in 4t-Thy with two
different timescales should be noted as an exception.
Several ISC funnels have been located in these systems. In common,
S2(pipi∗)/T2(npi∗) was found to be energetically and geometrically simi-
lar to S2(pipi∗)/S1(npi∗) CI, hence, this region was named as three-state
degeneracy point. However, it has been concluded that in this region
internal conversion to the S1 state is favored to intersystem crossing to
the triplet manifold, since more S2→S1 hops than S2→T2 jumps were
registered in our semiclassical trajectories.
Another ISC funnel was located in the vicinity of S1(npi∗)min. The dy-
namics simulations have registered a very rapid transfer of the popula-
tion from the S1(npi∗) state to the triplet manifold.
In all nucleobases thioderivatives analyzed in our study, the most stable
triplet minimum T1(pipi∗)min carries more than 90% of the population
after 10 ps of propagation time.
Large SOCs have been computed at the regions of ISC funnels.
The non-radiative decay to the ground state was found to play a negli-
gible role due to large energy barriers to be overcome both from singlet
and triplet minima.
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In the light of our gas phase static calculations and QM/MM non-adiabatic
surface hopping molecular dynamics simulations, and the experimental stud-
ies, the global deactivation mechanisms for thiouracils and thiothymines are
given in Figure 5.20.
(a) Kinetic decay for 2-thiosubstituted Thy/Ura derivatives.
(b) Kinetic decay for 4-thiosubstituted Thy/Ura derivatives.
Figure 5.20: Singlet and triplet decay mechanism in thiosubstituted pyrimidines. IC
= internal conversion, ISC= intersystem crossing, F= Fluorescence, P=
phosphorescence. Dotted arrows: minor decay channels, solid arrows:
major decay channels.
5.6 conclusions 169
5.6 conclusions
Throughout this chapter, we have analyzed the origin of thiothymines and
thiouracils’ photoreactivity. It is concluded from our study that the ultrafast
ISC lifetimes in these systems are explained with the very fast S2→S1 internal
conversion, and barrierless access to the triplet states from the S1min, acting
as a doorway. However, as seen in case of 4t-Thy, the internal conversion
to the S1 state regulates the ISC lifetimes. Direct population of the triplet
manifold from the initially populated spectroscopic state is the minor route
in the relaxation mechanism.
The very strong coupling between the low-lying singlet and triplet states
due to the heavy atom effect, enchances the triplet yield. The population
trapped in the lowest triplet minimum decays very slowly back to the ground
state. Very long triplet excited-state lifetimes lead to higher chances of un-
dergoing Type II singlet oxygen production reactions, which explains high
singlet oxygen yields registered in experimental studies for these molecules.
The selective excitation of thiobases, alongside with their drastically differ-
ent photophysical and photochemical properties from natural nucleobases,
makes these systems potentially suitable for photochemotherapeutic applica-
tions. It is possible to conclude that the doubly-thiosubstituted nucleobases
2,4dt-Thy and 2,4dt-Ura could be suggested as very potent prodrugs, consider-
ing their high singlet oxygen yields and very fast ISC lifetimes.

6
P H O T O C H E M I S T RY O F P U R I N E D E R I VAT I V E S
This chapter will focus on purine derivatives, where amino and/or car-
bonyl group substitutions are performed at positions C2 and/or C6 of the
purine ring. As mentioned in Chapter 1, all possible substituent combina-
tions lead to, in total, eight purine derivatives, which also include canonical
Ade and Gua nucleobases. Here, we will examine the derivatives that have
not been studied yet, from a theoretical point of view, namely 2-oxopurine
(2-oxoP), Hypoxanthine (HypoXan), 2,6-diaminopurine (2,6-dAP), Xanthine (Xan)
and Isoguanine (IsoG) (Scheme 10). Although, these systems are structurally
very similar to natural purine bases Ade and Gua, minor modifications might
alter their photophysical and photochemical behaviour, as seen in case of
thiobases in Chapter 6. The detailed comparison of the deactivation mech-
anisms in these systems, paying attention to the site and nature of substitu-
tion, is key to understand nature’s selection of DNA/RNA monomers, nucle-
obases, forming the genetic code.
In order to carry out this study, absorption spectra and minimum energy
paths (MEPs) of these five bases were computed. Typically, these systems
would exhibit several stable tautomers (in gas and in solvent phase), however,
considering that the most stable tautomer for natural purine nucleobases is
N9-H, here we will only focus on the keto N9-H tautometic form for all
systems.
In the present chapter, absorption spectra of all systems of interest will be
analyzed in the first place, and the discussion will be followed by the descrip-
tion of their PESs and the deactivation mechanisms. In the final section of
the chapter, studied purine derivatives will be compared with DNA purine
bases Ade and Gua.
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Scheme 10: Atom numbering for purine derivatives studied in this thesis.
6.1 absorption spectra
In this section, the absorption spectra of our systems of interest will be
analyzed in the following order: HypoXan, Xan, 2-oxoP, 2,6-dAP, and IsoG.
6.1.1 Hypoxanthine
If a carbonyl group is introduced in position C6 of a purine ring (Scheme
10), the resulting derivative would be HypoXan, which is a key molecule in
purine metabolism since Ade is oxidatively deaminated to HypoXan. Also,
HypoXan can pair with DNA’s Cyt leading to a mutation.
Table 6.1 collects MS5-CASPT2(14, 11)/6-31G(d,p) vertical singlet and
triplet excitation energies at the ground state equilibrium geometry of
HypoXan. The (14, 11) active space includes all pi orbitals on the heterocyclic
ring and the lone pair of oxygen atom (nO). The IPEA shift was set to zero and
for sake of comparison, the vertical excitation energies calculated with the de-
fault IPEA shift (0.25 a.u) are also presented in the table. At CASPT2 level,
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Table 6.1: FC Vertical Excitation Energies in eV (nm) and Oscillator Strengths (f )
for the Low-Lying Singlet and Triplet States of Hypoxanthine at the MS5-
CASPT2(14, 11)/6-31G(d,p) Level of Theory
IPEA= 0.00 a.u IPEA= 0.25 a.u
State Character ∆E, eV (nm) f State Character ∆E, eV (nm) f
S1(pipi∗)1 4.92, (252) 0.1040 S1(pipi∗)1 5.25, (236) 0.1148
S2(npi∗)1 5.51, (225) 0.0006 S2(npi∗)1 5.73, (216) 0.0007
S3(pipi∗)2 5.69, (218) 0.0206 S3(pipi∗)2 6.21, (200) 0.0182
S4(npi∗)2 6.03, (206) 0.0005 S4(npi∗)2 6.27, (198) 0.0004
T1(pipi∗)1 3.83 - T1(pipi∗)1 4.11 -
T2(pipi∗)2 4.50 - T2(pipi∗)2 4.85 -
T3(pipi∗)3 5.25 - T3(pipi∗)3 5.56 -
T4(npi∗)1 5.31 - T4(npi∗)1 5.63 -
T5(pipi∗)4 5.69 - T5(pipi∗)4 6.17 -
the first excited state is a bright state involving a transition between H and
L orbitals (S1(pipi∗)1). The lowest spectroscopic state is followed by a dark
S2(npi∗)1 state with a nO→L+1 excitation, and another bright state present-
ing lower oscillator strength than the S1 state (S3(pipi∗)2). The second bright
state S3(pipi∗)2 involves a transition from H to L+1 orbital. Above this state,
a second dark S4(npi∗)2 state was located. After removing the IPEA shift, the
order of the low-lying electronic states remains the same, however, all states
are stabilized independent of their character, and the stabilization of the ab-
sorbing S1 and S3 states is more significant. It should be noted that dynamical
correlation correlation stabilizes the pipi∗ states, thus, at CASSCF level the or-
der of the states is as follows: S1(npi∗)1, S2(pipi∗)1, S3(npi∗)2, S4(pipi∗)2.
The vertical energies on the FC geometry have been also calculated with
(18,13) complete active space, involving two lone pairs on N3 and N9 atoms
(nN) (Scheme 10). However, excitations from nN orbitals takes place in higher
excited states which are located above the S1 spectroscopic state (i. e.S4), thus,
these orbitals can be safely left out without having a significant change in
the description of low-lying states. Indeed, at the MS7-CASPT2(18, 13)/6-
31G(d,p) level (IPEA= 0.00 a.u), the vertical energies for the first three singlet
states were calculated as S1(pipi∗)1 = 4.95 eV, S2(npi∗)1 = 5.57 eV, S3(pipi∗)2 =
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5.69 eV, indicating that the effect of including the nN orbitals on the excitation
energies of low-lying states is negligible.
As presented in Table 6.1, two triplet states T1(pipi∗)1 and T2(pipi∗)2 lie
below the lowest bright state at the FC region peaking at 3.83 eV and 4.50
eV, respectively. Considering El-Sayed rules, a low probability of intersystem
crossing would be expected towards the triplets states, since they exhibit the
same character as the bright state. However, locating the singlet/triplet cross-
ing points is necessary for an accurate interpretation, as will be explained in
the following sections.
6.1.2 Xanthine
Carbonyl group substitution at positions C2 and C6 of the purine ring
would lead to Xan molecule (Scheme 10). As HypoXan, Xan also has an impor-
tant role in purine metabolism, and is produced from oxidative deamination
of Gua.
MS5-CASPT2(16, 12)/6-31G(d,p) vertical singlet and triplet excitation ener-
gies at the ground state equilibrium geometry of Xan are presented in Table
6.2. The (16,12) active space includes all pi orbitals and the two lone pairs of
oxygen atoms in position 2 and 6 (nO). As above, the vertical excitation ener-
gies have been calculated with IPEA= 0.00 a.u and IPEA= 0.25 a.u (default
value). As seen from the energies in Table 6.2, double carbonyl substitution
destabilizes the low-lying excited states compared to HypoXan (recall Table
6.1), where only one carbonyl group is connected to the C6 position on the
purine ring, and bring closer the S1 and S2 electronic states in comparison to
HypoXan. In case of Xan, removing the IPEA shift lead to a different order of
S2 and S1 states. Actually, the order of the states obtained with IPEA= 0.25
a.u shift coincides with the order obtained at the CASSCF level. However,
considering that removing the IPEA shift would lead to a better agreement
with experimental absorption spectra, as mentioned in previous chapters, we
will focus on the results given on the left-hand side of the table, calculated
without the IPEA shift.
As for HypoXan, the lowest bright state is S1(pipi∗)1 in Xan involving a tran-
sition from H to L orbital, followed by a dark S2(nOpi∗)1 state, which would
have a very small contribution to the absorption around this region consid-
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Table 6.2: FC Vertical Excitation Energies in eV (nm) and Oscillator Strengths (f )
for the Low-Lying Singlet and Triplet States of Xanthine at the MS5-
CASPT2(16, 12)/6-31G(d,p) Level of Theory
IPEA= 0.00 a.u IPEA= 0.25 a.u
State Character ∆E, eV (nm) f State Character ∆E, eV (nm) f
S1(pipi∗)1 5.19, (239) 0.1864 S1(nOpi∗)1 5.57, (222) 0.0006
S2(nOpi∗)1 5.36, (231) 0.0005 S2(pipi∗)1 5.64, (220) 0.2050
S3(pipi∗)2 6.14, (202) 0.1049 S3(pipi∗)2 6.54, (190) 0.1179
S4(pipi∗)3 7.02, (177) 0.0977 S4(pipi∗)3 7.44, (167) 0.0914
T1(pipi∗)1 4.47 - T1(pipi∗)1 4.81 -
T2(pipi∗)2 4.74 - T2(pipi∗)2 5.05 -
T3(nOpi∗)1 5.14 - T3(nOpi∗)1 5.38 -
T4(pipi∗)3 5.92 - T4(pipi∗)3 6.30 -
T5(pipi∗)4 6.66 - T5(pipi∗)4 7.06 -
ering its very low oscillator strength ( f = 0.0005). The next bright state
S3(pipi∗)2 peaks at 6.14 eV, involving a transfer from H to L+1, and it is sepa-
rated by almost 1 eV from the S1(pipi∗)1 state. Thus, it is predicted that this
state would contribute to another absorption band in a different region of the
spectrum. The following state S4(pipi∗)3 would also contribute to this second
absorption band.
For Xan, three triplets states, two with pipi∗ character and one with nOpi∗
character, were found to lie below the S1(pipi∗)1 state, peaking at 4.47 eV, 4.74
eV and 5.14 eV. In contrast to HypoXan, the T3 state presents different character
to that of S1 state. The probability of triplet population will be discussed in
the following sections, along with the located singlet/triplet crossing points.
6.1.3 2-oxopurine
When a carbonyl group is introduced at the C2 position of the purine ring,
the resulting molecule would be 2-oxoP (Scheme 10). MS5-CASPT2(14, 11)/6-
31G(d,p) vertical singlet and triplet excitation energies at the ground state
equilibrium geometry of 2-oxoP are presented in Table 6.3. The active space
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Table 6.3: FC Vertical Excitation Energies in eV (nm) and Oscillator Strengths (f )
for the Low-Lying Singlet and Triplet States of 2-oxopurine at the MS5-
CASPT2(14, 11)/6-31G(d,p) Level of Theory
IPEA= 0.00 a.u IPEA= 0.25 a.u
State Character ∆E, eV (nm) f State Character ∆E, eV (nm) f
S1(pipi∗)1 3.86, (321) 0.0903 S1(pipi∗)1 4.13, (300) 0.0954
S2(nOpi∗)1 4.97, (249) 0.0004 S2(nOpi∗)1 5.18, (239) 0.0004
S3(pipi∗)2 5.20, (239) 0.0109 S3(pipi∗)2 5.66, (219) 0.0124
S4(nOpi∗)2 6.13, (202) 0.0001 S4(nOpi∗)2 6.32, (196) 0.0001
T1(pipi∗)1 2.66 - T1(pipi∗)1 2.91 -
T2(pipi∗)2 4.71 - T2(pipi∗)2 5.11 -
T3(pipi∗)3 4.79 - T3(nOpi∗)1 5.22 -
T4(nOpi∗)1 4.99 - T4(pipi∗)3 5.28 -
T5(pipi∗)4 5.23 - T5(pipi∗)4 5.61 -
involves the full set of pi orbitals and the lone pair of oxygen atom at the C2
position. In case of 2-oxoP, removing the IPEA shift lead to smaller excitation
energies as also registered for Xan and HypoXan, however, no difference in
the order of low-lying states has been observed. Our calculation predict the
S1(pipi∗)1 as the lowest spectroscopic state in 2-oxoP, involving a H→L trans-
fer. Very importantly, if the carbonyl group at the C6 is removed in Xan, a
remarkable stabilization of the vertical excitation energy for the lowest bright
state is observed, going from 5.19 eV in Xan (recall Table 6.2) to 3.86 eV in
2-oxoP. Hence, the main absorption band in 2-oxoP would show almost a 100
nm red-shift when compared to the main absorption band in Xan. In 2-oxoP,
another bright state S3(pipi∗)2 peaks at 5.20 eV, involving a transfer from a
pi orbital different than H to L , separated by a 1.34 eV energy difference
from the S1(pipi∗)1, thus forming another absorption band with a maximum
around 240 nm. Two dark states, S2(npi∗)1 and S4(npi∗)2, would contribute
to this second absorption band to a lesser extent.
The absorption spectrum for 2-oxoP has been also calculated with a larger
active space (18,13), including the lone pairs of N3 and N7 atoms, however,
no significant difference has been observed in the vertical excitation energies.
Therefore, for further calculations on this molecule, the (14,11) active space
has been applied.
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Regarding the triplet state vertical excitation energies at the FC region in
2-oxoP, only one triplet state was found to peak at 2.66 eV, below the S1 state,
showing the same character as the bright state (Table 6.3). However, below
the second bright state, which peaks in the same region as the lowest spec-
troscopic state in Xan (239 nm), four triplet states are located in total. Hence,
populating initially the S3(pipi∗)2 state might lead to different deactivation
pathways as will be discussed in the following sections.
6.1.4 2,6-diaminopurine
If the purine ring is substituted with two amino groups at the C2 and
C6 positions, the resulting purine derivative would be 2,6-dAP (Scheme 10).
This molecule would be the equivalent of 2-aminosubstituted Ade nucleobase,
hence, analyzing 2,6-dAP chromophore is very crucial to rationalize the impor-
tance and effect of the C2 substitution site of the purine heterocycle on the
photostability.
The MS5-CASPT2(18, 13)/6-31G(d,p) vertical excitation energies for the
low-lying singlet and triplet states of 2,6-dAP are collected in Table 6.4. The
(18, 13) active space involves all pi orbitals and two lone pairs on N1 and
N3 atoms. The excitation energies calculated without the IPEA shift show
that two consecutive bright states are the lowest-lying singlet states in 2,6-dAP,
where the S2(pipi∗)2 state exhibits stronger absorption ( f = 0.1451) than the
S1(pipi∗)1 state ( f = 0.1085). The strongly absorbing states S1(pipi∗)2 and
S2(pipi∗)2 peak at 4.78 eV and 5.35 eV, and involve transitions between H→L
and H→(L+1) orbitals, respectively. Above the bright states, two dark elec-
tronic states with nNpi∗ character was calculated. As seen on the right-hand
side of the Table 6.4, using the default IPEA shift in the calculation leads to
different order for the S2 and S3 states, however, at least at the FC region
these states are found nearly degenerate in energy both with IPEA= 0.00 a.u
and IPEA= 0.25 a.u.
In 2,6-dAP, two triplet states, T1(pipi∗)1 and T2(pipi∗)2, were found to lie
below the S1(pipi∗)1 state, peaking at 3.80 eV and 4.77 eV, respectively. Two
other triplet states, T3(pipi∗)3 and T4(nNpi∗)1 , were calculated very close to
the second bright state S2(pipi∗)2 at the FC region (Table 6.4). The discus-
sion on the probability of triplet population in 2,6-dAP can be found in the
following sections.
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Table 6.4: FC Vertical Excitation Energies in eV (nm) and Oscillator Strengths (f ) for
the Low-Lying Singlet and Triplet States of 2,6-diaminopurine at the MS5-
CASPT2(18, 13)/6-31G(d,p) Level of Theory
IPEA= 0.00 a.u IPEA= 0.25 a.u
State Character ∆E, eV (nm) f State Character ∆E, eV (nm) f
S1(pipi∗)1 4.78, (260) 0.1085 S1(pipi∗)1 5.20, (239) 0.1221
S2(pipi∗)2 5.35, (232) 0.1451 S2(nNpi∗)1 5.73, (216) 0.0263
S3(nNpi∗)1 5.44, (228) 0.0069 S3(pipi∗)2 5.75, (216) 0.1353
S4(nNpi∗)2 6.17, (201) 0.0023 S4(nNpi∗)2 6.47, (192) 0.0021
T1(pipi∗)1 3.83 - T1(pipi∗)1 4.21 -
T2(pipi∗)2 4.77 - T2(pipi∗)2 5.16 -
T3(pipi∗)3 5.22 - T3(pipi∗)3 5.53 -
T4(nNpi∗)1 5.24 - T4(nNpi∗)1 5.59 -
T5(pipi∗)4 5.40 - T5(pipi∗)4 5.83 -
6.1.5 Isoguanine
Natural nucleobase Gua presents two substituents in the purine ring; a
carbonyl group at the C6 position and an amino group at the C2 position. If
those substituents are introduced to opposite positions, IsoG isomer would be
obtained (Scheme 10).
The MS5-CASPT2(16, 12)/6-31G(d,p) vertical excitation energies at the FC
region for the low-lying singlet and triplet states in IsoG are presented in Ta-
ble 6.5. The (16,12) active space involves the all pi orbitals and lone pair for
oxygen atom. Lone pairs for N3 and N7 atoms have been left out the active
space, since excitations from those orbitals do not have significant effect on
the vertical energies of the low-lying states. As for the other purine deriva-
tives analyzed so far, the lowest spectroscopic state was found to be S1(pipi∗)1
in IsoG, peaking at 4.08 eV. The order of S3 and S2 states changes depending
on the IPEA shift applied in the calculation, however, in either case those
states are located very closed to each other at the FC region. The S2(pipi∗)2
and S3(pipi∗)2 states present higher energies than that of S1(pipi∗)1, indicating
that they would contribute to another absorption band.
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Table 6.5: FC Vertical Excitation Energies in eV (nm) and Oscillator Strengths (f )
for the Low-Lying Singlet and Triplet States of Isoguanine at the MS5-
CASPT2(16, 12)/6-31G(d,p) Level of Theory
IPEA= 0.00 a.u IPEA= 0.25 a.u
State Character ∆E, eV (nm) f State Character ∆E, eV (nm) f
S1(pipi∗)1 4.08, (304) 0.1439 S1(pipi∗)1 4.34, (286) 0.1561
S2(pipi∗)2 5.43, (228) 0.0044 S2(nOpi∗)1 5.77, (215) 0.0007
S3(nOpi∗)1 5.54, (224) 0.0006 S3(pipi∗)2 5.91, (210) 0.0044
S4(nOpi∗)2 6.27, (198) 0.0000 S4(nOpi∗)2 6.46, (192) 0.0000
T1(pipi∗)1 3.15 - T1(pipi∗)1 3.41 -
T2(pipi∗)2 4.89 - T2(pipi∗)2 5.27 -
T3(pipi∗)3 5.40 - T3(nOpi∗)1 5.75 -
T4(nOpi∗)1 5.48 - T4(pipi∗)3 5.77 -
T5(nOpi∗)2 6.12 - T5(nOpi∗)2 6.33 -
Very similar to 2,6-dAP, only one triplet state T1(pipi∗)1 was calculated lying
below the S1(pipi∗)1 bright state for IsoG. The contribution of the triplet states
in the deactivation mechanisms of excited IsoG will be discussed in the next
section.
Theoretical absorption spectra for the purine derivatives studied in this
thesis are collected in Figure 6.1. As seen in the figure, 2,6-dAP, Xan and
HypoXan have absorption in the UVC region of the spectrum, while IsoG and
2-oxoP show absorption maxima in the UVB region.
Deactivation mechanisms for excited 2-oxoP, HypoXan, 2,6-dAP, Xan and IsoG
will be discussed in the following.
6.2 deactivation mechanism for purine derivatives
In order to reveal deactivation mechanism in HypoXan, minimum energy
path (MEP) calculations were performed starting from the FC region. Figure
6.2 depicts the CASSCF/6-31G(d,p) MEP starting from the FC region follow-
ing the gradient of the spectroscopic pipi∗ state. For this calculation, the active
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Figure 6.1: Gas phase theoretical absorption spectra calculated at the MS5-
CASPT2/6-31G(d,p) level for purine derivatives studied in this thesis.
space was reduced to (12, 10) by leaving out the lone-pair of the oxygen atom.
As seen in the figure, the MEP reaches a very flat minimum on this poten-
tial. Along this MEP, the S0 minimum structure undergoes some geometrical
changes. S0 equilibrium and S1(pipi∗)min geometries are given in Figure 6.3.
Going from the FC region to the S1(pipi∗)min, C2-N3 bond stretches remark-
ably, C2 atom moves out of plane and the purine ring loses its planarity. The
S1(pipi∗)min lies 4.64 eV above the relative to the S0min.
On the next step, decay funnels connecting the S1(pipi∗)min to the ground
state have been searched. A S1(pipi∗)/S0 CI was located at 7.23 eV, hence,
an energy barrier of 2.40 eV has to be surmounted for access to this funnel.
The geometry optimized for S1(pipi∗)/S0 CI is highly distorted due to the
opposite out of plane motion of C2 and N3 atoms (Figure 6.4).
At the position of the S1(pipi∗)/S0 CI, T1(pipi∗) state is also degenerate
in energy, and the MEP following the T1(pipi∗) gradient from S1(pipi∗)/S0
CI reaches a minimum on the T1(pipi∗) potential (T1(pipi∗)min). However,
considering the very moderate SOC calculated, we predict that internal con-
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Figure 6.2: CASSCF(12, 10)/6-31G(d,p) minimum energy path from the FC region
following the gradient of S1(pipi∗) state in hypoxanthine.
version is expected to be favored to intersystem crossing around this region.
Although, some minima have been optimized for the low-lying triplet states,
no easily accessible singlet/triplet crossing has been located connecting those
triplet minima to singlet states. Our calculations suggest that for excited
HypoXan, a radiative decay from the lowest singlet minimum S1(pipi∗)min
might be the dominant decay channel to the ground state in gas phase. The
triplet states are not expected to play role in the deactivation mechanism of
HypoXan, at least in gas phase. However, it should be noted that interactions
between the chromophore and solvent molecules might modify the access to
internal conversion and intersystem crossing channels. Nevertheless, ianalyz-
ing the solvent effects is not the subject of the present study.
Very similar scenarios have been observed for 2-oxoP, 2,6-dAP, Xan and IsoG
in our study. In all purine derivatives studied, a minimum was located on
the S1(pipi∗) potential. The energies of S1(pipi∗) minima relative to their corre-
sponding S0min in these systems are as follows: 2-oxoP 3.60 eV, 2,6-dAP 4.48 eV,
Xan 4.67 eV and IsoG 3.90 eV. In a similar manner to HypoXan, the S1(pipi∗)/S0
CI in all systems was located energetically far away from the S1(pipi∗)min, and
they all present ring-distorted geometries. The lowest-lying triplet state also
shows degeneracy with S1(pipi∗) and S0 around this region, however, as men-
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Figure 6.3: Hypoxanthine S0 equilibrium geometry optimized at the
CASSCF(14, 11)/6-31G(d,p) level (left) and S1(pipi∗)min geometry
(right). Bond lengths are given in Å.
Figure 6.4: S1(pipi∗)/S0 CI for hypoxanthine optimized at the CASSCF(12, 10)/6-
31G(d,p) level of theory.
tioned for HypoXan, the SOCs calculated around those crossing points are not
significant, indicating that internal conversion would be expected take place
rather than population leak to the triplet manifold. In all cases, the dark
singlet state with npi∗ character is located above the lowest spectroscopic
S1(pipi∗) state, thus, discarding the possibility of population bifurcation to
another singlet state. Considering the significant energy difference between
the S1(pipi∗) minima and the S1(pipi∗)/S0 CI, we predict that detectable fluo-
recence quantum yields might be registered for these systems.
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6.3 comparison with natural dna nucleobases adenine and
guanine
As already described in Chapter 1, Serrano-Andrés et al. reported a compu-
tational work on Ade performed at the same level of theory as ours [29]. The
CASPT2//CASSCF(16, 13)/6-31G(d,p) absorption spectrum for Ade shows a
strong absorption from the second bright state S3(pipi∗) at 232 nm (5.35 eV,
f = 0.175). If we recall Figure 6.1, this is actually very similar to the absorp-
tion spectrum of 2,6-dAP. Then, in Ade, the effect of second amino substitution
at C2 position is small. Also, if the amino substituent at C2 is replaced with
a carbonyl group, the resulting spectrum is again very similar to that of Ade
as seen for HypoXan.
A similar computational study has been also performed on Gua by the
same authors [164]. The CASPT2//CASSCF(14, 12)/6-31G(d,p) absorption
spectrum of Gua presents differences compared to Ade. In Gua S1(pipi∗) state
corresponds to the S3(pipi∗) state of Ade. For Gua, two strong absorptions
calculated at 252 nm (4.93 eV, f = 0.158) and 217 nm (5.72 eV, f = 0.145). Such
kind of spectrum reminds very much the absorption spectrum calculated for
Xan in our study, as seen in Figure 6.1.
6.4 conclusions
In this section, we have analyzed purine derivatives substituted at posi-
tions C2 and/or C6 of the purine ring with one or two amino or carbonyl
groups. The first part of the present chapter has focused on the effect of
the substituents on vertical singlet and triplet excited-state energies at the FC
geometry. Considering the results calculated without the IPEA shift, in all
systems the lowest spectroscopic state is S1(pipi∗) and they present a mini-
mum on this potential. The population decay back to the ground state via
S1(pipi∗)/S0 CI is expected to take place on picosecond timescales due to the
large energy barrier to be overcome to access those funnels. We predict that
the hindered access to the S1(pipi∗)/S0 CI might favor a radiative decay to
the ground state from the lowest spectroscopic state S1(pipi∗). It also should
be noted that those molecules which play an important role in the purine
metabolism, Xan and HypoXan, are grouped as UVC chromophores, hence,
they would be protected from the UVB/UVC radiation.

Part V
C O N C L U S I O N S
"I never see what has been done; I only see what remains to be
done."
Marie Curie.

C O N C L U S I O N S
This thesis aims at investigating the photophysics and photochemistry of
a selection of DNA/RNA nucleobases and a selected group of derivatives by
performing high-level electronic structure calculations and mixed quantum
classical dynamics simulations.
The first part of this thesis has provided insight into the singlet and triplet
deactivation mechanisms of the simplest pyrimidine nucleobase Ura and its
methylated form, 1m-Ura. Methylation at position 1 of the pyrimidine ring
has been used as a model for simulating the effect of the sugar moiety, which
would be connected to the nucleobase at same position in the nucleoside and
nucleotide structure. The study has revealed that upon photoexcitation of
the lowest spectroscopic state, both systems follow a barrierless path to a
main internal conversion funnel, leading the population back to the ground
state. A large part of the absorbed electronic energy is safely dissipated
through this channel. The remaining part of the population, however, is bi-
furcated to a low-lying dark singlet state S1(npi∗). Our computational study
has shown that the S1(npi∗) state plays an important role in the generation
of the non-negligible triplet population registered in the transient absorption
spectroscopy experiments. The simulations of the transient absorption spec-
tra have demonstrated that the S1 dark state acts as a doorway channeling
the population to the long-lived triplet states via S1/T2/T1 intersystem cross-
ing funnel in ultrafast time scales. The more dominant internal conversion
mechanism, involving easily accessible conical intersection with the ground
state, is responsible for the intrinsic photoprotection mechanism of canonical
nucleobases.
The second part of this thesis, has focused on a group of potential photo-
sensitizers, thiobases, which might be used in phototherapeutic applications
for cancer treatment. Thiobases show red-shifted absorption spectra com-
pared to their natural DNA nucleobase counterparts, hence, they are catego-
rized as UVA chromophores. In contrast to canonical nucleic acid monomers,
in thiobases the ultrafast internal conversion process to the ground state is
blocked by high energy barriers to be surmounted from singlet and triplet
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minima. Instead, the drastically different potential energy surfaces of thion-
ated nucleobases favor ultrafast intersystem crossing to long-lived triplet
states, which exhibit near-unity quantum yields. Our quantum chemical
calculations have predicted that population transfer to the triplet manifold
would take place mainly via two different regions of the potential energy
surface. Important spin-orbit coupling values have been calculated for those
regions, indicating a high probability of population leak to the triplet states.
The deactivation scheme extracted from our static calculations suggests that
the lowest-lying triplet minimum in these systems would accumulate enough
energy, and then might lead to Type II singlet oxygen generation reactions in
the presence of molecular oxygen.
In order to corroborate our quantum chemical predictions, nonadiabatic
molecular dynamics simulations for 2t-Thy and 2,4dt-Thy were performed con-
sidering both singlet and triplet states, including both nonadiabatic and spin-
orbit couplings. The simulations have revealed that in both systems the pop-
ulation of the triplet manifold takes place in an ultrafast time scale, slightly
faster in 2,4dt-Thy (381 fs) than in 2t-Thy (873 fs) as extracted from the global
analysis of the trajectories. Also, the relative importance of different com-
peting channels has been highlighted by the time-resolved picture. In these
systems, S2→S1 internal conversion is favored to S2→T2 intersystem crossing
process. No significant ground state repopulation has been registered in our
study, in line with the topology of potential energy surfaces mapped for these
thiobases.
In summary, we conclude that carbonyl-by-thiocarbonyl substitution alters
the topology of potential energy surfaces and leads to strong spin-orbit cou-
plings in the singlet/triplet crossing regions. Consequently, these unique
properties result in intersystem crossing occuring on the femtosecond time
scale and near-unity triplet yields, which are approximately two orders of
magnitude greater than those of their natural counterparts in aqueous solu-
tion. The triplet states might be precusors of singlet oxygen, which is thought
to be responsible for the cytotoxic properties of thiobases leading to damage
of genetic material. Although, ultrafast intersystem crossing dynamics also
take place in canonical nucleobases as mentioned above, the origin of their
photostable behaviour is related to the faster rate of internal conversion than
that of intersystem crossing.
All in all, the triplet population mechanisms of natural nucleobases and
the thioderivatives studied in this thesis can be summarized as in Scheme 11,
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Scheme 11: Scheme for global singlet and triplet decay mechanisms for natural (a)
and thiosubstituted nucleobases (b,c and d) studied in this thesis.
where 1 and 3 superscripts denote singlet and triplet multiplicity, respectively.
UV excitation primarily populates the lowest 1pipi∗ state in these systems. As
seen in the scheme, the triplet potential energy surfaces look very similar
for all studied systems, with the two lowest-lying triplet states located very
close to each other and also positioned below the dark singlet state 1npi∗.
Once at the 1npi∗ minimum, the population would follow the same route in
all systems, eventually reaching the lowest triplet minimum (3pipi∗)min. Thus,
the differences in the photophysics registered for these systems can be mostly
attributed to the different topographies of the PESs for the 1pipi∗ state. As
seen in Scheme 11b, c and d, for none of the thionated bases considered in this
thesis, we found a direct and barrierless connection of the Franck-Condon
region and gs/1pipi∗ CI funnel along the 1pipi∗ PES. Instead, the thiobases
present minimum in the 1pipi∗ surface, which retains the population. The
time spent on the 1pipi∗ state is determined by the position of the low-lying
dark npi∗ singlet state with respect to the (1pipi∗)min. The population decay
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from the 1pipi∗ state would be faster for those systems where the 1pipi∗/1npi∗
CI is located in the vicinity of (1pipi∗)min, which is a common feature for all
the thiobases studied in this thesis. However, 4-thiosubstituted pyrimidines
can be considered as an exception (Figure 11a dotted line), presenting another
(1pipi∗)min geometrically and energetically different than the 1pipi∗/1npi∗ CI,
which leads to two different decay lifetimes in these systems.
The last part of this tesis puts the focus on purine derivatives substituted at
positions C2 and/or C6 with one or two amino or carbonyl groups, namely;
2-oxoP, HypoXan, 2,6-dAP, Xan and IsoG. Our study shows that the lowest spec-
troscopic state is S1(pipi∗) in all the systems considered and that a minimum
on the S1 potential is present. A common feature to all these systems is the
existence of a S1(pipi∗)/S0 CI, which is characterized by a distorted geometry,
located 1-2 eV above the S1(pipi∗) minimum. The significant energy difference
between the S1(pipi∗) minimum and S1(pipi∗)/S0 CI is expected to result in
relatively large timescales for the ground state repopulation, or alternatively,
radiative decay from the S1(pipi∗) might also be favored in these systems.
C O N C L U S I O N E S
En esta tesis el estudio de la fotofísica y la fotoquímica de una selección de
nucleobases de ADN/ARN y sus derivados se ha llevado a cabo a partir de
cálculos de estructura electrónica de alto nivel y simulaciones de dinámica
molecular semiclásica.
La primera parte de esta tesis ha contribuido a una mejor comprensión
de los mecanismos de desactivación singlete y triplete de la nucleobase más
simple, Ura, y su derivado metilado 1m-Ura. La sustitución del grupo metilo
en la posición 1 del anillo de pirimidina ha servido para modelizar el efecto
del azúcar, que estaría enlazada con esa misma posición en nucleósidos y
nucleótidos. El estudio ha revelado que tras la fotoexcitación al estado es-
pectroscópico más bajo en energía, la población excitada seguiría un camino
sin barreras hacia una región principal de conversión interna que llevaría la
población al estado fundamental. Una gran parte de la energía electrónica ab-
sorbida se disiparía a través de este canal. Sin embargo, la parte restante de
la población sería bifurcada a otro estado singlete S1(npi∗). Nuestro estudio
químico-cuántico ha demostrado que el estado S1(npi∗) juega un papel im-
portante en la nada despreciable población de los estados tripletes registrada
en los experimentos de espectroscopía de absorción transitoria. De hecho,
nuestras simulaciones de estos espectros de absorción han demostrado que
el estado S1 actúa como una puerta que canaliza la población hacia los es-
tados tripletes de larga vida a través del cruce entre sistemas S1/T2/T1 en
escalas de tiempo ultrarrápidas. El mecanismo de conversión interna domi-
nante, que incluiría una intersección cónica fácilmente accesible con el estado
fundamental, es responsable del mecanismo de fotoprotección intrínseca de
las nucleobases canónicas.
La segunda parte de esta tesis, se ha centrado en el estudio de en un grupo
de posibles fotosensibilizadores, las tiobases, que se podrían usar en aplica-
ciones fototerapéuticas en el tratamiento contra el cáncer. Las tiobases mues-
tran espectros de absorción desplazados hacia al rojo en comparación con sus
contrapartes naturales, por lo tanto, se denominan como cromóforos UVA. En
contraste con los monómeros canónicos de ácidos nucleicos, en las tiobases
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el proceso de conversión interna ultrarrápida está bloqueado por barreras
de alta energía que deben superarse desde mínimos singlete y triplete para
acceder a las correspondientes intersecciones cónicas con el estado funda-
mental. Por su parte, las superficies de energía potencial (SEP) drásticamente
alteradas de las tiobases favorecen el cruce entre sistemas ultrarrápido a es-
tados triplete de larga vida, que exhiben rendimientos cuánticos cercanos a
la unidad. Nuestros cálculos químico-cuánticos han predicho que la transfer-
encia de población a los estados tripletes tiene lugar principalmente a través
de dos regiones diferentes de la superficie de energía potencial. Se han calcu-
lado valores importantes de acoplamiento de espín-órbita para esas regiones,
lo que indica una alta probabilidad de transferencia de población a los es-
tados tripletes. El esquema de desactivación extraído de nuestros cálculos
estáticos sugiere que en estos sistemas el mínimo triplete más estable acumu-
laría suficiente energía, para dar lugar a reacciones de generación de oxígeno
singlete Tipo II en presencia de oxígeno molecular.
Con el fin de corroborar nuestras predicciones químico-cuánticas, se lle-
varon a cabo simulaciones de dinámica molecular no adiabática para la 2t-Thy
y 2,4dt-Thy considerando tanto los estados singletes como tripletes, teniendo
en cuenta los acoplamientos no adiabáticas y espín-órbita. Estas simulaciones
han revelado que en ambos sistemas la población de los estados tripletes
tendría lugar en escalas de tiempo ultrarrápidas, ligeramente más rápida
en 2,4dt-Thy (381 fs) que en 2t-Thy (873 fs) según se ha extraído del análisis
global de las trayectorias. Por otra parte, la importancia relativa de los difer-
entes canales de desactivación que compiten ha sido destacada por las simu-
laciones resueltas en el tiempo. La conversión interna S2→S1 se ve favorecida
frente al proceso de cruce entre sistemas S2→T2. En línea con la topología de
las superficies de energía potencial cartografiadas para estas tiobases, no se
ha registrado población significativa que regresa al estado fundamental a lo
largo de las dinámicas de desactivación.
En resumen, concluimos que la sustitución de carbonilo por tiocarbonilo
altera la topografía de las superficies de energía potencial y conduce a fuertes
acoplamientos de espín-órbita en las regiones de cruce singlete/triplete. Con-
secuentemente, estas propiedades únicas conducen a cruces entre sistemas
que ocurren en escalas de tiempo femtosegundos y a rendimientos de triplete
cercanos a la unidad, que son aproximadamente dos órdenes de magni-
tud mayores que los de sus análogos naturales en disolución. Los estados
tripletes podrían ser precursores de oxígeno singlete, responsable de las
propiedades citotóxicas de las tiobases que conducen al daño del material
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genético. Aunque los cruces entre sistemas ultrarrápidos también tienen lu-
gar en nucleobases canónicas como se mencionó anteriormente, el origen del
comportamiento fotoestable de estos cromóforos se atribuye a la mayor pro-
porción de conversión interna comparada con la del cruce entre sistemas.
Scheme 12: Esquema de los mecanismos globales de deactivación singlete y triplete
para nucleobases naturales (a) y tiosustituidas (b, c y d) estudiadas en
esta tesis.
A partir de nuestros resultados, los mecanismos de población de tripletes
en las nucleobases naturales y sus tioderivados estudiados en esta tesis se
pueden resumir a través de los esquemas de la Figura 12, donde los su-
períndices 1 y 3 denotan multiplicidad singlete y triplete de los estados elec-
trónicos, respectivamente. La excitación ultravioleta principalmente poblaría
el estado 1pipi∗ más bajo en estos sistemas. Como se aprecia en la figura,
las superficies de energía potencial triplete tienen una forma muy similar
en todos los sistemas estudiados: los estados de esta multiplicidad se en-
cuentran muy próximos entre sí y también posicionados debajo del estado
singlete 1npi∗. Una vez alcanzado el mínimo de 1npi∗, la población seguiría la
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misma ruta en todos los sistemas finalmente poblando el mínimo de triplete
(3pipi∗)min. Sin embargo, las diferentes fotofísicas registradas para estos sis-
temas están relacionadas principalmente con la distinta topografía de la SEP
para el estado 1pipi∗.
Como se observa en la Figura 12 b, c y d, en ninguna de las tiobases estu-
diadas, existe un acceso directo desde la región Franck-Condon a la intersec-
ción cónica gs/1pipi∗ a lo largo de la SEP del estado 1pipi∗. Las tiobases, por
su parte, presentan un mínimo en la superficie del estado 1pipi∗ que retiene
la población. El tiempo que permenece el paquete de ondas en el estado
1pipi∗ está determinado por la posición relativa del estado de singlete 1npi∗
con respecto a (1pipi∗)min. El decaimiento de la población del estado 1pipi∗
será más rápida cuanto más próxima se encuentra el cruce 1pipi∗/1npi∗ CI al
(1pipi∗)min. Las pirimidinas 4-tiosustituidas suponen, sin embargo, una excep-
ción (Esquema 12c, línea de puntos), presentando otro (1pipi∗)min geométrica
y energéticamente diferente de la 1pipi∗/1npi∗ CI, lo que da lugar a dos tiem-
pos de decaimiento distintos en estos sistemas.
La última parte de esta tesis se ha centrado en los siguientes derivados de
purina, sustituidos en las posiciones C2 y/o C6 con uno o dos grupos amino
o carbonilo; 2-oxoP, HypoXan, 2,6-dAP, Xan and IsoG. Nuestro estudio muestra
que en todos estos sistemas el estado espectroscópico más bajo en energía es
el S1(pipi∗), potencial sobre el que se ha localizado un mínimo. Además, una
característica común a todos estos sistemas, es la presencia de una intersec-
ción cónica S1(pipi∗)/S0 CI, situada 1-2 eV por encima del mínimo S1(pipi∗).
Dicha cónica se caracteriza por una geometría distorsionada. Se espera que la
diferencia de energía entre el mínimo S1(pipi∗) y la S1(pipi∗)/S0 CI resulte en
escalas de tiempo para la repoblación de estado fundamental relativamente
largas, o alternativamente, un decaimiento radiativo de S1(pipi∗) podría estar
favorecido en estos sistemas.
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Table A.1: Reparametrization of the AM1 Hamiltonian: target and corresponding
semiempirical values for energy (eV) and oscillator strength ( f ) of singlet
minima in 2, 4-dithiotymine
S0min S1(npi∗)min
semiemp target weight semiemp target weight
Adiabatic S1-S0 - - - 2.42 2.44 2.00
∆E(S1-S0) 2.66 2.76 2.00 2.15 2.19 2.00
∆E(S2-S0) 3.40 3.47 10.00 3.23 3.11 2.00
∆E(S3-S0) 3.48 3.71 10.00 3.37 3.16 2.00
∆E(S4-S0) 3.83 3.94 2.00 3.35 3.47 2.00
∆E(S5-S0) 4.00 3.96 2.00 3.66 3.81 2.00
∆E(T1-S0) 2.30 2.61 2.00 1.98 2.01 2.00
∆E(T2-S0) 2.64 2.69 2.00 2.14 2.16 2.00
∆E(T3-S0) 2.94 3.17 2.00 2.89 2.73 2.00
∆E(T4-S0) 3.30 3.33 2.00 3.17 3.35 2.00
∆E(T5-S0) 3.47 3.65 2.00 3.34 3.40 2.00
∆E(T6-S0) 3.96 3.94 2.00 3.64 3.77 2.00
f (S1-S0) 0.01 0.07 0.50 0.08 0.23 0.50
f (S2-S0) 0.48 0.62 0.50 0.37 0.22 0.50
S2(pipi∗)min
semiemp target weight
Adiabatic S2-S0 3.29 3.14 2.00
∆E(S1-S0) 2.48 2.41 2.00
∆E(S2-S0) 3.11 2.84 2.00
∆E(S3-S0) 3.22 3.16 2.00
∆E(S4-S0) 3.57 3.45 2.00
∆E(S5-S0) 3.56 3.65 2.00
∆E(T1-S0) 2.18 2.16 2.00
∆E(T2-S0) 2.46 2.36 2.00
∆E(T3-S0) 2.67 2.62 2.00
∆E(T4-S0) 3.21 3.12 2.00
∆E(T5-S0) 3.09 3.25 2.00
∆E(T6-S0) 3.54 3.59 2.00
f (S1-S0) 0.01 0.03 0.50
f (S2-S0) 0.42 0.49 0.50
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Table A.2: Reparametrization of the AM1 Hamiltonian: target and corresponding
semiempirical values for energies (eV) of 2, 4-dithiothymine
T1(pipi∗)min S1(npi∗)/T1(pipi∗)/T2(npi∗)
semiemp target weight semiemp target weight
Adiabatic T1-S0 2.17 2.24 2.00 2.41 2.39 2.00
∆E(S1-S0) 2.38 2.19 2.00 2.15 2.09 2.00
∆E(S2-S0) 3.29 3.03 10.00 3.23 3.05 2.00
∆E(S3-S0) 3.55 3.17 10.00 3.36 3.10 2.00
∆E(S4-S0) 3.43 3.43 2.00 3.35 3.48 2.00
∆E(S5-S0) 3.84 3.82 2.00 3.66 3.78 2.00
∆E(T1-S0) 2.04 1.97 2.00 1.98 1.98 2.00
∆E(T2-S0) 2.37 2.16 2.00 2.14 2.07 2.00
∆E(T3-S0) 2.89 2.69 2.00 2.89 2.77 2.00
∆E(T4-S0) 3.42 3.34 2.00 3.17 3.32 2.00
∆E(T5-S0) 3.24 3.36 2.00 3.34 3.44 2.00
∆E(T6-S0) 3.80 3.78 2.00 3.64 3.68 2.00
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Table A.3: Semiempirical parameters for AM1 Hamiltonian used in molecular dy-
namics simulations of 2, 4-dithiothymine.
Param Units C N S H
USS eV −43.9022201983 −73.5163776037 −56.2774304254 −11.9363869730
UPP eV −38.8335823559 −58.4693823949 −48.2826096173 –
ζS bohr−1 1.9638364444 2.5495010592 2.2605960774 1.2097650514
ζP bohr−1 1.5956278802 2.0786945864 1.8931125364 –
α Å−1 2.8777219207 3.0659540295 2.5421282553 3.2729604367
βS eV −16.8713087039 −19.4553528238 −1.8585561545 −5.7996003355
βP eV −7.7223056292 −14.3779200128 −8.9371944825 –
gSS eV 11.0488749412 13.3265340891 12.8098066357 13.8263584528
gSP eV 12.0717452666 14.5765054372 8.9307839585 –
gPP eV 11.2598097302 14.8601805702 7.2229138868 –
gP2 eV 9.6652548126 12.2446294360 7.6056335604 –
hSP eV 1.3982334356 5.2689860393 3.8354409162 –
K1 0.0794731789 0.0626898927 −0.6761631833 0.1017050246
L1 Å−1 5.9044559671 4.6456923419 5.1506477883 5.9575287269
M1 Å 1.0329891759 1.4290410322 0.6201089525 1.1947035051
K2 0.0120500675 0.0248195893 −0.0631319389 0.0655348501
L2 Å−1 7.2765975744 4.5584241295 7.6794979600 6.4504463401
M2 Å 1.7230149833 2.1006448628 1.4548852974 2.0027321930
K3 0.0392181212 −0.0237585573 −0.0065857453 −0.0355253307
L3 Å−1 6.4866895215 2.1230742228 9.3028090969 2.8825625577
M3 Å 1.5617409851 1.9543624731 1.7280127009 1.5779083613
K4 −0.0026969985 – – –
L4 Å−1 9.0168133793 – – –
M4 Å 3.0749291502 – – –
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Table A.4: Reparametrization of the AM1 Hamiltonian: target and corresponding
semiempirical values for geometrical parameters of 2, 4-dithiothymine.
Bond lengths and angles are given in Å and degrees, respectively.
S0min S1(npi∗)min
semiemp target weight semiemp target weight
C1-S9 1.57 1.66 1.00 1.58 1.67 1.00
C5-S8 1.57 1.64 1.00 1.67 1.77 1.00
6 S8-C5-N6 116.0 120.3 1.00 116.9 115.5 1.00
6 S9-C1-N6 124.0 122.4 1.00 121.5 121.9 1.00
6 S8-C5-N6-C1 180.1 180.0 1.00 180.1 180.0 1.00
6 S8-C5-N4-C3 179.9 179.9 1.00 179.8 180.0 1.00
6 S9-C1-N6-C5 180.0 180.0 1.00 180.0 180.0 1.00
6 S9-C1-N2-C3 180.0 179.9 1.00 179.9 179.9 1.00
6 N6-C5-C4-C7 179.9 180.0 1.00 179.8 180.0 1.00
6 N2-C3-C4-C7 180.1 180.0 1.00 180.2 179.9 1.00
Table A.5: Reparametrization of the AM1 Hamiltonian: target and corresponding
semiempirical values for geometrical parameters of 2, 4-dithiothymine.
Bond lengths and angles are given in Å and degrees, respectively.
T1(pipi∗)min S1(npi∗)/T1(pipi∗)/T2(npi∗)
semiemp target weight semiemp target weight
C1-S9 1.57 1.67 1.00 1.58 1.68 1.00
C5-S8 1.62 1.76 1.00 1.67 1.80 1.00
6 S8-C5-N6 114.2 115.3 1.00 116.8 115.3 1.00
6 S9-C1-N6 125.0 122.7 1.00 121.3 121.6 1.00
6 S8-C5-N6-C1 180.1 180.0 1.00 180.0 172.6 1.00
6 S8-C5-N4-C3 179.8 180 1.00 179.3 171.6 1.00
6 S9-C1-N6-C5 180.1 180.0 1.00 180.1 178.0 1.00
6 S9-C1-N2-C3 179.8 179.9 1.00 178.9 176.1 1.00
6 N6-C5-C4-C7 179.8 180.0 1.00 179.2 179.3 1.00
6 N2-C3-C4-C7 180.1 180.0 1.00 180.7 177.6 1.00
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Table A.6: Semiempirical parameters for AM1 Hamiltonian used in molecular dy-
namics simulations of 2-thiothymine.
Param Units C N S H
USS eV −50.1499372508 −69.1073728090 −56.7803969124 −11.7782324756
UPP eV −39.4883105700 −58.7743993360 −48.6498906868 –
ζS bohr-1 1.9187528013 2.3795574761 2.0975749318 1.0568623939
ζP bohr-1 1.5107569420 2.0454947732 2.0310250369 –
α Å-1 3.0121256159 4.2703207916 2.5224059723 3.0091037668
βS eV −15.9425022053 −19.6372085064 −1.8674461842 −5.8057006596
βP eV −8.2109504200 −15.5994401080 −8.4121967390 –
gSS eV 13.0706066086 12.7753131377 12.1251761999 14.3730163657
gSP eV 11.7435309998 13.4821564283 8.9258248129 –
gPP eV 11.3841951969 13.4357331079 8.7451445429 –
gP2 eV 9.7085264312 11.9520572796 7.7662460538 –
hSP eV 1.8253967745 4.7990943278 4.0205803615 –
K1 0.0738867443 0.0623066538 −0.6963940081 0.1033081155
L1 Å−1 5.7689654010 4.4150412626 5.0060627398 5.8793230422
M1 Å 1.0456091739 1.4472669397 0.5867666011 1.1683797327
K2 0.0125892458 0.0248697041 −0.0642336189 0.0645266969
L2 Å−1 7.1703445102 4.6284417257 7.3076192697 6.8157304767
M2 Å 1.7512748759 2.0753226756 1.2759226245 1.9470973211
K3 0.0391251288 −0.0218495974 −0.0065708701 −0.0363519827
L3 Å−1 6.4605819862 2.0585628834 9.0733992992 2.6850233056
M3 Å 1.6720349706 1.8829468106 1.8828639780 1.5807834137
K4 −0.0026706702 – – –
L4 Å−1 8.9647771110 – – –
M4 Å 3.0738463797 – – –
B
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Abstract: Interest in understanding the photophysics and photochemistry of thiated nucleobases has
been awakened because of their possible involvement in primordial RNA or their potential use as
photosensitizers in medicinal chemistry. The interpretation of the photodynamics of these systems,
conditioned by their intricate potential energy surfaces, requires the powerful interplay between
experimental measurements and state of the art molecular simulations. In this review, we provide an
overview on the photophysics of natural nucleobases’ thioanalogs, which covers the last 30 years and
both experimental and computational contributions. For all the canonical nucleobase’s thioanalogs,
we have compiled the main steady state absorption and emission features and their interpretation in
terms of theoretical calculations. Then, we revise the main topographical features, including stationary
points and interstate crossings, of their potential energy surfaces based on quantum mechanical
calculations and we conclude, by combining the outcome of different spectroscopic techniques and
molecular dynamics simulations, with the mechanism by which these nucleobase analogs populate
their triplet excited states, which are at the origin of their photosensitizing properties.
Keywords: nucleobase derivatives; thionation; interstate crossings; singlet oxygen; ab initio
calculations; photoexcited dynamics; time resolved spectroscopy
1. Introduction
Thiobases are the result of substituting an exocyclic carbonyl oxygen atom by a sulfur atom
in nucleobases. Despite their structural similarity to their canonical analogs, the photophysics of
thiated nucleobases is dramatically different. In contrast to canonical nucleobases, which are able to
repopulate the ground state (GS) in ultrafast time scales [1–3], the main relaxation pathways in thiated
nucleobases drive the system to the most stable triplet excited state in a very efficient manner, that
would eventually decay to the GS in longer time scales [4].
Aside from fundamental interest that would seek to understand how the nature of the substituents
or their position along the purine and pyrimidine heterocycles [5,6] imprint the topography of
the excited state potential energy surfaces (PESs) directing the photophysics of nucleobases, it has
been recently recognized that specific thiated nucleobases could have been part of primordial RNA
macromolecules [7,8]. Moreover, these systems are currently considered as very valuable prototypes
for photosensitizers to be used in pharmacological applications, for their photosensitizing properties
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and structural similarity with canonical nucleobases, which facilitates their inclusion into parent
DNA molecules.
In fact, 2-thiouracil (2t-Ura), 4-thiouridine (4t-Urd), 2-thiocytidine (2t-Cyd) and 2-selenouracil
were found in transfer ribonucleic acids (tRNAS) of some bacteria such as Escherichia coli or Bacillus
subtiles, yeasts and other higher organisms, and have been related to the improvement of the accuracy
and efficiency of the translation process, fostered by the electronic properties and the size of S and Se
elements [9,10]. Recent studies on non-enzymatic replication [7,8] have discovered that the exchange
of Uracil (U) by 2t-Ura mends important problems along the replication process, such as the slow
rate when copying RNA templates or the occurrence of G:T and A:C mispairs [7]. These interesting
findings have been interpreted as an indication that thiated compounds might have played a role in
primordial RNA replication processes, before the first RNA polymerase enzymes emerged.
As for their pharmacological properties, thiopurines, such as azathioprine, 6-mercaptopurine and
6-thioguanine (6t-Gua), have stood out for their clinical effectiveness as anticancer, anti-inflammatory
or immunosuppressant prodrugs for decades [11,12]. Following enzymatic metabolization, a small
fraction of these compounds is incorporated as 6t-Gua nucleotides into patients’ DNA undergoing
these treatments [13–15]. This very small guanine by 6t-Gua substitution (below 0.02%) suffices,
however, to increase the sensitivity of 6t-Gua containing DNA to UVA light. The absorbance of UVA
radiation by 6t-Gua DNA would precipitate Type I and Type II mechanisms, leading to important
photosensitized lesions such as canonical nucleobases’, 6t-Gua’s and protein’s oxidation products,
DNA and DNA–protein crosslinks and DNA strand breaks [16].
Nucleobase thioderivatives, such as 4t-Urd, 4-thiothyimine (4t-Thy), and 6t-Gua, have also shown
a great utility as photolabels to gain detailed knowledge on the structure of nucleic acids, as well as to
recognize interaction points within nucleic acids or in nucleic acids protein aggregates, profiting their
photocrosslinking properties upon UVA light absorption [17–23].
Finally, thiation has also been intensively employed in structural biology studies to understand
the chemical, structural and functional alterations introduced by these substituents in the nucleic acids
where they were incorporated [24–28].
In this scenario, it is not surprising that the literature on the photophysics and photochemistry
of thionucleobases has experienced major growth, especially in the last decade, from both the
experimental and computational sides, with the aim of unraveling the differences at the electronic
structure level that distinguish these compounds from canonical nucleobases and deciphering the
relaxation pathways underlying the very appealing photosensitizing properties of these systems for
pharmacology and medicinal chemistry. Considering the abundant literature focused on particular
aspects of the photophysics and photochemistry of thiated nucleobases, it is our aim here to compose
a concise but complete picture, sewing together contributions from different fields, which summarizes
not only the main optical properties of these systems, but also their main deactivation pathways.
As for canonical nucleobases, tautomer equilibria in thiobases have been intensively studied both
from computational and experimental points of view. Thiouracils and their N1-methylated derivatives
were found to be mainly present in their keto-thione forms, both in gas phase and in solution [29–32].
On the contrary, theoretical investigations on 2-thiocytosine (2t-Cyt) concluded that in vacuum its thiol
form is more stable than the canonical tautomer, although the latter becomes strongly predominant
in polar solvents [33,34]. Similar trends have been described also for the tautomeric equilibrium of
6t-Gua [35,36]. Since keto-thione is the predominant form for all thiobases in a biologically relevant
environment such as water, most of the theoretical works have been performed on these tautomers
and thus it will be on them where we will put the focus of our review.
We will also overlook recent works on the photophysical properties of Se- and Te-nucleobase
derivatives [37,38], in line with those of thiated nucleobases, and the characterization of the electronic
excited states of ionized thionucleobases, key to the interpretation of UV photoelectron spectra recently
measured/simulated for some thiouracil derivatives [39,40].
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The review is organized as follows. For all the thionucleobases considered, namely the thiopurine
6t-Gua, the thiopyrimidines 2-thiothymine (2t-Thy) and 2t-Ura, 4t-Thy and 4-thiouracil (4t-Ura),
2t-Cyt and 2,4-dithiothymine (2,4-dtThy), and 2,4-dithiouracil (2,4-dtUra), we will start by compiling
the description of the experimental absorption and luminescence spectra and their interpretation
with the help of Time Dependent Density Functional Theory (TD-DFT) and high level ab initio
calculations. When discussed in the literature, we will briefly comment on the effect of the solvent
and glycosylation on the main absorption and emission bands, by comparing with the absorption
and emission spectra of the corresponding (deoxy)ribosides. Next, we will summarize the main
features of the PES explored with the above-mentioned theoretical methods, sketching the most
plausible relaxation mechanisms. Then, the photodynamics of these systems will be discussed based
mainly on the results of transient absorption experiments, and in specific cases of time-resolved
photoelectron and Resonance Raman spectroscopies. We will also comment on the fate of the triplet
excited states, responsible for the photosensitizing properties of these systems. Detailed overviews
on the fundamentals and performance of the main theoretical methods and spectroscopies discussed
along this review can be found in Refs. [41–49].
Finally, the last section of the review concludes with some general remarks on the effect that the
degree and position of thiosubstitution has on the absorption spectra, PES and photoexcited dynamics
of thionucleobases and a very brief description of the main challenges in the field.
2. Canonical Nucleobases’ Thiated Analogs Photophysics
2.1. Thiopurines
2.1.1. Steady State Absorption and Emission properties
Table 1 collects the experimental absorption and fluorescence emission maxima of 6t-Gua and
its nucleosides 6-thio(2′-deoxy)guanosine (6t-Guo) in different solvents. Table 2 also summarizes in
vacuum and in solution theoretical vertical absorptions and adiabatic emission energies calculated
for 6t-Gua and 6t-Guo. According to these experiments, both the nucleobase and the nucleoside
exhibit absorption maxima in the UVA region between 348–316 nm, (3.56–3.92 eV) for all the solvents
examined, alkaline media providing the lowest wavelength values, as already noticed by Rubin et
al. and Santhosh et al. [50,51]. Other peaks were found around 255, 220 and 205 nm in neutral and
acidic conditions, whereas alkaline pHs induce a bathochromic shift in these absorptions which appear
at 265, 245 and 210 nm [51]. DFT [38,52–54] and multiconfigurational approaches [55] predict the
spectroscopic state in 6t-Gua, to absorb between 311–299 nm (3.99–4.15 eV) in gas phase (GP), whilst
the computationally more restrictive semi-empirical CNDO (Complete Neglect of Differential Overlap)
method [50,51] calculates this transition at significantly lower energies ca. 340 nm. All these methods,
however, agree in assigning this transition a pipi* (Highest Occupied Molecular Orbital (HOMO)
to Lowest Unocccupied Molecular Orbital (LUMO)) character and locate a very weakly absorbing
lower-lying npi* electronic state in the region 400–369 nm (3.10–3.36 eV). These two transitions are
localized within the C-S bond (see Figure 1). TD-DFT predicts a shift of these two absorptions after
including solvent-chromophore interactions, i.e., whilst the npi* absorption is displaced to higher
energies (ca. 0.4 eV) both in water and acetonitrile (ACN), the pipi* transition blue shifts by 0.1 eV in
the same solvents.
Discrepancies between the different theoretical approaches employed to predict the absorption
spectrum of 6t-Gua are larger when predicting higher-lying excited states. Semi-empirical and TD-DFT
methods locate a second pipi* excited state centered at ca. 295 nm (4.20 eV), absorbing with different
intensities (0.0076–0.48), whilst the more reliable MS-CASPT2/CASSCF (Multi State Complete Active
Space Perturbation Theory/Complete Active Space Self-Consistent Field) predicts a quite bright state
at higher energies 253 nm (4.90 eV).
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The comparison between the absorption features of 6t-Gua and its nucleosides (Table 1) reveals
that glysosylation has very little effect in the position of the absorption maxima and only slightly
increases the intensity of the UVA and UVC bands.
Table 1. Steady-state absorption and emission properties of 6-thioguanine nucleobase and nucleosides
at room temperature unless otherwise indicated. F: Fluorescence; P: Phosphorescence; N.D.:
Not detected.
λmax (nm)
εmax (M−1 cm−1 ×
104)
λemission (nm) Solvent
F P
6t-Gua
337 1.80 – – NaOH, pH = 10 [56]
340 2.10 – – Tris buffer, pH = 7.4 [56]
340, 255, 220, 205 – 400 – H2O, pH = 2.3 [51]
340, 255, 220, 205 – 400, 500 1 – H2O, pH = 7.8 [51]
320, 265, 245, 210 – 400 – H2O, pH = 12.8 [51]
341, 254, 220 1, 204 1.80, 0.60, 1.40, 1.90 – – PBS, pH = 7.4 [52]
347 2 2.08 – 478 pH = 1.0, 77 K [50]
343 2 2.22 – 459 pH = 5.0, 77 K [50]
323 2 1.85 – 442 pH = 10.0, 77 K [50]
321 2 2.12 – 442 1 N NaOH, 77 K [50]
– – 468, 437 1, 494 1 430–550 Tris buffer, pH = 7.4, 77 K [52]
– – – 478 NaOH, pH = 12.1 [57]
6t-Guo
320 1.80 – – NaOH, pH = 10 [56]
342 2.00 – – Tris buffer, pH = 7.4 [56]
342 2.30 N.D. N.D. PBS, pH = 7 [54]
346 2.20 N.D. N.D. ACN [54]
341, 258, 227 1, 208 2.30, 0.80, 1.20, 2.10 – – PBS, pH = 7.4 [52]
348 2 – – 481 pH = 1.0 ,77 K [50]
344 2 – – 459 pH = 5.0, 77 K [50]
316 2 – – 431 pH = 12.0, 77 K [50]
1 Band shoulder. 2 Absorption maxima at room temperature.
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Figure 1. HOMO (H) and LUMO (L) molecular orbitals involved in the pipi* lowest spectroscopic state
in 2t-Cyt, 2t-Thy, 6t-Gua, 4t-Thy and 2,4-dtThy.
Fluor scence spectr of 6t-G a recorded at differe t pH conditions and excitatio wavelengths
showed a band with a maximum peaking at 400–468 nm, with a shoulder around 500 nm [51,52].
Fluorescence decay was best fitted with two lifetimes in the range of ns, i.e., τ1 = 1.4 and τ2 = 24.1 ns [52].
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Table 2. Computed absorption and emission properties of 6-thioguanine nucleobase and nucleosides.
Only information relative to the lower lying spectroscopic state and preceding electronic states is
included. In parenthesis the oscillator strengths are shown.
λmax (nm) Solvent Excitation
λemission (nm) Method
F P
6t-Gua [55]
369 (0.000) – S1 1npi* 395 –
MS-CASPT2//
CASSCF(14,12)/ANO-L
306 (0.535) – S2 1pipi* – –
400 – T1 3pipi* – 404
375 – T2 3npi* – –
6t-Gua [53]
397 (0.000) – S1 – – TD-B3LYP/6-311++G(d,p)
311 (0.203) – S2 – –
6t-Gua [52]
381 (0.000) – S1 1npi* – –
TD-PBE0/6-311++G(d,p)/
IEFPCM
346 (0.000) H2O S1 1npi* – –
299 (0.260) – S2 1pipi* – –
310 (0.400) H2O S2 1pipi* – –
6t-Gua [50] 337 (0.470) – S2 1pipi* – – CNDO/S
6t-Gua [51]
400 (0.000) – S1 1npi* – – CNDO/s-CI
340 (0.290) – S2 1pipi* – –
6t-Guo [54]
384 (0.000) – S1 1npi* – –
TD-PBE0/6-311++G(d,p)/
IEFPCM
341 (0.000) H2O S1 1npi* – –
342 (0.000) ACN S1 1npi* – –
305 (0.280) – S2 1pipi* – –
313 (0.450) H2O S2 1pipi* – –
313 (0.450) ACN S2 1pipi* – –
6t-Guo [38]
359 (0.000) – S1 1npi* 376 –
TD-B3LYP/6-31+G*319 (0.434) – S2 1pipi* – –
457 – T1 3pipi* – 496
357 (0.000) – S1 1npi* – – TD-M06/6-31+G*314 (0.455) – S2 1pipi* – –
Finally, phosphorescence signals centered in the range of 430–550 nm, depending on the pH
conditions and on the experimental setup, were also registered [50,52]. Phosphorescence emission was
found to decay with a lifetime of 45 ms [52].
2.1.2. Static Description of the PES
A scheme of the potential energy profiles for 6t-Gua based on minimum energy path (MEP)
calculations can be found in Figure 2.
The photophysics of 6t-Gua (6t-Guo) is dictated by the existence of two minima in the S1 potential,
showing pipiCS* and npiCS* characters, and lying 3.80 (3.5) and 3.14 (3.3) eV over the GS equilibrium
structure, according to the MS-CASPT2//CASSCF [55] (TD-B3LYP [38]) calculations. These two
minima are accessed via the S2(pipiCS*)/S1(npiCS*) conical intersection (CoIn) in the vicinity of the
Franck Condon (FC) region. Reaching these minima requires in 6t-Gua the lengthening of the C-S bond,
besides the out-of-plane movement of the C-S bond in the npiCS* minimum or the pyramidalization
of the C2 (see Scheme 1 for atom labeling) coupled to the rotation of the amino group in the pipiCS*
minimum [55]. The S1 and S2 (corresponding to S1(pipiCS*) in Ref. [55]) minima of the deoxynucleoside
were found to experience parallel geometrical C-S distortions as those reported for the thionucleobase.
No significant out-of-plane deviation of the NH2 group was, however, registered for 6t-Guo [38].
Similar geometries were obtained for equivalent minima of triplet multiplicity located 3.41 (3pipiCS*) eV
and 3.07 (3npiCS*) eV relative to the GS minimum in 6t-Gua [55]. A lower energy (2.5 eV), however,
was registered for the most stable T1 minimum of 6t-Guo [38]. Interestingly, a third triplet minimum
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with pipiCS* character, identical geometry and thus energy to the npiCS* singlet and triplet minima was
also optimized for the thionucleobase [55].
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Scheme 1. Structures of the thiosubstituted analogs of the nucleobases considered in this work.
Atom numbering is given for the heterocyclic rings of the nucleobases.
Although a one to one comparison between the calculated adiabatic emission energies and
the fluorescence and phosphorescence (Tables 1 and 2) signals is not possible, since the vibrational
structure of the ground and S1 excited state was not considered by the available calculations, the
energies calculated for the most stable singlet and triplet minima are consistent with the luminescence
signals experimentally obtained.
The same multiconfigurational study [55] locates for 6t-Gua two S1/S0 internal conversion (IC)
funnels for th return of population to the S0 fro the pipiCS* and npiCS* minima. Reachi these funnels
requires the perpendicular arrangement of the C-S bond to the purine ring, and the pyram dalization
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of several C and N centers in the case of the S1(npiCS*)/S0, importantly affecting the energy of this
interstate crossing point which lies almost 2 eV above the npi* minimum. The S1(pipiCS*)/S0 crossing,
with almost the same energy as the pipiCS* minimum, is in contrast easily accessible for the S1 potential.
A third S1(pipiCC*)/S0 IC funnel, lying at intermediate energies (3.9 eV), was identified with the help
of molecular dynamics (MD) simulations on photoexcited 6t-Gua [58]. This interstate crossing is
geometrically characterized by the puckering of the C7 and the folding of the NH2 group, and is
accessible after surmounting a 0.72 eV energy barrier from the 1npiCS* minimum.
The two S1 minima, lying both structurally and energetically very close to the minimum energy
crossing points (MECP) S1(pipiCS*)/T2(npiCS*) and S1(npiCS*)/T(pipi*), were identified as efficient funnels
for transferring the population to the triplet manifold, due to the proximity of strongly coupled triplet
states (calculated spin-orbit couplings (SOC) of 200 cm−1). Once in the triplet manifold, the system
needs to climb energy barriers comprised between 0.1 and 1 eV to access intersystem crossing (ISC)
funnels for further decaying to the S0. The SOCs calculated at these regions are small (3–12 cm−1),
except for the T1(npiCS*)/S0 crossing, which was predicted to amount to 270 cm−1. It is important to
note here that all the stationary and interstate crossing points were connected with MEP calculations.
2.1.3. Photodynamics
The excited-state dynamics of the nucleoside 6t-Guo and the nucleobase 6t-Gua were respectively
studied by means of femtosecond broadband transient absorption spectroscopy (TAS) [52,54] and
singlet/triplet surface hopping dynamics using a parameterized semi-empirical Hamiltonian with
CASPT2 calculations [58]. The excited state dynamics of the nucleoside (nucleobase) is governed by a
single excited state species showing two transient absorption signals at 380 (375) and 620 (520) nm,
which evolve in parallel at early time delays and remain stationary after 2 ps. This transient is assigned
to a triplet excited state, based on the comparison of the decay lifetimes of the absorption signals in N2
and air-saturated conditions, which are 1.5 times increased in the absence of oxygen [54]. The triplet
species in the nucleoside is populated in ultrafast timescales τ1 = 0.31–0.36 ps, both in aqueous solution
and in ACN (See Figure 3, and Table 3). For the nucleobase, however, this process was measured to
occur in longer time scales τ1 = 0.56 ps [52].
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A second lifetime for the nucleoside (nucleobase) τ2 = 32–80 (26) ps was also fitted from the
dynamics and assigned to the minor repopulation of the GS from the S1(npiCS*) excited state combined
with solvation dynamics of the T1 (See Figure 3, Table 3) [54]. Finally, the longer lifetime in 6t-Guo
(6t-Gua) τ3 = 720 (830–1420) ns is ascribed to the ISC process from the triplet manifold to the GS [52,54].
From the above data, it can be concluded that the effect of N9-glycosylation is not homogenous
along the dynamics of the chromophore. While N9-glycosylation accelarates the ISC processes for the
population of the triplet manifold and the GS, it noticeably slows down the IC process S1→S0.
Table 3. Photophysical parameters (lifetimes in ps unless otherwise indicated and triplet and singlet
oxygen quantum yields) for thiated nucleobase analogs.
τ ISC (ps) Φ ISC Lifetimes Φ∆
2t-Ura
0.35 ± 0.06 8 [60] 0.75 ± 0.20 8 [60]
τ1 < 0.20, τ2 = 0.35 ± 0.06 8, 0.34 ± 0.09 1 [60]
–
0.34 ± 0.09 1 [60] – –
0.36 ± 0.03 8 [61] – – –
2t-Thy 0.62 ± 0.07
8 [60] 1.00 ± 0.05 3 [62] τ1 < 0.20, τ2 = 0.62 ± 0.07
8, 0.32 ± 0.09 1 [60],
τ3 = 2.7 ± 0.5 (µs) [62] 0.36 ± 0.02
3 [62]
0.32 ± 0.09 1 [60] 0.9 ± 0.1 2 [63] τ1 < 0.10, τ2 = 0.78, τ3 = 203 [39] –
2t-Thd 0.41 ± 0.06 8 [64] 0.9 ± 0.1 2 [63] – –
2t-Cyt 0.21 ± 0.05 8 [34] >0.9 8 [34] τ1 = 0.21 ± 0.05, τ2 = 0.48 ± 0.06 [34] –
dm-4tUra – 1.0 ± 0.1 9 [65] – –
4t-Ura 0.24 ± 0.02 8 [61] 0.9 ± 0.15 8 [61] – 0.49 ± 0.02 3 [61]
4t-Thd
0.24 ± 0.02 8 [64] 1.0 ± 0.1 2 [66] – 0.50 ± 0.10 3 [66]
0.24 ± 0.02 8 [67] 0.85 ± 0.15 8 [67] τ1 = 0.24 ± 0.02, τ2 = 84 ± 2 [67] 0.42 ± 0.02 3 [64]
0.54 ± 0.01 1 [68] – τ1 = 0.54 ± 0.01, τ2 = 45 ± 5 [68], τ1 = 0.54, τ2 = 1.8 [57] –
~10 1 [69]
4t-Urd
– – – 0.7 [70]
– 0.9 ± 0.1 9 [65] – 0.18 ± 0.04 10 [4,71]
– 0.02 2 [72] – 0.50 ±0.02 3 [4,71]
2,4-dtUra 0.22 ± 0.04 8 [61] 0.9 ± 0.15 8 [61] – 0.49 ± 0.02 3 [61]
2,4-dtThy 0.18 ± 0.02 8 [64] >0.9 8 [64] – 0.46 ± 0.02 3 [64]
6t-Gua
– – – 0.58 ± 0.08 6 [56]
– – – 0.56 ± 0.18 5 [56]
0.56 ± 0.06 8 [52] ≥0.6± 0.2 8 [52] τ1 = 0.56 ± 0.06, τ2 = 26 ± 3, τ3 = 830 ± 70 (ns),
τ3 = 1420 ± 180 (ns) (N2) [52]
0.21 ± 0.02 4 [52]
– – 0.23 ± 0.02 5 [52]
6t-Guo
0.31 ± 0.05 7 [54] 0.8 ± 0.2 7 [54] τ1 = 0.31 ± 0.05, τ2 = 80 ± 15, τ3 = 460 ± 15 (ns),
τ3 = 720 ± 10 (ns) (N2) [54] 0.49 ± 0.09
6 [56]
– – – 0.24 ± 0.02 5 [73]
– – – 0.14 ± 0.02 4 [73]
– – – 0.29 ± 0.02 3 [73]
0.36 ± 0.04 1 [54] – τ1 = 0.36 ± 0.04, τ2 = 32 ± 5 [54] 0.55 ± 0.08 5 [56]
1 ACN; 2 ACN, Ar; 3 ACN, O2; 4 D2O, Tris buffer, pH = 7.4; 5 D2O, Tris buffer, pH = 7.4, O2; 6 NaOH/D2O, pH = 10;
7 PBS, pH = 7.0; 8 PBS, pH = 7.4; 9 H2O, Ar, 10 H2O, O2.
The complex topography of the excited state PES of thiobases invalidates the interpretation of
the photodynamics of these systems based on the FC picture and, moreover, urges the use of MD
simulations due to the existence of several competing relaxation pathways [54,58]. The results from
the singlet/triplet MD simulations [58] are in line with the experimental results [52,54] and consistent
with the topography of the PES predicted by static quantum chemical methods [55]. In the dynamics
simulations, the S2 internally converts in ultrafast timescales to the S1. The depopulation of the S1
in favor of the T1 and T2 states is also ultrafast. Only very few direct hops were observed from the
S2 to the triplet manifold. The very small population (0.15%) that returns back to the GS, during
the 10 ps that the simulations last, proceeds via the S1(pipiCC*)/S0 CoIn which is accessed from the S1
npiCS* minimum after overcoming a small energy barrier through which the S1 electronic state evolves
and adopts a pipiCC* character (Recall Figure 2). Interestingly, the dynamics is able to capture critical
features of the topography of the PES, such as the degeneracy between the S1, T1 and T2 electronic
states around the region of the most stable S1 minimum, where the system gets trapped during some
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time. The energetic proximity of these three electronic states translates into multiple recrossings
among them along the trajectories examined. At the final time of the simulations, the population is
fundamentally confined in the T1 electronic state, with some excited 6t-Gua molecules in the T2 and
residual population distributed between the S1 and S0 [58]. The fitted lifetimes extracted from the MD
simulations and which amount to τ1 = 122 fs and τ2 ≈ 200 ps are of the same order of magnitude as
the experimental results obtained for the 6t-Gua and 6t-Guo.
Finally, a very high triplet yield of 0.9 [58] was inferred from the MD simulations, which is slightly
higher than the experimental value of 0.6–0.8 [52,54].
2.1.4. The Fate of the Triplet Excited States of 6t-Gua and 6t-Guo
The very extended use of thiopurine prodrugs, which are enzymatically converted to 6t-Gua
nucleotides before being incorporated into DNA, as immunosuppressants, anti-inflammatory and
anticancer drugs greatly contributed to intensifying the research on the fate of the triplet excited state
of this nucleobase and its nucleoside to better understand their mechanism of action. The chemical
evolution of these triplet intermediates importantly depends on the environment where the nucleobase
derivative is immersed and where it is expected to undergo Type I and Type II photosensitization
reactions, leading either to cellular lesions, if 6t-Gua happens to be incorporated in a DNA
macromolecule or to potential toxic products if photosensitization takes place in solution.
In fact, Type I mechanisms rely on the reaction of the photosensitizer with a substrate to
generate substrate’s and photosensitizer’s radical species, via hydrogen abstraction or electron transfer
processes, that would eventually evolve to oxygenated products or would produce the superoxide
radical O2− following an electron transfer process in the presence of molecular oxygen.
Type II photosensitization, in turn, involves an energy transfer process, where triplet excited
6t-Gua transfers its excess of energy to molecular oxygen from the environment, which is excited to
singlet oxygen, with the concomitant return of the thiobase back to the GS.
Zhang et al. determined in 2011 the quantum yield of 1O2 production (Φ∆) for 6t-Gua and
6t-Guo, by following the oxidation of the water soluble phosphine, [2-(dicyclohexylphosphino)ethyl]
trimethylammonium chloride by 31P NMR [56]. These authors obtained, depending on the pH
conditions,Φ∆ values which oscillated within 0.56–0.58 for 6t-Gua and 0.49–0.55 for 6t-Guo (see Table 3).
Only recently, Pollum et al. estimated the 1O2 quantum yield for 6t-Guo using 1O2 phosphorescence
and obtained significantly lower values compared to previous studies, Φ∆ = 0.24–0.29 [73]. These
unexpectedly low Φ∆, considering the high triplet quantum yields measured for these systems, were
ascribed to the low values determined for the fraction of quenching events (S∆), which for 6t-Guo only
amounts to 0.37, suggesting the concurrence of other competing events [73].
The 1O2 produced from Type II photosensitization reactions has been postulated to be involved
in the oxidation reactions of 6t-Gua, canonical nucleobases and proteins that can be considered as
major routes for DNA and/or cellular damage [16]. The main oxidation products of 6t-Gua are
guanine-6-sulfinate (GSO2) and guanine-6-sulfonate (GSO3) [15,56,74]. Interestingly, guanine is the
canonical nucleobase more prone to oxidation, producing 8-oxoguanine (8-oxo-7,8-dihydroguanine,
See Scheme 2) [75]. The production of 1O2 has also been found to induce histidine-lysine crosslinking
processes in subunits of the PCNA replication and repair complex [76].
In 2013, Zou and coworkers investigated, by combining DFT calculations and experimental
measurements of reaction stoichiometry and rate constants, the mechanisms by which the mutagenic
GSO2 and GSO3 products are generated [77]. Specifically, these authors invalidate the mechanism,
which postulates guanine sulfenate (GSO) as an intermediate in the formation of GSO2 and GSO3
products [15,74,78], and propose instead the more energetically favored formation of GSO2 through
a peroxy intermediate (GSOOH), accessed after H transfer from the NH group of the pyrimidine ring
towards the terminal O atom of the 6t-Gua-1O2 complex. This peroxy intermediate would then evolve
in a second stage to GSO2 product, after the migration of the OH group from the O to the S center
(see Scheme 2). Further oxidation of GSO2 by 1O2 would lead to GSO4 and to the final oxidation
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product GSO3 with the assistance of a water molecule. The very low barriers theoretically predicted
for the oxidation 6t-Gua→GSO3 are supported by the fast rate constant measured, which amounts
to 4.9 × 109 M−1 s−1. These authors additionally mapped at molecular level a secondary pathway
competing with the formation of GSO2 which explains the residual formation of Guanine + sulfur
monoxide, SO, in low yields, due to the larger energetic barrier involved.Molecules 2017, 22, 998 10 of 29 
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The complexity of other UVA-photoinduced 6t-Gua photoproducts, such as intra- and
interst and [79] DNA crosslinking, DNA breakage [80] or DNA–prote n crosslinking [17,81,82], has
prevented the in detail study of the mechanism behind the formation f the e photolesions, remaining
in some cases the role played by Type I and Type II photosensitization reactions still unknown. In fact,
some recent works on 6t-Gua and 6t-Guo have demonstrated, based on theoretical grounds, that
electron transfer (Type I mechanisms) reactions between the triplet excited states of 6t-Gua or 6t-Guo
and ground state molecular oxygen are energetically favorable, and might therefore offer a plausible
explanation for the reduced singlet oxygen quantum yield of this chromophore [73,83]. In fact, Pollum
et al. estimate the value of ∆G for the electron transfer reaction in 6t-Guo to amount to −0.72 eV, using
the Rehm-Weller equation and the vertical ionization energy of 6t-Guo redicted by DFT calculations
in solution [73]. A moderately lower value (−0.26 eV) was calculated in Ref. [83] considering the
complex formed between the triplet excited state of 6t-Gua and 3O2 and using the CASPT2//CASSCF
protocol, including solvent solute interactions via the Polarizable Continuum Model (PCM) model.
2.2. Thiopyrimidines
2.2.1. 2-Thiopyrimidines
2t-Cyt/Cyd
• Steady State Absorption and Emission properties
The absorption spectra of 2t-Cyt and 2t-Cyd in water were recorded in the e rly 1980s, showing
both a maximum at ca. 270 nm (~4.59 eV, see Table 4) [84]. More recently, the absorption spectrum of
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2t-Cyt has been revisited confirming the presence of a maximum at 270 nm (Band I) and ascertaining
the existence of a second peak at ~240 nm (Band II, 5.17 eV) and a shoulder ~220 nm (5.64 eV) [34,85].
The two bands are affected in different ways by the change of the polarity and the nature of the solvent
from polar-protic (water) to polar-aprotic and less polar-aprotic solvents (DMSO) [85]. Whereas Band I
is red-shifted by ~15 nm, but maintains its intensity, when moving from water to DMSO, the position
of Band II is less affected but significantly decreases its intensity, vanishing in DMSO [85].
Table 4. Steady-state absorption and emission properties of 2-thiopyrimidine derivatives at room
temperature unless otherwise indicated. F: Fluorescence; P: Phosphorescence; N.D.: Not detected.
λmax (nm) εmax (M−1 cm−1 × 104) λemission (nm) Φ (×10
−4) Solvent
F P F P
2t-Ura
274 1.45 – – – – H2O, pH = 7 [84]
268 1.19 – – – – ACN [84]
274, 291 1 _ – – – – MeOH [84]
271, 290 1 – N.D. 405, 427, 455 – 7.0 EtOH, 77 K [86]
265 – – – – – PBS, pH = 7.4 [61]
2t-Urd
275 1.67 – – – – H2O, pH = 7 [84]
268 1.04 – – – – ACN [84]
2t-Thy
275, 290 1 1.29, 1.33 N.D. N.D. – – ACN [62]
– – – 454 – – THF, 77 K [62]
290 1.24 N.D. 480 – 5.0, 9.8 2 ACN, Ar [63]
– – – 448 – – DCM:MeOH, 77 K [63]
275, 290 1 – N.D. 425, 451, 483 – 7.0 EtOH, 77 K [86]
275 – – – – – PBS, pH = 7.4 [64]
2t-Thd
285 1.41 N.D. N.D. <1 3 – ACN, Ar [63]
– – – 448 – – DCM:MeOH, 77 K [63]
277 – – – – – PBS, pH = 7.4 [64]
2t-Cyt
270, 242, 220 1 1.82 – – – – H2O, pH = 7 [84]
269, 241, 219 1 – – – – – PBS, pH = 7.4 [34]
283, 233 1.67, 1.19 – – – – ACN [85]
286 1.69 – – – – EtOAc [85]
285 1.80 – – – – DMSO [85]
280, 242, 210 1 1.79, 1.42, 0.65 – – – – EtOH [85]
278, 242, 212 1 1.78, 1.48, 0.71 – – – – MeOH [85]
269, 242, 218 1 1.80, 1.80, 0.90 – – – – PBS, pH = 7.4 [85]
5m-2tCyt 266 2.10 – – – – H2O, pH = 7 [84]
2t-Cyd 274, 270 1 2.30, 1.40 – – – – H2O, pH = 7 [84]
1 Band shoulder. 2 Calculated to infinite dilution. 3 Estimated due to the sensitivity limit of the instrument.
GP MS-CASPT2 calculations (Table 5) for 2t-Cyt predict the first bright state S2 (piSpi*) at ~330 nm
(3.76 eV), which has been connected with the low-energy tail of Band I at 270 nm. The absorption
maximum of Band I has been ascribed to the second bright state S4 (piSpi*) (~4.30–4.40 eV) [34,85].
The oscillator strengths computed for both states confirm this assignment, since the S2 (piSpi*) is
at least five times less intense than S4 (piSpi*) [34,85]. The S1 (nSpi*) corresponds instead to a dark
excited state [34,85]. Higher in energy bright states, S6 and S8, have been recently proposed by Mai
et al. to contribute to Band II [85]. These authors have paid especial attention to the performance of
MS-CASPT2 in the prediction of solvated absorption spectra and their comparison with the experiment.
The computed dipole moments of the electronic excited states together with results from explicit
solvent-solute calculations were used to explain the shift of the transitions induced by the solvents: S4
(piSpi*) with a smaller dipole moment than the GS was found to blue-shift in polar solvents, whereas
the opposite was found for S6 and S8, in agreement then with the experimental observations [85].
This blue-shift of the first absorption band (arising from a 1pipi* excited state) in water was previously
reported for other purine/pyrimidine bases [5,87,88]. However, the accurate reproduction of the
experimental changes in the band intensities was found to be more challenging [85].
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Table 5. Computed absorption and emission properties of 2-thiopyrimidine derivatives. Only information
concerning the lowest lying spectroscopic state and preceding states is included. In parenthesis the
oscillator strengths are shown. F: Fluorescence; P: Phosphorescence.
λmax (nm) Solvent Excitation
λemission (nm) Method
F P
2t-Ura 1 [89]
329 (0.000) – S1 1npi* 358 – MS(6/4)-CASPT2/ANO-RCC-VQZQ//
SA(6/4)-CASSCF(16,12)292 (0.350) – S2
1pipi* – –
353 – T1 3pipi* – 386
322 (0.000) – S1 1npi* – – MRCIS(6,5)/cc-pVDZ//
SA(4/2)-CASSCF(12,9)215 (0.110) – S2 1pipi* – –
2t-Ura 1 [90]
323 – S1 1npi* 325 – CASPT2/cc-pVDZ//
SA(4/3)-CASSCF(16,11)278 – S2 1pipi* – –
– – T1 3pipi* – 358
347 – S1 1npi* – – TD-B3LYP/aug-cc-pVDZ
304 – S2 1pipi* – –
2t-Ura [91]
340 (0.000) – S1 1npi* 369 – SS-CASPT2/ANO-L-vDZP//
SA(6/6)-CASSCF(14,10)303 (0.236) – S2 1pipi* 349 –
395 – T1 3pipi* – 435
2t-Ura [31]
346 (0.000) – S1 1npi* – –
TD-B3LYP/6-311++G(d,p)
304 (0.051) – S2 1pipi* – –
317 (0.000) H2O S1 1npi* – –
286 (0.145) H2O S2 1pipi* – –
318 (0.000) ACN S1 1npi* – –
287 (0.144) ACN S2 1pipi* – –
2t-Ura [92]
320 (0.000) ACN S1 1npi* – – TD-B3LYP/6-31+G(d)/PCM
283 (0.108) ACN S2 1pipi* – –
2t-Ura [86]
332 (0.000) EtOH S1 1npi* – – TD-B3LYP/aug-cc-pVDZ/PCM
298 (0.110) EtOH S2 1pipi* – –
2t-Thy [37] 325 H2O S1
1npi* – –
TD-M06/6-31+G*/PCM288 H2O S2 1pipi* – –
2t-Thy 1,2 [93]
286 (0.578) – 1pipi* – – MS-CASPT2(14,10)/ANO-RCC-VTZP
295 (0.243) – 1pipi* – – DFT/MRCI
2t-Thy [62] 315 (0.000) ACN S1
1npi* – – TD-B3LYP/6-31+G(d,p)/PCM
295 (0.145) ACN S2 1pipi* – –
2t-Thy [86] 323 (0.000) EtOH S1
1npi* – – TD-B3LYP/aug-cc-pVDZ/PCM
301 (0.125) EtOH S2 1pipi* – –
2t-Thy [53] 339 (0.000) – S1 – – TD-B3LYP/6-311++G(d,p)
308 (0.054) – S2 – –
2t-Cyt 1 [34]
340 (0.001) – S1 1npi* 420 – MS-CASPT2/CASSCF(14,10)/
ANO-RCC-VQZP//RI-MP2/cc-pVQZ332 (0.097) – S2
1pipi* 410 –
368 – T1 3pipi* – 435
2t-Cyt [85]
358 (0.000) – S1 1npi* – –
MS-CASPT2(14,10)/cc-pVDZ/PCM//BP86/
aug-cc-pVDZ/COSMO
315 (0.000) EtOAc S1 1npi* – –
309 (0.000) ACN S1 1npi* – –
309 (0.000) DMSO S1 1npi* – –
286 (0.000) EtOH S1 1npi* – –
284 (0.000) MeOH S1 1npi* – –
276 (0.020) H2O S1 1npi* – –
357 (0.020) – S2 1pipi* – –
315 (0.010) EtOAc S2 1pipi* – –
311 (0.020) ACN S2 1pipi* – –
307 (0.020) DMSO S2 1pipi* – –
294 (0.030) EtOH S2 1pipi* – –
292 (0.030) MeOH S2 1pipi* – –
293 (0.010) H2O S2 1pipi* – –
2t-Cyt [53] 403 (0.000) – S1 – – TD-B3LYP/6-311++G(d,p)
371 (0.010) – S2 – –
1 This work reports additional values obtained at other levels of theory. 2 This work reports values computed
considering other solvents.
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• Static description of the PES
After excitation at 310–320 nm wavelengths, which are the ones used in femtosecond transient
absorption experiments, the S2 (piSpi*) is mainly populated. This excited state is expected to rapidly
decay in favor of two lower-lying S1 minima with 1piSpi* and 1nSpi* characters. Indeed, GP MS-CASPT2
MEP calculations reveal that the IC funnel allowing the S2→S1 decay is reached barrierlessly from the
FC region, see Figure 2 [34]. Both singlet minima maintain the pyrimidine ring planarity but show some
differences for particular bond lengths, the most significant concerns the C5–C6 bond that is larger
for the 1piSpi* minimum. Besides being geometrically similar, MS-CASPT2 also predicts excited state
features common to both minima. First, they are stable against GS repopulation, since the IC funnels
with the S0 were located significantly high in energy (~0.8 eV) over the corresponding minima [34].
By contrast, the presence of close lying singlet/triplet MECP (1piSpi*/3nSpi* or 1nSpi*/3piSpi*), where
large SOC were calculated (160 cm−1), identifies these singlet minima as ideal regions of the PES
for singlet→triplet population transfer [34]. Thereby, 2t-Cyt does not present any long-lived singlet
minima and, although not having yet been reported, the experimental fluorescence quantum yields
are expected to be negligible.
Once in the triplet manifold, a CoIn between the two triplet states, 3piSpi*/3nSpi*, was located
close in energy to both singlet-triplet MECPs (1piSpi*/3nSpi* and 1nSpi*/3piSpi*). Thus, according to
MEP calculations both triplet minima (3nSpi* or 3piSpi*) could be a priori populated (see Figure 2).
Both triplet minima structurally resemble their singlet counterparts. Non-radiative GS repopulation
from these triplet minima seems also unlikely due to the presence of large energy barriers to access the
ISC funnels [34]. Unfortunately, no experimental phosphorescence measurements for 2t-Cyt are so
far available.
Two different 3piSpi* minima have been recently characterized by Bai et al. at CASPT2 level for
2t-Cyt (Figure 2). Similarly to 6t-Gua, the two minima differ in their geometries and in their decay
mechanisms. Although the relative stability of the two 2t-Cyt triplet minima has not been discussed,
the first shows a clear out of plane deviation of the S atom and is expected to easily decay to the GS,
whereas the other presents a ring-distorted structure and is expected to live longer [59].
• Photodynamics
2t-Cyt has also been investigated by means of femtosecond TAS using a 308 nm excitation
wavelength [34]. For 120 fs time delay onwards, the TAS shows two different absorption maxima,
at 350–400 nm and at ~600 nm. For a time delay of 320 fs, the former reaches its maximum whereas
the latter blue-shifts (to ~525 nm) and continues to grow also in the ps time regime, being its decay
not observed within 20 ps. Two different time constants in the fs regime were found to correctly fit
these TAS, τ1 = 210 fs and τ2 = 480 fs and a close-to-unity triplet yield was reported (see Table 3,
Figure 3) [34].
GP Multi Reference Configuration Interaction Singles (MRCIS) dynamics simulations showed a
fast decay of the 2t-Cyt S2 population, in 160 fs, in agreement with the absence of stable minima along
the S2 PES. An average ISC time constant of 250 fs was calculated, which is in good agreement with the
experimental value of τ1 = 210 fs (See Figure 3) [34]. Although it is not possible to discern between the
two different ISC routes (1piSpi*/3nSpi* or 1nSpi*/3piSpi*), MRCIS dynamics predicts that depopulation
from the S1 to the T2 is preferred. Thus, the first time constant would account for the first deactivation
step involving S2→S1→T2 relaxation [34]. Once in the triplet manifold, subsequent T2→T1 IC takes
place, holding T1 most of the population from 400 fs onwards. Thus, the second experimental time
constant τ2 = 480 fs was ascribed to IC in the triplet manifold [34].
Despite their structural similarities, the 1piSpi* and 1nSpi* minima present very different absorption
patterns. According to MS-CASPT2 calculations, they respectively absorb at 360 and 600 nm, with
different intensities, the 1piSpi* minimum presenting much larger absorption [34]. Thereby, the
comparison of experimental TAS at representative time delays with computed vertical absorptions at
relevant points of the excited PES has been used to provide further mechanistic information on 2t-Cyt
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photoinitiated dynamics. As described above, for a 320 fs time delay, the experimental TAS reaches
a maximum at ~350 nm and presents some absorption also at ~600 nm, which Mai et al. attribute
to a ~10% and ~25% population distribution between the 1piSpi* and 1nSpi* minima, respectively [34].
This residual population at the singlet minima at 320 fs is in agreement with the ISC lifetime (200 fs);
in other words for these timings most of the molecules have reached the triplet manifold [34]. For longer
time delays, ~4 ps, the recorded experimental TAS is blue-shifted in agreement with the MS-CASPT2
vertical absorption computed for the 3piSpi* minimum centered in the 500–550 nm region [34].
2t-Cyt presents stable long-lived triplet minima, which are both efficiently and rapidly populated
from short-lived singlet excited states.
2t-Thy/Thd and 2t-Ura/Urd
• Steady State Absorption and Emission properties
In aqueous solution, the experimental absorption spectrum of the nucleobase 2t-Ura covers
the range 360–240 nm (3.44–5.17 eV) with a maximum of absorption around 265 [61]–274 [84] nm
(4.68–4.52 eV, Table 4). Interestingly, the absorption band slightly modifies its shape when recorded
in ethanol, methanol and ACN. In ethanol or methanol, it presents an additional shoulder at 291 nm
(4.26 eV) that increases its intensity when switching the solvent to ACN [84,86]. According to
experiments, glycosilation was found to have no effect on the transition coinciding with the absorption
maximum S2 (pipi*), however it shifts by 0.05–0.1 eV to higher energies the S1 state and redshifts
by 0.2 eV the S3 [84].
Methylation at position 5 has also very little effect on the absorption properties. In fact, 2t-Thy
shows maximal absorption around 275 nm in phosphate buffer solution (PBS), whilst two absorption
maxima at 275 and 290 nm, with different relative intensities depending on the solvent used, were
registered when recording the spectrum in ACN or ethanol [62,63,86]. As for 2t-Ura, Glycosilation
only shifts by 2–10 nm the absorption maximum to lower energies, whilst significantly increasing the
value of the molar absorptivity coefficient [63,64]. Different quantum chemical methods have been
employed to predict the absorption spectrum of these systems, which cover from monoconfigurational
DFT [31,37,62,86,90,92] to multiconfigurational [89–91] or multireference [89,93] approaches, such as
CASPT2/CASSCF and MRCI (See Table 5). For 2t-Ura, these methods predict in GP the lowest lying
brightest excited state S2 (piSpi456*), (the subscripts refer to the pyrimidine centers where the pi* orbital
is localized), which promotes an electron from the HOMO mainly localized on the S atom to the LUMO
extended over the C4-C5-C6 atoms, in the range between 304–215 nm (4.08–5.77 eV) (recall Scheme 1
and Figure 1). This transition is ascribed to the shoulder at 4.26 eV of the experimental spectrum, which
becomes apparent in solution [84]. From the wide variety of methods employed in the simulation of
the absorption spectrum of 2t-Ura, MRCIS is the one that provides the largest deviation compared
to the others. The poor performance of this method has been ascribed to the importance of higher
excitations or the use of a larger reference space in the correlation treatment for the correct description
of the electronic transitions in this system [89].
Solvent solute interactions included using the PCM model shift this transition by 0.25 eV to higher
energies, both for water [31] and ACN [31,92]. All these electronic structure methods also calculate
two very weak npi* transitions flanking the spectroscopic state. The first transition, localized at the C-S
bond, was found to be centered ca. 347–322 nm (3.57–3.85 eV). The second, however localized on the
C-O bond, was found to peak ca. 300–260 nm (4.13–4.77 eV). These two transitions are also displaced
to higher energies when chromophore-water or chromophore-ACN interactions are considered [31,92].
Finally, a second quite intense pipi* transition (piSpi2*), transferring electron density from the C-S bond
to the C-O bond and importantly contributing to the absorption band, was calculated in the region
278–243 nm (4.46–5.10 eV). The effect of introducing a methyl group in position 5 (2t-Thy) leads to a
blue shift of the calculated electronic transitions, by 0.1–0.4 eV in the case of the first nSpi2* transition
and ca. 0.1 eV or less in the case of the lowest lying piSpi456* [62,86,93]. In a water continuum, the S1 and
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S2 transitions in 2t-Thy were predicted at 3.81 and 4.30 eV by the TD-M06 formalism [37]. MS-CASPT2,
however, predicts the second piSpi2* to absorb at the same position for 2t-Ura and 2t-Thy, although
shifts to higher energies the second nOpi6* in 2t-Thy, inverting the ordering of these two consecutive
states [93].
Kuramochi et al. [62], Taras-Góslin´ska et al. [63] and Vendrell-Criado et al. [86] studied emission
in 2t-Thy nucleobase and its riboside and deoxyriboside. Very small or no fluorescence quantum
yields (<10−4) were detected for 2t-Thy [62,86]. Phosphorescence of the nucleobase and the nucleoside
in 2-methyltetrahydrofuran (THF) and dichloromethane–methanol (DCM:MeOH) glassy matrices
at 77 K and ethanol (EtOH) or deoxygenated ACN solution at room temperature was observed, with
maxima at 454 [62], 448 [63], 451 [86], and 480 [63] nm, respectively. A similar value, at 427 nm [86],
was obtained for 2t-Ura in ethanol. Phosphoresce quantum yields were also estimated to be very low
(5 × 10−4) [63].
• Static description of the PES
2t-Ura and 2t-Thy present a complex excited state PES whose main features are summarized in
Figure 4. As a first approach to the problem, Gobbo et al. [91] and Cui et al. [90] locate, by means of
CASSCF methods, two minima in the S2 and S1 potential preserving the pipi* and npi* characters of
the FC region (See Figure 4). At this point, it is important to highlight that all the works on 2t-Ura
seem to provide a different FC state ordering [89–91]. According to Refs. [90] and [91], both minima
are characterized by a significant elongation of the C2-S bond. However, whilst Ref. [91] predicts
moderate out-of-plane distorted structures for both minima, caused by the pyramidalization of the C6
center, the Cs symmetry constraints imposed in the work of Cui prevent accessing the real minima [90].
A second additional minimum in the S2 potential, with piSpi2* character, but corresponding to the FC
S4 electronic state, is latter identified by the group of González [89], using CASPT2 gradients. This
minimum maintains the stretched C-S bond distance but shows a strong pyramidalization at the C2
position. Interestingly, González [89] (2t-Ura) and Barbatti (2t-Thy) [93] predict a very similar strongly
C2 pyramidalized structure for the S1 nSpi2* minimum, in contrast with the quasi-planar structure
calculated by Gobbo and Cui [90,91]. In the triplet manifold, altogether three triplet minima have
been identified. Gobbo et al. and Cui et al. locate two minima with nSpi2* and piSpi456* characters in
the T2 and T1 potentials (See Figure 4). Similar to what happened for the singlet manifold, CASPT2
predicts for the triplet nSpi2* minimum a very important out-of-plane deviation of the C-S bond relative
to the pyrimidine ring. Two minima with piSpi2* and piSpi456* characters along the T1 potential, the
first pyramidalized at the C2 position and the second showing a boat like conformation were also
found [89,93]. The adiabatic relative energies of the most stable triplet states of 2t-Ura, which were
calculated in the range 2.85–3.46 eV, compare very reasonably with the experimental 0-0 emission
phosphorescence band from Ref. [94] at 3.17 eV. This is also the case of 2t-Thy where the computed
energies for the two pipi* T1 minima amount to 3.20 and 3.23 eV [59], which compare reasonably well
with the maxima of the experimental phosphorescence spectra at 2.73–2.76 eV [62,63].
The former stationary points were connected by means of MEP calculations. Two S2/S1 crossings
were optimized for each of the two pipi* S2 states to locate the IC funnels for the transfer of population
from the spectroscopic state S2 to the lower lying S1. The S2(piSpi456*)/S1 CoIn was found to lie
close to the position of the S2(piSpi456*) minimum, therefore being energetically accessible from this
stationary point [89–91]. The S2(piSpi2*)/S1 CoIn instead lies 0.35 eV above the S2(piSpi2*) minimum
becoming less accessible compared to the former. These theoretical works also considered the IC
funnels for the return of population to the GS. Authors in refs. [90,91] compute the S2(piSpi456*)/S0 CoIn
respectively ca. 0.05 and 2 eV over the S2 minimum. Moreover, Gobbo et al. [91] predict an energetic
barrier to access the S2/S0 CoIn, adding further difficulty to accessing this funnel. Mai et al. fail to
optimize the S1(nSpi2*)/S0 degeneracy point, and assume it should not play an important role in the
photodynamics of 2t-Ura on the basis of the very large experimental ISC yields. Transfer of population
to the triplet manifold has been postulated to take place both from the S2 and from the S1 potentials.
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Gobbo et al. [91] and Cui et al. [90] locate close lying triplet excited states, showing npi* characters, at
the position of the S2 (piSpi456*) minimum, where they calculate moderate to large SOCs (20–190 cm−1),
in line with El Sayed propensity rules [97]. More probable is, however, the leak of population to
triplet potentials at the position (in the vicinity) of the S1 minimum where the calculated SOCs amount
to 100–275 cm−1 [89–91,93]. Finally, the groups of Fang [90] and Barbatti [59] also explored the paths
for the return of the population from the T1 potential to the S0. Cui and Fang (2t-Ura) compute a very
high T1/S0 degeneracy points ca. 1.9 eV above the triplet minimum [90]. Bai and Barbatti (2t-Thy)
instead calculate this ISC point only 0.3 eV above the C2-pyramidalized T1 minimum.Molecules 2017, 22, 998 16 of 29 
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The complex topography of the excited state PES with multiple possible relaxation
pathways called for a dynamics study on this system in order to learn more about the real
deactivation mechanism.
• Photodynamics
The dynamics of 2t-Ura and 2t-Thy have been studied using nanosecond to femtosecond transient
absorption experiments [60–64], Resonance Raman spectroscopy [92], time-resolved photoelectron
spectroscopy [39] and ab initio singlet/triplet non-adiabatic MD simulations [98]. As for 6t-Gua, the
dynamics of the 2-thiosubstituted derivatives of Thymine and Uracil is also dominated by a single
excited state species absorbing in the visible and UVA regions, which rises in ultrafast time scales,
and which shows absorption maxima around 350, 420 and 700 nm. [60,62,63,86] These values, that
can slightly vary depending on the specific nucleobase and the solvent considered, are in qualitative
agreement with the vertical transient spectra calculated by Bai and Barbatti at DFT/MRCI level of
theory, confirming the population of the C2-pyramidalized and boat pipi* triplet minima along the
dynamics [59]. The TAS of the ribosides were found to be very similar to that of the nucleobase [63].
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This transient absorption signal is preceded by another UV signal (345 nm) populated within few
hundreds of femtoseconds and which has been attributed to the absorption of the S1(npi*) transient [60].
The photodynamics of these species can be then summarized in terms of the following lifetimes
τ1(2t-Thy, 2t-Ura) ≤ 200 fs, τ2(2t-Thy) = 0.62 (aqueous solution), 0.32 (ACN) ps and τ2(2t-Ura) = 0.35
(aqueous solution), 0.34 (ACN) ps [60,64], and τ3(2t-Thy) = 2.7 µs, which were respectively assigned to
the population of the S1(npi*), the ISC lifetime and the triplet lifetime of these two nucleobases (See
Table 3 and Figure 3) [62,63]. Glycosilation of 2t-Thy was found to reduce by a factor of 1.5 the ISC
lifetime [64] and by a factor of 14–22 the lifetimes of the T1 [63], which the authors suggest can be
ascribed to the higher density of vibrational states in the nucleosides.
Notably, different time constants for 2t-Ura as compared to previous works in solution
were determined by GP time resolved photoionization measurements [39]. According to TR-PES
experiments in GP, the S1 would be populated faster (τ1 < 100 fs) than in solution. The time constant
extracted from the TR-PES spectra for the S1 ISC process is of the same order as the one calculated
for 2t-Thy (τ2 = 775 fs). Quite surprisingly, ISC process for the repopulation of the GS seems to
take place remarkably faster (τ3 = 203 ps) compared to other works considering similar systems in
solution [60,62,63,86].
MD, using CASPT2 as the electronic structure method for the calculation of the energies, the
gradients and the couplings, were undertaken to shed some mechanistic light on the ISC process [98].
In agreement with the experimental results, the dynamics simulations predict S2→S1 IC process
and ISC to the triplet manifold in a few hundreds of femtosecond. From all the possible pathways
to transfer population to the triplet manifold, the dynamics revealed the S1→T2 route as the main
one (40%), followed by the S1→T1 (35%) and S2→T2 (25%). The lifetimes fitted from the dynamics
simulations, τ1 = 59 fs, τ2 = 400 fs, and the triplet quantum yield of ΦT = 0.90, are also in line with the
experimental findings.
The MD simulations also revealed important features of the relaxation mechanism. For instance,
most of the trajectories visit regions of the S2 potential corresponding to the planar piSpi456* minimum,
with only few of them accessing C2-pyramidalized regions of the PES, characteristic of the piSpi2*
minimum. In contrast, trajectories were found to distribute between the T1 boat conformation and
the C2-pyramidalized T1 minima, the second carrying a larger population. The simulations are not
able to properly describe the repopulation of the GS from the triplet manifold, due to the very small
number of trajectories reaching the GS at the end of the simulation, which is also consistent with the
experimental results.
Finally, intersystem crossing and singlet oxygen quantum yields have been also estimated for
this family of compounds. The very high triplet quantum yields for 2t-Ura (0.75) [60] and 2t-Thy
nucleobase and nucleotides (0.9–1) [62–64] contrast with the moderate singlet oxygen yields 0.36 [62–64]
measured for them (See Table 3). The potential competition between energy transfer and charge transfer
complexes has been suggested as one of the most plausible arguments for explaining such modest
singlet oxygen yields [63].
2.2.2. 4-Thiopyrimidines
4t-Thy/Thd and 4t-Ura/Urd
• Steady State Absorption and Emission properties
The experimental absorption spectrum of 4t-Ura shows a main band in the 300–400 nm region
with a maximum at ca. 328 nm (3.78 eV) in water and in ACN (see Table 6) [61,84,99]. The comparison
with experiments performed on 4t-Urd in water solution reveals that the presence of the sugar moiety
slightly red-shifts the maximum to ~330 nm, being again not affected by the change of the solvent
(ACN) [65,72,84,100,101]. Similar absorption spectra were recorded for thiouracil methyl-derivatives
(dm-4tUra) [65,102,103]. The same trends have been reported for the absorption spectra of 4t-Thd, i.e.,
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with a maximum at 335 nm (3.70 eV) [64,67,103] in PBS, which is almost unaffected by the change of
the solvent (ACN, 337 nm) [66,68].
Different computational approaches have been applied to predict the absorption spectrum of
4-thioderivatives (Table 7). Dynamically correlated methods (MCQDPT2) deliver for 4t-Ura an energy
for the first pipi* state of 3.90 eV (318 nm), which is on top of the experimental value [104]. In contrast,
higher energies 298–294 nm (4.16–4.22eV) are provided by monoconfigurational methods, such as
TD-B3LYP and EOM-CC2 calculations [31,99,103]. Notably, other more restrictive semi-empirical
methods such as INDO/S also find energies for the bright states of 4t-Ura and dm-4tUra close to
experimental maximum [65].
Table 6. Steady-state absorption and emission properties of 4-thiopyrimidine derivatives at room
temperature unless otherwise indicated. F: Fluorescence; P: Phosphorescence; N.D.: Not detected,
PFDMCH: perfluoro-1,3-dimethylcyclohexane.
λmax (nm) εmax (M−1 cm−1 × 104) λemission (nm) Φ (×10
−4)
Solvent
F P F P
4t-Ura
327 1.28 – – – – ACN [84]
328 1.67 – – – – H2O, pH = 7 [84]
327 1.94 – – – – ACN [99]
330 – – 550 – 3.0 1 H2O [17]
dm-4tUra
328 1.98 415 528 0.6 1 14.0 1 CCl4, He [102]
317 – 416 535 1.5 1 25.0 1 PFDMCH, He [102]
329 1.88 420 535 0.4 – H2O [102]
4t-Urd
331 2.30 – – – – H2O, pH = 7 [84]
331 1.19 – – – – ACN [84]
Ac-4tUrd
328 2.06 420 550 1.0 2.0 ACN [100]
330 2.06 420 540 – 123 1 CCl4, He [101]
– – – – – 25 1 ACN, Ar [105]
4t-Thd
337 – 410 550 – – ACN [68]
335 – 400 542 – – PBS, pH = 7.4 [67]
337 1.94 N.D. N.D. – – ACN [66]
– – – 494, 512, 560 2 – – EtOH, 77 K [66]
1 Calculated to infinite dilution. 2 Band shoulder.
Table 7. Computed absorption and emission properties of 4-thiopyrimidine derivatives. In parenthesis
the oscillator strengths are shown. F: Fluorescence; P: Phosphorescence.
λmax (nm) Solvent Excitation
λemission (nm) Method
F P
4t-Ura [31]
446 (0.000) – S1 1npi* – –
TD-B3LYP/6-311++G(d,p)
295 (0.298) – S2 1pipi* – –
387 (0.000) H2O S1 1npi* – –
298 (0.437) H2O S2 1pipi* – –
389 (0.000) ACN S1 1npi* – –
299(0.440) ACN S2 1pipi* – –
4t-Ura [104]
401 – S1 1npi* – – CASSCF259 – S2 1pipi* – –
440 – S1 1npi* – – MCQDPT2
318 – S2 1pipi* – –
4t-Ura [99]
444 (0.000) – S1 1npi* – – TD-B3LYP/6-311++G(d,p)
294 (0.299) – S2 1pipi* – –
dm-4tUra [103]
408 – S1 1npi* – – EOM-CC2/aug-cc-pVDZ
296 – S2 1pipi* – –
4t-Thy 1 [93]
310 (0.662) – 1pipi* – – MS-CASPT2 (14,10)/ANO-RCC/VTZP
312 (0.427) – 1pipi* – – DFT/MRCI
4t-Thy [53] 438 (0.000) – S1 – – TD-B3LYP/6-311++G(d,p)
298 (0.282) – S2 – –
4t-Thy [37] 403 H2O S1
1npi* – –
TD-M06/6-31+G*/PCM312 H2O S2 1pipi* – –
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Table 7. Cont.
λmax (nm) Solvent Excitation
λemission (nm) Method
F P
4t-Thy [83]
419 (0.000) H2O (PCM + 7 H2O ) S1 1npi* – –
MS-CASPT2 (12,9)/ANO-L326 (0.546) H2O (PCM + 7 H2O ) S2 1pipi* 430 –
448 – T1 3pipi* – 570
4t-Thd 1 [67]
385 (0.000) H2O (PCM + 2 H2O ) S1 1npi* – –
TD-PBE0/IEFPCM/6-311++G(d,p)310 (0.509) H2O (PCM + 2 H2O ) S2 1pipi* – –
478 H2O (PCM + 2 H2O ) T1 3pipi* – 557 2
4t-Thd [66] 292 (0.379) – S2 1pipi* – – TD-B3LYP/6-31G(d,p)
4t-Thd [69]
~435 – S1 1npi* – – TD-B3LYP/6-31G(d,p)
~294 – S2 1pipi* – –
4t-Thd [95]
413 H2O (MM) S1 1npi* – – QM(CASPT2//CASSCF(10,8))/6-31G*/MM
302 H2O (MM) S2 1pipi* – –
1 This work reports additional values obtained at other levels of theory and computed considering other solvents.
2 Calculated at the same level of theory without the explicit water molecules for 4t-Thd.
The absorption spectra of 4t-Thd and 4t-Thy were also investigated from a computational point
of view, both in GP and in solution. MS-CASPT2 calculates the spectroscopic state of 4t-Thy (S2)
at 3.87–4.00 eV (320–310 nm) with a pipi* character [83,93]. Including explicit water molecules
in the MS-CASPT2 calculation leads to a red-shift of the S2 energy by −0.07 eV (326 nm) [83].
QM(CASPT2)/MM calculations on 4t-Thd provide the same assignment of the bright state, also
absorbing at 4.11 eV (302 nm) [95].
The spectroscopic state of 4t-Thy/4t-Thd is still S2 at the TD-B3LYP level of theory and involves
an excitation from the HOMO to the LUMO orbitals (Figure 1). The energies of this state range
from ~4.3 eV (~290 nm) in the GP to 4.15 eV (~300 nm) in ACN (PCM calculations) and decrease
to 312 nm (3.97 eV) with DFT/MRCI or when the M06 functional is used [31,37,66,67,69,93,99].
All theses computational studies characterize the first excited state (S1) of 4t-Thy as a dark state
which promotes an electron from the LP of the S atom to the LUMO orbital (Table 7).
• Static description of the PES
A summary of the main deactivation pathways described for 4-thioderivatives is depicted in
Figure 4 (top right). Upon excitation of 4t-Thy/4t-Thd at ~330 nm, the spectroscopic state S2 (pipi*),
as described above, is mainly populated and its deactivation mechanism has inspired several theoretical
studies. Two different deactivation routes have been proposed based on MEPs performed on 4t-Thy
coordinated to several explicit water molecules at the MS-CASPT2/CASSCF level of theory [83].
Both pathways converge to singlet pipi* minima, characterized by markedly different properties in
terms of energy and geometry. The first S2P minimum exhibits a planar conformation of the pyrimidine
ring and lies lower in energy (3.49 eV), whereas the second S2T is distorted along the C5=C6 double
bond (recall labeling in Scheme 1) and lies much higher in energy (4.34 eV) [83]. A third singlet
minimum was found in this study along the S1 PES presenting npi* character (2.53 eV) [83]. Accessing
the npi* minimum requires, however, reaching the pipi*/npi* IC funnel (4.47 eV), the efficiency of
this pathway being dictated by the distribution of the trajectories between the two pipi* minima:
S2P is well-separated from the CoIn and should be stable against its depopulation; in contrast, the
proximity of S2T to the IC funnel indicates that this minimum is prone to decay to lower-lying singlet
minimum [83]. Excited state optimizations of 4t-Thd at the QM(CASSCF)/MM level of theory localize,
instead, two singlet excited minima, the S2-MIN and S1-MIN placed 3.11 eV and 2.54 eV relative to the
GS equilibrium minimum, respectively [95]. The latter resembles the npi* minimum, but the former
seems not to correspond to any of the (pipi*) minima described above, i.e., it is geometrically close to
the S2/S1 IC funnel in agreement with the CASPT2 S2T minimum, but its low energy is in line with
that of the S2P minimum [95].
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According to the most accurate quantum mechanical calculations, the S2 PES of 4t-Thy/4t-Thd
presents a complicated topography governed by several local minima, which are expected to decay to
lower-lying states within different time scales.
Some experimental hints support these theoretical findings. First, although small (<1 × 10−4),
4t-Thd shows a measurable fluorescence quantum yield, which is consistent with the presence of a
quite stable singlet minimum that is partially populated [4,67,68,83]. The nature of this emissive state
has been intensively debated. Reichardt et al. [67] first assigned it to either S1 or S2 states, whereas
later Wenska et al. [103] suggested that fluorescence should come from the S2 state, consistently
with a non-Kasha behavior. Recently, Martínez-Fernández et al. pointed the S2P minimum as the
responsible for this fluorescence, based on the large energy required for the deactivation from this
state [83]. Importantly, up-conversion experiments reported a bi-exponential decay for the fluorescence,
compatible with the intricate topography of the S2 PES governed by different excited minima [4,83].
The fluorescence yield for 4-thiopyrimidines is very small and most of the population is expected
to non-radiatively decay from the S2 pipi* to the dark S1 npi* minimum. Once in this minimum,
deactivation to the GS seems improbable since all computational studies find a large activation energy
to reach the S1/S0 funnel (1.5–2.0 eV) [83,95]. As an alternative, efficient population of the triplet
manifold from the npi* minimum has been proposed due to the presence of singlet/triplet MECP near
the npi* minimum. MS-CASPT2/CASSCF MEPs locate the S1(npi*)/T1(pipi*) crossing at the position of
the S1 (npi*) minimum and the QM(CASPT2/CASSCF)/MM results within less than 1 kcal·mol−1 from
it [83,95]. Furthermore, the calculated SOCs at this region of the PES are large 60–150 cm−1 reinforcing
the hypothesis that considers the npi* minimum as a doorway for triplet population [69,83,93,95].
Additional singlet/triplet funnels, between the S2 (pipi*) and T2 (npi*) states, have been also localized
close in energy to the S1/S2 IC funnel [69,83,95]. The SOC at this point was calculated to be of
the same order of magnitude (90–120 cm−1) as for the S1(npi*)/T1(pipi*) crossing, which a priori
prevents discarding deactivation from this singlet-triplet funnel, at least from a static point of view (see
below) [69,83,95]. Independently of the proposed route for triplet population, all the studies conclude
that the most stable T1 (pipi*) state (2.28–2.34 eV) will be finally populated and that its decay to the
GS is not energetically favored [83,95]. Consistently with the existence of these stable triplet minima,
4t-Thd does present some phosphorescence, although the yield is small 3 × 10−4 [66,67,101,103].
The phosphorescence spectrum has a maximum at ~540 nm [66,69,101–103], matching the calculated
energies for the T1 (pipi*) minimum both at TD-DFT (538–557 nm) [66,67,69] and CASPT2 (570 nm)
levels of theory [83].
• Photodynamics
Time resolved experiments on 4t-Thd have essentially focused on predicting the ISC rates and
yields in different solvents. The experimental ISC rates greatly vary depending on the solvent
and experimental conditions (i.e., excitation wavelength, laser resolution, etc.). In buffer solution,
experimental ISC lifetimes range from 250 fs [67,83] to 10 ps [69], whereas under the same experimental
conditions they are longer in ACN, 540 fs (see Table 3) [68,83]. Interestingly, however, all the
experiments uniformly determine a quantum yield for T1 population close to unity and a very long
lifetime, from tens of ps to µs depending on the solvent, for this triplet state [66–68,83,101–103].
As far as the TAS are concerned, Reichardt et al. [67,68] discuss two peaks growing simultaneously
at ~380 and 550 nm both in water and in ionic liquids, the latter also observed by Harada et al. [69].
The TAS signal peaking at ~550 nm was ascribed to the final triplet state, due to its resemblance
with the triplet-triplet absorption band. Importantly, just recently an additional spectral feature in
the 650–700 nm region, which was before overlooked and which decays in few ps, has been assigned
to one of the two S2 minima, revealing important details of the relaxation mechanism [83].
From a computational point of view, the experimental τISC = 250 fs in water is well reproduced by
a simple qualitative approach, which by considering the SOC terms for the S1(npi*)/T1(pipi*) crossing
calculates a τISC for 4t-Thy of 275 fs. [93]. However, the very different τISC values experimentally
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registered suggest a more complex ISC mechanism, also in agreement with the already mentioned
bi-exponential behavior of the fluorescence, (τ1 = 1 ps and τ2 = 3.6 ps) [83]. In this respect, QM/MM
MD performed on 4t-Thd in solution shows that upon excitation the system actually explores regions
of the PES corresponding to the planar and the twisted S2 minima [83]. It is actually not possible to
distinguish the trajectories following the paths related to either one of these two minima, i.e., all of
them seem to explore both regions of the S2 PES. These dynamics simulations are, however, able to
discern the most likely ISC channel, the S1(npi*)/T1(pipi*), followed by 87% of the trajectories.
This mechanism is actually supported by the results from the experimental TAS, which were
interpreted with the help of MS-CASPT2 vertical spectra at the position of excited state minima. The S2T
minimum was found to absorb at 600 nm, whereas the S2P minimum shows a maximum above 650 nm,
coinciding with the spectral feature in the experimental TAS recently rediscovered at long wavelengths.
Indeed, Martínez-Fernández et al. [83] showed that in order to reproduce the experimental TAS at 0.8 ps
a significant population (~40%) must be still present at these minima. This assignment confirms the
results of the MD simulations, which situate the photoexcited molecules in planar and twisted regions
of the S2 PES along their relaxation to the triplet manifold (see Figure 4) [83]. Experimentally two
different τISC rates; one in the ultrafast timescale (τ1 = 0.54 ps) and another one in the picosecond
regime (τ2 = 1.8 ps) were registered (see Figure 3) [83]. The long-lived signal at 550 nm was ascribed to
a superposition of the two triplet minima.
In short, the deactivation mechanism leading to triplet population in 4t-Thd is complex. Indeed,
the intricacy of the PES of 4-thionucleobases is responsible for the modulation of the population rate of
the T1 minimum and thus of the different ISC lifetimes experimentally registered.
2.2.3. 2,4-Dithiopyrimidines
Steady State Absorption and Emission Properties
The experimental absorption spectra of doubly-thionated bases (Table 8) are characterized by
maxima peaking at ~360–340 nm (3.44–3.65 eV) independently of the solvent used, which supposes a
red-shift compared to 4-thiopyrimidines (~320 nm) [61,64,84]. Theoretically (Table 9), the first bright
state has been predicted in GP at ~330 nm with MS-CASPT2 [93], ~340 nm with DFT/MRCI [93],
and 349 nm with TD-B3LYP [31], whereas in water solution the computed wavelengths are ~330 nm at
MS-CASPT2 [96], 335 nm at TD-B3LYP [31] and 340 nm at the TD-M06 level of theory [37]. Equivalent
calculations for 4t-Thy provided the following values 310, 312, 300 and 311 nm, all the methods
being able to reproduce the red-shift of the first absorption band when both carbonyl groups are
exchanged by thiocarbonyl groups [31,37,93,95]. The analysis of the molecular orbitals in the series
2t-Thy, 4t-Thy, and 2,4-dtThy performed by Bai et al. concludes that the number and position of sulfur
functionalization in the pyrimidine ring leads to different electron density delocalization conditioning
the orbital energies and thus the spectra [93].
Table 8. Steady-state absorption and emission properties of 2,4-dithiopyrimidine derivatives at room
temperature. F: Fluorescence; P: Phosphorescence.
λmax (nm) εmax (M−1 cm−1 × 104) λemission (nm) Solvent
F P
2,4-dtUra
351 0.46 – – H2O, pH = 7 [84]
351 0.10 – – ACN [84]
2,4-dtUrd
345 1.14 – – H2O, pH = 7 [84]
351 1.00 – – ACN [84]
2,4-dtThy 363 0.97 – – PBS [64]
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Table 9. Computed absorption and emission properties of 2,4-dithiopyrimidine derivatives.
In parenthesis the oscillator strengths are shown. F: Fluorescence; P: Phosphorescence.
λmax (nm) Solvent Excitation
λemission (nm) Method
F P
2,4-dtUra [31]
449 (0.000) – S1 1npi* – –
TD-B3LYP/6-311++G(d,p)
349 (0.014) – S2 1pipi* – –
396 (0.000) H2O S1 1npi* – –
335 (0.063) H2O S2 1pipi* – –
399 (0.000) ACN S1 1npi* – –
336 (0.063) ACN S2 1pipi* – –
2,4-dtThy 1 [93]
333 (0.216) – 1pipi* – – MS-CASPT2(14,10)/ANO-RCC-VTZP
343 (0.078) – 1pipi* – – DFT/MRCI
2,4-dtThy 1 [96]
400 H2O S1 1npi* 446 –
QM(MS-CASPT2)/MM334 H2O S2 1pipi* – –
445 H2O T1 1pipi* – 474
2,4-dtThy [53] 443 (0.000) – S1 – – TD-B3LYP/6-311++G(d,p)
361 (0.014) – S2 – –
2,4-dtThy [37] 409 H2O S1 – – TD-M06/6-31+G*/PCM340 H2O S2 – –
1 This work reports additional values obtained at other levels of theory and computed considering other solvents.
Static Description of the PES
The enhanced photosensitizing properties of 2,4-dtUra/2,4-dtThy [61,64] compared to their
monosubstituted counterparts stimulated other theoretical studies, mostly focused on how triplet
population occurs in these nucleobases. Following the population of the spectroscopic S2 (piS2pi4*)
state (3.62–3.72 eV) in GP, MS-CASPT2 studies (based on CASSCF geometry optimizations) predict
2,4-dtThy to undergo either adiabatic relaxation to its minimum or a barrierless IC towards low-lying
S1 minimum (nS2pi2*), (See Figure 4, bottom) [96]. The population following the first route and reaching
the pipi* minimum is expected to eventually relax to the 1nS2pi2* minimum at some stage [96]. Due
to the proximity of the 1nS4pi4*/1nS2pi2* crossing to the 1nS2pi2* minimum, the authors suggest that
another dark minimum, presenting 1nS4pi4* character, can also be populated [96]. Access to the GS via
IC along the singlet manifold is unfortunately not explored in this work.
At the position of both 1nS2pi2* and 1nS4pi4* minima, MS-CASPT2//CASSCF calculates very close
ISC funnels to the triplets 3piS2pi2* and 3piS4pi4*, the latter being strongly coupled (SOC amounting to
154 cm−1) to the 1nS4pi4* state at its minimum position [96]. This value is in agreement with other SOC
values obtained in GP MS-CASPT2 and MRCI studies, 152 cm−1 [93].
Xie et al. [96] paid special attention to the effect that microsolvation and aqueous solution
environments have in the computed deactivation pathways of 2,4-dtThy. To this aim, they performed
QM(CASSCF)/MM geometry optimizations followed by MS-CASPT2 single points in order to describe
the potential energy profiles. At the FC region, water was found to destabilize the (1nS2pi2*) dark state,
decreasing the energy gap with the bright (1piS2pi4*) spectroscopic state, thus, facilitating IC between
both states. Then the authors suggest that both the 1nS2pi2* and 1piS2pi4* minima are populated in
solution from the FC region [96]. From either singlet minima, Xie et al. [96] set out an intricate network
of possible mechanisms on the way to the most stable 3piS4pi4* minimum. However, in contrast to
their GP results, in solution the population reaching the 1piS2pi4* minimum is not assumed to later
decay to the 1nS2pi2* singlet minimum, but only to the triplet states. SOCs are not much affected by
solvent [96], in agreement with Ref. [93]. Thus, water solvation was found to “entangle” the mechanism
leading to the population of the 3piS4pi4* minimum, but it is not expected to affect the final outcome of
the dynamics.
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Photodynamics
From an experimental point of view, doubly-thionated pyrimidines show very rich photophysical
properties such as faster ISC rates (180 fs, 2,4-dtThy) and higher singlet oxygen quantum yield
(0.49, 2,4-dtUra) compared to their monosubstituted counterparts (see Table 3) [61,64].
To the best of our knowledge, no molecular dynamics simulations are available in the literature
for 2,4-dtThy/2,4-dtUra, except for a single study calculating ISC rates for 2,4-dtThy based on SOC
terms [93]. The predicted ISC rate is 295 fs, which is significantly faster than the one calculated for
2t-Thy (574 fs), in agreement with the experimental findings [93].
Theoretical works have reported energetically accessible ISC funnels, large SOCs and stable triplet
minima for 2,4-dtThy [93,96]. These features, however, are also fingerprints of the mono-substituted
thiobases’ PES, what leaves open the question as to why double-thionation leads to shorter ISC
lifetimes and larger 1O2 yields. A complete understanding of the photophysics of doubly-thionated
pyrimidines would benefit from comprehensive molecular dynamics studies considering both singlet
and triplet manifolds, and including TAS interpretation by means of theoretical calculations.
3. General Remarks and Perspectives
The main effects induced by thionation in the natural DNA and RNA nucleobases’ photophysics
are nowadays well established. First, exocyclic oxygen by sulfur substitution significantly red-shifts
the maximum of the absorption spectrum. In contrast to natural DNA and RNA nucleobases, which
are potent UVB chromophores, thiated nucleobases absorb maximally in the UVA region of the
electromagnetic spectrum, (see Figure 5) being this an important side effect in pharmacological
applications due to the large amount of UVA photons that reach the Earth’s surface.
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Interestingly, experiments and theoretical simulations have shown that for pyrimidines the
magnitude of this shift depends on the position and degree substitution, being modest in case of
2-thiopyrimidines but meaningful for 4- and 2,4-dithioderivatives [61,64]. Although calculations were
found to overestimate the shifts in the absorption bands for 2-thiopyrimidines, they have provided
useful hints to understand the changes in the absorption spectra from an electronic point of view.
Bai et al. [93] actually succeeded to explain the observed spectral shifts on the basis of the different
delocalization of the electron density provoked by the degree and pattern of substitution and the
changes in the energies of the molecular orbitals involved in the absorption bands of 2t-Thy, 4t-Thy
and 2,4-dtThy. It is also important to note that these shifts do not affect to the same extent all the
electronic states and can therefore lead to a change of the electronic state ordering compared to
canonical nucleobases. In fact, the lowest lying electronic state in all the thioderivatives presented in
this review corresponds to a dark (S1 npi*), something not common in canonical nucleobases [42].
Importantly, the exchange of one or several carbonyl groups by thiocarbonyl groups in natural
nucleobases undoubtedly conditions the topography of their PES and thus of their photoinitiated
dynamics. As a consequence of the important shift of the first npi* state towards lower energies and
below the spectroscopic pipi* electronic state, the first step in the relaxation mechanisms of all canonical
nucleobases’ thiated analogs is an IC process towards the first excited PES. This deactivation channel
has been shown to be preferred to direct ISC from the S2. The main differences between thiated and
natural nucleobases lie on the subsequent relaxation from S1. Even though recent studies in solution
have located small energy barriers associated to GS deactivation from the S1, it has been generally
assumed that this is the most favorable mechanism in canonical nucleobases [42,106]. By contrast, this
deactivation route is strongly prevented in sulfur-substituted nucleobases since the S1/S0 funnels are
energetically inaccessible due to the significant stabilization of the S1 minima (Figure 6). Furthermore,
another secondary effect of sulfur substitution is that other S1/S0 CoIn different to the preferred
ones for canonical nucleobases may come into play [34]. Besides, oxygen by sulfur substitution also
provokes a decrease in the singlet-triplet energy gaps and the enhancement of the SOC (thiobases
100–200 cm−1; canonical bases < 50 cm−1) due to the heavy atom effect of S. Both effects are translated
into energetically accessible and very efficient singlet-triplet crossings at the vicinity of the S1 minima
of thioderivatives, which correspond to secondary routes in canonical nucleobases (Figure 6). Indeed,
ultrafast ISCs and close to unity triplet yields were experimentally observed and inferred from MD
simulations [4,34,58,83,98]. Although Pollum et al. [61,64] have registered enhanced photosensitizing
properties in doubly thionated nucleobases, the reasons for their faster ISC and closer to unity triplet
yields are still unclear since singly- and doubly-substituted thiobases share the main features of the
PES. The long life of their most stable triplet state, characterized in the case of 2t-Thy, 2t-Ura, 6t-Gua,
2t-Cyt by double well potential energy profile, is also common to all the thiobases [55,59,89].
Thiobases are known to be important precursors of 1O2 in solution via Type II photosensitizing
mechanisms, with yields comprised between 0.14 and 0.58 (see Table 3) [4,73]. The significant
differences between the triplet and singlet oxygen quantum yields suggest that other mechanisms,
such as charge transfer reactions with O2, might compete in solution [62,63,65,73,83]. In cellular or
biological environments, the situation is much more complex since Type I and Type II mechanisms
can involve a broad spectrum of biomolecules leading to UVA induced lesions including canonical
nucleobases’, 6t-Gua’s and protein’s oxidation products, DNA and DNA–protein crosslinks and DNA
strand breaks [16,79,82,107].
Although the basis for the first stages of the photosensitizing reactions of thiated nucleobases
that lead to triplet excited states’ population have been clearly established by experimental and
computational works, a great piece of work still remains to be done for the characterization of the
mechanisms at molecular level leading to photoproducts’ formation, which are ultimately responsible
for the mechanism of action of these photosensitizers in medicinal chemistry.
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Abstract
B3LYP/6-3111G(3df,2p)//B3LYP/6-311G(d,p) density functional theory calculations show that
cyclopentene and cyclopentyne derivatives yield very strong p-type complexes with HCu and FCu
molecules. This interaction is so strong in the case of cyclopentyne derivatives that the complexes
formed can be considered as a new kind of metallocycles. These complexes resemble those
reported before in the literature for ethylene and acetylene, though whereas the interaction ener-
gies between cyclopentene and HCu and FCu are smaller than those reported for ethylene, those
involving cyclopentyne are larger than the ones calculated for acetylene. This very different
behavior is due to the dramatic change in the local environment of the two carbon atoms of cyclo-
pentyne with respect to acetylene, which does not occur on going from ethylene to cyclopentene.
The introduction of heteroatoms in the five-membered rings opens the possibility of forming other
isomers in which the CuX (X5H, F) is attached to the heteroatom rather than to the unsaturated
CC bond. This arrangement is precisely the most favorable one for cyclopentene derivatives,
though for cyclopentyne ones the p-type complexes are still the global minima.
K E YWORD S
cyclopentene, cyclopentyne, DFT calculations, homogeneous catalysis, metallocycles with FCu
1 | INTRODUCTION
The huge development experienced by chemistry all along the twentieth century and the first decades on the present century is in part due to the
progress in our ability to explore and to design new and more efficient catalysts, for both homogeneous[1,2] and heterogeneous[3,4] catalysis. Our
knowledge about the intrinsic mechanisms behind the catalytic phenomena has increased significantly along the years, and theoretical modeling has
contributed in a significant way, among other things because it is cheaper and more efficient to model a possible catalyst to explore its
efficiency[5–9] than to do its synthesis and to investigate its performance from an experimental viewpoint. In this line, the contributions of N. Russo
have been significant.[10–15]
Nowadays, it seems clear that the effect of a catalyst is to alter the bonding pattern of the reactants, so that the bond cleavages normally occur-
ring along a chemical reaction are facilitated, what leads to a decrease in the activation barriers, which is in the basis of catalysis.
In our group, we have devoted specific attention to the bonding distortions associated with non-covalent interactions, which play also a role in
catalytic effects, mainly in the realm of homogeneous catalysis. We have shown for instance that the formation of beryllium bonds, defined by the
first time back in 2009,[16] in which BeXY derivatives act as strong Lewis acids, lead to a dramatic perturbation of the electron density of the Lewis
base interacting with the beryllium derivative. More importantly, these electron density perturbations may lead to cooperative effects when associ-
ated with other non-covalent interactions, as the ones stabilizing hydrogen-bonded complexes.[17–19] Indeed, when the proton donor in one of these
complexes is also engaged in a beryllium bond, its proton donor ability is largely enhanced to the point that in some particular cases a spontaneous
proton transfer toward the proton acceptor takes place, with the concomitant and spontaneous formation of an ion pair.[20] We can then assert
that beryllium bonds catalyze proton transfer phenomena.
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More recently, it has been found that they also catalyze the formation of radicals, when the beryllium derivatives are associated with Lewis
bases, such as F2, or FNO, which contain very electronegative atoms.
[21] In these cases the formation of the complex results in a large activation of
the bonds, in which the electronegative atom participates, to the point that the homolytic cleavage of the FAF or FANO bond becomes not only an
exergonic but also a barrierless process.[21]
Other non-covalent interactions involving transition metals have similar effects. A paradigmatic example are the complexes between unsatu-
rated ethylene and acetylene derivatives with HCu, FCu, and ClCu, which become very much stabilized through a charge donation from the double
or triple bond of the organic system toward empty orbitals of Cu, followed by a back-donation from the occupied d orbitals of Cu into the CC anti-
bonding orbitals of the organic moiety, with the unavoidable activation (weakening) of the CC linkage.[22]
The aim of this paper is to explore whether similar strong interactions are present when the double or the triple bond form part of a larger and
cyclic chemical system. Paradigmatic representatives of this situation would be cyclopentene (1) and cyclopentyne (2), and their derivatives in which
the carbon atoms of the five-membered ring are replaced by more electronegative groups such as NH, O, or S. Hence, besides the two parent com-
pounds we have also investigated the 2,5-dihydro-1H-pyrrole (1-NH); 2,5-dihydrofuran (1-O); 2,5-dihydrothiophane (1-S); 2,3-dihydro-1H-imidazole
(1–2NH); 1,3-dioxole (1–2O); 1,3-dithiole (1–2S); and the similar ones containing a triple instead of a double bond (2-NH, 2-O, 2-S, 2-2NH, 2-2O,
2-2S). All of them are shown in Scheme 1.
It should be emphasized that small Cu derivatives, such as copper hydride (CuH), boryl copper (Cu-B), and silyl copper (Cu-Si) have been shown
to be active catalysts in different chemical processes.[23] Therefore, our approach can be viewed as a simplified model of real catalytic process in an
effort to understand the underlying mechanisms. In this respect, it should be emphasized that CuH also catalyze the reduction of carbonyl groups[24]
and CuH nanoclusters exhibit unique selectivity for the electrocatalytic CO2 reduction and this selectivity can only be understood through the use
of adequate theoretical models.[25] Also, Pd and CuH catalyze cross-coupling of aryl halides and olefins.[26] A very interesting and complete review
of the catalytic properties of coinage metal hydrides was recently published.[27]
2 | COMPUTATIONAL DETAILS
The geometries of the neutral compounds and their complexes with HCu and FCu have been optimized in the framework of density functional
theory (DFT) through the use of the B3LYP hybrid functional[28,29] associated with a 6–311G(d,p) basis set. The same level of theory was used to
calculate the corresponding harmonic vibrational frequencies to check that the optimized structures correspond to local minima of the potential
SCHEME 1 Schematic representation of the neutral systems included in our survey
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energy surface, and to obtain the vibrational thermal corrections to the energy. Final energies were obtained in single point B3LYP/6–3111G
(3df,2p) calculations carried out on the B3LYP/6–311G(d,p) structures.
The analysis of the changes undergone by the electron density of the neutrals upon interaction with the HCu or FCu molecules was carried out
by means of three complementary techniques, namely the quantum theory of atoms in molecules (QTAIM) theory,[30,31] the Natural Bond Orbital
(NBO) analysis,[32] and the Electron Localization Function (ELF).[33] The first of these three approaches provides information about the topology of
the electron density by locating their critical points, that can be classified as local maxima (at the nuclei positions), first-order saddle points, usually
called bond critical points (BCPs), second-order saddle points or ring critical points (RCPs) and local minima or cage points. The existence of BCPs or
RCPs, are associated with the existence of a chemical (ionic or covalent) bond or a cyclic structure, respectively. The values of the electron density
and its Laplacian usually provide valuable information about the strength and the nature of the bonds of the system. The NBO method permits to
recover a Lewis type description of a chemical system in terms of localized hybrids and lone-pairs obtained as local block eigenvectors of the one-
particle density matrix. However, the interactions between occupied and unoccupied molecular orbitals (MOs) through a second-order perturbation
analysis of the Fock matrix, permit to easily identify electron donations and back-donations between the two interacting systems. The NBO scheme
also provides the Wiberg bond orders (BO) which is an alternative index of the bond strength.
The ELF usually becomes large in regions of space, usually named basins, where electron pairs are localized. When the basin includes only the
valence shell of an atom (monosynaptic basin), it corresponds to a core or to a lone-pair of electrons. When it involves the valence shell of two
atoms (disynaptic basin), it describes a chemical bond between the two atoms. When the basin involves more than two valence shells it indicates
the existence of some kind of delocalization. The population of the corresponding basins and their volume also provide an additional useful informa-
tion on details of the bonding. ELF grids and basin integrations have been computed with the TopMod package.[34]
3 | ASSESSMENT OF THE THEORETICAL MODEL
To assess the reliability of the theoretical model used in our theoretical survey, we have carried out some specific calculations using different ab ini-
tio molecular orbital techniques rather than DFT procedures. To assess the reliability of the optimized DFT geometries, the molecular structure of a
suitable subset of neutral compounds and their HCu and FCu complexes was obtained by MP2/6–3111G(d,p) optimization procedures (see Table
S1 of the Supporting Information). In general, the bond distances involving Cu atom are slightly shorter at the MP2 level, but the differences cannot
be considered significant. Much smaller are the differences concerning other bonds. The effect of enlarging the basis set from 6–311G(d,p) to aug-
cc-pVTZ when the DFT approach is used is also marginal (see Supporting Information Table S1). As far as the energetics is concerned we have com-
pared, for some suitable examples, the binding energies and the relative stabilities calculated in single-point calculations, at the B3LYP/6–3111G
(3df,2p) DFT level with those obtained at the CCSD(T)/6–3111G(3df,2p) ab initio level. The results obtained for oxygen-containing cyclopentenes
TABLE 1 Dissociation enthalpies (De), interaction enthalpies (Hint), and deformation enthalpies (Hdef) of the complexes between cyclopentene
and cyclopentyne derivatives with FCu. Isomer A corresponds to the association of FCu to the C@C (CBC) bond, whereas isomer B denotes
the structure corresponding to the association at the heteroatom of the five-membered ring
De Hint Hdef
Neutral Isomer A Isomer B Isomer A Isomer B Isomer A Isomer B
1 149 - 169 - 20 -
1-NH 147 172 169 185 22 13
1-O 137 124 162 133 25 9
1-S 136 155 160 162 24 7
1–2NH 141 158 163 172 22 14
1–2O 137 102 159 110 22 8
1–2S 139 139 162 146 23 7
2 240 - 254 - 14 -
2-NH 236 169 256 186 20 17
2-O 235 129 251 141 16 12
2-S 171 161 247 232 15 8
2-2NH 272 - 282 282 10 -
2-2O 262 68 274 76 12 8
2-2S 233 137 252 145 18 8
All values are in kJ mol21.
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1-O and 1–2O and cyclopentynes 2-O and 2-2O have been summarized in Table S2 of the Supporting Information. The first conspicuous feature is
that the DFT and CCSD(T) dissociation enthalpies are of the same order, although for the cyclopentene derivatives the CCSD(T) are slightly larger
than the DFT ones, whereas for the cyclopentyne derivatives is the other way around, though the values are very close. Very importantly, both
methods predict the same stability trends for the two kinds of derivatives included in the assessment, and also with rather similar enthalpy gaps.
Indeed, both predict the species in which the Lewis acid is attached to the double or triple CC bond, namely 1-O:FCu and 2-O:FCu to be more sta-
ble than the oxygen attached ones, namely 1-O:FCu (O) and 2-O:FCu (O), respectively.
4 | RESULTS AND DISCUSSION
The dissociation and interaction enthalpies of the complexes involving FCu as the Lewis acid are summarized in Table 1. The results for HCu-
containing complexes are given in Table S3 of the Supporting Information. As it could be easily anticipated, due to the higher electron-acceptor
FIGURE 1 NBO p-type orbitals of cyclopentene (1) and cyclopentyne (2)
FIGURE 2 NBO molecular orbital interactions between occupied and empty orbitals of the two interacting systems of cyclopentene-FCu
and cyclopentyne-FCu complexes. Orbital interaction energies are also shown
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character of FCu, the dissociation and interaction enthalpies for FCu complexes are larger than for HCu ones, though the relative trends are rather
similar, with only very few and small exceptions. Hence, for the sake of conciseness we will discuss in detail only the results for the FCu series.
Let us start our analysis by the unsubstituted parent compounds cyclopentene (1) and cyclopentyne (2). The first conspicuous fact from the
values in Table 1 is that the dissociation enthalpy is significantly much larger for the cyclopentyne-FCu complex (240 vs. 149 kJ mol21). This finding
is in clear contrast with what has been found before for ethylene and acetylene complexes which exhibit rather similar values (196 vs. 194 kJ
mol21).[22] Also interestingly, whereas the complex of cyclopentene exhibits a dissociation enthalpy smaller than ethylene (149 vs. 196 kJ mol21),[22]
the dissociation energy of cyclopentyne-CuF complex is larger than that of acetylene (240 vs. 194 kJ mol21).[22]
These substantial differences between cyclopentene and cyclopentyne reflect the fact that whereas in cyclopentene, the local environment of
the two carbon atoms involved in the double bond does not change dramatically with respect to that in ethylene, for cyclopentyne this environment
is totally different from the one in acetylene. In acetylene, the two C atoms involved in the triple bond are linearly attached to the two hydrogen
atoms, whereas in cyclopentyne they are attached to two CH2 groups forming an angle of 115.98 far away from 1808. This geometry distortion is
reflected in significant changes in the electron density of the system (see Figure 1).
Indeed, whereas in cyclopentene the NBO method finds a pure pACC bond, for cyclopentyne, only one of the pACC bonds is a pure p bond,
whereas the one lying in the plane of the molecule involves a substantial participation of the s orbitals of the C atoms which render them more
directional as clearly illustrated in Figure 1. Hence, while in cyclopentene-FCu complex the dative interaction from the organic moiety to the 4s
orbital of Cu involves a pure p orbital (see Figure 2) in the cyclopentyne-FCu the interaction involves the pCC(2) hybrid orbital rendering this interac-
tion stronger and therefore more stabilizing. However, as we will discuss later, in cyclopentyne complexes the interaction with the FCu moiety takes
place in the plane of the molecule, whereas this is not the case for cyclopentene complexes.
The coplanar arrangement in cyclopentyne-FCu complexes also favors the back-donation from the FCu moiety to the CC antibonding orbital,
which accordingly is also much stronger in the cyclopentyne-FCu than in the cyclopentene-FCu one. This is actually the origin of a third difference
between the two complexes because, whereas in the cyclopentyne-CuF complex the five-membered ring and the FCu molecule lie in the same
plane, in the cyclopentene-CuF complex the FCu molecule lies on top of the C@C double bond but in a plane almost perpendicular to the five-
FIGURE 3 Molecular graphs of the cyclopentene (1) and cyclopentyne (2) and their complexes with CuF. Green and red dots denote BCPs
and RCPs, respectively. Electron densities are in a.u
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membered ring (CuAC@CAC dihedral angle5105.78). The stronger back-donation in the cyclopentyne-FCu complex is reflected in the net charge
accumulated at the cyclic moiety, which is 20.26, whereas in the cyclopentene-FCu complex is practically zero. This picture is also consistent with
the characteristics of the corresponding AIM molecular graphs and the ELF description. As illustrated in Figure 3, the electron densities at the
CACu BCPs is significantly larger for the cyclopentyne-CuF than cyclopentene-CuF complex. This finding is also in agreement with the fact that
Wiberg bond order for the CACu interaction is also significantly larger for cyclopentyne-CuF (0.45) than for cyclopentene-FCu complex (0.27). A
comparison with the molecular graphs of the isolated parent compounds, clearly shows the significant activation of the C@C and the CBC bonds
respectively, as reflected in the decrease in the electron density at the BCPs on going from the isolated neutral to the FCu complex, whereas the
changes on the other bonds of the systems are marginally small. Again, this topological picture is in agreement with the changes of the Wiberg
bond orders of the C@C (CBC) linkages upon FCu interaction which go from 1.92 (2.79) in the isolated five-membered ring to 1.64 (2.34) in the
corresponding FCu complex.
The 3D ELF plots for the two complexes are shown in Figure 4 (first row) together with the 2D cross sections containing the Cu atom and the
two unsaturated carbons of the five-membered ring (second row) are consistent with the NBO and AIM descriptions.
FIGURE 4 First row: 3D representations of the isosurface ELF50.80 for cyclopentene-FCu and cyclopentyne-FCu complexes, showing the tri-
synaptic and disynaptic basins involved in the interaction between the CC double or triple bond and Cu. The electron populations of these basins
are also given. Second row: 2D cross sections containing the Cu atom and the two unsaturated carbons of the five-membered ring
SCHEME 2 Examples of isomers A and B formed by the interaction of FCu with cyclopentene and cyclopentyne
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As illustrated in that figure, both complexes, cyclopentene-FCu and cyclopentyne-FCu, present a trisynaptic V(C,C,Cu). Quite unexpectedly,
however, both have rather similar populations. This picture is consistent with a much larger charge-transfer from the triple bond than from the dou-
ble bond toward the empty orbitals of Cu. Coherently, the cyclopentyne-FCu complex also presents two additional V(C,Cu) disynaptic basins which
are absent in the cyclopentene-FCu one, and which contribute to reinforce significantly the interaction of the FCu subunit with the unsaturated CC
linkage. These differences are also seen in the corresponding 2D plots which contain the two carbon atoms and Cu.
5 | EFFECTS OF THE SUBSTITUENTS IN THE FIVE-MEMBERED RING
When the interaction of the derivatives of cyclopentene (1) and cyclopentyne (2) with FCu is considered, besides the local minimum corresponding
to the interaction of the FCu molecule with the p-system (isomer A), there is an alternative local minimum in which the attack takes place on the
heteroatom(s) of the five-membered ring (isomer B) (see Scheme 2).
A perusal of the relative stabilities of these two isomers given in Table 1, shows that for the series of the cyclopentene derivatives the attach-
ment to the heteroatom (isomer B) is favored with respect to the attachment on the C@C double bond. Indeed, the NBO analysis indicates that the
stability of isomer B is associated with the formation of a covalent linkage between the heteroatom and Cu, whereas in isomer A, the interaction
between the two moieties is of the same kind as the ones described for the unsubstituted parent compound, that is a dative bond from the occu-
pied p-orbital of the cyclic moiety toward the 4s empty orbital of Cu and a back-donation from occupied d orbitals of Cu toward the pCC* antibond-
ing orbital of the ring. The only exceptions to this general behavior of cyclopentene derivatives are the two oxygen containing systems, 1-O and 1–
2O, for which the isomer A is predicted to be slightly more stable than the isomer B, although it is important to mention that this relative stability
inversion is not observed when the Lewis acid is HCu.
Conversely, for the cyclopentyne series, the attachment at the CBC triple bond is always more favorable than the association with the corre-
sponding heteroatom(s). The topological arrangement and distortion of the p MO lying on the molecular plane discussed above for the unsubsti-
tuted parent compound, clearly enhances the electron donor capacity of the triple bond, which overcomes the charge transfer from the lone-pairs
of the heteroatoms at the five-membered ring. Indeed, the electron density distributions of the cyclopentyne and the cyclopentene ring are very
different, as reflected in the huge difference of their dipole moments (2.4 D for cyclopentyne and 20.2 D for cyclopentene). As a consequence, the
triple bond is not only a better electron donor than the double bond, but it is also a much better electron acceptor, through the corresponding
FIGURE 5 NBO molecular orbital interactions between occupied and empty orbitals of the 1-O and 2-O derivatives with FCu, showing that
both the donation and in particular the back-donation effects are much stronger for the cyclopentyne (2-O) derivatives. Orbital interaction energies
are also shown
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antibonding orbital. To this also contributes the hydrogen atoms attached to the unsaturated bond in cyclopentene, but absent in cyclopentyne.
The presence of the hydrogen atoms permits to alleviate the enhanced electronegativity of the CC bond when acting as an electron donor group.
This effect is present in cyclopentene derivatives but absent in the cyclopentyne ones. Accordingly, the electron acceptor capacity of the triple
bond is much larger than that of the double bond and results in large back-donation effects in the cyclopentyne derivatives than in the double-bond
FIGURE 6 Molecular graphs of the complexes between 1-O and 2-O compounds in which the FCu molecule is attached to the oxygen
atom. Green and red dots denote BCPs and RCPs, respectively. Electron densities are in a.u
FIGURE 7 Molecular graphs 1–2O and 2-2O compounds and their complexes with FCu interacting with the CC unsaturated bond or with
one of the oxygen atoms. Green and red dots denote BCPs and RCPs, respectively. Electron densities are in a.u
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containing counterparts. A similar “buffer” effect of the hydrogen atoms in cyclopentene derivatives has been pointed out before in the literature to
account for the surprisingly ring-strain trends observed in three-membered rings.[35]
Consistently with these arguments, the aforementioned differences between cyclopentene and cyclopentyne derivatives in their interaction
with FCu are also clearly reflected in the second-order interaction energies obtained within the NBO framework. As it is shown in Figure 5, using
2,5-dihydrofuran (1-O) and its triple-bond containing analog, 2-O, as suitable examples. For the 2-O:CuF complex not only the donation from the
CBC triple bond into the 4s Cu orbital is stronger than in the 1-O:CuF analog, but the back-donation is almost twice as strong.
It is also interesting to note that, coherently with this description, and as shown in Table 1, the formation of isomers A involves systematically a
deformation energy larger than the formation of isomers B. Actually, this reflects the different electron mechanisms involved in the formation of
these isomers. Whereas in the formation of isomer A there is a significant back-donation to the CC antibonding orbital, with the concomitant
lengthening of the CC bond, in the formation of isomer B there is only a donation from the lone pair of the heteroatom into the 4s empty orbital of
Cu, what leads to a very small distortion of the electron density of the five-membered ring and accordingly a rather small deformation energy.
The previous discussion clearly explains why one should expect the p-type complexes involving cyclopentyne derivatives to be more stable
than the cyclopentene counterparts; but it is still necessary to rationalize why in the latter case the complex in which FCu is attached to the heter-
oatom is the more stable, in relative terms, for the cyclopentene derivatives. The explanation can be found in the effects that this attachment pro-
duces in the five-membered ring as it is illustrated when comparing the molecular graphs of these complexes with those of the isolated compounds
(see Figure 6). On going from 1-O and 2-O to their FCu oxygen attached complexes, the changes in the bonding of the five-membered ring are simi-
lar, with the exception of the C@C and CBC bonds: Whereas for 1-O the double bond is not affected upon complexation, for 2-O the triple CC
bond becomes weaker. Indeed, this is due to the stabilizing effects of the H atoms attached to the C@C double bond of 1-O, which do not exist in
2-O, because the CC bond is a triple bond, reflected in a reinforcement of the two CAH bonds in the complex with respect to the isolated
molecule.
It is also worth noting that the energy gap between isomers A and B increases further on going to the disubstituted derivatives. Even in some
cases like 2-2NH, only the isomer A exists, since isomer B collapses without activation barrier to isomer B. It is also apparent from the values in
Table 1, that the energy gap between isomers A of cyclopentyne disubstituted derivatives is always larger than for the cyclopentene analogues. As
a matter of fact, in these cases there is a clear difference between both sets of complexes as it is illustrated in Figure 7 for the particular cases of 1–
2O and 2-2O.
For the 1,3-dioxole (1–2O) the interaction with FCu leads to a similar p-type complex as the single substituted derivative 2,5-dihydrofuran (1-
O), with two CACu interactions with a Wiberg bond order of 0.28. Conversely, for the analog containing a CBC bond, the interaction takes place
exclusively with one of the C atoms, forming a rather strong covalent bond, resulting from a linear combination of a sp hybrid on C and the 4s
orbital on Cu (0.93 C(sp)10.37 Cu(4s)) with a Wiberg bond order of 0.71. Consistently, whereas the electron density at the CACu BCPs in the 1–
2O:CuF complex is 0.088 a.u. for the 2-2O:CuF complex this value is almost twice as large. It can also be viewed in the same Figure 7, that when
FCu is attached to one of the oxygen atoms of the 2-2O compound the OACu bond to form isomer B, is much weaker than the CACu bond in
isomer A, and also weaker than in the similar complex of the 1–2O compound.
6 | CONCLUSIONS
Cyclopentene (1) and cyclopentyne (2) derivatives interact very strongly with HCu and FCu, very much as it has been found before in the literature
for ethylene and acetylene derivatives.[22] However, whereas the interaction energies between cyclopentene (1) and HCu and FCu are smaller than
those reported for ethylene, those involving cyclopentyne (2) are larger than the ones calculated for acetylene. This very different behavior is due to
the dramatic change in the local environment of the two carbon atoms of cyclopentyne (2) with respect to acetylene, which does not occur on going
from ethylene to cyclopentene (1). The fact that in cyclopentene (1) the atoms attached to the triple bond depart significantly from linearity leads to
dramatic distortions on the electron density of the triple bond, enhancing both the donation and the back-donation to and from the empty and
occupied orbitals, respectively of Cu.
The introduction of heteroatoms in the five-membered rings opens the possibility of forming other isomers (isomer B) in which the CuX (X5H,
F) is attached to the heteroatom rather than to the unsaturated CC bond. The relative stability of these alternative isomers also changes dramatically
from the cyclopentene to the cyclopentyne series. Whereas in the former, the new isomer is found to be the global minimum in practically all cases,
for cyclopentyne derivatives the conventional p-complex continue to be the most stable isomer.
The large interaction energies calculated for the cyclopentyne derivatives permit to consider these complexes as a new kind of metallocycles.
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1 Introduction 
Interest in the understanding of excited-state dynamics of RNA and DNA have increased over 
the recent years due to the detrimental effects that ultraviolet light has on their photochemistry.1,2 
Studies have shown that the nucleobase monomers, polymers, and their derivatives exhibit 
photostability through ultrafast relaxation pathways.3–10 These pathways are accessed through 
conical intersections.11–16 However, Kohler and co-workers revealed that direct excitation of the 
pyrimidine nucleobases access long-lived singlet and triplet excited-states in solution.6,17,18  Of 
these states, the triplet excited-state was thought to play a key role in the formation of the 
pyrimidine cyclobutane dimers.19–22 However, other computational and experimental studies 
have shown the triplet state may not be responsible for the formation of cyclobutane 
dimers.20,23,24 Computational results from dynamic simulations suggest triplet state population 
with picosecond lifetimes.12,25–27 Experimentally, it has been shown the pyrimidine nucleobases 
and derivatives exhibit a subpicosecond lifetime for triplet state population in solution.8–10 
Therefore, to understand how cyclobutanee dimers are formed and when excited states are 
populated, there needs to be a more complete understanding of what occurs upon 
photoexcitation. 
In this contribution, we present direct spectroscopic evidence of subpicosecond intersystem 
crossing lifetime in 1-methyluracil (1MU) and uracil (Ura) in solution utilizing broadband 
transient absorption spectroscopy, along with a computational description of the relaxation 
pathways available upon photoexcitation. Profiting the structural similarity of 1MU and Ura, we 
have modelled specific regions of the potential energy surface of the methyl derivative based on 
the topographical information existing in the literature for the canonical nucleobase, building up 
this way a complete picture of all possible deactivation pathways. Further information on the 
preferred relaxation pathways is obtained from the analysis and simulation of the experimental 
transient absorption spectra by means of quantum mechanical calculations. From the 
combination of experimental and theoretical results, a more thorough understanding of the 
potential energy surface (PES) and electronic relaxation pathways of the canonical nucleobases 
is achieved. Considering the vast literature on photodeactivation of uracil, we summarize the 
most plausible relaxation pathways inferred from quantum chemical works and molecular 
dynamics simulations. 
Direct deactivation from the spectroscopic state (ππ*→  GS):  
Along this pathway, (Scheme 1a) the system would initially populate the S2 potential minimum 
(S2min, ππ*) showing elongated C5-C6 (for atom numbering see Figure 1) and C4-O4 distances 
and a pyramidalization at the C6 atom.28–34 The access of the S1(ππ*) potential would occur via 
the S2/S1 conical intersection (S2/S1)CI, through a N3 and C6-puckered structure.12,29,32,35,36 The 
mapping of the topography of the potential energy surface (PES) connecting the S2min and 
(S2/S1)CI revealed the existence of an energy barrier of 0.16 eV that separated the minimum 
position and the (S2/S1)CI funnel.32 Interestingly, the photoexcited system can access the (S2/S1)CI 
directly from the Franck-Condon (FC) region following a different route32,34 (dotted pathway in 
Scheme 1a). The steepest PES in the direction of the S2min would favor population evolution 
toward the minimum rather than to the (S2/S1)CI.32 
Once in the S1 the population decays to the ground-state (S0) in about 100 fs29,34  through a 
second ethylene-like C5 puckered conical intersection. Using the time dependent density 
functional theory (TD-DFT) explicit solvent effects influence the planar 1ππ* minimum of the 
PES. This planarity of the minimum refers to the structure of the excited-state geometry. The 
1ππ* minimum, corresponds to a transition state, directly connecting two equivalent boat like 
minima in the S1 PES, with the N3 and C6 centers deviating from planarity. The ππ* minimum is 
located at 4.77 eV in water above the ground-state (GS) equilibrium minimum, and separated by 
a small energy barrier from the (S1/S0) conical intersection.30,37 
This pathway that has been mapped with the help of static calculations31,35,37 and whose 
participation in the relaxation of uracil through photoelectron spectroscopy was later confirmed 
by dynamics simulations12,29,36,38–40 has been proposed to be responsible for the intermediary 
time constant of 0.53 ps.41 
Indirect deactivation from the dark lower-lying nπ*(ππ*→  nπ*→  GS):  
This indirect path, associated to the longer decay time of 2.4 ps,41 drives the population from the 
spectroscopic state to an almost planar minimum with nπ* character in the S1 PES, sharing the 
main structural features with the S2(ππ*) minimum and accessed through the S2/S1 conical 
intersection (Scheme 1b).12,28–31,33,35,36,38,40,42A S1(nπ*)/S0 conical intersection was located both in 
the gas and condensed phase.29,43,44 The very high energy of this interstate crossing located in gas 
phase at 2.07 eV (CASSCF) and 1.73 eV (MS-CASPT2) over the S1(nπ*) minimum and at 
slightly more stable energies in water, turns deactivation via this funnel very unlikely.33 
Alternatively, a backward access to the S2/S1 conical intersection has been proposed as the most 
probable decay route for the population accessing the S1(nπ*) minimum.33 Semiempirical 
calculations locate, however, the S1/S0 conical only 0.3 eV over the nπ* minimum.45 
Deactivation through the ring opening conical intersection: 
A small fraction of trajectories was found to deactivate via a S1/S0 crossing different from the 
two former S1/S0 funnels described above, according to several molecular dynamics works. This 
deactivation route is also proposed to contribute to the intermediate decay lifetime.12,29 Because 
at the crossing position the S1 wave function has some contribution from sigma orbitals, this state 
has been referred to as a σ(n-π)π* electronic state. This crossing is characterized by the rupture 
of the N3-C4 bond, with the N3 atom departing from the plane.12,29 This interstate crossing is 
quite stable at the CASSCF level of theory (ES1/S0: 4.43 eV), but destabilizes when introducing 
dynamic correlation (ES1/S0 CASPT2: 4.76, ES1/S0 MRCI: 5.25 eV).29 Thus, the population 
deactivating through this funnel is expected to be minor and to lead to photoproducts.29,36 This 
pathway is depicted in Scheme 1c. 
Deactivation along the triplet manifold: 
Finally, several singlet-triplet crossings have been located along the singlet pathways described 
above. Climent et al.31 identified a singlet-triplet crossing (1ππ*/3nπ*) very close to the FC region 
(ECASPT2: 4.6 eV) and a second funnel (1ππ*/3ππ*) (ECASPT2: 4.2 eV) to the triplet manifold at the 
vicinity of the S1(ππ*)/S0 conical intersection. These authors calculate a sizable spin-orbital 
coupling at the (1ππ*/3nπ*)ISC amounting to 25 cm-1, but a coupling of 1 cm-1 at the position of 
the (1ππ*/3ππ*)ISC. Subsequent intersystem rate constant calculations42 and molecular dynamics 
simulations considering IC and ISC in the same footing11 revealed that the region of the PES 
contributing more importantly to the transfer of population to the triplet manifold actually 
corresponds to S1(nπ*) state, which efficiently couples (SOCs on average 39 cm-1) to the T2(ππ*) 
state (S1/T2 ECASSCF 6.65-7.48 eV). A very efficient internal conversion process would finally 
direct the population towards a long-lived triplet ππ* excited state, also contributing to the longer 
lifetime of several ps.12,41,42,46–49 All the pathways proposed to transfer population to the triplet 
manifold are summarized in Scheme 1d. 
	  
Scheme 1. Proposed deactivation mechanisms for uracil based on quantum mechanical 
calculations and molecular dynamics simulations. 
2  Results  
2.1 Steady-State Spectroscopy 
The molar absorptivity of 1MU and Ura50 (9250 ± 300M-1cm-1 and 7200 ± 400 M-1cm-1 at 265 
and 256 nm, respectively) in ACN is overlaid with a simulated absorption spectra discussed 
below (Figure 1). The normalized emission and absorption plotted against frequency to 
determine the 0-0 energy for 1MU in ACN (Figure S1). The 0-0 energy for 1MU in ACN was 
estimated to be 4.29 eV through the crossing of the normalized emission and absorption spectra. 
The maximum emission observed around 316 nm for 1MU in ACN corresponds well with 
previously reported emission maxima for Ura in ACN (311 nm).44,51    
2.2 Calculation of the Ground State Absorption Spectrum of 1MU  
The absorption spectrum consists of two intense bands centered at ca. 265 and 207 nm in ACN. 
For the interpretation of the absorption properties of this nucleobase derivative, we have used the 
multiconfigurational protocol MS-CASPT2/CASSCF considering basis sets of different 
flexibility and using the ground state geometry optimized at the CC2/def-TZVP level of theory. 
Since we are primarily interested in the relaxation mechanisms of 1MU upon excitation at ca. 
265 nm, our analysis of the absorption spectrum does not consider the description of Rydberg 
states, which were found to contribute only to the high energy region of the spectrum of Ura.35 
Similar to Ura, there are two transitions contributing to the lowest energy absorption band of 
1MU, namely the S1(nπ*) and the S2(ππ*), (Table 1, π and line spectrum superimposed to the 
experimental absorption spectrum in Figure 1). In contrast with Ura, where these two absorption 
bands are at least separated by 0.3 eV (MS-CASPT2 values),28,29,38,52 in the case of 1-MU, these 
two transitions lie much closer in energy, or even could present inverse ordering, while 
preserving the quasi-degeneracy between the two electronic states, depending on the basis set or 
the IPEA shift used in the calculations (Table S1). 
Table 1. Theoretical Excitation and Emission Energies, Oscillator Strengths (f) for the Low-
Lying Singlet Excited States of the 1-methyluracil at the MS/-CASPT2(14,10)/ANO-L Level of 
Theory. (IPEA = 0.00 a.u.) 
Character ΔE, eV (nm) f 
S1(ππ*) 4.58, (271) 0.2567 
S2(nπ*) 4.78, (260) 0.0003 
S3(ππ*) 5.81, (213) 0.0177 
S4(nπ*) 5.91, (210) 0.0001 
S5(nπ*) 6.49, (191) 0.0001 
S6(nπ*) 6.77, (183) 0.0000 
   
Emission   
S1(nπ*)a 4.01, (309)  
S1(ππ*)b 3.94, (315)  
S2(ππ*)a 4.25, (292)  
a)	  Optimized	  at	  the	  SA4-CASSCF(12,9)/ANO-S level	  of	  theory.	  b)	  Optimized	  at	  the	  CASPT2	  level	  of	  theory	  with	  
BAGEL	  package.	  
 
Considering the absorption spectrum calculated with the default IPEA shift and the 6-31G(d,p) 
basis set, the two lower lying transitions S2(ππ*) and S1(nπ*) were found to peak at 5.17 eV (240 
nm) and 4.99 eV (248 nm), the most intense transition being slightly blue shifted compared to 
the λmax experimental value. Assuming that the solvation trends (including both explicit and bulk 
solvent-chromophore interactions) for the electronic transitions in Ura30 can be extrapolated to 
1MU, the brightest transition is expected to red shift when immersed in polar solvents, 
improving the agreement with the experiment. 
The higher-lying absorption band would at least have some contribution from the valence 
transition S4(ππ*), absorbing at 6.34 eV (195 nm), as well as the S3, S5 and S6 transitions 
contributing to a lesser extent to this band (Table 1, and Figure 1). 
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Figure 1. Experimental (in ACN) and theoretical (in gas phase; calculated at the  MS/-
CASPT2(14,10)/ANO-L level of theory with IPEA = 0.00 a.u.) absorption spectrum for 1-
methyluracil and uracil.  
2.3  Transients Absorption Spectroscopy 
Time-resolved transient absorption spectroscopy was recorded to probe the excited-state 
dynamics of 1MU and Ura particularly to reveal the decay pathway leading to a long-lived 
transient species observed in both pyrimidine derivatives. Figure 2 shows the transient 
absorption spectra for 1MU (a-c) and Ura (d-f) after photoexcitation with 268 nm radiation. 
Figure 2a depicts a negative amplitude absorption band around 350 nm moving to a long 
absorption tail across the entire spectral window from 0.0 to 0.4 ps. The long absorption tail 
decays in Figure 2b, resolving into a transient species around 385 nm from 0.4 to 19 ps. Figure 
2c shows the transient species around 385 nm begin to decay until the end of the experiment 
setup of ∼3 ns.  
Figure 2d depicts a transient species absorbing around 540 nm. Figure 2e shows the transient 
species at 540 nm decaying as a transient species around 365 nm begins to rise with an apparent 
isosbestic point at 480 nm by the delay time of 18 ps.  
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Figure 2. Broadband transient spectral evolution data for 1MU (a to c) and Uracil (d to f) in 
ACN excited at 268 nm.  
Figure 2f shows the transient species around 365 nm begin to decay within the temporal window 
of our experimental setup. Selected kinetic decay traces were chosen to highlight absorption rises 
and decays for 1MU (Figure 3a) and Ura (Figure 3b), respectively. While Figure 3c,d represent 
the evolution associated difference spectra (EADS) obtained from a global fit analysis for 1MU 
and Ura, respectively, with the lifetimes obtained from the analysis in Table 2. The second 
lifetime obtained for Ura is the reported average of the global fit data however the parameter 
were unlinked to allow for vibrational cooling lifetimes occurring that decay faster in red probe 
wavelength than in blue wavelengths.       
Table 2. Lifetimes obtained from global fit analysis of 1MU and Ura in ACN. With lifetimes 
reprinted for completeness for 1-cyclohexyluracil in ACN. 
Lifetimes  1-cyclohexyluracil10 1-methyluracil uracil 
τ1 240 ± 50 fs 234 ± 50 fs 350 ± 50 fs 
τ2 400 ± 60 fs 465 ± 73 fs - 
τ3 5 ± 1 ps 3.94 ± 0.23 ps 6 ± 1 ps†  
τ4 5 ± 2 ns 0.59 ± 0.01ns 5* ± 2 ns 
ΦT (ACN)             
λex= ca. 266 nm 
0.346  0.250 
 † Lifetime is the average value of an unlinked parameter 
* This lifetime is uncertain due to the 3 ns stage delay 
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Figure 3. Selected kinetic traces of 1MU (a) and Ura (b) excited at 268 nm in ACN. Evolution 
associated difference spectra of 1MU (c) and Ura (d).  
For both 1MU and Ura, we were able to obtain some kinetic decay traces of which only the 
triplet state was able to absorb, resulting in the estimation of intersystem crossing lifetime. 
Figure 4, shows both intersystem crossing kinetics for 1MU and Ura in ACN excited at 268 nm. 
From the kinetics fits obtained of both compounds obtained lifetimes of 130 ± 70 fs and 340 ± 50 
fs for 1MU and Ura, respectively. However, since both lifetimes obtained are relatively close to 
the instrument response of the experimental setup of 200 ± 50 fs, these lifetimes should be 
viewed with caution. At the minimum we can say with confidence that the ISC lifetime is less 
than or equal to 200 ± 50 fs, with the qualitative assessment that 1MU has faster ISC lifetime 
compare to that of Ura.  
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Figure 4. Kinetic decay trace for 1MU (Black) and Ura (Red) in ACN.  
3. Discussion 
3.1 Computational Results  
The direct deactivation route from the spectroscopic state (1ππ* → GS) for 1-MU is depicted in 
Figure 5 with supporting minimum energy pathway (MEP) and Linear Interpolated Cartesian 
Coordinate (LICC) calculations. According to the calculations, this mechanism is very similar to 
the described deactivation pathway for Ura (Scheme 1a), with the only particularity that both the 
S2(ππ*)min (4.93 eV) and (S2/S1)CI  (5.07-4.75 eV) have very similar energies. The 1nπ*/1ππ* 
quasi-degeneracy (Figure 5c) at the FC region and proximity of the S2(ππ*)min also within the FC 
region are expected to have an impact to the lifetime of the S2 excited state when compared to 
Ura. In contrast, this particular topography of the PES would not especially favor the evolution 
of the wave packet toward the S2min or (S2/S1)CI pathways, but rather a branching of the 
population would be expected. 
Similarly to Ura, our calculations predict a barrier (upper bound estimation of 0.9 eV) connecting 
the S2(ππ*)min with the (S2/S1)CI, that would retain for some time the population reaching the 
minimum before it finally evolves either to the S1/S0 internal conversion funnel or to the triplet 
manifold. According to our MEP calculations (Figure 5d), the population reaching the (S2/S1)CI 
would follow a downward potential until reaching the (S1(ππ*)/S0)CI (4.18 eV) characterized by a 
geometry where the heterocyclic pyrimidine ring is no longer planar. The access to (S1(ππ*)/S0)CI 
would allow the return of the population to the original ground state. At this point, it should be 
noted that (S1(ππ*)/S0)CI is actually a crossing seam between the spectroscopic S2(ππ*) and 
ground state. However, the state ordering of the initial S2(ππ*) state changes after the encounter 
with (S2/S1)CI (Figure 5). We have also found another S1(ππ*)min minimum, which reminds very 
much the boat like structure optimized at TD-DFT level of theory by Santoro et al. and 
Gustavsson et al.33,37 after including both explicit and bulk solvent-solute interactions. However, 
our LIIC calculations present a barrier with an upper bound energy of 2.5 eV, which separates 
this minimum from the S1/S0 conical intersection.  
	  
	  
Figure 5. (a) Cartoon summarizing the direct GS deactivation of photoexcited 1-methyluracil 
with MS-CASPT2 energies in eV. (b) CASSCF MEP connecting the FC region with the 
S2(ππ*)min. (c) MS-CASPT2 LICC connecting the FC region with the (S2/S1)CI. (d) CASSCF 
MEP connecting the (S2/S1)CI with the (S1/S0)CI. 
 
Indirect deactivation from the dark lower-lying nπ*(ππ* → nπ* → GS) mechanism is depicted in 
Figure 6a. The S1(nπ*) minimum can be directly accessed via the (S2/S1)CI (Figure 6b). 
Analogously to Ura, once in the S1(nπ*) state, the access to GS is hindered due to an upward 
potential energy profile separating the S1(nπ*)min from the (S1(nπ*)/S0)CI (Figure 6c). For 1MU, 
very similar to Ura, a (S1/S0)CI ring-opening conical intersection which is characterized by the 
rupture of the N3-C4 bond was located at 4.89 eV at CASSCF level of theory. However, a 
destabilization is observed with the inclusion of dynamical correlation (5.24 eV at MS-CASPT2) 
along with a large energetic barrier between the S1 minimum and the (S1(nπ*)/S0) ring-opening 
CI33 from our LICC calculations (Figure 6d). Thus, the population leak to GS through these CIs 
is not expected to be very relevant from a statical point of view mapped at MS-CASPT2 level of 
theory and it is likely that the fraction of population further decaying through the singlet 
manifold is reverted to the (S2/S1)CI which would further relax internal conversion to the ground 
state. 
 
	  
	  
Figure 6. (a) Schematic summarizing the indirect GS deactivation of photoexcited 1-
methyluracil via the dark S1(nπ*) electronic state with MS-CASPT2 energies in eV. (b) CASSCF 
MEP connecting the (S2/S1)CI with the S1(nπ*)min. (c) CASSCF MEP connecting the S1(nπ*)min 
with the (S1(nπ*)/S0)CI. (d) MS-CASPT2 LICC connecting the (S1(nπ*)/S0) ring-opening CI with 
the S1(nπ*)min.  
The deactivation pathways of 1MU involving population transfer to the triplet manifold has also 
been explored by theoretical calculations (Figure 7). Methylation at the N1 position does not 
actually seem to affect the position of the ISC funnels previously located for Ura (Figure 7a). In 
fact, the T2(nπ*) and the T1(ππ*) were also found to be degenerate at the position of the (S2/S1)CI 
and (S1/S0)CI, respectively. Also in line with the results obtained for Ura, a three-state degeneracy 
point (seam region) involving the S1(nπ*), T1(nπ*), and T2(ππ*) electronic states was located in 
the vicinity of the S1(nπ*)min. Although, S1(nπ*)/T2(ππ*)/T1(nπ*) crossing and S1(nπ*)min are 
energetically similar (0.1 eV of energy difference), they present different geometries indicating 
that an out-of-plane displacement of the O4 atom would be necessary to reach the three-state 
degeneracy point. The trapping of population at the region of the S1(nπ*)min would favor 
deactivation through the S1(nπ*)/T1(nπ*)/T2(ππ*) funnel compared to the other two ISC 
channels. At the triplet degeneracy point of the S1/T1/T2 (Figure 7d), state ordering changes 
causing the 3ππ* to be higher in energy than the 3nπ* resulting better SOC between the S1(nπ*) 
and triplet manifold in line with El-Sayed rules. The calculated SOC of 1MU (46 cm-1) compared 
to Ura (39 cm-1) would result in a higher triplet yield than that of Ura, which is in line with the 
experimental results (Figure 4).  
 
	  
Figure 7. (a) Schematic summarizing the deactivation of photoexcited 1-methyluracil via the 
triplet manifold with MS-CASPT2 energies in eV. (b) CASSCF MEP connecting the (S2/S1/T2) 
three-state degeneracy with T2(nπ*)min. (c) CASSCF MEP connecting the (S1/S0/T1) three-state 
degeneracy with T1(ππ*)min. (d) CASSCF MEP connecting the (S1/T1/T2) three-state degeneracy 
with T1(ππ*)min and T2(nπ*)min. 
In order to confirm the most probable deactivation mechanisms suggested by the analysis of the 
topography of the PES, we have recorded 1MU transient absorption spectra, which have been 
analyzed and subsequently interpreted with the help of theoretical calculations. In particular, we 
have computed vertical excitation energies in regions of the ground and excited-state geometries 
predicted to be key for the deactivation dynamics of 1MU according to our static analysis of the 
PES, that is, the singlet minima S2(ππ*)min, S1(ππ*)min, S1(nπ*)min, the triplet minima T2(nπ*)min, 
T1(ππ*)min and the regions of the (S1/S0)CI and (S1/T1/T2), as a model to represent vibrationally 
excited GS and T1 populations. 
3.1 TAS description 
3.1.1 TAS 1-methyluracil 
The negative-amplitude band around 350 nm observed in Figure 3a was assigned to stimulated 
emission, which corresponds well to the observed fluorescence of 1MU in ACN (Figure S1). 
Though a distinct transient species is not observable in the visible region as with 1CHU in ACN 
around 525 nm, previously reported,10 there must exist a 1ππ* excited-state since the stimulated 
emission was observed and it is the spectroscopic state that was excited with 268 nm light. The 
fluorescence lifetime of the 1ππ* excited-state for 1MU in water was reported to be 93 ± 4 fs37 
and 100 fs for Ura in ACN.44 The lifetime for the 1ππ* excited-state of 1MU can be expected to 
be similar to that in water and that of Ura in ACN. Because no transient absorption band is 
observed in the visible region, N1 methylation seems to decrease the absorption cross-section of 
the 1ππ* excited-state absorption spectrum. Than that would account for the 1ππ* excited-state 
not being observed in our TAS experiments and most likely, the last spectral traces of the 
stimulated emission from the 1ππ* excited-state was observed. The first lifetime (234 fs) was 
associated with the observed stimulated emission around 350 nm (Figure 2a and 3a). The long 
absorption tail in the spectral probe region between 320 to 700 nm observable in Figure 2b and 
3c at 0.38 ps was assigned to two different processes. As previously reported,6,10 a vibrationally 
hot ground state could not broaden enough to encompass the entire spectral window. Therefore, 
another excited-state must exist to contribute to the observed transient absorption. As done 
previously with 1CHU in ACN, the spectral window was arbitrarily divided into two portions 
around 450 nm.10 The second lifetime (465 fs) is associated with the relaxation of the transient 
signal below 450 nm in the spectral window. While according to a target analysis for the portion 
above 450 nm suggests the third lifetime (3.94 ps) is associated with the decay of transient signal 
above 450 nm (Figure 2b and 3a). We assign vibrational cooling dynamics in the ground state to 
the high-energy band below 450 nm and the lower-energy band above 450 nm to vibrational 
cooling dynamics in the 3ππ* excited-state. The fourth lifetime (595 ps) is associated with the 
decay of the 385 nm transient species (Figure 2c and 3c). In the supporting information, Figure 
S2 depicts the normalized kinetic decay traces around 2000 ps at and on either side of the 
transient species around 385 nm. As seen the 356 nm kinetic decay trace decays faster than the 
385, 389, and 431 nm from about 20 to 1500 ps, indicating at least two different transient species 
contribute to the 385 nm transient band. We assign the 385 nm transient species to a linear 
combination of the 1nπ* and 3ππ* excited-state.  Because the triplet lifetime for uracil in ACN 
previously reported by multiple groups to be between 0.58 to 2 microseconds under argon 
conditions,51  and quenching of the triplet state by oxygen is a diffusion controlled process, then 
the 594 ps lifetime obtained from the global fit analysis should be associated with the population 
trapped in the excited-state minimum of 1nπ* state relaxing to the ground state. This assignment 
of 1nπ* state relaxing to the ground state with a hundred of picosecond lifetime correlates well 
with previous assignments made for other N1 derivative nucleobases9 and the residual observed 
in the EADS at 395 nm species matches well with previously observed triplet quenching of Ura 
in ACN on a nanosecond timescale.53     
Figure 8 shows the simulated individual transient absorption signals computed for the regions of 
the PES specified above in the wavelength range comprising 320 and 700 nm, where the 
experimental TAS were recorded. In order to simulate the vibrationally hot states observed in the 
experimental TAS, a nonconventional absorption spectrum was calculated on the PES region 
where there is a large energy difference between a conical intersection leaking the population to 
a state of interest and the minimum of that state. For instance, our static picture shows that after 
bifurcation, the population is most likely to evolve through the (S2(ππ*)/S1(nπ*))CI leaking the 
population to the S1(nπ*) state. Therefore, to simulate the vibrationally hot S1(nπ*) state, the 
oscillator strengths and energies of the absorption spectrum are calculated relative to the S1 state 
on the (S2(ππ*)/S1(nπ*))CI geometry. Similarly, to simulate the vibrationally hot S0 and T1(ππ*) 
states, we take into account (S1(ππ*)/S0)CI and S1(ππ*)/T2(ππ*)/T1(nπ*) geometries, respectively, 
and calculate the absorbance relative to the corresponding state as explained above. In these 
specific cases, the energy difference between the CI and minima structures have values from 0.5 
to 4.18 eV, which would conceptually allow these state absorptions to be considered as 
vibrationally hot states. The procedure concerning the theoretical simulation of TAS can be 
found more in detail in the SI.  
According to our calculations, we can assign the TAS signal below 400 nm to a combination of 
the absorptions of vibrationally hot GS molecules, S2(ππ*)min and S1(ππ*)min that are expected to 
be populated in early stages of the deactivation dynamics (Figure 8). In this region, the 
vibrationally hot T1(ππ*) state at the region of the PES corresponding to the S1/T1/T2 degeneracy 
point would also absorb. At the intermediate region between 400 and 520 nm, the T1(ππ*)min 
shows a remarkably strong absorption, whilst the vibrationally hot GS, S1(nπ*)min and the 
S1(ππ*)min would more moderately contribute to the absorption in this region (Figure 8). Finally 
in the region above 520 nm, the transient absorbing species are the hot T1(ππ*) electronic state 
and the T2(nπ*)min. 
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Figure 8. Simulated absorption spectra for regions of the PES key to the deactivation dynamics 
of photoexcited 1MU.  
Figure 9 depicts the comparison of linear combinations of simulated TAS and experimental TAS 
registered at representative time delays, i.e. 0.4 ps, 1.9 ps, 19 ps and 2962 ps. Considering the 
individual transient absorption spectra (Figure 8) and experimental interpretations, we assign the 
TAS recorded at 0.4 ps to the superposition of vibrationally-hot ground state (60%), the 
vibrationally hot S1(nπ*) (5%), and the T1(ππ*) (30%) states and T2(nπ*)min (5%) absorption 
(GSHot, S1(nπ*)Hot, T1(ππ*)Hot and T2(nπ*)min, respectively, in Figure 9d, red line). This TAS 
signal also reflects the early population transfer to the triplet manifold and thus some 
contribution from vibrationally hot T1(ππ*) electronic state and the T2(nπ*)min, that would be 
populated from the S2(ππ*)min and the hot T1(ππ*) electronic state at early stages of the 
photodynamics. The assignment of the contributions is also fully consistent with the hundreds of 
fs intersystem crossing lifetime obtained experimentally. Taking into account the very short 
lifetime of the fluorescent excited-state S2(ππ*), this state was not included in the linear 
combination. 
The TAS signal at 1.9 ps indicates the prominence of the indirect deactivation mechanism at 
longer time scales, with the nπ* electronic state as a key electronic state, at the expenses of the 
direct mechanisms. Interestingly, the signal at wavelengths shorter than 400 nm, ascribed to hot 
GS absorption, and the signal above 560 nm, attributed at least in part to the hot T1(ππ*) state 
and T2(nπ*)min decrease their intensity. The absorption centered around 375-425 nm, where the 
hot and relaxed T1 electronic state shows a very strong absorption, maintains its intensity. These 
changes in the absorption signal are reflected by a lower contribution from GSHot and T1(ππ*)Hot 
states (50% and 10%, respectively) in the linear combination of the calculated spectra (Figure 9e, 
orange line). In contrast, more contribution from the minima of the triplet states was assigned to 
1.9 ps TAS signal (30% in total) indicating that by this time delay the population would reach to 
the both minima in the triplet manifold.  
Interestingly, the intensity of the absorption signal below 350 nm is further reduced at 19.3 ps, 
pointing out the less and less important role of the direct decay mechanism at longer time scales. 
Here, the most important transients contributing to the absorption would be the hot and relaxed 
T1 electronic state with respective contributions of 10% and 90% (Figure 9e, black line). 
Finally, the experiments register a shift of the TAS signal to longer wavelengths when increasing 
the delay time to 3000 ps, which perfectly mimics the decrease of the simulated hot T1(ππ*) 
species. The TAS signal at 3000 ps is in full agreement with the absorption profile of the lowest 
triplet state minimum with a contribution solely from T1(ππ*)min (100%) (Figure 9f, blue line). 
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Figure 9. Comparison of the experimental and calculated transient absorption spectra at 
representative delay times for 1-methyluracil. The linear combinations of the simulated transient 
absorption spectra for 0.4 ps, 1.85 ps, 19.29 ps and 2961.67 ps are respectively as follows: (d) 
60% GShot, 30% T1(ππ*)hot, 5% S1(nπ*)hot, 5% T2(nπ*)min (red line). (e) 50% GShot, 20% 
S1(nπ*)min, 10% T1(ππ*)hot, 10% T1(ππ*)min, 10% T2(nπ*)min (orange line). (f) 10% T1(ππ*)hot, 
90% T1(ππ*)min (black line) and 100% T1(ππ*)min (blue line). More information concerning the 
theoretical simulation procedure is given in SI.   
	  
	  
	  
3.1.2 TAS Uracil 
As put forth previously,6,10 the initial excited-state population in the 1ππ* excited state bifurcates 
between populating vibrationally hot ground state and the 1nπ* state. From there the population 
would intersystem cross to triplet manifold from the hot vibrational 1nπ* state. The absorption 
spectra seen in Figure 2d around time zero was assigned to multiple different transient species 
above and below 450 nm.  The first species was assigned to a high energy triplet excited state for 
the transient species observed around 540 nm and above 450 nm because of the ISC average 
lifetime of 340 ± 50 fs (Figure 4).  
The second species below 450 nm was assigned to the linear combination of 1nπ* and the hot 
vibronic ground state. The broadening of the electronic ground state from high vibrational modes 
for Ura in ACN would not be as easily observable in our spectral window because the ground 
state absorption maxima for Ura is 256 nm while 1MU and 1CHU are around 265 nm. Therefore, 
the hot vibronic ground state would only be able to contribute to the spectral region between 330 
to 345 nm. While the of 1nπ* state would contribute to the spectral region between 345 to 450 
nm. Since there was no observed stimulated emission from the 1ππ* excited-state for Ura, the 
global fit analysis allowed another transient species to be extracted within the cross-correlation 
of the pump and probe experimental setup. This extracted species was assigned to the hot 
vibronic 1nπ* excited-state contributing positive absorption observable in evolution associated 
difference spectra (Figure 3d). Indicating that the 1nπ* excited-state is formed around 200 ± 50 fs 
near the cross-correlation of the pump and probe pulses. 
Because the initial photoexcited state with 268 nm light is the 1ππ* state and using a bifurcating 
kinetic mechanism to predict the percentage of population movement we observe that 79% of the 
excited state population moves from the 1ππ* excited state to ground state with the fluorescent 
lifetime of 100 fs.44 While 21% of the excited state population moves to the triplet manifold with 
the observed intersystem crossing lifetime obtained, 340 ± 50 fs. The calculated 21% from the 
competing bifurcating kinetic mechanism correlates well with the measured triplet yield (Table 
1).50 Since the 1nπ* excited-state is formed within the cross-correlation of the experimental 
setup, the bifurcation occurring from the 1ππ* state populates the ground state with 79% of the 
population and the 1nπ* excited-state with the remainder. However, 21% of the population is 
moving with the 340 fs ISC lifetime observed. The competing bifurcating kinetic model would 
indicate that the ISC would be occurring for the 1ππ* excited state. However, as mentioned 
above from the global fit analysis the 1nπ* excited-state is formed within 200 ± 50 fs. In order 
for the 1nπ* excited-state to form the excited state population would be moving from the 1ππ* 
excited state to the ground state and also to the 1nπ* excited-state. Since the 1nπ* excited-state is 
populated from the initial 1ππ* state and the ISC lifetime is ultrafast, this would increase the 
probability that the ISC would be occurring from the vibrationally hot state of the 1nπ* excited-
state. The two competing bifurcation kinetic model is an oversimplification of the observed 
kinetics. The bifurcation model would likely need a three rate competing bifurcation model. One 
to model the 1ππ* excited state population moving to the ground state with a fluorescent lifetime. 
Another to model the movement to the hot vibrational ground state and yet another to model the 
internal conversion from the 1ππ* excited state to the 1nπ* excited state. Unfortunately, our 
experimental setup prohibits us from accurately modeling the population movement through a 
three rate competing bifurcation kinetic model due to the instrument response.  
 
To help disentangle some of these events key points of the PES were simulated to show the 
transient absorption spectra of the singlet (Figure 9a) and triplet (Figure 9b) states for Ura 
between 320 to 700 nm spectral region. According to the calculated oscillator strengths, the 
transient species that would absorb efficiency below 450 nm of the singlet states are the 
vibrationally hot GS molecules, S1(nπ*)min and S2(ππ*)min. While for the triplet states the 
T1(ππ*)min, and T1(ππ*)hot will absorb effectively. The absorption maximum calculated for 
T1(ππ*)min shows a 40 nm blue-shift compared to that of T1(ππ*)min for 1MU. This difference 
falls perfectly in line with the experimental data recorded since a blue shift is observed for long 
time delays going from 1MU to Ura 
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Figure 10. Simulated absorption spectra for regions of the PES key to the deactivation dynamics 
of photoexcited Ura. 
To simulate the TAS of Ura in ACN at representative experimental delay times of 0.4 ps, 4.5 ps, 
18.3 ps and 2521 ps (Figure 10a-c), a linear combination of spectral simulations was calculated 
(Figure 10d-f). We assign the TAS recorded at 0.4 ps to a combination of 40% vibrationally hot 
ground state (GSHot), 10% S1(nπ*)Hot, 20% T1(ππ*)Hot, 20% S1(nπ*)min and 10% T2(nπ*)min states 
(Figure 10d, red line). Since the experimental interpretation is the 1nπ* excited-state is formed 
within the cross-correlation of 200 ± 50 fs, a portion of the percentage of  S1(nπ*) and triplet 
states were combined to reflect a very fast population transfer to the triplet manifold and also fast 
depopulation of the spectroscopic ππ* state.  
Interestingly, for 4.5 ps time delay the signal at wavelengths shorter than 450 nm, which was 
assigned to important contribution from the triplet states, is increasing, while above 450 nm the 
signal ascribed to a large contribution of vibrationally hot species (GSHot, S1(nπ*)Hot, T2(nπ*)Hot) 
is decreasing in intensity, forming an isosbestic point around 465 nm in our simulated TAS. 
Therefore, to reflect those changes in the absorption, more contribution was assigned from the 
triplet states (a total of 50%) in the linear combination of the calculated absorption spectra while 
the contribution from the vibrationally hot ground state becomes less (20%). (Figure 10d, orange 
line).  
The intensity of the absorption signal below 450 nm is further increased at 18.3 ps, pointing out a 
large population of the triplet states at longer time scales. As for 1MU, the simulation of the TAS 
for this time delay suggests absorption from the hot and relaxed T1 electronic state with 30% and 
70% contribution, respectively (Figure 11e, black line). Finally, for longer time delays (2521 ps), 
we assign the experimental TAS recorded to the excited-state population of the lowest triplet 
T1(ππ*) with a total contribution of 100% in agreement with the experimental interpretations 
(Figure 11f, blue line).   
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Figure 11. Comparison of the experimental and calculated transient absorption spectra at 
representative delay times for uracil. The linear combinations of the simulated transient 
absorption spectra for 0.35 ps, 4.54 ps, 18.31 ps and 2520.89 ps are respectively as follows: (d) 
40% GSHot, 20% S1(nπ*)min, 10% S1(nπ*)Hot, 20% T1(ππ*)Hot, 10% T2(nπ*)min (red line). (e) 20% 
GSHot, 30% S1(nπ*)min, 25% T1(ππ*)hot, 10% T1(ππ*)min 15% T2(nπ*)min (orange line). (f) 30% 
T1(ππ*)Hot, 70% T1(ππ*)min (black line). and 100% T1(ππ*)min (blue line). More information 
concerning the theoretical simulation procedure is given in SI.   
The first globally fit lifetime of 320 ± 50 fs was assigned to the population a high energy triplet 
excited-state. As seen in Table 2, 1CHU and 1MU have three nearly identical lifetimes within 
the error of the experiments during the initial ca. 20 ps time window. These lifetimes were 
assigned to stimulated emission, vibrationally cooling in the hot ground state and vibrationally 
cooling in the hot triplet state, respectively, as previously reported and mentioned above.10 Since 
there are only two lifetimes for uracil in ACN for the first 20 ps, then one of these processes was 
not observable for uracil. According to the lifetime obtained from the global fit analysis, the 
second lifetime was 6 ± 1 ps, which corresponds to the population of the transient species around 
365 nm. This transient species correlates well with previously observed triplet spectra for 
Ura50,51,53 and lends support that the apparent isosbestic point observed around 480 nm (Figure 
3e) is state to state transition. Therefore, the 6 ± 1 ps lifetime is assigned to vibrationally 
relaxation and internal conversion of the hot Tn excited state to the T1(ππ*). Lastly the 5 ns 
lifetime obtained is an uncertain lifetime because the stage delay only goes to 3 ns and the 
T1(ππ*) state lifetime previously measured under Argon purge was 0.58 µs in ACN51, therefore 
the last lifetime is assigned to the S1(nπ*)min decaying.  
Conclusion 
The N1 substitution influences the ground state absorption of the uracil (256 nm) chromophore 
by increasing the stability of the lowest-energy absorption band of Uridine54 (Urd) (260 nm) to 
1MU (266 nm) to 1CHU (267 nm) in ACN. The N1 substitution also influence the excited state 
decay channels as evident through the triplet yield of each molecule in ACN. The increase in the 
kinetic rate of 1MU compared to Ura suggests that the triplet yield could be greater than the 20 
% measured for Ura in ACN.51 Therefore, the triplet yield increases from Urd < Ura ≤ 1MU ≤ 
1CHU while in ACN with ISC lifetime for 1MU and Ura of 130 ± 70 fs and 340 ± 40 fs, 
respectively.     
As mentioned previously18, the ISC could be occurring from the vibrationally hot 1nπ* state and 
not the 1nπ* state minimum for Ura. The mapping of the PES, the simulated TAS indicating the 
need for vibrational hot excited states both in the singlet and triplet manifolds, and the different 
decay rates measured for the 1nπ* and 3ππ* states for 1MU and Ura in ACN, help support that 
the ISC is occurring from the vibrationally hot 1nπ* state. If the ISC occurs from the 
vibrationally hot 1nπ* state, the excess energy would allow for the out of plane puckering of the 
C4 oxygen to increase thereby allowing the coupling between the singlet and triplet manifold to 
also increase. ISC occurs from the PES degeneracy seams of the S1/T2/T1 for 1MU and the S1/T1 
for Ura according to the calculations, correlating well the calculated SOC of 46 cm-1 (1MU) and 
39 cm-1 (Ura) with the experimental ISC lifetimes obtained.  
From combining broadband transient absorption spectroscopy and high level computational 
chemistry, we can elucidate that the relaxation pathways available for Urd, Ura, 1MU and 1CHU 
are influenced by the N1 substitution. Using a nonpolar moiety substitution seams to affect the 
excited-state dynamics of intersystem crossing by increasing the ISC lifetime and triplet yield. 
While substitution with a polar moiety seems to decrease the triplet yield. Also the addition of a 
methyl group, seems to flattens the hypersurface of the S1(nπ*)min allowing for faster relaxation 
(∼595 ps) of that state comparative to that of 1CHU and Ura (5 ns) in ACN.  
However, Ura and Urd would initially populate a steeper PES connecting the FC region to the 
(S1(ππ*)/S0)CI that would result in more IC to the ground state and thereby reducing the triplet 
population. While 1MU and 1CHU would populate a less steep PES thereby having less 
population reaching the (S1(ππ*)/S0)CI from the stabilization of the 1ππ* state resulting in more 
triplet state population. 
The joint contribution of experimental and computational results has shown that excitation at 268 
nm primarily populates the 1ππ* state in the Frank-Condon region. The excited-state population 
bifurcates to on an ultrafast time scale to populate the 1nπ* and hot ground state (τ1). Then 
intersystem cross to a triplet receiver states of the hot T1 through degeneracy point on the 1nπ* 
state potential energy hypersurface. The excited state population in the hot ground state relaxes 
on a femtosecond time scale (τ2), while the population in the triplet manifold relaxes on a 
picosecond time scale (τ3). Then the excited state population trapped in the S1(nπ*) at the 
degeneracy point relaxes revealing the T1(ππ*) minimum (τ4). From combining broadband 
transient absorption spectroscopy and high level computational chemistry, we can elucidate that 
the relaxation pathways available for 1MU and Uracil upon photoexcitation, from the results it 
can be shown that substitution at the N1 position does not affect the excited-state dynamics of 
intersystem crossing but the addition of a methyl group flattens the hypersurface of the S1(nπ*) 
allowing for faster relaxation of that state.     
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1 Methodology  
1.1 Chemicals and Transient Absorption Spectroscopy 
Acetonitrile [ACN] (HPLC Grade ≥ 99.93% purity) was used to dissolve both 1-methyluracil 
[1MU] (99 % purity) and uracil [Ura] (≥99 % purity). The chemicals purchased were used as 
received from Sigma-Aldrich. Experiments were carried out using femtosecond broadband 
pump-probe spectroscopy. The experimental setup and data analysis have been discussed in 
detail elsewhere.1–3 Briefly, using a Libra-HE from Coherent Incorporated to generate a 800 nm 
fundamental laser beam at a 1 kHz repetition with a pulse width of 100 fs was split in two by a 
98/2 beam splitter. Two percent of the fundamental was directed to a calcium fluoride crystal 
that was orthogonal to the beam to generate a white light continuum with a spectral window from 
320 to 700 nm to be used as the probe pulse. The other ninety-eight percent was directed to an 
optical parametric amplifier (TOPAS, Quantronix/Light Conversion) to generate 268 nm light 
though second-harmonic sum frequency generation to be used as the excitation wavelength or 
pump pulse. Time zero was set to the maximum absorption for uracil in the visible region of the 
spectral window. Time zero for 1MU was set to the maximum observed offset in the visible 
region and stimulated emission observed around 350 nm. The instrument response was estimated 
from the two photon absorption of pure methanol to be 200 ± 50 fs.4 Homogeneity of the 
solution were achieved in a 2 mm fused silica cuvette with a magnetic stir bar throughout the 
experiments. Freshly prepared solutions were used if the absorbance of either Ura or 1MU had 
the maximum absorption decrease by more than 5 %, as judged by steady-state absorption 
spectroscopy (Cary 100 Bio Instrument, Agilent Technologies) to ensure that photodegradation 
had not occurred.      
 Data analysis was performed using Igor Pro 6.32A software (Wavemetrics, Inc.). From a 
multidimensional data set, decay traces were selected equidistant between probe wavelengths, 
and analyzed using a global fitting subroutine set up in the Igor Pro software. A global and target 
analysis method based on a sum of exponential function kinetic model plus a constant offset, and 
convoluted with an instrument response of 200 ± 50 fs. 
1.2 Computational Methodology 
1.2.1 Ground State Computations 
The ground-state absorption spectrum of 1MU was calculated in gas-phase using the equilibrium 
geometry optimized with the complete active space self-consistent field (CASSCF) method 
reference here and the Pople basis set 6-31G(d,p) without any symmetry constraints. The active 
space employed consists of 14 electrons distributed in 10 orbitals including the complete set of π 
and π* orbitals (5 bonding and 4 anti-bonding) and two lone-pairs on the oxygen atoms in the 2 
and 4 position (Figure S1). The active space was reduced to (12,9) leaving out the n(O2) orbital 
for geometry optimizations. For the final energies, dynamic correlation was incorporated using 
multi-state second order perturbation theory, MS-CASPT25,6, on reference SA-CASSCF wave 
functions over 7 singlet and 7 triplet roots.  
1.2.2 Simulated Transient Spectroscopy Computations 
Transient absorption spectra were computed in vacuum at the MS-CASPT2//SA-
CASSCF(14,10)/ANO-L level of theory. Both for uracil and 1-methyluracil, the transient 
absorption spectra were calculated at relevant stationary points and degeneracy points. These 
points of the potential energy surfaces are predicted to be as follows: S1(nπ*)min, S2(ππ*)min 
T1(ππ*)min, T2(nπ*)min, S1(nπ*)/T2(ππ*)/T1(nπ*), S2(ππ*)/S1(nπ*)CI and  S1(ππ*)/S0CI (see 
Figure S2). Geometries for uracil were taken from the literature (see Figure S3).7–9 The 
experimental transient absorption spectra were simulated by assigning a Gaussian function to 
each calculated absorption using the line broadening method.10 A detailed explanation 
concerning the simulation of the TAS is given in Section 2.2. 
1.2.2 Computational Details 
Localization of singlet-singlet and singlet-triplet minimum energy crossing points along the 
deactivation pathway were performed with the Pople basis set 6-31G(d,p) introducing the 
necessary number of roots using the restricted Lagrange multipliers technique as included in the 
MOLCAS-78 package.11 Therefore, non-adiabatic coupling elements were not computed.  
Final energies for all the minima and crossing points were computed at MS-CASPT2//SA-
CASSCF(14,10)/ 6-31G(d,p) level of theory over 7 singlet or 7 triplet roots. An imaginary level 
shift parameter12 of 0.3 atomic units was added to the zero order Hamiltonian to prevent the 
appearance of intruder states. In table S3, only first 3 low lying singlet and triplet state energies 
are reported.  
For the simulation of the transient absorption the MS-CASPT2//SA-CASSCF(14,10) protocol 
was employed at the corresponding excited-state optimized geometries spectra using a larger 
basis set ANO-L with C,N,O [4s3p2d]/H[3s2p]13 contraction scheme. In order to cover the 
experimental absorption range, 20 roots were employed in the calculations. An imaginary level 
shift parameter of 0.3 au was added and the IPEA shift14 was set to zero. 
2. Supporting Results  
2.1 Experimental Results 
 Figure S1, is the normalized absorption and emission spectra of 1MU in ACN used to 
estimate the zero-point energy of 4.29 eV. Figure S2 is the normalized kinetic decay traces 
around 2000 ps around the observed transient species around 385 nm. As seen the 356 nm 
kinetic decay trace decays faster than the 386, 389, and 431 nm from about 20 to 1500 ps. 
Indicating at least two different transient species absorb in the 385 nm transient band. Figure S3 
depicts the normalized kinetic decay traces at and on either side of the transient species around 
365 nm. The normalized kinetics below 360 nm are different suggesting existence of another 
transient species contributing to the transient absorption spectra at 365 nm. 
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Figure S1. Normalized absorption spectra the absorption (Black) and emission (Emission) of 
1MU in ACN plotted against frequency.   
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Figure S2. Normalized kinetic decay traces of 1MU in ACN excited at 268nm. 
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Figure S3. Normalized kinetic decay traces of 1MU in ACN excited at 268nm.	  
2.2 Simulation of the transient absorption spectra 
For the comparison of simulated and experimental transient absorption spectra (Figure 8 and 10), 
several time delays were extracted from the transient data for uracil and 1-methyluracil in 
acetonitrile. Specifically, the spectra were chosen at time delays where the signals reached a 
maximum intensity before beginning to decay. For 1-methyluracil 0.38, 1.85, 19.29 and 2961.67 
ps (end of experiment) time delays were extracted for comparison while for uracil 0.35, 4.54, 
18.31 and 2520.89 ps (end of experiment) time delays were chosen.   
In order to simulate the experimental transient absorption spectra for those time delays, for every 
individual excited-state geometry mentioned in the main paper, a 60 nm width-at-half maximum 
Gaussian was assigned to each calculated oscillator strength. At each time delay, the spectrum 
was simulated by linear combination of multiple computed excited-state absorption spectra.  
The excited-state spectra included in each linear combination were selected based on the time 
delay and the predicted major relaxation pathway from the static. The contribution of each 
excited-state absorption to the linear combination was weighted until the simulated spectra best 
matched the experimental spectra as quantitatively as possible. 
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Figure S4. Individual simulated transient absorption spectra used to produce the linear 
combinations of the four chosen time delays for 1MU in Figure 8. The oscillator strengths given 
in Table S5 were multiplied by the following coefficients in parenthesis to reflect the expected 
population percentages at the given time delay. (a) 0.38 ps (GShot (0.6), T1(ππ*)hot (0.3), 
S1(nπ*)hot (0.05), T2(nπ*) (0.05)), (b) 1.85 ps (GShot (0.5), S1(nπ*)min (0.2), T1(ππ*)hot (0.1), 
T1(ππ*)min (0.1), T2(nπ*)min (0.1)), (c) 19.29 ps (T1(ππ*)hot (0.1), T1(ππ*)min (0.9)), (d) 2961.67 ps 
(T1(ππ*)min (1.0)). The resulting linear combinations were scaled to best match the intensity of 
the experimental transient absorption spectra. 
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Figure S5. Individual simulated transient absorption spectra used to produce the linear 
combinations of the four chosen time delays for Ura in Figure 10. The oscillator strengths given 
in Table S6 were multiplied by the following coefficients in parenthesis to reflect the expected 
population percentages at the given time delay. (a) 0.35 ps (GSHot (0.4), S1(nπ*)min (0.2), 
S1(nπ*)Hot (0.1), T1(ππ*)Hot (0.2), T2(nπ*)min (0.1)), (b) 4.54 ps (GSHot (0.2), S1(nπ*)min (0.3), 
T1(ππ*)hot (0.25), T1(ππ*)min (0.1), T2(nπ*)min (0.15)), (c) 18.31 ps (T1(ππ*)hot (0.3), T1(ππ*)min 
(0.7)), (d) 2520.89 ps (T1(ππ*)min (1.0)). The resulting linear combinations were scaled to best 
match the intensity of the experimental transient absorption spectra. 
Table S1. Vertical excitation energies in eV and (nm), oscillator strengths (f) for the low-lying 
singlet excited states of 1-methyluracil calculated with different levels of theory and IPEA 
shifts.* 
State Charactera ΔE, eV (nm) f Character
b ΔE, eV (nm) f 
S1 ππ* 4.58 (271) 0.2567 nπ*   4.78 (260) 0.0009 
S2 nπ* 4.78 (260) 0.003 ππ* 4.82 (257) 0.2704 
S3 ππ* 5.81 (213) 0.0177 ππ* 5.94 (209) 0.0222 
State Characterc ΔE, eV (nm) f Character
d ΔE, eV (nm) f 
S1 nπ* 4.94 (251) 0.0006 ππ* 4.84 (256) 0.2830 
S2 ππ* 4.99 (248) 0.2695 nπ* 4.89 (253) 0.0012 
S3 ππ* 6.18 (201) 0.0235 ππ* 6.04 (205) 0.0151 
aMS7-CASPT2(14,10)/ANO-L//SA4-CASSCF(12,9)/ANO-S IPEA = 0.00 a.u. 
bMS7-CASPT2(14,10)/6-31G(d,p)//CC2/def-TZVP IPEA= 0.00 a.u. 
cMS7-CASPT2(14,10)/6-31G(d,p)//SA4-CASSCF(12,9)/6-31G(d,p) IPEA = 0.00 a.u. 
dMS7-CASPT2(14,10)/ANO-L//CC2/def-TZVP IPEA = 0.25 a.u. 
*An imaginary shift of 0.3 a.u. was added in all cases.  
 
Table S2. Theoretical Excitation and Emission Energies in eV and (nm), Oscillator Strengths (f) 
for the Low-Lying Singlet Excited States of the Uracil at the MS-CASPT2(14,10)/6-31G(d,p) 
Level of Theory. (IPEA shift=0.25) 
Character ΔE, eV (nm) f 
S1(nπ*) 4.97, (249) 0.0006 
S2(ππ*) 5.33, (233) 0.2705 
S3(nπ*) 6.28, (198) 0.0144 
S4(ππ*) 6.51, (190) 0.0169 
S5(nπ*) 7.17, (173) 0.0007 
S6(nπ*) 7.50, (165) 0.0045 
   
Emission   
S1(nπ*) 4.25, (292)  
S2(ππ*) 4.83, (257)  
 
 
Figure S6. Orbitals included in the (14,10) active space. For the (12,9) active space, the n(O2) 
orbital was left out. The (10,8) active space involves only the π orbitals.	  
 
  
Figure S7. Geometries of the optimized stationary points and conical intersection structures for 
1-methyluracil.  Relevant distances (in Å) and dihedral angles (in degrees) are reported.	  
 
  
 
Figure S8. Geometries of the optimized stationary points and conical intersection structures for 
uracil. Relevant distances (in Å) and dihedral angles (in degrees) are reported. S0, S1(nπ*)min, 
S2(ππ*)min  CASPT2, T1(ππ*)min, T2(nπ*)min and T2(nπ*)/T1(ππ*)CI were taken from Ref. Climent et 
al.7,  S2(ππ*)min CASSCF and S2(ππ*)/S1(nπ*)CI were extracted from Ref. Gonzalez et al.9, 
S1(ππ*)/S0CI (6S5) and S1(nπ*)/S0 (3,6B) were taken from Ref. Nachtigallova et al.8 S0min was 
optimized at the CC2/def-TZVP level and used to simulate the ground state absorption spectrum. 
These geometries were utilized to simulate the transient absorption spectra.  
 Figure S9: CASSCF minimum energy paths from T2(nπ*)/T1(ππ*)CI following the indicated T1 
and T2 gradients. 
  
Figure S10: CASSCF minimum energy path from S1(ππ*)/S0 CI following the S0 gradient. 
 
 Figure S11. Minimum energy path computed at the MS-CASPT2(14,10)//SA-CASSCF(10,8) 
level following the gradient for the singlet ππ* state from the FC geometry. The low-lying 
singlet and triplet states are also shown. 
 
Figure S12. CASSCF minimum energy path from S1(nπ*)/T2(ππ*)/T1(nπ*) following the 
S1(nπ*) gradient. 
 
Table S3. Cartesian coordinates (in Å) of the optimized stationary points and conical intersection 
structures of 1-methyluracil.  
Atom X Y Z 
S0 [SA4-CASSCF(12,9)] 
N -1.53798 0.31497 -0.00085 
C -0.87514 -0.89562 0.00417 
N 0.49659 -0.81323 0.00125 
C 1.27947 0.33646 -0.00080 
C 0.50321 1.56902 -0.00142 
C -0.84239 1.50232 -0.00040 
O -1.45695 -1.94476 0.00977 
O 2.48333 0.27114 -0.00142 
H 0.97507 -1.68715 0.00399 
H 1.02200 2.50572 -0.00190 
H -1.44808 2.38724 -0.00092 
C -2.99291 0.27411 0.00899 
H -3.36358 -0.25502 -0.85824 
H -3.35432 -0.22584 0.89753 
H -3.36742 1.28759 -0.00605 
 
Atom X Y Z 
S0 [CC2/def-TZVP] 
N -1.54E+00 3.20E-01 -2.52E-03 
N 4.95E-01 -8.10E-01 5.83E-04 
C 1.30E+00 3.54E-01 -5.81E-04 
C 5.09E-01 1.57E+00 -2.12E-03 
C -8.45E-01 1.51E+00 4.71E-04 
C -8.87E-01 -9.14E-01 4.11E-03 
O 2.52E+00 2.68E-01 -1.00E-03 
O -1.49E+00 -1.98E+00 1.05E-02 
H 1.02E+00 2.52E+00 -1.61E-03 
H -1.46E+00 2.40E+00 -6.60E-04 
H 9.93E-01 -1.69E+00 3.97E-03 
C -3.00E+00 2.78E-01 8.94E-03 
H -3.36E+00 -2.59E-01 -8.65E-01 
H -3.35E+00 -2.29E-01 9.05E-01 
H -3.37E+00 1.30E+00 -6.37E-03 
 
Atom                  X          Y                  Z 
S1(nπ*)min [SA4-CASSCF(12,9)] 
N -1.53828 0.31394 -0.00236 
C -0.88046 -0.89134 0.00351 
N 0.49755 -0.82493 0.00060 
C 1.18998 0.37829 -0.00091 
C 0.53481 1.57363 -0.00111 
C -0.86981 1.54756 -0.00025 
O -1.45369 -1.94698 0.00955 
O 2.54947 0.23137 -0.00062 
H 0.97018 -1.69779 0.00366 
H 1.07201 2.50085 -0.00094 
H -1.47614 2.42572 -0.00084 
C -2.98964 0.25987 0.00898 
H -3.36148 -0.27320 -0.85630 
H -3.35100 -0.24018 0.89852 
H -3.37261 1.27014 -0.00781 
 
Atom                  X          Y                  Z 
S2(ππ*)min [SA4-CASSCF(12,9)] 
N -1.53700 0.33530 0.00292 
C -0.88779 -0.86875 0.00573 
N 0.48920 -0.77723 0.00106 
C 1.20456 0.38218 -0.00121 
C 0.57944 1.58114 -0.00114 
C -0.91364 1.55523 0.00113 
O -1.45744 -1.93501 0.01095 
O 2.51905 0.10864 -0.00289 
H 0.99380 -1.63663 0.00260 
H 1.11900 2.50260 -0.00158 
H -1.53138 2.42391 -0.00312 
C -2.99523 0.25479 0.00875 
H -3.33485 -0.29221 -0.85879 
H -3.33017 -0.26305 0.89604 
H -3.39667 1.25604 -0.00677 
 
Atom X Y Z 
S2(ππ*)min [SA3-CASSCF(12,9) MEP from FC CC2] 
N -1.539825 0.330374 0.035412 
N 0.487828 -0.766604 -0.087041 
C 1.197901 0.386979 -0.019534 
C 0.561699 1.571626 0.187597 
C -0.923156 1.558514 0.125623 
C -0.886076 -0.869593 0.027682 
O 2.51242 0.13291 -0.125079 
O -1.439022 -1.941613 0.070216 
H 1.100948 2.488331 0.287418 
H -1.471526 2.364953 -0.330486 
H 0.990023 -1.619902 -0.204261 
C -2.997366 0.259403 0.023083 
H -3.320726 -0.465358 -0.707878 
H -3.3662 -0.038815 0.995907 
H -3.386022 1.235744 -0.224959 
 
 
Atom X Y Z 
T1(ππ*)min [SA4-CASSCF(12,9)] 
N -1.548363 0.343840 -0.123445 
N 0.489449 -0.773017 0.201841 
C 1.266271 0.359912 -0.017645 
C 0.516696 1.587671 -0.104447 
C -0.933742 1.542138 0.225563 
C -0.873771 -0.862444 -0.024662 
O 2.476504 0.292013 -0.142666 
O -1.420017 -1.926175 -0.108978 
H 0.985799 2.457896 -0.517956 
H -1.296098 2.049755 1.109539 
H 0.963279 -1.648851 0.194956 
C -3.001067 0.306129 -0.150783 
H -3.327427 -0.587697 -0.656210 
H -3.415922 0.311265 0.854247 
H -3.360700 1.174510 -0.685675 
 
Atom X Y Z 
T2(nπ*)min [SA4-CASSCF(12,9)] 
N -1.53936 0.31125 -0.00248 
C -0.87991 -0.88978 0.00363 
N 0.49711 -0.82322 0.00040 
C 1.19494 0.38022 -0.00056 
C 0.53276 1.57447 -0.00156 
C -0.86482 1.54668 -0.00159 
O -1.44989 -1.94884 0.01003 
O 2.54462 0.22542 0.00157 
H 0.97185 -1.69560 0.00323 
H 1.06736 2.50327 -0.00127 
H -1.47255 2.42426 -0.00371 
C -2.99114 0.25957 0.00954 
H -3.36486 -0.26951 -0.85739 
H -3.35315 -0.24190 0.89799 
H -3.37208 1.27067 -0.00414 
 
 Atom X Y Z 
S2(ππ*)/S1(nπ*)CI 
N -0.64975 0.21127 1.25504 
N 1.19529 -0.42626 -0.01879 
C -0.77576 0.14526 -1.15855 
C -1.37985 -0.17136 0.14947 
C 0.56077 -0.02384 -1.19120 
C 0.71373 0.04229 1.19664 
O 1.38899 0.28168 -2.16784 
O 1.39009 0.20922 2.15959 
H 2.18620 -0.5149 -0.04334 
H -2.39785 -0.46076 0.31011 
H -1.20062 0.96235 -1.70106 
C -1.21832 0.44518 2.54694 
H -0.83290 1.37871 2.96612 
H -0.95371 -0.35686 3.23687 
H -2.30229 0.51560 2.47651 
 
Atom X Y Z 
S1(nπ*)/T2(ππ*)/T1(nπ*) [SA3-CASSCF(12,9)] 
N -1.52841 0.29688 -0.07702 
C -0.86144 -0.90284 -0.09156 
N 0.52025 -0.83622 -0.11343 
C 1.23677 0.34173 0.16721 
C 0.49912 1.57336 0.14791 
C -0.84453 1.51009 0.07992 
O -1.42029 -1.96751 -0.09134 
O 2.46996 0.28537 -0.43383 
H 0.93548 -1.70334 0.14680 
H 1.00752 2.51344 0.23430 
H -1.46700 2.37997 0.14124 
C -2.97904 0.28549 -0.01904 
H -3.34553 -0.61469 -0.48358 
H -3.33955 0.32260 1.00471 
H -3.36241 1.14261 -0.55860 
 
Atom X Y Z 
                                            S2(ππ*)/S1(nπ*)CI oop H6  
N -1.53349 0.34667 0.06355 
N 0.47905 -0.77849 -0.11346 
C 1.20694 0.39398 -0.0414 
C 0.56308 1.56444 0.19508 
C -0.92884 1.56772 0.07634 
C -0.87227 -0.87302 0.05992 
O 2.49690 0.16427 -0.12957 
O -1.46419 -1.92063 0.14048 
H 1.09655 2.47188 0.37936 
H -1.46703 2.33391 -0.46265 
H 0.97790 -1.63212 -0.23287 
C -2.99183 0.26337 0.03195 
H -3.30147 -0.40564 -0.75636 
H -3.35219 -0.12301 0.97515 
H -3.38820 1.25360 -0.13182 
 
Atom X Y Z 
S1(ππ*)/S0CI 
N -1.50676 0.46202 0.16517 
N 0.49305 -0.72993 -0.26542 
C 1.34466 0.44612 -0.31198 
C 0.58999 1.64332 0.08234 
C -0.84012 1.55423 -0.22548 
C -0.8046 -0.75901 0.21879 
O 2.48787 0.26144 -0.52042 
O -1.37077 -1.75326 0.54785 
H 0.64873 1.63769 1.16988 
H -1.39557 2.30435 -0.71272 
H 0.9437 -1.59718 -0.30331 
C -2.97262 0.38973 0.23012 
H -3.32183 -0.32766 -0.50017 
H -3.25181 0.05721 1.22661 
H -3.36517 1.36851 0.0343 
 
Atom X Y Z 
S1(nπ*)/S0CI 
N -1.58136 0.3532 0.06576 
N 0.52314 -0.66549 -0.45925 
C 1.18829 0.52206 -0.00901 
C 0.58704 1.68317 0.11762 
C -0.9604 1.60696 -0.23054 
C -0.84416 -0.81934 -0.0697 
O 2.3215 -0.24206 0.70536 
O -1.29806 -1.90123 0.05094 
H 0.97804 2.48363 0.75848 
H -1.24139 2.09296 -1.14208 
H 0.99246 -1.42662 -0.83965 
C -3.00855 0.23858 0.25233 
H -3.45121 -0.4352 -0.46029 
H -3.28844 -0.09823 1.21588 
H -3.39600 1.23449 0.09778 
 
Atom X Y Z 
S1/S0CI ring opening 
N -1.49816528 0.32359825 -0.13362189 
N 0.51280527 -0.84026016 0.14095263 
C 1.407907 1.99216421 0.54903958 
C 0.235804 2.22408817 -0.25822317 
C -0.965995 1.63007291 -0.41100969 
C -0.831336 -0.8300308 0.07934272 
O 2.584108 2.20448739 0.36663869 
O -1.416628 -1.9142208 0.34317197 
H 0.237744 3.24468521 -0.67773315 
H -1.725492 2.20931225 -0.93891365 
H 0.884318 -1.75327735 -0.1124921 
C -2.977120 0.25181002 -0.04821926 
H -3.415052 1.00820833 -0.74183117 
H -3.322929 -0.73391466 -0.35373477 
H -3.338621 0.45408397 0.95538154 
 
Atom X Y Z 
S2(ππ*)/S1(nπ*)/T2(nπ*) 
N -1.53489 0.31800 -0.00185 
N 0.49786 -0.81391 0.00026 
C 1.26297 0.37601 -0.00045 
C 0.55194 1.55602 -0.00225 
C -0.89478 1.51325 0.00136 
C -0.87601 -0.91444 0.00384 
O 2.52692 0.25161 -0.00103 
O -1.48889 -1.96594 0.01015 
H 1.04975 2.50191 0.00031 
H -1.49760 2.39276 -0.00195 
H 0.98867 -1.68142 0.00225 
C -3.00049 0.27998 0.00868 
H -3.35460 -0.25536 -0.85955 
H -3.34285 -0.22708 0.89892 
H -3.36710 1.29556 -0.0050 
 
Atom X Y Z 
T2(nπ*) /T1(ππ*)CI [MS3-CASPT2(14,10)//SA2-CASSCF(12,9)] 
N -1.55099 0.31053 0.00390 
N 0.51351 -0.83523 0.01427 
C 1.18239 0.38836 -0.01992 
C 0.52345 1.59279 0.00189 
C -0.82727 1.53520 0.03492 
C -0.86260 -0.86397 0.00107 
O 2.51405 0.14096 -0.05804 
O -1.37502 -1.89079 -0.01686 
H 1.02312 2.56217 -0.01928 
H -1.42054 2.41196 0.07982 
H 0.97636 -1.71983 0.05770 
C -3.01590 0.25400 -0.00417 
H -3.37434 -0.30064 -0.86715 
H -3.38906 -0.22868 0.89823 
H -3.39628 1.27012 -0.05267 
 
 
 
 
 
 
 
 
 
Table S4.: MS-CASPT2/CASSCF(14,10)/6-31G(d,p) energies for the low lying singlet and 
triplet states at the optimized stationary points of 1MU* 
Structure	   State	   ΔE	  (eV)	   Structure	   State	  
ΔE	  
(eV)	  
S0 
S0	   0.00	  
S0 
3(ππ*)1 3.96	  
1(nπ*) 5.16	   3(nπ*) 4.97	  
1(ππ*) 5.35	   3(ππ*)2 5.61	  
S1(nπ*)min 
S0	   0.80	  
T1(ππ*)min 
3(ππ*)1 3.23	  
1(nπ*) 4.27	   3(nπ*) 5.01	  
1(ππ*) 5.10	   3(ππ*)2 5.96	  
S2(ππ*)min 
S0	   1.02	  
T2(nπ*)min 
3(ππ*)1 3.81	  
1(nπ*) 4.46	   3(nπ*) 4.18	  
1(ππ*) 4.93	   3(ππ*)2 5.31	  
S1(nπ*)/T2(ππ*)/T1(nπ*) 
ISC 
S0	   1.23	  
S1(nπ*)/T2(ππ*)/T1(nπ*) 
ISC 
3(nπ*) 4.25	  
1(nπ*) 4.37	   3(ππ*)1 4.37	  
1(ππ*) 5.29	   3(ππ*)2 5.92	  
S2(ππ*)/S1(nπ*)/T2(nπ*) 
ISC 
S0	   0.21	   S2(ππ*)/S1(nπ*)/T2(nπ*) 
ISC 
3(ππ*)1 3.54	  
1(nπ*) 4.59	   3(nπ*) 4.55	  
1(ππ*) 4.77	   3(ππ*)2 5.27	  
S1(ππ*)/S0 CI 
S0	   4.05	  
S1(ππ*)/S0 CI 
3(ππ*)1 4.18	  
1(ππ*) 4.17	   3(nπ*) 7.32	  
1(nπ*) 7.44	   3(ππ*)2 8.12	  
S1(nπ*)/S0 CI 
S0	   6.04	  
S1(nπ*)/S0 CI 
3(ππ*)2 6.31	  
1(nπ*) 6.21	   3(ππ*)1 6.60	  
1(ππ*) 7.64	   3(nπ*) 9.00	  
T2(nπ*)/T1(ππ*) CI 
S0	   1.19	  
T2(nπ*)/T1(ππ*) CI 
3(ππ*)1 4.55	  
1(nπ*) 4.76	   3(nπ*) 4.69	  
1(ππ*) 5.62	   3(ππ*)2 5.88	  
S2(ππ*)/S1(nπ*) oop H6 
CI 
S0	   1.31	   S2(ππ*)/S1(nπ*) oop H6 
CI 
3(ππ*)1 3.74	  
1(nπ*) 4.70	   3(nπ*) 4.69	  
1(ππ*) 4.80	   3(ππ*)2 5.55	  
S2(ππ*)/S1(nπ*) CI 
S0	   2.34	  
S2(ππ*)/S1(nπ*) CI 
3(ππ*)1 4.03	  
1(ππ*) 4.75	   3(nπ*) 5.09	  
1(nπ*) 5.07	   3(ππ*)2 6.25	  
S0/S1 ring opening CI 
S0	   5.13	   S0/S1 ring opening CI 
	  	   5.26	  
1(σ(n-π)π*) 5.24	  
	  
6.08	  
  6.28	   	  	   7.04	  
	  Table S5. MS-CASPT2/CASSCF(14,10)/ANO-L excitation energies and oscillator strengths 
calculated at relevant stationary and degeneracy points of 1-methyluracil and uracil 
1-methyluracil 
Excited-State Wavelength (nm) Oscillator Strength 
S1(nπ*)min 
320 1.94E-02 
344 8.07E-04 
369 4.95E-07 
419 2.85E-06 
540 2.17E-02 
583 6.11E-06 
659 1.57E-03 
S2(ππ*)min 
336 5.42E-03 
337 5.90E-02 
376 2.07E-02 
441 2.32E-02 
592 3.59E-03 
607 7.18E-06 
T2(nπ*)min 
316 1.69E-02 
359 4.10E-03 
385 1.43E-05 
455 1.98E-06 
505 7.62E-06 
588 2.05E-02 
723 1.71E-03 
T1(ππ*)min 
370 2.60E-02 
393 3.84E-06 
409 0.12249776 
441 1.52E-05 
553 1.47E-02 
S2(ππ*)/S1(nπ*)CI 
 
(Hot S1(nπ*)) 
349 6.04E-03 
377 1.01E-02 
379 1.05E-03 
441 1.09E-03 
453 6.85E-03 
568 9.37E-04 
658 1.75E-02 
S1(nπ*)/T2(ππ*)/T1(nπ*) 318 4.33E-03 
319 5.27E-03 
361 8.17E-02 
(Hot T1(ππ*)) 
382 2.55E-04 
403 4.43E-02 
480 3.61E-03 
606 4.25E-02 
S1(ππ*)/S0CI 
 
(Hot GS) 
261 6.10E-02 
265 4.61E-02 
282 1.22E-02 
300 8.94E-03 
319 3.70E-02 
370 8.66E-03 
434 5.69E-03 
483 5.38E-02 
 
 
Table S6. MS-CASPT2/CASSCF(14,10)/ANO-L excitation energies and oscillator strengths 
calculated at relevant stationary and degeneracy points of uracil 
Uracil 
Excited-State Wavelenght (nm) Oscillator Strength 
 311 1.56E-02 
S1(nπ*)min 
337 4.94E-08 
349 2.25E-03 
399 2.76E-06 
534 8.67E-07 
561 2.05E-02 
683 2.30E-03 
S2(ππ*)min 
327 8.86E-05 
336 5.38E-03 
341 1.68E-02 
375 4.35E-02 
392 2.69E-02 
546 5.21E-04 
580 2.68E-03 
699 1.26E-03 
T2(nπ*)min 
358 4.71E-03 
371 6.35E-07 
430 5.72E-07 
465 6.29E-07 
556 1.93E-02 
678 1.17E-05 
693 2.72E-03 
T1(ππ*)min 
359 0.10168423 
376 2.11E-02 
405 1.08E-02 
561 1.36E-02 
627 3.70E-03 
S2(ππ*)/S1(nπ*)CI 
 
(Hot S1(nπ*)) 
321 5.31E-04 
336 3.42E-03 
357 5.56E-03 
372 1.73E-03 
391 3.18E-02 
 
427 9.23E-03 
503 4.54E-03 
531 1.02E-03 
733 5.00E-02 
S1(nπ*)/T2(ππ*)/T1(nπ*) 
(Hot T1(ππ*)) 
325 2.53E-05 
329 4.09E-03 
377 8.22E-02 
 
407 3.97E-02 
467 9.13E-06 
545 1.51E-02 
569 7.31E-06 
S2(ππ*)/S1(nπ*)CI 
(Hot S1(nπ*)) 
254 2.18E-02 
260 3.36E-02 
264 8.10E-03 
274 1.51E-02 
305 3.24E-02 
322 1.82E-03 
358 8.70E-03 
418 2.25E-03 
552 6.38E-02 
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!
Minor! modiﬁca,ons! on! the! purine! and! pyrimidine! rings! of! DNA! and!
RNA! nucleobases! might! lead! to! dras,cally! altered! excited=state!
poten,al! energy! surfaces,! resul,ng! in! diﬀerent! photochemical! and!
photophysical!proper,es.!In!this!thesis,!we!provide!a!detailed!study!on!
the!eﬀect!played!by!the!nature,!site!and!degree!of!the!subs,tu,on!on!
the! photostability! and! photoreac,vity! of! nucleobase! deriva,ves.!We!
analyze! a! selec,on! of! natural! and! modiﬁed! nucleobases,! providing!
answers!to!the!origin!of!DNA’s!photostable!behaviour.!!!!
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