Consider a transmission scheme with a single transmitter and multiple receivers over a faulty broadcast channel. For each receiver, the transmitter has a unique infinite stream of packets, and its goal is to deliver them at the highest throughput possible. While such multiple-unicast models are unsolved in general, several network coding-based schemes were suggested. In such schemes, the transmitter can either send an uncoded packet, or a coded packet which is the function of a few packets. The packets sent can be received by the designated receiver (with some probability) or heard and stored by other receivers. Two functional modes are considered; the first presumes that the storage time is unlimited, while in the second one it is limited by the given time to expire (TTE) parameter. We model the transmission process as an infinite-horizon Markov decision process (MDP). Since the large state space renders exact solutions computationally impractical, we introduce policy-restricted and induced MDPs with significantly reduced state space, and prove that with proper reward function they have equal optimal value function (hence equal optimal throughput). We then derive a reinforcement learning algorithm, which learns the optimal policy for the induced MDP. This optimal strategy of the induced MDP, once applied to the policy of the restricted one, significantly improves over uncoded schemes. Next, we enhance the algorithm by means of analysis of the structural properties of the resulting cost functional. We demonstrate that our method scales well in the number of users, and automatically adapts to the packet loss rates, unknown in advance. In addition, the performance is compared to the recent bound by Wang, which assumes much stronger coding (e.g., intrasession and buffering of coded packets), yet is shown to be comparable. he was with the IBM Research Laboratory, Haifa, Israel, where he worked on distributed computing. His research interest include information theory, learning and coding, sequential decision making, with applications to detection and estimation; network security and anomaly detection; network information theory and network coding; statistical signal processing; coding theory and performance analysis of codes. He was the recipient of several honors and awards, including the Viterbi Postdoctoral Scholarship, a Student Paper Award at IEEE
I. INTRODUCTION
T YPICAL wireless access architectures constitute a gateway, or an Access Point (AP), to which all nearby clients are connected by means of a wireless medium. Among the prominent examples of such architecture is the prevailing IEEE 802.11 or LTE infrastructure mode setting. The downlink traffic implied in such topology comprises an AP sending (usually independent) traffic streams to the corresponding users. Furthermore, common wireless standards incorporate reliability mechanisms in order to overcome the inherently poor qualities of a radio channel. For example, IEEE 802.11, like many other network protocols, attains reliability through retransmission.
Network coding [1] refers to the transmission of predefined functions (usually a linear combination) of packets in order to achieve higher throughput, error correction and better security. Wireless communication, and in particular transmission over a wireless channel which is broadcast in nature and can potentially be heard by non-addressees of the dedicated stream, is a natural platform for network coding. Nonetheless, in order for such a mechanism to be effective, the overhearing users need to store the relevant parts of the traffic streams even when they are not the intended addressees.
In this work, we address the aforementioned scenario of a single AP sending unicast streams to K corresponding listeners. We assume that all streams are fully backlogged, i.e., there is a packet pending for each receiver at all times (infinite horizon). We also assume a typical stop-and-wait ARQ (automatic repeat-request) mechanism, similar to the one adopted by IEEE 802.11 standard. In such schemes, a sender sends one frame at a time, where each frame is sent repeatedly until the sender receives an acknowledgment (ACK) frame from the receiver. That is, the next packet to a certain user will be transmitted only after the previous packet to that user has been correctly received. We adopt the decoding and data storage pattern known in literature as instantly decodable network coding [2] . Specifically, each user stores packets even if they are not destined to her, yet only uncoded packets are stored at the receivers while coded combinations are discarded. We assume that the data stored at the listeners is known to the AP at all times. This can be achieved by each receiver piggybacking a list of her current stored packets not destined to her, on the user's upstream traffic (each DATA or ACK sent by the user to the AP).
Using network coding at the AP, the challenge in each downstream transmission is to determine whether to send an ordinary unicast packet to one of the intended receivers, or to send a linear combinations of packets. Note that even under this seemingly moderate setup, in which users store only uncoded packets, and the AP has at most a single packet pending per user at a time, since each user can potentially store a packet for each other user (i.e., 2 K −1 possibilities per user), the number of different options for stored packets before each transmissionopportunity (termed the state space) is enormous (2 (K −1) ·K ). Consequently, no efficient solution exists which is optimal for the general case [3] .
In this paper, we design a computationally feasible, scalable and robust methodology which effectively addresses the aforementioned problem. Furthermore, in addition to the generic problem described above, we also consider a more complicated setup in which the storage time of packets at the receivers is limited by the Time to Expire (TTE) constraint, i.e., a packet that whose storage time has expired, is invalidated and discarded. We present a theoretical framework and a model-based learning implementation which allow us to acquire the on-line transmission and retransmission policy under such channel conditions. In particular, we address three specific challenges. First, the fundamental challenge of network coding -deciding what is the most effective linear combination of the data to be transmitted. This problem becomes further complicated, once TTE constraints are introduced. Second, in contrast to most known works, our model presumes infinite data streams for all listeners, rather than limiting the amount of data to a fixed block. Finally, the encoding decisions are made in an environment without prior knowledge of the packet loss probability. As we elaborate in the related work section, previous works in the area mainly considered various optimization problems for multicast transmissions and/or finite horizons (finite block length). However, this is the first work to address all these challenges in a unified framework.
Our main contributions are as follows: we model the transmission process by a Markov decision processes (MDP). Since the original state space is intractable, we utilize state aggregation. State aggregation (sometimes referred to as state abstraction) is a technique to partition the state space such that all states belonging to the same partition subset are aggregated into one meta-state, such that the same policy applies to all states in the meta-state. In contrast to a complex exhaustive search to find the optimal aggregation, we force a state aggregation, based on proved coding concepts. We further introduce a policy-restricted MDP and an induced MDP which undergoes a dramatic state space reduction, and show that in case one chooses the appropriate reward function for the induced MDP, the overall reward of both processes will be equal. Specifically, instead of keeping track of all possible packets (coded and uncoded), we only keep track of two state variables: (i) The size of the maximal group of users in which each member of the group has packets destined to all users in the group but to herself (i.e., maximal clique). Accordingly, in the sequel, we will refer to any set of users having packets of all other users as a clique, and to the maximal such set as the maximal clique. Note that for each clique, a single coded packet which linearly combines all the packets destined to the users in the clique can be sent, and each user receiving the coded packet can decode its own packet. (ii) The number of users whose packets are not stored by any other user. Note that this abstraction allows us to significantly reduce the state space from O(2 K 2 ) to O(K 2 ) . Consequently, we also restrict the action space, such that the only allowed actions are transmitting a packet to one of the users currently not having its packet stored at any other user, or transmitting a coded packet to the maximal clique. Hence, we name the MDP which only allows restricted actions based on the aggregation, a policy-restricted MDP, and the MDP which sees only aggregated states, an induced MDP.
Given the transition probabilities, the optimal policy can be read off the Bellman equation for the induced MDP, which has a relatively small state space and thus can be efficiently solved. However, since the transition probabilities are hard to calculate, we learn them using a model-based learning algorithm. Namely, we derive a novel on-line explore-and-exploit learning algorithm, which iterates between the learning phase and the Bellman equation solution phase in our problem. Hence, we achieve the optimal policy for the induced MDP, which, in turn, results in the optimal throughput (under the constraints imposed by the aggregation and state reduction). Note that this approach is independent of the channel conditions, and works equally effectively for any packet loss, including when the packet loss is not stable and fluctuates around some value. We also study the structural properties of the value function, and use these properties to both gain deep understanding of the behavior of optimal policies and accelerate the reinforcement learning (RL) procedure. Specifically, we prove that for a simple one-dimensional aggregation, in which the state of the system is characterized by a single parameter, namely the size of the largest clique, there exists a "threshold type policy". We show that our algorithm is both computationally tractable and scalable. At the same time, its performance is comparable to the upper bounds in [4] , which are given for a much stronger coding scheme, including intra-session coding, much larger state space and buffers, and no TTE.
We incorporate the TTE constraint within the aforementioned MDP model and propose two types of state aggregations. We compare our algorithms with known algorithms in the literature via extensive simulations.
A. Related Work
Network coding. While the problem of NC has been widely treated in the multicast setting, multiple unicast still provides a rich ground for ongoing research. Coded retransmissions were considered in [5] , where, after sending a finite set of packets to all users and receiving acknowledgments, coded retransmissions are calculated and sent in order to complete the missing packets. Hence, this is a finite horizon problem, where a block is sent only when the previous one is completely decoded. [2] continued the above work, seeking to maximize the coding opportunities. Similar to our problem, in [2] users cannot store coded packets. However, [2] fits a multicast scenario rather than multiple unicast. Moreover, the graph required to identify cliques in [2] grows in the stream size, while it is fixed in our scheme. Finite streams and clique structures were also addressed in [6] . Additional strategies for finite streams can be found in [7] , [8] and [9] .
In [10] , the objective was to minimize the delay using random linear NC. Random NC was also applied for mesh networks in [11] . The finite horizon work [12] minimized the delay by linear programming. Network coding for multi-hop wireless network was addressed in [13] . To the best of our knowledge, no previous work analytically treated the setting where the storage time of the side information was limited by some parameter (TTE). Practical insights on storage time constraints and imperfect acknowledge delivery are given in [14] . We also mention works with the MDP based approach for perfect feedback [15] and partially observable MDP for uncertain feedback [16] . Both works, however, are for finite horizon and do not include state aggregation. Thus, the problem of scalability of the solutions with the size of the stream is raised.
Recently, the seminal work in [4] gave codes and bounds for the erasure broadcast channel. The coding strategy therein was proved optimal for up to 3 users, and bounds were given for general K (two users were considered earlier in [17] ). The coding scheme therein assumed more than one packet per user can be coded and overheard (intra-session coding), while we only allow transmitting the first packet per session. Furthermore, the model in [4] allows storing coded packets, at the price of larger buffers and state space, while our model assumes instantly decodable codes. Nevertheless, we use the theoretical upper bound in [4] to evaluate the performance of the schemes suggested herein, and find them comparable despite the much simpler coding in this work. Note also that calculating the regions in [4] is exponentially complex in K , while the algorithms suggested herein scale well with the number of users.
To conclude, none of the aforementioned works addressed the problem of multiple unicast with infinite horizon addressed in this paper. Reference [18] attempted to provide heuristic algorithms for a small number of users, yet the algorithms therein show inferior performance compared to the learningbased solutions suggested in this work. In addition, [18] did not consider the channel condition, while our approach is adjustable to the packet loss uncertainty.
Index Coding and ARQ. The relation between NC and Index Coding (IC) [19] was formulated in [20] . The most general formulation of the IC problem constitutes a setting of K nodes, each having a set of packets as side information and expecting an optionally distinct set of packets. At the beginning of the communication, all the data is at the base station, and the goal is to find a transmission strategy to satisfy all demands. Therefore, this is, in essence, a finite horizon problem. Of course, similar to previous works, IC, in general, allows complex coding over all packets in the block and storing coded packets at the receivers before decoding. In addition, reference [21] treated IC with side information which includes coded packets as well. Note that we do not use the classical formulation of these problems, since we do not address decoding of finite blocks but view the infinite horizon view of the problem.
Minimization of the overall transmission time was addressed in [22] . The policy described in [22] , if considered on a pernode basis, results in a greedy algorithm, maximizing the information gained from a single transmission. In the MDP-based approach herein, however, the transmission policy accounts for the ability to reach more rewarding states in the future, thus generalizing the greedy approach.
Index coding in a scenario where each packet should be transmitted to all listeners was compared to an ARQ scheme in [23] . It was shown that as the number of users K grows, the number of transmissions with NC is constant, while it is logarithmic in K in the case of ARQ. ARQ schemes were also analyzed in [24] and implemented in [25] , where the authors considered a broadcast network and the queue size at the sender side as the primary performance metric. As for unicast scenarios, the finite horizon scheme [20] optimized the number of decoding operations, rather than the number of transmissions.
State aggregation. As a road-map paper for the state aggregation methods see [26] . This work defined five abstraction methods, where the most relevant to our setting is π *abstraction. We partially adopt their definitions of aggregated and detailed (ground) states and the corresponding abstraction function. π * -abstraction can be suboptimal compared to the original MDP [27] . However, our approach is different from [26] , since we do not attempt to perform a search to find the aggregation which would preserve optimality, but rather, based on key principles in coding and re-transmission, define a robust MDP abstraction, in order to acquire the smallest state space and action space. {An adaptive aggregation for the average reward MDP was presented in [28] . In this work, the aggregation is generic and partition into aggregated states is being updated in the process of the algorithm run. However, it is not clear how to predict the number of states in such an aggregation once the algorithm achieved the desired optimality bound. Our aggregation is fixed and predefined in order to specifically suit the given communication problem. Hence, both the aggregation and the state-space size we employ are predefined and result in a much simpler RL algorithm, at expense of optimality guarantees. [29] is a survey on abstraction, in the context of reinforcement learning. State aggregation for continuous MDP is brought in [30] . The authors in [31] proposed a near-optimal reinforcement learning algorithm aiming to asymptotically achieve the optimality of the original MDP. However, running-time demands needed to achieve the desired optimality gap are not feasible for our purpose.
II. MODEL DESCRIPTION
We consider a downlink wireless model, with one transmitter (access-point) and K receivers. At the sender, we assume an infinite stream of packets for each user (i.e., unicast traffic). We assume a Stop-and-Wait based protocol. Accordingly, even though the sender has an infinite set of packets per receiver, we assume only one such packet is active at a given time per receiver, i.e., the sender does not transmit new packets to a receiver until the active one is received correctly and acknowledged. Note that this mechanism conforms to the widely deployed IEEE 802.11 protocol suite. Our channel model assumes the packet sent at each slot is received at receiver k with probability p k , independently of the other receivers and of the previously received packets (memoryless independent users). The packet loss probabilities are assumed to be fixed in time. We assume that uncoded packets correctly received by a receiver which is not the intended one, are cached. Note that, on top of the coding scheme we suggest, off-the-shelve error correction codes can be utilized in order to improve p k at the expense of the overhead.
We assume that packets overheard by undesignated users can be stored for future use. Yet, we assume that only uncoded packets can be stored at the receivers while coded or corrupted packets are discarded. We distinguish between two cases, unlimited storage time and limited storage time. We first treat the case where the stored packets are never outdated (i.e. storage time is unlimited). Denote by M the space of K × K binary matrices, where each s ∈ M represents a possible state. In particular, each line i ∈ {1, · · · , K } constitutes a vector of indicators such that s i j = 1 if and only if user j has a packet designated for user i. We assume the AP always aware of the data kept by the receivers using status updates sent by each receiver. We assume that when a receiver overhears or decodes a packet destined to another, she is able to store it. The state of the system is updated after every transmission slot. At transmission slot t the state is represented by s(t) ∈ M. In the case that user k successfully decodes its packet, s k,i = 0, ∀i is set. Setting the entire row k to zero is motivated by the simple reasoning that users that stored the packet prior to the successful transmission can now discard it. The sender can now send the next packet to that user. In the case that the destination fails to receive its packet, we set s k,k = 1 if the packet is heard by user k , otherwise we set s k,k = 0, k = k .
Next, we consider the limited storage time. In this case, the time during which a packet can be stored at each receiver's buffer is limited. We denote the number of time slots for which a packet can be stored, as Time to Expire (TTE). Accordingly, a packet overheard by a non-intended receiver being stored for more than its maximal validation time, is invalidated and discarded. For simplicity, we assume a system of identical users, i.e., all packets have a similar TTE limit which we denote by T , i.e., the maximal time a packet can be stored is T time slots. Respectively, each transmitted packet has a TTE associated with it. This value is updated every time slot, until the packet is correctly decoded or outdated and dropped. We denote the TTE of a stored packet, at some given time slot, as τ ∈ {1, · · · , T } and as τ = 0 the case in which no valid packet is stored. Every time slot, for every packet stored by a user, τ is decremented by 1. Once τ becomes 0, the corresponding packet is outdated and dropped.
We denote by M TTE the space of K × K matrices, where each s ∈ M TTE represents a matrix of TTE values associated with undecoded packets held by the receivers. In particular, each line i ∈ {1, · · · , K } constitutes a vector of TTE parameters, such that s i j = τ , if and only if user j has a packet destined to user i, and there are τ time slots left till the packet expires. Similarly to the scenario without TTE constraint, we assume that the AP is always aware of what data is kept by which receivers. Whenever the intended receiver fails to receive her packet, the AP sets s k,k = T if the packet is either heard by user k , or user k already has this packet stored, otherwise she sets s k,k = 0, k = k . Hence, all users that overheard some packet have an equal value stored for its current TTE. This value is stored at the AP and is used for the transmission decisions.
Each packet is represented as m symbols over the field F 2 k . Thus, its payload consists of mk bits. Now, each time a packet is sent, the sender has a few options as to which type of packet to send. These "options" constitute its action space. Specifically, the sender can either choose a single packet from the stream intended to a specific user, and send that packet to that user (termed uncoded packet), or, alternatively, she can code together a few packets. In this work, we used the standard linear network coding{ [1] }, however, since nodes do not store coded packets, and we require instant decodability, coding is done over the binary field. Thus, at every transmission slot, the AP encodes (1) and sends this packet, where for each k, α k ∈ {0, 1}, d i denotes the packet currently expected by user i and ⊕ denotes bitwise XOR. Namely, the AP decides on coefficients α k ∈ {0, 1}, where α k = 1 means a packet for user k participates in the current coded transmission slot. Otherwise, α k = 0. Note that choosing α k = 1 for only one user is equivalent to transmitting an uncoded dedicated packet to user k. Therefore, the action space is of size 2 k − 1, and it includes all possibilities of uncoded and coded packets (excluding the zero packet). Recall that as previously explained, only such uncoded packets can be stored by undesignated receivers. Note that packets to be combined (coded) are assumed to have the same size (if not, the shorter ones are padded with trailing 0s). The setting described above can be seen as a framework including a state-space, an action-space which comprises the possible packet combinations the AP can send at any given time slot (denoting the action at transmission slot t by a(t)) and the transition probabilities. Due to the Markov property, we deduce that the problem can be formulated as an MDP, with the objective to maximize the transmission throughput. Hence, we define an appropriate stochastic reward r (s(t + 1) , a(t), s(t)), associated with transitioning from state s(t) to state s(t + 1) after taking the action a(t), such that positive reward is accumulated for each successfully decoded packet. For example, if a coded packet of n packets is sent, and m ≤ n of them are successfully decoded by their intended receivers, we have r (s(t + 1) , a(t), s(t)) = m. Failing to decode gives no reward. Storing a packet at the receiver which is not the addressee gives no reward. However, note that it may increase the potential number of packets decoded in the future (that is, transition to a state with a higher potential value).
We assume that the same transmission effort is required by the AP whether it transmits an uncoded packet, a coded one or does not transmit at all, i.e., fixed transmission costs are assumed. Consequently, abstention from sending a packet at any transmission slot is the worst option possible. Hence, at each time slot exactly one packet is sent. The objective is to find a policy which maximizes the attained throughput, which is measured in packets decoded time-slots . In the next section, we present the technical definition of the MDP and state aggregation, in order to utilize it for the described model. For general definitions and theory of MDP the reader is referred to [32] .
III. MDP WITH RESTRICTED ACTION SPACE AND INDUCED MDP
In this section, we introduce the general notation which sets the ground to the state aggregation. We follow the concepts of abstract MDPs in [26] , yet adjust our notation and forthcoming analysis to fit our model and results throughout the rest of the paper.
As previously mentioned, the problem can be formulated as a finite MDP. Let us denote the ground MDP by M 0 , characterized by the five tuple S , A , P, R, γ , where S is the finite state-space, in which we term every state s ∈ S as a detailed state, since it includes a detailed account of system; A is a finite set of actions called the action space, P are transition probabilities with p(s |s, a) denoting the probability to proceed to state s , being in state s and acting with action a, R is a bounded reward function with r (s , a, s) denoting the expected immediate reward gained by taking action a in state s and proceeding to state s . We consider both long run average cost and discounted cost with 0 ≤ γ < 1 being a discount factor. A policy is a mapping from states to actions (S → A ). In this paper, we will focus only on policies that do not depend on time (stationary policies). We denote the set of all admissible policies by U . The action in some state s is denoted by a(s). We further denote by r (s, a) = s r (s , a, s) p(s |s, a) the average reward of being in state s and taking action a. As previously mentioned, we consider two performance criteria: discounted infinite horizon cost and long run average cost. Specifically, the discounted infinite horizon cost associated with a given policy π and initial state s 0 is given by
where s t and a π t denote the state visited at time slot t and action taken on time slot t based on state s t , according to policy π . The long run average cost associated with policy π AC is
Note that the initial state has no impact on the long run average cost (Eq. 2) as its effect is dissolved over time ( [32] ). In this section, we only refer to the discounted case. We examine the average case in Section V and in the appendices. The value function for the discounted case is given by V (s 0 ) = sup π ∈U J π (s 0 ) . We now define the restricted and induced MDPs, which allow us to work with much simpler MDPs in our communication problem, yet retain the notion of network coding, hence the near-optimal performance.
The policy-restricted MDP is stimulated by the state aggregation we suggest. State aggregation exploits properties present in the state space of the basic MDP (the detailed states) for aggregation of multiple detailed states into one aggregated state obtaining an MDP with smaller state space. In particular, a par-titionS = {s 1 , . . . ,s n } of the detailed state space may serve as an aggregated state space if each detailed state is mapped to one and only one aggregated state ( n i=1s i = S ;s i s j = ∅). We now formally define the policy-restricted MDP.
In other words, we define a mapping rule φ(s) which associates each detailed state with an aggregated state, partitioning the state space (S ) into the aggregated state space (S ). In correspondence to the aggregated state space, only policies that enforce the same action for all states belonging to the same aggregated state are admissible, i.e., the same action should be taken for all s i ∈s i . We will use the notation s ∈s if it holds φ(s) =s, andπ(s) as the equivalent toπ(φ(s)).
Note that the policy-restricted MDP is still based on the detailed state-space and thus is difficult to calculate. Accordingly, we define the induced MDP, where the detailed states are transparent. The induced MDP is formed by the atomic states, induced by the aforementioned aggregated states, hence, relies on significantly smaller state space, and has similar action rules. By means of the aggregated state space and the corresponding policy restriction space, one can define transition probabilities as follows: Given an admissible policyπ ∈Ū , the transition probabilities between the aggregated states which we denote byp(s |s,ā), are: 
Where pπ (s |s) denotes the stationary probability of being in the detailed state s ∈ S , conditioned on the aggregated states. Obviously, these probabilities may depend on the policyπ ∈Ū , hence the superscriptπ . Clearly, s ∈s pπ (s |s) = 1. Define the cost of the policy-restricted MDP as follows:
The corresponding value function is given by VŪ (s 0 ) = supπ ∈Ū Jπ (s 0 ) . Since policy-restricted MDP sees the detailed states we also define Jπ
Next we formally define the induced MDP: Note that an induced MDP sees no detailed states. That is, each state of the induced MDP stands for distinct aggregation of detailed states in a policy-restricted MDP. DenoteÛ defined overÂ .
The discounted infinite horizon cost associated with some policyπ ∈Û is given by Jπ
We aim to set the appropriate reward function for the induced MDP such that its value function will be comparable to that of the policy-restricted one. The relation between I (M 0 , φ,Â) and P(M 0 , φ,Ā) is given by the following proposition:
See Appendix A for the proof.
Intuitively, one sees that the reward of an induced MDP may be interpreted as the suitably weighted sum of the rewards of the corresponding policy-restricted MDP, normalized by the sum of the weights. Note that these weights are found by the transition probabilities to the detailed states which compose the corresponding destination aggregated state,s , for which the relation s ∼ŝ holds. The key point is that with the proper reward function, the induced MDP achieves the same value function as the restricted one. Note that since
IV. STATE AGGREGATION AND REINFORCEMENT LEARNING BASED SOLUTION
Having set the ground, in this section, we follow the notations and definitions described in Section III to provide the formal definition of the state aggregation and restricted policy for the communication problem considered. Specifically, we will base both the aggregated states and the action space on the clique size (which will be defined shortly) and on the number of empty lines in the state matrix; the rewards and transition probabilities of the induced MDP will be determined accordingly.
A. State Aggregation and the Restricted Action Space
In order to define the state aggregation and the restricted action space, let us first define a clique structure and associate it with clique transmission. We associate a directed graph G(V, ), with each state s ∈ S, such that a vertex v j ∈ V is assigned to each user j and a set of directed edges are formed between each user and the users it holds a packet to, i.e., (s) = {e i j = {v i , v j }|s(i, j) = 1}. As commonly defined in graph theory, a clique is a subset of vertices such that each vertex is connected to each other vertex in the set, i.e., Q is a clique;
. . , a}}. The size of a clique is determined by the number of vertices it contains. Note that in the context of our problem any set of users forming such a clique (∀v i ∈ Q) implies that each user in the set has all the messages intended to all other users in the set. Accordingly, a coded message, composed of all the messages intended to all users in the set, can be sent, such that each user in the set can decode its own message. Denote the size of the maximum clique induced by state s by L(s) and by E(s) the number of empty lines in s.
We construct the aggregation such that each aggregated state is defined by the tuple {L(s), E(s)}, i.e., φ(s) = {L(s), E(s)}. For clarification let us examine the following example:
Example 4.1: Consider a communication network consisting of 5 users. Observe the following states:
Note that s 1 contains a clique of size 3 associated with users 2, 3, 4 and a clique of size 2 associated with users 1, 2. The state s 2 contains two cliques of size 3 associated with users 1, 2, 3 and users 1, 2, 5. There are no empty lines in either state. Since the suggested aggregation considers only the maximum clique size and the number of empty lines, both states above pertain to the same aggregated state denoted by (3, 0) 
The additional detailed example can be found in [33] . Note that the number of possible states (i.e., number of unique pairs {L(s), E(s)}) is dramatically reduced and is upper bounded by (K + 1) K . Further note that while finding a maximum clique is hard in general, graphs resulting from the state matrix in our setting are random and have cliques of logarithmic size [18] , hence L(s) can be found efficiently.
Having defined the state aggregation, we define the restricted action space. In particular, in accordance with the aggregated states we allow only two actions, sending a coded packet to the maximum clique which we denote byā = 1, or sending an uncoded packet corresponding to a randomly chosen empty line denoted byā = 2, (Ā ∈ {1, 2}). Note that the restricted action space complies with the constraint that the same policy should be applied to all states in the same aggregated state. It is important to note that once an action is decided (according to the aggregated state), the actual combination depends on the detailed state, (i.e., to which user (users) to send an uncoded (coded) packet. In Example 4.1, since there are no empty lines, the only permissible action is to send a coded packet to the maximum clique, that is, sending p 2 ⊕ p 3 ⊕ p 4 for s 1 or one of p 1 ⊕ p 2 ⊕ p 3 , p 1 ⊕ p 2 ⊕ p 5 for s 2 . Note that in the case that there are no empty lines and the maximum clique size is one, the AP should send a coded packet to one of the maximum cliques, yet since the size of the maximum clique is equal to 1, the coded packet comprises a single packet and is practically uncoded.
Obviously, the action space defined here is not the only plausible option. For example, one may define sending the empty line which has the greatest potential to increase the maximal clique. Moreover, in some cases sending an uncoded packet to a non-empty line might be a more valuable option. However, our approach is to choose a simple aggregation that even though is not optimal, is clearly motivated by the original communication problem, hence is expected to attain good results. In addition, we aspire that the number of operations (e.g., determining the maximal clique or random selection of an empty line) which is required from the AP to perform (on the detailed states) will be minimal. The evaluation part (Section VI) confirms that even though our approach is not optimal, it attains very good results.
B. Finding the Policy Utilizing Reinforcement Learning
In the previous subsection, we have defined the state aggregation and the restricted action space. In order to complete the setup, in this subsection we obtain the appropriate rewardR and the transition probabilitiesp(ŝ|ŝ ,â), for the induced MDP.
There are three major obstacles in computing the transition probabilities and constructing the associated rewards according to Proposition 3.1. First, the packet loss probabilities typically are not known to the AP. Second, in order to compute the transition probabilities, one needs to go over each detailed state and compute the probability of reaching each state for each possible action (this implies order of (2 K (K −1) × 2 K (K −1) ) actions). Third, the transition probabilities are policy dependent, i.e., the transition probability of going from aggregated states to aggregated states relies on the steady state probability of being in detailed state s given that the system is in states (see equation (3)). Recall that our objective is to determine the policy. Even though the first obstacle is relatively easy to resolve, as the AP can keep a history record and if necessary send dedicated probe packets to estimate the packet loss on each outgoing link, the other difficulties are more challenging, as obviously trying to compute the transition probabilities and the reward values is impractical. Accordingly, we utilize reinforcement learning (RL), an effective learning technique which has the capability of finding the reward maximizing policy, in discrete stochastic environments, without explicit specification of the transition probabilities. Specifically, RL is based on a feedback loop in which the reinforcement agent (learner or AP in our case) selects an action according to its current state, gets feedback in the form of the next state and associated reward, and updates the estimated records. The selection of the action is based on the current state s and the temporary (current) policy, and balances exploration and exploitation, i.e., on the one hand the agent has to exploit what is already known, but on the other hand she has to explore in order to examine other options for making better action selections in the future. Accordingly, the agent must try a variety of actions and progressively favor those that appear to be best (e.g., [34] ). One of the difficulties of our learning problem is expressed in highly differentiated access frequencies among the various states. Accordingly, since the algorithm is expected to visit each state multiple times, we need to direct it and force it to visit less visited states. Several RL algorithms that can be utilized to solve our problem exist, e.g., MBIE [35] , E 3 [36] and R-Max [37] ; each one has its own merits. Nonetheless, since our main concern lies in the application itself, rather than in trying to adopt one of the known algorithms, we derived a modified simple algorithm which best suits our problem.
The proposed algorithm iterates between two steps; the learning step and the policy improvement step. Specifically, we utilize a random policy (e.g., choose at random if to transmit a randomly chosen empty line, or to transmit to the maximum clique) for the learning. At each step, we apply the temporary policy which was found at the previous step. We utilize − greedy approach with the temporary policy (that is, choose the action according to the temporary policy with probability 1 − , and choose a random action otherwise), for N k consecutive iterations (transmissions), recording the visited aggregated states and the attained rewards (the number of consecutive transmission can vary between steps, hence we use subscript k). It is important to note that even though the system traverses the detailed states, only the aggregated states, the actions taken and the rewards attained, are recorded. That is, the AP does not hold any record of the visited detailed states. Next, we update the temporary policy, utilizing the newly learned reward functions and transition probabilities obtained during the learning phase, by applying value iteration to the corresponding Bellman equation, that is,
This reinforcement learning procedure continues until sufficient convergence in V (ŝ) or until the policy is unchanged. The outcome of the proposed algorithm is the optimal policy for the induced MDP and the nearly-optimal corresponding V (ŝ).
A pseudo code of the algorithm is given in Algorithm A. The algorithm starts with picking a random initial policy, denoted by π R (Initialization step in Algorithm A). The random policy π R we implemented chooses between the possible actions with equal probability, namely,â = 1 orâ = 2 with probability 1/2 each, when the choice is feasible, where 1 and 2 stand for transmitting the maximal clique and the random empty line, correspondingly. After the Initialization step, the algorithm runs between two steps; the learning step and the policy improvement step which are repeated iteratively. At each step, the algorithm starts with a least visited aggregated state (the detailed state within can be arbitrary), and starts traversing the states for N k consecutive transmissions, based on the −greedy policy (line 2). Obviously, only the restricted actions, i.e., transmitting an empty line or transmitting the maximum clique, are allowed. The parameter k of the −greedy policy is updated at the beginning of each step (line 1). After each action, the agent records the previous and the next aggregated states, the action taken and the reward attained (line 4). After N k consecutive transmissions, the policy for the next steps is updated by solving the Bellman equation. The algorithm terminates when the policy or the attained value converges.
Note that the algorithm does not rely on knowing the packet loss probabilities. That is, the algorithm learns transition probabilities of the induced MDP at any fixed channel condition regardless of the exact packet loss values. Obviously, the algorithm relies on that these probabilities being fixed in time.
For the average cost long run case, the algorithm should be altered by correspondingly adjusting the learning step and the update step (see, e.g., [38] ). We discuss the implementation details and results in Section VI.
C. State Aggregation With a TTE Constraint
In this subsection, we utilize a similar aggregated MDP formulation to encompass TTE constraints. Since Algorithm A Initialization 1) Initialize policy π 0 1 = π R . Set n(ŝ ,â,ŝ) = 0,
Set N k .
2) Set policy π k 1 = π R with probability ε k π k B with probability1 − ε k . 3) Run M 1 with π k 1 for N k transmissions. a) Each visit toŝ actingâ with reward r and going toŝ , set n(ŝ ,â,ŝ) = n(ŝ ,â,ŝ) + 1, R(ŝ ,â,ŝ) = R(ŝ ,â,ŝ) + r . 4) Calculatep(ŝ |â,ŝ) and r (ŝ ,â,ŝ), from n(ŝ ,â,ŝ), R(ŝ ,â,ŝ) and N k . 5) FindV k by value iteration inM 2 . Retrieve the optimal policy π k+1 B . 6) if |Ĵ k −Ĵ k−1 | < ε, for some predefined ε, then finish.
Otherwise perform step k + 1.
both TTE-constrained and unconstrained models are never considered simultaneously, with slight abuse of notation, we will denote the states for the constrained case similarly to the unconstrained one. The connotation will be clear from the context. Since under the TTE constraint stored packets become outdated, the suggested state aggregation will incorporate the age of the "oldest" line. In particular, we propose two state aggregations, both of which maintain the number of empty lines and the age of the oldest line, where Aggregation I also preserves the size of the largest clique encompassing this line, while Aggregation I I keeps the size of the largest clique regardless of whether this clique encompasses the oldest line. Next, we formally describe the two-state aggregation functions which map the detailed state to the corresponding aggregated state; we also design a model-based learning similarly to the case with no TTE constraint. The basic approach for finding an approximately optimal policy under Aggregation I , is by harnessing Algorithm A. The corresponding Bellman equation is written similarly to what appears in (4) , where the solution is found by substituting the relevant aggregated states.
2) Aggregation II: Similar to Aggregation I, we define a mapping φ I I :
where E denotes the number of empty lines in s, F is the lowest strictly positive TTE in s, and L = L(s) denotes the size of the maximal clique in s. Note that there is no knowledge about the size of the maximal clique containing the line with τ = F, as in Aggregation I . Denote the action spaceĀ I I = {1, 2, 3}, whereā = 1 stands for sending a coded maximal clique C(s), which contains a line with τ = F;ā = 2 stands for sending an uncoded packet corresponding to a randomly chosen empty line, andā = 3 stands for sending a L(s), maximal coded clique in s. Note that the actionā = 1 presumes no prior knowledge about the size of C(s). Thus, the decision in this case is myopic as far as the size of clique being sent is concerned. The learning in the case of Aggregation II is performed by utilizing algorithm A. We compare throughout simulations both aggregation types, with an alternative heuristic policy in Section VI.
V. STUDY OF THE PROPERTIES OF V
In this section, we present an in-depth study of the suggested abstract MDP-based approach by exploring the properties of the value function found through the reinforcement learning procedure. Our primary objective is to understand the structure of the value function. Namely, we aim to isolate properties of V (s) related to each one of the aggregation parameters. This, in turn, will allow us to incorporate these properties in the main learning algorithm, resulting in improved speed and precision of convergence. Moreover, it will give us better understanding of how each of the parameters (e.g., clique size) affects the results, and how the overall coding process should behave as a function of these parameters. In particular, in some cases, we will observe a threshold type policy in one of the parameters. That is, the policy in which there is at most one switching state from one optimal action to the other one. Such a property is desirable, as once the switching point is found, we may set the actions to their optimal values without the need to iterate until the ultimate convergence. Furthermore, in most cases, such a threshold policy will give a fundamental and rigorous reasoning to very intuitive results, e.g., if sending a coded clique is beneficial for some L(s), it is definitely beneficial for any l > L(s).
For simplicity, we demonstrate the proof of the existence of a threshold-type policy for 1-dimensional aggregation defined below.
A. One-Dimensional Aggregation
As an alternative to the multi-dimensional aggregation patterns, we introduced an even more coarse abstraction. Namely, define φ : M → {N}, such that φ(s) = L(s), that is, the size of the largest clique. {Denote a line which is not in the maximal clique as e-line.} Define a state aggregation by the sets = {s : L(s) = l}, for some given l, l ∈ {1, · · · , K }. The action space consists of two actions,ā = 1 stands for for sending the maximal clique, whileā = 2 stands for sending an e-line. While oversimplified, and as such resulting in supposedly inferior performance, this aggregation and the induced MDP serve as a good example using which we can investigate the value function and gain important insights. Proposition 5.2 below proves the existence of a threshold policy under an average cost. Let π a be a maximizer over all π in (2). That is: π a = arg max π lim N →∞ 1 N E N t=0 r (s t+1 , a π t , s t ) Proposition 5.2: There exists an optimal policy which is the threshold policy in the size of the maximal clique. Namely, there exists a constant k, k ∈ {2, . . . , K } such that for 0 ≤ L(s) < k and s ∈s it holdsā(s) = 2, yet for k ≤ L(s) ≤ K and s ∈s, we haveā(s) = 1.
That is, send the maximal clique (a coded packet) if and only if its size is at least k. Otherwise, send an e-line (an uncoded packet).
We will need the following notation for the proof of Proposition 5.2. We say that a state s is recurrent under the policy μ if when starting at state s and acting according to μ, the probability to return to s is 1. A state which is not recurrent under μ is transient under μ.
Consider a policy π * , which is optimal for the average long run cost, π * = arg max π J π , where J π is given in (2) . Denote a set of states S 1 ⊂ S such that s (i) ∈ S 1 if a π * (s (i) ) = 1. Denote a state s (m) , such that s (m) ∈ S 1 and L(s (m) ) < L(s (i) ), ∀i, s (i) ∈ S 1 . Namely, S 1 is the set of states for which sending a clique is optimal, and s (m) is the state with the minimal maximal clique in S 1 -for which it is optimal to send the maximal clique. We have the following claim.
Claim 1: Any state s (i) such that L(s (i) ) > L(s (m) ) is transient under π * .
Proof: We use the fact that nodes do not use coded packets in order to decode packets not intended for them. Namely, nodes store only uncoded packets intended for other users. Hence, clique transmissions cannot increase the clique size, and, moreover, decrease it with some non-zero probability (note that transmission of an e-line can increase the clique size, yet by at most 1). Consider some s (i) ∈ S 1 . By definition, L(s (i) ) > L(s (m) ). Sincep(s ( j) |s (i) , 1) > 0, where j ≤ m, the state s (m) will be reached in finite number of transmissions. Furthermore, the states with clique size more than m will not be attended afterwards. That is, once in s (m) , the future state can not be increased. Consequently, for any s (i) 
Note that the claim holds even if π * is not the optimal policy. Proof: [Proposition 5.2] Consider a policy π * , which is optimal for the average long run cost, a set of states S 1 ⊂ S and s (m) as above. Denote the set S r such that s (i) ∈ S r if L(s i ) ≤ L(s (m) ), and denote S t = S\S r . Now see that by the claim above, s (m) is the only recurrent state in S 1 . Define n m , the first time under π * to be in s m . We have
Observe that all states encountered at times n > n m are recurrent. That stems from the fact that after the transmission at time n m , the process stays in S r . Since n m is finite a.s., the first sum (once normalized by N ) goes to zero. Next, define policy π m which acts similarly to π * for all j such that L(s ( j) ) ≤ L(s (m) ) (that is, all recurrent states) yet setsâ(s ( j) ) = 2 otherwise. That is, a threshold policy. Denote by n l the first time to hit s (m) under π m . Observe that
Thus π m is also an optimal policy. Note that the relation between n l and n m is not essential, since both are finite. It is left to show that the policy which always sends e-lines, that is, sends no cliques at all is suboptimal. Denote such a policy as π e . However, in such a policy the expected reward at each step is given by 1 − p, and any other policy which sends a clique at any step outperforms π e by some > 0. This accomplishes the proof of the proposition.
The proposition above is intuitive, since the clique size can only be increased by 1. This renders all states with the maximal clique larger than the threshold to be, in the long term, unreachable.
Note that Puterman [39] gives general guidelines how to demonstrate the monotonicity of the optimal policy, both for the average cost and for the discounted cost infinite horizon criteria. Here, we merely presented the short proof which specifically suits this simple case.
The connection between average and discounted costs, is well-known and described by the Blackwell optimality condition [32] . In particular, Blackwell optimal policy is optimal for the average cost as well. Yet, as seen from the proof of Proposition 5.2, the optimal policy for the average cost, in this case, is not unique. Thus the opposite is not necessarily true. Nevertheless, we address this in the simulations.
The technique demonstrated in the 1-D case can be extrapolated to more complex aggregations. However, the proofs in these cases will involve treatment of significantly more complex Bellman equations. Alternatively, one may merely assume the existence of a threshold policy, based on observations from simulations. The main advantage of having the threshold-type policy proof/observation is the possibility to enhance algorithm A, as we explain next. Assume there exists a threshold policy in E, as was presented in Aggregation I . Namely, once for some E = i, there is a switch from optimal action 2 (transmission of an empty line) to action 1 (transmission of a clique), then we deduce that 1 is optimal for all E < i, while 2 is optimal for all E ≥ i. Hence, if existence of a threshold policy in one of the parameters (e.g. F,C,E) is known, at step 4 of the algorithm, in case the policy in some (possibly rarely visited) state is not yet clear at some point of the algorithm run, correct it according to the already known (or conjectured) threshold rule. This method will accelerate the overall convergence. Another useful property of V , which gives good understanding of its behavior, is its slope. (See [33] for both upper and lower bounds on this slope.) Similarly, the bounds can be useful for the manual calibration of the value function in order to speed up the convergence.
VI. SIMULATION RESULTS
In this section, we evaluate the suggested transmission strategy through extensive MATLAB simulations. Our simulation results provide insight into the impact of each of the mechanisms described throughout the paper. Specifically, we thoroughly examine the effect of different parameters such as TTE and packet loss probabilities on the value function or on the policy structure. In addition, we evaluate our algorithm and compare the different aggregations suggested.
In our simulations, we consider a single cell comprising an AP and K receivers. Since our results relate to the traffic from the AP to the users, our simulations only consider the downstream traffic. We assume that all K users have pending traffic waiting to be transmitted. An i.i.d Bernoulli channel error is assumed, where each packet transmission is received or dropped by each user with probability 1 − p and p, respectively, and is independent between different transmission attempts. The AP works according to Algorithm A, with a corresponding aggregation. In all cases compared, the AP activates the learning routine considering the discounted infinite horizon cost. Thus, it computes the values attained by value functions for all possible initial states. We later use the same policy for calculating the long-run average cost. Note that based on the Blackwell optimality argument (e.g., [32] ), if γ → 1, under mild conditions the policy which is optimal for the discounted problem is optimal for the average cost problem as well. We set γ = 0.99 for all simulations. The number of iterations for each phase (learning and improvement) is set in accordance with the specific configuration.
A. Results Without a TTE Constraint
We start by evaluating the policy resulted from our learning algorithm, for the proposed aggregation in the TTEunconstrained case (Section IV). We compare our results with the bounds obtained in [4] . The aggregation for the TTEunconstrained case constitutes a 2-dimensional state space, namely, the size of the maximal clique C and the number of empty lines E (Section IV). The action space comprises two possible actions: transmitting to a user whose packet was not received by any user (empty line in the state matrix) and transmitting to the maximal group of users in which each member of the group has a packet destined to every other user in the group (maximal clique in the state matrix). The performance results {(i.e the percentage of successfully decoded packets, using the retransmissions)} for 5 users, are seen in Figure 1 (top) along with comparison to the bound from [4] . The bound is derived for systems with much stronger coding capabilities, hence any potential scheme, theoretical or practical as it can be, cannot attain better performance. Denote it as the Wang upper bound. Note that in order to calculate the bound one needs to solve 120 inequalities, hence the graph has small discrepancies. For larger systems, such calculations may be too complex. As for the optimal policy, the simulation results show that it is the same regardless of the packet loss probability. In particular, the optimal policy is defined by transmitting a random empty line whenever there are empty lines (E > 0) and transmitting to the maximal clique otherwise. Accordingly, the obtained policy is a threshold-based policy. The intuition behind this strategy is clear: the reward associated with both possible actions, transmitting a random empty line or transmitting the maximal clique, is time independent, i.e., the expected reward is the same if the transmission occurs now or in one of the following transmission opportunities. Any empty line is not included in any clique all the more so in the maximal clique, yet transmitting an empty line can potentially increase the size of a clique without incurring any penalty for delaying the current maximal clique transmission. Therefore, it is worthy to fill in the state matrix such that no empty lines are left, and only then to transmit the maximal clique. Note that this policy coincides with the one heuristically suggested in [18] denoted as the semi-greedy algorithm (SG). Accordingly, the simulation results imply that under the restricted action space described above, the semigreedy algorithm [18] is optimal, as long as no TTE constraints are applied. Moreover, it is important to note that for the simple case of 2-user system, these results achieve the theoretical sum-capacity bound. Specifically, according to [17] and [4] , the capacity region for two users, is
This is a fundamental limit, allowing inter-as well as intrasession coding, arbitrarily large block length, and, possibly, non-linear coding. In our notation, with equal loss probabilities, we have p i = 1 − p for i = 1, 2 and p ∪{1,2} = 2 p(1 − p) + (1 − p) 2 . Assume also an equal rate for both receivers, that is R 1 = R 2 . Then, the stationary distribution for a simple policy, which sends an uncoded packet as long as there is an empty line in the state matrix, and a coded (XOR) packet otherwise, can be calculated easily [18] . This immediately results in a rate 2(1− p 2 ) p+2 , which matches the bound above. Thus, a simple strategy which does not code within sessions, and only codes retransmissions across sessions is optimal in the 2-user case. Figure 1 (below) shows results (value functions at all states) for differentiated packet loss. One sees that the case with equal packet loss for all users achieves the lowest value function vector. The highest values are obtained for the case where two of the five users have relatively low packet loss (0.1) , while the other three users have relatively high packet loss (more than 0.4). This is explained by the fact that the lossy users tend to quickly have a pending packet stored at reliable users. Hence, the lines corresponding to these users are most probably not empty while reliable users keep successfully receiving uncoded packets. A clique will be sent when some of the reliable users will not receive their packet forming a large enough clique for transmission. In overall, the performance is tangibly increased, but the throughput improvement comes at expense of the hampered fairness.
B. Results for TTE Constrained Aggregations
Next we evaluate the performance of the suggested transmission strategy under TTE constraints.
We simulated Aggregation I (Section IV), aiming to examine the structure of the value function for all feasible states. Namely, we try to understand the effect of different parameters on V (ŝ). Our objective was to identify simple properties such as monotonicity, convexity and threshold-type structure. Such properties can be potentially utilized for the RL convergence speed-up. This will allow to successfully operate larger systems. We examined a system with K = 5 receivers. The results are depicted in Figure 2 . The Y − axis depicts the value attained by each state, V (F; C; E), (denoted by asterisks). Each value corresponds to the given initial state. X − axis relates to an enumeration of the states, {1, 2, · · · }. Note that the asterisks form groups of monotonous patterns of values. In particular, the states are assigned numbers which grow first in TTE (F), next with maximal clique size (C) and finally with the number of empty lines (E). For example, state 1 refers to the state in which there are no empty lines, maximal clique size equals 1 and T T E = 9. State 2 relates to the values of the state in which there are no empty lines, the maximal clique size contains the line with the greatest TTE equals 8. State 96, which is the last state, refers to the state in which there are 5 empty lines (i.e. the empty matrix). Note that for the widespread (e.g., 802.11) policy that only allows uncoded transmissions, the value is fixed 1− p 1−γ = 1−0.25 1−0.99 = 75, which is below the scale of the graph, i.e., the value for all states is higher than the one for the uncoded ARQ retransmissions.
We emphasized the structure of the value function when only a single parameter varies while holding the other two fixed. Specifically, in order to understand the effect of empty line on the obtained policy, we emphasize by the dotted (red) line the states in which the TTE and the size of its corresponding clique are constant, specifically F = 2, C = 2, and the number of empty lines varies (0 ≤ E ≤ 3). This can be intuitively explained by the property according to which lines which are non-empty contain some information that potentially can be exploited in future transmissions, while the empty lines contain no information whatsoever. In addition, in order to demonstrate the value function dependence on the clique size, we emphasize the states in which TTE is fixed and equals 2 (F = 2), number of empty lines is fixed (we show two different values), while the clique size varies. Observe V (2; C; 0) and V (2; C; 1) which are represented by the solid cyan and the solid magenta lines, for E = 0 and E = 1, respectively. As expected, both lines have an increasing pattern with C, i.e., the greater is the maximal clique which corresponds to the line with the lowest TTE, the greater is the value function. By observation, one can also assume that the value function has a convex increasing form in C (cyan and magenta lines) and convex decreasing in E (the red line).
The effect of the differentiated packet loss is demonstrated in Figure 2 (below). We compared four different packet loss distributions, with average value equaling 0.3. Similarly to the TTE-unconstrained case, the best throughput was achieved where packet loss had the highest variance. However, the difference was significantly less visible, which is clearly understood from the TTE constraint, since TTE limits the number of packets sent by the AP before sending a clique containing the lossy users' pending packets. Note that following the same reasoning, the fairness issue is less acute. For example, in the case where the most reliable user had packet loss equaling 0.12, while the most lossy one had packet loss equaling 0.48, the ratio of the number of sent packets by the AP was 7 : 4 in favor of the reliable user.
Next we explore the dependence of the policy found for Aggregation I on various parameters, at equal packet loss which ranged from 5% to 35%. The results are shown in Figure 6 . For reference convenience, the first column denotes the state enumeration. Recall, that 1 stands for sending the maximal clique containing the oldest line, while 2 stands for transmitting a random empty line.
These results clearly demonstrate that the algorithm converges to the optimal policy in accordance with the channel condition. As for the threshold-type policy, the proof of this property is hard to accomplish, as it relies on the transition probabilities, which are hard to attain. However, the thresholdtype property can be observed by simulations, as it is seen from the table (see states (20) (21) (22) , (27) (28) (29) ). Note that the property can highly accelerate the RL procedure. As explained in Section IV, the transition probabilities are approximated by RL. Hence, simulation-based exploration is imminent in order to identify structural properties. Alternatively, one can attempt to prove the threshold property for the average long-run case, as we proved for the 1-D case in Section V. Note that as long as all three dimensions of V (ŝ) are viewed, the thresholds are expected to form three-dimensional surfaces.
We conclude the observations above by proposing an effective speedup for Algorithm A. The proposed enhancement stems from simulation results and from the previously discussed properties of value function in section V. First, in order to successfully operate a larger system, one can solve a (trial) system with small number of users with the same aggregation and the same channel conditions. Next, the resulting optimal policy can be extrapolated in order to get the policy for the desired system, for example, threshold and monotonicity patterns, as we examined above. In particular, define an approximating policy π 0 X using an assessment based on the policy found from a smaller system and the observed properties. Heuristically, this policy should allow a randomization around conjectured threshold states. Next, an adjustment ofV i and that of π k+1 X is heuristically performed. Again, this improvement can be done using the estimated properties of the value function, or can be combined within the regular run of the reinforcement learning as it appears in Algorithm A. See also monotone policy iteration algorithm in [39] .
In order to evaluate the effect of TTE on the policy, we compare both Aggregation I and Aggregation II with the greedy and semi-greedy algorithms proposed in [16] . Specifically, the greedy algorithm aims at maximizing the instantaneous reward received at each transmission opportunity. Hence, the policy according to the greedy algorithm is to transmit the maximal clique for each transmission opportunity. Whenever there is no clique (i.e., C ≤ 1), transmit a random empty line. The semigreedy (SG) policy is defined in the subsection above. Figures 3  and 4 compare the value function of the discounted infinite horizon cost with a zero matrix as the initial state, for the different policies. Figure 3 clearly depicts that, as expected under the TTE constraints, the semi-greedy algorithm performs almost as poorly as the uncoded policy. This is explained by the fact that it does not take into account lines which can be discarded. Hence, it misses clique transmission opportunities just by trying to fill the matrix with non-empty lines. Moreover, in a system where the number of users is greater than TTE, the AP will never be able to fill the state matrix with nonempty lines. So, the aforementioned semi-greedy algorithm will coincide with the uncoded algorithm which sends only uncoded packets. Hence, we devised an alternative heuristic algorithm, termed modified semi-greedy (MSG). MSG differs from SG in that whenever there is a line in which the TTE is going to expire on the next slot (i.e., TTE = 1), the AP transmits the maximal clique containing the oldest line. The results of the MSG heuristics are also depicted in Figure 3 . Note that MSG is indifferent to the channel conditions and acts identically with any packet loss (Figure 3 left) . Further note that even though both policies rely on the same parameters to make a decision, i.e., both perform using the triplet {oldest line, maximal clique size, number of empty lines}, Aggregation II outperforms the MSG algorithm at all packet loss values. This can be explained by the fact that MSG, while being effective as a simple heuristic algorithm, neglects the channel condition, i.e., MSG provides only a single retransmission opportunity for a packet before it gets outdated, regardless of the loss probability. This is in contrast to Aggregation II which effectively adjusts the policy to the channel packet loss without prior knowledge of the packet loss ( p), using the online learning. Indeed, the advantage of Aggregation II becomes more prominent at higher packet loss values, as can be seen in Figure 3 .
Next, observe that when the number of users is greater than TTE, the effect of the surplus of the number of users is negligible. This stems from the fact that at most E = T T E lines can have non-zero entries at all times. Indeed, we see that K = 10 leads to almost no improvement in performance compared to the T T E = 5 case (the corresponding lines in Figure 4 are almost coincide). Hence, we conjecture that for the case where K > T T E, further state-space minimization could be done. However, once one increases the T T E parameter, the performance improvement is tangible. These results are seen in Figure 4 as well. Finally we compare the average cost long-run simulation results ( Figure 5 ). Relying on Blackwell optimality, we used the same policies we found for the discounted case. One sees the same performance gradation as for the discounted cost.
APPENDIX

A. Proof of Proposition 3.1
Proof: We prove by constructing a reward functionR = {r (ŝ ,â,ŝ)}. Let the rewards associated with policy restriction and aggregated originating state ber (s ,ā,s). Observe that s ∈s P r (s ,ā,s) = r (s ,ā, s ) = 1. Hence, Fig. 6 . Approximately optimal policy, for a system with K = 5 users and T T E = 5. 1 stands for sending the clique containing the oldest line, while 2 stands for sending a random empty line. Observe the dependence of the policy on the packet loss, e.g. in states 7,9,11,21,28, 29 (These states are marked in red). The impact of the parameter F can be seen from states {F, 3, 2},(states 20, 21, 22), for example. Note that the clique is always sent in the cases where F = 1, i.e., the oldest line in this clique is about to expire. In the cases where F > 1, the policy depends on the packet loss, and generally tends to change to 2 once p is greater and/or F is higher. 
Er
Similarly tor (s,ā) in M 1 , definer (ŝ,â) inM :
r (ŝ,â) = ŝ r (ŝ ,â,ŝ)p(ŝ |ŝ,â)
Thus, we wish to findr (ŝ ,â,ŝ) such that r (s ,ā,s) =r (ŝ ,â,ŝ).
Since both the summation in (8) and the outer summation in (7) are over all aggregated states, (9) will be achieved by taking:
r (ŝ ,â,ŝ)p(ŝ |ŝ,â) = s ∈s r (s ,ā,s) p(s |s,ā).
That is,r (ŝ ,â,ŝ) = s ∈s r (s ,ā,s) p(s |s,ā) p(s |s,ā)
with the mappingŝ ∼s andâ ∼ā. Note that one should use (5) in (10) . Hence, we have the desired result:
γ nr n (s n+1 ,ā,s n ) = VŪ (s 0 )
