The implantable cardioverter-defibrillator is an effective therapeutic device for preventing death from life-threatening arrhythmias such as ventricular tachycardia and ventricular fibrillation in patients with cardiac diseases. It is important to prevent their recurrence and treat these arrhythmias as early as possible. It is also essential to accurately distinguish among normal sinus rhythm, ventricular tachycardia, ventricular fibrillation, and supraventricular tachycardia. Therefore, in this study, we proposed a classification method that uses multiple regression model based on information extracted from simultaneous intracardiac electrocardiograms, to identify episodes of sinus rhythm, supraventricular tachycardia, and ventricular tachycardia from human intracardiac electrocardiograms. From the results of validation, we confirmed that the proposed method is able to distinguish shockable cardiac rhythms from nonshockable cardiac rhythms based on indices obtained from simultaneous intracardiac electrocardiograms.
Introduction
The number of victims of sudden cardiac death is estimated to be about 70, 000 per year in Japan and is increasing continuously. Sudden cardiac death is directly caused by life-threatening cardiac arrhythmias such as ventricular tachycardia (VT) and ventricular fibrillation (VF). The survival rates following these arrhythmias decrease by 7％-10％ per minute ; therefore, it is important to detect and treat as soon as possible z1|. The implantable cardioverter-defibrillator (ICD) is an effective therapeutic device for preventing death from lifethreatening arrhythmias in patients with cardiac diseases. However, the traditional algorithms used in the ICD for detecting VF and VT are based almost exclusively on the information of the cardiac cyclez2|, making it difficult to accurately distinguish among normal sinus rhythm, VT, VF, and supraventricular tachycardia (SVT).
Furthermore, the incidence of inappropriate ICD therapy has not been reduced. A recent study found incorrectly detected VT in 14％ of the patients implanted with ICD for secondary sudden cardiac death prevention and in 30％ of those implanted for primary preventionz3|. Even modern, optimized ICD detection algorithms detects VTs in only 60％-70％ of patients with spontaneous tachycardias z4| . Detection errors are attributable to different reasons ; for example, ventricular oversensing causes inappropriate therapy in up to 25％ of patientsz3|.
To treat VF or VT accurately, it is necessary to improve the classification algorithms that are used to distinguish shockable cardiac rhythms from nonshockable cardiac rhythms. In addition, these algorithms should detect arrhythmias as quickly as possible.
In our previous studies, we proposed a method based on information extracted from intracardiac electrocardiograms (IECGs) to identify episodes of sinus rhythm (SR), SVT, VT, and VFz5-9|. IECGs were measured from the left ventricle (IECGLV), right ventricle (IECGRV), and right atrium (IECGRA). The arrhythmias were classified by inputting 14 indices obtained from these IECGs into a multiple regression model and by applying a time series analysis. In these previous studies, in vivo data were obtained from five dogs in an acute experiment. We verified that the abovementioned method was able to detect life-threatening arrhythmias within a short time with relatively high accuracy.
However, these results were obtained by analyzing experimental data from dogs. Thus, in the present study, we applied our methods to data obtained from human IECGs, and validated the efficacy of the methods for detecting various arrhythmias except VF, because of very few VF datasets in the human IECG database used in this experiment.
Method for detecting arrhythmias

Data Description and Preprocessing
This study used data from Ann Arbor Electrogram Libraries (AAEL), which is an online electrogram databasez10|. Recordings consist of surface electrocardiograms (ECGs) and intracardiac bipolar and unipolar electrograms of diverse cardiac arrhythmias. The IECGs were measured using bipolar leads from the right atrium and right ventricular apex. In this study, the IECG data obtained from these bipolar leads were used, while left ventricular IECG was measured in previous studiesz5-9|. The data were sampled at 1 kHz and then resampled at 250 Hz.
First, a bandpass filter (0.8-40 Hz) was applied to the IECG signals to remove the noise component. After filtering, the data were analyzed using a moving data window with a width of 2.0 s and a shift width of 0.4 s, as shown in Fig. 1 . In previous studies, the width of the moving data window was set at 1.0 s and the shift at 0.2 s for data obtained from experiments conducted using dogs. Considering the difference in heart rate between humans and dogs, we doubled the values as described above. Several indices based on the feature variables of IECGs were calculated in each window. The number of windows available for each cardiac rhythm is shown in Table 1 , which shows that the AAEL database consists of very few VF datasets. Thus, in the estimation process, we did not consider the performance of VF detection.
Classification
First,  is defined as the discrete time, which is increased by shifting the window in 0.4-s increments. Our multiple regression method is described as follows : 1) m is defined as the number of feature variables. Let x1(), x2 (), …, x m () represent m feature variables extracted from the IECG signals at the -th window.
Define a feature vector x() as x()＝zx1(), x2(), …,
2) The cardiac rhythms consisting of SR, SVT, VT, and VF are numbered from i＝1 to 4; i.e., i＝1 denotes SR, i＝2 denotes SVT, i＝3 denotes VT, and i＝4 denotes VF. The detection result is described as follows :
Define the result of the detection vector y() as y()＝ zy1(), y2(), …, y4()| T . 3) Assuming that the feature vector x() is an explanatory variable, and y() is an objective variable, a multiple regression model is described as follows :
where A is a 4×m regression coefficient matrix and vector e() is a 4×1 disturbance term.
In this study, the number of feature variables, m, was set at 9 as will be described later, and the number of windows, K, was set at 500 experimentally. Matrix A was calculated by the least-squares method using Equation 2. A model for each cardiac rhythm according to Equation 1 was estimated using the training dataset. The same training dataset was used for the identification of the four models of rhythms. The detection vector ŷ () was calculated as the estimated value of y() corresponding to four types of cardiac rhythms when x() was input into Equation 2 when e()＝0. After that, the number of the cardiac rhythm i corresponding to the maximum ŷ() was selected as the type of cardiac rhythm.
Indices Based on IECGs
To classify four cardiac rhythms using the multiple regression model, we used 14 feature variables in previous studies. On the other hand, we used 9 feature variables to classify three cardiac rhythms in this study.
Histogram distribution
To evaluate the index of independence between atrial ECG and ventricular ECG, simultaneous frequency distribution between pairs of IECGs was expressed by five times five bins, and Pearsonʼs χ 2 statistic was calculated from the distribution z5| . In addition, the dispersion of the histogram was calculated as the standard deviation (σ) of the counts in each bin of the Advanced Biomedical Engineering. Vol. 3, 2014. (60) histogram. In this paper, Pearsonʼs χ 2 statistic and standard deviation σ of simultaneous frequency distribution between IECGRA and IECGRV were calculated.
Cardiac periods
The periods (R-R intervals) were the only indices extracted from single IECGs. The cardiac period was obtained from the R-R interval using the commonly used R-wave detection method. The cardiac periods PeriodRV and PeriodRA were obtained from IECGRV and IECGRA, respectively. In addition, we calculated the ratio between PeriodRA and PeriodRV.
Relative delay
To evaluate the index of relative delay between the atrial ECG and ventricular ECG, the relative delay from IECGRA to IECGRV was calculated using the difference of each first R-wave.
The relative delay of the IECGs reflects the atrioventricular conduction. If two IECGs are synchronized, the delay is almost constant. In contrast, if two IECGs are in an asynchronous state, the delay is inconstant. The constancy of the R-P interval is known to be a reliable diagnostic criterion for VT.
Complex plain based on simultaneous distribution of IECGs
Finally, the main angle of the distribution of two IECGs and the length of depolarization were considered. To facilitate the calculations, a complex number Z was defined as follows :
Z=IECG+i⋅IECG , ( 3 ) where i is the imaginary unit. The first and third quartile points of the angle of Z were used as the indices to represent the angle of the distribution. The main angle was larger in VT events (-80°) than in SVTs (-50°).
The length of the depolarization was approximated to the number of the points of Z which satisfied the following equation ;
|Z|＞0.05⋅ max
In VF, the length was almost 500 (window length) because depolarization was prominent during most of the cardiac cycle. On the other hand, the length was smaller in SR in which the R-R intervals were larger, and intermediate in tachycardia.
Detection of arrhythmias based on time series
analysis In this study, if the maximum value of ŷ (), ŷmax, was lower than a threshold value, yth, at the -th window, we used the autoregressive filter with the past n ŷ() value as followsz9|.
After y () was calculated, the value of ŷ() was replaced by the value of y () sequentially. When ŷmax has a low value and low reliability, this method makes it possible to decrease erroneous decisions by using past detection results. In addition, yth was set at 0.7 based on the result of our previous studyz9|, which was determined such that the false detection rate of fatal arrhythmias (VT or VF) could be minimized. In addition, one detection result was determined from the detection results of multiple windows using the majority functionz9|. In this study, the detection result was output every tdet zs| which was defined as 0.2, 0.4, ..., 3.0 s with the majority function after calculating the autoregressive filtering. Thus, elimination of sudden errors such as detecting a VT rhythm in a continuous SR rhythm can be expected.
Validation
To assess the validity of the proposed method, K windows were selected for the training set based on four patterns of component ratios for the four cardiac rhythms as shown in Table 2 , and W windows were used in the test set. In addition, the validation process was repeated 100 times to evaluate the robustness of the methodz8|. In this study, W was set at 6357 and K was set at 500 based on the results of previous study.
All the indices were normalized in the training process. The same normalization coefficients were used for normalizing the test set. Then, the mean of 100 models was applied to the test set.
For evaluating the classification performance, the sensitivity and specificity for each cardiac rhythm were used. In addition, the false positive rate (FPR) and false negative rate (FNR) were calculated to evaluate the efficacy of the proposed method. The FPR represents the probability that SR or SVT is erroneously classified as VT and indicates a case where the ICD is activated incorrectly. The FNR represents the probability that VT is erroneously classified as SR or SVT and indicates a case where the ICD is not activated incorrectly.
Results
In this study, even though the classification was performed with four models, one for each cardiac rhythm, the specificity and sensitivity of VF were not considered because the number of VF rhythms in AAEL is very small. Figures 2 and 3 show the mean and standard deviation of the specificities and sensitivities, respectively, of three cardiac rhythms for the four patterns. In pattern 1, the specificity of SR and sensitivity of SVT Makoto ABE, et al : Detection of Life-threatening Arrhythmias for ICD Using Human Data (61) Table 2 were lower than those of the other patterns. In patterns 2 and 3, all the specificities were greater than 0.94 and all the sensitivities were greater than 0.89. These results indicate that the proposed method exhibited high performance in classifying three cardiac rhythms from the IECGs of humans. Furthermore, as the standard deviations of the specificity and sensitivity in patterns 3 and 4 are low, the models estimated by the proposed method may have a high repeatability. Figures 4 and 5 show the FPR and FNR, respectively, for the four patterns. Figure 5 indicates that more than two data windows could make the FNR equal to zero using the majority function, except for pattern 1. Therefore, all the VT data could be classified correctly within 0.8 s. As seen in Fig. 4 , a higher SR rate resulted in a lower FPR. The results from Fig. 4 and Fig. 5 show that patterns 2 and 3 are better than the other patterns.
Discussion
In this study, even though there were no left ventricular data, the proposed method showed high classification performance for three cardiac rhythms from the IECGs of humans. The specificities and sensitivities in patterns 2 and 3 were as good as the results of the previous studyz7|. In particular, the sensitivity of VT was lower than 0.88 in the previous study z7|, but was higher than 0.96 for all patterns in the present study. This result is significant for consideration of implementation of ICD.
In addition, the result that all the VT data could be classified correctly within 0.8 s was also as good as the results of the previous study in which all the VT or VF data were detected accurately within 1.0 sz9|. In general, VT is detected based on a rhythm consisting of 8 to 10 cardiac cyclesz10|, and faster algorithms have achieved a mean VT detection time of 2-3 s z11| . The proposed method is able to classify VTs faster than these previous studies.
These findings show that if left ventricular data can be measured, the proposed method may be expected to demonstrate even higher performance for classifying arrhythmias.
However, VF data were not classified in this study because of insufficient VF data in AAEL. It is important that the algorithm when implemented in the ICD is able to detect VF correctly. Therefore, we need to verify the VF detection capability of the proposed method using IECGs from humans.
Furthermore, the FPR should be further decreased to prevent inappropriate therapy. Although the method with the majority function is efficient, it requires additional time to correctly detect arrhythmias. Therefore, we should develop a method that improves both the accuracy and speed of detection. 
Conclusion
We proposed a new algorithm using multiple regression model to detect arrhythmias for use in implantable cardioverter-defibrillators. Then, we applied the proposed method to data of human intracardiac electrocardiograms obtained from the Ann Arbor Electrogram Libraries. From the classification results, the proposed method has high accuracy and speed for classifying three cardiac rhythms SR, SVT, and VT from intracardiac electrocardiograms of humans.
The main drawback of this study is that these results were obtained from a limited dataset. The proposed method should be evaluated using more data obtained under different conditions. (64)
