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The models of the Internet reported in the literature are mainly aimed at reproduing the sale-
free struture, the high lustering oeient and the small world eets found in the real Internet,
while other important properties (e.g. related to entrality and hierarhial measurements) are
not onsidered. For a better haraterization and modeling of suh network, a larger number of
topologial properties must be onsidered. In this work, we present a sound multivariate statistial
approah, inluding feature spaes and multivariate statistial analysis (espeially anonial pro-
jetions), in order to haraterize several Internet models while onsidering a larger set of relevant
measurements. We apply suh a methodology to determine, among nine omplex networks models,
whih are those most ompatible with the real Internet data (on the autonomous systems level)
onsidering a set of 21 network measurements. We onlude that none of the onsidered models an
reprodue the Internet topology with high auray.
I. INTRODUCTION
In the Internet, an autonomous system (AS) is a large
domain of IP addresses that usually belongs to one or-
ganization suh as a university, a private ompany, or
an Internet Servie Provider. Sine AS are onneted
through border routers, the Internet an be onsidered
as onsisting of interonneted AS. The understanding
of the fundamental mehanisms that govern the Internet
evolution and emergene are fundamental for modeling
and simulating of dynamial proess, suh as attaks [1℄
and asade failures [2℄, as well as for trying to improve
protools and routing.
Large data sets about the Internet onnetions have
been available sine the 90s. In 1999, Faloutsos et
al. [3℄ showed that the distribution of onnetions is fol-
low a power law, despite the fat that new verties and
edges appear and disappear all the time. This nding
boosted the modeling and haraterization of the Inter-
net. Among the obtained results, it has been shown that
the sale-free struture is important for providing net-
work tolerane to random failures [1℄ and tra onges-
tion [4, 5℄. However, suh a topology makes the network
vulnerable to intentional attaks [6℄. At the same time,
the Internet protool eieny is highly inuened by the
network onnetivity, while the power law degree distri-
bution results in an absene of an epidemi threshold,
whih favors the spreading of omputer viruses [7℄.
The models proposed to generate the Internet topology
vary from ompletely random to those inluding prefer-
ential attahments [8℄. Aurate models for the Internet
are partiularly important for growth foreast, arhite-
ture planning and design, and to provide topologies for
dynamial proess simulation. Although the harater-
ization of the Internet struture is beoming more and
more preise, just a few models an statially reprodue,
and even so in approximate fashion, the Internet evolu-
tion [9℄. While the urrent models are mainly aimed at
the degree distribution, other important features  suh
as those quantied by entral and hierarhial measure-
ments  have not teen onsidered in these models. This
approah an result in inaurate and inomplete models.
For instane, Alderson et al. [10℄ showed that networks
with the same number of verties and edges, but distint
struture, an present the same degree distribution (see
also [11℄). In this way, the fat that a model reprodues
the same degree distribution as the real network is not
enough to validation. This suggests that most urrent
Internet models an be biased, undermining endeavors
suh as the predition of Internet evolution and dynami-
al simulations. In this paper, we apply an alternative ap-
proah to determine the auray of network models, by
onsidering multivariate statistial analysis and Bayesian
deision theory [12, 13, 14, 15℄.
Multivariate statistial methods have not been onsid-
ered by omplex networks researhers until reently. The
appliation of suh methods in lassiation of network
has been suggested reently (e.g. [15, 16, 17℄). Multi-
variate statistial methods allow the onsideration of a
large set of variables and an be of great help for net-
work modeling. Indeed, a model an be onsidered as
being aurate if it an generate networks whose stru-
tural properties  quantied by a large set of network
measurements  are statistially similar to those found
for the real network being onsidered.
In this work we present the appliation of multivari-
ate statistial methods, namely anonial projetions and
Bayesian deision theory, in order to determine whih
among a set of Internet models is the most appropriated
to generate AS topologies. We onsidered nine dierent
omplex networks models and a set of 21 measurement
in our analysis.
2II. CONCEPTS AND METHODS
The onsidered Internet database, dened at the level
of autonomous systems (AS), is available at the web
site of the National Laboratory of Applied Network Re-
searh (http://www.nlanr.net). The data was olleted
in February 1998, with the network ontaining 3522 ver-
ties and 6324 edges. For the network haraterization,
we took into aount a set of 21 network measurements:
(i) 〈k〉, average vertex degree; (ii) kmax, maximum de-
gree, (iii) 〈cc〉, average lustering oeient; (iv) knn,
average neighbor onnetivity; (v) ℓ, average shortest
path length; (vi) r, assortative oeient; (vii) 〈B〉, aver-
age betweenness, (viii) cD, entral point dominane; (ix)
st , straightness oeient of the degree distribution; (x)
〈k2〉, hierarhial degree of level two; (xi) 〈cc2〉, hierar-
hial lustering oeient of level two; (xii) cv2, on-
vergene ratio of level two; (xiii) dv2, divergene ratio
of level two; (xiv) E2, average inter-ring degree of level
two; (xv) A2, average intra-ring degree of level two; (xi)
〈k3〉, hierarhial degree of level three; (xvii) 〈cc3〉, hi-
erarhial lustering oeient of level three; (xviii) cv3,
onvergene ratio of level three; (xix) dv3, divergene ra-
tio of level three; (xx) E3, average inter-ring degree of
level three; and (xxi) A3, average intra-ring degree of
level three. The lassiation was obtained by onsid-
ered anonial variable analysis and Bayesian deision
theory [12, 13, 16℄.
A. Network measurements
The AS network an be represented in terms of its
adjaeny matrix A, whose elements aij are equal to one
whenever there is a onnetion between the verties i and
j, or equal to 0, otherwise. The average vertex degree is
given as
〈k〉 =
1
N
∑
ij
aij . (1)
The lustering oeient of a node i (cci) is dened by
the proportion of links between the verties within its
neighborhood, li, divided by the number of links that
ould possibly exist between them (ki(ki − 1)/2). The
average lustering oeient is omputed as
〈cc〉 =
1
N
N∑
i=1
cci =
1
N
N∑
i=1
∑N
j=1
∑N
m=1 aijajmami
ki(ki − 1)
. (2)
The average neighbor onnetivity (knn) measures the
average degree of verties neighbor of the eah vertex in
the network [18℄. The average shortest path length (ℓ) is
alulated by taking into aount the shortest distane
between eah pair of verties in the network. The assor-
tative oeient measures the orrelation between vertex
degrees,i.e.,
r =
1
M
∑
j>i kikjaij −
[
1
M
∑
j>i
1
2
(ki + kj)aij
]2
1
M
∑
j>i
1
2
(k2i + k
2
j )aij −
[
1
M
∑
j>i
1
2
(ki + kj)aij
]2 .
(3)
The straightness oeient (st) quanties the level to
whih a log-log distribution of points approahes a power
law, whih is omputed in terms of the Pearson orrela-
tion oeient of the loglog degree distribution [16℄.
The onsidered entrality measurements are based on
the betweenness entrality, whih is dened as
Bu =
∑
ij
σ(i, u, j)
σ(i, j)
, (4)
where σ(i, u, j) is the number of shortest paths between
verties i and j that pass through vertex u, σ(i, j) is the
total number of shortest paths between i and j, and the
sum is over all pairs i, j of distint verties. The average
betweenness entrality (〈B〉) is omputed onsidering the
whole set of verties in the network. The entral point
dominane is dened in terms of the betweenness by the
following equation,
cD =
1
N − 1
∑
i
(Bmax −Bi). (5)
where Bmax represents the maximum betweenness found
in the network.
Complex networks measurements an also be dened
in a hierarhial (or onentri) way [14, 19, 20, 21℄, i.e.
by onsidering the suessive neighborhoods around eah
node. Therefore, it is interesting to dene the ring of ver-
ties Rd(i), whih is formed by those verties distant d
edges from the referene vertex i. The hierarhial de-
gree at distane d (kd(i)) is dened as the number of
edges onneting the rings Rd(i) and Rd+1(i). The hier-
arhial lustering oeient is given by the number of
edges in the respetive d-ring (md(i)), divided by the to-
tal number of possible edges between the verties in that
ring, i.e.,
ccd(i) =
2md(i)
nd(i)(nd(i)− 1)
, (6)
where nd(i) represents the number of verties in the ring
Rd(i). The onvergene ratio at distane d of i orre-
sponds to the ratio between the hierarhial degree at
distane d − 1 and the number of verties in the ring
Rd(i),
cvd(i) =
kd−1(i)
nd(i)
. (7)
The divergene ratio orresponds to the reiproal of the
onvergene ratio, i.e.,
dvd(i) =
nd(i)
kd−1(i)
. (8)
3Finally, the average inter ring degree is given by the av-
erage of the number of onnetions between eah vertex
in the ring Rd(i) and those in Rd+1(i),
Ed(i) =
kd(i)
nd(i)
; (9)
and the average intra ring degree is dened as the average
among the degrees of the verties in the ring Rd(i),
Ad(i) =
2md(i)
nd(i)
, (10)
The average of eah hierarhial measurements is ob-
tained by taking into aount the loal hierarhial mea-
surement of eah vertex in the network.
B. Network models
The following nine omplex network types are onsid-
ered for modeling the Internet:
1. Erd®s-Rényi random graph (ER): The network is
onstruted onneting eah pair of verties in the
network with a xed probability p [22℄, where eah
pair of verties (i, j) is seleted at random only
one. This model generates a Poisson degree dis-
tribution.
2. Small-world model of Watts and Strogatz (WS): To
onstrut this small-word network, one starts with
a regular lattie of N verties in whih eah ver-
tex is onneted to κ nearest neighbors in eah di-
retion. Eah edge is then randomly rewired with
probability p [23℄.
3. Waxman geographial Internet model (WGM): Geo-
graphial networks an be onstruted by distribut-
ing N verties at random in a 2D spae and on-
neting them aording to the distane. The model
suggested by Waxman to model the Internet topol-
ogy [24℄ onsiders the probability to onnet two
verties i and j, distant Dij , as P (i → j) ∼
θe−λDij .
4. Barabási-Albert sale-free model (BA): The net-
work is generated by starting with a set of m0 ver-
ties and, at eah time step, the network grows with
the addition of a new vertie with m links. The
verties whih reeive the new edges are hosen fol-
lowing a linear preferential attahment rule, i.e. the
probability of the new vertex i to onnet with an
existing vertex j is proportional to the degree of j,
P(i→ j) = kj/
∑
u ku [25℄.
5. Limited sale-free model (LSF): The network is gen-
erated as in the BA model but the maximum degree
is limited in order to be equal to the degree of the
real network [26℄.
6. Sale-free model of Dorogovtsev, Mendes and
Samukhin (DMS): This network is onstruted as in
the BA model, but the preferential attahment rule
is dened as P(i → j) = (kj + k0)/
∑
u(ku + k0)
[27℄. The onstant k0 ontrols the initial attra-
tiveness and provides variation of onnetivity from
−m < k0 < ∞, allowing a larger variation in the
exponent of the power law, γ = 3 + k0/m (for the
BA model, γ = 3).
7. Nonlinear sale-free network model (NLSF): The
network is onstruted as in the BA model, but in-
stead of a linear preferential attahment rule, the
verties are onneted following a nonlinear pref-
erential attahment rule, i.e., Pi→j = k
α
j /
∑
u k
α
u .
In this ase, while for α < 1, the network has a
strethed exponential degree distribution, for α > 1
a single site onnets to nearly all other sites [28℄.
8. The geographi direted preferential Internet topol-
ogy model (GdTang): This internet generator on-
struts diret AS networks by onsidering some
rules of the BA model. At eah time step, a new
vertex i and m edges are added to the network.
The new vertex i onnets with a vertex j aord-
ing to the the rule Pi→j = k
out
j /
∑
u k
out
u . The
remaining m − 1 edges onnet any vertex in the
network aording to the rule: the outgoing end-
point of eah edge (node i) is hosen with proba-
bility Pi = k
in
j /
∑
u k
in
u and the inoming endpoint
(node j) with Pj = k
out
j /
∑
u k
out
u . With probabil-
ity β, the added edge is loal and the endpoints are
restrited to the same region. The nodes are spa-
tially distributed onsidering a pre-dened distri-
bution. On the other hand, with probability 1− β,
the edge is global and an onnet any endpoints.
With probability p, eah added edge may beome
a undireted edge [29℄.
9. The Inet internet topology generator : The Inet 3.0
has been based on the AS growth analysis sine
November 1997. Basially, this model assumes an
exponential growth rate of the number of AS and
it is omputed the number of months t neessary
to obtain a network with N verties. Next, the
out-degree frequeny and the rank out-degree dis-
tribution are alulated. A fration of n verties
are assigned to degree one and the remaining ver-
ties are assigned out-degrees aording to the out-
degrees frequeny. More details about this model
an be found in [8, 30℄.
The models (iv)-(ix) produe networks with power law
degree distributions as observed in the Internet. The
models (i)-(iii) are onsidered in the urrent network las-
siation beause of their ability to reprodue network
topologial properties suh as the small world eet and
the high average lustering oeient values. The NLSF
model is simulated onsidering the exponents of the pref-
erential attahment equal to α = 0.5 and α = 1.5. The
4models WGM, GdTang and Inet were developed speif-
ially to generate Internet topologies. Despite GdTang
generates direted networks, we symmetrize the onne-
tions  direted onnetions were transformed in undi-
reted. This transformation does not alters the net-
work struture. All onsidered networks were formed by
N = 3522 vertex and the average vertex degree adjusted
to that of the original network (〈kAS〉 = 3.59).
C. Classiation methodology
A multivariate statistial method was adopted in or-
der to assoiate (through lassiation) the Internet to
the most likely among the onsidered models [16℄. The
lassiation was obtained by assoiating the real net-
work to the model whih best reprodues its topology,
as quantied by the measurements. The features spae
was dened for 10 lasses (the nonlinear model is de-
ned onsidering two dierent exponents for the prefer-
ential attahment). For eah model, 50 networks were
generated and 21 measurements were omputed. In this
way, eah network model realization was represented by
a feature vetor omposed by 21 elements in the spae
of attributes. Suh a spae was projeted into 2D by
using anonial variable analysis [16, 31℄ and the region
of lassiation was obtained by Bayesian deision the-
ory [12, 13℄.
Canonial analysis has been used to redue the di-
mensionality of the measurement feature spae. It pro-
vides a powerful extension of prinipal omponent analy-
sis [31℄, performing projetions whih optimize the sepa-
ration between known ategories of objets. To perform
the anonial analysis it is neessary to onstrut a ma-
trix whih quanties the variation inside the groups pre-
viously dened, and a seond matrix whih quanties the
variation among these groups. If we onsider C lasses
(network models), eah one identied as Ci, i = 1, . . . , C,
and that eah network realization n is represented by its
respetive feature vetor ~xn = (x1, x2, . . . , xp)
T
, the in-
tralass satter matrix is dened as
Sintra =
C∑
i=1
∑
n∈Ci
(
~xn − ~〈x〉i
)(
~xn − ~〈x〉i
)T
, (11)
and the interlass satter matrix is given as,
Sinter =
C∑
i=1
Ni
(
~〈x〉i −
~〈x〉
)(
~〈x〉i −
~〈x〉
)T
, (12)
where
~〈x〉i orresponds to the average of a given variable
for the lass i and ~〈x〉 is the general average of a given
variable for all lasses.
By omputing the eigenvetors of the matrix
S−1
intra
Sinter and seleting those orresponding to highest
absolute eigenvalues, λ1, . . . , λp, it is possible to projet
the set of variables into less dimension usually 2 or 3
dimensions, depending on the number of highest eigen-
values onsidered [13℄.
The Bayesian deision is performed in order to ob-
tain the regions of lassiation by onsidering non-
parametri estimation [12℄. In this, ase the mass proba-
bilities Pi, whih orresponds to the probability that an
network belongs to lass Ci, as well as the onditional
probability densities, p( ~xn|Ci), are estimated by using
non-parametri methods (see [12, 13℄). The Bayes rule
an then be expressed as:
if f(~xn|Ca)P (Cm) = maxb=1,m{f(~xn|Cb)P (Cb)}
then select Ca,
where ~xn is the vetor that stores the network set of
measurements and Ca is the lass of networks assoiated
to the model a. Further details about suh an approah
are disussed in [16℄.
III. RESULTS AND DISCUSSION
The network models were generated while onsidering
parameters that best approximate the average vertex de-
gree and/or the average lustering oeient of the real
network. In this way, we onsidered fpr eah model: (i)
ER, p = 〈kAS〉/(N − 1); (ii) SW, κ ≃ 〈kAS〉/2 = 2
and p = 1 − [〈ccAS〉(4κ − 2)/(3κ − 3)]
1/3
; (iii) BA,
m ≃ 〈kAS〉/2 = 2; (iv) WGM, the parameters λ = 1.35
and θ = 1 were adjusted in order to obtain a degree sim-
ilar to the real network; (iv) LSF, m ≃ 〈kAS〉/2 = 2
and the maximum degree was taken equal to that ob-
served in the real network; (v) DMS, m ≃ 〈kAS〉/2 = 2
and k0 = m(γAS − 3), where γAS = 2.2 is the expo-
nent of the degree distribution of Internet [18℄; (vi) KP,
m ≃ 〈kAS〉/2 = 2 and the oeient of the nonlinearity
was taken α = 0.5 and α = 1.5; (vii) GdTang, p = 0.5
and β = 0.07; and (viii) Inet 2.0, the fration of verties
with degree equal to one was dened as observed in the
Internet. The measurements 〈kAS〉 and 〈ccAS〉 are the av-
erage degree and the average lustering oeient found
in the Internet, respetively. For eah model, 50 net-
works were generated and a set of 21 dierent measure-
ments were omputed for eah one (nine non-hierarhial
and 6 hierarhial, where the hierarhial measurements
onsider the seond and third hierarhies).
Table I presents the ve most ommonly used measure-
ments for network haraterization. Aording to their
values, we may onlude that the Inet 3.0 is the most
aurate model, in spite of 〈cc〉 = 0. However, suh a set
of measurements does not quantify the majority of net-
work properties and a larger set of measurements must
be onsidered in order to enhane the preision of the
analysis.
In order to obtain the lassiation of the Internet by
using anonial variable analysis and Bayesian deision
theory, aording to the set of models and measurements,
we took into aount the following eight measurements
ongurations:
51. {kmax, ℓ, r}.
2. {〈k〉, kmax, 〈cc〉, ℓ, r, cD}
3. {〈cc〉, knn, ℓ, cD, st}
4. {kmax, 〈cc〉, knn, ℓ, r, 〈B〉, st}
5. {knn, ℓ, r, 〈B〉, 〈k2〉, 〈cc2〉, 〈k3〉, 〈cc3〉}
6. {〈k〉, kmax, 〈cc〉, ℓ, r, cD, 〈k2〉, 〈cc2〉}
7. {〈k2〉, 〈cc2〉, 〈cv2〉, 〈E2〉, 〈A2〉, 〈k3〉, 〈cc3, 〉〈cv3〉,
〈E3〉, 〈A3〉}
8. {〈k〉, kmax, 〈cc〉, knn, ℓ, r, 〈B〉, cD, st, 〈k2〉, 〈cc2〉, cv2,
E2, A2, 〈k3〉, 〈cc3〉, cv3, E3, A3}.
Figures 1 and 2 present the obtained partitions and
lassiations. As we an see, dierent lassiations
were obtained depending on the set of measurements on-
sidered. For the set (i) and (ii) (Figure 2(a) and 2(b)),
the Internet was best represented by the model Inet 3.0.
Indeed, this result is observed in Table I and reets the
biased lassiation when a redued set of measurements
is onsidered. The Inet reprodues well some topologial
measurements (〈k〉, kmax, ℓ, r), while other measurements
( 〈c〉 and cD) tend to diverge. When the sets (vi) and
(vii) are taken into aount, the Internet is best mod-
eled by the ER network model (Figures 2(b) and 2()).
This lassiation was not expeted, sine ER model pro-
dues networks with topology dierent from the Inter-
net (see Table I). In ase the measurements (iii), (iv)
and (viii) are onsidered, the Internet was lassied as
KP(α = 1.5) (Figures 1(), 1(d) and 2(d)). Indeed, this
model onsiders the non-linear preferential attahment,
whih has been onsidered in other Internet models, suh
as that developed by Zhou and Mondragon [32℄  whih
was not onsidered here beause it is suitable to repro-
due only CAIDA networks [33℄. For the set of measure-
ments (v), the Internet was lassied as BA model, even
if the BA model did not produe assortative networks
with high average lustering oeient and degree distri-
bution with the same exponent as observed in Internet
(γBa = 3 and γAS = 2.2). In none of the lassia-
tions, the real network was plaed among the points that
dened eah lass. All these results suggest that none
of the models an reprodue the Internet topology with
high auray. The ER, BA, NLSF (α = 1.5) and Inet
3.0 an reprodue just some topologial properties of the
real network. Therefore, suh models an be onsidered
as roughly approximated. For a given model to repro-
due the Internet struture with preision, whatever the
set of measurements onsidered, the network would have
to be lassied as orresponding to this model. Our re-
sults suggest that a revision of Internet modeling must
be onsidered in order to obtaining improved prototypes.
A possibility to obtain a better model of Internet is to
observe whih of the properties of the ER, BA, NLSF
and Inet 3.0 are important for Internet evolution. In this
ase, a hybrid model may be onstruted.
IV. CONCLUSIONS
In this work we presented an appliation of multivari-
ate statistial analysis to determine, among a set of pre-
dened omplex networks models, whih of them is po-
tentially most suitable to represent the Internet topology.
Our results suggest that none of the onsidered models
reprodue all onsidered features of the Internet. Even
models developed speially to reprodue the Internet
struture  suh as the Inet, WGM and GdTang  do
not seem to be very aurate. In order to obtain more
preise modeling, hybrid models an be onstruted, on-
sidering properties of the ER, BA, NLSF and Inet 3.0
that are important for Internet evolution, as these models
were the only that reprodued, partially, some Internet
topologial properties.
The present work suggests that a revision in Internet
modeling, whih an be assisted by the methods on-
sidered in this work. Also, it is possible to extend our
approah by onsidering the ontribution of eah mea-
surement for the separation in the phase spae as a sys-
temati methodology for identifying the inompleteness
of the models. This approah an result in inremen-
tal improvements, allowing to quantify the importane
of eah measurement in disrimination. The extension
of the modeling methods for other types of omplex net-
works, suh as soial and biologial, is straightforward.
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FIG. 1: Classiation obtained onsidering dierent set of measurements. The network realizations are represented by dots,
orresponding to the following models: + ER, × WS, ⊕ BA,  WGM, ♦ LSF, △ DMS, ▽ NLSF (α = 0.5),  NLSF (α = 1.5),
◦ GdTang and ∗ Inet 3.0. The real network is represented by ⊳. The set of measurements in eah ase are (a) {kmax, ℓ, r},
(b) {〈k〉, kmax, 〈cc〉, ℓ, r, cD}, () {〈cc〉, knn, ℓ, cD, st} and (d) {kmax, 〈cc〉, knn, ℓ, r, 〈B〉, st}
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FIG. 2: Classiation obtained onsidering dierent sets of measurements. The network realizations are represented by dots,
orresponding to the following models: + ER, × WS, ⊕ BA,  WGM, ♦ LSF, △ DMS, ▽ NLSF (α = 0.5),  NLSF
(α = 1.5), ◦ GdTang and ∗ Inet 3.0. The real network is represented by ⊳. The set of measurements in eah ase are (a)
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