We give an algorithmic description of matrix bimodules parametrizing all indecomposable homogeneous -modules with a fixed slope q over a tubular canonical algebra , for all possible slopes q (Main Theorem 3.3). A crucial role in this description is played by universal extensions of bimodules and their nice properties (Theorems 3.1 and 3.2). 
Introduction
The canonical algebras take a special position in contemporary representation theory of finite dimensional algebras over a field. They have been originally introduced and intensively studied by Ringel in [19] , who determined precisely their representation types and described the structure of their module categories. An important role in a better understanding of the module categories for canonical algebras has been played by the approach via coherent sheaves over the so called weighted projective lines, due to Geigle and Lenzing [11] . It has especially brought interesting effects in the case of tubular canonical algebras, which yield a model example of tame algebras having non-domestic, but polynomial growth representation type.
At present, the structure of the category mod of finite dimension rightmodules for a tubular canonical k-algebra = (p, λ) is completely understood and described. In particular, full information on the shape of the Auslander-Reiten quiver is available, with a precise description of its connected components: the preprojective and preinjective one, as well as the collection of P 1 (k)-families T (q) of tubes, indexed by the setQ ∞ 0 := Q ≥0 ∪ {∞}, alternativelyQ := Q ≤0 ∪ Q ≥ p ∪ {∞}, if we use for the "separation process" the slope instead of the index function ( p denotes the greatest common divisor of the numbers p 1 , . . . , p t forming the weight sequence p). In result, the classification of all indecomposable -modules, up to isomorphism, referring to their dimension vectors and "tubular coordinates" is known since many years. Nevertheless, a complete list of matrix presentations representing all isomorphism classes of indecomposable -modules is not known up to now and its creation remains one of the very last important open questions concerning representation theory of tubular canonical algebras. Notice, that as far as now there was even no possibility of an effective direct verification of the definition of tameness for (see e.g. [18] , cf. also Section 2.1). On the other hand the existence of such a list would be very useful in studying other challenging open problems of representation theory for like determining the multiplicity vectors or isomorphism questions (see [5] [6] [7] ).
In the last years a remarkable progress in matrix description of indecomposable modules over tubular canonical algebras has been achieved. In particular, a certain nontrivial effective algorithm for creating matrix presentations for indecomposables from the exceptional tubes was discovered (see [8] , also [17] ). There were obtained also some results [13] , which allow to find matrix presentations of preprojective and preinjective indecomposables over the corresponding hereditary algebra of Euclidean type using tilting theory. Recently in [9] , also the full description of matrix presentations for all the indecomposable -modules from homogeneous tubes of integral slopes was presented, which is especially important in the context of this paper.
This article is in a natural way a completion of [9] . We study here the problem of constructing matrix presentations for indecomposable -modules from all homogeneous tubes in the remaining (non integral) slopes. We give an effective recursive algorithmic construction, creating for each slope q ∈Q a matrix bimodule , for q ∈Q ∩ Z given in [9, Table 4.7] . Roughly speaking, with any q ∈ Q ≥ p (respectively q ∈ Q ≥7 , if p = (2, 3, 6)) we associate a certain uniquely determined sequence q 0 = q, q 1 , . . . , q s ∈ Q ≥0 , with q s ∈ Z, which can be easily computed by means of the Euclidean algorithm (similarity to the chain fraction decomposition). Next we reconstruct successively the bimodules B(q s−1 ), . . . , B(q 1 ), B(q 0 ) from B(q s ) := B (qs) by applying an effective, from the computational point of view, construction of universal extension for bimodules (cf. Proposition 5.2 and Theorem 5.2; the case q ∈ Q ≤0 follows easily from the previous one). We are even able to give formulas, which in fact reduce the matrix description of the bimodules B(q) to linear algebra computations over k [ξ ] f (see the bimodules B (q) in Main Theorem 3.3(a), cf. Proposition 5.3). Recall that once we know the shape of the matrix bimodule B(q), then for any pair (a, l) ∈ (k \ Z( f )) × N + , replacing fractions g h ∈ k[ξ ] f in the k[ξ ] f -matrices forming B(q) by the matrices g(J l (a))·h(J l (a)) −1 ∈ M l×l (k), where J l (a) is the l × l-Jordan block with the eigenvalue a ∈ k f , we obtain the matrix -module representing the indecomposable homogeneous module H q (a, l) with slope q and quasi-length l, over the point a ∈ P 1 (k) (see Section 2.1 for details). Observe that this result closes definitely the fundamental problem of the positive verification of tameness for a tubular canonical algebra .
Our algorithmic construction uses mainly the technique of universal extensions of bimodules (see Main Theorem 3.3). Therefore in Section 4 we discuss general properties of this notion, which are necessary in further consideration. We prove the existence theorem (Theorem 4.1) and first of all the important result on the commutativity of universal extensions with tensor products appearing in the definition of tame algebra (Theorem 3.1). For this aim we discuss the behaviour of universal extensions of bimodules with respect to extension and restriction of the coefficient ring (Theorems 4.4 and 4.6, respectively; their proofs in some moments require a detail analysis of various natural isomorphisms), and next prove some rather delicate result which shows a real meaning of stability of the "Ext-dimension sequence" appearing in assumptions of Theorem 3.1 (Proposition 4.11). Finally, we prove Theorem 3.2 being the heart of our algorithm and describing constructively elementary changes of parametrizing bimodules together with their control on the slope level. In the proof of this last result we apply the equivalence D b (mod ) D b (coh X) of the bounded derived categories, where coh X is the category of graded coherent sheaves over the weighted projective line X associated to , and moreover, the technique of tubular mutations (see [11, 15, 16] ).
Section 5 is fully devoted to the proof of Theorem 3.3. Its most important part deals with the "slope combinatorics", which yields a basis of our recursive procedure on the slope level (Proposition 5.2) and next allows to formulate the closed formulas for all the intermediate slopes appearing when the recursion is executed (Proposition 5.3, cf. also Main Theorem 3.3(a)). As a consequence of Theorem 3.2 we obtain first Theorem 5.2, which is a counterpart of Proposition 5.2 on the module level and in fact describes already fully our recursion. Then Theorem 5.2 together with Proposition 5.3 give the proof of the "general part" (a) of Main Theorem 3.3, which covers all the cases (p, q) except the case 6 < q < 7, for the weight sequence p = (2, 3, 6) . The assertion (b), dealing with the exceptional case, is a kind of "patch", which fills in the gap resulting of the fact that there exists no stable tube of maximal rank in T ( p) , for p = (2, 3, 6) . To prove it we apply nice properties of the kernel construction and proceed analogously as in the universal extension part. In particular, we prove Theorem 5.4 on the commutativity of kernels with tensor products, using Proposition 5.5 explaining the role of stability of the "Hom-dimension sequence", and next we combine this result with certain information on the "slope combinatorics" and the arguments similar to Theorem 3.2. We finish the paper with a concrete example showing that the presented procedure is really effective and allows to compute matrix bimodules parametrizing all homogeneous modules in a fixed slope over tubular canonical algebras.
Let us clearly stress that the proposed algorithmic procedure for creating parametrizing matrix bimodules is fully effective from the computational point of view in the sense that in each of its steps one can provide concrete calculations; in particular, linear algebra calculations over k [ξ ] realizing the applied bimodule constructions. In result it can be converted into a computer program and implemented e.g. as a MAPLE or GAP routine package.
In the paper we use standard definitions and notation which are well known and commonly used. For example, we denote by N (resp. N + , N ≥m ) the set of all natural numbers with 0 (resp. positive natural numbers, natural numbers greater or equal m). We use the similar notation in case of the sets Z and Q consisting of all integers and rational numbers, respectively. Moreover, for n ∈ N + we set [n] := {1, . . . , n}. However for the benefit of the reader, we briefly recall the most important basic notions in the consecutive sections. For other information concerning modules and representation theory of algebras (respectively, derived categories, matrix calculus) we refer to [1] and [2] (respectively, [12] and [10] ).
A field k is usually assumed to be algebraically closed. For any polynomial f ∈ k[ξ ] in one variable ξ its zero set is always denoted by Z( f ).
Preliminaries

2.1
Let k be as above. For a k-algebra , we denote by MOD the category of rightmodules and by mod the full subcategory formed by all finite dimensional objects of MOD . We start by briefly recalling the notion of tameness for bound quiver algebras, in particular, the role of parametrizing bimodules. Let = kQ/I be a (finite dimensional) k-algebra of a bound quiver (Q, I) and R a commutative k-algebra. Then R ⊗ k is an R-algebra and the category MOD R ⊗ k of all right R ⊗ k -modules, in fact R--bimodules, can be viewed as category of all representations
op ) in the category MOD R, where Q 0 and Q 1 denote the sets of vertices and arrows of Q, respectively; whereas s(α) and t(α) denote the source and the terminus of an arrow α ∈ Q 1 . (Clearly, each B is an R-module and a -module, we denote the restricted structures on B by R B and B , respectively). By mod R we denote the full subcategory of MOD R ⊗ k formed by all B such that all R-modules B x are finitely generated free, for x ∈ Q 0 , and by mod mat R its dense subcategory formed by all B such that B x = R mx for every x ∈ Q 0 , where m x ∈ N (then B α can be uniquely regarded as matrices from M ms(α)×mt(α) (R) and therefore we often call B a matrix bimodule). Clearly, if R = k then the isomorphism R ⊗ k ∼ = yields the identifications MOD R ⊗ k = MOD and mod R = mod ; in particular, the dense subcategory mod mat := mod mat R of mod consists of all matrix representations of . For B in mod R , by rank vector of B we mean the vector rk B = (rk R (B x )) ∈ N Q0 , where rk R (B x ) denotes the rank of a free R-module B x , for every x ∈ Q 0 .
f is the localization of the polynomial algebra k[ξ ] with respect to the multiplicative system defined by a nonzero polynomial f ∈ k[ξ ], then for any a ∈ k f and l ∈ N + , by B(a, l) and B(a), we mean the -modules (R/(ξ − a) l ⊗ R B) and (R/(ξ − a) ⊗ R B) , respectively, where the -module B(a, l) can be regarded as a matrix module with matrices B (a, l) 
then so doesḂ f ; in fact, B f is given by the same matrices asḂ but presently regarded as matrices over R. Moreover, for any pair (a, l) as above we always have the canonical -isomorphisṁ
Using the notions and notations introduced above, we formulate below a variant of Crawley-Boevey's characterization of tameness for algebras = kQ/I (see [4] , cf. also [9] ). This characterization is given in terms of bimodules, which yield parametrizations of all -modules belonging to the whole family of homogeneous tubes in the Auslander-Reiten quiver of , simultaneously in all dimension vectors being multiplicities of the rank vector of these bimodules, by indecomposable modules over affine localizations of k [ξ ] .
For (a, l) , for (a, l) ∈ k \ Z( f υ ) × N + , form a 1-parameter family of homogeneous tubes in mod consisting of modules with dimension vectors in N + ·r (υ) ).
meets all but f initely many isoclasses of indecomposable -modules of dimension vector d if and only if
= (d). (Note that = d∈ N Q 0 (d) and (d) ⊆ (d ), if d |d
2.2
By a canonical algebra we mean a canonical algebra of quiver type over k in the sense of [19] . Such an algebra is given, up to isomorphism, as a quotient kQ p /I p,λ , where Q p is the quiver and I p,λ is the ideal in the path algebra kQ p generated by all elements α (3, 3, 3) , (2, 4, 4) or (2, 3, 6) . Without loss of generality one can assume that λ 3 = 1 and then, in case t = 3, we simply write (p) assuming that p 1 ≤ p 2 ≤ p 3 . A tubular canonical algebra of type p = (2, 2, 2, 2) depends on one parameter λ = λ 4 and dependently on the context we write ((2, 2, 2, 2)) or ((2, 2, 2, 2), λ).
We denote by 0 (respectively, ∞ ∼ = op 0 ) the hereditary algebra which is obtained from kQ p by deleting the vertex c (respectively, 0).
Recall that any finite-dimensional -module M (i.e. an object of mod ) is described by finite-dimensional vector spaces M i for each vertex i of Q 0 and by linear maps M α : M j → M i for each arrow α : i → j of Q 1 such that the relations of the ideal I are satisfied by the linear maps, where 
To M we can associate also two integers, its rank and degree, given by the formulas
where p denotes the least common multiple of the numbers p 1 , . . . , p t (note that p = p t , if p is of tubular type). They give rise to two linear forms rk, deg :
the value of μ(M) depends only on dim (M)).
For any q ∈Q, we denote by X q the full subcategory of mod formed by all indecomposable -modules with μ (M) = q.
Let be a tubular canonical algebra. Then the structure of the Auslander-Reiten quiver of mod , in particular the shape of its components, is well known [19] . Replacing by the slope the notion of index used originally by Ringel, it can be roughly described as follows:
• P is a preprojective component which coincides with the preprojective component of mod 0 , Moreover, for a fixed q ∈Q all dimension vectors of the -modules from the tubes in the family T (q) have slope q and X q coincides with the full subcategory < T (q) > of mod formed by all indecomposable modules isomorphic to those belonging to the family T (q) . (For simplicity we also denote by X 0 q the full subcategory of X q formed by all homogeneous modules, i.e. the modules lying in all homogeneous tubes from T (q) ).
Recall that there exists an elementary bijectionQ ← −→Q ∞ 0 := Q ≥0 ∪ {∞}, which allows easily to translate slope to index, and conversely (see [9, 2.2] ).
This very good knowledge of the structure of the category mod uniquely indicates that should have tame representation type, however, the precise description of all the bimodules B (υ) , υ ∈ , parametrizing the indecomposables in all homogeneous tubes is not known (cf. Section 2.1). It is clear that has to be equal toQ . Moreover, we can determine the rank vectors
In [9] we gave precise formulas for the bimodules B (q) , for all q ∈Q ∩ Z. Applying this result in this paper we construct a recursive algorithm for determining the bimodules B (q) for the remaining q ∈Q . (The caseQ ∩ Z is just the bottom of the recursion.)
Main Results
3.1
In the construction of the algorithm we use the technique of universal extensions for bimodules. Our first result discuss the commutativity of universal extensions with tensor products appearing in the definition of tame algebra.
For any B in mod R , we denote by ϒ F (B) the R ⊗ k -module being the middle term of the universal (in fact couniversal) extension η F B of B with respect to a fixed finite R-semisimple subcategory F of MOD R ⊗ k (if it exists, for the precise definitions and more details see Section 4.1, also [14, 16] 
The proof of this result needs deeper information on the behaviour of universal extensions for R ⊗ k -modules with respect to extension and restriction of the coefficient ring. It will be given in Section 4.11.
3.2
Our next result plays an absolutely fundamental role in the construction of the algorithm creating the parametrizing bimodules for families of homogeneous tubes for tubular canonical algebras, proposed in the paper. 
Theorem Let be a tubular canonical algebra of the tubular type
Then for any μ ∈ Q such that μ > μ ≥ p, and any stable tube T in X μ , the universal extension of B with respect to the k
is a parametrizing bimodule for the whole family of homogeneous tubes in X μ , where μ = μ (μ, μ ; m) > p is given by the formula The proof of this theorem heavily depends on Theorem 3.1 and it will be presented in Section 4.12.
3.3
To formulate our main result, being a description of the announced algorithm, we have to fix some extra notation.
Let be a canonical algebra of the type p = ( p 1 , . . . , p t ). Then up to isomorphism the indecomposable -modules of rank 1 are uniquely determined by their dimension vectors and are classified by all the sequences of the form (u; (u 
In particular observe that for any such sequence we have the indecomposable matrix -module
for all the remaining other pairs (i, j) are equal to the identity matrices, I u or I u+1 , respectively (cf. [17, Proposition 4.3]; our construction is slightly different). In the formulas above, by X u and Y u we mean as usually the matrices
Let now be a tubular canonical algebra. Consider the family of subsets
as follows: (2 p−1) are as in the table below 
where c = quo p d and e = rem p d. 
, where c ∈ N + . Let q ∈ Q >0 be a positive rational number and q = a b , with a, b ∈ Z ≥1 , the irreducible fraction presentation of q. With q we associate the number n = n(q) ∈ N and two sequences a(q) := (a 0 , a 1 Now we can formulate the main result of this paper.
Main Theorem Let be a tubular canonical algebra of the type
given by the formula 
where can = can F (8) 
is the canonical map and 
To prove this result we use the previous theorems and also some information on the "slope combinatorics" as well as nice properties of the kernel construction, which we discuss in Section 5. The proof of Theorem 3.3 will be given in Sections 5.3 and 5.6. 
Universal Extensions of Bimodules
In this section we introduce the notion of a universal extension in the categories C of modules over R-algebras , where R is a commutative k-algebra, and we discuss its properties necessary for the proof of Theorem 3.1, in case = R ⊗ k , where is a finite dimensional k-algebra.
4.1
We start with a rather general situation. Let R be a commutative ring, C an abelian R-category, admitting the functor
is an R-algebra), and F a full subcategory of C with nonisomorphic distinct objects. Denote by F ! the additive closure of F in C in the sense of finite direct sums and isomorphisms. Then for an object B in C we can ask, if the functor
is representable; equivalently (by the Yoneda lemma), if there exist an object F (B) in F ! and an exact sequence
in C with the property, that for any object F ∈ F ! and any extension
. The extension η F B with the property as above (if it exists) is called a co-universal extension of B with respect to F . In this paper we will use simply the name universal extension.
The problem of the existence of universal extensions has a rather simple solution for certain natural classes of subcategories F .
Recall that a subcategory
(Note that then each F i is indecomposable, if R is a domain or local artinian; moreover, that F is semisimple if R is a field).
We denote by D R the functor
If E is a finitely generated free R-module and E = {e 1 , . . . , e m } is an R-base of E then by E R we denote the dual base for E, i.e. the set E R := {e 
and then for any collection E :
,ρ of bases of the R-modules Ext
where e := e(E) ∈ Ext
. , ρ, and
is the diagonal R-isomorphism ε := ρ i=1 ε i whose components are row matrix maps
Proof We give only a brief sketch of the proof which is in principle similar as in the case R = k (cf. [14] ). The necessity of the "Ext-condition" follows immediately, since
i , for some m i ∈ N, so by our assumptions we have Ext
To prove the converse implication, for a fixed B we consider the composed (natural with respect to B) R-homomorphisms ζ i
Note that by our assumptions ζ i is an isomorphism. Denote by ζ Fi the map
where
The family {ζ Fi } i=1,...,ρ yields an isomorphism of functors
, and in consequence it extends (not uniquely) to an isomor-
To show that
has the form as in the statement observe that by definition of ζ , for any e ∈ E i we have the equality
Now fix a collection E consisting of bases E i = {e
Then for any i we have the equality
Then applying the formulas (ii) and (iii) we get Remark If we know that η F B exists then the formulas ( * ) and ( * * ), for a fixed base
4.2
From now on we will work with the category C = mod R ⊗ k , where = kQ/I is the k-algebra of a bound quiver (Q, I), and R is a commutative k-algebra. Without loss of generality we can assume that I is generated by a finite set Rel, consisting of
1 , with starting and terminus vertices s( i ) and t( i ), respectively, for i = 1, . . . , |Rel|.
A crucial role in our considerations plays the classical description of the extension groups Ext 
for all i = 1, . . . , |Rel|, and Der 0 ( , Hom R (B, B )) of all δ = (δ α ) with the property that there exists a sequence
To any δ ∈ Der( , Hom R (B, B )) we associate the extension
Lemma For B and B as above, the mapping δ → η(δ) induces an R-monomorphism
Der( , Hom R (B, B ))/Der 0 ( , Hom R (B, B )) → Ext 1
R⊗ (B, B ) which is an isomorphism, provided B belongs to mod R .
Proof Repeat the arguments from the classical situation R = k (see [3] ).
4.3
Now we discuss the behaviour of universal extensions of R ⊗ k -modules with respect to extension and restriction of the coefficient ring. For this aim we fix the following notation.
Let h : R →R be a homomorphism of commutative k-algebras. Then the functor
and in case B is in mod R , also
mapping an exact sequence
which is exact, since e splits in mod R. It is easy to observe that they induce in a standard wayR-homomorphisms
respectively. The question whenh 
Lemma If R is a f ield k then theR-homomorphismh hom B,B is an isomorphism for any pair B, B in mod R
where the first homomorphism is given by the mapping s ⊗ g → s ⊗ g(−), for s ∈R and g ∈ Hom k (V, V ) (it is an isomorphism, since dim k V is finite!), the second one is induced by the standardR-isomorphism HomR(R, M) ∼ = M, for theR-module M = R ⊗ k V , and the third one is the respective adjunction formula. It is easy to check that
Observe now that if B, B is a pair of -modules such that B is finite dimensional, then ϑ B,B induces anR-isomorphism
Remark Similarly, we have also R-homomorphisms h der B,B :
The last observation can be used for deciding whetherh ext B,B is an isomorphism, in some situations.
4.4
The following general result yields an answer to the question concerning the extension of the coefficient ring. 
Theorem
in modR , where
Note that under our assumptions, the existence of η To prove the theorem (see Section 4.5 for the proof), we show that [η
induced by some standard naturalR-isomorphism
More precisely, we show that
with exact rows, is commutative in mod R .
The proof of the theorem needs some preparatory facts. They are mainly devoted to the construction of the mapψ.
Lemma Let h : R →R be a commutative ring homomorphism and E an R-module. Then there exists a canonical naturalR-homomorphism
, and e ∈ E. Moreover, ψ is anR-isomorphism provided R E is f initely generated free.
Proof An easy check on the definition. Let = kQ/I be a finite dimensional k-algebra, where (Q, I) is a bound quiver.
given by the formulȧ
Proposition Let , h, X, Y andψ X,Y be as above.
Proof The assertion (i) follows immediately from the lemma above. To show (ii) note thatB is anR-basis, sinceh ext X,Y is anR-isomorphism. The main formula follows, since by (i) and the definition ofB we have the equalitieṡ
for any pair j, j = 1, . . . , m.
4.5
In the proof of Theorem 4.4 we use the fact that the extension groups behave nicely under the change of coefficients.
Lemma Let h : R →R and be as above. Then for R ⊗ k -modules X, Y, Z such that X belongs to mod R and an
is a commutative square in mod R.
Proof Follows easily by applying the functorR ⊗ R − to the diagram defining the extension φ · e induced by the map φ, for e ∈ Ext 1
R⊗ (X, Y).
(Note that the respective maps and constructions are well defined, since X belongs to mod R ).
Proof of Theorem 4.4 We start by defining the announcedR
given by the formulaψ
and
is the standardR-isomorphism (recall thatB :=R ⊗ R B andF i :=R ⊗ R F i ). It is clear that eachψ i is anR ⊗ R -isomorphism, sinceψ i and κ i areR-isomorphisms (see
As we mentioned before to prove the assertion it suffices to show that
For this aim we fix a collection E of R-bases E i := {e
..,mi of the finitely generated free R-modules Ext
where each
On the other hand, observe that by our assumptions, Ext
finitely generatedR-module of rank m i andĒ i forms anR-basis of Ext
] =ε ·ē (see Theorem 4.1). Now to prove ( * ) it suffices to show the equalitÿ
for every i = 1, . . . , ρ, since (ii) and ( * * ) implÿ
Now the formula ( * * ) i , for a fixed i = 1, . . . , ρ, is almost straightforward, since by (i), Proposition 4.4(ii) and the definition ofε i , for any (
In this way the proof of ( * * ) and ( * ) is complete. Consequently, the theorem is proved.
4.6
The next result describes the behaviour of universal extensions of bimodules under the "restriction of coefficients" to the ground field k, in some specific situation. 
Theorem
. , ρ, we have an A-isomorphism Ext
Note that by Lemma 4.3, F is A-semisimple, since F is semisimple, so ϒ F (C) is well defined (see Theorem 4.1). Clearly, the same holds true for ϒ F (C) := ϒ F (C ).
To prove the theorem (see Section 4.7 for the proof), we show that [η
(see the remark below). In consequence, there exists a -isomorphismφ :
with exact rows, is commutative in mod .
and is given by the mapping
The main proof needs some preparatory facts, necessary mainly for the construction ofφ. To formulate our first result we fix a notation. For any γ ∈ A * = D( A) we denote byγ =γ M the composed k-homomorphism
where M is a k-space.
Lemma Let A be a commutative self injective f inite dimensional k-algebra and θ = θ (−) : A → A * a f ixed A-isomorphism. Then for any A-module P and k-space M there exists a canonical, natural with respect to both coordinates, A-isomorphism
dependent on θ , satisfying the following conditions: Proof Denote by ϕ = ϕ P,M the composed A-isomorphism
where the first isomorphism is induced by the standard
, the second one is given by the respective adjointness formula, the third one is induced by θ : A → A * and the forth one by the canonical A- A (P, A) for all i ∈ I). Denote by g (1) , g (2) , g (3) , g (4) = ϕ(g) the images of g via consecutive "left factors" of ϕ. Then for p ∈ P and γ ∈ A * we have g (2) 
and (i) is proved.
To show (ii) observe that for a ∈ A, g ∈ Hom A (P, A ⊗ k M) and p ∈ P we have
and moreover,
Proposition Let A, θ be as above and = kQ/I be a f inite dimensional algebra, where (Q, I) is a bound quiver. Then for any A ⊗ -module P and -module M the map
induces A-isomorphisms
In particular, if P belongs to mod A then also the A-isomorphism
for any a ∈ A and e ∈ Ext 
4.7
Let A, θ be as above. Then for any A-module N there exists a canonical natural A-isomorphismθ
defined by the sequence of A-isomorphisms
where the first one is given by Hom A (N, θ) , the second by the adjunction formula and the third is induced by the canonical isomorphism N ∼ = A ⊗ A N. It is easily seen thatθ
as in the Proposition 4.6 we denote byφ the composed Ahomomorphisṁ
given by the formulaφ
Proof Follows from Proposition 4.6 and the definition ofφ.
Proof of Theorem 4.6 We start by defining the A-homomorphism
For this aim we fix a collection E of A-bases E i := {e
..,mi of the finitely generated free A-modules Ext
as in Theorem 4.1, where each
. . , ρ, is the map whose jth component is given by the
We also fix a k-basis B = {b u } u=1,...,l of A, where l = dim k A. For any i = 1, . . . , ρ and u = 1, . . . , l, we denote by π
which is in fact -homomorphism, where b * u ∈ B * (see Section 4.1), and for any j = 
For any i = 1, . . . , ρ, we denote by π (i) the column matrix map
and we set
The proof of ( * ) reduces to two claims. First we show that 
u)th component is given by the mapping f j,u → (e (i)
j,u ) * ⊗ f j,u , for f j,u ∈ F i . Now we can formulate the second claim.
Observe that
where e = (e (i) 
for all j, u, where c * u ∈ (B ) * , and
for all j and a ∈ A. The equality (ii) is satisfied, since by (i) e
j ) for all j, u, and hence (e
To show (iii) for a fixed j, note that for (a) . Now applying the equality above and (ii) we obtain
. Then applying the definitions of all the maps we have:
Consequently, by (iii)
In this way the proof of 2 o is complete and the theorem is proved. 
(depend only on rk B and rk B ), we have the induced bijections
where the induced linear orderings in all the sets [m ] × [m] are given by the sequence (1, 1) , . . . , (1, m) , (2, 1) , . . . , (m , m), and the associated isomorphisms
(R) canonically determined by the the pair (B, B ) such that under the identif ications above
Proof The precise descriptions of M and M 0 follow directly from the equalities ( * ) and ( * * ) from Section 4.2.
4.9
Let h : R →R be a commutative ring homomorphism. Then for any pair m 1 
Proof From the description of the functor( · ) and the construction of the respective matrices we have M(B,B ) =M and M 0 (B,B ) =M 0 . Hence, the assertions follow immediately from Lemma 4.8.
Corollary (a) Assume that
for some invertible matrices W ∈ u(M v1×v1 (R)) and X ∈ u(M v0×v0 (R)), where d
Proof (a) Note that under our assumptions we have the equalityŪMV =D in ∈ M v2×v1 (R). Moreover, the matricesŪ ∈ M v2×v2 (R) andV ∈ M v1×v1 (R) are invertible. Now the assertion (a) follows immediately from Lemma 4.9(a). The arguments in the proof of (b) are analogous.
4.10
The next result explains the role of the shape of the matrices D and D 0 as above in case R satisfies the following condition:
if F 1 is a direct summand of F and F 1 , F are finitely generated free R-modules then so is F/F 1 .
( * ) (Note that each principal ideal domain R has this property).
Lemma Let R be a ring satisfying ( * ) and (F
0 1 , F), (F 1 , F
) two pairs of f initely generated free R-modules as above such that F
is also a f initely generated free R-module.
Proof Follows immediately, if we consider the canonical exact sequence Proof We start by observing that
Proposition Let R be a ring satisfying ( * ). Assume that for B, B from
, since V and W −1 are invertible, and by the assumptions, Der( , (B, B ) is a finitely generated free Rmodule and (E1) is proved.
To prove (E2) consider the commutative diagram Observe
(see Lemma 4.9 and proof of Corollary 4.9.). Moreover, the standard isomorphism
B,B are the restrictions ofh to the respective direct summands, so they are R-isomorphisms and the proof is complete. 
Remark
, where X is an affine variety, and (E3) is satisfied for B, B in mod R , then we have
) x∈X is constant, where m x denotes the maximal ideal in R corresponding to the point x ∈ X (note that R/m x ∼ = k, for any x ∈ X).
4.11
In fact for rings R = k[ξ ] f all the conditions (E1 + E2), (E3) and (E4) are equivalent by the following result, which will be important in further considerations. Let ∂ : k f → N be the function given by
for a ∈ k f . Note that for any a ∈ k f , under the standard isomorphism R/(ξ − a) ∼ = k induced by the projection π a : R → k, given by the mapping
f (a) n for g f n ∈ R, we have the following k-isomorphisms HomR  (B(a), B (a)) ) and HomR(B(a), B (a)) ). By the isomorphisms from Corollary 4.9 applied to the canonical projections π a : R →R ∼ = k, we obtain the equalities:
, and hence
On the other hand, by assumption, ∂ : k f → N is a constant function, so by the finiteness of the subset Z : 
Moreover, for any commutative k-algebraR and algebra homomorphism h : R → R, allR-homomorphismsh 
and hence, by ( * )
As a consequence of the proof above we obtain a result which says that in good situations the universal extension construction commutes with localizations and therefore then we can simply work over k[ξ ] instead of over k [ξ ] f (see also Corollary 4.12 and Remark 4.12). Note that this is definitely much more profitable also from the computational point of view (cf. Section 5.7).
Corollary Let , F := {F 1 , . . . , F ρ } be as above and 
and consequently,
in mod , for all a ∈ k f and l ∈ N + .
Proof Apply the first part of the proof and the formula ( * ) for the case
4.12
Now we prove Theorem 3.2. We use the approach to modules over canonical algebras proposed by Geigle and Lenzing in [11] . To any canonical algebra = (p, λ) we associate the so-called weighted projective line X = X(p, λ) defined by setting X := Proj L (S), where S is the commutative k-algebra Recall that each indecomposable element in coh X is a locally free sheaf, called a vector bundle, or a sheaf of finite length. If we denote by vect X (respectively coh 0 X) the category of vector bundles (respectively finite length sheaves) on X and for any μ ∈Q, by C μ the full subcategory of coh X formed by all indecomposable sheaves Y such that μ X (Y) = μ, where μ X (Y) is the slope of the sheaf Y, then clearly coh X = vect X ∨ coh 0 X, coh 0 X = add C ∞ and vect X = μ∈Q (add C μ ).
Let coh + X be the full subcategory of vect X formed by all vector bundles whose indecomposable summands X satisfy the condition Ext 1 X (T, X) = 0 and mod + ( ) the full subcategory of mod formed by all -modules whose indecomposable summands have positive rank. Then in particular, coh + X corresponds to mod + ( ) by means of the mapping X → Hom X (T, X) under the equivalence :
Let now be a tubular canonical algebra of the type p. Then all C μ , for μ ∈Q, are abelian uniserial categories, enjoying the same as coh 0 X tubular structure of the Auslander-Reiten quiver, given by a P 1 (k)-family of stable tubes of the type p indexed by the points of the line X. One shows that C μ ⊂ coh + X, for every μ ∈ Q > p ; moreover, C p ⊂ coh + X, where C p it a full subcategory of C p formed by all sheaves nonisomorphic to those lying on the coray ending with O( c + ω), which belongs to the stable tube of maximal rank (we denote it by T 0 ), where ω ∈ L(p) is the socalled dualizing element (see [9, 11] ). Then C μ as above and C p correspond via to the subcategories X μ , for μ > p, and X p of mod + respectively. Note that this correspondence preserves tubes with the one exception, where "the intersection" T 0 ∩ C p corresponds to the unique nonstable tube in X p .
Proof of Theorem 3.2
Let μ ∈ Q be a fixed rational number and F = F (T ) the semisimple k-category formed by all quasi-simple objects in a fixed (stable) tube T in C μ ⊂ coh X of the rank ρ = ρ T , where X is the weighted projective line associated to . By [15] there exists a pair of mutually inverse equivalences
called tubular mutations with respect to F . They have various nice properties, in particular preserve tubes. Moreover, for an indecomposable X in coh X we have
provided μ(X) > μ (a slight generalization of [16, Corollary 5.2.3] ). Observe that this formula allows to determine easily the slope μ(R(X)) for any indecomposable object X in C μ , for a fixed μ > μ.
To compute precisely μ(R(X)), for a fixed X in C μ with quasi-length l := (X) and τ -period ρ := ρ(X), we use the Riemann-Roch formula for the pair (X, F 1 ). Since μ < μ implies Hom(X, F i ) = 0, it has the form
(see [11] ), and this immediately yields the equality 
In particular, we also obtain that for any μ > μ, R induces a functor
Thus, F , C μ and C μ are contained in coh + X so they can be regarded as subcategories of mod + and identified with (F ), X μ and X μ , respectively. Moreover, observe that then via | coh+X = Hom(T, −) | coh+X we have also η
. From now on we will freely use all these identifications. Now we complete the proof of the theorem. Let now B and F be as in the statement. (Note that we are exactly in the situation discussed above.) Then the dimension sequence
where X is a quasi-simple object in a fixed homogeneous tube in C μ , and hence,
where eulf : K 0 (X) 2 → Z is the Euler form. Then by Theorem 3.1, the universal extension η
On the other hand, from [15, 16] ,
μ is an equivalence, where X 0 μ and X 0 μ denote the subcategories of all homogeneous modules in X μ and X μ respectively, so by our assumption on B, the functor
yields a bijection between the sets of isoclasses of indecomposable objects in mod k[ξ ] f and X 0 μ . Consequently, by ( * * ), so does the functor
and in this way the proof is complete.
It turns out that if the bimodule B parametrizing all homogeneous indecomposable modules in the slope μ is a localization of the bimodule from mod k[ξ ] then the same holds true for the universal extension ϒ F (B) parametrizing all homogeneous indecomposable modules in the slope μ . More precisely, we have the following fact.
Corollary Let , B, μ , F , F and ϒ F (B), for a fixed p ≤ μ < μ and tube
T in X μ be as in Theorem 3.2. If additionally B ∼ =Ḃ f for someḂ in mod k[ξ ] such thatḂ(a) belongs to X μ also for all a ∈ Z( f ), then ϒḞ (Ḃ) for the k[ξ ]-semisimple categorẏ F := {k[ξ ] ⊗ k F 1 , . . . , k[ξ ] ⊗ k F ρ } exits, ϒḞ (Ḃ) f ∼ = ϒ F (B) and ϒḞ (Ḃ)(a) belongs to X μ for all a ∈ Z( f ). Moreover, ϒḞ (Ḃ) induces a functor − ⊗ k[ξ ] ϒḞ (Ḃ) : mod k[ξ ] → add X μ ,
which yields an injection between the respective sets of isoclasses of indecomposable objects, provided so does
Proof We show similarly as above that
a∈k is a constant sequence for every i, and then by Theorem 3.1, the universal extension ηḞ B exists. Now applying Corollary 4.11, we obtain the required isomorphism. The remaining assertions follow by arguments analogous to those used in the previous proof. 
injection between the respective sets of isoclasses of indecomposable objects. All these properties follow by the very construction from the fact that they hold for d = p (see [9] 
→ add X ν yield injections between the respective sets of isoclasses of indecomposable objects.
The Proof of the Main Result
5.1
We start by some results which yield a precise control of the "slope changes" given by the formula ( * ) in Section 3.2 and allow to reduce canonically the rational slopes from Q ≥ p to integers in Z ≥ p , for a fixed p ∈ N + .
We setQ := Q ∪ {∞}. We will naturally identifyQ with the quotient set Z 
Remark
(a) b − rem b (a) < b , since μ / ∈ Z. (b) gcd(a − l quo b (a) rem b (a), b − l rem b (a)) = gcd(b − l rem b (a), rem b (a)) = 1, for any l ∈ N, if gcd(a, b ) = 1.
5.2
Further on we set for simplicity μ (μ, μ ) := μ (μ, μ ; 1).
Proposition Let p ∈ N be a f ixed number. For any μ ∈ Q ≥ p there exist uniquely determined s = s(μ ) ∈ N and the pair μ :
.,s ) of sequences satisfying the following conditions:
• s ≥ 1 i f and only i f μ / ∈ Z, Proof Follows immediately by Remark 5.2 (c).
5.3
To prove the main result, Theorem 3.3, we need the precise constructive description of the sequences μ , for μ ∈ Q ≥ p \ Z (cf. 
hence, by the formula from Corollary 5.1 μ 2 = c 1 and 
∈Q.
Remark
Proposition For any μ ∈ Q ≥ p the following formula holds where c(μ ) = (c 1 , . . . , c n+1 ) (cf. Theorem 3.3 
if n = 2m; respectively, (a 0 , a 1 , . . . , a n+1 , a n+2 ). Now we can close the proof. By the inductive assumption we infer the validity of the formulas as in the statement for members of the sequence (μ ) . They are actually expressed in terms of the sequences a((μ ) ) and c((μ ) ). Applying them together with the equalities (i) and (ii), and next combining with the formulas for μ i and μ i , with i ≤ c 2 , from the beginning of the discussion for the case n ≥ 2, we immediately obtain our assertion (cf. Section 5.1 and Remark). 
Proof
5.4
The assertion (b) of Theorem 3.3 has a quite different character than (a). It covers a very specific case and can be treated as a "patch" which fills in the gap being a result of certain nonregularity of tubular structure of mod , for the weight sequence p = (2, 3, 6). To prove (b) we will apply the technique which is in some sense dual to (co)universal extensions of bimodules. In our situation this technique occurs to be less complicated than the previous one. Therefore we treat this case more loosely, sketching only briefly some parts of our exposition and omitting sometimes the technical details. Let = kQ/I be a (finite dimensional) k-algebra of a bound quiver (Q, I) and R a commutative k-algebra. Then for any R ⊗ k -module B in mod R and full subcategory F formed by pairwise nonisomorphic objects in mod R , by
we always mean the canonical R ⊗ k -homomorphism, given by the mappings ϕ ⊗ f x → ϕ x ( f x ), for F ∈ ob F and x ∈ Q 0 , where ϕ = (ϕ x ) x∈Q0 ∈ Hom R⊗ (F, B) and f x ∈ F x , and by K F (B) we denote the R ⊗ k -module
The following analog of Theorem 3.1 will play a basic role. 
in mod , for all a ∈ k f and l ∈ N + , where
The proof of this result needs some preparation and will be given in Section 5.5.
5.5
We start with the information on behaviour of homomorphism spaces for R ⊗ kmodules from mod R under the "change of coefficients" (cf. Section 4.11). To prove the main assertion observe that Remark Hom R⊗ (B, B ) is always a finitely generated free R-module (cf. (E1) in Section 4.10).
In the proof of Theorem 5.4 we use also the following fact. 
Lemma Let R be as above. Then for a matrix
) is a pair of invertible matrices (the existence of D, U, V for N follow by [20] similarly N (a)·, for a ∈ k f , is surjective if and only if d 1 (a), . . . , d r (a) = 0 and r = v 2 . Now the assertion follows from the fact that d i ∈ u(R) if and only if
Proof of Theorem 5.4 W start by constructing a -isomorphism
The map ψ is given by the composition of the following isomorphisms:
where the first and the third isomorphisms are result of the definition ofF i , the second one is induced by the homomorphismsh It is not hard to check that the value of ψ on the typical element 
and by ( * ) we obtain the -isomorphisms B(a, l) ).
In this way the proof is complete.
5.6
Proof of Theorem 3.3(b) We start by some general considerations. Let , μ, F = F (T ) and L be as in the proof of Theorem 3.2. (We keep also the all other necessary notations from Section 4.12.) One can show that for an indecomposable X in coh X such that μ(X) > μ + 1 r 2 m , the canonical map can F X of sheaves, defined in an analogous way as in 5.4, is an epimorphism in coh X and we have the isomorphism
. Now, using ( * ) and proceeding analogously as in Section 4.12, we compute precisely μ(L(X)), for a fixed X in Cμ , whereμ > μ
In particular, we see that for any μ as above, L induces a functor
, so the third inequality does not follow from the first two). Assume additionally that T = T 0 , if μ = p. Then F , Cμ and Cμ are contained in coh + X so they can be regarded as subcategories of mod + and identified with (F ), Xμ and Xμ , respectively. Moreover, observe that via | coh+X = Hom(T, −) | coh+X we have also can F X = can (F i , B(a) )) a∈k f , the functors R, ϒ F and ϒ F by L, K F and K F f , respectively, and apply Theorem 5.4 together with the isomorphism ( * )).
Next observe that for any fixed μ = ∈ Q such that 6 < q < 7, the module B 
5.7
We finish the paper with an example which shows that the presented procedure (see Main Theorem 3.3, also Proposition 5.2 and Theorem 5.2) really yields an effective method for computing the matrix bimodule parametrizing all homogeneous indecomposable modules with a fixed slope.
Example Let = ((2, 2, 2, 2), λ), for fixed λ ∈ k, λ = 0, 1. Set q := 18 7 ≥ p = 2. Then the sequences c, a and μ have the form c = (2, 1, 1, 3), a = (18, 7, 4, 3, 1, 0) , μ = ((2, 3, 3) , 18 7 , 10 (2) and F (3) described in Section 3.3 look as follows: 
(The empty spaces in the matrices above always mean the zero blocks). Note that rk R (Ext 1 R⊗ (B (4) , F)) = 1 = rk R (Ext ) , F)) = 4, for each F ∈ F (2) . To compute the respective ranks and bases we use the formulas for derivation modules given in Lemma 4.8 and apply a more sophisticated version of the algorithm creating Smith diagonal form for the R-matrices from Section 4.8 (cf. [20] ).
The details concerning linear algebra calculus realizing all the R ⊗ k -module constructions, which appear in our method, will be presented in forthcoming publication.
Remark Independently on the theoretical considerations, all the bimodules computed above have passed detailed tests in order to make sure we did not make any miscalculations during the process of their construction. In particular, we checked that the specializations B (q) (a, l) := R/(ξ − a) l ⊗ R B (q) , for (a, l) ∈ (k \ {0, 1, λ}) × N + even for (a, l) ∈ k × N + , and q ∈ { } (cf. Section 2.1) indeed:
• have appropriate dimension vectors and satisfy relations, • are indecomposable (their endomorphism algebras turned out to be local),
• are Hom-orthogonal (i.e. for fixed slope q, Hom (B (q) (a, l), B (q) (a , l )) = 0 for any a = a and l, l ≥ 1).
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