This paper describes and evaluates a number of techniques for reducing different types of noises which associated with the thermal images. These techniques are based on optical image filtering in both spatial domain and frequency domain. Filtering in both spatial domain and frequency domain are applied on different thermal images associated with three standard noises models encountered in most images as additive, multiplicative, and impulse noises with different variance. Also, Non-uniformity correction techniques are applied on several thermal images associated with Fixed Pattern Noise (FPN) . The algorithms have been tested by using several real image data from existing infrared imaging systems with good results. Measuring criteria for performance evaluation of thermal images enhancement techniques as Peak Signal-to-Noise Ratio (PSNR), Signal-to-Noise Ratio (SNR) and Root Mean Square Error (RMSE) are used to ensure the vision observation of user to select the most suitable technique with highly performance evaluation.
In the past two decades, various techniques have been proposed and used to remedy this nonuniformity problem. The most basic and effective solution for correcting non-uniformity is the radiometric calibration of the camera, where the camera is exposed to one or more spatiallyconstant and known irradiation sources. The calibration process can be as simple as dropping a constant-temperature shutter in front of the camera's field-of-view (FOV), or it could involve the use of a black-body source, operated at multiple temperatures. Although calibration is generally a good solution to the non-uniformity problem, it is undesirable for several reasons. First, one needs to perform the calibration as frequently as needed, which is dictated by the speed at which the non-uniformity drifts over time. Second, good calibration often requires the use of one or more black-body sources, which are expensive and require their own electrical and mechanical hardware for their control and interface with the camera.
As a result of the often complex and always disruptive nature of calibration, techniques that achieve non-uniformity correction by means of post-processing are highly motivating and attractive in many applications. These techniques are often referred to as "scene-based" nonuniformity correction (NUC) techniques, since they do not require imaging special scenes obtained from the calibration source for the purpose of calibration. Two main categories of post-processing NUC techniques have been developed: (1) statistical techniques and (2) algebraic techniques. The statistical techniques model the FPN as a random spatial noise and estimate the statistics of the noise to remove it. The algebraic techniques, on the other hand, make use of global motion between the frame in the video sequence and attempt to compensate for the non-uniformity by means of algebraic methods without making statistical assumptions about the FPN [3] .
Also there are three standard noise models which model well the types of noise encountered in most images: additive, multiplicative, and impulse noise [4] . These noises are produced by numerous factors including thermal effects, sensor saturation, quantization errors and transmission errors. Section 2 present several types of noises associated with thermal images. Section 3 introduces the measuring criteria for performance evaluation of thermal images enhancement techniques. Section 4 introduces a study analysis on some of enhancement techniques. Section 5 shows the analysis that is performed on the most popular enhancement techniques, and comparative study between these techniques. Section 6 concludes the work result. Finally, references are given in section 7.
2-Noise models
This section reports the three standard noises models encountered in most images as the additive, multiplicative, and impulse. Also, it discuss the fixed pattern noise which is the main dominant noise associated with the thermal images.
Additive noise
be the noisy digitized version of the ideal image, ( ) y x f , and ( ) y x n , be a "noise function" which returns random values coming from an arbitrary distribution. The additive Noise generally represented as a normally distributed (Gaussian), zero-mean random process with a probability density function by equation (1):
Additive noise is independent of the pixel values in the original image. Typically, ( ) y x n , is symmetric about zero. Additive noise is a good model for the thermal noise within Photoelectronic sensors [5] . 
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Multiplicative noise
Multiplicative noise, or speckle noise, is a signal dependent form of noise whose magnitude is related to the value of the original pixel. Equation (3) describes one simple form it can take, but a more complex function of the original pixel value is also possible.
Impulse noise
Impulse noise has the property of either leaving a pixel unmodified with probability 1-p, or replacing it altogether with probability p. This is shown in equation (5) Restricting ( ) y x n , to producing only the extreme intensities 0 or Z-1 results in salt-pepper noise [6] [7] .
Fixed pattern noise (FPN)
Is the spatial variation in pixel output values under uniform illumination due to device and interconnect parameter variations (mismatches) across the sensor [3] . The most common FPN sources include fabrication errors, cooling system, electronics, and optics.
3-Measuring criteria for performance evaluation
The enhanced image quality could be measured using the root mean square error (RMSE), Signal to noise ratio (SNR), and Peak signal to noise ratio (PSNR).
RMSE is the square root of the mean square error between the original and enhanced image. It detects the difference between the enhanced and the original image [8] . 
PSNR is defined as [8] :
Where, X max is the maximum gray level (255 for 8-bit level) of the given input image.
( )
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4-Performance improvement of thermal images
The principle objective of image enhancement is to improve the quality of thermal images, in other word enhancement is to process an image so that the result is more suitable than the original image for a specific application. Image enhancement approaches fall into two board categories: spatial domain methods and frequency domain methods. The term spatial domain refers to the image plane itself, and techniques in this category are based on direct manipulation of pixels in an image. Frequency domain processing techniques are based on modifying the Fourier transform of an image.
Image enhancement in the spatial domain
Spatial filtering process consists simply of moving the filter mask from point to point in an image. At each point ) , ( y x the response of the filter at that point is calculated using a predefined relationship. In general, linear filtering of an image f of size N M × with a filter mask of size n m × is given by [9] ( ) ( ) ( )
Where a= ( m -1)/2 and b= ( n -1)/2 To generate a complete filtered image this equation must be applied for x =0, 1, 2… M-1 y = 0, 1, 2… N-1 In this paper we concerned with median and circular average filters.
Image enhancement in the frequency domain
The basic "model" for filtering in the frequency domain is given by
The Fourier transform of the output image
The Fourier transform of the input image
The filter transfer function In this paper we concerned with ideal low-pass filter, Butter worth low-pass filter, Gaussian low-pass filter and wiener filters. These filters cover the range from very sharp (ideal) to very smooth filter functions [9] .
Non-uniformity correction
Though imaging systems with reference-based non-uniformity correction are accurate, they often involve opt-mechanic components and temperature references that are expensive and complex in design. To overcome this problem, a lot of research has been focused on performing sensor calibration entirely in software. Methods have been presented here: scenebased non-uniformity correction and One-image correction [10] .
Scene-based non-uniformity correction
scene-based non-uniformity correction (Temporal highpass filter) applied on a sequence of infrared image data consist of scene information, varying from frame to frame, and a fixed pattern noise, roughly the same in all frames. This means that when studying each pixel individually over time, high-frequency information belongs to the scene, while low-frequency 
Where 0 D is a specified nonnegative quantity, and ( ) v u D , the distance from point ( ) v u, to the origin of the frequency Rectangle.
One-image correction
Usually, some properties and characteristics of the fixed pattern noise is known in advance. For example, pixel intensity is generally lower at the edges of the image, and pixel-to-pixel correlation is visible as grid and line patterns. This knowledge can be used to produce an estimate of the fixed pattern noise as an initial set of correction parameters for further processing by the non-uniformity correction algorithms. It seems that every second pixel is somewhat correlated. This is also evident when examining the Fourier transform of the image. Once identified, these frequency components may be filtered out to remove most of the grid noise, the grid noise is mostly additive in origin, while the pixel intensity decrease at the image edges is part of a slowly varying multiplicative fixed pattern noise. By taking the logarithm of the image, this noise will be turned into additive noise, which then can be reduced by applying a high pass filter. This is sometimes referred to as homomorph filtering [9] [10] given by 
5-Experimental work
The applied algorithms were tested using samples of 8-bits thermal images of different sizes (see fig.1 ). The three standard noises were artificially added in these images at various noise ratios. The performances of the applied algorithms are evaluated using PSNR in different cases. 
The first Experiment is conducted to gauge the efficiency of the applied technique for filtering images corrupted at different noise ratio. The result of sample image is shown in Figure ( 2), where the noise ratios for impulses noise range from 2.5% to 50%. It is seen visually from these graphical figures that non linear filter represented in median filter provides superior results to the other filters in reducing impulse noises (with non linear behavior) at different noise density values. To assess the effectiveness of the implemented filters in processing different thermal images. Tables [1, 2 , and 3] present the comparison results for images degraded by impulse noises. It is seen from these tables that PSNR values of the median filter has the largest value compared with other filters. So, the median filter is the most suitable filter for reducing the impulse noise hence it replaces the value of a pixel by the median of the gray levels in the neighborhood of that pixel. Median filters provide excellent noise reduction capabilities, with considerably less blurring than linear spatial filter of similar size. The second Experiment is conducted to gauge the efficiency of the proposed technique for filtering images corrupted at different noise ratio. The result of sample image is shown in Figure (4) , where the noise ratios for Gaussian noise range from 2.5% to 50%. It is seen visually from these graphical figures that circular averaging filter provides superior results to the other filters in reducing Gaussian at different variance. To assess the effectiveness of the implemented filters in processing different images. Tables [4, 5, and 6 ] present the comparison results for images degraded by Gaussian noise. It is seen from these tables that PSNR values of the circular averaging filter has the largest value compared with other filters. So, the circular averaging filter is the most suitable filter for reducing the Gaussian noise. Hence the response of a smoothing linear spatial filter "circular average filter" is simply the average of the pixel contained in the neighborhood of the filter mask, that reduce the effect of the Gaussian noise (linear additive noise). The third Experiment is conducted to gauge the efficiency of the proposed technique for filtering images corrupted at different noise ratio. The result of sample image is shown in Fig.6 , where the noise ratios for speckle noise range from 2.5% to 50%. It is seen visually from these graphical figures that ILPF filter provides superior results to the other filters in reducing speckle noise at different variance. To assess the effectiveness of the implemented filters in processing different images. Tables [7, 8, and 9] present the comparison results for images degraded by speckle noise. It is seen from these tables that PSNR values of the ILPF filter has the largest value compared with other filters. So, the ILPF filter is the most suitable filter for reducing the speckle noise.
Hence it cuts off all frequencies component of the Fourier transform that are at a distance greater than a specified distance from the origin of the transform (attenuate the high frequency component concerned with speckle noise). Figures (8) , (9) . It could be noticed from vision observation that NUC algorithm (homomorph filter) for improving the appearance of an image by simultaneous gray-level range compression and contrast enhancement. It has the better performance; hence more details of images were very clearly compared with the original image. Table ( 10) Showing that the performance of output image depends on the control sharpness constant "c" of the image, Where better performance were found on different thermal images, since we have a higher PSNR at c=10 comparison with other c values. 
5-Conclusions
This paper introduced most of filters used for improving the performance of thermal images.
The experimental results clarified that • Median filter is considered the most suitable enhancement filter to reduce impulse noises associated with thermal images.
• Circular average filter is considered the most suitable enhancement filter to reduce additive noises associated with thermal images.
• ILPF filter is considered the most suitable enhancement filter to reduce multiplicative noises associated with thermal images.
• Non-uniformity correction (NUC) is the most suitable algorithm to reduce the additive noises represented in FPN which is the main dominant noise affected the performance of thermal images.
