Robust perception systems are essential for autonomous vehicle safety. To navigate in a complex urban environment, it is necessary precise sensors with reliable data. The task of understanding the surroundings is hard by itself; for intelligent vehicles, it is even more critical due to the high speed in which the vehicle navigates. To successfully navigate in an urban environment, the perception system must quickly receive, process, and execute an action to guarantee both passenger and pedestrian safety. Stereo cameras collect environment information at many levels, e.g., depth, color, texture, shape, which guarantee ample knowledge about the surroundings. Even so, when compared to human, computational methods lack the ability to deal with missing information, i.e., occlusions. For many perception tasks, this lack of data can be a hindrance due to the environment incomplete information. In this paper, we address this problem and discuss recent methods to deal with occluded areas inference. We then introduce a loss function focused on disparity and environment depth data reconstruction, and a Generative Adversarial Network (GAN) architecture able to deal with occluded information inference. Our results present a coherent reconstruction on depth maps, estimating regions occluded by different obstacles. Our final contri-
Environment reconstruction from our methodology on disparity images and 3D mesh generated from the point cloud.
Introduction
Intelligent Transportation Systems (ITS) have been widely studied to develop an autonomous vehicle able to navigate in a complex urban environment. To do so, intelligent vehicles depend on robust sensors to localize themselves and interpret their surroundings. Precise perception systems are necessary for the decisionmaking algorithms; their confidence relies on accurate depth and visual information. Stereo cameras provide both information in a single frame, by capturing images from multiple lenses and matching images features arXiv:1912.03992v1 [cs.CV] 9 Dec 2019 [17] [36] [25] . Based on matched features differences, a disparity value is calculated, then depth information can be estimated using the disparity values and camera parameters. Thereat, from stereo cameras it is possible to calculate depth data from RGB pixels, abstracting sensors synchronization problem.
Stereo camera collected data provides dense environment information to the perception system, which improves the knowledge extraction. However, in some cases, this data may not provide an ample environment insight. Dynamic obstacles moving through the scene can omit structural information, generating gaps of unknown depth data. For some tasks this missing information can be a problem, e.g. curb detection [14] , mapping [37] , instance segmentation [24] , pedestrian intention detection [29] . The human brain can deduce the missing data based on environmental context and previous experiences. For computational methods, it is a complex task to infer occluded depth information due to data sensitivity. By reconstructing these occluded areas, we would upsample the environment information, supporting many perception tasks and increasing their accuracy since it would become possible also to process and classify occluded regions.
Image reconstruction is already a vast research field, however, the majority of works are focused on RGB images. Those works focus on a visual reconstruction, estimating color information on the target area based on neighborhood pixels. In a first look, those methods seem to be easily applicable to depth maps since disparity data encode depth information in a one-channel image. However, disparity images are too sensible, highlighting noises when a point cloud is reconstructed from the depth map. For a satisfactory depth reconstruction, a coherent and regular structure estimation is necessary. The reconstructed area should follow the real related structure distribution, diminishing the transition noise between real and generated areas ( Fig. 1) .
Convolutional Neural Networks (CNNs) have been extensively applied to image processing tasks, achieving notable results [1] . Goodfellow et al. [18] introduced the Generative Adversarial Network architecture, which consists of two CNNs fighting to improve each other. This architecture can generate data very similar to the training dataset, which could be applied to image inpainting. GANs have been already proposed to deal with image reconstruction and inpainting, achieving notorious results on RGB images. Yet, the reconstructed area noises directly affects the tridimensional environment representation. The main problem with reconstructing depth maps are the data sensitivity and the few features to be extracted from those images. Withal, since disparity images encode depth information, some specific depth features could be considered. Based on that, one hypothesis arises: can we use depth data features to improve the GANs disparity data generation?
This work is divided into five sections: in Section 1 we discuss the gap on depth image inpainting and the motivations of our work, in Section 2, we present the recent efforts in image inpainting and depth completion research fields, and their flaws when applied to depth maps inpainting. Section 3 presents an overview of disparity data aspects and our approach to deal with depth inpainting, in Section 4 we discuss different metrics and their influence in GANs evaluation, then we present our qualitative and quantitative results compared with state-of-art approaches. Lastly, Section 5 summarizes our main contributions and future works.
Related Approaches
Image inpainting consists of an image reconstruction method that estimates image target regions [19] . Those methods can also be applied to remove objects from the scene by reconstructing the area where the object once was. Inpaint depth maps means to estimate depth data; by removing an object, the reconstructed region is a guess of the area once occluded. However, deal with disparity data is more complicated than that since disparity images behavior is quite different from RGB images. Depth completion studies deal with disparity data estimation by focusing on those unique characteristics. Study recent inpainting and depth completion methods can give an overview of recent efforts and methodologies to deal with image inpainting and depth maps data manipulation. With the knowledge about both fields, we can understand the gap in both research areas, and try to find a way to define a methodology for depth inpainting.
Criminisi et al. [13] introduce one of the most relevant inpainting algorithms. This method is based on an iterative patch analysis. The target area boundary is defined and divided into patches, at each iteration, is calculated the boundary gradients, and the unknown patch color is defined. At each iteration, known areas guide the estimation of unknown region patch by patch, growing the image reconstructed information. In the end, the region masked to be reconstructed is estimated. Most approaches [2] proposes a similar method also based on iterative image patches analysis and growth. Those methods achieve a satisfactory image reconstruction on RGB images. However, they request many time to reconstruct large areas.
Some approaches [22] [10] deal with depth inpainting. Those methods are based on the same iterative patch analysis. Since disparity images have only one image channel, the reconstruction process seems easier. However, due to the disparity images lack of features, those methods depend on many preliminary assumptions about the environment. They can only reconstruct small areas and, in many cases, only on well-controlled scenarios, e.g. indoor environments. In the context of autonomous vehicles, those methods could not be applied due to the high processing time and the environmental limitations in which they were proposed.
More recent methods tries to withdraw the processing time problem by using CNNs to inpainting images [27] [23] [38] . Some of those works focus on GAN architectures to reconstruct the input image. Iizuka et al. [23] introduces a GAN network to deal with inpainting and object removal. This architecture divides the discriminator network on two, a local and a global discriminator. The global discriminator evaluates the whole reconstructed image and the estimation coherence. The local discriminator evaluates only the reconstructed area consistency. Yu et al. [38] proposes a post-processing architecture to improve this network result. A postprocessing network receives as input the [23] network result, where the image real and generated regions are divided. With a contextual attention branch, real and generated images patches are analyzed and matched. After defining the image patches pairs, network tries to propagate real image characteristics to generated patches and their neighborhood, improving first network coarse result. Those approaches can achieve a result faster and do not depend on controlled environments. They are mainly applied to RGB images.
Based on the inpainting GAN architectures, some approaches reconstruct occluded information from semantic segmented images in order to estimate the road semantic layout [31] [7] . Those methods are also applied to outdoor urban scenarios. However, they reconstruct only semantic environment information. Those images have a small set of pixel colors to classify each pixel as one semantic class. Due to that, this task is simpler than RGB image inpainting and also less complex than the disparity reconstruction task.
Some methods are focused on estimating disparity image shadowed noisy areas generated by the lack of features during the stereo matching process. In that case, unknown disparity data are estimated, but they are based on known RGB information about the target area. However, different from inpainting approaches, those depth completion methods uses Conditional Random Fields (CRF) models in order to define a disparity value [34] [39] [9] [5] [35] . An objective function is defined, and then this function is minimized or maximized. To define the objective function, the known disparity data, and the RGB information associated with the unknown area are used to guide the disparity pixel estimation. In some cases, CNNs are used to extract features from RGB observable pixels -e.g. semantic information, surface normal vectors -improving the CRFs models [4] [40] . A temporal approach can also be used to estimate this disparity data [28] [30] . In that case, consecutive frames are processed, and, based on the camera motion and previously calculated disparity data, new captured frames are completed using past environment depth information.
Another depth reconstruction network is proposed in [33] . This paper deal with depth upsample on LiDARbased disparity images. Based on a single LiDAR disparity frame the CNN estimates the unknown depth information. This is a different kind of depth completion, which transforms LiDAR sensors sparse depth maps in a dense disparity image.
Inpainting methods can achieve a coherent visual data reconstruction. Although, when dealing with depth data, it is necessary a smooth and precise estimation due to data sensitivity. Some recent approaches use CNNs to deal with image inpainting, however even withdrawing the processing time problem, the noise reconstruction remains. Works focused on depth data are dependent on hard assumptions about the environment. Methodologies which does not depend on those assumptions estimate disparity data based on known RGB features related to the inpainted area. When dealing with occluded area estimation, we would not have information about area to be reconstructed. To estimate space behind an object, neither disparity nor RGB data associated with area available, so it would be useful to achieve an estimation by only using neighborhood data.
Proposed Methodology
Yu et al. [38] proposes a GAN architecture to inpaint images achieving state-of-art results. Fig. 2 displays this network result on RGB and disparity images. On RGB images, the network achieves a coherent and realistic reconstruction. However, on the disparity image, it is possible to notice a color variation inconsistency and noises in the reconstructed region. This inconsistency represents uneven reconstructed surfaces, those irregularities are a problem on the point cloud generation, since they become artifacts on the tridimensional environment. When dealing with depth data, the local neighborhood has to be evaluated to minimize the irregularities on the generated surfaces, and maintain their depth continuity.
We propose a loss function oriented to disparity data, and modifications on [38] network architecture, focusing the context extraction and data evaluation on specific depth features ( Fig. 3 ). With these adaptations, we want to improve the network disparity data, reducing noise and uneven surface generation. With smoother disparity data, we can use our network to inpainting disparity images, estimating occluded depth information.
Surface Features
[40] uses a CRF model for disparity data estimation. To guide the estimation, firstly, they use a CNN to extract normal surface vectors from RGB images. The result is a coherent and regular estimation of the missing disparity data. However, they depend on known RGB information related to the unknown disparity region. Yet, it is possible to extract normal surface vectors from depth data. [8] [26] [6] [21] proposes different approaches to estimate surface normal vectors from disparity images. Those methods calculate the depth values from disparity data and then estimate normal surface vectors. The problem of using real depth values is that the specific camera parameters are necessary to calculate depth from disparity data. For different cameras, those parameters can change, as well as the image size. To apply that to a CNN, it would be problematic and limiting. Since disparity images encode depth value in a one-channel image, the disparity data variation is proportional to the depth variation. We can try to calculate surface normal vectors from disparity values only. This would be just an approximation of the real normal vectors; due to the proportionality, this estimation would be consistent with the surface variation.
From definition, the cross product between two or-
Which means that, the resultant vector is normal to the plane where − → v 1 and − → v 2 belongs. The gradients on x and y image axis for a particular disparity pixel, give the disparity variation on that neighborhood. To calculate the vector normal to a pixel surface, we take two unitary vectors parallel to the x and y image axis and define their z component as the x and y directional gradient value on that region. Thus we will have two vectors that are in a plane parallel to the surface in which the pixel lays on. The cross product between these two vectors is a resultant normal to the pixel surface ( Fig. 4 ). For a pixel P i,j Equation 1 displays the formulation for the normal vector calculation.
Using the image gradient only to calculate normal vectors for disparity pixels can give information about the surfaces of the structure, withdrawing the camera parameters limitation. Also, since we use the neighborhood pixels to calculate the normal vectors, we can model this calculation as a convolution (Fig. 5 ). This convolution could be added to the CNN training process without increasing the processing time significantly.
Vectorial Loss
The Contextual Attention architecture uses the Wasserstein GAN (WGAN) [3] as the loss function, which has a smoother gradient than the original GAN loss. During the training, a gradient penalty is applied to avoid the gradient vanishing problem (WGAN-GP) [20] . Also, an L1 loss function is calculated to quantify the difference between generated and ground truth image pixels. Although, this pixel-wise loss evaluates only the local error, increasing the color variation around the pixel neighborhood. This high variation generates uneven surfaces on the disparity reconstructed data. Since disparity gradients are used to estimate a vector normal to the pixel surface, the difference between ground truth and generated surface normal vectors can quantify the pixel neighborhood error. By evaluating the reconstructed area normal vectors, it is possible to verify the generated surface consistency. This loss function would evaluate depth features, enhancing the network depth data processing.
By calculating the normal surface vectors from ground truth and generated disparity images, we can evaluate the vectorial error. With this Vectorial Loss, the GAN may enhance the structure's surface generation. By diminishing the generated surfaces irregularities and removing noisy artifacts, the reconstructed disparity image would be more realistic. Therefore, we maintain the original loss function with the WGAN-GP and L1 losses and add the Vectorial Loss as a third factor to be mini-mized. As the L1 loss function, we calculate the Vectorial error on the final and coarse results. Thus, we minimize the surfaces generation error on both networks:
Where d l is the discriminator WGAN-GP loss and g l the generator loss function. G(Y ) is the WGAN-GP generator loss calculated for the generated image, L1(X, Y ) is the L1 loss between generated and ground truth images and V l (X− → n , Y− → n ) is the Vectorial Loss between generated and ground truth surface normal vectors. β, φ and α are predefined parameters.
Surface Attention branch
The contextual attention branch proposed in [38] divides the first network coarse result into two classes, background, and foreground. The real image area is defined as the background while the reconstructed region defined as the foreground. Background patches are divided on 3x3 patches and modeled as a convolution. With a cosine similarity calculation and a softmax function, a probability score is calculated between real patches and generated pixels.
To maintain the coherence between adjacent pixels, the calculated attention score is propagated to neighborhood pixels. This adjacent propagation is done by a left-right and top-down attention score shift on a kernel of size k. By summing the kernel attention scores, the patches inherit their adjacent pixels matched characteristics, maintaining the neighborhood coherence. The highest scored patch convolution is used to deconvolve the matched generated pixel and propagate the matched real characteristics. This branch extracts context information from the coarse reconstructed image and processes it on the second network deconvolution, improving the inpainting result.
However, due to the lack of color features, disparity pixels only may do not have enough contextual information to guide the characteristics propagation. Match disparity pixel means to match only depth information, which does not give any context about the structure in which that pixel belongs. Without enough data, the attention score calculation may do not find the most similar patches, replicating characteristics not related to the surface in which the pixels lays. To improve the context extraction, we give more information to be processed by this branch. We calculate the normal surface vectors from the coarse result. Those normals are concatenated to the disparity image to be processed by the contextual attention branch. We extract relevant features about the scene reconstructed structures and improve the foreground and background regions comparison. Since this branch process disparity pixels and their normal vectors, surface information also will be propagated to the reconstructed disparity region on the deconvolution, enhancing generated depth structures.
Surface Discrimination
The basis for GAN is the two networks disputing at each iteration. The discriminator network is fundamental since it learns to distinguish between real and fake data, improving the generator result. On this architecture, we would provide the generator reconstructed disparity image to the discriminator. However, as discussed before, depth maps have low visual features to be extracted, which could lead the discriminator to focus on features not related to depth information.
Since the discriminator network can well divide both real and fake data, we want to use this ability to distinguish also between real and fake depth surfaces. Instead of giving only the disparity image to the discriminator network, we calculate the normal surface vectors from the output image and also provide this information to be evaluated. With this surface information associated with the depth map, the discriminator can relate both disparity and surface data to distinguish between real and fake depth images. Thus, we guarantee that the discriminator will look after depth features, evaluating the surface generated irregularities. After the convergence, we use the generator to reconstruct depth maps and withdraw the final surface normal vectors calculation step. With this approach, the GAN will be focused on depth data evaluation at every training step. At the convergence, the generated depth maps will have disparity and surface distributions close to the real data.
Experimental Results
To evaluate our network in the context of autonomous vehicles, stereo images from an urban scenario are necessary. The KITTI dataset [15] [16] is a benchmark on ITS research field. This dataset collects images from different scenarios around the city of Karlsruhe, Germany. However, this dataset has only the stereo RGB pair images. Since those images are collected in an outdoor environment, the sunlight can be an issue to the disparity matching algorithms, generating gaps of unknown disparity information. Due to that, we have used the CityScapes dataset [11] [12] . This dataset collects images from many Germany cities, in distinct weather conditions for a more embracing data context. Those images are post-processed and manually selected, then semantic, and instance information is annotated, and disparity images are calculated. Due to the post-processing and manual image selection, the final disparity images are denser, diminishing the shadowed gaps. These less noisy data guarantee more information to be extracted and matched by the network on image reconstruction.
To evaluate our proposed architecture, we compare the original state-of-art Contextual Attention network [38] with our approach. Since we introduce our Vectorial Loss and many adaptations around the original network architecture, we incrementally apply those modifications, train the modified architecture, and evaluate their results. With this incremental evaluation, we can follow the network improvements, and evaluate our Vectorial Loss and each adaptation influence to the final network architecture. For a quantitative assessment, we use the validation set squared images with a random 128 × 128 crop around it to be reconstructed by our network. Then, we calculate the error between the reconstructed and ground truth images (Fig. 6 ). For the qualitative evaluation, we use different sized images with specific objects masked to be removed in the scene, so we can evaluate how satisfactory is the occluded region estimation. Fig. 7 displays the results comparison between the original and the adapted architectures. The original Contextual Attention (Fig. 7.b ) network generates disparity data with a high variation around the neighborhoods, creating undesirable artifacts. Adding the Vectorial Loss helps the network to create smoother surfaces, removing the noisy artifacts. Even so, the characteristics of the structure are lost (Fig. 7.c) . The Surface Attention branch improves the structures reconstruction by propagating real surface information to the generated area. The network proposes different structures to reconstruct the image, yet they may do not correctly fit on the area where they are placed ( Fig. 7.d) . When we look at the surface images, it is possible to notice that all those reconstructed data distributions are very far from real surface distributions. When we evaluate the generated surfaces on our proposed network architecture, the surface data distribution is improved, enhancing their reconstruction ( Fig. 7.e ). By surface discrimination, the network achieves a coherent reconstruction of disparity and surface images. Our proposed network is then able to remove the cars from the scene and estimate the environment behind, generating a smooth depth interpolation with consistent surfaces.
However, when we calculate the MSE and VE for the validation images, we notice that the quantitative evaluation does not agree with the same improvements. Table 1 shows the MSE and VE, where CA is the Contextual Attention original network, VL is our proposed Vectorial Loss, and SA is our Surface Attention branch adaptation. On this table, our final network result is worst than previous adaptations and the original network, even with a better image reconstruction. This evaluation does not seem correct, and this can be explained by the way that GANs works. GANs tries to replicate the training set data distribution, which means that given input data, an output data will be generated trying to imitate the real data distribution. Even with the L1 and Vectorial Loss, which calculates the error for each pixel, the GAN focus on recreating structures with the same aspect as the real ones. Without Surface Discrimination, the only metric used to evaluate the generated surfaces was the Vectorial Loss. By only analyzing the individual pixel error, the network tries to find an intermediary value that will best fit in that neighborhood, which explains the smooth aspect of the generated surfaces. When we start discriminating real and generated surfaces, the network understands that those smoother surfaces do not look real and propose surfaces with some subtle roughness, as the real ones. However, the regions where those imperfections are placed may do not match with the areas where they are placed on the ground truth image. Figure 8 displays the reconstructed region comparison in our proposed network with and without the Surface Discrimination. Thus, the pixel-wise error metrics will increase, since the generated data distribution does not locally fit with the ground truth data. Yet, when analyzing the whole generated area data distribution, it is much closer to the ground truth. Depending on the application, pixel-wise metrics can give an erroneous performance evaluation of the GAN. As in our case, where depth data are too sensible to neighborhood variation, those metrics can not precisely evaluate how well the network replicates the training dataset. We propose the use of data distribution comparison metrics to evaluate network performance. By computing a histogram of the network image result, we can effectively compare the generated and real depth data distributions, avoiding local pixel evaluations.
Distributions Distance
Statistical distance metrics can quantify the similarity between two data distributions by a distance or a percentage value. To evaluate our results, we use image histograms and the statistical distance metrics to quantify how well our network can imitate the training set data distribution. [3] introduce their WGAN loss function based on the Wasserstein distance metric. Some other distribution distance metrics are discussed on that work, e.g., Kullback-Liebler and Jensen-Shannon divergence. In addition to these, other metrics can also be used to compare images histograms. We can calculate the percentage of matching bins from both histograms by the histogram intersection [32] . Also, the correlation between two histograms can be calculated, which quantify how much two data distributions are related. Using ground truth and generated images, we can apply those metrics to compute the similarity between real and generated image data distributions.
We apply those metrics on the generated disparity image and their respective normal vectors. By using many distinct data distribution comparison metrics, we can better understand the network data generation. Those distance values give information about the global data generation and how the network deals with the environmental context. Pixel-wise metrics quantify only the individual pixel error, leading to a wrong interpretation of the network reconstruction. Those statistical distance metrics evaluate the image data distribution, ignoring local errors, and considering the whole image consistency. Table 2 displays the results using the data distance metrics. On this table, it is possible to notice an incremental improvement as we add our proposed adaptations to the original network. This improvement follows what we see on the qualitative evaluation. The Vectorial Loss interfered with the disparity data generation, increasing the error; however, this loss function could improve the surface generation, reducing surface data distribution distance to the ground truth. When we add the Surface Attention to the network, we could improve both disparity and surface data. By analyzing the normal vectors, the contextual attention branch could match more consistent features and replicate real surface characteristics. The last row has the evaluation for our final proposed network, with Vectorial Loss, Surface Attention branch, and Surface Discrimination. Those results show a slight increase of disparity error on some metrics, yet this subtle increase occurs at the expense of a significant improvement on surface data generation. The improvement on the surface distribution is more relevant since this calculation is based on the neighborhood pixel evaluation, representing a coherent structure depth surface reconstruction. That behavior means that even estimating not such precise objects or structures distances, their surfaces will be consistent and realistic. Fig. 9 compare our network inpainting with the original Contextual Attention network on many different scenes and removing different objects. It is possible to notice that our proposed architecture was able to understand the depth surfaces context and reconstruct the environment with consistent structures. Even when the Contextual Attention network estimates a smooth interpolation, our network can generate more realistic structures. Also, continuous surfaces -i.e., wall, ground, pole -have an even interpolation avoiding the noisy artifacts generation, proposing uniform structures.
Conclusion
The Image Inpainting research field has achieved promissory results. GAN based methodologies can reconstruct image areas replicating real image context to the generated region. The challenge of applying those methods on disparity images are the data sensitivity and few features to be extracted to guide the reconstruction. By studying recent Inpainting and Depth Completion methods, we were able to understand the Depth Inpainting task's main weaknesses. In this work, we propose a new loss function and a GAN architecture adaptation, based on depth maps surface normal vectors features. Using only disparity pixel neighborhood values, we estimate vectors normal to the pixel surface, obtaining depth-related characteristics. By quantifying the error and providing generated surface information, we point out to the network the surface consistency importance when estimating disparity values.
Our results display a coherent environment reconstruction on depth maps for different scenes and reconstructed area sizes. The disparity data inference follows the characteristics of the real structure, generating uniform surfaces. Our network could achieve a considerably better disparity image reconstruction than state-ofart Inpainting networks. This Depth Inpainting network application analysis will be left for future works, from researchers who may need to estimate occluded depth information for perception tasks. Fig. 9 Comparison between Contextual Attention network [38] depth reconstruction and ours. First column the RGB image; Second column the original disparity image; Third column the Contextual Attention reconstruction of the area behind the target objects; Last column our reconstruction.
