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The observation of cyclotron resonance in ultra-clean crystals of URu2Si2 [S. Tonegawa et al.
Phys. Rev. Lett. 109, 036401 (2012)] provides another route besides quantum oscillations to
the determination of the bulk electronic structure in the hidden order phase. We report detailed
analyses of the resonance lines, which fully resolve the cyclotron mass structure of the main Fermi
surface sheets. A particular focus is given to the anomalous splitting of the sharpest resonance
line near the [110] direction under in-plane magnetic-field rotation, which implies peculiar electronic
structure in the hidden order phase. The results under the field rotation from [110] toward [001]
direction reveal that the splitting is a robust feature against field tilting from the basal plane. This
is in sharp contrast to the reported frequency branch α in the quantum oscillation experiments
showing a three-fold splitting that disappears by a small field tilt, which can be explained by the
magnetic breakdown between the large hole sphere and small electron pockets. Our analysis of the
cyclotron resonance profiles reveals that the heavier branch of the split line has a larger scattering
rate, providing evidence for the existence of hot-spot regions along the [110] direction. These results
are consistent with the broken fourfold rotational symmetry in the hidden-order phase, which can
modify the interband scattering in an asymmetric manner. We also extend our measurements
down to 0.7K, which results in the observation of cyclotron resonance in the superconducting state,
where novel effects of vortex dynamics may enter. We find that the cyclotron mass undergoes no
change in the superconducting state. In contrast, the quasiparticle scattering rate shows a rapid
decrease below the vortex-lattice melting transition temperature, which supports the formation of
quasiparticle Bloch state in the vortex lattice phase.
I. INTRODUCTION
The heavy-fermion compound URu2Si2 has attracted
much attention for its mysterious phase, the so called
hidden-order (HO) phase, whose order parameter is not
yet identified despite intense experimental and theo-
retical efforts for more than a quarter century.1 The
HO transition at THO = 17.5K
2–4 accompanies a huge
amount of entropy loss, but no magnetic ordering ac-
counting for this change has been observed.5–7 With-
out knowing which symmetry is broken in the ordered
phase, many theoretical proposals for the HO parame-
ter have been made.1,8–13 Recent magnetic torque mea-
surements reveal the in-plane anisotropy of magnetic
susceptibility,14,15 which suggests that below the HO
phase transition the fourfold rotational symmetry in the
tetragonal URu2Si2 is broken. This newly suggested ro-
tational symmetry breaking has raised several theoreti-
cal proposals,16–25 and thus calls for further experimental
verifications by using other techniques.
The nature of electronic orders in metals and semi-
conductors is, in general, closely related to the electronic
structure, and the most essential information is the struc-
ture of Fermi surface (FS). In the case of URu2Si2, the
large loss of entropy2–4 below THO signifies that a large
portion of the FS is gapped in the hidden-order phase,
which has also been supported by the transport26–28 and
tunneling29,30 measurements. For the understanding of
the nature of hidden order, it is indispensable to deter-
mine how the electronic structure changes with the gap
formation. In addition to this electronic excitation gap,
neutron inelastic scattering experiments31 revealed that
the gap is formed in the magnetic excitations character-
ized by two wave vectors: QC = (1, 0, 0) = (0, 0, 1) with
an energy gap of E0 ∼= 1.9meV and QIC = (1± 0.4, 0, 0)
with an energy gap of E1 ∼= 4− 5.7meV.
Quantum oscillation experiments32–36 that can yield
direct information on the FS structure have revealed the
existence of small pockets in the hidden order phase.
However, the total density of states of these pockets is
significantly smaller than the estimate from the elec-
tronic specific heat, which indicates there must be some
FS sheets with heavy mass missing in these experi-
ments. The most recent measurements of Shubnikov-
de Haas (SdH) effect33,34 have suggested that the FS
is quite similar to that in the antiferromagnetic phase,
which is known to be induced by applying pressure.37
In this pressure-induced antiferromagnetic phase, large
staggered moment along the c axis has been observed
with the wave vector of QC , indicating the zone folding
associated with the lattice doubling. Such zone folding
that has also been suggested by the recent angle-resolved
photoemission study in the hidden-order phase38,39 when
compared with the FS above THO,
40–42 which further
support the similarity between the antiferromagnetic and
hidden-order states. However, the hidden order phase, in
which no magnetic ordering has been detected, is sepa-
2rated from the pressure-induced antiferromagnetic phase
by a phase transition. Then the key question to address is
what is the peculiar signature in the electronic structure
of the hidden order phase, and in particular it is impor-
tant to clarify how this is related to the rotational sym-
metry breaking suggested by the torque measurements.
Cyclotron resonance (CR) is another powerful probe of
the detailed FS structure. The CR stems from the tran-
sition between Landau levels formed by the quantized cy-
clotron motion of the conduction electrons. It gives direct
information on the effective cyclotron mass m∗CR of elec-
trons moving along extremal orbits on FS sheets through
the simple relation m∗CR = eHCR/ω, where ω = 2πf is
the microwave angular frequency and HCR is the reso-
nance field. The cyclotron mass m∗CR may be different
from the thermodynamic mass or the massm∗QO deduced
from quantum oscillation measurements. In particular, in
one-component translationally invariant systems m∗CR is
not renormalized by the electron-electron interaction (the
Kohn’s theorem43) due to the cancellation by the back-
flow effect, so in this case m∗CR can be directly compared
with the band mass which can be calculated without con-
sidering electron correlations. However, in solids this the-
orem can be violated44 especially for the heavy-fermion
systems with interacting conduction and f electrons45
and for multiband systems.46,47 Therefore the momen-
tum dependence of m∗CR in each FS should contain im-
portant information on the electron correlations in these
systems.
Recent progress of the high-quality single crystal
growth of URu2Si2 has lead to the first observation of
CR among heavy-fermion materials.48 In this paper, we
describe the detailed analysis on this observation, which
reveals the full determination of the main FS sheets in-
cluding the missing heavy band. The in-plane angle de-
pendence of m∗CR shows an unexpected splitting for the
sharpest resonance line, which has been assigned to the
hole FS pocket α with the largest volume and mobility.
This anomalous two-peak splitting is found near the [110]
direction and the two-peak structure survives against
field inclination toward [001] direction in the measured
angle range up to 30◦. We compare our CR results with
the quantum oscillation results, from which we estimate
the electronic specific heat coefficient that can account
for more than 80% of the experimental value. The SdH
measurements also report the splitting of the α branch
for the oscillation frequency which is a measure of the
size of the FS, but we propose that this originates from
the magnetic breakdown and that our CR mass split has
a different origin. The CR profile analysis allows us to
estimate the scattering rates of each orbit, which reveals
the emergence of hot spots with larger scattering and
heavier mass along the [110] direction. This electronic
structure anomaly gives strong support for the rotational
symmetry breaking in the HO phase, providing a strin-
gent constraint on the symmetry of the hidden order.
Another important aspect of URu2Si2 is that the HO
phase hosts the unconventional superconducting (SC)
phase below the transition temperature TSC = 1.4K at
ambient pressure. The cyclotron mass m∗CR in the su-
perconducting state has also been a subject of theoret-
ical debate.49,50 By considering the ac dynamics of su-
perconducting vortices, a theory predicts the violation
of the Kohn’s theorem and a peculiar temperature de-
pendence of the resonance frequency in clean type-II
superconductors.50 Experimentally, however, this point
has not yet studied mainly because the observation of
CR in the superconducting state is difficult due to the
limitation of microwave penetration depth which is usu-
ally short. By using a 3He microwave cavity we are able
to observe CR in the SC phase of URu2Si2. Contrary to
the proposed temperature dependence, we find that the
mass does not show any significant change below Tc. We
rather find that the scattering rate at low temperatures
exhibits characteristic temperature dependence; it shows
non-Fermi liquid-like quasi T -linear dependence followed
by a sudden decrease below the vortex-lattice melting
transition temperature, which has been determined by
the resistivity measurements.51 This supports the forma-
tion of a coherent quasiparticle Bloch state in the vortex
lattice phase.
II. METHODS
A. Microwave measurements
High-quality single crystals of URu2Si2 used in this
study were grown by the Czochralski pulling method
and applying the solid state electro-transport method
under ultra-high vacuum.52,53 The very high residual-
resistivity-ratio (∼ 700)28,51 indicates that the impurity
scattering rate is very low which is important for obser-
vation of CR.
The CR experiments were carried out by using three
different cylindrical Cu cavities,54,55 whose resonance fre-
quencies for the TE011 mode are 28, 45, and 60GHz.
For the 28-GHz cavity, we also use the TE012 mode at
38GHz. The quality factors of the cavities are 2−4×104
without the sample. The plate-like crystal with dimen-
sions of 2.1 × 0.58 × 0.10mm3 is placed at an antinode
position of the microwave magnetic field Hω. The 28
and 45-GHz cavities have sapphire hot-fingers,54 which
enables us to control the temperature of the sample with
keeping the cavity temperature at the liquid 4He temper-
ature. The 45-GHz cavity has a 3He pot system which
can cool the sample to ∼ 0.7 K. For the 60-GHz cavity
measurements, the sample is placed by a sapphire rod
attached to the cavity and the cavity temperature is var-
ied. The frequency response of the cavity is measured by
a scalar network analyzer, and the microwave loss 1/Q
and resonant frequency f are recorded as a function of
dc field H with and without the sample. The dc mag-
netic field H is applied perpendicular to the alternating
currents Jω induced by microwave [Fig. 1(a)]. In a classi-
cal picture, the electrons undergo cyclotron motion with
3velocity perpendicular to H and are accelerated by the
microwave. The field-angle is controlled by manually ro-
tating the sample at room temperature.
The changes in ∆1/Q and ∆f as a function of dc field
H show the multiple cyclotron resonances [Fig. 1(b)].
The CR occurs near the surface within the microwave
skin depth δ = (2ρ/µ0ω)
1/2 (∼ 0.3µm for 28GHz at
1.7K where the dc resistivity ρ is ∼ 1µΩcm in our crys-
tal) when the frequency of the cyclotron motion coincides
with the microwave frequency. We note that unlike con-
ventional CR in metals,56 heavy mass and small carriers
(namely, slow Fermi velocity vF ) in URu2Si2 result in
that the cyclotron radius rc = vF /ω may become shorter
than δ in our measurement frequency range.
B. Band-structure calculations
Electronic band-structure is calculated in two steps.
First, the ab initio calculations are performed for the
paramagnetic state of URu2Si2 by using the Wien2k
package,57 in which the relativistic full-potential (lin-
earized) augmented plane-wave (FLAPW) + local or-
bitals method is implemented. The crystallographical
parameters are the space group No.139, I4/mmm, the
lattice constants, a = 4.126 A˚, c = 9.568 A˚, and Si inter-
nal position, z = 0.371.58 Then the Fermi surface in the
antiferromagnetic state was obtained by applying several
values of effective field, and the Brillouin zone is folded to
the space group No.123, P4/mmm. The obtained Fermi
surface is essentially consistent with the previous density
functional band-structure calculations.59
III. CYCLOTRON RESONANCE IN THE
HIDDEN ORDER PHASE
A. Determination of the cyclotron mass
Figure 1(b) shows the microwave data for H//[100] at
1.7K representing the observation of the CR. The mi-
crowave power dissipation ∆1/Q as a function of applied
dc field shows several peaks and at the same fields the
frequency shift ∆f shows rapid changes, which are ex-
pected from the Kramers-Kronig relations between real
and imaginary parts of the response functions. These re-
sults clearly indicate that the multiple resonances occur
in this field range. These resonances show rapid broad-
ening with increasing temperature [Fig. 1(c)], which rules
out the electron paramagnetic resonance as the origin of
anomalies. Measurements by using different cavities or
different modes [Fig. 1(d)] clearly demonstrate that the
resonance fields are proportional to the measurement fre-
quency. All of these features establish that these anoma-
lies are due to the CR. The observed seven CR lines are
labelled as A to G in the order of corresponding m∗CR
from the heaviest [Figs. 1(d) and 2].
FIG. 1. (Color online) Observation of cyclotron resonance in
the hidden-order phase of URu2Si2. (a) Schematic configu-
ration of the microwave measurements. The crystal is placed
inside the cavity, where the microwave field component Hω
has an antinode for the TE011 and TE012 modes. The dc field
H is applied parallel to Hω, which excites the microwave cur-
rent Jω near the sample surface in the region characterized
by the skin depth δ (red shades). When the frequency of the
cyclotron motion with a radius rc (black loops) coincides with
the microwave frequency f , the cyclotron resonance occurs.
(b) Magnetic-field dependence of the change in the microwave
dissipation ∆1/Q (red, left axis) and the frequency shift ∆f
(blue, right axis) of the 60-GHz cavity resonator containing a
single crystal at 1.7K. The dc field is along the [100] direction.
The weak field dependence measured without the crystal has
been subtracted. The dotted lines mark the resonance fields.
(c) Field dependence of ∆1/Q at several different tempera-
tures. Each curve is shifted vertically for clarity. (d) Relation
between the measured frequencies and the resonance fields for
H ‖ [100].
The cyclotron resonance data set measured at 28 and
60GHz in the ab, [110]-[001], and ac planes are shown in
Figs. 2(a)-(f). Here the sample temperature is ∼ 1.7K.
The cyclotron resonance occurs when the relation ω =
ωc(= eHCR/m
∗
CR) is satisfied, from which the angle de-
pendence of m∗CR can be extracted as shown in Fig. 3.
For the condition ωcτ > 1 (where ωc is the cyclotron
angular frequency and τ is the scattering time) the mi-
crowave dissipation ∆1/Q(H) has a peak at HCR, which
is described as follows.
The dissipation is proportional to the real part of the
complex conductivity σ(ω), which is given by the Drude
model in a simple metal with the carrier number n and
effective mass m∗:60
σ(ω) = σ0
1 + iωτ
(1 + iωτ)2 + (ωcτ)2
, σ0 =
ne2τ
m∗
. (1)
4FIG. 2. (Color online) Cyclotron resonance in URu2Si2 for H applied along several different directions. (a) ∆1/Q under
in-plane field rotation at 28GHz. Here φ is the field angle from the [100] direction in the ab plane. (b) Smooth polynomial
background field dependence 1/Qbg (dotted lines in (a)) has been subtracted. At finite angles, the line A shows a broadened
shape, which can be fitted to two Lorentzian functions (dashed lines). (c) ∆1/Q(H) at 60GHz for several angles φ in the ab
plane. (d) 60GHz data in the ac plane. Here θ is the field angle from the ab plane. (e) 28GHz data in the ac plane. (f) Similar
data at 60GHz but in the [110]-[001] plane.
The real part is then given by
Re{σ(ω)} =
σ0
2
[
1
(ω − ωc)2τ2 + 1
+
1
(ω + ωc)2τ2 + 1
]
.
(2)
This is the sum of two Lorentzian functions which have
two peaks at ω = ±ωc with the width determined by 1/τ .
When the resonance peak is sharp enough (ωcτ ≫ 1), the
contribution from the ω = −ωc peak becomes negligible
near the actual resonance at ω = ωc, and then the peak in
∆1/Q(H) can be approximated by the simple Lorentzian
∆1/Q(H) ∝
1
(H −HCR)2 + (∆H/2)2
, (3)
where the normalized full width at half maximum
(FWHM) ∆H/HCR is given by 2/ωcτ .
From the normalized FWHM we estimate that ωcτ
reaches ∼ 20 at low temperatures for the sharpest line D.
In addition to the resonance peaks, the field dependent
surface resistance contributes to ∆1/Q(H) as well. Since
URu2Si2 is a compensated metal with equal volumes of
electron and hole carries, the magnetoresistance is large
at low temperatures for high-quality crystals with large
τ .28 This gives noticeable smooth background signals, as
evident especially for 28GHz. To resolve the cyclotron
resonance lines at high fields, we therefore subtract this
background field dependence by using polynomial func-
tions [dashed lines in Fig. 2(a)]. For the resonance line
A, we fit the subtracted data by the two Lorentzian func-
tions with different HCR [Fig. 2(b)].
B. Angle dependence of the cyclotron mass
The field-angle dependence of the CR lines, which can
be compared with the band-structure calculations, allows
the determination of the angle-dependent electron masses
on the FS sheets in the HO phase. Figures 2(a)-(c) dis-
play the resonance lines at two different frequencies when
the field is inclined from [100] toward [110] direction in
the ab plane. It is clear that the CR lines D and A
gradually split into two peaks when the field direction
is rotated from the [100] to [110] direction. For the line
A, the FWHM for finite azimuth angles φ is significantly
broader than that of H ‖ [100] (φ = 0◦), suggesting that
the split occurs immediately after the field rotation from
5FIG. 3. (Color online) Structure of the cyclotron masses m∗CR
for each Fermi surface sheet in URu2Si2. Cyclotron masses
as a function of field angle for the ac-plane (left), ab-plane
(center) and [110] − [001] plane (right) rotations. The solid
(open) symbols are for the resonance lines with large (small)
intensities. The dashed lines are guides to the eyes for the
main three bands.
the a axis. On the other hand, the field split occurs at
larger angles for the line D. Figure 2(f) shows the res-
onance lines at 60GHz when the field is inclined from
[110] toward [001] direction. The split in line D survives
against the field tilt angle θ from the basal plane toward
the c axis up to the largest tilt θ = 30◦ used in this study.
Figures 2(d) and (e) display the resonance lines at two
different frequencies when the field is inclined from [100]
toward [001] direction in the ac plane. The line D exhibits
a gradual shift to higher fields with increasing tilt angle
θ, whereas the lines B and B’ merge into a single peak for
large θ. We also note that for the ac plane rotation, due
to the limit of the field range we cannot clearly identify
the two-peak feature for the line A. Thus we have large
error bars for the line A at finite θ [Fig. 3].
C. Assignments of cyclotron mass branches
The three-dimensional structure of FS mass in the
hidden-order phase can be explored by the field-angle de-
pendence of the CR lines, which is summarized in Fig. 3.
The characteristic angle dependence of each CR line is
important to assign the corresponding orbits in different
FS pockets. Among the observed CR lines, three lines A
(A’), B (B’), and D (D’) exhibit strong intensities [solid
symbols in Fig. 3], which should come from the main FS
pockets with relatively large volume. Measurements of
the strong lines B and D at two different frequencies pro-
vide quantitatively consistent masses, indicating that the
mass is field independent at any angle within the mea-
surement range of field.
The SdH results indicate that the FS in the hidden-
order phase is similar to that in the antiferromag-
netic state.33,34 Thus we compare our CR results
with the band structure calculations assuming the
antiferromagnetism,21,59 and discuss the FS structure in
the hidden-order phase. The FS structures calculated
with several different values of effective field for antifer-
romagnetism are shown in Fig. 4. The results in Fig. 4(a)
are obtained with the effective field of 40meV, which cor-
responds to an antiferromagnetic gap of ∼ 4meV when
the renormalization of ∼ 1/10 is taken into account. In
this case there exists the cage structure which is absent
in the previous calculation,59 but this structure is sensi-
tive to the gap size. Indeed we found that small energy
shifts to this band (4, 8, and 12meV for Figs. 4(b), (c),
and (d), respectively) can diminish this cage structure.
Thus our calculations are completely consistent with the
previous case with a larger gap. In these calculations in
the antiferromagnetic state, we always find main three
non-equivalent FS pockets with relatively large volumes,
labelled as α, β, and κ [Figs. 4(a)-(d)], which have obvi-
ously different shapes. Below we show that the α, β, and
κ bands correspond to the three strong CR lines D (D’), B
(B’) and A (A’), respectively. The other lines with weaker
intensities [open symbols in Fig. 3] are likely correspond-
ing to the smaller pockets γ inside the α pocket and
hourglass-like small pocket near the Z point [Figs. 4(a)-
(d) and 5(a)], as well as the possible remnant pockets of
the cage which can be found in some parameter range of
antiferromagnetic gap [Figs. 4(b) and (c)].
The α pocket with nearly isotropic shape, which lo-
cates around the center of the folded Brillouin zone (Γ
point), has the largest volume and is the only hole bands
among the main bands. According to the magneto-
transport measurements, the Hall coefficient is positive
in the hidden-order phase,28 which immediately indicates
that this hole band α has much larger mobility than the
electron bands in this compensated metal. This α pocket
is therefore responsible for the line D having the strongest
intensity and sharpest FWHM (with the largest ωcτ).
There are four β electron pockets with hemispherical
shape whose center is along the Γ-X line. These pockets
yield two different extremal orbits for H ‖ [100], but
these two become equivalent forH ‖ [110]. This uniquely
corresponds to the angle dependence of the line B. This
line B also tends to merge towards H ‖ [001], which is
fully consistent with the shape of β pockets as well.
The κ pockets aroundM point have much heavier band
mass with larger 1/vF than the α pocket [Figs. 4(a)-(d)],
which naturally leads us to assign the heaviest line A to
the κ pockets. Indeed, the κ FS consists of two crossing
sheets, which should give two different orbits for in-plane
fields except when the field is aligned exactly parallel to
the [100] direction as observed for line A. As for the ac ro-
tation from [100] to [001] one expects the branch splitting
6FIG. 4. (Color online) (a) Schematic views of FS obtained by the density functional band-structure calculations assuming
the antiferromagnetic order. The color indicates the inverse of Fermi velocity 1/vF on the FS sheets. The lower is schematic
cross sectional view of FS in a plane including Γ (the centre), X, and M points. The effective field of 40meV is used which
corresponds to antiferromagnetic gap of ∼ 4meV considering the renormalization of ∼ 1/10. (b)-(d) Similar calculations for
larger effective fields. The energy shifts of 4 (b), 8 (c), and 12meV (d) are used for the cage band. We checked that for these
small changes of effective field, the main bands α, β and κ do not show any noticeable change.
for the κ pockets, but the large errors of mass determi-
nation for line A at finite θ prevent us from observing
this split clearly. We stress, however, that no splitting in
our sharpest line D for the ac rotation toward [001] with
much higher resolution is a clear indication that line D
does not come from the κ band.
IV. COMPARISONS WITH THE QUANTUM
OSCILLATIONS
Our assignments for the α and β bands are consis-
tent with the quantum oscillation reports,32,33 in which
the largest amplitude oscillation branch is assigned to
α32 and the merging branches for [100] → [001] to β.33
We note that different band assignments to the quan-
tum oscillation branches have been proposed,59 in which
the largest Γ-centered hole band is assigned to the ǫ
branch observed only at very high fields above ∼ 17T.35
However, such a high-field branch is most likely associ-
ated with field-induced transition35 possibly due to the
Lifshitz topology change by the Zeeman effect.36,61 It
is rather reasonable to assign the most pronounced α
branch to this largest hole band, which is consistent with
our assignments of CR lines.
Our cyclotron resonance reveals three strong lines
which correspond to the main FS pockets including the
heaviest electron band κ that has been missing in the
quantum oscillation measurements. The heaviest mass
and small mean free path of the κ pocket as revealed
by the large FWHM of line A are likely responsible for
the difficulty in observing the corresponding oscillation
frequency.
A. Evaluation of the electronic specific heat
The full determination of the main Fermi surface sheets
enables us to evaluate the electronic specific heat coeffi-
cient (Sommerfeld constant) γtotal =
∑
i
γi, where γi is
the contribution from band i. For closed Fermi surface
sheets with spheroidal shape, this can be given by
γi ≈ Ni
k2BV
3~2
∏
j=a,b,c
(
m∗jk
j
F
)1/3
, (4)
where Ni is the number of equivalent sheets within the
Brillouin zone for band i, V = 49 cm3/mol is the mo-
lar volume of URu2Si2, m
∗
j is the thermodynamic ef-
fective mass and kjF is the Fermi wave number along
j direction. In a spherical band, kF is directly related
to the quantum oscillation frequency F through the ex-
tremal cross sectional area 2πeF/~ = πk2F . We approx-
imate each sheet by spheroid with Fermi wave numbers
kjF (j = a, b, c), which are estimated by using the quan-
tum oscillations results32,33 for H ‖ [100] and H ‖ [001].
(For α and γ sheets we assume kaF = k
b
F .) The ther-
modynamic effective mass entered here can be replaced
by the mass m∗QO measured by the quantum oscillations
for each band, which is different from m∗CR determined
by the cyclotron resonance.44 Because the massm∗QO has
been reported only in a limited field angle range, we sim-
ply use H ‖ [001] data for each band. We find that the
ratio of m∗QO to m
∗
CR is in a range of 3-4 for the main
bands of URu2Si2 [Table I]. For the heaviest κ band, no
quantum oscillations have been observed, so we calculate
m∗QO by assuming the ratio m
∗
QO/m
∗
CR = 4.
To evaluate γi we need the number of sheets Ni for
7TABLE I. Estimation of the electronic specific heat coefficient γi for band i from the comparisons with the quantum oscillation
(QO) results.33 Values marked with † are estimated by assuming the ratio m∗QO/m
∗
CR = 4.
band i FH‖[100] (T) FH‖[001] (T) m∗QO(H ‖ [001]) m
∗
CR(H ‖ [001]) m
∗
QO/m
∗
CR γi (
mJ
molK2
)
α [hole] 1230 1065 12.4 4.4 [D] 2.8 6.0
β(β′) [electron] 219 (751) 422 23.8 6.1 [B] 3.9 27.3
γ [electron] 73 195 10 2.4 [E] 4.2 1.4
κ [electron] – – (60)† 15 [A] (4)† 18.4†
total 53.1†
each band, which requires the band assignments. As dis-
cussed above, the bands α and β are assigned to the hole
sheet centered at Γ point and the four electron sheets
located between the Γ and X points [see Figs. 3 and 4].
The band γ with small frequency F and light mass re-
ported by the quantum oscillation experiments33 can be
assigned to the small electron pocket inside the α sheet,
which we associate with the CR line E with light mass.
We ignore the η band which has been observed only in
a limited range of field angle,33 which likely comes from
some extremal orbits on the remnant of the cage with
small volume. We also do not consider other branches ap-
peared only at very high fields named as δ,36 ǫ,35 and ζ,61
which may be associated with field-induced transitions.
Because of the compensation condition, the volume of κ
electron bands at the zone corner (which has effectively
two pockets) can be estimated by the volumes of one α
hole pocket, four β electron pockets, and one γ electron
pocket. From this we can estimate the total Sommerfeld
constant γtotal as large as ∼ 53mJ/molK
2 [Table I], ac-
counting for more than 80% of the experimental value of
∼ 65mJ/molK2.3 Considering the assumptions we made,
we infer that the agreement is reasonably good. We can
make further improvement when we take into account
the contributions from the cage with hole-like character,
which further make the κ volume larger.
B. Fermi surface topology of the α hole band
The quantum oscillation experiments show that the
oscillation frequency (Fα) of the α band changes only
weakly with field rotation both within the ab and
ac planes, indicating nearly spherical Fermi surface
shape.32,33 It is intriguing that for the in-plane fields, the
Fourier transfer spectrum of the oscillations above the
upper critical field (∼ 12T for H ⊥ [001]) shows multi-
ple four-peak structure in a wide range of azimuth angle
φ.32,34 The separation ∆F between these peak frequen-
cies are nearly angle-independent (∆F ∼ 0.07kT), and
the number of the oscillation frequencies for H ‖ [110]
remains the same as that for H ‖ [100]. This is com-
pletely different angle dependence from the branch split-
ting near the [110] direction found in our cyclotron mass
for the line D.
Very recent Shubnikov-de Haas studies34 indicate that
the three frequencies of the four-peak structure are asso-
ciated with α band and one lowest frequency comes from
the β′ orbit. We propose that such three frequencies
for the α band with a constant separation ∆F observed
only for in-plane fields originates from the field-induced
magnetic breakdown effect. Near the Z point of the Bril-
louin zone, there is a very small electron pocket con-
nected to the next zone [Figs. 4 and 5(a)], which has an
hourglass shape. The band-structure calculations show
that a large electron sheet around the Γ point and a
slightly smaller hole sheet around the Z point in the
paramagnetic state32,59 undergo partial gapping by the
QC = (0, 0, 1) zone folding, which results in divided small
pockets; the four β pockets, the cage, and the ‘hourglass’
pocket.21,59 This small hourglass pocket is located very
close to the [001] pole of the α hole sheet [Figs. 4 and
5(a)]. Recent theoretical calculations suggest that sev-
eral multipole ordered states possible for URu2Si2 have
overall similar FS topology as the antiferromagnetic case
shown in Figs. 4 and 5(a).21
When a high magnetic field is applied perpendicu-
lar to the [001] direction, electrons may tunnel through
this small separation between the α hole sheet and the
small hourglass electron pocket. The probability of the
breakdown occurrence depends exponentially on the field
strength, p = exp(−H0/H), where the breakdown field
H0 depends on the size of the gap. At high enough fields
H & H0, one can see several different orbits, as shown
in Figs. 5(b)-(d), which provides a natural explanation
for salient features observed in the quantum oscillation
experiments. The breakdown near a [001] pole of the α
sheet should decrease the effective oscillation frequency
from Fα [Fig. 5(b)] to Fα−∆F [Fig. 5(c)]. This is caused
by the reduced effective area of the cyclotron orbit with
‘figure-eight’ topology, which is due to a combination of
the α hole pocket and the hourglass electron pocket.62
Another set of breakdown near the other pole leads to
the third frequency Fα − 2∆F [Fig. 5(d)]. Therefore the
three-peak structure in the frequency spectrum with the
φ-independent separation ∆F between the peaks can be
understood by this mechanism. This also explains the
fact that the reduced frequency branches Fα −∆F and
Fα − 2∆F disappear once the field direction is inclined
from the ab plane, because for such fields the orbits have
large separation between the α and hourglass pockets.
The breakdown probability of each orbits is (1 − p)2 for
8FIG. 5. (Color online) Possible magnetic breakdown at high
magnetic fields for H ⊥ [001]. (a) Fermi surface (the same as
Fig. 4(a)) viewed along the [100] direction. Thin black lines
define the Brillouin zone and the colour shades depict the
magnitude of 1/vF . Thick lines indicate the cross-sectional
profile of the FS in a plane including Γ, Z and X points (see
Fig. 4(a)). (b) Cyclotron orbit for the α hole band without
magnetic breakdown. Relative probability of performing this
orbit is given by (1−p)2, where p = exp(−H0/H) is the break-
down probability. (c) ‘Figure-eight’ breakdown orbit through
the α hole and ‘hourglass’ electron pockets. (d) Orbit with
two sets of magnetic breakdown near the two poles of the α
band. (e) Damping factors for these three orbits which are
calculated from the breakdown probability are plotted against
field normalized by the breakdown field H0.
Fα [Fig. 5(b)], 2p
2(1 − p)2 for Fα − ∆F [Fig. 5(c)] and
p4(1 − p)2 for Fα − 2∆F [Fig. 5(d)]. The normalized
field dependence of the breakdown probability is shown
in Fig. 5(e). From comparisons between these damping
factors and quantum oscillation FFT amplitude in the
field range from 8 to 15 T,34 we estimate the breakdown
field H0 of the order of ∼ 5T. Figure 5(e) also shows that
in the high field range above ∼ 2H0, the damping fac-
tors of three orbits are of the same order and their ratios
have no significant dependence of magnetic field, which
also seems to be consistent with the quantum oscillation
experiments.
The size of the hourglass pocket and hence the mag-
nitude of ∆F may be sensitive to the details of band-
structure calculations, but the present FS in Fig. 5(a)
gives ∆F ∼ 0.03kT, which is the same order as the ex-
perimental observations. Recent band-structure calcu-
lations suggest that the shape of the α sheet near the
poles in the hidden-order phase are sensitive to the or-
der parameters,21 which may affect the probability of the
breakdown at the field range used in the quantum oscilla-
tion studies. We stress that our newly found branch split-
ting of the cyclotron resonance is not originated from this
breakdown effect, because our field range (µ0HCR ∼ 3T
for the α band at 28GHz) should be lower than the
breakdown field H0. Moreover, the angle dependence of
the cyclotron resonance is quite different from the three-
peak behavior in the quantum oscillations. These results
clearly indicate that the FS shape of the hole α band
is nearly spherical, and that the CR mass split results
from the peculiar in-plane mass anisotropy which is not
directly related to the shape of FS. (In other words, the
slope of the energy-momentum dispersion at the α FS is
different for different directions while the size of Fermi
momentum remains nearly the same [see Fig. 6(b)].) We
also note that for the mass determination the cyclotron
resonance in a high-quality crystal with large ωcτ (∼ 20
in our case) can yield a much higher resolution than
the quantum oscillation measurements, which require the
analysis of temperature dependent oscillation amplitude.
This allows us to expose the anisotropic mass struc-
ture which has been hidden in the hidden-order phase
of URu2Si2.
V. NEMATIC ELECTRONIC STRUCTURE
INFERRED FROM CYCLOTRON RESONANCE
A. In-plane mass anisotropy of the α hole band
Now we focus on the signature of the FS that provides a
key to understanding the HO. The most unexpected and
important result is that the sharpest line D arising from
the α hole pocket is clearly split into two lines with nearly
equal intensities near the [110] direction [Figs. 2(a), (c),
(f) and 3]. This splitting in the α hole pocket is hardly
explained from the calculated FS structure in the anti-
ferromagnetic phase.
One may argue that some small warping of FS shape
gives rise to the appearance of an additional extremal
orbit for particular angles, which can result in the split-
ting. However, such a scenario is highly unlikely be-
cause of the following reasons. First, quantum oscilla-
tion measurements clearly indicate that the number of
extremal orbits in the [110] direction remains the same
as that in [100] direction.32,34 This argues against that
the additional orbit appears only near the [110] direc-
tion. Second, the band-structure calculation indicates
that α pocket is nearly spherical, which is supported
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FIG. 6. (Color online) Structure of the cyclotron mass m∗CR
of the α band. (a)m∗CR of the α band as a function of the field
angle at 28 and 60 GHz. We use the data for 0 ≤ φ < 45◦ and
0 ≤ θ ≤ 30◦ and symmetrize them for other angles. The solid
and dotted lines are the guides for the eyes representing two
domains. Insets illustrate the anisotropic mass distribution in
the spherical α band for the two domains elongated along the
[110] and [11¯0] directions. Red area represents heavy spots.
For each domain, two orbits for φ = −45◦, θ = 0◦ (pink)
and φ = −45◦, θ = 30◦ (red) are depicted. (b) For the [110]
domain schematic dispersion curves are shown along the two
directions.
by the quantum oscillations experiments32,33 that reveal
almost angle-independent oscillation frequency for this
band. Third, the fact that the integrated intensity of
the split line D’ is nearly equal to that of D line in a
wide range of angle [Figs. 2(a), (c) and (f)] suggests that
both CR lines arise from the orbits with nearly equal FS
cross sections, which is at odds with the warping sce-
nario. Therefore we infer that the observed splitting of
the CR line D results from a peculiar mass structure in
the HO phase.
The observed splitting of the sharpest CR line D near
the [110] direction can be naturally explained by the
emergence of the heavy spots in the α band along [110]
as depicted in Fig. 6. One may consider such a twofold
mass anisotropy if the system breaks the fourfold symme-
try as suggested by the magnetic torque experiments.14
The twofold symmetry also leads to the formation of do-
mains with different nematic directions, which can be
called as [110] and [11¯0] domains as shown in the in-
sets of Fig. 6(a). In large crystals containing these two
domains we expect to have two different orbits with dif-
ferent cyclotron masses near the [110] and equivalent di-
rections. This can explain the observed splitting of the
cyclotron mass near [110]. The robustness against field
tilting can also be explained because the cyclotron orbit
for one of the domains always goes through the heavy
spots as shown by the red arrow in the inset of Fig. 6(a).
The fact that the quantum oscillation frequency for
the α band does not show the corresponding splitting for
tilted fields indicates that the FS shape does not show
significant breaking of fourfold symmetry but only mass
structure strongly breaks the rotational symmetry. This
suggests that the twofold symmetry is related to the cor-
relation effect, which modifies mainly the curvature of
band dispersion near the Fermi energy [Fig. 6(b)].
B. Enhanced inelastic scattering rate at the heavy
spots
A close look at the split resonance lines in Fig. 7 reveals
that the FWHM for the heavier line (at higher field) is
always larger than the lighter line in our measurement
temperature range. We note that the integrated intensi-
ties for these two CR lines are almost identical, which is
reproducible when the field direction is rotated by ∼ 90◦.
This implies that the two domains have almost identical
volumes in the large crystal used in this study. We also
find that the data taken after the field cooling condi-
tion at 12T remains unchanged, which is consistent with
the previous torque experiments.14 These results suggest
that the domains are pinned by the underling lattice con-
ditions.
An important result is that the magnitude of ωτ esti-
mated from the width of the Lorentzian fits is smaller for
the heavier resonance line. It has been demonstrated63
that the elastic impurity scattering time is longer for
FIG. 7. (Color online) Split CR lines for the α band near
the [110] direction. (a) Field dependence of ∆1/Q − 1/Qbg
near the resonance line D at 60GHz for φ = ±43.5◦. The data
taken after the zero-field cooling (ZFC) and field-cooling (FC)
procedures are identical within experimental error. The FC
data are fitted by the two Lorentzian functions (dashed lines)
with different ωcτ values (solid lines). Each curve is shifted
vertically for clarity. (b) The same plot for φ = 43.5◦ at three
different temperatures.
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FIG. 8. (Color online) Schematic Fermi surface viewed along
the [001] direction, showing possible changes due to the four-
fold rotational symmetry breaking. In a [110] nematic state,
the four hemispherical β pockets may rotate or elongate to-
wards each directions indicated by the black arrows. This
symmetry breaking changes the nesting conditions between
the β and α pockets connected with the incommensurate wave
vectors (±0.4, 0, 0) and (0,±0.4, 0) (dashed arrows), and the
interband quasiparticle scattering rates shown by the green
and red arrows become non-equivalent.
heavier band, because of the impurity limited mean free
path at very low temperatures. In our case, however,
the opposite trend has been observed, implying that the
inelastic scattering rate 1/τ is enhanced for the heavier
cyclotron orbit. This is supported by the higher temper-
ature data [Fig. 7(b)], where the FWHM of the heavier
CR line shows more broadening, indicating stronger tem-
perature dependence of inelastic scattering rate 1/τ(T )
near the heavy spots.
To discuss possible origins of the enhanced inelastic
scattering at the heavy spots, it is important to consider
the interband scattering between the Fermi surface points
connected with particular wave vectors characteristic to
the hidden-order phase. It has been shown from the neu-
tron scattering experiments31,64 that the excitations at
the commensurate QC = (1, 0, 0) = (0, 0, 1) and incom-
mensurate QIC = (0.4, 0, 0) wave vectors are important
in the hidden-order phase of URu2Si2. As schematically
shown in Fig. 8, there are parts of α and β pockets con-
nected approximately by QIC .
59 In the HO phase, the
FS has twofold symmetry (rather than fourfold tetrago-
nal symmetry) along the [110] direction, and the four β
pockets can be slightly rotated (or elongated) along this
direction. This leads to an imbalance in the interband
interactions as depicted by the green and red dashed ar-
rows in Fig. 8. This imbalance may enhance the inelastic
scattering at the two of the four corners of the α hole
pocket, generating the hot spots along the [110] (or [1¯10])
direction in the α sheet as revealed in the present CR ex-
periments.
VI. CYCLOTRON RESONANCE IN THE
SUPERCONDUCTING STATE
A. Temperature dependence of surface impedance
Next we discuss the results in the superconducting
state, which have been obtained by using 45-GHz cavity
with 3He pot. To check the superconducting transition
we measure the temperature dependence of the surface
impedance (Zs = Rs + iXs) at zero and finite magnetic
fields. In the condition that the skin depth δ is smaller
than sample dimensions, the change in the microwave
power dissipation ∆1/Q and the frequency shift ∆f are
proportional to the surface resistance Rs and the change
of the surface reactance ∆Xs, respectively.
54 In many
superconductors, the normal-state microwave electrody-
namics is described by the Hagen-Rubens limit ωτ ≪ 1,
in which the surface resistance and reactance have the
simple form
Rs = Xs =
√
µ0ωρ
2
=
µ0ωδ
2
. (5)
However, in the present case ωτ becomes large and the
Hagen-Rubens limit is not satisfied at low temperatures.
FIG. 9. (Color online) (a) Temperature dependence of surface
resistance Rs and surface reactance Xs at 45 GHz in URu2Si2
at zero field. Shaded region represents the superconducting
state below TSC. (b), (c) Similar plots for data taken un-
der magnetic fields H ‖ [100]. (d) Field-temperature phase
diagram for H ‖ [100] taken from Ref. 51. In (a)-(c), the
corresponding temperature regions for the vortex liquid (blue
shade) and vortex solid (red shade) states are also indicated.
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Indeed the temperature dependence of Xs deviates from
that of Rs even above TSC, as shown in Fig. 9(a). Similar
deviations have been observed, for example, in the Kondo
semiconductor CeNiSn, where the gap formation reduces
the scattering leading to ωτ > 1 at low temperatures.55
In the SC state below TSC, we clearly observe the
reduction of Rs as well as the enhancement of Xs
[Fig. 9(a)]. The latter enhancement is not usually seen
in superconductors, because Xs in the SC state can be
approximately given by the magnetic penetration depth
λ as
Xs = µ0ωλ, (6)
when λ is much shorter than the skin depth δ. In
URu2Si2, however, the small number and heavy mass of
carriers result in very long penetration depth ∼ 1µm,66
which is longer than the skin depth ∼ 0.24µm at 45GHz
in our ultraclean crystals. Under magnetic fields, we ob-
serve essentially similar behaviours in the temperature
dependence of Zs [Figs. 9(b) and (c)]. The deviation be-
tween Rs(T ) and Xs(T ) is observed in the normal state,
which is enhanced in the SC state. Previous measure-
ments of electrical and thermal conductivities in fields51
FIG. 10. (Color online) Observation of cyclotron resonance in
the superconducting phase of URu2Si2. (a) Field dependence
of the change 1/Q at several temperatures for H ‖ [100].
have provided evidence for the existence of extended re-
gion of vortex liquid state, where the resistivity is still
finite even in the SC state below the mean-field tran-
sition temperature TSC. In the vortex solid state below
the melting temperature Tm, the resistivity becomes zero
and the thermal conductivity shows an enhancement.51
By a comparison with the reported vortex phase diagram
[Fig. 9(d)], we find that the deviation between Rs(T ) and
Xs(T ) becomes much enhanced below Tm in the vortex
solid state.
B. Cyclotron mass in the superconducting state
The field dependence of ∆1/Q for H ‖ [100] at 45GHz
shows multiple CR lines, which persist down to the lowest
temperature at 0.7K [Figs. 10(a) and (b)]. At this tem-
perature 0.7K, the upper critical field Hc2 and vortex-
lattice melting field Hm for H ‖ [100] are 11 and 7T
respectively.51 Thus we focus on the resonance lines
at low fields, labelled as D, E, F, and G. The surface
impedance results in Fig. 9 clearly indicate that we cover
the field and temperature range deep in the SC state,
and thus for these lines the observed clear peaks in the
SC state below TSC can be considered as the first ob-
servation of the CR in the SC phase of heavy-fermion
materials.
The temperature dependence of the cyclotron masses
m∗CR for these lines, which are determined by the reso-
nance fields, is plotted in Fig. 11. Within experimental
error, the masses are temperature independent, and we
find that they do not exhibit any noticeable change be-
tween the HO and SC phases. Theoretically, in clean
type-II superconductors, it has been shown50 that the
presence of superconducting and normal carriers in the
vortex states leads to the violation of Kohn’s theorem,
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FIG. 11. (Color online) The temperature dependence of the
cyclotron masses at 45 and 60GHz for CR lines D-G. Cor-
responding vortex liquid (blue shade) and vortex solid (red
shade) states for 45GHz are determined from the phase dia-
gram in Ref. 51.
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and the temperature dependence of the superconducting
carrier number results in a peculiar temperature depen-
dence of the cyclotron frequency. In the present case,
however, such temperature dependence is not observed.
One possible reason for this difference is that in this
multiband system, the Kohn’s theorem is already vio-
lated in the normal state above TSC, which may alter the
description of CR in the vortex state. Further studies are
necessary for the understanding of CR in heavy-fermion
and multiband superconductors.
C. Temperature dependence of the scattering rate
A close look at the temperature dependence of the res-
onance line shape in Figs. 10(a) and (b) finds that the
FWHM of the CR lines become broader with increasing
temperature. We analyze the data by the Lorentzian fits
to extract the temperature dependence of the quasiparti-
cle scattering rate 1/τ , which is shown in Fig. 12. In the
normal state above TSC the scattering rate roughly fol-
lows T -linear dependence, which suggests the deviation
from the standard Fermi-liquid theory of metals. Such
non-T 2 dependence of scattering can also be found in
the transport measurements of URu2Si2.
52,67
In the SC state below TSC, we observe that the scatter-
ing rate is suppressed not at TSC, but below the vortex-
lattice melting transition temperature Tm for all four
lines D-G [Figs. 12(a)-(d)]. Such a suppression below Tm
is consistent with the reported enhancement of thermal
conductivity below Tm, and provides further evidence
that the vortex solid state has much less scattering than
the vortex liquid state. In very clean systems the vor-
tices form a regular lattice in the solid state, which can
act as a periodic potential for quasiparticles. In such a
case, the formation of a Bloch-like state may be expected,
where the quasiparticle scattering is reduced compared
with the vortex liquid state having more disordered po-
tentials. Thus our observation provides a strong sup-
port for the formation of the quasiparticle Bloch state in
vortex-lattice state of clean superconductors.
We also note that the dHvA measurements32 have
shown that the Dingle temperature TD, which is pro-
portional to the scattering rate, increases when the field
is reduced below the upper critical field at very low tem-
peratures ∼ 35mK. In this low temperature range, the
upper critical field is suggested to be of first order,28 and
the boundary between the vortex liquid and solid states
is not fully resolved. This result can be explained by
the enhanced scattering due to the Andreev reflection
occurred at the boundary between the SC and normal
(vortex core) regions in the vortex liquid state just be-
low Hc2. This implies that there is sizeable vortex liq-
uid region even in the low-temperature limit, where ther-
mal fluctuations vanish. Such a possible quantum vortex
liquid state, where quantum fluctuations melt the vor-
tex lattice, has been suggested in organic and cuprate
superconductors.68,69 It deserves further studies to de-
FIG. 12. (Color online) Temperature dependence of the scat-
tering rate 1/τ extracted from the CR line width at 45 and
60GHz for CR lines D (a), E (b), F (c), and G (d). Cor-
responding vortex liquid (blue shade) and vortex solid (red
shade) states for 45GHz are determined from the phase dia-
gram in Ref. 51.
termine the complete phase diagram down to the low
temperature limit.
VII. CONCLUDING REMARKS
We have shown that the observation of CR in the HO
and SC states of URu2Si2 provides useful information of
the quasiparticle mass and scattering rate.
In the HO phase, we have determined the angle-
dependent mass structure, which is compared with the
band-structure calculations assuming the antiferromag-
netic state. We were able to assign the three CR lines
with strong intensities with the main Fermi surface pock-
ets, from which a reasonable estimate of electronic spe-
cific heat coefficient can be obtained. In the sharpest
CR line corresponding to the hole α pocket, we observed
anomalous splitting near the [110] direction, which is not
expected in the calculations for antiferromagnetic state.
This splitting is found to be robust against the field tilt-
ing from the basal plane, which clearly indicates that
the CR splitting has a different origin from the threefold
splitting of the quantum oscillation frequency observed
only near the in-plane direction. By considering the
Fermi-surface structure we propose the magnetic break-
down at high fields as a possible origin of the quantum
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oscillation splitting. The CR splitting can be naturally
explained if we consider the twofold in-plane anisotropy
of the mass and the formation of micro-domains, which
is consistent with the broken rotational fourfold sym-
metry suggested by the magnetic torque experiments.14
Recent nuclear magnetic resonance (NMR) experiments
have reported the peculiar in-plain anisotropy of the
Si NMR line width, which also supports the twofold
anisotropy elongated along the [110] direction.70 More-
over, very recent high-resolution synchrotron X-ray mea-
surements have revealed evidence for structural change
from the tetragonal I4/mmm to orthorhombic Fmmm-
type symmetry,71 which is also consistent with the bro-
ken fourfold symmetry. From the scattering rate analy-
sis, we find that the anisotropic in-plane mass structure
involves the hot spots with heavy mass and large scatter-
ing rate, which suggests strong momentum dependence
of electron correlations due to interband scattering.
The broken fourfold symmetry gives strong constraints
on the symmetry of the order parameter in the HO
phase. In the symmetry classification of the multipole
order,8,16,72 this is consistent with the two-dimensional
E representations. Along this line, rank-2 quadrupole
with E+ symmetry,16 and rank-3 octupole23 and rank-5
dotriacontapole with E− symmetry21,22 have been theo-
retically proposed, where the superscript + or − denotes
the parity with respect to time reversal. More exotic
nematic or hastatic states with and without time rever-
sal symmetry breaking have also been proposed,19,20,25
which are also consistent with the broken fourfold sym-
metry. To pin down the genuine HO parameter, the next
important step would be to identify whether time rever-
sal symmetry is broken or not.15 Recent NMR analysis
suggests a time reversal broken state,73 and more exper-
iments are welcome to establish this issue.
In the SC phase embedded in the HO phase, we pre-
sented the first observation of CR in the vortex states.
We found that while the cyclotron mass does not show
any temperature dependence, the scattering rate shows a
rapid suppression below the vortex lattice melting tran-
sition temperature. This provides evidence for the for-
mation of quasiparticle Bloch state in the vortex lattice
state.
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