Abstract: The author investigates and summarises some of the computational tasks of discrete transforms in which block diagonal structure plays a dominant role. Walsh-Hadamard transform (WHT) based algorithm designs for various well known discrete transforms are presented; it can be proved that, owing to their block diagonal structure, the WHT based discrete transforms are more efficient than those of the conventional radix-r algorithms for transforms of length N < 64. It is proved that block diagonal structures exist in the running Walsh-Hadamard transform, the running discrete Hartley transform (DHT), and the running discrete cosine transform (OCT).
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Introduction
Fast transforms are playing an increasingly important role in many practical applications [l] . For example, the DFT, coupled with the existence of FFT algorithms, provides a powerful means for spectral analysis and synthesis [2] . Such transforms are also used for digital filter design and for fast convolution computations [3] . Analogously, the Walsh-Hadamard transform (WHT) has been widely used in computer engineering and digital signal processing for its simple operation and good performance
[4]. In recent years there has been a growing interest in the use of the discrete Hartley transform (DHT) in spectral analysis [SI. The DHT has two advanatages over the DFT; namely (i) the forward and the inverse transforms are the same, and (ii) the Hartley transformed outputs are real-valued rather than complex, as with the DFT. Also, the Fourier spectrum can be calculated via the Hartley transform [6].
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Generally speaking, the computation of discrete transforms can always be presented as a matrix-vector product. If the matrix is of the form shown in Fig. 1 , the associated transform is said to possess 'block diagonal structure' (BDS). The sparseness and block independence of the BDS imply the existence of a fast algorithm and the possibility of computational parallelism. This, it is believed, produces the attractiveness of this subject to researchers in signal processing.
2
An N-point discrete transform can be defined as Block diagonal structure in WHT-based discrete transforms
where [8(k)] and [X(n)] denote the input and the output vectors, respectively. For simplicity, the following notations are adopted : The so-called WHT-based discrete transforms can be interpreted by the matrix decompositions given below :
In other words, the WHT coefficients are computed first, and then used to obtain the discrete transform, [ T(N)], coefficients. This is achieved by the transform matrix [A(N)] which is orthonormal and has block-diagonal structure. The reason for the existence of BDS in [A(N)] can be proved as follows.
With the aid of column-row permutations, [T(N)] can always be formulated as (3) where ':' stands for an appropriate permutation (which will be detailed later), and [B(N/2)] is a (N/2) * ( N / 2 ) submatrix of T(N/2). (The decomposibility of B(N) depends heavily on T(N).)
It is well known that a sliding window of length-N, where we assume [w(n)] = 1 and N is a power of two. We define the RDT off(n) with respect to a nonsingular but otherwise arbitrary N x N transform matrix, say T = [ t p k ] , as
where t p k is the pkth element of T and k is a positive integer. From eqn. 17, it follows that 2n: 
)
From References 16 and 17, the general recursion for RDT can be expressed as
where A is the so-called 'circular advance matrix' (CAM) associated with T which can be computed as Therefore, there is no benefit in using the recursive algorithm, such as eqn. 18, whenever A is not sufficiently sparse. It will be shown later that, after the same appropriate permutations used in Section 2, A is in BDS form, and therefore the computation of GRDT is bounded by -1.000 0.000 Il.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.500 0.500 -0.500 -0.500 -0.500 -0.500 -0.500 0.500 Since eqn. 27 is a recursive formula, i,t is obvious that after the iterations of (log, N -l), [ A ( N ) ] is a blockdiagonal matrix. This completes the proof of our statement of this Section. Examples of CAMS for RWHT, RDCT and RDHT are given in Figs. 2, 3 and 4, respectively.
As mentioned before, eqn. 22 only gives the upper bound of the computation of GRDT. In other words, the decompossibility of B(N/2) and S(N/2) may reduce the complexity further; it is, however, transform dependent.
sions, no special investments are required for computing DC(x) and HT(x). However, in this approach, complex operations are required.
Fact 2: If DC(x) is known first, only the DHT can be directly computed by the inverse-HDCT, which can easily be derived by modifying the Malvar's algorithm. F(x) can then be obtained through H I T using only real arithmetics, but the degree of complexity is high. Since Bracewell introduced the DHT as a new member of the family of discrete transforms, much work has been dedicated to the development of fast and better algorithms for DHT. It has been shown that all common FFT algorithms can be equally applicable to the computation of DHT [22-261. The fast Hartley transform (FHT) algorithms are shown to require the same number of multiplications as, the same storage as, and a few more additions than the real-valued FFT algorithms [24] . However, all these FHT algorithms achieve the complexity reduction at the cost of FFT-liked butterflies which require communications between data points physically far from each other. Thus, they are unsuitable for parallel implementation techniques, such as the systolic and wavefront arrays, which require nearest neighbour interconnections. The WHT-based DHT algorithm, developed in Section 2, can somewhat alleviate this problem by implementing the WHT and the H-matrix transform successively in parallel structures. However, in this approach, the complexity is still in the order of O ( N z ) (the actual bound is given in eqn. 22) since the computa- It is obvious, from eqn. 32, that the only operations needed in the preprocessing stage are adds and bit shifts, thus this stage can be implemented, easily and efficiently, as a matrix-vector product by using the systolic/ wavefront arrays. The postprocessing stage has a balanced-block-diagonal structure; the left-top block is the same as the right-bottom one (refer to eqn. 29). Further, the circular correlation structure of each block of size N , can be realised, with only O ( N ) multiplications, through the use of number theoretic transforms. In other words, the proposed two-stage approach can achieve an O(N) algorithm for DHT which is the most efficient one among all existing DHT algorithms. Thus, the BDS also plays a dominant role in two-stage representation for discrete transforms.
Discussion and conclusions
By using the fast WHT structure for the preprocessing, we can get a fast algorithm for the WHT-based discrete transforms. Table 1 gives a comparison of the computation of N < 64 point DHT via WHT (WHT-based DHT), the radix-2 fast DHT [20] and the split-radix DHT [24] .
Generally, for N < 64, the complexities of the WHTbased transform algorithms are almost equal to those of the split-radix algorithm, yet the regular block-diagonal structure and local communication are more suitable for parallel and VLSI implementation. However, the complexity of the block-diagonal [TI-transform matrix is proportional to N Z . Thus, it is only benificial for short length ( N < 64) computation. In order to alleviate this shortage, a recursive algorithm for computing the highorder transform coefficients from their lower-order ones can be adopted. With the aid of precomputation, the complexity can be reduced to O ( N log, N ) . In other words, the WHT-based algorithm can be viewed as a basic unit of implementation for both software and hardware. The running discrete transforms are not so popular in the field of DSP because their heavy computational load inhibits the possibility of real-time applications. In order to reduce this shortcoming, we can take the advantage of BDS to reduce the computational load. Better results can be obtained through some specific properties of the discrete transforms, e.g. by the use of shifting properties, order N RDFT and RDHT algorithms can be obtained; furthermore, with the aid of BDS the upper bound of the GRDT algorithm can be easily derived.
From the discussions given in Section 4, one can observe that the BDSs play a major role in the transform conversions. Further, the simple and regular BDS parallelises the whole task. In other words, the BDS is not only a major part of the transform conversions, but also forms the basis of VLSI design for discrete transforms.
The balanced-block-diagonal structure of the twostage representation of DFT and DHT makes this approach much more appropriate for VLSI and parallel implementation. FurthermoreJhe two-stage approach with the aid of number theoretic transforms, can achieve an algorithm of order N for DFT or FHT, which is the most efficient among all existing DFT or DHT algorithms.
Most recently, the BDS in the DFT spectrum filtering problem has been discussed in detail by Zarowski et al.
[29 and 301. This topic is somewhat similar to the WHTbased transform algorithm design presented in Section 2 and their works re-emphasise that the block diagonal structure in discrete transforms (even in digital signal processing) is an attractive and promising research topic. 
