We study properties of the monic polynomials [Q n ] n # N orthogonal with respect to the Sobolev inner product ( p, q) S = | 0 ( p, p$)
when :>0. In this way, the measure which appears in the first integral is not positive on [0, ) for + # R" [&1, 0]. The aim of this paper is the study of analytic properties of the polynomials Q n . First we give an explicit representation for Q n using an algebraic relation between Sobolev and Laguerre polynomials together with a recursive relation for k n =(Q n , Q n ) S . Then we consider analytic aspects. We first establish the strong asymptotics of Q n on C"[0, ) when + # R and we also obtain an asymptotic expression on the oscillatory region, that is, on (0, ). Then we study the Plancherel Rotach asymptotics for the Sobolev polynomials Q n (nx) on C"[0, 4] when + # (&1, 0]. As a consequence of these results we obtain the accumulation sets of zeros and of the scaled zeros of Q n . We also give a Mehler Heine type formula for the Sobolev polynomials which is valid on compact subsets doi:10.1006Âjath.2000.3530, available online at http:ÂÂwww.idealibrary.com on
INTRODUCTION
The study of the asymptotic properties of the polynomials orthogonal with respect to a Sobolev inner product
where + 0 and + 1 are measures supported on sets with infinitely many points in R and such that their absolutely continuous components do not vanish (such orthogonal polynomials are called continuous Sobolev orthogonal polynomials) has known an increasing development in the last few years. Probably, one of the first papers in this direction was [5] . A survey on this topic is given in the recent paper [6] . A continuous non-diagonal Sobolev inner product
where W is a positive definite matrix function, integrable in some interval [a, b]/R was analyzed by Scha fke and Wolf in [12] taking into consideration the analog of the classical orthogonal polynomials (Laguerre, Hermite and Jacobi). A particular situation of (2) is when k=1 and W(x)=(
, where w is a weight function satisfying a Pearson equation. The Jacobi case was treated in [9] from the point of view of the analytic properties of the corresponding sequences of orthogonal polynomials. Their asymptotic behavior in C "[&1, 1] as well as the distribution of their zeros were studied.
The present contribution deals with the study of asymptotic properties of polynomials orthogonal with respect to the inner product
with :>&1. We assume *&+ 2 >0. This ensures that ( } , } ) S is a positive definite inner product and the existence of a unique sequence [Q n ] of monic polynomials orthogonal with respect to (3) .
Notice that for :>0, integration by parts yields
If we write s(x)=(++1) x&:+, then
and s(x) is a polynomial of degree at most one. Actually, if +{&1, the degree of s(x) is exactly one and if +=&1 we have the trivial case as it will be shown later. Thus, if + # R"[&1, 0] the inner product is an example of a Sobolev inner product where the measure acting on the standard part changes sign in its support. In some sense, the integral term involving derivatives guarantees the positive definiteness of (4). If + # (&1, 0] the inner product is an example of a Sobolev inner product associated with a coherent pair of measures in the unbounded case (see [7] for the classification of coherent pairs). Moreover we also recover some examples of coherent pairs as particular cases of our inner product.
Denote by L
n (x) the nth monic Laguerre polynomial. We know that L (:) n (x) are polynomials orthogonal with respect to
: e &x dx, :>&1.
For : # R we know the explicit representation of such polynomials (see [11, p. 201] or [13, p. 102] ):
The following theorem summarizes some of the properties of Laguerre polynomials which will be used later (see [11, 13] ):
This relation holds for x in the complex plane cut along the positive real semiaxis; both (&x) &:Â2&1Â4 and (&x) 1Â2 must be taken real and positive if x<0. The bound of the remainder holds uniformly in every closed domain which does not overlap the positive real semiaxis.
(e) Recurrence relation:
In what follows we suppose +{&1 because for +=&1 we have Q n (x) =L (:&1) n (x), which is straightforward from (4) using (a) of Theorem 1 (or Lemma 1).
The main goal of this paper is to obtain analytic results for the Sobolev polynomials (Q n ) associated with the inner product (3) and to give a simple way to calculate them. First, we deduce a recurrence relation for k n , using an important algebraic relation between Sobolev polynomials and Laguerre polynomials. Both things allow us to obtain an explicit representation of Q n . Second, we obtain the asymptotic behavior of k n :=(Q n , Q n ) S . These results are necessary to face the analytic properties. We give different types of asymptotic results for Q n . The relative asymptotics Q n (x)ÂL (:&1) n (x) in C"[0, ) as well as the strong asymptotics of [Q n ] in C"[0, ) are obtained. As a fairly direct consequence, the distribution of zeros of Q n is given. When +=0 (the diagonal case) the strong asymptotics of Q n on C"[0, ) was obtained in [4] using tools and techniques which are specific for this particular case. We also obtain an asymptotic result for Q n on (0, ) for + # R.
Next, we study the Plancherel Rotach asymptotics of the Sobolev polynomials. Scaling the variable, we can deduce the relative asymptotics for the scaled Sobolev polynomials with respect to the scaled Laguerre polynomials when + # (&1, 0]. Taking this into account as well as the Plancherel Rotach asymptotics for the sequence [L n (nx)], we get the analogous result for the scaled Sobolev polynomials [Q n (nx)]. Notice that in a recent paper [10] the study of the n th root asymptotics for the scaled Sobolev Laguerre polynomials on the oscillatory region is presented.
Finally, we give a Mehler Heine type formula for Q n when + # (&1, 0]. From this result we obtain a limit relation for the zeros of Q n in terms of the zeros of the Bessel function J :&1 (x) defined as (see, e.g., [13, p. 15] ):
Note that the zeros of z &k J k (x) are real if k> &1 (see [13, p. 193] ).
MAIN RESULTS
First, we give a recurrence relation for
Using Proposition 1 and the well-known Poincare Theorem we get Proposition 2. One has
The proposition above allows us to deduce the relative asymptotics
Corollary 1 (Strong asymptotics of Q n ). Uniformly on compact subsets of C"[0, ),
It is known (see [1] ) that when + # (&1, 0] the zeros of Q n are all real. Moreover, if : 0, they are all positive and, if : # (&1, 0), there is at most one negative zero. Next, we give a first result about zeros of Q n (x) with + # R. Furthermore, we can also obtain an asymptotic result on (0, ).
Theorem 3. Uniformly on compact subsets of (0, ),
where J :&1 (x) is the Bessel function defined as
We have bounds for k n ,
From the above Proposition we deduce a uniform bound for the ratio k
where C can be taken as
Now, we look for an asymptotic result of Plancherel Rotach type for the scaled polynomials Q n (nx) in the exterior region. An asymptotic result of Plancherel Rotach type in the oscillatory region is obtained in [10] when + # (&1, 0] (Laguerre coherent pairs of type I, see [7] ). 
(b) Letting + # (&1, 0] and :>&1,
where .(x)=x+-x 2 &1 with -x 2 &1>0 if x>1, and l is given in Proposition 2.
From this result and using the scaled asymptotics for the Laguerre polynomials, we get Corollary 3. Denote by x n, i , i=1, ..., n the zeros in increasing order of Q n and + # (&1, 0], then the contracted zeros of Q n , (x n, i Ân) i=1, ..., n, accumulate on [0, 4], and moreover, the asymptotic distribution of the contracted zeros has density (2?)
taking into account that the square roots in the above formula are negative if x is negative.
Next, we deduce a Mehler Heine type formula for Q n . We consider the following modification of the Bessel function
Then we can establish the asymptotics near 0, complementing Theorem 3:
holds uniformly for x on compact subsets of C.
From this Theorem we can obtain additional information about of zeros of Q n when + # (&1, 0]. By Corollary 2, we know that these zeros accumulate in [0, ) when n Ä . Now, by (11) the small zeros of Q n satisfy the following asymptotic property: Remark 2. Since we have uniform convergence in the asymptotic results obtained for Q n , we also get asymptotic results for the derivatives of Q n . In particular, taking derivatives in Theorem 5 we have for :>&1 and + # (&1, 0],
uniformly on compact subsets of C. Thus, we have asymptotic information about the critical points x~n , i of Q n , that is,
where j :, i has the same meaning as in Proposition 4. In the relevant paper [2] one can find information about the asymptotic distribution of zeros and critical points of Sobolev orthogonal polynomials in the bounded case.
PROOFS
We first obtain the following algebraic relation between Sobolev and Laguerre polynomials:
j=0 of P n+1 , where P n+1 is the linear space of polynomials with degree at most n+1, we get
Therefore, using Theorem 1(a), we obtain
Then, using Theorem 1(a), we get
On the other hand, using Lemma 1 and again Theorem 1(a), we get
Substituting (14) in (13), (6) follows. K Relation (12) and the recurrence relation for k n =(Q n , Q n ) S that we have just proved are very useful tools to compute the polynomials Q n (x). We can express Q n+1 (x) as a linear combination of L (:&1) n+1 (x) and Q n (x) in the following way:
Since Q 0 (x)=L (:&1) 0 (x)=1, k 0 =k 0 =1(:+1) and using (6) to compute k n , then it is easy to observe that the computation of Q n (x), using (15) in a recursive way, only needs Laguerre polynomials, the square of their norms k (:) n and the parameters * and +. We summarize this in the following result:
is given by (16).
Proof. (a) It is straightforward applying (15) in a recursive way. 
We can define s n+1 =(k n Âk (:) n ) s n with the initial condition s 0 =1. Therefore, (17) can be rewritten as 
Thus, by Poincare 's Theorem k n Âk (:) n =s n+1 Âs n converges to one of these roots. Since k n k (:) n , we need to choose l 1
<1. K
We are now ready to prove the relative asymptotics Q n ÂL
On the other hand, some simple computations yield
Using Theorem 1(c) and Proposition 2 we obtain
Thus, for a fixed compact set K/C"[0, ) there exist constants s with 0<s<1 and n 0 # N such that when x # K and n n 0 ,
Therefore,
Hence, [Y n ] is uniformly bounded on compact subsets of C"[0, ). We have
Denote
locally uniformly on C"[0, ). Let us define g n (x)=Y n (x)&1Â(1&l(1++)). Then, (20) can be rewritten as
and from (19) and (21) the fact that g n (x) Ä 0 is straightforward. K Corollary 1 is an immediate consequence of Perron's formula and Theorem 2.
Proof of Corollary 2. For :>0 it is a trivial consequence of Perron's formula, Theorem 2 and the fact that L n&1 (see [13, p. 102] ) and 0 with multiplicity one. Then, again, the result is valid. When &1<:<0, L (:&1) n has n&1 positive zeros and a negative zero (see [13, p. 151] ). Again, using Perron's formula the negative zero goes to 0 when n Ä , and therefore the result holds in this situation. K
Now, if we use the asymptotic formula (see [13, (1. 71.7), p. 15]),
We denote a n =&(1++)(n+1) k
n Âk n and using (15) we have
If we define R n (x) :=Q n (x)Â(n ! n :Â2&3Â4 ), (24) can be rewritten as
where
On the other hand, for n large enough and x on compact subsets of (0, ) by using (22) L (:&1) n (x)Â(n ! n :Â2&3Â4 ) is uniformly bounded and by Proposition 2
Thus, we can conclude that R n (x) is uniformly bounded on compact subsets of (0, ). Therefore, from (25) we get
and by using (23) we obtain the result. K Proof of Proposition 3. The inequality on the right hand side is a straightforward consequence of Proposition 1. On the other hand, from the extremal property of k
we get 
where a n =-n(n+:) and b n =2n+:+1. Since, for j # R fixed,
we will use the following result due to W. Van Assche (see [14, p. 117] or [15, p. 435] ),
uniformly on compact subsets of C" [0, 4] . Now, if we make the change of variable x Ä nx in (a) of Corollary 5 and dividing by L (:&1) n (nx), we get
First, we analyze the asymptotic behaviour of the coefficient b
j , for j fixed and n Ä . It is easy to observe from (16) that
and, using (26), we get for j fixed, 1. Actually, if j 1 the above inequality is strictly less than one and, if j is large, then it is < <1.
We denote
then, from (28) and (29), for j fixed we have
uniformly on compact subsets of C"[0, 4], and since |(1++) l | <1 we get
Moreover, if x belongs to a compact subset of C"[0, 4], using (7), (29) and the fact that + # (&1, 0] (this guarantees that (1++) k (:) n Âk n C, for all n # N), we have for n large enough and 0 j n,
where M is a constant and C is the constant given by (8) .
We have
Then, by (31), we have a dominant for (32) and so the validity of the interchange of limit and summation is guaranteed by Lebesgue's dominated convergence theorem. Therefore, using (30), we get
Here, we can give information about the asymptotic behavior of [Q n (nx)ÂL (:) n (nx)]. Using Theorem 1(a) and Lemma 1 we can write
n (nx) it is possible, with minor changes, to proceed as above in order to prove (10) . K Proof of Corollary 3. This is a straightforward consequence of Theorem 4 and the fact that the contracted zeros of Laguerre polynomials cluster on the interval [0, 4] (see [14] or [15] ) and their asymptotic distribution has density (2?)
&1
-4&xÂ-x (see, for example, [14, p. 123] 
taking into account that the square roots in the above formula are negative if x is negative. Therefore, by using (33) and Theorem 4, we obtain the Plancherel Rotach asymptotics for Sobolev polynomials Q n (nx). K Proof of Theorem 5. We can find a Mehler Heine type formula for Laguerre polynomials in (13, p. 193] . If : # R, then
uniformly on compact subsets of C. Indeed, the proof of (34) is also valid in the following situation: for a fixed j # R
n (xÂ(n+ j)) (n+ j)
: n! =x &:Â2 J : (2 -x),
uniformly on compact subsets of C. Since,
with the assumption b (n) 0 =1 and the convention that > &1 i=0 (n&i)=1. Therefore, if we take x on a compact subset of C, then using (7), (35) and also the fact that + # (&1, 0], we again have a dominant for (36) and we can proceed as in Theorem 4 to prove (11) . K Proof of Proposition 4. This is a straightforward consequence of Theorem 5. K kind invitation to Departamento de Matema ticas of Universidad de Zaragoza, where one part of this work was finished. Finally, the authors thank the anonymous referee and Professor Walter Van Assche for their useful suggestions and comments which helped to improve this paper. Also, thanks to Professor Arno B. J. Kuijlaars who suggested Remark 2.
