A smooth complex variety satisfies the Generalized Jacobian Conjecture if all itś etale endomorphisms are proper. We study the conjecture for Q-acyclic surfaces of negative Kodaira dimension. We show that G-equivariant counterexamples for infinite group G exist if and only if G = C * and we classify them relating them to Belyi-Shabat polynomials. Taking universal covers we get rational simply connected C * -surfaces of negative Kodaira dimension which admit non-proper C * -equivariantétale endomorphisms. We prove also that for every integers r ≥ 1, k ≥ 2 the Q-acyclic rational hyperplane u(1 + u r v) = w k , which has fundamental group Z k and negative Kodaira dimension, admits families of non-properétale endomorphisms of arbitrarily high dimension and degree, whose members remain different after dividing by the action of the automorphism group by left and right composition.
Main result
The Jacobian Conjecture asserts that if an algebraic endomorphism of the complex affine space A n = Spec(C[x 1 , . . . , x n ]) has an invertible Jacobian then it is an isomorphism. The conjecture is open and hard, even for n = 2. One of the ideas which may contribute to our understanding of it is to study the problem in a broader class of varieties. A general form of the conjecture has been proposed by M. Miyanishi. Unless the topological Euler characteristic of the variety is zero, properness is equivalent to the invertibility of the endomorphism (see Lemma 2.15), so for affine spaces the conjecture is equivalent to the original Jacobian Conjecture. The Generalized Jacobian Conjecture has been studied for certain classes of algebraic varieties, see Miyanishi's lecture notes [Miy03] for a good introduction to the subject. It holds for quasi-projective varieties of log general type due to a result of Iitaka (see Lemma 2.15(4)) and it holds for curves by [Miy85] . For surfaces there are many positive partial results, see [Miy85] , [MM02] , [KM05] , [MM06] , [Miy06] , [GM08] . But the most intriguing question, which is in fact the main motivation, is whether the conjecture holds for varieties similar to affine spaces, similar in the sense of having the same logarithmic Kodaira dimension or the same, i.e. trivial, rational homology groups. We restrict our attention to the intersection of these two classes in dimension two, that is, to Q-homology planes of negative Kodaira dimension. Similarly to A 2 , they all admit an A 1 -fibration over A 1 (hence are rational, see Proposition 2.9). The only Z-homology plane in this class is the affine plane A 2 ([Miy01, 3.4.3.1]). As expected, the difficulty of the problem increases as we decrease the complexity of the fundamental group of the surface. Gurjar-Miyanishi [GM99, §6] argued that the conjecture holds if π 1 is non-cyclic, but later Miyanishi noticed that the proof is wrong in case the fundamental group is Z 2 * Z 2 and he found a counterexample of degree 2 in that case (see Proposition 2.10). In Section 3C we constructétale endomorphisms of every positive degree on Miyanishi's surface.
The question for Q-homology planes of negative Kodaira dimension which have cyclic fundamental groups, called pseudo-planes, remained open. These surfaces are geometrically and topologically the most similar ones to A 2 , and hence the Jacobian Conjecture for them is of biggest interest. Our main result is that the conjecture fails for many of them, i.e. that theiŕ etale endomorphisms do not have to be proper. Surprisingly, this is so even if we impose an additional restriction that we look only for counterexamples invariant with respect to an effective action of an infinite algebraic group. In case a smooth complex variety comes with some effective algebraic action of a group G then we say that it satisfies the G-equivariant Generalized Jacobian Conjecture if all G-equivariantétale endomorphisms of that variety are proper.
Let k, r be positive integers. The smooth affine surface (1.1)S(k, r) = {x r y = z k − 1} ⊆ Spec(C[x, y, z])
is simply connected (see Example 2.11) and for every a ∈ {1, 2, . . . , k} coprime with k it admits a free Z k -action ε * a (x, y, z) = (εx, ε −r y, ε −a z), where we identify Z k with the group of k-th roots of unity (Z 1 ∼ = {1}). The quotient surface, denoted by S(k, r, a), is a pseudo-plane with fundamental group Z k and the hyperbolic C * -action λ · (x, y, z) = (λx, λ −r y, z) descends to it. Masuda and Miyanishi [MM06] characterized the surfaces S(k, r, a), k, r ≥ 2, as the only pseudo-planes with a hyperbolic C * -action which admit a unique A 1 -fibration. We use this result to show the following reduction.
Theorem A. Let S be a Q-homology plane of negative Kodaira dimension with an effective action of an infinite algebraic group G. The G-equivariant Jacobian Conjecture holds for S unless G = C * and S is C * -equivariantly isomorphic to some pseudo-plane S(k, r, a) for some k, r ≥ 2 and a ∈ {1, 2, . . . , k − 1} coprime with k.
In the exceptional cases we obtain a classification (see Theorem D for a stronger and more detailed result).
Theorem B. Let k, r ≥ 2 be integers and let a ∈ {1, . . . , k − 1} be coprime with k. The C * -pseudo-plane S(k, r, a) admits a C * -equivariantétale endomorphism of degree d (hence nonproper for d > 1) if and only if (1.2) d ≡ 1 mod k(r − 1) or k|r, a = 1 and d ≡ r mod k(r − 1).
In particular, the C * -equivariant Generalized Jacobian Conjecture fails for every S(k, r, a), k, r ≥ 2 and hence for every finite cover of it.
The counterexamples we construct are closely related to polynomial Belyi maps, called Shabat polynomials, which we use to give explicit formulas, see Section 4. Since the conjecture (even in the C * -equivariant version) fails for the surfacesS(k, r), k, r ≥ 2, which are the universal covers of S(k, r, a), by taking a product with A n−1 we obtain the following important result. Up to our knowledge these are the first simply connected rational counterexamples in the literature (cf. Remark 4.2). Corollary 1.2. For every positive integer n there exists a smooth affine variety A n -fibered over A 1 (hence rational and of negative logarithmic Kodaira dimension) which is simply connected and for which the Generalized Jacobian Conjecture fails.
The counterexamples in Theorem B are discrete in nature. However, we observe that the situation changes if we do not insist on C * -equivariance. The following result shows that, although pseudo-planes are arguably the surfaces most similar to the affine plane, the Generalized Jacobian Conjecture for many of them fails very strongly.
Theorem C. Letr ≥ 1, k ≥ 2 and let S = S(k, kr, 1) be a pseudo-plane as above. Then for every integer N ≥ 0 there exist arbitrarily high-dimensional families of non-properétale endomorphisms of S of degree k(N (rk −1)+r) such that all members of the family are different, even after dividing by the action of the automorphism group of S by left and right composition.
We note that the surface S(k,rk, 1) is isomorphic to the hypersurface u(1 + urv) = w k in A 3 and all counter-examples are given by explicit formulas. For instance, for the pseudo-plane S(2, 2, 1) ∼ = {u(1 + uv) = w 2 }, which has fundamental group Z 2 , the formulas for the families from Theorem C are written in Example 5.7. We hope that our counterexamples could serve as a testing area for other researchers interested in the Jacobian Conjecture.
Finally, we note that boundaries of minimal log smooth completions of our counterexamples (which are rational trees, due to Q-acyclicity) all contain a branching component, i.e. they are not chains. The Q-homology planes which admit a completion by a chain of rational curves constitute the most important remaining class to study. By [MM03, Theorem 3 .4] and [Giz71] such surfaces are isomorphic to S(k, 1, a) for some k ≥ 1 and a ∈ {1, . . . , k − 1} coprime with k. In particular, Theorem A implies that they admit no G-equivariant counterexamples for infinite groups G. Via Lemma 2.16 it is enough to study the question for their universal covers. 
Note thatS(k, 1) is a smooth simply connected surface admitting an A 1 -fibration over A 1 (hence rational and of negative logarithmic Kodaira dimension) and thatS(1, 1) ∼ = A 2 . 
Contents

Preliminaries
We work with complex algebraic varieties.
2A. Branched covers of curves.
By a curve we mean an irreducible reduced variety of dimension one. Recall that, as a consequence of the Riemann-Hurwitz formula, the Generalized Jacobian Conjecture holds for curves (see [Miy85,  Lemma 1]).
Lemma 2.1 (GJC for curves). Every dominant morphism between curves of equal topological Euler characteristic is finite. In particular, the Generalized Jacobian Conjecture holds for curves.
Let ϕ : X → Y be a finite morphism of smooth curves and let y ∈ Y . If ϕ * {y} = k j=1 e j {x j }, where e j ≥ e j for every j ≤ j and where all x j are pairwise distinct, then we call the sequence λ = (e 1 , . . . , e k ) the ramification profile of y. If y i for i = 1, . . . , n is a numeration of all branching points of ϕ and λ i , i = 1, . . . , n are their ramification profiles then we call (λ 1 , . . . , λ n ) the ramification profile of ϕ (over the ordered branching locus (y 1 , . . . , y n )).
Lemma 2.2 (Branched self-covers of A 1 ; [Tho65] ). For a positive integer n let Λ = (λ 1 , . . . , λ n ), where λ i = (λ i,1 , . . . , λ i,k i ), i = 1, . . . , n are non-increasing sequences of positive integers with λ i,1 ≥ 1, and let y 1 , . . . , y k be distinct points in A 1 . Then a finite morphism ϕ : A 1 → A 1 with ramification profile Λ and branching locus (y 1 , . . . , y n ) exists if and only if there exists a positive integer d, such that the following conditions hold:
(1)
The necessity of conditions is easy to see. The first one is satisfied with d = deg ϕ as a consequence of the finiteness of ϕ. Since e top (A 1 ) = 1, the second one follows from the Riemann-Hurwitz formula:
1 is a branched cover with at most three branching points, say 0, 1, ∞, then the inverse image of the interval [0, 1] cuts X into topologically contractible pieces and has a natural structure of a bi-colored graph with vertices being inverse images of 0, 1 and with adjacent vertices of different colors. A graph of the latter type is called a dessin on X, see [GGD12, §4] for details. . Let X be a smooth projective curve. The above assignment induces a bijection between isomorphy classes of branched coverings X → P 1 with at most three ordered branching points and classes of dessins on X modulo orientation-preserving homeomorphism of X whose restriction induces an isomorphism between the bi-colored graphs.
We will be especially interested in branched self-covers of A 1 with at most 2 branching points. In this case X = P 1 and the equivalence of branched covering is simply an automorphism of the source P 1 fixing ∞, hence an affine function. Such branched self-covers correspond to the so-called Belyi-Shabat polynomials, which are polynomials with at most two critical values (values at points in which the differential vanishes). These are extensively studied, in particular because the absolute Galois group Gal(Q/Q) acts faithfully on them (see [GGD12, Theorem 4 .49]), and hence on planar bi-colored graphs (cf. Proposition 2.3). Some of the simplest BelyiShabat polynomials are the well-known Chebyshev polynomials of the first and second kind. We call a critical point non-degenerate if its ramification index equals 2.
Example 2.4 (Chebyshev polynomials). The n-th Chebyshev polynomial of the first kind T n (x) ∈ C[x] is defined by T n (x) = 2xT n−1 (x) − T n−2 (x) where T 0 = 1 and T 1 (x) = x. It is the unique polynomial satisfying T n (cos x) = cos nx. It has non-degenerate critical points (T n (x 0 ) = 0 whenever T n (x 0 ) = 0), all contained in the interval (−1, 1). Its critical values are contained in {−1, 1}. It follows that T n (−x) = (−1) n T n (x) and T n (1) = 1. The first few Chebyshev polynomials are T 2 (x) = 2x 2 − 1,
T n (x), n ≥ 0 are the Chebyshev polynomials of the second kind. They are the unique polynomials satisfying U n−1 (cos x) = sin nx/ sin x. It follows that U n−1 (±1) = (±1) n−1 n. Chebyshev polynomials of the first and second kind satisfy the relation
Lemma 2.5 (Characterization of Chebyshev polynomials). Let P (x) ∈ C[x] be a polynomial with non-degenerate critical points and with ±1 as the only critical values. Assume that ±1 are not critical points, that P (1) = 1 and that P (−1) 2 = 1. Then P is a Chebyshev polynomial of the first kind.
Proof. We treat P as a self-cover of P 1 = A 1 ∪ {∞}. The assumption that the critical points are non-degenerate implies that the bi-colored graph associated with P (see the discussion preceding Proposition 2.3) is a chain. The critical values are ±1, so changing P to −P if necessary we may assume that there is an orientation-preserving homeomorphism of (P 1 , ∞) identifying the bi-colored graphs of P and of the Chebyshev polynomial T n . By Proposition 2.3 branched self-coverings of P 1 induced by ±P and T n are isomorphic via an isomorphism respecting ∞, so ±P (x) = T n (ax + b) for some a ∈ C * , b ∈ C. Since T n (−x) = (−1) n T (x), we may assume a > 0. The normalization conditions give {−a + b, a + b} ⊆ {−1, 1}, hence b = 0 and a = 1. Then P = ±T n , so in fact P = T n , because T n and P agree on x = 1.
2B. Rational fibrations and completions.
By a fibration of an algebraic variety we mean a faithfully flat (hence surjective) morphism whose general fibers are irreducible, reduced and have positive dimension. A completion of a fibration ρ : S → B of a smooth variety is a triple (S, ι,ρ) consisting of a smooth complete varietyS, an embedding ι : S →S for which D =S \ S is a simple normal crossing divisor and a fibrationρ :S →B, whereB is a smooth completion of B, such thatρ| S = ρ. In fact we will often refer to (S, D,ρ) as the completion, the identification S ∼ =S \ D being implicitly fixed. A completion is called minimal if it does not properly dominate other completions. Definition 2.6. If ρ i : S i → B i , i = 1, 2 are fibrations of varieties then we say that a morphism η : S 1 → S 2 respects the fibrations ρ 1 and ρ 2 if there exists a morphism ϕ :
respectively. For such a fibration a fiber is called degenerate if it is not isomorphic to a general fiber, equivalently it is either non-reduced or its reduced form is not isomorphic to the general fiber. Fibers of P 1 -fibrations of smooth projective surfaces are well understood. There are no multiple fibers and every reducible fiber contains a (−1)-curve which meets at most two other components of the fiber, so iterated contractions of such curves map the fiber onto a smooth 0-curve. In particular, every such fiber is a tree of rational curves. An A 1 * -fibration is untwisted if its generic fiber is A 1 K, * , where K = C(B), and twisted otherwise. Fibers of A 1 -and A 1 * -fibrations of affine surfaces can be easily described. By µA 1 ∪ {0} νA 1 we denote the scheme Spec(C[x, y]/(x µ y ν )), which is a sum of two multiple affine lines whose reduced forms meet transversally at one point.
Notation 2.7. For a curve C contracted by a given fibration ρ : S → B of a surface we denote by µ(C) the multiplicity of C in the scheme-theoretic fiber of ρ containing C. 3). Let F and F gen denote respectively a degenerate and a general fiber of a fibration of a smooth affine surface.
(1) If
1 for some r ≥ 0 and Γ ∈ {∅, A Proof. The only statement not proven in the above references is the one about multiplicities in (2). Deleting connected components whose reduced form is A 1 we may assume that r = 0. Let F be the fiber of the minimal completion of the fibration which contains F and let G 1 , G 2 be the closures of the components of F . The boundary D of the completion is connected, because the initial surface is affine. We may assume µ(G 1 ), µ(G 2 ) ≥ 2, hence G 1 + G 2 does not meet sections contained in D. The minimality implies that D ∩F contains no (−1)-curves, and hencē F , which is a tree of rational curves, contains a unique (−1)-curve, say G 1 . The differenceF \F has exactly two connected components, each meeting one of the sections contained in D, hence containing a component of multiplicity 1. It follows thatF is a chain of rational curves. By induction we argue that any two components ofF which meet have coprime multiplicities.
2C. Q-homology planes of negative Kodaira dimension and C * -pseudo-planes.
A Q-homology plane is a smooth complex surface whose Betti numbers are the same as those of the affine plane, that is, trivial in positive dimensions. As mentioned in the introduction, every Q-homology plane is affine. These surfaces are important for many problems in affine geometry and the attempts to fully understand them motivated lots of progress (see [Miy07] , Proposition 2.10 (GJC for Q-homology planes with κ = −∞). Let S be a Q-homology plane of negative Kodaira dimension with a non-cyclic fundamental group. Then S has a unique A 1 -fibration and everyétale endomorphism of S respects it. Furthermore, the Generalized Jacobian Conjecture holds for S, unless π 1 (S) = Z 2 * Z 2 .
Recall that a C * -action on a smooth surface S = Spec(A) is called hyperbolic if for every fixed point the weights of the induced linear action on the tangent space are non-zero and have different sign. Equivalently (see [KF91] ), every fixed point is isolated and is not a limit point of every nearby orbit. For such actions, the algebraic quotient morphism ρ : S → S/C * = Spec(A C * ) is an A 1 * -fibration over a smooth curve. We now review the description of pseudo-planes which admit hyperbolic C * -actions. We begin with their universal covers.
Example 2.11 (The C * -surfacesS(k, r)). For fixed integers k, r ≥ 1, the smooth affine surface
is endowed with an effective hyperbolic C * -action defined by
The algebraic quotient morphism
, where ε is a primitive k-th root of unity and j = 0, . . . , k − 1. The degenerate fibers of the minimal completion of ρ into a P 1 -fibration are of type [r, 1, (2) r−1 ], that is, they are chains of rational curves with subsequent weights −r, −1, −2, . . . , −2 with exactly r − 1 weights (−2).
In addition, for every polynomial
whose algebraic quotient morphism
is an A 1 -fibration trivial over A 1 \ {0} and with the unique degenerate fiber p
In particular,S(k, r) is a rational surface with logarithmic Kodaira dimension κ(S(k, r)) = −∞, which is simply connected by [Fuj82, 5.9, 4.19] , as all fibers of p are reduced. SinceS(k, r) is affine, H 2 (S(k, r), Z) is free abelian and hence isomorphic to Z k−1 , because its topological Euler characteristic is k.
Moreover, for every a ∈ {1, . . . , k} coprime with k,S(k, r) admits a free C * -equivariant
where we identify Z k with the group of complex k-th roots of unity.
Example 2.12 (The C * -pseudo-planes S(k, r, a)). Let again k, r be positive integers and let a ∈ {1, . . . , k} be coprime with k. Denote by
Note that for k = 1 we have a = 1 and S(1, r, a) =S(1, r) ∼ = A 2 . Since it commutes with the Z k -action, the C * -action (2.3) descends to an effective hyperbolic C * -action on S(k, r, a). We have a commutative diagram
where ρ :
) is the quotient A 1 * -fibration and where π a (z) = t = 1 − z k . The degenerate fibers of ρ are (2.7)
The degenerate fibers of the minimal completion of ρ into a P 1 -fibration are chains of rational curves, the one containing F 0 is of type [r, 1, (2) r−1 ], see Fig. 1 .
SinceS(k, r) is a simply connected surface of negative Kodaira dimension and Euler characteristic equal to k, the surface S(k, r, a) is a pseudo-plane with fundamental group π 1 (S(k, r, a)) ∼ = Z k and with a hyperbolic C * -action.
Lemma 2.13 (Characterization of S(k, r, a), [MM06] , [FZ06] ). Let S be a non-trivial (S ∼ = A 2 ) pseudo-plane with a hyperbolic C * -action. Let k = |π 1 (S)| and let r be the maximal multiplicity of a fiber component of the quotient morphism isomorphic to A 1 . If r ≥ 2 then there exists a ∈ {1, . . . , k − 1} coprime with k such that S is C * -equivariantly isomorphic to S(k, r, a) with the C * -action induced from (2.3). The isomorphism is unique up to a composition with the group automorphism λ → λ −1 of C * .
Proof. Since the C * -action is hyperbolic, the quotient morphism is a C * -fibration. Since S ∼ = A 2 , by Lemma 2.9 k ≥ 2. From the above description we see that for r ≥ 2 there is a smooth relatively minimal completion of the quotient morphism for which the boundary is not a rational chain, so by a theorem of Gizatullin [Giz71] S has a unique A 1 -fibration. Then we infer the result from [MM06] and [FZ06] .
Remark 2.14. If an effective C * -action on a Q-homology plane is not hyperbolic then it is a linear action on A 2 .
Proof. In general, if a C * -action on a smooth affine variety S has an elliptic or a parabolic fixed point then by [Ryn92, Proposition 1.9] (which easily follows from [BH85] ) S is respectively either equivariantly isomorphic to some affine space with a linear C * -action or it is a C * -vector bundle over the smooth quotient S/C * . In case S is a Q-homology plane the latter quotient is Q-acyclic, hence isomorphic to A 1 , so in both cases S ∼ = A 2 and the C * -action is linear.
2D.Étale endomorphisms respecting fibrations.
Recall that a morphism f : X → Y between varieties is calledétale if it is flat and unramified. Since it is flat, it is open and equidimensional (all nonempty fibers of f have the same dimension) and since it is also unramified, it is quasi-finite (its fibers are finite). Assume that X and Y are smooth. If f : X → Y is dominant equidimensional then by [Mat89, 23 .1] it is automatically flat. It follows from [Mum88, Cor. 2, §III.5] that f isétale if and only if it is a local isomorphism in the complex topology, equivalently, if and only if the differential is an isomorphism for every point of X.
For a quasi-finite morphism of smooth quasi-projective varieties f : X → Y , the ZariskiNagata purity theorem implies that the complement E ⊂ X of theétale locus of f is of pure codimension one. It supports an effective, canonically defined ramification divisor of f , denoted by R f , which is linearly equivalent to f
The image of the ramification locus is called the branching locus.
Lemma 2.15 (Étale endomorphisms). Let S be a smooth variety and let η : S → S beétale.
(1) For every reduced divisor D on S the divisor η * D is reduced. 
(5) A restriction of η to a closed subvariety of S is unramified. In particular, if ⊆ S is isomorphic to A 1 then η( ) has no unibranched singular points (no cusps) and η | has degree 1. (3) Since η isétale, it has finite fibers, so being proper, it is finite by [GD66, Theorem 8.11.1]. Finiteétale morphisms are covers in the complex topology, so we get e top (S) = deg η · e top (S), and hence deg η = 1. By (2) η is invertible.
(4) See [Iit82, Propositon 11.9].
(5) The first statement follows from the fact that a closed immersion is unramified and that the composition of two unramified morphisms is unramified. Assume ⊆ S is isomorphic to A 1 . Let η : → be the lift of η| to the normalization of η( ). Then κ( ) ≤ κ( ), so is isomorphic to A 1 or P 1 . But η is unramified, so it extends to a, necessarily finite, endomorphism of P 1 with at most one ramification point. By the Riemann-Hurwitz formula this endomorphism has degree 1, so η| has degree 1.
Given a variety S we denote the monoid of itsétale endomorphisms byÉt(S).
Lemma 2.16 (Lift to the universal cover). Let π :S → S be a finiteétale cover of smooth varieties. AssumeS is simply connected. Then every η ∈Ét(S) lifts to someη ∈Ét(S) such that π •η = η • π. In particular, degη = deg η, so η ∈ Aut(S) if and only ifη ∈ Aut(S).
Proof. First recall that π has the universal property that it factors through every finiteétale cover f : X → S of S. Indeed the existence of a morphism π X :S → X such that π = f • π X is equivalent to the existence of a section of the projectionS × S X →S. But the latter, being a pullback of f , is a finiteétale cover ofS, so sinceS is simply connected, it is a trivial cover, which therefore admits a section. Let now (S , η , π ) be the fiber product of η and π. Then η : S →S isétale of degree deg η = deg η while π : S → S isétale and finite, of degree deg π = deg π. By the universal property of π, there exists a morphism α :S → S such that π • α = π, and thenη = η • α is as required.
Notation 2.17. If ρ : S → B is a fibration of algebraic varieties and anétale endomorphism η of S respects ρ then by Definition 2.6, there exists an endomorphism η ρ : B → B, such that ρ • η = η ρ • ρ. We denote byÉt(S, ρ) the submonoid ofÉt(S) consisting ofétale endomorphisms respecting ρ.
The following Lemma is a minor improvement of [GM99, 3.1].
Lemma 2.18 (Condition on multiplicities forétale endomorphisms). Let ρ i : S i → B i , i = 1, 2 be fibrations of smooth surfaces over smooth curves and let η : S 1 → S 2 be an endomorphism respecting ρ 1 and ρ 2 , with the induced morphism ϕ : B 1 → B 2 . Let e(ϕ, p) denote the ramification index of ϕ at p ∈ B 1 . If η isétale then for every irreducible curve C contracted by ρ 1 we have
Conversely, if (2.8) holds for every irreducible curve C contracted by ρ 1 and η isétale on general fibers of ρ 1 then η isétale.
Proof. Let C 1 be an irreducible curve contracted by ρ 1 . Put C 2 = η(C 1 ), p i = ρ i (C i ) and e = e(ϕ, p 1 ). Write η * (C 2 ) = mC 1 + R for some m ≥ 1 and an effective divisor R contained in fibers and not containing C 1 . Since
, looking at the coefficient of C 1 in the latter divisor we get (2.9) µ(C 2 )m = eµ(C 1 ).
If η isétale then m = 1 by 2.15(1), which gives (2.8). For the converse implication, we note that since η is quasi-finite, it is flat by [Mat89, 23.1]. Because S 1 is smooth, the Zariski-Nagata purity theorem implies that the ramification locus of η is either empty or has pure codimension 1. But by (2.8) m = 1 for every C 1 as above, so the ramification divisor has no components contained in fibers. By assumption η isétale along general fibers of ρ 1 , hence the ramification divisor of η is trivial.
Example 2.19. Let B, C be smooth curves and let η C be a dominating endomorphism of C. Then η = id B ×η C is an endomorphism of (B × C, pr B ) which trivially satisfies (2.8) and which isétale if and only if η C isétale. Note that if C = A 1 , P 1 then κ(C) ≥ 0, so by [Iit82, Theorem 11.7] every dominating endomorphism of C is automaticallyétale. On the other hand, dominating endomorphisms of degee at least 2 are neverétale for C = A 1 , P 1 .
Lemma 2.20 (One non-reduced fiber). Let S be a smooth surface equipped with a fibration ρ : S → B with at most one non-reduced fiber. Then every η ∈Ét(S, ρ) induces a (finite)étale endomorphism of B.
Proof. By Lemma 2.1 η ρ is finite. Suppose that
is a non-reduced divisor and, because η isétale, the fiber F q is non-reduced by Lemma 2.15(1). So if ρ has no multiple fiber then we are done. Otherwise, F q must be the unique non-reduced fiber of ρ. Since η ρ is finite, the restriction B \η
Thus η ρ is a cyclic cover totally ramified over q. Since F q contains a non-reduced component, by Lemma 2.15(1) the fiber over η ρ (q) contains one too, so η ρ (q) = q and hence p = q. We get η * (F q ) = deg η ρ · F q . Replacing η with some η k , k ≥ 1 we may assume that η maps some irreducible component A of F q to itself. We get η
But on the other hand, since η isétale, η * A is reduced by Lemma 2.15 (1); a contradiction. Thus η ρ isétale.
Corollary 2.21. If anétale endomorphism of a pseudo-plane respects some A 1 -fibration then it is an automorphism.
Proof. Let ρ : S → B be an A 1 -fibration of a pseudo-plane S and let η ∈Ét(S, ρ). By Lemma 2.15(5) deg η = deg η ρ . By Lemma 2.9 p has at most one degenerate fiber, so Lemma 2.20 says that η ρ is an automorphism, and hence η is an automorphism by Lemma 2.15(2).
Let ρ : S → B be a fibration of some smooth surface S onto a smooth curve B and let η : S → S be an endomorphism respecting ρ. Denote by η ρ the endomorphism induced on the base and by (S , ρ , η ρ ) the normalized fiber product of ρ and η ρ : B → B. Since S is smooth, hence normal, by the universal properties of the fiber product and of the normalization there exists a unique morphism j : S → S such that the following diagram commutes:
As we will see now, in many cases j is an open embedding.
Lemma 2.22. Let ρ : S → B be a fibration of a smooth affine surface over a smooth curve B.
Assume that η ∈Ét(S, ρ) and one of the following holds:
(1) general fibers of ρ are not isomorphic to A 1 * , (2) ρ is the quotient A 1 * -fibration of some C * -action on S or (3) ρ is an untwisted A 1 * -fibration with at least one fiber having a reducible connected component.
Then, with the notation as above, η ρ is finite and j is an open embedding, both C * -equivariant in case (2). In particular deg η = deg η ρ .
Proof. By Lemma 2.1 η ρ is finite, so since the normalization morphism is finite, η ρ is finite. Since η is quasi-finite, so is j. By the Zariski Main Theorem ([GD66, Theorem 8.12.6]) we have a decomposition j = σ •j, wherej : S → S
† is an open embedding and σ : S † → S is finite. Note that j is an open embedding if and only if σ is an isomorphism. Since S is normal, the latter holds if and only if deg σ = 1.
(1) Let F gen denote a general fiber. By the Riemann-Hurwitz formula (deg σ − 1)e top (F gen ) ≥ 0, so we may assume e top (F gen ) ≥ 0. Since F gen ∼ = A 1 * we have F gen ∼ = A 1 . Then σ is an isomorphism by Lemma 2.15(5). We may further assume that ρ is an untwisted A 1 * -fibration.
(2) By the universal property of the normalization the C * -action on the fiber product of η ρ and ρ lifts to a C * -action on S , for which ρ is the quotient morphism. Since ρ is a trivial principal homogeneous C * -bundle over some non-empty Zariski open subset B 0 ⊆ B, taking
, so j, and hence η ρ , is
(3) Let F 1 be a reducible connected component of some fiber ρ * (p 1 ). By Lemma 2.8(2)
, where µ 1 , µ 2 are coprime positive integers and, since η isétale,
By Lemma 2.18 µ i = e(η ρ , p 1 )µ i for i = 1, 2. By Lemma 2.8(2) e(η ρ , p 1 ) = 1. Then by [Miy03, Lemma 2.4.1(3)] σ is a cyclic Galois cover andj(F 1 ) is invariant with respect to this action. The action onj(F 1 ) is free, as the induced morphismj(F 1 ) → F 2 isétale. But the intersection point of the two components ofj(F 1 ) is necessarily a fixed point, hence the Galois group is trivial, from which it follows that σ is an isomorphism.
3. Proof of Theorem A. Reduction to C * -actions.
In this section we prove Theorem A in case G = C + , that is, we prove the C + -equivariant Jacobian Conjecture for Q-homology planes of negative Kodaira dimension.
Notation 3.1. If G is an algebraic group and X is a G-variety then we denote byÉt G (S) the monoid of G-equivariantétale endomorphisms of S.
3A. Non-properétale endomorphisms respecting an A 1 -fibration.
If C + acts effectively on a normal affine surface S then the algebraic quotient morphism ρ : S → B is an A 1 -fibration, hence the surface has negative Kodaira dimension, and any C + -equivariantétale endomorphism respects this fibration. We are therefore led to the study of etale endomorphisms of Q-homology planes respecting A 1 -fibrations. Let ρ : S → B be an A 1 -fibration of a Q-homology plane. By Lemma 2.8 B ∼ = A 1 . By Proposition 2.10 and Corollary 2.21 if π 1 (S) Z 2 * Z 2 thenÉt(S, ρ) = Aut(S, ρ), hence the C + -equivariant Generalized Jacobian Conjecture holds for S. The case π 1 (S) ∼ = Z 2 * Z 2 requires further attention. As before, let T n and U n denote the Chebyshev polynomials of degree n of the first and second kind respectively. Proposition 3.2. Let ρ : S → A 1 be an A 1 -fibration of a Q-homology plane. Assume η ∈ Et(S, ρ) has degree n > 1. Then π 1 (S) ∼ = Z 2 * Z 2 and there exist (a) a birational morphism σ : S → A 2 = Spec(C[x, y]) restricting to an isomorphism off the fibers ρ * (±1) such that ρ = pr 1 • σ and (b) polynomials a, b ∈ C[x] such that a(1) = ±1/n and a vanishes only on (some) zeros of U n−1 such that for the endomorphism η 0 ∈ End(A 2 , pr 1 ) given by
the following diagram commutes
for some choice of coordinates on A 1 .
Proof. By Proposition 2.10 π 1 (S) is isomorphic to Z 2 * Z 2 andÉt(S) =Ét(S, ρ). By Lemma 2.9, ρ has exactly two degenerate fibers, say over x = ±1, both isomorphic to 2A 1 . Since the general fiber is A 1 , we have deg η ρ = deg η ≥ 2. By Lemma 2.18, η ρ has non-degenerate critical points (the ramification indices equal 2) and η ρ {−1, 1} ⊆ {−1, 1}, so renaming ±1 if necessary we may assume η ρ (1) = 1 and η ρ (−1) = ±1. So η ρ = T n by Lemma 2.5 with n = deg η.
Letρ : S → P 1 be a minimal smooth completion of ρ and let D h be the section ofρ contained in D = S \ S. Denote byF ±1 the fiber ofρ over ±1. SinceF ±1 ∩ S has multiplicity two,F ±1 has dual graph
where the black dot represents D h . Let k + 1 be the maximum of the number of components ofF ±1 . Contract successively (−1)-curves in the fiber with biggest number of components until the induced fibers over ±1 have the same number of components. Then continue with simultaneous contractions of (−1)-curves -each time one (−1)-curve over each of ±1. This gives a sequence of contractions
In particular, S 0 is a P 1 -bundle over P 1 and S 1 and S 2 have Picard ranks 4 and 6, respectively. By choosing Exc σ 0 correctly we may, and will, assume that the components ofF ±1 meeting D h are not contracted in this process. We order the components of bothF ±1 by increasing multiplicity in the fiber (we assume the ones meeting D h are the first ones). Clearly, components which are older in this order are contracted first in the sequence above.
− → S be the factorization (2.10) and letρ :S → P 1 be a minimal normal completion of the induced A 1 -fibration of S , smooth alongS \ S . Since η ρ isétale at ±1, η ρ is a local analytic isomorphism over ±1, so η ρ has no base points on the fibersF ±1 = (ρ ) −1 (±1) and maps them isomorphically onto their imagesF ±1 ⊆ S. But j is an open embedding, so it has no base point either. It follows that η has no base points onF ±1 .
For i ≥ 2 let D i be the direct image of D on S i with the last components of the direct images ofF ±1 (in the order defined above) deleted and let D 1 , D 0 be the direct images of D h on S 1 and S 0 , respectively. For i ≥ 0 put V i = S i \ D i . All divisors D i for i = 2 are connected. The divisor D 2 ∩F ±1 has 3 connected (irreducible) components. All V i for i ≥ 0 are quasi-affine surfaces with an induced A 1 -fibration over A 1 and with degenerate fibers over ±1 only. For i ≥ 3 the fibers are isomorphic to 2A
1 . For i = 2, 1, 0 they are isomorphic to 2A 1 * and A 1 ∪ {0} A 1 and A 1 , respectively. The restriction to V 0 of the P 1 -bundle extending ρ is trivial, hence it can be written as the projection ρ 0 : Spec(C[x, y]) → Spec (C[x] ). In particular, V 0 ∼ = A 2 . Let η i denote η treated as a rational endomorphism of V i . It has no base points off the fibers over x = ±1. As we have seen, η is well defined onF ±1 . Since the divisor D ∩F ±1 contains no (−1)-curves, η mapsF ±1 isomorphically toF (±1) n . Because the extended dual graph on the figure above has no symmetry, η respects the order of components we defined. It follows by a descending induction on i that η i maps the fibers over x = ±1 isomorphically to their images. Therefore, η i is an endomorphism of V i . We obtain a commutative diagram
We now review the conditions imposed on A and B by the fact that η 0 lifts to η. Let σ = σ 0 • · · · • σ k−1 . Up to changing the coordinate y by y + c 1 x + c 0 for some c 0 , c 1 ∈ C, we may assume that σ contracts the fibers ρ −1 (±1) onto the points (±1, 0) ∈ V 0 . The commutativity of the above diagram implies that η 0 maps the base points of σ, including infinitely near ones, to the base points of σ. In particular, η 0 (±1, 0) = ((±1) n , 0), hence B(1) = B(−1) = 0, so
. Also, since η is quasi-finite, we see that η 0 contracts a fiber over x 0 if and only if x 0 = ±1 and T n (x 0 ) = ±1, equivalently if and only if U n−1 (x 0 ) = 0 (see (2.1)), and in each case the image is (±1, 0). Since U n−1 is separable, A = U n−1 A 1 and
The morphism σ 0 • σ 1 : V 2 → V 0 is a restriction of the blowup of the ideal (x 2 − 1, y 2 ). Let E 1,x ⊆ V 1 and E 2,x ⊆ V 2 be the exceptional divisors of σ 0 and σ 1 over x = ±1. The functions y and v 2 = x 2 −1 y 2 are regular on an open subset of V 2 containing E 2,±1 and in the coordinates (v 2 , y) the latter is described by y = 0 (and x = ±1). We have η *
Denote by F x the reduced form of the fiber of ρ 2 = ρ 0 • σ 0 • σ 1 : V 2 → A 1 over x and by p ±1 ∈ E 2,±1 = F ±1 ∼ = A 1 * the center of σ 3 . Let λ ±1 ∈ C * be the v 2 -coordinate of p ±1 . Let x 0 be a root of U n−1 . The open subset of F x 0 visible in the (y, v 2 )-coordinates is {(y, v 2 ) :
By the commutativity of the above diagram η maps the fiber F x 0 to p Tn(x 0 ) , so the restriction of η * 2 v 2 to F x 0 is constant, equal to λ Tn(x 0 ) . We get A 1 (x 0 ) = 0 and (
Tn(x 0 ) . In particular, A 1 = U n−1 a for some a ∈ C[x]. We obtain
Puttingv 2 = v 2 | E 1 , we get η * 2v 2 /v 2 = (na(1)) −2 . Since η 2 fixes p 1 , we obtain a(1) = ±1/n.
3B. C + -equivariant GJC holds.
Proposition 3.3 (C + -equivariant GJC). The C + -equivariant Generalized Jacobian Conjecture holds for Q-homology planes with an effective C + action.
Proof. Let S be a Q-homology plane with an effective C + -action Λ t : S → S, t ∈ C + . Suppose η ∈Ét C + (S) is non-proper and put n = deg η > 1. The quotient morphism is an A 1 -fibration ρ : S → Spec(C[x]) respected by η. By Proposition 3.2 S is not a pseudo-plane, ρ has exactly two degenerate fibers and there is a birational morphism σ : S → A 2 such that ρ = pr 1 •σ and an endomorphism η 0 ∈ End(A 2 , pr 1 ) given by
where A = U 2 n−1 a, B = (x 2 − 1)U n−1 b, and where a, b ∈ C[x] and A(1) = ±n such that
We now derive a contradiction from the assumption that η is C + -equivariant. First of all note that, in principle, a minimal C + -equivariant completion of ρ can have a higher Picard rank than the minimal completionS used in the proof of Proposition 3.2. However, since Λ t=0 = id, by continuity the C + -action onS extending Λ maps fiber components to themselves, which by the minimality means that the boundary of such a completion contains no (−1)-curves in the fibers, hence it is also minimal among all smooth completions of ρ. ThusS is a C + -equivariant smooth completion of S. Then, since 1-dimensional orbits of a C + -action are necessarily isomorphic to A 1 , we infer that the contractions σ i of (−1)-curves contained in fibers are C + -equivariant, so the diagram (3.2) is C + -equivariant. Suppose the action Λ is not free over some b ∈ A 1 . Then F b := ρ −1 (b) is contained in the fixed point set of Λ. Since η is Λ-equivariant, the fixed point set contains k≥0 (η
, where η
•k denotes the k-th iteration of η. The latter cannot be dense in S, because Λ is effective, hence its image by ρ is finite. So there exists N ≥ 1 such that Z = N k=0 (T
Since T n is finite of degree ≥ 2, so is its restriction to A 1 \ Z. This is possible only if e top (A 1 \ Z) = 0, so Z = {b} and deg T n = n is the ramification index of T n at b. The latter gives T * n {b} = n · {b}, and hence n = 1 by Lemma 2.15(1). Thus Λ is a free C + -action. Since σ is an isomorphism over x = ±1, the C + -action Λ 0 induced by Λ on V 0 has the form Λ 
In particular, A(1) = ( dTn dx
(1)) m − = n 2m − . But A(1) = ±n, hence n = 1; a contradiction.
3C. Miyanishi's counterexample expanded.
Let again S be a Q-homology plane with an A 1 -fibration ρ : S → A 1 . If η is a non-propeŕ etale endomorphism of S respecting ρ (hence a counterexample to the Generalized Jacobian Conjecture for S) then by Proposition 3.2 π 1 (S) ∼ = Z 2 * Z 2 . A first example of this type has been constructed by Miyanishi [Miy03, 2.4.3(2), 2.3.11]; it has degree 2. We now make a digression to show how our computations from the previous section can be applied to construct counterexamples of any degree. Note that by Proposition 3.3 η is not C + -equivariant for any effective C + -action on S.
Example 3.4 (Miyanishi's Q-acyclic counterexample with π 1 = Z 2 * Z 2 ). Let (C, p −1 , p 1 , p ∞ ) be a plane conic with a triple of distinct points on it. Denote by F ±1 the lines tangent to C at p ±1 and by F ∞ the line joining p ∞ and the common point, say q, of F 1 and F −1 . Blow up once over q, three times over each of p ±1 , each time on the proper transform of C. Denote the last exceptional curves over ±1 by E ±1 . LetS be the resulting projective surface and D be the total reduced transform of F 1 + F ∞ + F −1 with E 1 + E −1 subtracted. Denote byρ :S → P 1 the P 1 -fibration induced by the linear system of the proper transform of F ∞ and by ρ its restriction to S =S \ D. The two degenerate fibers of ρ are isomorphic to 2A 1 and have dual graph
where the black dot represents the exceptional curve over the point F 1 ∩ F ∞ ∩ F −1 . The discriminant of the intersection matrix of D is non-zero, so since ρ(S) = #D, the components of D freely generate Pic(S) ⊗ Z Q. It follows that S is Q-acyclic. It is also A 1 -fibered, so its Kodaira dimension is negative.
In [Miy03, 2.4.3(2), 2.3.11] Miyanishi argues geometrically that S has anétale endomorphism of degree 2. Namely, let (S , ρ , ϕ ) be the normalized pullback of ρ : S → A 1 and ϕ :
given by ϕ(x) = 2x 2 − 1. We have ϕ −1 {−1, 1} = {−1, 0, 1} and ϕ isétale at ±1, so the degenerate fibers of ρ :
If we remove from S one of the components of the latter fiber then one shows that we get a surface isomorphic with S. Let us note that the proof of the latter uses the fact that S has a Z 2 action lifting the Z 2 -action x → −x.
We now constructétale endomorphism of every degree on Miyanishi's surface.
Proposition 3.5 (Miyanishi's counterexample expanded). Let ρ : S → A 1 be the A 1 -fibration of Miyanishi's Q-acyclic surface of Example 3.4 and let σ : S → A 2 be the birational morphism constructed in Proposition 3.2. Then for every n ≥ 2 and every polynomial b ∈ C[x] such that
lifts via σ : S → A 2 to anétale endomorphism η : S → S of degree n respecting ρ. In particular, the monoidÉt(S, ρ) contains endomorphisms of every positive degree.
Proof. Let V i , σ i and v i , i = 0, 1, 2, 3 be as in the proof of Proposition 3.2. We have V 3 = S. Let again F x denote the fiber of ρ 2 = ρ 0 •σ 0 •σ 1 : V 2 → A 1 over x and let p ±1 ∈ F ±1 ∼ = A 1 * denote the center of σ 3 . We denote curves and their proper transforms by the same letters. In case of the Miyanishi surface we have S = V 3 and p ±1 both have coordinates (y, v 2 ) = (0, λ) (and x = ±1) for some λ ∈ C * , which we may assume to be equal to 1. Put
Since the restriction of σ to S \ ρ −1 {−1, 1} is an isomorphism, η is well defined and quasi-finite on the complement of ρ −1 (−1) ∪ ρ −1 (1) ∪ Z, where Z = {F x : U n−1 (x) = 0}. The centers of the two blowups constituting σ 0 : V 1 → V 0 have coordinates (x, y) = (±1, 0) and we compute that η . The exceptional divisors E 1,±1 over x = ±1 are described in the (y, v 1 )-coordinates by y = 0 (and x = ±1). By the definition of η 0 (x, y) and by (2.1) we have
The centers w ± of σ 1 are at the intersections of E 1,±1 with the proper transforms of the fibers {(±1, y) : y ∈ C} ⊆ V 0 on V 1 . The functions y and v 1 = x 2 −1 y are local parameters there. We check that η −1 1 {w − , w + } = Z ∪ {w − , w + }. As before, η 1 lifts to an endomorphism η 2 of V 2 which maps isomorphically the fibers over x = ±1 onto their images. Put v 2 = v 1 y . The exceptional divisors of σ 1 over x = ±1 are E 2,±1 = F ±1 and are described in the (y, v 2 )-coordinates by y = 0 (and x = ±1). We have
Finally, the centers p ±1 ∈ E 2,±1 of σ 2 have (y, v 2 )-coordinates (0, 1) (and x = ±1), and y and v 2 − 1 are local parameters there. We compute that η −1 2 {p −1 , p 1 } = Z ∪ {p −1 , p 1 }, hence η 2 lifts to an endomorphism η of S mapping the fibers over x = ±1 isomorphically onto their images (and respecting the induced A 1 -fibration on S). Thus η, which lifts η 0 , has no base points. To show that η is quasi-finite it remains to show that it does not contract curves in Z. Put
. We have
Since the zeros of U n−1 are cos(kπ/n), k = 1, . . . , n − 1, by (3.6) there exists a polynomial
In particular, b(x 0 ) = 0 if U n−1 (x 0 ) = 0. We obtain
which for every root x 0 of U n−1 gives
Since b(x 0 ) = 0, the fiber ρ −1 (x 0 ) is not contracted. In fact, since the above expression is linear in y, which is a coordinate on ρ −1 (x 0 ), this fiber is mapped isomorphically onto E 2,Tn(x 0 ) . Thus η is quasi-finite, henceétale by Lemma 2.18.
3D. Reduction to C
* -actions on pseudo-planes S(k, r, a).
We now complete the proof of Theorem A.
Proof of Theorem A. Let η ∈Ét G (S) \ Aut(S). By Proposition 3.3 G does not contain a subgroup isomorphic to C + , so since it is infinite, it contains a subgroup isomorphic to C * , hence S is a Q-homology plane with an effective action of C * . Suppose the action is not hyperbolic. By Remark 2.14 it is the action λ · (x, y) → (λ p x, λ q y) on A 2 = Spec(C[x, y]) for some coprime integers p, q ≥ 0. We have p, q ≥ 1, because otherwise η respects the projection pr x or pr y , contrary to Corollary 2.21. In particular, the fixed point set of the action of C * is {0}. Since η is quasi-finite, it restricts to U = A 2 \ {0}. The morphism ρ : We may therefore assume that the action of C * on S is hyperbolic, hence the quotient morphism ρ : S → B = S/C * is an A 1 * -fibration respected by η. Since S is affine, B is affine, so B ∼ = A 1 by [Miy01, Lemma 3.4.5.1(1)]. By [MM06, Lemma 1.3(5)] degenerate fibers of ρ have reduced forms A 1 * and A 1 ∪ {0} A 1 . By Lemma 2.22(2) deg η = deg η ρ , in which case Lemma 2.20 says that ρ has at least two non-reduced fibers. Then, since κ(S) = −∞, we infer from [Miy01, Theorem 3.4.6.2] that ρ has precisely two degenerate fibers and they are isomorphic to kA 1 * and A 1 ∪ {0} rA 1 for some integers k, r ≥ 2. Finally, Lemma 2.13 says that there exists a ∈ {1, 2, . . . , k − 1} coprime with k such that S is C * -equivariantly isomorphic to S(k, r, a) with the C * -action induced from (2.3). By the discussion in Example 2.12, S is an affine pseudo-plane.
It remains to show that G ∼ = C * . More precisely, the action of Z k on the universal cover S ∼ =S(k, r) commutes with the C * -action (2.3) and maps orbits isomorphically onto orbits, so the induced homomorphism Aut(S) → Aut(S) maps the subgroup C * isomorphically onto C * . We will show that G is exactly the latter C * . Let σ ∈ G. By Lemma 2.16 η lifts to a non-propeŕ etale endomorphismη ofS and σ ∈ G lifts to an automorphismσ ofS. By Theorem D in the next section, there exist λ ∈ C * and a k-th root of unity ε, such that
for some α ∈ {0, 1} and some polynomials R i (t). By [MM06, Theorem 4.4] we have
where t ∈ C * , ζ k = 1 and F (x, y) is some polynomial in x, y uniquely determined by f (x) and the equation ofS. Putz = ζz + x r f (x). Since η and σ commute, their lifts commute up to the action of Z k given by (2.5), i.e.η •σ = µ * a (σ •η) for some µ ∈ Z k . Composing with the projection onto x and dividing by ελtx we get
If α = 0 then substituting z = 0 we getzR 2 (1 −z k ) = 0, so since deg R 2 ≥ 0, we obtain z = x r f (x), so f = 0 in this case. If α = 1 then substituting z = 0 leads to the equality R 2 (1 − (x r f (x)) k ) = µR 2 (1). But since deg η > 1, Lemma 4.1 implies that deg R 2 ≥ α, so in the latter case we again get f = 0. Thus f = 0 and henceσ(x, y, z) = (tx, t −r y, ζz). Choosing ν such that ν a = ζ we get a new lift of σ given by ν * aσ (x, y, z) = ((νt)x, (νt) −r y, z). Thus σ has a lift given by (2.3) for λ = νt ∈ C * . It follows that σ is identical with the induced action by λ = νt on S.
4. Proof of Theorem B. Non-proper C * -equivariantétale endomorphisms
Let S be a Q-homology plane of negative Kodaira dimension. By Theorem A when looking for counterexamples to the equivariant Generalized Jacobian Conjecture for infinite algebraic groups we are reduced to the case of pseudo-planes S(k, r, a) for r, k ≥ 2 (see Example 2.12) endowed with their unique hyperbolic C * -action. In this section we prove Theorem B, which gives a full description of counterexamples to the C * -equivariant Generalized Jacobian Conjecture for these surfaces.
4A. Necessary conditions on η ρ .
As discussed above, to prove Theorem B we may assume S = S(k, r, a) for some r, k ≥ 2 and a ∈ {1, 2, . . . , k − 1} coprime with k. We denote the hyperbolic C * -action on S by Λ and the quotient A 1 * -fibration by ρ :
If η is a C * -equivariant endomorphism of S then η ∈Ét(S, ρ), so we have a commutative diagram
where η ρ is some endomorphism of B = Spec(C[t]). By Lemma 2.22(2) deg η = deg η ρ . Therefore, to construct counterexamples to the Generalized Jacobian Conjecture we first need to understand the conditions met by the induced endomorphisms η ρ of degree bigger than 1. As we will see, they are (specific) Belyi-Shabat polynomials, but not necessarily the Chebyshev polynomials (cf. Section 2A).
Let k, r ≥ 2 and S = S(k, r, a) be as above. Assume η ∈Ét(S, ρ) is non-proper. By Example 2.12 ρ has exactly two degenerate fibers and there is a unique choice of a coordinate t on B such that the fibers are (4.1)
where k is the order of the cyclic group π 1 (S).
Lemma 4.1 (Conditions on η ρ ). Let S = S(k, r, a), k, r ≥ 2 and ρ : S → Spec(C[t]) be as above. Assume η ∈Ét(S, ρ) and put α = η ρ (1) ∈ {0, 1}. Then η ρ has degree d := deg η, has at most two critical values, 0 and 1, and (4.2) either α = 1 or k|r and α = 0.
Moreover
Proof. By Lemma 2.22(2) η maps general fibers of ρ isomorphically to their images, hence deg η = deg η ρ . By Lemma 2.18 if C is a component of a fiber of ρ and ρ(C) = t 0 ∈ C then the multiplicity of t 0 as a root of η ρ (t) − η ρ (t 0 ) is µ(η(C))/µ(C). In particular, it equals 1 if η ρ (t 0 ) = 0, 1 (then µ(η(C)) = 1) or if t 0 is a fixed point of η ρ . The former implies that the only critical values of η ρ are 0, 1. The latter holds for instance for t 0 = 0, because F 0 is the only reducible fiber of ρ, and hence η(F 0 ) ⊂ F 0 . Since F 1 is a multiple fiber, we have η(F 1 ) ⊂ F 0 ∪F 1 . Let α ∈ {0, 1} be the multiplicity of 1 in η ρ (t) − η ρ (1). With the above choice of t we have α = η ρ (1). Let {α 1 , . . . , α d 0 } ⊂ C and {β 1 , . . . , β d 2 } ⊂ C be all distinct points such that the fibers over them are smooth and are mapped by η to A 0 and A 2 respectively. They appear in ρ * (0) with multiplicities 1 and r respectively, so we can write η ρ as η ρ (t) = t(1 − t)
(
If α = 1 then we may put m = r/k, and if α = 0 then
We analyze η * ρ (1) in a similar way. Let {γ 1 , . . . , γ d 1 } ⊂ C be all distinct points such that the fibers over them are smooth and mapped by η to A 1 . By Lemma 2.18 they appear in η * ρ (1) with multiplicity k,
(γ i − t), C 1 = 0 and R 1 (1) = 0. Since η ρ (0) = 0, we have C k 1 = 1, so we may assume C 1 = 1. It remains to prove (4.4). By (4.3)
Since η ρ has no branching points other then 0, 1, the Riemann-Hurwitz formula gives
4B. The universal covers and formulas forétale endomorphisms.
We now prove a stronger and more detailed version of Theorem B.
Theorem D. Let η be anétale endomorphism of the pseudo-plane S(k, r, a), k, r ≥ 2 which respects the quotient A 1 * -fibration. Then there exists a lift of η toS(k, r) given by (4.6)η(x, y, z) = (λxz
for some λ ∈ C * , some α ∈ {0, 1} satisfying (4.2) and such that a = 1 if α = 0, and some polynomials R 0 , R 1 , R 2 ∈ C[t] satisfying (4.3)-(4.5). In particular,η and η are C * -equivariant, d := deg η = degη and we have
Conversely, given integers k, r ≥ 2, a ∈ {1, . . . , k − 1} coprime with k, and α ∈ {0, 1} satisfying (4.2), for every positive integer d satisfying (4.7) there exist polynomials R 0 , R 1 , R 2 satisfying (4.3)-(4.5) and then the formula (4.6) defines a C * -equivariantétale endomorphism ofS(k, r) of degree d which descends to a C * -equivariantétale endomorphism of degree d of S(k, r, a).
Almost all statements of Theorem B follow immediately from the above result, except for the claim concerning finite covers. For the latter note that in case α = 1 the liftη is Z k -equivariant with respect to (2.5) for all a and in case α = 0 it is Z k -invariant, because a = 1 and k|r.
Proof of Theorem D. Fix k, r ≥ 2 and a ∈ {1, . . . , k − 1} coprime with k. PutS =S(k, r) and let π :S → S = S(k, r, a) :=S/Z k be the quotient morphism of the Z k -action given in (2.5), where ε is a fixed primitive k-th root of unity; it is the universal covering morphism for S. The A 1 * -fibration, which is the quotient morphism of the C * -action, isρ = pr z |S :S → Spec (C[z] ). Its degenerate fibers areρ
where A Since the fixed fiber of the Z k -action is over z = 0 and since the reducible ones are over roots of unity, we get t = π (z) = 1 − z k . Assume η ∈Ét(S, ρ). SinceS is simply connected, by Lemma 2.16 η has a liftη ∈Ét(S,ρ). Let R i , i = 1, 2, 3 be as in Lemma 4.1. By the latter lemma we only need to prove the formula forη and that a = 1 in case α = 0. Writeη(x, y, z) = (η 1 (x, y, z), η 2 (x, y, z), η 3 (z)), where (x, y, z) ∈S ⊂ C 3 = Spec(C[x, y, z]) and η i are regular functions onS. The function η 3 depends only on z, because η 3 =ηρ, i.e. η 3 is the induced morphism on the quotient of the C * -action. We have
k , hence composingη with an action of some ε ∈ Z k if necessary, we may assume
But z k − 1 = x r y, so for every (x, y, z) ∈S we have
By (4.3) the curve A 2 , the smooth fibers of ρ over zeros of R 2 (t) and A 1 in case α = 0 are mapped by η to A 0 ∪ rA 2 . Since the ramification indices of η ρ at the corresponding points of Spec(C[t]) are respectively 1, r and r/k, by Lemma 2.18 images of these curves by η have all multiplicity r, that is, they are all mapped to A 2 . Therefore, their inverse images by π, which are described by the ideals (x, 1 − z k ) = (x), (R 2 (1 − z k )) and z 1−α respectively, are mapped byη to π −1 (A 2 ). This implies that x ∈ C[S] vanishes on their images by η and hence η 1 ∈ C[S] vanishes on the zero set of xz 1−α R 2 (1 − z k ). Similarly, since π −1 (A 0 ) is described by the ideal (y, 1 − z k ) = (y) ⊆ C[S], we get that η 2 ∈ C[S] vanishes on the zero set of yR 0 (1 − z k ). By (4.5) we infer that xz 1−α R 2 (1 − z k )|η 1 and yR 0 (1 − z k )|η 2 , hence by (4.8)
SinceS contains A
2 , λ is a constant, which gives (4.6). Assume α = 0. Then k|r so we have ε * a (x, y, z) = (εx, y, ε −a z), hencẽ
Pick (x, y, z) ∈S such that xzR 2 (1 − z k ) = 0. Sinceη descends to η, the pointsη(ε * a (x, y, z))
are in the same Z k -orbit, hence ε 1−a = 1, i.e, a = 1. Note that for α = 1 we haveη(ε * a (x, y, z)) = ε * aη (x, y, z), so there is no additional condition on a.
To prove the inverse implication assume that α ∈ {0, 1}, k, r ≥ 2 are integers satisfying (4.2) and d > 0 is an integer satisfying (4.7). Define (non-negative)
, where (a) b denotes the sequence a, a . . . , a of length b. By Thom's Lemma (Lemma 2.2) there exists a polynomial ϕ : A 1 → A 1 with ramification profile (λ 1 , λ 2 ) and (0, 1) as the underlying branching locus. Let x 1 be a point of ramification index 1 mapping to 0. If α = 1 then let x 2 be a point of ramification index 1 mapping to 1, otherwise let it be a point of ramification index r k mapping to 0. Changing ϕ(t) to ϕ(t) = ϕ((x 2 − x 1 )t + x 1 ) we may assume x 1 = 0 and x 2 = 1, so ϕ can be written as in (4.3) with t(1 − t)R 0 R 1 R 2 separable. Multiplying R 1 , R 2 by appropriate constants we may assume R 1 (0) = R 2 (0) = 1. Now the formulas (4.6) define a C * -equivariant endomorphismη ofS. Since a = 1 in case α = 0, by the above argument it descends to a C * -equivariant endomorphism of the quotient by the Z k -action. By Lemma 2.18η isétale, so η • π = π •η isétale. Since π :S → S is surjective andétale,η isétale.
Remark 4.2.
(1) Our counterexamples to the Generalized Jacobian Conjecture seem to be the first ones in literature which are simply connected and have negative logarithmic Kodaira dimension, and also the first ones which are simply connected and rational. Note that in [Miy03] the Remark on page 80 and the comment above Example 2.2.10 are incorrect. Indeed, in the first case the given endomorphism of {x
, is notétale for y = 0. In the second case X is not simply connected, as its fundamental group is Z 2 * Z 2 .
(2) It follows from Example 2.2.2 and Theorem 2.2.8 in [Miy03] that the Generalized Jacobian Conjecture fails for the triple cover of the complement of a smooth planar cubic. This is a simply connected surface with logarithmic Kodaira dimension equal to 0. This example leads also to a Q-acyclic counterexample of logarithmic Kodaira dimension 0 (see Example 2.2.3(5) loc. cit.).
4C. Examples.
The proof of existence of η ∈Ét C * (S(k, r, a)) of degree d in Theorem D is based on the existence of a specific Belyi-Shabat polynomial as in Lemma 4.1, which follows from Thom's Lemma 2.2. In practice, finding the appropriate polynomials often leads to complicated algebraic equations. We analyze the following relatively simple cases.
Example 4.3 (Explicit formulas forS(2, 2)). Letη be a C * -equivariant endomorphism of
We claim thatη (x, y, z) = (xλ
where λ ∈ C * and T d , U d denote the Chebyshev polynomials of degree d of the first and second kind respectively.
To see this note first that by (4.4)
2 the relation (4.3) reads as (4.9)
Differentiating we get P P = Q(zQ + (z 2 − 1)Q ), so Q|P P . But the above equation implies that P and Q have no common roots, so Q|P and hence P = βQ for some β ∈ C * . We get (4.10) βP = zQ + (z 2 − 1)Q . Now (4.9) implies that the critical points of P are non-degenerate and the critical values are η ρ , so since R 1 is separable, we get d 1 = 1, hence R 1 (t) = βt + 1 for some β ∈ C * . By (4.3) deg η = deg η ρ = k + α ∈ {k, k + 1}. For α = 1 we get
which has exactly two distinct roots, because k ≥ 2 and β + 1 = R 1 (1) = 0. Thus α = 0 and hence a = 1, so deg η = k|r. By (4.4) d 2 = 0 and hence d 0 = k − 2. Thus the only possibility is S k = S(k, k, 1) ∼ = {u(1 + uv) = w k }, see (5.1), and η = π • j, with j given in Corollary 5.2. Then η ρ (t) = 1 − ((ε − 1)t + 1) k .
Example 4.5 (A non-Galois case). Assume (k, r) = (3, 2). By Lemma 4.1 α = 1 and hence
By Example 4.4 in this case η ρ is not cyclic Galois. It is given by the formula
vanishes at t 0 . Since R 2 is separable and d 1 = d 2 , we get that the polynomials R 2 (t) and R 1 (t) + 3(t − 1) (−7 + ı √ 2), where ı is a square root of −1. Then R 0 (t) = 6(1 + 2ı √ 2)t + 8 − 4ı √ 2. Consider the case d 0 = 2. Then d 1 = d 2 = 2 and d = 7. We get R 2 (t) = (−3a 1 + 1) −1 (7a 2 t 2 − (6a 2 − 4a 1 )t + (−3a 1 + 1)). Solving the condition (4.12) one gets six solutions, one of the simplest-looking are (a 1 , a 2 ) = ( (139 + 63ı √ 7)), where ı is a square root of −1. In this case R 0 (t) = 21 128
5. Proof of Theorem C. The hypersurfaces S(k,rk, 1) and deformations.
Let S(k, r, a), k, r ≥ 2 (see Example 2.12) and let η ∈Ét C * (S(k, r, a)). By Theorem D some lift of η to the universal coverS(k, r) is given by the formula (4.6). The case α = 0 is special, because then k | r and a = 1. We analyze it in detail and then in Section 5B we use it to prove Theorem C.
5A. Surfaces S(k,rk, 1).
Assume r =rk for somer ≥ 1 and a = 1 (we do not assume α = 0). By definition S(k,rk, 1) is the quotient ofS(k,rk) = {(x k )ry = z k − 1} by the Z k -action ε * (x, y, z) = (εx, y, ε −1 z). We compute that the homomorphism
is surjective with the kernel generated by u(1 + urv) − w k , hence
where the quotient morphism π :S(k,rk) → S(k,rk, 1) is given by
The C * -action is now
and the quotient A 1 * -fibration ρ : S(k,rk, 1) → Spec(C[t]) is ρ(u, v, w) = −urv. It has two degenerate fibers:
The projection p = pr u | S(k,rk,1) : S(k,rk, 1) → A 1 is an A 1 -fibration with a unique degenerate fiber p * (0) ∼ = kA 1 . By Theorem D some lift of η is given by the formulã
hence we can express η ∈Ét C * (S(k,rk, 1)) as:
where t = −urv. By Lemma 4.1 the induced morphism on the base of ρ is given by the formula
If k | deg η then we get a surprising factorization.
Lemma 5.1 (Factorization through the universal cover). Let η ∈Ét C * (S(k, r, a)). If k | deg η thenr := r/k ∈ N, a = 1 and η factorizes C * -equivariantly through the universal covering morphism, i.e. there exists a C * -equivariantétale morphism j η :
Proof. By Theorem D we have α = 0, r =rk for some positive integerr, and a = 1. Moreover, η is given by the formula (5.4). Put
where t = −urv. Since on S(k,rk, 1)
, we see that j η (S(k,rk, 1)) ⊆S(k,rk). We check that π • j η = η. Since η isétale, j η isétale.
Note that since the universal cover π :S(k,rk) → S(k,rk, 1) has degree k, the condition k | deg η is necessary for the existence of a factorization of η throughS. Note also that if deg j η = 1 then d = k, so by (4.4) α = 0 andr = 1. This case is of particular interest. Put
Corollary 5.2 (S k embeds intoS k ). For every k-th root of unity ε = 1 the morphism
where R 1 (t) = (ε − 1)t + 1 and R 0 (t) =
Different choices of ε ∈ Z k \ {1} lead to embeddings which are not related by a composition with the Z k -action onS k .
Proof. Put α = 0. By Theorem D there exists η ∈Ét C * (S k ) of degree k. By Lemma 5.1 it factorizes through a C * -equivariant embedding intoS k given by (5.6). Composing with the action of λ −1 we may assume λ = 1. By (4.4) deg R 2 = 0 (hence R 2 = 1), deg R 1 = 1 and deg R 0 = k − 2. By (5.5) η ρ (t) = t(1 − t)R 0 (t) = 1 − R k 1 (t). In particular, η ρ (1) = 0 = 1 − R k 1 (1), so since R 1 (0) = 1, we get R 1 (t) = (ε − 1)t + 1 for some k-th root of unity ε = 1 and hence R 0 (t) =
Since the first coordinate of j does not depend on ε, we infer that different choices of ε ∈ Z k lead to embeddings which are not related by the Z k -action onS k .
Example 5.3. (Explicit embedding of S 2 intoS 2 ). For k = 2 we have
R 1 (t) = −2t + 1 and R 0 (t) = 4, hence j(u, v, w) = (w, 4v, 1 + 2uv). Then η = π • j is given by (5.8) η(u, v, w) = (u(1 + uv), 4v, w(1 + 2uv)).
5B. Deformations ofétale endomorphisms.
In this section we prove Theorem C. We denote by A ∞ the infinite affine space defined as the colimit of open immersions id A n ×{0} :
Notation 5.4. Given a variety S the automorphism group Aut(S) of S acts on the monoid of etale endomorphismsÉt(S) by left and right compositions. We denote the set of double cosets Aut(S)\Ét(S)/Aut(S) of these actions byÉC(S).
Recall that for every polynomial P ∈ C[x] the surfaceS(k, r) has an automorphism Θ P := Θ P 1 (see Example 2.11) given by (5.9) Θ P (x, y, z) := Θ P 1 (x, y, z) = (x, y + x −r ((z + P (x)x r ) k − z k ), z + P (x)x r ).
Combining it with the factorization obtained in Corollary 5.2 we obtain the following result, which establishes Theorem C. where F (a) = F (a 1 , . . . , a n ) = 1 + n i=1 a i x ri ∈ C[x r ] and r =rk, is injective. In particular, for every N ≥ 0 there exist arbitrarily high-dimensional families ofétale endomorphism of the pseudo-plane S of degree k(N (rk − 1) +r) whose members are different even after dividing by the action of Aut(S) by left and right compositions.
Proof. By Theorem D for every integer N ≥ 0 the surface S = S(k,rk, 1) has a C * -equivariant etale endomorphism of degree N k(rk − 1) +rk, so we only need to prove the injectivity of Ω η . Let a i = (a i,1 , . . . , a i,n i ) ∈ A ∞ , i = 1, 2 be such that theétale classes of η i := π • Θ F (a i ) • j η inÉC(S) are the same, i.e. that there exist automorphisms α i ∈ Aut(S), i = 1, 2, such that α 1 • η 1 = η 2 • α 2 . Set F i = F (a i ) ∈ C[x], i = 1, 2. Put t = −urv. For some λ ∈ C * we have j η = j • Λ λ , where Λ λ (u, v, w) = λ · (u, v, w) and (5.11) j(u, v, w) = (wR 2 (t), vR 0 (t), R 1 (t)),
Composing both sides with Λ λ −1 and replacing α 2 with Λ λ • α 2 • Λ λ −1 , we may assume that λ = 1 and hence that , r, a) ) has a lift in Aut(S(k, r)) which can be written as a composition β J 0 • β H , where β H (x, y, z) = (λx, λ −r y,εz) for some λ ∈ C * and some k-th root of unityε and β J 0 (x, y, z) = (x, . . . , z + x r+[−a−r] k g(x k )) for some g ∈ C[x] (the second coordinate can be computed from the equation ofS(k, r), so we skip the precise formula, because we will not need it). Since in our case r =rk, we have β J 0 (x, y, z) = (x, . . . , z + x r+k−1 g(x k )). This implies in turn that every automorphism of S has the form (5.12) α λ,Q (u, v, w) = (λ k u, . . . , λεw + ur +1 Q(u))
for some λ ∈ C * , some k-th root of unityε and some polynomial Q ∈ C[u]. Replacing λ with λ/ε we see that without loss of generality we may assumeε = 1. For both α i we can therefore write α i = α λ i ,Q i , for some λ i ∈ C * and Q i ∈ C Note that T is transcendental over C, as R 2 = 0. Since η * i = j * (Θ F i ) * π * , we obtain η * i u = T k and η * i w = R 1 (t)T + T r+1 F i (T ).
Applying the identity (5.13)
where t = α * 2 t = 1 − (α * 2 w) k /(λ k 2 u). Putting w = 0 we get 0 = ur +1 Q 2 (u)R 2 (1) k . Since R 2 (1) = 0 by the definition of R 2 (see Lemma 4.1) it follows that Q 2 = 0. So α * 2 w = λ 2 w, from which it follows that t = α * 2 t = t. So the above equality implies that λ 1 T = ελ 2 wR 2 (t ) = ελ 2 T for some k-th root of unity ε, which yields in turn that λ 1 = ελ 2 . Using the above expressions for α * 1 w and η * 2 w we compute that η * 1 • α * 1 w = λ 2 εR 1 (t)T + λ 2 εT r+1 F 1 (T ) + T k+r Q 1 (T k ) and α * 2 • η * 2 w = λ 2 R 1 (t)T + λ r+1 2 T r+1 F 2 (λ 2 T ).
Plugging this into (5.13) and dividing both sides by T we obtain λ 2 (ε − 1)R 1 (t) + λ 2 εT r F 1 (T ) + T k+r−1 Q 1 (T k ) = λ r+1 2 T r F 2 (λ 2 T ).
For w = 0 we get λ 2 (ε − 1)R 1 (1) = 0, hence ε = 1, as R 1 (1) = 0. Dividing the previous equality by T r we find the relation
Note that so far the argument works with any formula for F , provided F (a) ∈ C[x]. Since by hypothesis k ≥ 2 and F i ∈ C[x r ] ⊂ C[x k ], we get that Q 1 = 0 and (5.14) F 1 (x) = λ r 2 F 2 (λ 2 x). By the choice of F i we have F i (0) = 1, so F 1 (x) = F 2 (λ 2 x) for some r-th root of unity λ 2 . Since F i ∈ C[x r ], we obtain F 1 = F 2 and hence a 1 = a 2 .
Remark 5.6 (Lifting the family). Let S = S(k,rk, 1),S =S(k,rk). As above, having a polynomial P ∈ C[x] we have η P = π • Θ P • j ∈Ét(S). Putη = j • π ∈Ét(S). Then π • (Θ P •η) = π • Θ P • j • π = η P • π, so Θ P •η lifts η P . In particular,η lifts η. Thus, even if the classes of η P and η are different inÉC(S), as it is in Proposition 5.5, the classes of their lifts are equal inÉC(S).
Example 5.7 (Formulas for S 2 ). LetS 2 = S(2, 2), S 2 = S(2, 2, 1) (see (5.1)) and let F (a) be as in Proposition 5.5. We have j(u, v, w) = (w, 4v, 1 + 2uv), Θ P (x, y, z) = (x, y + 2zP (x) + x 2 P 2 (x), z + x 2 P (x))), π(x, y, z) = (x 2 , y, xz),
where a = (a 1 , . . . , a n ) ∈ A ∞ and Q a (x) = a 1 + a 2 x + . . . + a n x n−1 . We obtain η a := π • Θ F (a) • j = (η 1 , η 2 , η 3 ), where η 1 = w 2 , η 2 = 4v + 2(1 + 2uv)(1 + w 2 Q a (w 2 )) + w 2 (1 + w 2 Q a (w 2 )) 2 , η 3 = (1 + 2uv)w + w 3 (1 + w 2 Q a (w 2 )).
By construction, all theseétale endomorphisms of S 2 have degree 2, and by Proposition 5.5 for different a ∈ A ∞ no two of them are related by compositions by automorphisms of S 2 from left and right.
Remark 5.8 (Deforming η). Set S = S(k, r, 1), where, as above, r =rk, k ≥ 2 andr ≥ 1. Note that the family ofétale endomorphisms we constructed, {η a } a∈A ∞ ⊆Ét(S), where η a = π • Θ F (a) • j η , does not contain any C * -equivariant member, in particular it does not contain the initial η. Indeed, if η a is C * -equivariant for some a ∈ A ∞ then the condition (5.13) holds with η 1 = η 2 = η a and every λ 1 = λ 2 = λ ∈ C * , so (5.14) holds with F 1 = F 2 for every λ ∈ C * . This is impossible, because by definition F (0) = 1.
Still, we can embed the initial η ∈Ét C * (S) in a non-trivial family with members pairwise distinct inÉC(S). For instance, take ⇔ ∃λ ∈ C * : b = λ 2r a and b 2 = λ r a 2 ⇔ ∃λ ∈ C * : b = λ 2r a and λ 3r = 1 ⇔ ∃t ∈ C * : tb = a and t 3 = 1.
Thus, changing the parameterizing variety to A 1 /Z 3 , we get a family as required.
