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In this paper we present a reformulation of gauge theories in terms of gauge invariant fields.
Focusing on abelian theories, we show that the gauge and matter covariant fields can be recombined
to introduce new gauge invariant degrees of freedom. We first consider the (1+ 1) dimensional case
on the lattice, with both periodic and open boundary conditions. Then the procedure is generalized
to higher dimensions and to the continuum limit. To show explicit and physically relevant examples
of the reformulation, we apply it to the Hamiltonian of a single particle in a (static) magnetic field,
pure abelian lattice gauge theories, the Lagrangian of quantum electrodynamics in (3+1) dimensions
and the Hamiltonian of the 2d and 3d Hofstadter model. In the latter, we show that the particular
construction used to eliminate the the gauge covariant fields enters the definition of the magnetic
Brillouin zone.
I. INTRODUCTION
Due to their broad applicability, gauge theories have in physics a key importance that can be hardly overestimated
[1–3]. In the field of particle physics they are at the basis of the Standard Model, a non-abelian gauge theory with gauge
group U(1)×SU(2)×SU(3), where the first two groups refer to the electroweak theory and the last one to quantum
chromodynamics (QCD). They are also used in condensed matter physics, where gauge fields may emerge from the
effective description of strongly correlated phenomena at low energies, like quantum Hall systems and quantum spin
liquids [4].
The analysis of strongly coupled gauge theories at low energies is in general a very hard problem and usual pertur-
bative approaches may fail. One way to overcome this difficulty is to work in the framework of lattice gauge theories
(LGT) [5–8]. The definition on the lattice naturally provides infrared and ultraviolet cut-offs to regularize the theory.
Moreover, within this formulation a computational approach to the problem is possible, using Monte Carlo methods
[7, 8] and very important results, in particular, have been obtained for lattice QCD. Despite this success, there are
various questions which remain intractable within the importance sampling Monte Carlo approach due to the well
known sign or complex action problems. Examples include the study of high baryon density QCD or out of equilibrium
real time evolution [9, 10].
Recent developments in the field of the quantum simulation of many-body physics have attracted the attention to
the Hamiltonian formulation of LGT [6]. Through the engineering of suitable local Hamiltonians, quantum simulators
of gauge theories can be used to investigate the above mentioned properties. This remains an arduous task: gauge
theories entail a redundant description of nature where superfluous degrees of freedom are included in the model. This
is manifested through the existence of local symmetries ensuring that the non-physical degrees of freedom decouple
from the physical ones. The engineering of these symmetries is one of the great challenges of present day quantum
simulators [11–16].
The methodologies typically used to study gauge theories rely on the study of Lagrangians (or Hamiltonians) whose
fundamental objects, i.e. the gauge fields and the matter fields, are not inherently gauge invariant. Nonetheless, they
are combined in a way such that the Lagrangian (or the Hamiltonian) itself is gauge invariant. A reformulation of
these theories in terms of gauge invariant quantities allows a description purely in terms of physical degrees of freedom,
even though the treatment can get more complicated to manage from the computational point of view, as commented
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2in [2]. A crucial point is that this can be particularly helpful for the construction of consistent approximation schemes
where it could be preferable to deal directly with gauge invariants.
To accomplish this purpose, various attempts are present in literature, mostly for abelian theories, either on
the lattice or in the continuum. In the first case, scalar quantum electrodynamics (QED) and an SU(2) LGT in
presence of bosonic matter fields were investigated [17]. The main idea consists on introducing the gauge invariants
of the corresponding continuum theories to rewrite the Lagrangians and derive the associated dynamics. Through a
reconstruction theorem one can put in one-to-one correspondence the set of gauge invariants with the original fields
of the theory, up to gauge transformations.
In the continuum, this change of variables was applied to bosonic matter fields [18] and later to classical electrody-
namics [19]. In the latter case, out of the U(1) gauge field Aµ and the fermionic field ψ, the set of gauge invariants
is composed by two Weyl currents, a real-valued covector field and a complex scalar field. Again, a reconstruction
theorem can be proved to connect this set of invariants with gauge equivalent configurations (Aµ, ψ). This pattern was
also extended at the quantum level to rewrite the QED functional integral in terms of gauge invariants, leading to a
quantization procedure [20, 21]. This procedure is in general rather complicated, but the computations get simplified
in (1 + 1) dimensions, considering the rewriting of the massless Schwinger model [22]. The obtained theory turns out
to be equivalent to the bosonized version of the model [23, 24], with the clear advantage that only gauge invariant
fields occur.
More recently, a rewriting of LGT with and without dynamical matter fields, respectively in (1 + 1) and in (2 + 1)
dimensions, has been presented switching to the so-called dual formulation [25–27]. This consists in a change of
variables to express the various operators in the dual lattice, in a way to incorporate directly the local constraints
dictated by the Gauss law. The main purpose in these papers is to write down an effective Hamiltonian that contains
directly the physical states of the theory, reducing the number of local constraints (depending on the dimensionality).
However, the final Hamiltonian will be non-local and does not preserve translation invariance [25]. The last two
points were addressed very recently in [28], where the authors show how to reformulate the lattice compact QED in
2d and 3d on the dual lattice in a way to preserve translational invariance, starting from a square lattice and with
different boundary conditions. Moreover, a further set of dual variables is introduced to make the interaction term in
the Hamiltonian local again.
The aim of the present paper is to set up a formalism allowing to reformulate abelian gauge theories in terms of
gauge invariant fields (GIF). We look for a reformulation satisfying the following requirements: i) it should naturally
extend to continuum theories; ii) it should allow to investigate the dependence on the particular construction used to
eliminate the gauge covariant quantities; iii) in presence of matter fields (generically denoted with ψ), it should allow
to straightforwardly determine a gauge invariant combination (denoted with ψ′) of the original matter and gauge
variables.
Fulfilling the last requirement iii) is the key point of the formalism presented here, since once the GIF ψ′ has
been constructed it can be used as new, gauge invariant degree of freedom of the theory. Moreover, while generic
expectation values of functions of ψ are not gauge invariant (from Elitzur theorem, gauge dependent quantities have
zero expectation values [29]), at variance the corresponding expectation values with ψ′ are well defined, being gauge
invariant.
We observe that the choice of the GIF is not unique. In other words, other combinations of the initial gauge and
matter covariant operators can be gauge invariant. A choice for the definition of ψ′ should emerge from the procedure.
Ours lead to a simple expression for ψ′ in the form ψ′ ∼ Eψ, where E is an operator depending only on the gauge
field. Once that the choice has been done, one can perform the elimination of the initial matter and gauge fields with
different geometrical constructions, whose role is explicitly discussed in the follwoing Sections.
Regarding ii), we present two different constructions to split the gauge field into its gauge invariant and gauge
covariant part. The gauge invariant part is taken as a new reference variable, while the gauge covariant part can be
combined with matter to obtain, as anticipated, a new GIF. These constructions are presented – keeping finite the
size of the system – both on the lattice and in the continuum for a general (d + 1) dimensionality and for two kind
of boundary conditions, i.e. periodic and open ones. Finally, to show the effects that different constructions may
have on physical models, we consider the Hofstadter model in 2d and 3d, rewriting the Hamiltonian using both the
procedures. This modifies the structure of the problem in momentum space, entering the definition of the so-called
magnetic Brillouin zone (MBZ).
The paper is organized as follows. In Sec. II we briefly remind the concept of abelian gauge invariance in field
theory, defining the various quantities and explaining the fundamental ideas behind our constructions. In Sec. III
we present our first construction on a (1 + 1) dimensional square lattice, both for periodic (PBC) and open (OBC)
boundary conditions. In Sec. IV we present our second construction, following the same structure of the previous
Section. In Sec. V we extend the procedure to higher dimensions, firstly on the lattice and then taking the continuum
limit. In Sec. VI we show how to reconstruct the lattice action for pure abelian gauge theories on the lattice, focusing
on the particular example of non-compact gauge theories in (2 + 1) dimensions. In Sec. VII we apply the formalism
3to the Hamiltonian of a single particle in a magnetic field and to the Lagrangian of the QED. In Sec. VIII we consider
the Hofstadter Hamiltonian in 2d and 3d, showing how they are written in terms of the new gauge invariant variables.
In Sec. IX we summarize our results and present our conclusions.
II. ABELIAN GAUGE THEORIES
In quantum field theory, a gauge theory is generically described by a Lagrangian L[ψ, ψ¯, Aµ], depending on some
matter fields ψ, ψ¯ and on a gauge field Aµ. The theory is gauge invariant if the above Lagrangian does not change
under local transformations G(x) ∈ G, where G is the gauge group of the theory [1–3]. From now on we will consider
the specific case of abelian groups, referring to the abelian gauge theories. Formally, the previous local transformations
can be written as
ψ(x)→ G(x)ψ(x), ψ(x)→ ψ(x)G−1(x) (1)
for the matter fields and
Aµ → Aµ − i
q
[∂µG(x)]G
−1(x) (2)
for the gauge field. The field strength tensor Fµν takes the form
Fµν ≡ ∂µAν − ∂νAµ. (3)
Under a gauge transformation, this quantity is left unchanged, i.e. Fµν → Fµν , therefore it represents a gauge invariant
of the theory. As for the notations, for a (d + 1) dimensional case the indices µ, ν ∈ {0, . . . , d}, and we stick to the
convention that the 0−th one represents time.
A major example of an abelian gauge theory is QED, whose Lagrangian is
L = ψ¯(i/∂ −m)ψ − eAµψ¯γµψ − 1
4
FµνF
µν . (4)
Here, ψ and ψ¯ represent fermionic degrees of freedom, i.e. electrons and positrons of mass m and charge of modulus
e, while the gauge field Aµ represents the photon. In this case, the gauge group is G = U(1), therefore a generic local
transformation can be written as a phase factor G(x) = eieϕ(x).
As mentioned in Sec. I, these kind of theories can be regularized on the lattice, following essentially two paths. The
first one entails the discretization of the continuum theory’s Lagrangian. This constitutes the so-called Lagrangian
formalism of LGT. However, if there are fermions in the theory, it is well known that a particular attention must be
paid to properly treat the fermion doubling problem [7]. This can be done by considering different discretizations of
the fermionic field (e.g. Wilson fermions, staggered fermions or domain wall fermions).
There is also the possibility of considering the Hamiltonian formalism, in which space dimensions are discretized
but time is not. Moreover, in this formulation the theory is projected only on its physical states |Ψ〉, i.e. the ones
satisfying the Gauss law [6, 12].
A. Basic quantities on the lattice
The rewriting we are going to show can be defined both in the continuum case and on the lattice, and in the latter
case in the Lagrangian as well as in the Hamiltonian formalism. On the lattice, however, it is easier to give a graphical
intuition of our reformulation. For this reason, we shortly remind how the gauge field Aµ and the associated action
are written on the lattice.
We begin from the (1+1) dimensional case and consider a square lattice of size N ×N . A generic site of the lattice
is denoted with the pair of integers n = (n0, n1), with n0, n1 = 1, . . . , N . The gauge field Aµ is defined on the links
of the lattice, while the field strength tensor Fµν lives on the plaquettes. They are introduced as [7]
Uµ(n) = e
ieaAµ(n), Uµν(n) = e
iea2Fµν(n), (5)
where Uµ ∈ G is the link variable connecting the site n to the site n + µˆ, being µˆ = {0ˆ, 1ˆ}; Uµν(n) is the plaquette
variable, defined in general as a path-ordered product of links. The discretized version of the field strength tensor is
written as
aFµν(n) ≡ Aν(n+ µˆ)−Aν(n) −Aµ(n+ νˆ) +Aµ(n). (6)
4The quantities e and a are respectively the charge of the gauge group and the lattice spacing. From now on we will
set a = e = 1, and we will restore the lattice spacing to take the continuum limit.
To consider an explicit gauge group, we take the G = U(1) case, i.e. QED. Within the Lagrangian formalism, the
action is
S = SG[Uµν ] + Sfermions[ψ, ψ¯, Uµ], (7)
where
SG =
1
e2
∑
P
[
1− 1
2
(Uµν + U
†
µν)
]
(8)
is the pure gauge contribution with the sum extended over all the plaquettes P , while the Sfermions part depends on
the discretization scheme used to treat the fermions.
If we instead consider the Hamiltonian formalism, the basic quantity is represented by the Hamiltonian
HQED = HG +Hfermions, (9)
where again the fermionic part depends on the regularization used for the fermions on the lattice, while
HG =
e2
2
∑
n,i
E2i (n)−
1
4e2
∑
P
(Uij + U
†
ij). (10)
In the gauge part, Ei is the canonically conjugate momentum to Ai, while the plaquette Uij represents the magnetic
field. In the Hamiltonian formalism, the physical states |Ψ〉 are the ones satisfying the Gauss law
G(n)|Ψ〉 = 0, [G(n), HQED] = 0 ∀n, (11)
where G(n) = ∇ · E(n)− ρ(n) is the Gauss law operator, being ρ the charge density.
B. Main idea
The main idea at the basis of our formalism is to use Eq. (6) to express the gauge field Aµ in terms of Fµν . This of
course can not be a uniquely defined mapping, since Fµν is gauge invariant while Aµ is not. Therefore, we will define
a set of variables φ containing the gauge covariant part of the field Aµ, switching to the set {Fµν , φ}. After this first
step, we will show how to fill the lattice with the new variables in two ways, referred in the following as asymmetric
and symmetric constructions.
A0(n)
∑
kF 01(n+ k · 1ˆ)
FIG. 1. Iterative isolation of the link A0(n), the lowest one in the blue column, in terms of plaquettes. The evidenced strip
(the second from left) is the sum of F01 present in Eq. (13). The spatial direction is the vertical one, the temporal direction is
horizontal one.
5III. ASYMMETRIC CONSTRUCTION
A. Open boudary conditions
We present the asymmetric construction firstly considering OBC. In (1+1) dimensions there is only one independent
component of the strength tensor, i.e. F01. Since we want to express the gauge fields A0 and A1 in terms of F01, we
use Eq. (6) to isolate A0 for a generic site n
A0(n) = F01(n)−A1(n+ 0ˆ) +A1(n) +A0(n+ 1ˆ). (12)
Graphically this has a simple interpretation, indeed it can be thought as a plaquette with all the edges being removed
but A0(n).
The next step is to use Eq. (12) iteratively, to express all the A0 links appearing in the right-hand side. Since we
are considering OBC, this has to be done until the physical boundary of the lattice is reached, as illustrated in Fig.
1. In the end, we are left with the following expression for the gauge field:
A0(n) =
N−n1−1∑
k=0
[
F01(n+ k · 1ˆ)−A1(n+ 0ˆ + k · 1ˆ) +A1(n+ k · 1ˆ)
]
+A0(n+ (N − n1) · 1ˆ). (13)
{Aµ} {φ, Fµν}
FIG. 2. Plot of a lattice with linear size N = 3. On the left, the original gauge fields Aµ, living on the links, are represented.
On the right, the lattice is filled with the new set of variables: the blue ones, the φ’s, live on the vertices, while the red ones,
the Fµν ’s, are defined on the plaquettes.
We now introduce the vertex variables φ(n), defined on the vertices of the lattice, as shown in Fig. 2, and encoding
the gauge covariant part of Aµ(n). Due to the nature of the considered gauge group G = U(1), these are scalar fields.
The variables φ are related to A1 through a finite derivative along the 1ˆ direction, that is
A1(n) ≡ φ(n+ 1ˆ)− φ(n). (14)
Inserting this into Eq. (13) we obtain a telescopic sum, resolving the part associated to the vertical links
A0(n) = A0(n+(N−n1)·1ˆ)−[φ(n+(N−n1)·1ˆ+0ˆ)−φ(n+(N−n1)·1ˆ)]+φ(n+0ˆ)−φ(n)+
N−n1−1∑
k=0
F01(n+k ·1ˆ). (15)
When we arrive at the boundary site nB ≡ (n0, N), we can fix the gauge field along the temporal direction as
A0(nB) = φ(nB + 0ˆ)− φ(nB), (16)
therefore
A0(n) =
N−n1−1∑
k=0
F01(n+ k · 1ˆ) + φ(n+ 0ˆ)− φ(n) (17)
is the rewriting of the horizontal links inside the lattice, i.e. for n 6= nB.
The mapping is defined in a consistent way, because any gauge field Aµ(n) can be expressed as a function of the
new variables φ and F01 through Eqs. (14), (16) and (17). The price to pay is hidden in the locality. Indeed, apart
from the vertex variables, a link A0(n) is a sum of all the plaquettes along a given spatial strip of fixed temporal
coordinate n0. We finally observe that, as anticipated, the effect of a lattice gauge transformation λ is completely
shifted to the vertex variables, since Aµ ∼ Aµ + λ(n + µˆ) − λ(n), which is the lattice version of Eq. (2), implies
φ(n) ∼ φ(n) + λ(n).
6B. Periodic boundary conditions
We now extend the previous change of variables Aµ → {φ, Fµν} to the case of a square lattice with PBC. All
the previous considerations hold inside the lattice, but now we have to specify what happens when we exceed the
boundaries vertically or horizontally.
The horizontal upper boundary of the lattice is given by a generic site (n0, N), therefore we have to impose a
constraint only on the vertical links A1(n0, N). By imposing A1(n0, N + 1) = A1(n0, 1) we get the first constraints
on the vertex variables
φ(n0, N + 1) = φ(n0, 1), ∀ n0. (18)
The second constraints come from the analysis of the vertical right boundary of the lattice, specified by a couple
(N,n1). Now the expression for the gauge field A0(n) that must be used is the one in Eq. (17), and the condition we
have to impose is represented graphically in Fig. 3.
We then get the set of constraints
φ(N + 1, n1)− φ(1, n1) = φ(N + 1, N)− φ(1, N), (19)
valid for all the values of n1.
N N 1N + 1
A0 A0
=
FIG. 3. Schematic representation of the second condition to be imposed in the periodic case. The construction of the horizontal
link A0 of the site at the boundary with n0 = N has to be the same in both cases.
These constraints on the vertex variables produce also global effects, as can be seen by considering Eq. (13) and
proceeding iteratively one step further, obtaining
A0(n0, n1) =
N−n1∑
k=0
[
F01(n0, n1 + k)−A1(n0 + 1, n1 + k) +A1(n0, n1 + k)
]
+A0(n0, N + 1). (20)
The last addend is equal to A0(n0, 1), due to the PBC, therefore evaluating the expression in n1 = 1 it gets simplified
with the left-hand side. Using the definition in Eq. (14) and performing the telescopic series taking into account the
constraints in Eq. (18) we are left with
N−1∑
k=0
F01(n0, k + 1) = 0, ∀ n0. (21)
This is a global constraint on the plaquettes, and has the following meaning: if we consider PBC, all the plaquettes
on a given strip of the lattice must sum to zero. This is consistent with the intuition of not having unpaired links
when going outside of the lattice, if we want to respect the periodicity in real space.
At this point, we can use the mapping in Eqs. (14) and (17), as for the OBC case, with the due differences. First
of all we have to consider, in the sum, also the sites at the boundaries of the lattice. Notice that they were treated
separately in the OBC case, producing Eq. (16). Secondly, once used the constraints on the vertex variables, we
have to take into account Eq. (21). Given this, the sites on the boundary are automatically expressed in terms of
differences of vertex variables.
As a final comment, we stress that we could also have started from the expression of F10 and isolate the link
A1(n) through the iterative construction made above, but since Fµν is an antisymmetric tensor that construction is
completely equivalent to the one just presented. The fact that we have chosen the temporal direction is arbitrary,
and the Eqs. (14), (16) and (17) get trivially modified by exchanging the gauge field components and considering F10
instead than F01.
7IV. SYMMETRIC CONSTRUCTION
Here we present our second way of filling the lattice starting from the set {φ, Fµν}. As commented above, if we
choose to isolate the spatial component in Eq. (12) rather than the temporal one, we get horizontal strips instead of
the vertical ones in the previous set up. The idea of the symetric constructions is to remove such arbitrariness in the
procedure and to combine both these asymmetric constructions, to obtain a more symmetric construction.
A. Open boundary conditions
Let us proceed following the same structure of Sec. III, i.e. in (1 + 1) dimensions and with open boundaries. The
gauge fields in the asymmetric construction are written in Eqs. (14) and (17) in terms of F01. However, if at the
beginning we had chosen F10, the final formulas would have been
A0(n) ≡ φ′(n+ 0ˆ)− φ′(n), (22)
A1(n) =
N−n0−1∑
k=0
F10(n+ k · 0ˆ) + φ′(n+ 1ˆ)− φ′(n). (23)
Here the fundamental variables are {φ′, F¯01}. To obtain a symmetric construction, we can define
φ˜ =
φ+ φ′
2
(24)
and sum up the previous relations with Eqs. (14), (17). The symmetrized gauge fields are
A0(n) = φ˜(n+ 0ˆ)− φ˜(n) + 1
2
N−n1−1∑
k=0
F01(n+ k · 1ˆ), (25)
A1(n) = φ˜(n+ 1ˆ)− φ˜(n) + 1
2
N−n0−1∑
k=0
F10(n+ k · 0ˆ). (26)
Notice that here is also another way to obtain this rewriting. Suppose that we had used the asymmetric construction,
obtaining that one of the components is written only as a difference of vertex variables, e.g. A0 = φ(n + 0ˆ) − φ(n).
Since the gauge fields are defined up to gauge transformations, we can search for one of these allowing us to rewrite
the various components in a symmetric way. The suitable transformation would be
φ −→ φ˜− 1
2
N−n0−1∑
k=0
N−n1−1∑
ℓ=0
F01(n+ k · 0ˆ + ℓ · 1ˆ). (27)
Indeed substituting this into Eqs. (22) and (23) leads directly to Eqs. (25) and (26).
B. Periodic boundary conditions
We extend the above considerations to the case of periodic boundaries: in the asymmetric construction we observed
that the same formulas of OBC hold, provided that certain constraints for the new variables are verified.
We observe that the global constraint in Eq. (21) is not modified, because it is gauge invariant. We have therefore
to see if there are modifications to the constraints involving the vertex variables: a priori, being the vertex variables
gauge dependent, the constraints may change.
We firstly consider Eq. (18), transforming the vertex variables using the gauge transformation in Eq. (27). The
obtained result is
φ˜(n0, N + 1)− φ˜(n0, 1) = −1
2
N−n0−1∑
k=0
N−1∑
ℓ=0
F10(n0 + k, ℓ+ 1). (28)
8The right-hand side is zero, due to Eq. (21). Therefore, the constraints in Eq. (18) are not modified. The same holds
for the constraints in Eq. (19). Indeed we get
φ˜(N + 1, n1)− φ˜(1, n1) = φ˜(N + 1, N)− φ˜(1, N) + 1
2
N−1∑
k=0
[
F10(k + 1, N)−
N−n1∑
ℓ=0
F10(k + 1, ℓ+ n1)
]
(29)
and again the sum in the right-hand side vanishes, due to the global constraint in Eq. (21).
Summarizing, the symmetrized rewriting of the gauge field components is given by Eqs. (25) and (26). When
PBC are considered, the constraints derived in the asymmetric construction for the vertex variables are not modified,
because differences of the transformed variables φ˜ contain vanishing term, according to Eq. (21). The global constraint
on F01 is left untouched, being gauge invariant.
V. HIGHER DIMENSIONS AND THE CONTINUUM LIMIT
We now consider (d+1) dimensions, generalizing the previous construction to a hypercubic lattice of size Nd+1. A
site of the lattice is now a d-ple n = (n0, . . . , nd), with ni = 1, . . . , N .
The logic at the basis of the construction is the following. We select a plane of reference on which the (1 + 1)
construction is performed, exactly as showed in Sec. III. Once done this first step, we fill the entire lattice by gluing
different planes in all the possible directions. The complications with respect to the (1 + 1) dimensional construction
arise from the fact that now we have to take into account all the non-trivial components of Fµν .
A. Notations
To make more readable the rewriting of the gauge field in higher dimensions, we introduce a compact notation and
we denote a generic boundary site with
n
(j)
B ≡ (N, . . . , N︸ ︷︷ ︸
j+1−times
, nj+1, . . . , nd), (30)
where the case j = −1 corresponds to a site inside the lattice, i.e. n(−1)B ≡ n. Moreover, we define the plaquette strip
on the lattice as
F¯ij(n
(j−1)
B ) ≡
N−nj−1∑
ℓ=0
Fij(n
(j−1)
B + ℓ · jˆ). (31)
B. Open boundary conditions
In the case of open boundaries, the compact rewriting of a generic component Ai(n) of the gauge field is
Ai(n) =
∑
j<i
F¯ij(n
(j−1)
B ) + φ(n+ iˆ)− φ(n). (32)
We observe that there is a component written in terms of solely vertex variables, i.e. A0(n) in this case, and all the
others are built by filling the lattice with the plaquette strips, according to the definition in Eq. (31).
C. Periodic boundary conditions
When we move to the case of periodic boundaries we get a set of constraints for the vertex variables, exactly as in
the (1 + 1) dimensional case.
For A0(n), i.e. the component depending only on the vertex variables, the constraints are the same of Eq. (18)
φ(N + 1, . . . , nd) = φ(1, . . . , nd), (33)
9valid ∀ ni, i = 2, . . . , N . When we consider other components, we get that differences of vertex variables are fixed,
as in Eq. (19). To be specific, when the boundary given by (n0, . . . , ni = N, . . . , nd) is considered, we obtain the
constraints
φ(ni = N + 1)− φ(ni = 1) = φ(n0 = N,ni = N + 1)− φ(n0 = N,ni = 1). (34)
In the previous equation, we used a short notation for the argument of the vertex variables, specifying the only
coordinates that are fixed: the unspecified ones are free, therefore the previous expressions hold ∀ nj , with j 6= i.
Also here there are global constraints for the plaquette strips, obtained using the ones of the vertex variables. In
particular, every plaquette strip evaluated on the entire lattice must vanish, that is
F¯ij(n
(j−1)
B , nj = 1) = 0 (35)
using the compact notation of Eq. (31).
D. Continuum limit
So far we developed the formalism on the lattice, but now we take the continuum limit to generalize the result
obtained in Eq. (32). As geometric setting, here we have in mind an isotropic hypercube in (d + 1) dimensions of
volume V = Ld+1.
To properly treat this case, we have to restore the lattice spacing in the previous formulas and then do the standard
continuum limit. This means to consider a → 0 as long as N → ∞, fixing the product N · a to be the size of
the continuum system, i.e. N · a ≡ L. Looking at Eq. (32), the lattice spacing enters in the right-hand side at
the denominator of the difference φ(n + iˆ) − φ(n), then when we take the limit a → 0 this ratio becomes a partial
derivative along the i-direction. Moreover, it enters also as a factor of proportionality in Eq. (31), as can be seen by
looking back at (6), and then when we send a→ 0 the sum turns out to be an integral.
These considerations allow us to write
F¯µν(x
(ν−1)
B ) =
∫ L
xν
dyν Fµν(yν) (36)
as the continuum counterpart of the plaquette strip, while the gauge field is written as
Aµ(x) = ∂µφ(x) +
∑
ν<µ
F¯µν(x
(ν−1)
B ). (37)
In the previous expressions we introduced
x
(ν)
B ≡ (L, . . . , L︸ ︷︷ ︸
ν+1−times
, xν+1, . . . , xd), (38)
yν ≡ (L, . . . , L︸ ︷︷ ︸
ν−times
, yν , xν+1, . . . , xd), (39)
as a shorthand notation for the real space vectors, being ν ∈ {0, . . . , d}.
VI. PURE ABELIAN GAUGE THEORIES ON THE LATTICE
Before moving forward with the description of systems in which matter is present, we start by analyzing the case
where only gauge fields exist. In (d+ 1) dimensions, in imaginary time, the action can be written as
S = −β
2
∑
n
Fµν(n)
2 (40)
where the sum is taken over the Nd+1 lattice points, restricting ourselves to the case of hypercubic lattices with sides
of length N . For concreteness we used the non-compact version of the model but everything is trivially translated for
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any action depending solely on Fµν . The main premise of the present paper is to rewrite the model purely in terms of
gauge invariant quantities. This is already done in Eq. (40) where the action only depends on Fµν(n): however, they
are not all independent. They satisfy the Bianchi identity in the continuum, and, on the lattice, a discretized version
that in this case can be written as
Fµν(n+ αˆ)− Fµν(n) + Fαµ(n+ νˆ)− Fαµ(n) + Fνα(n+ µˆ)− Fνα(n) = 0. (41)
This identity is trivially satisfied when the Fµν are written in terms of the Aα. In other words, while Fµν are gauge
invariant but not all independent, Aα are gauge covariant but independent. With our construction we are able to
achieve both gauge invariance and independence on the new variables. In fact, since the description of the theory
in terms of Aα satisfies the Bianchi identity and (32) is a rewriting of them in terms of independent quantities, the
Bianchi identity will be automatically satisfied for this case.
In order to exemplify and make the above discussion more concrete, we focus on the non-trivial case of the (2 + 1)
gauge theory with OBC. Following (32) we write
A0(n) = φ(n + 0ˆ)− φ(n),
A1(n) = F¯10(n) + φ(n + 1ˆ)− φ(n),
A2(n) = F¯20(n) + F¯21(n
(0)
B
) + φ(n+ 2ˆ)− φ(n). (42)
In these formulas F¯10 and F¯20 are defined in all lattice points. At variance, F¯21 is only defined for lattice points in the
lattice slice defined where the first component is fixed to be at the boundary n0 = N . The quantities can be defined
in the bulk, but they are not independent and can be written in terms of the above described fields. This is made
explicit if we compute Fµν(n) in terms of the above given Aα. It results in
F10(n) = F¯10(n) − F¯10(n+ 0ˆ),
F20(n) = F¯20(n) − F¯20(n+ 0ˆ),
F21(n) = F¯10(n+ 2ˆ)− F¯10(n) + F¯20(n)− F¯20(n+ 1ˆ) + F¯21(n(0)B )− F¯21(n(0)B + 1ˆ). (43)
where we define any F¯10 to be zero outside of any point on the lattice.
As a further check, it is possible to see that the Bianchi identity is trivially satisfied once the Fµν are written in this
way. To emphasize the differences to the new description of the theory, let us denote an ≡ F¯10(n), cn ≡ F20(n) and
bnB ≡ F21(n(0)B ) as a boundary field. To lighten the notation we dropped the index boundary since we will always
refer to the n0 = N boundary. In this notation, for a general lattice point, n = (n0, n1, n2) we have (n0, n1, n2)B =
(N,n1, n2). The action then takes the form
S =− β
∑
n
[(
a
n+0ˆ − an
)2
+
(
c
n+0ˆ − cn
)2
+
(
a
n+2ˆ − an
)2
+
(
c
n+1ˆ − cn
)2]
− βN
∑
n,n0=N
[(
b
n+1ˆ − bn
)2]− 2β∑
n
[(
b
nB+1ˆ
− bnB
) (
a
n+2ˆ − an − cn+1ˆ + cn
)]
. (44)
This is a non-isotropic, non-local model. The first two terms are purely local. The second term is a boundary term
that, nonetheless, is not predicted to be negligible in the infinite volume limit since it has a prefactor N . The last
term is non-local and couples fields in the bulk to the boundary fields (at the boundary n0 = N). The resulting
non-locality can be regarded as the integration of the gauge covariant part of the gauge fields. Other examples of the
integration of gauge fields lead naturally to non-local interactions [30–32]. In contrast to the above cited results, here
not the full gauge degrees of freedom are integrated out but only their non-physical part.
Despite the apparent complication of this model, it is described by a fewer number of degrees of freedom, where
all of them are physical. With OBC the number of Aα fields is given by 3(N − 1)N2 while the total number of
new variables a, b and c is 2N3 − 3N2 + 1 which is smaller. The missing degrees of freedom correspond precisely
to the non-physical fields φ, in (42), which total N3 − 1. In an arbitrary dimension D the total number of Aα is
D(N − 1)ND−1, the number of F¯µν is (D − 1)ND −DND−1 + 1 and the number of non-physical fields φ is ND − 1
which always decouple. This is an explicit example of the reduction of degrees of freedom.
VII. REFORMULATION OF QED
In this Section we rewrite the Lagrangian of the QED in terms of gauge invariant quantities, using the asymmetric
construction in (3 + 1) dimensions. We show how to define a new GIF, combining the fermionic fields and the vertex
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variables. This allows us to have a Lagrangian expressed solely in terms of gauge invariants. We refer to the next
Section for a discussion of the effects produced by the choice of the asymmetric vs symmetric construction, since in
the Hofstadter model they are particularly clear.
Before dealing with the QED case, we look at the easier and pedagogically instructive example of a particle in an
external static magnetic field, rewriting its Hamiltonian in 3d in terms of gauge invariants.
A. Single particle in a background field
We consider a finite cubic system of size L with PBC, in which a particle (e.g. an electron) moves under the action
of a static background magnetic field B = Bzˆ. The Hamiltonian of the system, being q = −e the charge of the
particle, is
H = (p+ eA)
2
2m
, (45)
where p = −i∇ and we used the units ~ = c = 1. The only non-trivial component of the field strength tensor is
F21 = B, therefore we need only the strip F¯21 to use the asymmetric construction. Moreover, it has to satisfy Eq.
(35), that is F¯21(x = 0) = 0, if we let x ∈ [0, L].
Then, all gauge field components are pure differences of vertex variables but A2, i.e.
Ai = ∂iφ, i 6= 2, (46)
A2 = ∂2φ−Bx, (47)
where i = 1, 2, 3. The time independent Schro¨dinger equation is H|ψ〉 = E|ψ〉, being |ψ〉 the particle wavefunction.
The crucial point, here and in the following, is to change properly the variables in order to get rid of the φ’s dependence
in the Hamiltonian, dealing only with gauge invariant quantities. This can be done through the following redefinition:
|ψ′〉 = e−ieφ|ψ〉 ≡ S|ψ〉. (48)
The Hamiltonian is transformed as H′ = SHS−1, and the new Schro¨dinger equation is written as H′|ψ′〉 = E|ψ′〉.
A closer look to the new momenta
p′i = SpiS
−1 = pi + e∂iφ (49)
confirms that the vertex variables are reabsorbed into them. Now it is easy to verify that both |ψ′〉 and p′i are gauge
invariant, since the effects of a gauge transformation are properly cancelled by the vertex variables. Therefore, we
can conclude that
H′ = 1
2m
3∑
i=1
(
p′i +
∑
j<i
F¯ij
)2
. (50)
is the correct rewriting for the Hamiltonian. Since the transformation S is unitary, the spectra of H′ and H coincides,
reproducing the Landau levels [33].
B. The QED Lagrangian
The starting point is the QED Lagrangian in Eq. (4). Using the continuum rewriting of the gauge field in Eq. (37),
we rewrite it as
L = ψ¯
[
i/∂ −m− e(∂µφ)γµ − e
∑
ν<µ
F¯µνγ
µ
]
ψ − 1
4
[∑
α<ν
∂µF¯να −
∑
α<µ
∂νF¯µα
][∑
α<ν
∂µF¯ να −
∑
α<µ
∂νF¯µα
]
. (51)
At this point, we introduce a new GIF, combining the vertex variables φ and the matter field ψ, separately gauge
covariant, into a redefinition of the fermionic fields. This new field constitutes a new degree of freedom of the
reformulated theory. We define
ψ′ = eieφψ. (52)
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Eq. (52) is the most important result of this Section, since it provides an expression of the GIF expressed in the
form of the field operator ψ of the initial fermionic operator, which is not gauge invariant, multiplied by an operator
depending on the gauge degrees of freedom. Overall, ψ′ is gauge invariant.
The term with the vertex variables is cancelled from the Lagrangian, which finally reads
L = ψ¯′
[
i/∂ −m− e
∑
ν<µ
F¯µνγ
µ
]
ψ′ − 1
4
[∑
α<ν
∂µF¯να −
∑
α<µ
∂νF¯µα
][∑
α<ν
∂µF¯ να −
∑
α<µ
∂νF¯µα
]
. (53)
This completes the rewriting of the QED Lagrangian in terms of F¯µν and the new fields ψ
′, ψ¯′, which are combinations
of the vertex variables and the original fermionic fields. In the gauge kinetic part we have terms going like (∂F¯ )2,
pointing out the non-local structure of the Lagrangian when written in terms of F¯ ’s.
For what concerns the rewriting of the Hamiltonian, the quantization procedure is the canonical one [1, 3], paying
attention to the same subtleties appearing in the standard quantization of the QED [34].
VIII. HOFSTADTER MODEL
We present now the reformulation of the Hofstadter model in 2d and 3d in terms of our new variables, using both
the asymmetric and symmetric constructions in order to discuss the differences between them and showing that it
reproduces the correct results for the energy spectrum.
Such a model describes a non-relativistic particle hopping on a lattice under the effect of an external, static, magnetic
field B. The Hamiltonian, assuming the Peierls substitution to take into account the effects of the external field [35],
is
H = −t
∑
r,jˆ
c†
r+jˆ
eiφr+jˆ,rcr + h.c., (54)
where jˆ are unit vectors along the spatial directions of the lattice (jˆ = xˆ, yˆ in 2d and jˆ = xˆ, yˆ, zˆ in 3d) , cr, c
†
r
are
the fermionic destruction and creation operators and
φ
r+jˆ,r ≡
∫ r+jˆ
r
A(x) · dx (55)
is the Peierls phase. In the previous expression, A(x) is the vector potential associated to the external field. In the
following we always assume PBC and consider cubic lattices with N = Ld sites, being d the dimension, and sizes
L = κn, with κ ∈ N, the latter being a necessary condition to solve analytically the problem in momentum space.
In order to have an isotropic magnetic flux on each plaquette of the lattice, we consider a magnetic field whose
strenght is
Φ =
2πm
n
(56)
where m, n are coprime integer numbers. Its direction and verse will be specified separately for different dimensions.
The 2d model was introduced in literature in [35, 36] and it is a celebrated and paradigmatic model to study
commensurability effects. In 3d, its energy spectrum can be determined for generic pairs of coprimes n and m: we
refer to [37] for a review of the problem of diagonalizing the Hofstadter Hamiltonian for general n and m in d = 3.
There it is also shown that for general n and m it is convenient to work in the so-called Hasegawa gauge, introduced
in [38]. Here we rewrite the corresponding Hamiltonians using both the asymmetric and symmetric constructions,
showing how the obtained expressions lead to different structures in the momentum space. Of course, we do not
choose a gauge and apply our procedure both with the symmetric and asymmetric construction.
A. The 2d model
We consider a square lattice with N = L2 sites with a perpendicular commensurate magnetic field, i.e. B =
Φ(0, 0, 1). We change notation with respect to Sec. III, denoting a generic lattice site with r = (r1, r2), since F01 is
associated to the electric field and we are dealing only with magnetic ones.
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1. Asymmetric construction
The only non-trivial component of the field strength tensor is F12, which must satisfy the constraint in Eq. (21)
since we are assuming PBC. We use then Eqs. (14) and (17) to rewrite the gauge field, the correct plaquette strip
being
F¯12 = Φ(r2 − 1). (57)
The Hamiltonian (54) is rewritten as
H = −t
∑
r
(c†
r+1ˆ
ei[φ(r+1ˆ)−φ(r)]cr + c
†
r+2ˆ
ei[φ(r+2ˆ)−φ(r)+F¯12]cr + h.c.) (58)
In the same spirit of the reformulation of the QED Lagrangian, we define new fermionic gauge invariant operators
dr ≡ e−iφ(r)cr, d†r ≡ c†reiφ(r) (59)
to absorb the vertex variables. The operator dr is the equivalent of the GIF ψ
′ introduced for the QED in (52) in the
lattice, non-relativistic, Hofstadter model. The gauge invariance of the operator dr, as well as its fermionic nature, is
explicit. A gauge transformation of function λ(r) modifies the vertex variables through the shift φ(r) ∼ φ(r) + λ(r),
exactly cancelled by the phases of the gauge transformed operators cr, c
†
r
, see Eq. (1).
The Hamiltonian in terms of the new gauge invariant variables is
H = −t
∑
r
(d†
r+2ˆ
dr + d
†
r+1ˆ
eiF¯12dr + h.c.). (60)
We now move to the momentum space, introducing the Fourier transformed operators
dr =
1√
N
∑
k
dke
ik·r, d†
r
=
1√
N
∑
k
d†
k
e−ik·r. (61)
The full Hamiltonian then becomes
H = −t
∑
k
(2 cosk2d
†
k
dk + e
−ik1d†
k+Φ2ˆ
dk + h.c.) (62)
where the momenta are chosen in the first Brillouin zone (1BZ), i.e. the square [−π, π)× [−π, π).
The interplay between gauge and translational invariance in presence of a commensurate background magnetic field
allows us to introduce the concept of magnetic Brillouin zone [39]. In this case, it is given by
MBZ : k1 ∈
[
− π, π
)
, k2 ∈
[
− π
n
,
π
n
)
. (63)
This enables us to split the Hamiltonian’s structure in terms of the so-called magnetic bands, labelled by an index
τ ∈ {0, 1, . . . , n− 1}:
H = −t
∑
k∈MBZ
∑
τ
[2 cos (k2 + τΦ)d
†
k+τΦ2ˆ
d
k+τΦ2ˆ + e
−ik1d†
k+(τ+1)Φ2ˆ
d
k+τΦ2ˆ + h.c.]. (64)
In matrix form, it can be compactly written as
H = −t
∑
k∈MBZ
(d†
k
, . . . , d†
k+(n−1)Φ2ˆ
) Gn


dk
...
d
k+(n−1)Φ2ˆ

 , (65)
where
Gn =


2 cos (k2) e
−ik1 0 . . . eik1
eik1 2 cos(k2 +Φ) e
−ik1 0 . . .
0 eik1
. . .
. . .
. . .
... 0
. . .
. . . e−ik1
e−ik1
...
. . . eik1 2 cos(k2 + (n− 1)Φ)


. (66)
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This matrix expliclty depends only on the flux, as it might, it has size n×n, and its eigenvalues for each value of k
provide the energy spectrum of the model. It is immediate to check that the result coincides with the one obtained
using directly a gauge, such as the Landau gauge.
A simple check can be done in the so-called π−flux case, where (m,n) = (1, 2). Here the matrix is
G2
2
=
(
cos k2 − cosk1
− cosk1 − cosk2
)
(67)
and the associated spectrum
Ek = ±2t
√
cos2 k1 + cos2 k2, (68)
recovering the known 2d analytical result [36, 40]. For general values of the magnetic fields, i.e. for general values of
n and m, we checked that the spectrum of Gn is the right one, e.g. by comparison with the exact diagonalization of
Eq. (54).
2. Symmetric construction
We present here the rewriting of Eq. (54) using the symmetric construction of Sec. IV. The symmetry considerations
leading to the definition of the MBZ still hold, the only difference is that now the size of the lattice has to be L = 2κn,
with κ ∈ N.
The gauge field is now rewritten using Eqs. (25) and (26), with
F¯12 = Φ(r2 − 1), F¯21 = Φ(1− r1) (69)
satisfying Eq. (21). Going in momentum space, the MBZ is
MBZ :
[
− π
2n
,
π
2n
)
×
[
− π
2n
,
π
2n
)
. (70)
Introducing the gauge invariant operators d†
r
, dr as in Eq. (59) and the reduced magnetic field Φ˜ ≡ Φ/2, the
Hamiltonian can be rewritten as
H = −t
∑
k∈MBZ
∑
λ,τ
[e−i(k1+τ Φ˜)d†
k+τ Φ˜1ˆ+(λ+1)Φ˜2ˆ
d
k+τ Φ˜1ˆ+λΦ˜2ˆ + e
−i(k2+λΦ˜)d†
k+τ Φ˜1ˆ+λΦ˜2ˆ
d
k+(τ+1)Φ˜1ˆ+λΦ˜2ˆ + h.c.]. (71)
using the two magnetic band indices τ, λ = {0, . . . , 2n−1}. The associated matrix turns out to be of size (2n)2×(2n)2,
which has to be compared with the Gn, of size n× n, obtained with the asymmetric construction. Being the energy
spectrum the same, the main difference is in the definition of the MBZ, as we are going to discuss at the end of the
Section.
B. The 3d model
The analysis done in 2d can be extended to the 3d model. We consider a cubic lattice of size N = L3, with an
isotropic magnetic field B = Φ(1, 1, 1). The study of differently directed magnetic fields, such as B = Φ(1, 0, 0)
produces different results, but the method is the same and for convenience of exposition we limit ourselves to the
isotropic case. In the following we will show to retrieve the spectrum of the model within our formalism.
1. Asymmetric construction
The field strength tensor is
Fµν =


0 0 0 0
0 0 −Φ Φ
0 Φ 0 −Φ
0 −Φ Φ 0

 , (72)
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from which we read F21 = F32 = Φ and F31 = −Φ. We use Eq. (32) to express the vector potential A(x), provided
that the plaquette strips entering the various components satisfy the global constraint in Eq. (35). The strips to be
inserted are then
F¯21 = −F¯31 = Φ(1− r1), (73)
F¯32 = Φ(1− r2). (74)
Introducing directly the operators in Eq. (59) and the MBZ, which is
MBZ :
[
− π
n
,
π
n
)
×
[
− π
n
,
π
n
)
×
[
− π, π
)
, (75)
we split the Hamiltonian’s structure in magnetic bands, labelled by two indices λ, τ ∈ {0, 1, . . . , n− 1}:
H = −t
∑
k∈MBZ
∑
λ,τ
[
2 cos(k1 + λΦ)d
†
k+λΦ1ˆ+τΦ2ˆ
d
k+λΦ1ˆ+τΦ2ˆ + e
−i(k2+τΦ)d†
k+λΦ1ˆ+τΦ2ˆ
d
k+(λ+1)Φ1ˆ+τΦ2ˆ (76)
+ e−ik3d†
k+λΦ1ˆ+τΦ2ˆ
d
k+(λ−1)Φ1ˆ+(τ+1)Φ2ˆ + h.c.
]
.
The associated matrix has size n2 × n2. We checked that the spectrum of this Hamiltonian coincides with the known
one in literature [37]. A simple analytical check can be done in the π−flux case, where (m,n) = (1, 2). Here the
matrix is (factorizing an overall factor of 2)
G2 =


cos k1 0 cos k2 cos k3
0 cos k1 cos k3 − cosk2
cos k2 cos k3 − cos k1 0
cos k3 − cosk2 0 − cosk1

 = cos k1 σz ⊗ 12 + cos k2 σx ⊗ σz + cos k3 σx ⊗ σx (77)
whose eigenvalues are
λ1,2(k) = ±
√
cos2 k1 + cos2 k2 + cos2 k3. (78)
The full spectrum is related to them via
− E(k)
2t
= λ1,2(k), (79)
reproducing exactly the dispersion relation in [37].
2. Symmetric construction
One can proceed as in the 2d case, the only computational difference being represented by the size of the lattice,
which now has to be L = 3κn, with κ ∈ N. The gauge fields components are
A1 = φ(r + 1ˆ)− φ(r) + 2F¯13 + F¯12
3
, (80)
A2 = φ(r + 2ˆ)− φ(r) + 2F¯21 + F¯23
3
, (81)
A3 = φ(r + 3ˆ)− φ(r) + 2F¯32 + F¯31
3
, (82)
and all the plaquette strips entering in these expressions must satisfy Eq. (35). Going in momentum space, the
resulting MBZ is
MBZ :
[
− π
3n
,
π
3n
)
×
[
− π
3n
,
π
3n
)
×
[
− π
3n
,
π
3n
)
. (83)
16
Introducing the gauge invariant operators d†
r
, dr as in Eq. (59) and the reduced magnetic field Φ˜ ≡ Φ/3, the
Hamiltonian can be rewritten as
H = −
∑
τ,ǫ,λ
∑
k∈MBZ
[
d†
k+τ Φ˜1ˆ+(ǫ+2)Φ˜2ˆ+(λ−1)Φ˜3ˆ
d
k+τ Φ˜1ˆ+ǫΦ˜2ˆ+λΦ˜3ˆe
−i(k1+τ Φ˜)
+ d†
k+(τ−1)Φ˜1ˆ+ǫΦ˜2ˆ+(λ+2)Φ˜3ˆ
d
k+τ Φ˜1ˆ+ǫΦ˜2ˆ+λΦ˜3ˆe
−i(k2+ǫΦ˜)
+ d†
k+(τ+2)Φ˜1ˆ+(ǫ−1)Φ˜2ˆ+λΦ˜3ˆ
d
k+τ Φ˜1ˆ+ǫΦ˜2ˆ+λΦ˜3ˆe
−i(k3+λΦ˜) + h.c.
]
, (84)
with the help of three magnetic band indices τ, ǫ, λ = {0, . . . , 3n−1}. The size of the associated matrix is (3n)3×(3n)3,
much larger than the one obtained with the asymmetric construction. Obviously, the spectra associated to the same
pair (m,n) are found to be the same.
We are now ready to compare the two constructions applied to the Hofstadter model. First, we remind that using
the Hasegawa gauge [38] in 3d (or the Landau gauge [33] in 2d) one has to diagonalize for each k belonging to the
MBZ a matrix n × n. If one uses a different gauge, the matrix to be diagonalized may be of larger size, and also
the MBZ would change. What is not changing is the energy spectrum. Let us pass now to our formalism in which a
choice of the gauge is not done. In 2d, with the asymmetric construction we obtained a matrix in momentum space
of size n × n, where the MBZ is Eq. (63). With the symmetric construction we symmetrized the MBZ, as showed
in Eq. (70), and the band structure of the Hamiltonian, but the price to pay is in the dimensionality of the matrix,
of size (2n)2 × (2n)2, larger than the asymmetric one. The same considerations hold for the 3d case, of course with
different dimensions of the matrix, respectively n2×n2 and (3n)3× (3n)3, and definitions of MBZ, given by Eqs. (75)
and (83). So, one concludes that the MBZ depends in our formalism on the chosen construction, and that the most
symmetric MBZ, in which the x, y, z axis equally enter – as one would expect since the magnetic field is isotropic –
is given by the symmetric contruction [41]. Therefore, if the symmetry in momentum space has to be preserved, it is
more convenient to use the symmetric construction If, at variance, for numerical purposes one might want to reduce
the dimension of the matrix to be diagonalized, then the asymmetric construction is better.
IX. CONCLUSIONS
In this paper we gave a reformulation of abelian gauge theories in terms of gauge invariant fields (GIF). In particular,
we discussed how to split the gauge field Aµ into its gauge invariant part, represented by Fµν , and its gauge covariant
one, enclosed in the vertex variables φ. The set {Fµν , φ} represents the starting point of our reformulation. To obtain
it, we proceeded to consider firstly the (1 + 1) dimensional case on the lattice with OBC, since it is more intuitive to
identify the new variables on the single plaquettes.
Once found the fundamental degrees of freedom, we filled the lattice in two ways. In the first one we took as a
reference one of the components of Aµ and expressed it as a pure difference of vertex variables. We introduced vertical
or horizontal plaquette strips to complete the filling, providing what we call the asymmetric construction.
In the second, we searched for a combination of horizontal and vertical strips in order to symmetrize the procedure
and not to choose an initial component to start with. This provided us the symmetric construction. We showed that
these two constructions are physically equivalent and that in our formalism passing from a construction to another
one is the equivalent of passing from a gauge to another gauge in the usual treatment.
After having completed the reformulation with open boundary conditions (OBC), we considered periodic boundary
conditions (PBC) and observed that there are constraints that must be satisfied by the vertex variables, together with
some global constraints for the plaquette strips evaluated on the whole lattice. The set of constraints is the same in
both the presented constructions.
The last step was to generalize the rewriting of Aµ to arbitrary (d + 1) dimensions and to provide the continuum
expressions from the lattice ones, properly generalizing the formalism to the continuum limit.
In the last part of the work, for the sake of clarity we discussed the case of a non-relativistc single particle in
a magnetic field. We then showed how to rewrite the pure lattice gauge theories, the QED Lagrangian in (3 + 1)
dimensions and the Hofstadter Hamiltonian in 2d and 3d using the new set {ψ′, F¯µν}. This was a good opportunity
to notice that when the gauge field interacts with matter, the vertex variables can be recombined with the matter
fields to create new GIF. Once identified them, the theory can be fully written in terms of gauge invariants, achieving
our initial proposal and fulfilling all the requirements listed in the Introduction.
Moreover, we notice that in general approaches using dual variables present a non-local nature of the interactions
in the dual formulation. Also in our case the interaction terms have a non-local structure, even though the theory
remains unitary and Lorentz invariant. The point of addressing the removal of the non-locality of the reformulated
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theory was addressed in [28], where it was introduced the composition of two suitable unitary transformations on
the lattice QED Hamiltonian. A future interesting step would to be then to study whether it is possible to similarly
introduce further variables to make local our reformulated theory.
We finally observed that the usage of different constructions may lead to practical differences in the rewriting of
the Hamiltonian, an example being the case of the Hofstadter model. Here the advantage of using the asymmetric
construction is to obtain a smaller matrix to be diagonalized in momentum space, but an asymmetric MBZ. If instead
the other construction is used, we get a symmetric MBZ, but the size of the matrix increases in momentum space.
We now want to compare our rewriting with the ones present in literature, discussing differences and analogies.
The method presented in the works [19–22] recombines properly the matter and gauge fields in order to rewrite
the QED in terms of gauge invariants, and quantize the theory in terms of them. The difficulties arises due to the
presence of non-local quantities in the quantization procedure [20, 21]. This is an analogy with our rewriting, since
the plaquette strips are non-local objects. Moreover, the authors underline that, within their approach, the fermions
and the photons are no longer fundamental fields [20]. The new degrees of freedom are the currents of the theory,
regarding the matter, and a couple of covector and complex scalar fields, regarding the gauge part. In our rewriting
this is still the case, but the new degrees of freedom are different if compared with their ones: apart from the strips
F¯µν , we combined the vertex variables with the matter fields to obtain new fields, sharing the same nature of the
matter (they are still fermions) but being gauge invariants.
Our reformulation shares some aspects with the dual formulation discussed in [25–28]. This is clear from the lattice
picture, when the plaquettes are introduced, replacing the links, associated to the gauge field Aµ. However, the
introduction of GIF in Eqs. (52) and (59) makes our formalism different from [25–28]with ours providing a GIF
obtained with the combination of the original matter field and the gauge covariant part of the gauge field.
The reformulation presented her has been applied to gauge theories whose symmetry group is abelian. We do expect
that the generalization to non-abelian gauge theories is doable according to the lines presented here, and we do not
anticipate specific problems related to the non-abelian nature of the symmetry group. At variance, we think that the
generalization of the reformulation to LGT on non-bipartite lattices would be not straightforward. Both issues will
be subject of future studies. Moreover, in view of possible developments, we observe that this formalism could be
useful to investigate gauge theories phase diagrams within a mean-field framework, both in the continuum and on the
lattice.
Finally, we would like to stress that both classical and quantum simulations of gauge theories may considerably
profit from the reformulation presented here. Clearly, reducing the number of degrees of freedom is potentially
interesting in both cases. For the case of quantum simulators there is no longer a local symmetry to be implemented,
as it was used to decouple the non-physical fields. Depending on the form of the final theory, this may be another
appealing reason to reformulate these theories.
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