A version of the Situation Calculus is presented which is able to deal with information about the actual occurrence of actions in time. Baker's solution to the frame problem using circumscription is adapted to enable default reasoning about action occurrences, as well as about the e ects of actions. Two translations of Situation Calculus style theories into Event Calculus style logic programs are de ned, and results are given on the soundness and completeness of the translations.
Introduction
This paper compares two formalisms and two associated default reasoning techniques for reasoning about action { the Situation Calculus 11], using a variant of Baker's circumscriptive solution to the frame problem 1], and the logic-programming based Event Calculus 8] , in which default reasoning is realised through negation-as-failure. The version of the Situation Calculus used enables information about the occurrences of actions along a time line to be represented. A course of actions identi ed as actually occurring is referred to as a narrative, and this formalism is referred to as the Narrative Situation Calculus. Information about a narrative might be incomplete, so that default assumptions might be required. The circumscription policy incorporated in the Narrative Situation Calculus minimises action occurrences along the time-line. The original Event Calculus incorporates an analogous default assumption -that the only action occurrences are those provable from the theory.
The present paper shows that under certain circumstances the Narrative Situation Calculus may be regarded as a speci cation for Event Calculus style logic programs. The programs presented here are described as`Event Calculus style' because of their use of Initiates and Terminates predicates to describe the e ects of actions, because of the form of their persistence axioms, and because of the use of a time-line rather than the notion of a sequence or structure of situations. They di er from some other variants of the Event Calculus in that they do not assume complete knowledge of an initial state, and in that properties can hold (and persist) even if they have not been explicitly initiated by an action. Two classes of programs are discussed, both of which are \sound", for a wide class of domains, in that they only allow derivation of Holds information which is semantically entailed by their circumscriptive speci cations. Programs of the second type, although more complex, have an advantage over those of the rst in that they are also \complete" even where information is missing about the state of a airs before any action occurs.
Notation: Many-sorted rst order predicate calculus together with parallel and prioritized circumscription is used to describe the Narrative Situation Calculus. Variable names begin with a lower case letter. All variables in formulas are universally quanti ed with maximum scope unless otherwise in-dicated. To simplify descriptions of the implementations, logic programs are written in a subset of the same language, supplemented with the symbol not (negation-as-failure). Meta-variables are often written with Greek symbols, so that, for example, might represent an arbitrary ground term of a particular sort. The parallel circumscription of predicates 1 ; : : :; n in a theory T with 1 One other piece of notation for specifying uniqueness-of-names axioms will be useful. UNA 1 ; : : :; m ] represents the set of axioms necessary to ensure inequality between di erent terms built up from the (possibly 0-ary) function symbols 1 ; : : :; m . It stands for the axioms i (x 1 ; : : : ; x k ) 6 = j (y 1 ; : : :; y n ) for i < j where i has arity k and j has arity n, together with the following axiom for each i of arity k > 0 i (x 1 ; : : : ; x k ) = i (y 1 ; : : :; y k ) ! x 1 = y 1 ; : : : ; x k = y k ] 2 A Narrative Situation Calculus
In this section an overview is given of the Narrative Situation Calculus employed here as a speci cation language. This work is presented more fully in 13]. A class of many sorted rst order languages is de ned, and the types of sentence which can appear in particular domain descriptions are then described. Finally, the circumscription policy is discussed.
De nition 1 Narrative domain language] A Narrative domain language is a rst order language with equality of four sorts; a sort A of actions with sort variables fa;a 1 ; a 2 ; : : :g, a sort F g of generalised uents 1 Only models are considered in which the predicates < and are interpreted in the usual way as the \less-than" and \less-than-or-equal-to" relationships between real numbers. Happens( ; ) represents that an action occurs at time 2 , and State( ) represents the situation at time .
Several domain independent axioms will always appear in Narrative Situation Calculus theories. The following ve axioms are taken from 1].
Holds(And(g 1 ; g 2 ); s) $ Holds(g 1 ; s)^Holds(g 2 ; s)] (B1) Holds(Neg(f + ); s) $ :Holds(f + ; s) (B2) 1 Baker introduces generalised uents in order to supply names to conjunctions of primitive uents, so that for example the generalised uent And(Loaded; Neg(Alive)) represents the joint property of being loaded and dead. 2 Action occurrences are thus represented here as instantaneous. However the approach can easily be modi ed to represent actions with a duration (see 13] ). The choice of the real numbers is also somewhat arbitrary { any ordered (or \non-converging" partially ordered) set of time-units would su ce (see 12] for further details). Axioms (B1)-(B4) are Baker's \existence-of-situations" axioms. Every combination of positive and negative uents (negative uent terms being those constructed with the Neg function) has at least one corresponding single \generalised uent" term which can be constructed using the And function. Axioms (B1)-(B4), together with minimisation of Absit, ensure that, in each preferred model, for each consistent combination of uents (characterised by some generalised uent g ) there is at least one situation (Sit( g )) in which all of these uents hold. Such situations are not characterised in the language by any actions which have led to them, but simply by the uents that hold in them. Axiom (F1) is a frame axiom. Ab is minimised to represent the assumption that actions result only in changes demanded by the domain theory. Baker's minimisation policy avoids the \Yale Shooting Problem" by incorporating existence-of-situations axioms and by circumscribing Ab (at a lower priority than Absit) whilst allowing the Result function to vary. Varying Result ensures that for a given term Result( ; ), the circumscription (and not the structure of the term) determines the set of possible situations to which it might refer. For any given model, inclusion in the language of terms of the form Result( ; ) does not necessitate inclusion of extra situations in the universe of discourse, since there are no uniqueness-of-names axioms mentioning Result. Indeed, under the circumscription, the preferable models are generally those in which the denotation of each situation term of the form Result( ; ) is the same as for some term of the form Sit( g ). (For further details consult 1].) Two more domain independent axioms are included in the Narrative Situation Calculus, concerning properties of narratives and time-points: State(t) = S0 :9a 1 ; t 1 Happens(a 1 ; t 1 )^t 1 
Happens(Sneeze; 1)
Happens(Shoot; 3)
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Because it is not initially speci ed, Example 2 below is useful in illustrating that logic program translations cannot be used to derive Holds literals not warranted by their speci cations (i.e. that they are \sound"). It concerns an electric gate, connected to a button which will open the gate when pressed, provided the system is connected to an electric supply. The gate is initially closed. There is no information as to whether the system is initially connected to an electrical supply, hence it is not possible to deduce that the gate will be either open or closed after the button has been pressed. The full narrative domain description is referred to as N GATE . The Narrative Situation Calculus introduces an extended circumscription policy representing the assumption that the only action occurrences are those explicitly described in the narrative description. The separation of sentences in theories into those which describe actions' e ects and those which refer to the narrative allows this to be achieved in a natural way simply by circumscribing Happens in parallel with Ab, while varying State along with Result. As before, Absit is circumscribed at a higher priority so as to ensure the existence of all consistent situations. Thus, given a narrative domain description N, the extended circumscription policy is 
A Translation into Logic Programs
For the purposes of deriving information about what holds along the timeline, the narrative domain descriptions of the previous section can be translated into Event Calculus style logic programs which do not contain situation terms or arguments. In this section, logic programs are de ned which use the following predicate symbols: <, HoldsAt, Initially, Initiates, Terminates, ClippedBetween, ClippedBefore, Happens, and 5 . Given a narrative domain description N, the aim is to de ne a logic program EC N] which facilitates temporal projection and which is \sound" in the following sense; for any ground uent term and real number , the positive literal HoldsAt( ; ) Clauses (EC1) and (EC2) above are persistence axioms. Clause (EC1) states that a uent holds at a time if it is initially true and it has not been cancelled (\clipped") before by some action. Clause (EC2) states that a uent holds at a time 3 if it is initiated by an action occurrence at some previous time 1 , and is not clipped in the meantime. Clauses (EC3) and (EC4) give the de nitions for ClippedBefore and ClippedBetween in terms of Happens and Terminates. Notice that there is no direct representation of Axiom (B2) in EC programs. No clause such as HoldsAt(Neg(f); t) not HoldsAt(f; t) is included, since this would clearly cause unsoundness in cases where narrative domain descriptions are not initially speci ed (such as Example 2). In the method presented here, a distinction should be made between EC N] 6 SLDNF HoldsAt( ; ) which should be interpreted as \it is not provable that holds at time ", and EC N]`S LDNF HoldsAt(Neg( ); ) which should be interpreted as \ does not hold at time ".
As Terminates(Press; Neg(Open); t) HoldsAt(Connected; t) then the query HoldsAt(Neg(Open); 2) would succeed, so that the program would be \unsound" in the sense described above. In fact, Theorems 4 and 5 below show that the translation method given is unsound only under two circumstances { (i) if the narrative domain description is not uent independent, and (ii) if two or more di erent actions in the narrative occur simultaneously. If there are no simultaneous action occurrences and the narrative domain description is both uent independent and initially speci ed, then the translations are both sound and complete.
Theorem 4 Let N be a uent independent narrative domain description, let be a real number, and let be a ground uent term. Suppose that for all 0 there is at most one occurrence description in N of the form Happens( ; 0 ). Then Space limitations do not permit full proofs to be given here; these can be found in 12]. However, the following remarks summarise the arguments. Theorems 4 and 5 rely on several intermediate propositions. In the proofs, an intermediate translation of circumscribed theories into Situation Calculus style logic programs is given, and soundness and/or completeness is shown for these programs. They are of independent interest because equivalents of Theorems 4 and 5 above hold for these programs even where simultaneous actions occur. To show this, several properties of the circumscriptions are rst proved. In particular, it is shown that the circumscriptive formulation is, in Lin and Shoham's terms, epistemologically complete 10]. That is, given any situation in which all uent values are known, then all uent values will also be known in the situation resulting from a single action. Propositions are also proved which express limits to the possible extension of the predicate Ab, even in the general case where theories are not initially speci ed, in terms of syntactic properties of the theories. These results are used to show that, in this general case, it is possible to partially compute what holds in any situation named by sequence of actions by consideration of each action in turn, and that the nesting of the not operator in the Situation Calculus programs (similar to the nesting of not in the Event Calculus programs resulting from the Terminates literals in the bodies of clauses (EC3) and (EC4)) provides precisely the strength of default persistence required.
The intermediate logic programs which are of Situation Calculus style contain a frame axiom which is a clausal counterpart to Axiom (F1). They also contain domain-speci c Ab clauses analogous to the Terminates clauses in the Event Calculus style programs. The essential di erence between the two types of program is as follows. In the Situation Calculus implementations, persistence of properties along the time-line is derived indirectly by proving persistence one step at a time through a series of situations, which is in turn shown to correspond to the narrative in question. In the Event Calculus programs, default persistence of properties through a narrative is expressed more directly (clauses (EC1){(EC4)). To show the correspondence between the Event Calculus style and Situation Calculus style programs (in the case where no simultaneous actions occur within the narrative), it is necessary to show that these two expressions of persistence are equivalent, and this can be done using induction on the number of occurrence descriptions within the narrative.
Where domains are not initially speci ed, program translations are \in-complete" because, in the speci cations, Axiom (B2) allows the derivation of disjunctions of ground Holds literals. To take a trivial example, given a language including uent constants F 1 Happens(A; 1) entail Holds(F 2 ; State(2)). The corresponding \EC" logic program translation will not yield an SLDNF derivation of HoldsAt(F 2 ; 2), since programs do not include a direct representation of Axiom (B2). However, since domains include only a nite number of uents, it is not hard to design meta-level procedures or program enhancements which provide completeness in the more general case by testing \EC" programs with each possible initial situation consistent with the information in the speci cation. A more detailed discussion of this can be found in 12], but for the purposes of stating an appropriate theorem, a simple de nition of such a program enhancement is given below: The following theorem, the proof of which is given in 12], states the sense in which EC + programs 6 are sound and complete.
Theorem 6 Let N be a uent independent narrative domain description, let be a real number, and let be a ground uent term. Suppose that for all 0 there is at most one occurrence description in N of the form Happens ( ; 0 Reiter use the Clark completion to give a \semantics" to programs, which can be regarded as their \speci cation" in the sense used here. Shanahan 15] shows how a circumscription policy related to Baker's may be used with Event Calculus style rst order theories to model default reasoning.
As regards the non-narrative aspects of reasoning about action, various results enable a network of correspondences between formalisms to be built up. For example, Kartha 6] 
