Abstract. Adults are extremely adept at recognizing social cues, such as eye direction or pointing gestures, that establish the basis of joint attention. These skills serve as the developmental basis for more complex forms of metaphor and analogy by allowing an infant to ground shared experiences and by assisting in the development of more complex communication skills. In this chapter, we review some of the evidence for the developmental course of these joint attention skills from developmental psychology, from disorders of social development such as autism, and from the evolutionary development of these social skills. We also describe an on-going research program aimed at testing existing models of joint attention development by building a human-like robot which communicates naturally with humans using joint attention. Our group has constructed an upper-torso humanoid robot, called Cog, in part to investigate how to build intelligent robotic systems by following a developmental progression of skills similar to that observed in human development. Just as a child learns social skills and conventions through interactions with its parents, our robot will learn to interact with people using natural social communication. We further consider the critical role that imitation plays in bootstrapping a system from simple visual behaviors to more complex social skills. We will present data from a face and eye finding system that serves as the basis of this developmental chain, and an example of how this system can imitate the head movements of an individual.
Motivation
One of the critical precursors to social learning in human development is the ability to selectively attend to an object of mutual interest. Humans have a large repertoire of social cues, such as gaze direction, pointing gestures, and postural cues, that all indicate to an observer which object is currently under consideration. These abilities, collectively named mechanisms of joint (or shared) attention, are vital to the normal development of social skills in children. Joint attention to objects and events in the world serves as the initial mechanism for infants to share experiences with others and to negotiate shared meanings. Joint attention is also a mechanism for allowing infants to leverage the skills and knowledge of an adult caretaker in order to learn about their environment, in part by allowing the infant to manipulate the behavior of the caretaker and in part by providing a basis for more complex forms of social communication such as language and gestures.
Joint attention has been investigated by researchers in a variety of fields. Experts in child development are interested in these skills as part of the normal developmental course that infants acquire extremely rapidly, and in a stereotyped sequence (Scaife & Bruner 1975 , Moore & Dunham 1995 . Additional work on the etiology and behavioral manifestations of developmental disorders such as autism and Asperger's syndrome have focused on disruptions to joint attention mechanisms and demonstrated how vital these skills are in our social world (Cohen & Volkmar 1997 , Baron-Cohen 1995 . Philosophers have been interested in joint attention both as an explanation for issues of contextual grounding and as a precursor to a theory of other minds (Whiten 1991 , Dennett 1991 . Evolutionary psychologists and primatologists have focused on the evolution of these simple social skills throughout the animal kingdom as a means of evaluating both the presence of theory of mind and as a measure of social functioning (Povinelli & Preuss 1995 , Hauser 1996 , Premack 1988 .
We have approached joint attention from a slightly different perspective: the construction of human-like robots that exhibit these social skills (Scassellati 1996) . This approach focuses first on the construction of useful real-world systems that can both recognize and produce normal human social cues, and second on the evaluation of the complex models of joint attention developed by other disciplines.
Building machines that can recognized human social cues will provide a flexibility and robustness that current systems lack. While the past few decades have seen increasingly complex machine learning systems, the systems we have constructed have failed to approach the flexibility, robustness, and versatility that humans display. There have been successful systems for extracting environmental invariants and exploring static environments, but there have been few attempts at building systems that learn by interacting with people using natural, social cues. With advances in embodied systems research, we can now build systems that are robust enough, safe enough, and stable enough to allow machines to interact with humans in a learning environment. Constructing a machine that can recognize the social cues from a human observer allows for more natural human-machine interaction and creates possibilities for machines to learn by directly observing untrained human instructors. We believe that by using a developmental program to build social capabilities we will be able to achieve a wide range of natural interactions with untrained observers (Brooks, Ferrell, Irie, Kemp, Marjanovic, Scassellati & Williamson 1998) .
Robotics also offers a unique tool to developmental psychology and related disciplines in evaluating complex interaction models. By implementing these models in a real-world system, we provide a test bed for manipulating the behavioral progression. With an implemented developmental model, we can test alternative learning and environmental conditions in order to evaluate alternative intervention and teaching techniques. This investigation of joint attention asks questions about the development and origins of the complex non-verbal communication skills that humans so easily master: What is the progression of skills that humans must acquire to engage in shared atten- Fig. 1 . Cog, an upper-torso humanoid robot. Cog has twenty-one degrees of freedom to approximate human movement, and a variety of sensory systems that approximate human senses, including visual, vestibular, auditory, and tactile senses.
tion? When something goes wrong in this development, as it seems to do in autism, what problems can occur, and what hope do we have for correcting these problems? What parts of this complex interplay can be seen in other primates, and what can we learn about the basis of communication from these comparisons? With a robotic implementation of the theoretical models, we can further these investigations in previously unavailable directions.
However, building a robot with the complete social skills of a human is a Herculean task that still resides in the realm of science fiction and not artificial intelligence. In order to build a successful implementation, we must decompose the monolithic "social skills module" into manageable pieces. The remainder of this chapter will be devoted to building a rough consensus of evidence from work on autism and Asperger's syndrome, from developmental psychology, and from evolutionary studies on how this decomposition can best be accomplished. From this rough consensus, we will outline a program for building a robot that can recognize and generate simple joint attention behaviors. Finally, we will describe some of the preliminary steps we have taken with one humanoid robot (shown in Figure 1 ) to build this developmental program.
A Developmental Model of Joint Attention
To build complex social skills, we must have a decomposition of simpler behavioral skills that can be implemented and tested on our robotic system. This section will first describe why we believe that a decomposition is possible, based upon evidence from developmental psychology, abnormal psychology, and evolutionary psychology. By studying the way that nature has decomposed this task, we hope not only to find Fig. 2 . Two of the vision development platforms used in this work. These desktop systems match the design of the Cog head and are used as development platforms for visual-motor routines. The system on the right has been modified by Cynthia Breazeal (Ferrell) to investigate how expressive facial gestures can regulate social learning.
ways of breaking our computational problem into manageable pieces, but also to explore some of the theories of human development. We then focus on one module-based decomposition of joint attention skills. With this as a theoretical basis, we then begin to develop a task-based decomposition which can be implemented and tested on a robotic system.
Evidence that Decomposition is Possible
The most relevant studies to our purposes have occured as developmental and evolutionary investigations of "theory of mind" (see Whiten (1991) for a collection of these studies). The most important finding, repeated in many different forms, is that the mechanisms of joint attention are not a single monolithic system. Evidence from childhood development shows that not all mechanisms for joint attention are present from birth, and there is a stereotypic progression of skills that occurs in all infants at roughly the same rate (Hobson 1993) . For example, infants are always sensitive to eye direction before they can interpret and generate pointing gestures.
There are also developmental disorders, such as autism, that limit and fracture the components of this system (Frith 1990) . Autism is a pervasive developmental disorder of unknown etiology that is diagnosed by a set of behavioral criteria centered around abnormal social and communicative skills (DSM 1994 , ICD 1993 . Individuals with autism tend to have normal sensory and motor skills, but have difficulty with certain socially relevant tasks. For example, autistic individuals fail to make appropriate eye contact, and while they can recognize where a person is looking, they often fail to grasp the implications of this information. While the deficits of autism certainly cover many other cognitive abilities, some researchers believe that the missing mechanisms of joint attention may be critical to the other deficiencies (Baron-Cohen 1995) . In comparison to other mental retardation and developmental disorders (like Williams and Downs Syndromes), the social deficiencies of autism are quite specific (Karmiloff-Smith, Klima, Bellugi, Grant & Baron-Cohen 1995) .
Evidence from research into the social skills of other animals has also indicated that joint attention can be decomposed into a set of subskills. The same ontological progression of joint attention skills that is evident in human infants can also be seen as an evolutionary progression in which the increasingly complex set of skills can be mapped to animals that are increasingly closer to humans on a phylogenetic scale (Povinelli & Preuss 1995) . For example, skills that infants acquire early in life, such as sensitivity to eye direction, have been demonstrated in relatively simple vertebrates, such as snakes (Burghardt & Greene 1990) , while skills that are acquired later tend to appear only in the primates (Whiten 1991).
A Module-Based Decomposition
As the basis for our implementation of joint attention, we begin with a developmental model from Baron-Cohen (1995) . Baron-Cohen's model gives a coherent account of the observed developmental stages of joint attention behaviors in both normal and blind children, the observed deficiencies in joint attention of children with autism, and a partial explanation of the observed abilities of primates on joint attention tasks.
Baron-Cohen describes four Fodorian modules: the eye-direction detector (EDD), the intentionality detector (ID), the shared attention module (SAM), and the theoryof-mind module (TOMM). In brief, the eye-direction detector locates eye-like shapes and extrapolates the object that they are focused upon while the intentionality detector attributes desires and goals to objects that appear to move under their own volition. The outputs of these two modules (EDD and ID) are used by the shared attention module to generate representations and behaviors that link attentional states in the observer to attentional states in the observed. Finally, the theory-of-mind module acts on the output of SAM to predict the thoughts and actions of the observed individual.
This module-based description is a useful analysis tool, but does not provide sufficient detail for a robotic implementation. To build a portion of joint behavior skills, we require a set of observable behaviors that can be used to evaluate the performance of the system incrementally. We require a task-level decomposition of necessary skills and the developmental mechanisms that provide for transition between stages. Our current work is on identifying and implementing a developmental account of one possible skill decomposition, an account which relies heavily upon imitation.
A Task-Based Decomposition
The task-based skill decomposition that we are pursuing can be broken down into four stages: maintaining eye contact, gaze following, imperative pointing, and declarative pointing. Figure 3 shows simple cartoon illustrations of these four skills. The smaller figure on the left in each cartoon represents the novice and the larger figure on the right represents the caretaker. In terms of Baron-Cohen's model, we are implementing a vertical slice of behaviors from parts of EDD, ID, and SAM that additionally matches the observed phylogeny of these skills. The first step in producing mechanisms of joint attention is the recognition and maintenance of eye contact. Many animals have been shown to be extremely sensitive to eyes that are directed at them, including reptiles like the hognosed snake (Burghardt & Greene 1990) , avians like the chicken (Scaife 1976 ) and the plover (Ristau 1991) , and all primates (Cheney & Seyfarth 1990) . Identifying whether or not something is looking at you provides an obvious evolutionary advantage in escaping predators, but in many mammals, especially primates, the recognition that another is looking at you carries social significance. In monkeys, eye contact is significant for maintaining a social dominance hierarchy (Cheney & Seyfarth 1990) . In humans, the reliance on eye contact as a social cue is even more striking. Infants have a strong preference for looking at human faces and eyes, and maintain (and thus recognize) eye contact within the first three months. Maintenance of eye contact will be the testable behavioral goal for a system in this stage.
The second step is to engage in joint attention through gaze following. Gaze following is the rapid alternation between looking at the eyes of the individual and looking at the distal object of their attention. While many animals are sensitive to eyes that are gazing directly at them, only primates show the capability to extrapolate from the direction of gaze to a distal object, and only the great apes will extrapolate to an object that is outside their immediate field of view (Povinelli & Preuss 1995) .
1 This evolutionary progression is also mirrored in the ontogeny of social skills. At least by the age of three months, human infants display maintenance (and thus recognition) of eye contact. However, it is not until nine months that children begin to exhibit gaze following, and not until eighteen months that children will follow gaze outside their field of view (Baron-Cohen 1995). Gaze following is an extremely useful imitative gesture which serves to focus the child's attention on the same object that the caregiver is attending to. This simplest form of joint attention is believed to be critical for social scaffolding (Thelen & Smith 1994) , development of theory of mind (Baron-Cohen 1995) , and providing shared meaning for learning language (Wood, Bruner & Ross 1976) . This functional imitation appears simple, but a complete implementation of gaze following involves many separate proficiencies, as we will discuss in the following section.
The third step in our account is imperative pointing. Imperative pointing is a gesture used to obtain an object that is out of reach by pointing at that object. This behavior is first seen in human children at about nine months of age (Baron-Cohen 1995) , and occurs in many monkeys (Cheney & Seyfarth 1990) . However, there is nothing particular to the infant's behavior that is different from a simple reach -the infant is initially as likely to perform imperative pointing when the caretaker is attending to the infant as when the caretaker is looking in the other direction or when the caretaker is not present. The caregiver's interpretation of infant's gesture provides the shared meaning. Over time, the infant learns when the gesture is appropriate. One can imagine the child learning this behavior through simple reinforcement. The reaching motion of the infant is interpreted by the adult as a request for a specific object, which the adult then acquires and provides to the child. The acquisition of the desired object serves as positive reinforcement for the contextual setting that preceded the reward (the reaching action in the presence of the attentive caretaker). Generation of this behavior is then a simple extension of a primitive reaching behavior.
The fourth step is the advent of declarative pointing. Declarative pointing is characterized by an extended arm and index finger designed to draw attention to a distal object. Unlike imperative pointing, it is not necessarily a request for an object; children often use declarative pointing to draw attention to objects that are clearly outside their reach, such as the sun or an airplane passing overhead. Declarative pointing also only occurs under specific social conditions; children do not point unless there is someone to observe their action. We propose that imitation is a critical factor in the ontogeny of declarative pointing. This is an appealing speculation from both an ontological and a phylogenetic standpoint. From an ontological perspective, declarative pointing begins to emerge at approximately 12 months in human infants, which is also the same time that other complex imitative behaviors such as pretend play begin to emerge. From the phylogenetic perspective, declarative pointing has not been identified in any nonhuman primate (Premack 1988) . This also corresponds to the phylogeny of imitation; no non-human primate has ever been documented to display imitative behavior under general conditions (Hauser 1996) . We propose that the child first learns to recognize the declarative pointing gestures of the adult and then imitates those gestures in order to produce declarative pointing. The recognition of pointing gestures builds upon the competencies of gaze following and imperative pointing; the infrastructure for extrapolation from a body cue is already present from gaze following, it need only be applied to a new domain. The generation of declarative pointing gestures requires the same motor capabilities as imperative pointing, but it must be utilized in specific social circumstances. By imitating the successful pointing gestures of other individuals, the child can learn to make use of similar gestures.
Implementing Joint Attention
To build a system that can both recognize and produce the joint attention skills outlined above, we require a system with both human-like sensory systems and motor abilities. The Cog project at the MIT Artificial Intelligence Laboratory has been constructing an upper-torso humanoid robot, called Cog, in part to investigate how to build intelligent robotic systems by following a developmental progression of skills similar to that observed in human development (Brooks & Stein 1994 , Brooks et al. 1998 ). In the past two years, a basic repertoire of perceptual capabilities and sensory-motor skills have been implemented on the robot (see Brooks et al. (1998) for a review).
The humanoid robot Cog, shown in Figure 1 , has twenty-one degrees of freedom to approximate human movement, and a variety of sensory systems that approximate human senses, including visual, vestibular, auditory, and tactile senses. Cog's visual system is designed to mimic some of the capabilities of the human visual system, including binocularity and space-variant sensing (Scassellati 1998a) . To allow for both a wide field of view and high resolution vision, there are two cameras per eye, one which captures a wide-angle view of the periphery (approximately 110
• field of view) and one which captures a narrow-angle view of the central (foveal) area (approximately 20
• field of view with the same resolution), as shown in Figure 4 . Two additional copies of this active vision system are used as desktop development platforms (see Figure 2) , and were used to collect some of the data reported in the following sections. While there are minor differences between the platforms, these differences are not important to the work reported here. Cog also has a three degree of freedom neck and a pair of humanlike arms. Each arm has six compliant degrees of freedom, each of which is powered by a series elastic actuator (Pratt & Williamson 1995) which provides a sensible "natural" behavior: if it is disturbed, or hits an obstacle, the arm simply deflects out of the way.
Implementing Maintenance of Eye Contact
Implementing the first stage in our developmental framework, recognizing and responding to eye contact, requires mostly perceptual abilities. We require at least that the robot be capable of (1) finding faces, (2) determining the location of the eye within the face, and (3) determining if the eye is looking at the robot. The only necessary motor abilities are to maintain a fixation point.
Many computational methods of face detection on static images have been investigated by the machine vision community, for example (Sung & Poggio 1994 , Rowley, Baluja & Kanade 1995 . However, these methods are computationally intensive, and current implementations do not operate in real time. However, a simpler strategy for finding faces can operate in real time and produce good results under dynamic conditions (Scassellati 1998b) . The strategy that we use is based on the ratio-template method of object detection reported by Sinha (1994) . In summary, finding a face is accomplished with the following five steps: Fig. 4 . Images obtained from the peripheral (top) and foveal (bottom) cameras on Cog. The peripheral image is used for detecting salient objects worthy of visual attention, while the foveal image is used to obtain high resolution detail of those objects.
1. Use a motion-based pre-filter to identify potential face locations in the peripheral image. 2. Use a ratio-template based face detector to identify target faces. 3. Saccade to the target using a learned sensory-motor mapping. 4. Convert the location in the peripheral image to a foveal location using a learned mapping. 5. Extract the image of the eye from the foveal image.
A short summary of these steps appears below, and additional details can be found in Scassellati (1998b) .
To identify face locations, the peripheral image is converted to grayscale and passed through a pre-filter stage (see Figure 5) . The pre-filter allows us to search only locations that are likely to contain a face, greatly improving the speed of the detection step. The pre-filter selects a location as a potential target if it has had motion in the last 4 frames, was a detected face in the last 5 frames, or has not been evaluated in 3 seconds. A combination of the pre-filter and some early-rejection optimizations allows us to detect faces at 20 Hz with little accuracy loss.
Face detection is done with a method called "ratio templates" designed to recognize frontal views of faces under varying lighting conditions (Sinha 1996) . A ratio template is composed of a number of regions and a number of relations, as shown in Figure  6 . Overlaying the template with a grayscale image location, each region is convolved with the grayscale image to give the average grayscale value for that region. Relations are comparisons between region values, such as "the left forehead is brighter than the Frame Grabber Face Detector Prefilter Motion Detector left temple." In Figure 6 , each arrow indicates a relation, with the head of the arrow denoting the lesser value. The match metric is the number of satisfied relations; the more matches, the higher the probability of a face.
Once a face has been detected, the face location is converted into a motor command to center the face in the peripheral image. To maintain portability between the development platforms and to ensure accuracy in the sensory-motor behaviors, we require that all of our sensory-motor behaviors be learned by on-line adaptive algorithms (Brooks et al. 1998) . The mapping between image locations and the motor commands necessary to foveate that target is called a saccade map. This map is implemented as a 17 × 17 interpolated lookup table, which is trained by the following algorithm:
1. Initialize with a linear map obtained from self-calibration. 2. Randomly select a visual target. 3. Saccade using the current map. 4. Find the target in the post-saccade image using correlation. 5. Update the saccade map based on L 2 error. 6. Go to step 2.
The system converges to an average of less than one pixel of error per saccade after 2000 trials (1.5 hours). More information on this technique can be found in Marjanović, Scassellati & Williamson (1996) .
Because humans are rarely motionless, after the active vision system has saccaded to the face, we first verify the location of the face in the peripheral image. The face and eye locations from the template in the peripheral camera are then mapped into foveal camera coordinates using a second learned mapping. The mapping from foveal to peripheral pixel locations can be seen as an attempt to find both the difference in scales between the images and the difference in pixel offset. In other words, we need to estimate four parameters: the row and column scale factor that we must apply to the foveal image to match the scale of the peripheral image, and the row and column offset that must be applied to the foveal image within the peripheral image. This mapping can be learned in two steps. First, the scale factors are estimated using active vision techniques: while moving the motor at a constant speed, we measure the optic flow of both cameras. The ratio of the flow rates is the ratio of the image sizes. Second, we use correlation to find the offsets. The foveal image is scaled down by the discovered scale factors, and then correlated with the peripheral image to find the best match location.
Once this mapping has been learned, whenever a face is foveated we can extract the image of the eye from the foveal image (see Figure 7 ). This extracted image is then ready for further processing. The left image of Figure 8 shows the result of the face detection routines on a typical grayscale image before the saccade. The right image of Figure 8 shows the extracted subimage of the eye that was obtained after saccading to the target face. Additional examples of successful detections on a variety of faces can be seen in Figure 9 . This method achieves good results in a dynamic real-world environment; in a total of 140 trials distributed between 7 subjects, the system extracted a foveal image that contained an eye on 131 trials (94% accuracy). Of the missed trials, two resulted from an incorrect face identification (a face was falsely detected in the background clutter), and seven resulted from either an inaccurate saccade or motion of the subject (Scassellati 1998b) .
In order to accurately recognize whether or not the caregiver is looking at the robot, we must take into account both the position of the eye within the head and the position of the head with respect to the body. Work on extracting the location of the pupil within the eye and the position of the head on the body has begun, but is still in progress.
Implementing Gaze Following
Once our system is capable of detecting eye contact, we require three additional subskills to achieve gaze following: extracting the angle of gaze, extrapolating the angle of gaze to a distal object, and motor routines for alternating between the distal object and the caregiver. Extracting angle of gaze is a generalization of detecting someone Block diagram for finding eyes and faces. Once a target face has been located, the system must saccade to that location, verify that the face is still present, and then map the position of the eye from the face template onto a position in the foveal image.
gazing at you, and requires the skills noted in the preceding section. Extrapolation of the angle of gaze can be more difficult. By a geometric analysis of this task, we would need to determine not only the angle of gaze, but also the degree of vergence of the observer's eyes to find the distal object. However, the ontogeny of gaze following in human children demonstrates a simpler strategy. Butterworth (1991) has shown that at approximately 6 months, infants will begin to follow a caregiver's gaze to the correct side of the body, that is, the child can distinguish between the caretaker looking to the left and the caretaker looking to the right (see Figure 10 ). Over the next three months, their accuracy increases so that they can roughly determine the angle of gaze. At 9 months, the child will track from the caregiver's eyes along the angle of gaze until a salient object is encountered. Even if the actual object of attention is further along the angle of gaze, the child is somehow "stuck" on the first object encountered along that path. Butterworth labels this the "ecological" mechanism of joint visual attention, since it is the nature of the environment itself that completes the action. It is not until 12 months that the child will reliably attend to the distal object regardless of its order in the scan path. This "geometric" stage indicates that the infant successfully can determine not only the angle of gaze but also the vergence. However, even at this stage, infants will only exhibit gaze following if the distal object is within their field of view. They will not turn to look behind them, even if the angle of gaze from the caretaker would warrant such an action. Around 18 months, the infant begins to enter a "representational" stage in which it will follow gaze angles outside its own field of view, that is, it somehow represents the angle of gaze and the presence of objects outside its own view.
Implementing this progression for a robotic system provides a simple means of bootstrapping behaviors. The capabilities used in detecting and maintaining eye contact can be extended to provide a rough angle of gaze. By tracking along this angle of gaze, and watching for objects that have salient color, intensity, or motion, we can mimic the ecological strategy. From an ecological mechanism, we can refine the algorithms for determining gaze and add mechanisms for determining vergence. A rough geometric strategy can then be implemented, and later refined through feedback from the caretaker. A representational strategy requires the ability to maintain information on salient Fig. 8 . A successfully detected face and eye. The 128x128 grayscale image was captured by the active vision system, and then processed by the pre-filtering and ratio template detection routines. One face was found within the peripheral image, shown at left. The right subimage was then extracted from the foveal image using a learned peripheral-to-foveal mapping.
objects that are outside of the field of view including information on their appearance, location, size, and salient properties. The implementation of this strategy requires us to make assumptions about the important properties of objects that must be included in a representational structure, a topic beyond the scope of this chapter.
Implementing Imperative Pointing
Implementing imperative pointing is accomplished by implementing the more generic task of reaching to a visual target. Children pass through a developmental progression of reaching skills (Diamond 1990 ). The fist stage in this progression appears around the fifth month and is characterized by a very stereotyped reach which always initiates from a position close to the child's eyes and moves ballistically along an angle of gaze directly toward the target object. Should the infant miss with the first attempt, the arm is withdrawn to the starting position and the attempt is repeated.
To achieve this stage of reaching on our robotic system, we have utilized the foveation behavior obtained from the first step in order to train the arm where to reach (Marjanović et al. 1996) . To reach to a visual target, the robot must learn the mapping from retinal image coordinates x = (x, y) to the head-centered gaze coordinates of the eye motors e = (pan, tilt) and then to the coordinates of the arm motors α = (α 0 ...α 5 ) (see Figure 11) . The saccade map S : x → e relates positions in the camera image with the motor commands necessary to foveate the eye at that location. Our task then becomes to learn the ballistic movement mapping head-centered coordinates e to arm-centered coordinates α. To simplify the dimensionality problems involved in controlling a six degree-of-freedom arm, arm positions are specified as a linear combination of basis posture primitives. Fig. 9 . Additional examples of successful face and eye detections. The system locates faces in the peripheral camera, saccades to that position, and then extracts the eye image from the foveal camera. The position of the eye is inexact, in part because the human subjects are not motionless.
The ballistic mapping B : e → α is constructed by an on-line learning algorithm that compares motor command signals with visual motion feedback clues to localize the arm in visual space. Once the saccade map has been trained, we can utilize that mapping to generate error signals for attempted reaches (see Figure 12) . By tracking the moving arm, we can obtain its final position in image coordinates. The vector from the tip of the arm in the image to the center of the image is the visual error signal, which can be converted into an error in gaze coordinates using the saccade mapping. The gaze coordinates can then be used to train a forward and inverse model of the ballistic map using a distal supervised learning technique (Jordan & Rumelhart 1992) . A single learning trial proceeds as follows:
1. Locate a visual target. 2. Saccade to that target using the learned saccade map. 3. Convert the eye position to a ballistic reach using the ballistic map. 4. As the arm moves, use motion detection to locate the end of the arm. 5. Use the saccade map to convert the error signal from image coordinates into gaze positions, which can be used to train the ballistic map. 6. Withdraw the arm, and repeat.
This learning algorithm operates continually, in real time, and in an unstructured "realworld" environment without using explicit world coordinates or complex kinematics. Butterworth (1991) . At 6 months, infants show sensitivity only to the side that the caretaker is gazing. At 9 months, infants show a particular strategy of scanning along the line of gaze for salient objects. By one year, the child can recognize the vergence of the caretaker's eyes to localize the distal target, but will not orient if that object is outside the field of view until 18 months of age.
This technique successfully trains a reaching behavior within approximately three hours of self-supervised training. Video clips of Cog reaching to a visual target are available from http://www.ai.mit.edu/projects/cog/, and additional details on this method can be found in Marjanović et al. (1996) .
Implementing Declarative Pointing
The task of recognizing a declarative pointing gesture can be seen as the application of the geometric and representational mechanisms for gaze following to a new initial stimulus. Instead of extrapolating from the vector formed by the angle of gaze to achieve a distal object, we extrapolate the vector formed by the position of the arm with respect to the body. This requires a rudimentary gesture recognition system, but otherwise utilizes the same mechanisms.
We have proposed that producing declarative pointing gestures relies upon the imitation of declarative pointing in an appropriate social context. We have not yet begun to focus on the problems involved in recognizing these contexts, but we have begun to build systems capable of simple mimicry. By adding a tracking mechanism to the output of the face detector and then classifying these outputs, we have been able to have the system mimic yes/no head nods of the caregiver, that is, when the caretaker nods yes, the robot responds by nodding yes (see Figure 13) . The face detection module produces a stream of face locations at 20Hz. An attentional marker is attached to the most salient face stimulus, and the location of that marker is tracked from frame to frame. If the position of the marker changes drastically, or if no face is determined to be salient, then Reaching to a visual target is the product of two subskills: foveating a target and generating a ballistic reach from that eye position. Image correlation can be used to train a saccade map which transforms retinal coordinates into gaze coordinates (eye positions). This saccade map can then be used in conjunction with motion detection to train a ballistic map which transforms gaze coordinates into a ballistic reach.
the tracking routine resets and waits for a new face to be acquired. Otherwise, the position of the attentional marker over time represents the motion of the face stimulus. The motion of the attentional marker for a fixed-duration window is classified into one of three static classes: a yes class, a no class, and a no-motion class. Two metrics are used to classify the motion, the cumulative sum of the displacements between frames (the relative displacement over the time window) and the cumulative sum of the absolute values of the displacements (the total distance traveled by the marker). If the horizontal total trip distance exceeds a threshold (indicating some motion), and if the horizontal cumulative displacement is below a threshold (indicating that the motion was back and forth around a mean), and if the horizontal total distance exceeds the vertical total distance, then we classify the motion as part of the no class. Otherwise, if the vertical cumulative total trip distance exceeds a threshold (indicating some motion), and if the vertical cumulative displacement is below a threshold (indicating that the motion was up and down around a mean), then we classify the motion as part of the yes class. All other motion types default to the no-motion class. These simple classes then drive fixedaction patterns for moving the head and eyes in a yes or no nodding motion. While this is a very simple form of imitation, it is highly selective. Merely producing horizontal or vertical movement is not sufficient for the head to mimic the action -the movement must come from a face-like object. Video clips of this imitation, as well as further documention, are available from http://www.ai.mit.edu/projects/cog/.
Conclusion
Guided by evidence from developmental psychology, from disorders of social development such as autism, and from the evolutionary development of these skills, we have Generation of error signals from a single reaching trial. Once a visual target is foveated, the gaze coordinates are transformed into a ballistic reach by the ballistic map. By observing the position of the moving hand, we can obtain a reaching error signal in image coordinates, which can be converted back into gaze coordinates using the saccade map.
described a task-based decomposition of joint attention skills. Our implementation of this developmental progression is still in progress, but our initial results with finding faces and eyes, and with the imitation of simple head movements, suggest that this decomposition may be a useful mechanism for building social skills for human-like robots. If this implementation is successful, we can then begin to use the skills that our robot has acquired in order to test the developmental models that inspired our program. A robotic implementation will provide a new tool for investigating complex interactive models that has not been previously available.
