Abstract-Colored coded aperture optimization in compressive spectral imaging is discussed. Based on the analysis of the coherence of the underlying sensing matrix, a general family of codes is derived. These designs lead to reconstructions of multispectral scenes of better quality than the ones obtained using the traditional random black and white coded apertures. The approach used in this work exploits the structure of the sensing matrices and reduces the problem of the design of a large-scale matrix to a subset of substantially smaller problems for which it is possible to obtain a closed form solution, leading to fast design algorithms.
that can be obtained as the set of designs of smaller submatrices. It is shown that diverse families of codes exists that can be considered optimal in the sense that an upper bound of the coherence is minimized. The obtained codes are tested by simulation against traditional random binary codes and the codes obtained with other methods [2] , showing that the results obtained with the approach proposed in the present work exhibit a clear improvement in the quality of the reconstructions. Additionally, the methods introduced present a simple and fast way to generate optimized codes with high diversity in the kind of spectral responses in the colored coded aperture, reducing the large scale optimization problem to a subset of smaller problems, which is also an advantage with respect to previous designs that are obtained using the analysis of the RIP constant [2] using genetic type optimization algorithms, leading to limited specific constraints in the spectral responses of the colored coded apertures. The designed codes based on the coherence are tested against random codes in the presence of noise, showing that despite the fact that the coherence is considered less suited than the RIP constant to deal with the noise, the resultant codes lead to reconstructions of higher quality than the obtained with random binary codes. This paper is organized as follows. In Section II the mathematical model for the colored CASSI system is derived, following a detailed approximation and discretization of the operators involved in the continuous model. Section III shows how the coherence of the sensing matrix is calculated taking into account the structure in the transfer function matrix of the system. It is also shown that the structure of the sensing matrix enables the characterization of the coherence in terms of other simpler functions. In Section IV the formulation of the optimization problem is presented considering the results of the preceding section, in order to get a design of the transfer function matrix which leads to high PSNR reconstructions. In Section V, a set of simulations is performed showing the results in the reconstructions using the designed coded aperture versus the traditional random black and white. The effects of noise in the measurements is considered showing the superiority of the designed codes. In Section VI a set of conclusions is presented.
II. CASSI MODELING
The components of CASSI are shown in Fig. 1 . The multispectral scene f (x, y, λ) is coded by a coded aperture T (x, y, λ), where (x, y) indicates the spatial coordinates and λ is the wavelength component. If traditional binary coded apertures are used, then T (x, y, λ) ∈ {0, 1} ∀λ ∈ Λ, where Λ is the spectral range of f (x, y, λ) [1] , [16] . When T (x, y, λ) is a non constant and non negative function with respect to λ, T (x, y, λ) represents colored coded apertures which modulates the incoming light field both in space and wavelength [14] . Once f (x, y, λ) has been modulated by T (x, y, λ), the resultant field is dispersed by a prism and q(x, y, λ) is obtained as q(x, y, λ) = f (x − S(λ), y, λ) T (x − S(λ), y, λ) , where S(λ) is the dispersion curve of the prism. The continuous representation of the compressed measurements g(x, y) in the Focal Plane Array (FPA) are obtained by the integration of q(x, y, λ) across the spectral axes as g(x, y) = Λ q(x, y, λ)dλ [1] , [14] .
A. Discretization of the Model
The focal plane array (FPA) measures a sampled set of points. In order to adapt the continuous model to a discrete sampled formulation, all operators are approximated [14] . Let Ω ∈ R 2 be the spatial domain of the FPA, represented as Ω = ∪ m,n ∈[N ] Ω m,n , where Ω m,n is given by
with pitch size Δ is associated with Ω m,n , and its measurement sample is
which represents the contribution of g(x, y) to each Ω m,n . The multispectral scene f (x, y, λ) is modulated by T (x, y, λ) such that
where (T F ) m,n (λ) = T m,n (λ)F m,n (λ) and T m,n (λ) is the spectral response of the coded aperture at pixel (m, n), and where is considered using K = 2 shots. On the indicated diagonals the spectral response of the pixels of the coded aperture are shown for each band respectively, i.e. on the diagonal of the band i, the lexicographic ordering of the elements of
F m,n (λ) is given by F m,n (λ) = Ω m , n f (x, y, λ)dxdy. Taking into account these facts and using (1), g m,n can be written as
Appendix A provides a detailed derivation of (3).
where T m,n ,k and F m,n ,k are the (m, n, k) elements of the arrays T and F, respectively, where the first two dimensions represent the spatial location and the third one indicates the spectral component. The term T m,n ,k is the spectral response of the coded aperture at pixel (m, n) at wavelength k. Equation (3) can be rewritten in matrix notation as g = H F, where g is the vectorized representation of g. H is of dimension KN (N + L − 1) × N 2 L with K being the number of shots and F is the vectorized form of F (see Fig. 2 ). Fig. 2 shows the structure of H for CASSI with colored coded apertures. The vectorization of 2-dimensional arrays is performed by columns. For 3-dimensional arrays like F ∈ R N ×N ×L , the vectorization is performed concatenating vertically the vectorizations of each F(:, :, i) with i = 1, . . . , L.
When the sparsity properties of the signal F in a basis ψ are used, the problem can be written as
where F = ψf and f is a column vector whose entries are the coefficients representation in the basis. The recovery of f is obtained as the solution of the nonlinear optimization problem [13] , [16] 
where A = Hψ is the sensing matrix of the problem and τ a regularization parameter.
III. COHERENCE OF THE SENSING MATRIX
Two measures for the quality are often used to describe the effectiveness of compressed sensing projections, the coherence of the sensing matrix and the Restricted Isometry Property (RIP) [9] , [11] , [13] . The RIP is traditionally used in theoretical analysis of compressed sensing because of its elegance. However, even with simple representations of the sensing matrix, it is in general difficult to calculate [9] , [13] . On the other hand, the coherence offers a measure of quality that is often more tractable. In particular it allows one to exploit the structure of the sensing matrix, and it also gives the degree of ill-posedness of the system. The coherence of the sensing matrix A = Hψ is defined as the maximum absolute value of the inner product between any two columns of A, with each column normalized by its 2 −norm. A good sensing matrix will have the coherence as small as possible to guarantee uniqueness of the solution [8] , [11] .
In the following, a detailed calculation of the coherence is presented showing how the structure of H can be exploited, in turn, leading to the proposed optimization framework.
A. Matrix Formulation and Analysis of the Coherence
The structure of H is depicted in Fig. 2 . The nonzero elements lie on the indicated diagonals representing the spectral response of the coded aperture in each band.
Let
Then, the sensing matrix can
The inner product between the m and n columns of A is given by
The coherence of the sensing matrix A can be written as
where
From the structure of H (see Fig. 2 ), it is possible to identify a set I of pairs of columns of H, that can be written as I = { (i, j)| i = j, ϕ i,j = 0} , that is the set of all possible pairs of columns of H whose inner products are different from zero. Taking into account I, (8) can be written as
The coherence μ(A) in (7) is therefore determined by the functions ϕ i,j and ϕ i,i . In the next sections, it is established how the values of ϕ i,j and ϕ i,i can be used in order to get an upper bound on the values of μ m,n (A) and consequently μ(A).
IV. OPTIMIZATION OF THE H MATRIX
The intended values of μ(A) should be as small as possible in order to improve the quality of the reconstructions [4] , [6] . The problem of designing H such that the minimum value of μ(A) is attained, can be formulated as
where C N ,L,K is the set of matrices for a CASSI system reconstructing multispectral images with image size N , L bands, using K shots and, the entries of H are binary nonnegative. The expression for μ(A) is nonconvex [6] , [7] , therefore a direct solution of the problem (11) is not workable. However, it is possible to take into account the relationship between μ m,n (A) and (m, n) to get an alternative formulation. This relation is presented in the following theorem. Theorem 1: Let A = Hψ be the sensing matrix for the CASSI system considering the reconstruction of multispectral scenes of size N × N × L using K shots. Then, there is ξ ∈ R + such that
Proof: See Appendix B. The quantities from (10) ϕ i,i and ϕ i,j play a key role in bounding the value of μ m,n (A). In particular, note that minimizing ϕ i,i and ϕ i,j implies a minimization of the right side of Taking into account this, the term ϕ i,i in (12) must be such that ϕ i,i = 1. With this value of ϕ i,i it is possible to write an alternative formulation of (11) as minimize
A. About the Structure of H
The set I indicates the set of inner products between columns of H that can be different from zero, with |I|
. The structure of I can be additionally described as a union of simpler and smaller sets as
I r (14) where each I r represents a subset of pairs of I that indicate the subset of columns of H that have the same support (see Fig. 3 ), and R is the total number of subsets. As shown in Fig. 3 , these sets have the property that Fig. 3 and Appendix F); 2: Design the submatricesĤ r for each r; 3: Assemble values ofĤ r in H (see Fig. 3 and Appendix F); 4: return H Hence the possible values of the inner products between columns of H are described by the set of inner products of the submatricesĤ r . Because the structure of H is explicitly known as indicated in Figs. 2 and 3, it is possible to determine the sets I r and the indexes L r of columns that define I r in a systematic way. In Appendix F an auxiliary algorithm used to obtain the indexes of the columns L r is indicated.
The design of H can then be formulated as the design of the submatricesĤ r . This idea is summarized in Algorithm 1. It is pointed out here that the structure of H indicates where the elements of T are located in H, this has been stated in previous paragraphs and Figs. 2 and 3.
The assembling of the values ofĤ r in H can be obtained given the knowledge of the structure of H (see Figs. 2 
and 3).
Additionally an auxiliary algorithm is presented in Appendix F showing how this task is done.
Different criteria can be applied in the design of the submatricesĤ r in order to get direct or relaxed solutions of (13) . In the following subsections a direct solution of (13) is presented and a relaxed solution of this problem based on the coherence of H is also presented.
B. Minimum Coherence Design ofĤ r
Before a direct minimization of (i,j )∈I ϕ i,j is obtained, a relaxed formulation of the problem is presented based on the minimization of the coherence of H.
Despite the fact that the relationship between μ(H) and μ m,n (A) is nonlinear, a minimized value of μ(H) is related to the minimization of (i,j )∈I ϕ i,j as (i,j )∈I ϕ i,j ≤ |I|Kμ(H). Then as the value of μ(H) is reduced, the upper bound on (i,j )∈I ϕ i,j is also reduced, which represents an indirect way of minimization of (i,j )∈I ϕ i,j . This fact makes any formulation in which μ(H) is minimized, a relaxed formulation of (13) . Taking into account that μ(H) = max r μ(Ĥ r ) because the sets I r are disjoint, the formulation using the minimum coherence criteria is presented as
where the I r are specified according to (14) andĥ
is the ith column ofĤ r . This formulation, which constitutes a set of disjoint formulations for eachĤ r , allows one to get H with the minimum coherence μ(H).
The algorithm proposed to solve this minimization problems in an efficient way, without extensively evaluating all possibilities in the feasible set, is presented below. It is shown how we can exploit the structure that the vectors on the unit hypercube have.
1) Minimum Coherence Matrix Construction With Nonnegative Binary Entries:
The general procedure to build nonnegative binary matrices is presented here in order to be used for the design of the submatricesĤ r . Let Δ θ be defined as
∀i . Then Δ θ represents the set of binary vectors that have exactly θ of its components equal to 1 and the remaining components equal to 0. In particular it is important to take into account that
This means that the set of possible vectors that can be used as column vectors in the construction of a matrix can be represented as a union of the sets Δ θ . Then, the representation of Q K in (17) is exploited in order to calculate the coherence of any matrix whose columns are in Q K . The following theorem exploits this last representation.
with = 1, . . . , m − 1. The bound is satisfied with equality when
Proof: See Appendix C Theorem (2) establishes an upper bound for the values of the coherence of a set of vectors given the knowledge of the sets Δ θ from which these vectors are taken. It can be interpreted as a worst case value of the coherence for those vectors. Additionally, this upper bound is in the set of possible values of the coherence. From the computational point of view, it is important to note that this worst case value can be calculated basically considering the largest value of θ and the value of max
On the other hand it is possible to see that given any value of the term max{max
is always possible to choose a set of vectors from a collection of sets Δ θ i , i = 1 . . . m that have exactly this value of the coherence. This fact can be used in order to determine the minimum coherence as the minimum between those worst case values. This idea can be described by the following theorem.
Theorem 3: The minimum coherence that can be achieved for a matrix of u columns, whose column vectors are distinct Algorithm 2: Minimum Coherence Calculation for Binary Matrices. Input: K Output: μ min (u) and C min (u)
12: end for 13: return μ min (u) and C min (u)
where the function fμ ,s (t) is defined as
whereμ is in the set of values given by the terms max max
, i.e.μ is the highest possible value of the coherence estimated by the upper bound in theorem 2. The value of s is given by
considering the collection of sets
The function fμ ,s (t) establishes all the possible number of vectors that can have the value of the coherenceμ. Given a number of vectors it is possible to achieve different values of the coherence, and then between those possible values the minimum is chosen in order to determine the minimum coherence value.
These ideas are considered in Algorithm 2, used in order to calculate the minimum coherence given a number of vectors u and the dimension of the embedding space K. Additionally, it is also possible to obtain the classes Δ θ from which the vectors should be selected in order to achieve the minimum coherence. 1 The set V = comb{K, j} is the set of combinations of j numbers taken from the set {1, . . . K} and indicate the sets Δ θ that are considered. The ith combination in the set V is given by 
Once the combination of sets Δ θ is selected, they are ordered as θ 1 < . . . < θ j . The function μ min (u) represents the minimum coherence that can be achieved with a matrix whose number of columns is u, and the term C min (u) indicates a collection of sets Δ θ from which the set of vectors achieving μ min (u) can be selected. Then any submatrixĤ r with K rows and u columns can be designed taking a set of u vectors from the classes Δ θ indicated by C min (u). The construction of the submatricesĤ r based on the results of Algorithm 2 are presented in Algorithm 3.
In the minimum coherence designs ofĤ r , it is important to remark that the maximum number of columns that these submatrices can have is L (See Fig. 3) . Then, taking into account that in K shots the total number of vertices of the hypercube Q K without the zero vector is 2
If that is not the case, then it will be necessary to use again one of the vectors already used in the construction of theĤ r , which implies μ(Ĥ r ) = 1 for some of theĤ r . Therefore, this condition could be represented as K ≥ log 2 (L + 1) + 1.
(23)
Taking into account that
with (i,j )∈I r ϕ i,j ≥ 0 ∀r and the sets I r are disjoint. A direct minimization of the term (i,j )∈I ϕ i,j in (13) can be formulated as minimizê
Then, the problem is again decomposed in a set of smaller problems in which the sum of all possible inner products are minimized but considering the submatricesĤ r , which would lead to a direct minimization of (i,j )∈I ϕ i,j . For (25) it is possible to establish closed form solutions as it is shown next.
Theorem 4:
The solution submatricesĤ r to the problem (25) are given byĤ where n r is the number of columns required in the submatrixĤ r and the operator π represents the random permutation operator on columns. The vectors u i are obtained as the first n r columns of U, which is given by
Proof: See Appendix E The construction ofĤ r based on the minimization of (i,j )∈I ϕ i,j and the closed form solution of (25) is presented in Algorithm 4.
D. About Additional Restrictions on H
Since H models a physical device, it is important to consider some physical constraints related with colored coded apertures. Coded apertures with large number of color filters lead to costly implementation since its cost increases directly with the number of colors [5] . Thus, a constrained optimization procedure restricting the number of colors is of interest.
In this work this restriction is added in a post-optimization stage considering the relation that different pixels exhibit in the structure of the H matrix. In Fig. 4 it is possible to see, how the spectral responses of some pixels are related. In particular, it is possible to appreciate that following the lexicographic order on the pixels of the colored coded aperture, the pixels i, i + N, i + 2N, . . . , i + (L − 1)N are related, in the sense that their spectral responses are involved in at least one of thê H r matrices. As it is indicated in Fig. 4 , this related pixels are identified looking at the support in the rows of H. The idea is to keep those spectral responses in the designed H, such that the values of the inner products between columns of H are preserved as much as possible. For this reason the value of i should be chosen such that the spectral responses selected are related with the submatricesĤ r with the largest number of columns, in particular i = 1 satisfies this requirement.
The proposed strategy then consists on using the optimal designs of H obtained without restrictions on the number of spectral responses and after that, the maximum number of spectral responses per shot ζ is taken into account such that the new colored coded aperture uses some of the spectral responses of the pixels i, i + N, i + 2N, . . . , i + (L − 1)N (using lexicographic order). This procedure is summarized in Algorithm 5.
The variable T (k ) is the three-dimensional array representation of the colored coded aperture in the shot k, and T
(k )
res the resultant colored coded aperture after applying the restrictions res can be located in the final designed H matrix considering the structure of H showed in Figs. 2 and 3 . In Appendix F an auxiliary algorithm designed to do this task is presented. The operator π c (·, 2) is the random circular shifting operator acting through the second dimension. In Fig. 5 it is shown how the restriction on the maximum number of spectral responses in the coded aperture is applied. The statement V = T (k ) (1, 1 : ζ, :) indicates that in the variable V are stored the spectral responses of the coded aperture in the row 1 from the column 1 up to the column ζ (see Fig. 5 ), which considering the lexicographic ordering of the pixels of T (k ) makes reference to the pixels 1 + N, 1 + 2N, . . . , 1 + ζN . The maximum possible number of these spectral responses is given by Kζ. In line 8 of Algorithm 5, the arrays Q and π c (V, 2) are concatenated along the second dimension, i.e. 
V. SIMULATIONS
In order to evaluate the performance in CASSI of the designed matrices H using the strategies and algorithms proposed, a set of simulations is realized considering also the effects of the noise in the measurements.
A. Parameters of the Simulations 1) Multispectral Scene:
A datacube of dimension 64 × 64 × 12 is considered. The representation of this datacube decomposed by bands can be appreciated in Fig. 7 .
2) Reconstruction Algorithm and Basis Representation:
The multispectral scene is represented in the basis Ψ = Ψ DCT ⊗ Ψ W where Ψ DCT is the Discrete Cosine Transform (DCT) Fig. 6 . Simulations results comparing the performance of the different designs of H using two different optimization criteria. Several values for the number of shots K are considered. In blue color, the results using optimization criteria 1, based on the minimum coherence of H, are presented. In red color, the results using optimization criteria 2, based on minimizing basis for the spectral domain and Ψ W is the wavelet basis for the spatial domain. The GPSR algorithm is used in order to perform the reconstructions, the regularization parameter is tunned empirically following the guidelines in [10] .
3) Measure of the Quality of the Reconstructions: The Peak Signal to Noise Ratio (PSNR) is used as a measure of the quality of the reconstructions. . On the left, the original band of the multispectral scene is shown. In the center, the reconstructed band using the designed H with the criteria 2 is presented. On the right, the reconstructed band using the random black and white coded aperture.
B. Optimal H Designs
The results of the simulations are presented in Figs. 6, 7 and 8 using the two different optimization criteria discussed before 1) Criteria 1: Minimizing the Coherence of the submatriceŝ H r . Here the designed H is obtained as the result of the methods and algorithms presented in Section IV-B. 2) Criteria 2: Minimizing (i,j ) ϕ i,j using the solution presented for (25). Here the designed H is obtained as the result of the methods presented in Section IV-C. As can be appreciated in Fig. 6 , the highest performance is obtained when criteria 2 is used, i.e. when (i,j ) ϕ i,j is minimized. This superiority with respect the use of random black and white coded apertures is consistent through the different number of shots used. Additionally, despite the fact that the reconstructions using criteria 1 are not as good as the ones for criteria 2, the result is still superior to the results that can be obtained with the classical random black and white coded apertures.
In Figs. 7 and 8 the reconstructed multispectral scene is shown using the designs of H based on the criteria 2 and with the configuration of H using a black and white coded aperture Figs. 9 and 10 show the details of the resultant coded aperture from the designed H using the criteria 2. In Fig. 9 the two dimensional representation of the coded aperture is depicted, and the spectral responses of selected pixels are shown in Fig. 10 as a function of the wavelength.
In Fig. 11 it is possible to see the results obtained using criteria 2 versus the results obtained with the codes designed in [2] . The results obtained with the approach present in this paper allow to obtain higher values of PSNR than the values obtained with the RIP based designs. The result that the RIP methods Fig. 11 . Simulation results comparing the designed codes proposed in this work using criteria 2 versus the results obtained in [2] . allow, do not have arbitrary spectral responses [2] , whereas the proposed solution here allow the use of a more diverse variety of spectral responses, which gives a more flexible design.
C. Optimal H Designs With Restrictions
In Fig. 12 , the results of the reconstructions using optimal designs with restrictions on the number of spectral responses in the coded aperture are presented. Different cases are considered, going from a maximum number of spectral responses per shot ζ = 3 up to ζ = 8. As the value of ζ is increased, the PSNR of the reconstructions with restrictions gets closer to the curve that is obtained with the designed H with criteria 2. It is also possible to see, how the final number of spectral responses in the resultant coded aperture is smaller than its maximum limit which is Kζ.
D. Considering the Effects of the Noise
The designed codes are tested against the classical random binary codes when the measurements g m,n are contaminated with white Gaussian noise. Different values of SNR on g m,n are considered.
In Fig. 13 it is possible to appreciate the performance of the designed codes with criteria 2 versus the random binary codes for several levels of noise. Clearly the designed codes allow to get higher PSNR than the obtained with random black and white codes, and these results are consistent for different values of SNR in the measurements.
VI. CONCLUSIONS AND FUTURE WORK
The coherence analysis of the sensing matrix of the CASSI system proposed in this work, allows the design of families of matrices H which lead to reconstructions with higher PSNR than the obtained using random black and white coded apertures and coded apertures designs obtained with the RIP approaches. It is also shown that the proposed method allows to obtain the designs of H in a fast and simple way.
The approach used in this work, showed that there are numerous designs of H that are obtained as a result of the minimization of an upper bound of the coherence. It was also shown that given those designs, it is possible to restrict the number of spectral responses exploiting again the structure of H. This allows more flexible designs with higher diversity of spectral responses than the proposed in [2] .
The results obtained with the designed H are more robust than the configurations obtained when the random black and whited coded apertures are used, if noise in the measurements is considered. This behavior is consistent for different values of SNR.
In future works the approach presented in this paper can be improved considering more specific knowledge on the basis Ψ.
APPENDIX A DISCRETIZATION OF CASSI MODEL
The rect function used in (1), can be represented as
This function is separable and can be equivalently written as
Considering this facts, it is possible to see that there are concrete cases in which the product between rect functions is different from zero. With this, it is possible to define the limits of the integral operators in (1); in particular it is considered that
Then, in the x variable the integration limits are
Additionally, if Δ(n − + n + 1. In this case for the x axes the integration limits are
Using these facts, the measurements at pixel (m, n) can be written as
by the mid point rule approximation 3 for the spatial operators, the measurements are given by
When discretization in λ axes is considered, the bands in the super resolution model define the limit points of the intervals of integration. Using again the mid-point rule for the approximation of the operator in λ axes, it follows that
presented with all detail in [14] (also discussed at the end of this appendix) and the fact that −u = − u , the representation of g m,n takes the form
with c ∈ N. The value of c represents the number of pixels of the detector affected by one voxel of the datacube model [3] , 3 For any integrable function f (x) in the interval [a, b], the midpoint rule approximation can be represented as
. [14] . If
for c ≥ 2. When c = 1 the traditional model of the CASSI 4 can be obtained, with an abuse of notation, redefining
For simplicity c = 1 is used for the presented analysis.
A. About the Meaning of S (λ) Δ
Taking into account the Weierstrass approximation theorem it is possible to obtain a good representation of S(λ) as a polynomial [14] . In particular this representation can be stated as
With this representation it is possible to separate the linear and nonlinear components of S(λ). Renaming q(λ) = Q r =2 α r λ r and using the properties of the floor function [14] , it follows that
The term α 0 is associated with the mismatching in the dispersion axes of the multispectral image on the focal plane array [14] , and it is considered that the nonlinearities in S(λ) are contained in q(λ), whereas the term α 1 λ Δ is directly related with the changes in the dispersion axes with respect to λ. It is possible then to associate a variable index to the term α 1 λ Δ indicating the changes through the spectral axes and another variable index can be associated to the term (n, n) 1 2 .
Using the triangle inequality on | (m, n)| it is possible to get
Now, applying Holder's inequality to the right-hand side of the previous equation, it follows that
Therefore it finally follows that
APPENDIX C PROOF OF THE THEOREM 2
The inner product between any two different vectors in Q K \ {0} can be written as
Because the function 1 − 1/θ is monotonic increasing in θ, it follows that 
with θ r , θ successive elements in the sequence θ 1 , . . . , θ m , and therefore from this it is obtained that 
The value of γ is in the finite set of the possible values of the coherence for any set of vectors taken from Q K \ {0}. Therefore, γ can be written as
In particular, taking into account Theorem 2, we have that for any set of different vectors
|Δ θ i |, equality is achieved and the maximum number of vectors that can have this coherence value of γ is v. Therefore u ≤ v, which implies that ∃f γ ,v (u) < ∞. This is a contradiction because μ min (u) = minμ {fμ ,s (u)}.
APPENDIX E PROOF OF THEOREM 4
In this proof, two cases are considered separately. In the first case, the number of columns n r of the submatricesĤ r is such that n r ≤ K. In the second case, n r > K.
It is important to take into account that the constraint ĥ i 1 = 1 in (25) and the fact that the entries of H belong to the set {0, 1}, indicate that the vectorsĥ i must be taken from the set E = {e 1 , . . . , e K }, where e i is the vector with 1 in the ith component and 0 in the remaining components. i) When n r ≤ K: In this case the columns ofĤ r can be selected as any subset of the set E, and as a consequence of this ϕ i,j = 0 for any choice of these subsets. Thereforê
where U is the matrix whose columns are selected as any subset of the set E. This is a particular case of (26). ii) When n r > K: Let u be the number of columns of the matrixĤ r . This number u is going to be represented as u = j + mK where m ∈ N and 1 ≤ j ≤ K. If i > 1 is the number of times that the element i of the set E appears in the choosing of the columns of the matrixĤ r , then the number of ones in the term ϕ i,j (with j > i) in (25) as a consequence of this choice, is given by where there are j components with value m and K − j components with value m + 1. It is going to be shown that the solution to (25), which is the same solution of (33) is given by O . In order to get a better knowledge of the objective function we are dealing with in the specific domain (constraint), it is possible to use Lagrange multipliers optimization, relaxing the domain of the i to be i ∈ R + . Then, the Lagrangian can be written as
Calculating the gradient and equating to zero all the components, it is obtained that i − 1 2 + λ = 0 ∀i = 1, . . . , K;
which gives the optimal point˜ = (u/K, u/K, . . . , u/K). This solution would be acceptable for (33) always that u = rK, where r ∈ N, however that is not always the case. Now, the function G restricted on the set of points S = {( 1 , . . . , K )| K i=1 i = u} is given by
which is a convex function on S. Then, the solution to (33) can be found solving the problem
Because v i ∈ N, the solution vector of (35) must be obtained such that its components are obtained either as 
where there are j components with value m + 1 and K − j components with value m.
APPENDIX F AUXILIARY ALGORITHMS

A. Obtaining the L r and the Dimension of the MatricesĤ r (Algorithm 6)
With the purpose of determining the sets L r in a systematic way, it is convenient to consider a matrix H obtained when all the entries of the coded aperture have a value of 1. This matrix is denoted by H. The set L r = supp(H(i, :)) indicates the indexes of the columns of the matrix H in the support of the row i. J r represents the row indexes of the support of the columns of H indicated by the set L r in the first shot. The information contained in J r is used to assemble the values of H r in H. The designed values ofĤ r can be assembled in H using Algorithm 7.
