Abstract The paper considers two-dimensional spectral submanifolds (SSM) of equilibria of finite dimensional vector fields. SSMs are the smoothest invariant manifolds tangent to an invariant linear subspace of an equilibrium. The paper assumes that the vector field becomes conservative at the zero limit of a parameter. It is known that in the conservative limit there exists a unique sub-centre manifold. It is also known that the non-conservative system has a unique SSM under some conditions. However, it is not clear whether the sub-centre manifold is the limit of the SSM and if this limit is smoothly approached. Here, we show that the unique SSM smoothly approaches the sub-centre manifold as the system tends to the conservative limit. We also introduce a numerical scheme to calculate the SSM or the sub-centre manifold. We find that the error of calculating the SSM grows polynomially with the distance from the equilibrium. The exponent of growth of the error strictly depends on the eigenvalues of the Jacobian matrix about the equilibrium. We argue that such polynomial growth of error is unavoidable by numerical schemes.
it is widely assumed that NNMs represent a backbone of lightly damped vibrations. The assumption in mathematical terms is that NNMs smoothly perturb into invariant manifolds, in particular into SSMs as damping introduced into the system. Here we prove this assumption for two-dimensional SSMs and NNMs. We find that if a quantity called spectral coefficient stays bounded as the system becomes conservative, SSMs will smoothly tend to NNMs.
In this paper we also address another issue, which is the global numerical calculation of SSMs and NNMs and their accuracy. There are several methods that can calculate invariant manifolds and NNMs. A summary from the mechanical perspective can be found in Renson et al. [13] . Most existing methods, as far as the author is aware, calculate the invariant manifold as a graph over a fixed set of linear coordinates. Such an approach cannot calculate invariant manifolds globally, because the manifold can have a fold over the fixed set of coordinates. At folds the calculation breaks down. Even the parametrisation method [4] , when using a series expansion [12] assumes a hidden coordinate system over which the invariant manifold is calculated. This hidden coordinate system is defined by considering near resonances or equivalently the two integral conditions (20) and (21). The only time a coordinate system is not assumed, when the invariant manifold is calculated as a set of trajectories of the underlying system [14] . Calculating such trajectories is difficult because mechanical systems have low damping and therefore the trajectories are not far from being periodic orbits, that is, they are long and closely spaced spirals. In this paper we use a global parametrisation of SSMs.
Another issue with calculating SSMs is their accuracy. Invariant manifolds tangent to linear subspaces are generally non-unique. Only the requirement that they are sufficiently smooth picks out a unique manifold. Implementing a smoothness constraint in a numerical setting is difficult, because functions are only represented by finite sets of parameters and therefore an interpolation can be arbitrarily smooth. One can also represent the manifolds by their derivatives which are unique. However to regain the actual manifold, numerical integration is necessary, which amplifies any error in the constants of integration by the power of the number of integrations performed. The only way to reduce errors is by using a sufficiently high order method with an increased precision in approximating real numbers. We show what is the lowest achievable exponent in the growth of errors.
We test the numerical method on two examples. The first example shows the exponent of growth in error and the second example illustrates the effect of damping and how an SSM tends to an NNM as the damping of the system vanishes. In this latter example we also demonstrate how the calculation of the manifold breaks down if the coordinate system hidden in a power series expansion [12] is used.
The outline of the paper is as follows. We first introduce the class of systems we aim to study and define the spectral coefficient. Next we state the main Theorem of the paper. Following the theory, we introduce the numerical scheme and demonstrate its use on two examples. In Section 5 we prove the main Theorem.
Set-up
Consider the systemẋ = F 0 (x) + κF κ(x), (1) where F 0 , F κ ∈ C p (R ν , R ν ), x : R → R ν , p, ν ∈ N + , p ≥ 2, ν ≥ 3 and 0 ≤ κ ≤ K 1. We assume that F 0 (0) + κF κ(0) = 0 and the Jacobian matrix DF (0) + κDF κ(0) is diagonalisable. Moreover, the eigenvalues of DF 0 (0) are either purely imaginary or zero and DF κ(0) is a continuous function of κ. We also assume a conserved quantity c ∈ C p (R ν , R) for κ = 0, which satisfies the assumption Dc(x) · F 0 (x) = 0.
Under these assumptions there exists an invertible linear transformation T : R ν → R ν , x = T y, which brings (1) intȯ y = Λ 0 y + N 0 (y) + κ (Λκy + N κ(y)) ,
where the matrices are
. . .
The frequencies are ω j ∈ R and the κ proportional perturbations are α j (κ),
The eigenvalues of Λ 0 + κΛκ are denoted by
The nonlinearity is represented by
which are smooth functions with continuous derivatives up to and including order p.
The origin is an equilibrium of (2) and the linear parts of N 0 , N κ vanish at the origin, that is, N 0 (0) = N κ(0) = 0 and DN 0 (0) = DN κ(0) = 0. The conserved quantity for κ = 0 transforms into c(y) = c(T y), such that
We also use the notation
We now select a complex conjugate pair of eigenvalues λ and λ +1 of Λ 0 + κΛκ and define the spectral coefficient
Note that the spectral coefficient (5) is defined differently from Haller and Ponsioen [8] . The eigenvectors of Λ 0 + κΛκ corresponding to eigenvalues λ j are
which are vectors with a single non-zero element of 1 at the jth coordinate. Note that the left and right eigenvectors are identical in form, because Λ is diagonal.
We are looking for an invariant manifold that is tangential to the subspace spanned by v and v +1 , where is odd. The defining equation of such an invariant manifold is (6) where
ν is an immersion of the manifold. The initial and boundary conditions on W are
and W (r, 0) = W (r, 2π),
respectively. The condition on D 1 W guarantees that the manifold is tangential to the subspace spanned by v , v +1 . The invariant manifold as a geometric object is given by
The functions R, T : [0, 1] → R are unknowns in equation (6) and represent the dy-
The function R governs the amplitude of the vibration on M and therefore we call R the damping parameter. T is the instantaneous frequency of vibration. In a conservative system R = 0 [9] . Neither the parametrisation of W (r, θ) nor the invariant manifold M are uniquely specified by the equations (6) and (7) alone. M is unique if it is sufficiently smooth, according to the following Theorem.
Theorem 1 Assume that
2. and the non-resonance conditions hold:
Then system (2) has a unique C p smooth invariant manifold M , tangent to the linear space spanned by eigenvectors v , v +1 , for odd and for all 0 ≤ κ ≤ K. If M is at least C σ smooth, then it is the unique C p smooth manifold. Moreover, the invariant manifold is differentiable with respect to κ at κ = 0 if σ ≤ p − 2.
Proof The proof of the Theorem has three parts that establish the existence and uniqueness of the manifold, the smoothness of the manifold and its smooth dependence on κ. These three parts can be found in Sections 5.5, 5.6 and 5.7, respectively.
Numerical calculation of the invariant manifold
Theorem 1 guarantees the existence and uniqueness of an SSM, which we wish to calculate. However, Theorem 1 hides that two nearby solutions of the invariance equation (6) diverge with a ℵ -th power of the distance from the equilibrium. Let us assume that the invariant manifold is already calculated with a given accuracy at some distance 
If there is an error in the initial condition W (s, ·), this error is amplified by the ℵ -th power of r. Since no numerical representation is exact, there is no way of avoiding this scaling of errors. The numerical example in Section 4.1 shows the scaling of errors for some modest values of ℵ . In order to solve the invariance equation (6), we differentiate it once, so that the initial condition D 1 W (0, θ) as given in (7) directly applies to the solution. The equation
we solve is
The parametrisation of M is specified by the two integral conditions
Equation (14) is called the growth condition, because it specifies how the immersion W grows with increasing r. Equation (15) is called the phase condition, because it fixes the phase of θ. Some results on why a phase condition like (15) is desirable in a numerical setting can be found in [2] . The two conditions (14) and (15) define a global parametrisation of M as long as the dynamics on M is assumes the form (9). We use Chebyshev collocation in r and Fourier collocation in θ to represent the invariant manifold [20] . Along the r coordinate, we use piecewise Chebyshev polynomials. The solution in r consists of N P intervals and on each of the intervals there is an order N C − 1 Chebyshev polynomial. In θ, there is a uniform grid represented by a truncated Fourier series of order N F . The grid, where the solution is calculated, is given by
The interpolation on the grid (16) is such that
and w ljk ∈ R ν are the unknown coefficients. The integral conditions (14) and (15) are then expressed as
respectively. Similarly, the damping R and the frequency parameter T are interpolated as
. Equation (13) is then evaluated on the grid (16) and solved using Newton's method for w ljk , R lj and T lj and for each l = 0, 1, . . . , N P .
Numerical examples

Accuracy test
The first example shows that the error in calculating a spectral submanifold grows with the ℵ -th power of the distance from the equilibrium. The example is constructed through a transformation that brings a trivial system into a numerically non-trivial one, while the unique invariant manifold remains in an analytical form. Consider the two decoupled oscillatorṡ
Each oscillator has a stable equilibrium at the origin if ζ 1 ω 1 > 0 and ζ 2 ω 2 > 0 and an unstable limit cycle at z 
In order to make the invariant manifolds non-trivial, we apply the transformation
which makes the coordinates coupled, such that the two smoothest SSMs become implicitly defined
The transformed version of (17) is not displayed due to its length. We calculate M 1 using the numerical method described in Section 3. The para- 
|W 4 (r, θ)| . Figure 1 shows the results of this calculation for five different values of the spectral coefficients ℵ 1 . The calculation illustrates that even if a high order numerical method is chosen, the error will increase by the ℵ 1 -th power of the amplitude. The calculation also shows that when the SSM connects to the periodic orbit of saddle type at unit amplitude, the error stabilises and will not grow. The numerical result, however does not connect to the periodic orbit for σ > 2, because it has sufficiently diverged from the unique manifold so that it starts following the stable manifold of the periodic orbit until the calculation breaks down, because the parametrisation can no longer represent the result.
A structure with 3:1 internal resonance
The following example illustrates that the parametrisation dictated by the growth (14) and phase conditions (15) allow a global representation of the SSM. We also highlight how the SSM tends to the sub-centre manifold at the conservative limit. Consider the systemẋ
where
Equations (19) represent a linear beam with nonlinear boundary conditions. A detailed analysis of the model (19) can be found in Shaw et al. [17] . Figure 1 The error between the calculated and actual invariant manifold M 1 . The error grows with the power of ℵ 1 . The parameters are :
We use the same numerical method parameters as in Section 4.1, that is r l+1,0 − r l,0 = 0.02, N C = 12 and N F = 24. We focus on the first SSM that is tangential to the
For mechanical systems an important feature of an SSM is its backbone curve [19] , that is defined as a graph
In Figure 2 the backbone curve of the first SSM is shown. The spectral coefficient is
.38133 constant for κ > 0. In the conservative limit the invariance equation (13) has a unique solution, hence the error is uniform along the backbone curve. For small damping the SSM stays close to the conservative limit, but at some point the calculation breaks down, which is illustrated in the right panel of Figure 2 . Increasing the damping above κ 10 −3 yields a qualitatively different backbone curve. Part of the divergence from the conservative backbone curve is due to the growth in the numerical error. Figure 3 shows projections of the first SSM, which is a two-dimensional surface of a four-dimensional space. To represent this SSM a global parametrisation is necessary. The local parametrisation prescribed by equations (20) and (21) breaks down early, as indicated by the square marker in Figure 2 . Figure 3 on the left displays the sub-centre manifold (κ = 0) and the SSM at κ = 0.1 on the right.
Proof of Theorem 1
The proof of Theorem 1 is carried out using a local parametrisation of the invariant manifold. This is the same parametrisation that is implicitly assumed in [19] , when the SSM is Taylor expanded by taking into account all near resonances. The proof takes ideas from Kelley [9] , where the variation-of-constants formula is used to obtain a Figure 2 Backbone curves of the first SSM as the system becomes conservative (κ → 0). The calculation of the invariant manifold for small damping 0 < κ < 10 −3 breaks down prematurely. Using the local parametrisation defined by (20) and (21), the calculation breaks down at the square mark. contraction mapping whose fixed point is the sub-centre manifold. In order to ascertain uniqueness a sufficiently high order derivative (σ > ℵ ) of the immersion W needs to be calculated, which was first noticed by de la Llave [6] . A new element of the proof is that the variation-of-constants formula that represents the formal solution can be turned into a Fourier transform, which shows that the conservative limit is regular.
Parametrisation of the spectral submanifold
The parametrisation of M , is specified by the two integral equations
The difference from the numerical scheme is that the integral kernel W (θ) is constant.
Equation (20) is still called the growth condition and equation (21) is called the phase condition.
The dynamics on the manifold
The two integral conditions (20) and (21) can be used to express the functions R and T in terms of the the immersion W . The following Lemma provides the details.
Lemma 1 If W satisfies the invariance equation (6), the growth condition (20) and the phase condition (21) then the dynamics on the invariant manifold is given by equation (9) , where
Proof Using the notation (4), we calculate that
Using the initial condition (7) we also find that
Applying the growth condition (20) to the invariance equation (6) yields (23). Then applying the phase condition (21) to the invariance equation (6) yields
Due to the form of W we note that D 2 W = −W , and hence
which brings us to (24).
We now use the fact that there is a conserved quantity for κ = 0 and that the dynamics on M is a family of periodic orbits for which R = 0 in equation (9) . This fact is proved, for instance, in Kelley [9] .
Lemma 2 Assume that the immersion of an invariant manifold of (2) can be written in the form W = W 0 + κW κ, where W 0 represents the sub-centre manifold when
where Rκ(r) = O(r 2 ).
Proof We now use the conservation law (3). First we apply Dc to the invariance equation (6), which then yields
Taking into account that R = 0 for κ = 0, the invariance equation for the conservative limit is
where T (r) = 0. Then applying Dc to (27) yields
Now we substitute W = W 0 + κW κ into equation (26), which yields
Dc is differentiable, therefore
is bounded for all κ ∈ (0, K] and the limit exists for κ = 0. Taking into account (28), (26) becomes
Rearranging (29) yields
, which proves the form of (25).
In order to evaluate the derivatives of the invariance equation (6) we also need formulae for the derivatives of R and T . The n-th derivative of R is straightforward:
is the Kronecker delta. Calculating the derivatives of T is less obvious, and therefore we need the following Lemma.
Lemma 3
The n-th derivative (n ≥ 1) of T (r) is given by
Proof The statement is proven by induction. First (31) is expanded for n = 1, which
By directly differentiating rT (r) as defined in (24), then multiplying by r we get
which by rearranging gives (32). This proves the statement for n = 1. Now we show that if (31) holds for n, it also holds for n + 1. Taking the derivative of (31) and multiplying by r yields
Then substitute (31) into term (a) of (33) to get
We then rearrange term (b1) × (b2) in (34) as follows:
As a result we note that exactly n terms cancel in (34) between (b1) × (b2) and (b1) × (b3), which brings (34) into
On the other hand we swap n for n + 1 in (31) and get
which is the same as formula (35).
We now establish that D n T (r) is bounded despite looking singular at r = 0 as given by equation (31).
Lemma 4
Assume that N (W (r, θ)) is n + 1 times differentiable with respect to r for r ∈ [0, 1]. Then we have
where Mn = max
Proof Due to Taylor's remainder Theorem the following estimate holds
Multiplying by r j n! j! then gives
We now consider the formula of D n T in (31). The sum in (31) can be approximated using the remainder (37) in the Taylor series and the triangle inequality as
We now define the quantity that appears in the modulus on the right of (38) as
Introducing a new index l = j + k yields
and swapping the order of summation gives
Evaluating the second sum in the formula of S yields
which vanishes, because W (0, ·) = 0 and N (0) = 0 as per assumptions. This then implies that
which proves the Lemma.
D n R(0) and D n T (0)
In order to Taylor expand the invariance equation we need to find the values of D n R(0) and D n T (0).
Lemma 5
The following identities hold for the derivatives
Proof The proof follows the line of Lemma 4, except that we carry out the Taylor expansion for one order higher. Due to Taylor's remainder Theorem the following estimate holds
(41) We now consider the formula of D n T as given by (31). The sum in (31) can be approximated using the remainder (41) in the Taylor series and the triangle inequality as
We now find that term (c) in (42) simplifies:
We have already shown in the proof of Lemma 4 that
Therefore we have
which leads to the conclusion that D n T (0) is given by (40).
Scaling
We consider the invariance equation (6) for r ∈ [0, 1]. We perform a scaling in r to ensure that the nonlinear terms represented by N are sufficiently small for all r ∈ [0, 1]. This is the scaling that is used in [4] . Let us define y = δv and consider v ≤ 1. With this scaling equation (2) becomeṡ
Because N 0 , N κ are second order in their arguments, we can make these nonlinear terms and their derivatives as small as necessary by selecting a small δ. Specifically,
we have that N (y) ≤ M 0 y 2 , which implies that δ
rivatives can be estimated in a similar fashion. Due to differentiability and because
Higher derivatives are similarly bounded, that is, there exist finite
Applying the scaling to the derivatives of R and T , (30) and (31), respectively, we find that there exists 0 < M R < ∞, such that
where Mn is the same as in (36).
Unique solution of the invariance equation
In this Section we present the main part of the proof, which has three steps. The first step of the proof shows that there is a unique solution of the invariance equation (6) for the derivative D σ 1 W , σ > ℵ . The second step shows that the conditions of Lemma 2 hold and the last step then shows that the invariant manifold is C p smooth.
The n-th derivative of the invariance equation (6) with respect to r is
Equation (43) is then re-arranged, so that we can find its solution as a fixed point of a contraction operator. To this end, we separate the terms that are O(1) and O(r) from the terms that are of O(r 2 ) or higher order. The sum (a) on the left side of (43) is expanded as
and the sum (b) is expanded as
Gathering all the O(1) and O(r) terms of (43) yields
We define G n and H n separately, so that we are able to argue about them independ-
where the derivatives of the growth (20) and phase conditions (21) appear. Due to scaling, G n , H n vanish as δ → 0. Therefore if the inverse of Υ n is bounded, there is a unique solution to (44).
We represent the solution of (44) as a Fourier series
Then equation (44) in terms of the Fourier coefficients a n k (r) becomes
(52) Because matrix Λ is diagonal, equation (52) is easily represented by scalar components of a n k , G n and H n , thus we define
respectively for 1 ≤ j ≤ ν. Using the scalar functions a 
The domain of definition D (Υ n ) implies that for the a n kj Fourier coefficients we have
which yields that a n −1, = a n 1, +1 = 0. The series (54) converges because
The notation H k refers to the Sobolev-Hilbert space of k-times weakly differentiable functions [1, 7] .
In order to find the solution of (53) for n = σ, one needs to first find the initial conditions a n kj (0) for n < σ. Substituting r = 0 into (53) and rearranging yields
(57) The excluded indices are fixed in the domain of definition by equations (55) and (56).
We now make the connection with a Taylor expansion in Cartesian coordinates, we show that
from which it immediately follows through (57) that a n kj (0) = 0, ∀k > n or k < n or (k mod 2) = (n mod 2) .
(59)
We note that for n = 1, 2 equation (58) holds due to the initial condition (7). Using a simplified version of the Faa di Bruno formula [5] , we find that the derivatives of N (W (r, θ)) take the form
where that the statement (58) holds for n − 1, due to the form of (60), for odd n only odd harmonics (k mod 2 = 1) can occur and for n even only even harmonics can occur (k mod 2 = 0). This proves (58) for g n kj . Now we look at h n kj , which only depend on D k 1 W (0, θ), 1 ≤ k < n. We infer from (39) and (40) that
Due to the results (61) and (62) only the terms D k 1 W (0, θ) with (k mod 2) = (n mod 2) appear in H n (0, θ). This proves the claim (58) for h n kj .
For n = 1 the denominator of (57) vanishes for (k, j) ∈ {(−1, ), (1, + 1)}. However the initial conditions (7) already give a solution, which are a (63) is a n −1, = a n 1, +1 = 0. The non-resonance conditions are
For n ≥ σ and κ > 0 no resonances are possible by construction. Equation (64) appears different from conditions presented in Cabre et al [4] and Szalai et al [19] , where
needs to hold. The conditions (64) and (65) are equivalent when
Because n and k need to be odd or even at the same time, m 2 and m 2 are integers that satisfy the conditions of (65), which implies that conditions (64) and (65) are equivalent. We also note that (64) holds when (11) holds.
We now solve equation (53) Because by definition Rκ(ρ) = O(ρ 2 ), hence there exists C ≥ 1 such that
Therefore the integral (67) can be estimated by
.
The estimates (68) imply that for s > 0, we have lim r→0 u(r, s) = −∞. We denote the inverse of u by φ, which is the solution of τ = u(r, φ(r, τ )). We note that φ satisfies the initial value problem
The general solution of (53) is expressed using the variation-of-constants formula:
We now separate the real and imaginary components in the exponential and get
Using that lim r→0 u(r, s) = −∞, we note that
The result (72) implies that only a σ kj (s) = 0 is possible as an initial condition, which avoids singularity for α −1 α j < σ. Therefore the solution for α −1 α j < σ is unique. For We now change the variable of integration to τ = u(r, ρ), and substitute the inverse ρ = φ(r, τ ) into (71), which yields
We are interested in the limit s → 0, which yields lim s→0 u(r, s) = ∞. We also have u(r, r) = 0 as per definition (67). Then we define the frequency parameters
such that the solution (73) becomes
dρ.
(74) The further non-resonance conditions are
where the excluded (k, j) indices are determined by the integral conditions, in particular (63). Equation (74) 
where H p−σ is the Hilbert-Sobolev space of p − σ times weakly differentiable functions on the interval [0, 2π] [7] . Having weak derivatives of order p − σ implies that there exists Ma < ∞ such that
Due to the smoothness and the δ scaling of N there also exists Mg < ∞ such that
W , hence we find that for a sufficiently large
Because the integrand in (74) exponentially decays as τ → ∞ the integral is finite and there is M I < ∞ such that
2 ,
where we used (77). Rearranging (78) yields
Summing up (79) yields
which implies that D σ 1 W (r, ·) is 1 + p − σ times weakly differentiable and p − σ times continuously differentiable due to the Sobolev embedding Theorem [1, 7] .
Smoothness of the manifold
The parametrisation of the manifold in polar coordinates is singular at r = 0 and therefore we need to establish that there exists a regular parametrisation which is compatible with the unique immersion W at r = 0 for all derivatives up to order p. Once the r = 0 case is resolved we obtain higher derivatives of the immersion for r = 0 in a recursive manner using the derivatives of the invariance equation (6) W . This means that we need to assume that σ ≤ p − 1 as in Theorem 1.
First we argue about smoothness at r = 0. Here we let σ = p as long as the assumption (10) holds. We note that
in polar coordinates. When carrying out a Taylor expansion in non-singular Cartesian coordinates z ∈ C and using the complex conjugate z, we can write that
Using the coordinate transformation z = re iθ we must regain the polar form, that is,
If there exist finite coefficients bm 1 m2 = a n k , such that
then the two series (80) and (81) are equivalent and W is n times differentiable at r = 0. Solving (82) for m 1 and m 2 yields
We have already established in equation (59) that n and k must be odd or even at the same time, therefore m 1 and m 2 are non-negative integers satisfying 0 < m 1 + m 2 ≤ σ. Consequently, we established that for every bm 1 m2 there is a unique a tinuously differentiable, hence we need σ ≤ p−1 in order to have a p times differentiable invariant manifold, which is the condition of Theorem 1.
Differentiability with respect to κ
The conservative limit (κ = 0) is not apparent from equation (74). We perform integration by parts on (74), which reveals the conservative limit. To simplify the calculation we abuse the notation g 
where K 0 and Kκ are defined as the appropriate components of equation (85). Differentiating (86) with respect to κ at κ = 0 yields
hence the assumption of Lemma(2) is satisfied if σ ≤ p − 2. This concludes the proof of Theorem 1.
Conclusions
In this paper we have shown that under the conditions of Theorem 1 SSMs smoothly tend to the the sub-centre manifold when the system becomes conservative. To calculate the global SSM, we have introduced a numerical scheme. We have found that the error in calculating SSMs, regardless of the numerical scheme used grows with the power of the spectral coefficient. We have illustrated both the theory and the numerical scheme through two examples. The first example tested the theoretical predictions on the growth of error. The second example illustrated that local parametrisation that is inherent in the Taylor expansion of SSMs can break down early and that the global parametrisation can calculate SSMs until they connect to a periodic orbit or another steady solution, such as an invariant torus.
The result is specific to two-dimensional SSMs. However, in many cases two-dimensions are not sufficient to capture all the important dynamics within a system. It is not clear how the proof could be extended to higher dimensions. Many systems also include parameters that remain important in a reduced order model. Further work could involve extending the numerical method to capture a parameter dependent SSM. Most importantly many mechanical systems, where SSMs play a crucial role are forced externally. To capture the forced response further analysis is necessary along the lines of Breunung and Haller [3] .
