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ABSTRACT
The distribution of cosmological neutral hydrogen will provide a new window into
the large-scale structure of the Universe with the next generation of radio telescopes
and surveys. The observation of this material, through 21cm line emission, will be
confused by foreground emission in the same frequencies. Even after these foregrounds
are removed, the reconstructed map may not exactly match the original cosmological
signal, which will introduce systematic errors and offset into the measured correlations.
In this paper, we simulate future surveys of neutral hydrogen using the Horizon Run 4
(HR4) cosmological N-body simulation. We generate HI intensity maps from the HR4
halo catalogue, and combine with foreground radio emission maps from the Global
Sky Model, to create accurate simulations over the entire sky. We simulate the HI
sky for the frequency range 700-800 MHz, matching the sensitivity of the Tianlai
pathfinder. We test the accuracy of the fastICA, PCA and log-polynomial fitting
foreground removal methods to recover the input cosmological angular power spectrum
and measure the parameters. We show the effect of survey noise levels and beam sizes
on the recovered the cosmological constraints. We find that while the reconstruction
removes power from the cosmological 21cm distribution on large-scales, we can correct
for this and recover the input parameters in the noise-free case. However, the effect
of noise and beam size of the Tianlai pathfinder prevents accurate recovery of the
cosmological parameters when using only intensity mapping information.
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1 INTRODUCTION
The distribution of matter on large-scales has provided an
important cosmological probe, allowing for measurement of
the cosmological parameters by probing both the initial con-
ditions that generated the seeds of structure, and also the
physics that causes the structures to grow and develop. This
data has come from large area extragalactic surveys, mainly
targeting galaxies in the optical, which act as tracers of the
underlying dark matter density fluctuations. While the first
surveys were initially at very low-redshifts (e.g. CfA sur-
vey, (Geller & Huchra 1989), 2df (Colless et al. 2001)), their
reach has increased as the technology has improved. Results
from these surveys are independent from, but complimen-
? E-mail:jacoboasorey@kasi.re.kr
tary to, that of the more distant cosmic microwave back-
ground (CMB).
These surveys have an advantage over the CMB, as
the density distribution of the Universe can be measured
from galaxies in three dimensions, rather than the two-
dimensional surface from which the CMB photons are emit-
ted. This property allows for an increase in the sampling,
as a particular scale can be measured in more directions,
leading to a decrease in sample variance (e.g. Sefusatti &
Komatsu (2007). It also allows for types of measurements
impossible in two-dimensions, for example the radial com-
ponents of the BAO giving a direct probe of the Hubble rate
H(z) (Blake & Glazebrook 2003; Hu & Haiman 2003; Seo &
Eisenstein 2003). However, there are disadvantages as well,
since the structures at late time will have undergone some
non-linear evolution under gravity which requires more com-
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plex modelling. There is also the greater observational time
and effort required by galaxy redshift survey, as opposed to
a simpler photometric survey (Blake & Bridle 2005).
Most of these surveys of the matter distribution have so
far been in the optical and near-infrared, as the combination
of technological lead and targets available in the this wave-
length range has made these sources most accessible. How-
ever, these surveys will soon reach a natural limit, as the
expansion of the Universe will redshift the spectra of these
objects out of the observable range, leading to a ‘redshift
desert’ in the range 1.4 < z < 3. The next generation of ra-
dio observatories offers an alternative in this region, through
the measurement of 21cm emission of neutral atomic hydro-
gen (HI). This line emission should be observable at greater
redshifts, as radio telescopes can span a much larger range
of frequencies than the optical wavelength band. This sig-
nal can be used either in the same manner as traditional
optical galaxy spectroscopy, to identify the redshift of in-
dividual galaxies (HI galaxy surveys) (Haynes et al. 2018),
or by measuring the total HI intensity in a larger sky area
(pixel), known as HI intensity mapping (Bharadwaj & Sethi
2001). Intensity Mapping in particular can be carried out
much faster than optical spectroscopic surveys, giving the
opportunity to conduct full-sky sky surveys and so measure
the matter distribution on the largest scales (Camera et al.
2013).
However, since the spontaneous hydrogen spin-flip tran-
sition is highly forbidden, with a long mean lifetime, and
the intergalactic density of cold neutral hydrogen is low, the
21cm signal is relatively weak (T ∼ 1mK). This weak sig-
nal can be overwhelmed by foreground radio emission at the
same observed frequency (T ∼ 1K or greater at around 800
MHz). These foreground radio emissions include the thermal
radiation from the ionosphere of the Earth, the galactic syn-
chrotron, free-free emission from ionized regions both galac-
tic and extra-galactic, and radio point sources contaminants.
Separating the cosmological HI signal from the non-HI fore-
ground will be difficult, and a number of different methods
have been proposed. All of these methods assume a smooth,
large-scale frequency-dependence of the foregrounds, that
can be modelled and removed for each pixel, leaving the
small-scale fluctuations that correspond to the 21cm den-
sity fluctuation. These include: fastICA which removes the
foregrounds using independent component analysis in fre-
quency space (Chapman et al. 2012; Wolz et al. 2014), PCA
(principal component analysis) and ICA (independent com-
ponent analysis) (Alonso et al. 2015), the Correlated Com-
ponent Analysis (CCA) method (Brown & Bonaldi 2015),
Karhunen-Loeve Decomposition (Shaw et al. 2014, 2015),
Generalized Morphological Component Analysis (GMCA)
(Chapman et al. 2013).
The most important questions are then how well the
cosmological parameters can be measured by future data
sets (precision), and how much bias can be introduced into
the measurements by the foreground removal process (accu-
racy). In order to settle both of these questions, forecasts
need to move beyond the assumption of Gaussianity, and
simple power spectrum distributions of the fluctuations, and
consider accurate sky simulations, based on large-scale N-
body simulations. In this paper we address both questions,
with particular emphasis on accuracy, showing how biases
or offsets in the posterior probability distribution of the cos-
mological parameters (offsets relative to the input parameter
values of the simulations) are introduced by the effect of re-
moving the foreground contamination, and can be corrected
for using simulations.
Another method to increase the accuracy of the recov-
ered cosmological parameters from the 21cm radio sky would
be to cross-correlate the intensity map with a galaxy cat-
alogue that covers the same area of the sky and redshift
range. Since the optical galaxy sample would not have the
same systematic errors and uncertainties introduced by the
radio foreground removal process, the cross-power spectrum
should be a more accurate representation of the underlying
density field. This would also be straightforward to demon-
strate with simulations, if the halos can be populated by
a galaxy distribution that matches the planned survey. In a
forthcoming paper we will simulate this cross-correlation us-
ing the same prescription and analysis approach as we have
here (Shi et al. 2020).
For the HIR4 (HI with Horizon Run 4) project have
created a full simulation and analysis pipeline. Some
approaches use hydrodynamical simulations (Villaescusa-
Navarro et al. 2018) or fast lognormal mock catalogues
(Alonso et al. 2014). In our case, we have started with the
dark matter-only particle Horizon Run 4 N-body simulation,
and populated the halos with clouds of neutral hydrogen.
Having simulated the cosmological signal, we applied fore-
ground radio emission at the appropriate wavelengths based
on the best available current data. We then masked the sky
and applied reconstruction techniques to remove the fore-
grounds and reconstruct the cosmological signal. Finally, we
measured the angular power spectra of the 21cm tempera-
ture maps, and measured the cosmological parameters from
these. Since we have complete control over every step of the
process, any mis-match or offset between the final cosmo-
logical results and the initial cosmological parameters set in
the simulation will then provide a test of the steps we have
taken and the assumptions we have made in the analysis
process.
In section 2 we describe the methodology we use to gen-
erate our simulations and analyse our data, including de-
tails about the Horizon Run 4 simulations, generating the
simulated the cosmological and foreground sky, and recon-
structing the cosmological signal, and measuring the angu-
lar power spectra. In section 3 we show the sky maps that
we generate, the measured angular power spectra for differ-
ent cases, and the cosmological constraints. We summarise
the forecast precision that these measurements will have in
terms of the linear bias and growth rate of structure, and
also address the accuracy at which the different reconstruc-
tion methods recover the input cosmology. In section 4 we
summarise our findings, and make recommendations for fu-
ture analysis of real data.
2 METHODOLOGY
2.1 Cosmology theory
The intensity of the 21cm brightness temperature field Tb, as
a function of spatial position (®x) and cosmological time t, can
be considered as a perturbation relative to the homogeneous
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mean temperature T¯b evaluated at time t, such that
∆Tb(®x, t) = Tb(®x, t) − T¯b(t) . (1)
If we assume that the statistics of the density of neutral
hydrogen track the statistics of the overall matter density,
then we can make the usual assumption that the two are
related through some bias parameter b, and rearrange Eq.
1 to give the 21cm field temperature in terms of the matter
density perturbation δ,
Tb(®x, t) = T¯b(t)[1 + b(®x, t)δ(®x, t)] . (2)
If we now transform from a real space position and homo-
geneous time coordinate to a measured sky direction ®n and
redshift z, we need to include the effects due to redshift-space
distortions, giving
Tb(®n, z) = T¯b(z)
[
1 + b(®x, t)δ(®x, t) + 1 + z
H(z) n
i∂i(®n · ®v)
]
. (3)
The clustering of fluctuations is described by the
anisotropic power spectrum in Fourier space that can there-
fore be written (assuming the Kaiser formula for redshift-
space distortions (Kaiser 1987) and linear perturbation the-
ory) as
P21cm(k, µ, z) = T¯b(z)2Pδδ(k, z)
[
bHI(z) + f (z)µ2
]2
, (4)
where µ = cos θlos is the ratio between a given mode and
the radial modes given by the line of sight. We describe the
linear growth rate f (z) theoretically by parameterizing it
with a growth index γ (Linder & Cahn 2007),
f (z) = Ωm(z)γ , (5)
and as we are assuming a ΛCDM model with Einstein grav-
ity, the growth index is given by γ = 0.545 (Peebles 1984;
Lahav et al. 1991).
2.2 Generating Sky Maps
We have created maps of 21cm emission for different config-
urations. We start from an N-body simulation and then we
proceed to create neutral hydrogen mass catalogues, that are
finally converted in brightness temperature maps. We also
add foregrounds and receiver noise to the combination.
2.2.1 Horizon Run 4 simulations
Since we are interested in simulating wide field 21cm inten-
sity mapping surveys, we start by using a halo catalogue
from a very large volume N-body simulation as the initial
framework for the neutral hydrogen. We have used the Hori-
zon Run 4 (Kim et al. 2015) simulations to create our inten-
sity mapping maps. It is an N-body simulation run on a box
of Lbox = 3150h−1 Mpc. From the dark matter particles in
the light-cone a halo catalogue was built using a Friend-of-
friends algorithm. The minimum halo mass is 2 · 1011h−1M
which correspond to 25 dark matter particles in the original
lightcone. It is based on a flat ΛCDM cosmology with a mat-
ter density of Ωm = 0.26, a Hubble parameter at redshift zero
of H0 = 72 kms−1Mpc−1, and an amplitude of fluctuations on
scales of 8 h−1Mpc of σ8 = 1/1.26.
The total number of halos in the catalogue is
1, 654, 566, 127. In Fig. 1, we show the mass halo function
for halos in the redshift range sampled by Tianlai and the
range we consider in this paper. The simulation also include
the velocities of the haloes. Using this velocities, we can cre-
ate a catalogue that includes the linear redshift distortions.
This redshift zv is given by the combination of the cosmo-
logical redshift and the peculiar velocity one (Li et al. 2016;
Davis et al. 2019)
(1 + zv) = (1 + ztrue)(1 + vz/c), (6)
where ztrue is the true redshift given by the Hubble-Lemaˆıtre
flow and zv is the redshift that includes the effect of the
peculiar velocity in the radial direction vz .
2.2.2 Neutral Hydrogen mass modelling
We assign masses of neutral hydrogen to dark matter halos
based on the halo mass Mh and virial velocity vc , following
the halo model for neutral hydrogen developed in successive
improvements in Barnes & Haehnelt (2015); Padmanabhan
et al. (2016); Padmanabhan & Refregier (2017). There are
other approaches (e.g. Modi et al. (2019)), but since we ex-
pect our signal to be dominated by the most massive neutral
hydrogen halos, we find this prescription to be sufficient for
our use.
In Padmanabhan & Refregier (2017) the mass of neutral
hydrogen hosted in a dark matter halo of mass Mh is given
by:
MHI(Mh) = fHI fH,cMh
(
Mh
1011h−1M
)β
exp
[
−
(
vminc
vc(Mh)
)3]
exp
[
−
(
vc(Mh)
vmaxc
)3]
, (7)
where fHI is a multiplicative constant that corresponds to
the amount of neutral Hydrogen with respect to the fraction
of cosmic Hydrogen, fH,c = (1−Yp)Ωb0/Ωm0 where Yp = 0.24
is the primordial Helium abundance. The model includes a
logarithmic slope β and two velocity cut-offs vminc and v
max
c .
The reason for the velocity cut-offs is that low-mass halos
are not capable of keeping the neutral hydrogen while mas-
sive halos heat the gas and it stops being neutral. The values
used for our simulation, which are partially based on Pad-
manabhan & Refregier (2017) best fit to data, are fHI = 0.17,
β = −0.55, vc0 = 30 km/s and vc1 = 200 km/s. We have used
different values for the cut-off velocity parameters in order
to find similar values of the hydrogen bias, as given in obser-
vations. In order to define the virial velocity, we have used
the spherical collapse model as in
vc(Mh) =
√
GNMh
Rc
, (8)
where Rc(Mh) is the virial radius. Following Padmanabhan
et al. (2016), we determine the virial radius by
Rc(Mh) = 46.1kpc
(
∆vΩmh2
24.4
)−1/3 ( 1 + z
3.3
)−1 ( Mh
1011M
)1/3
.
(9)
We use ∆v given by the solution to a spherical top hat per-
turbation collapse for a virialized halo for the flat ΛCDM
MNRAS 000, 1–20 (2020)
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Figure 1. Distribution of halo masses for halos selected in the
expected redshift range for the Tianlai pathfinder. The sharp cut-
off for the small masses is due to the resolution limit of the HR4
simulation.
Universe, Ωk = 0, (Peebles 1980; Eke et al. 1996; Bryan &
Norman 1998) where
∆v = 18pi2 + 82x − 39x2, (10)
and x = Ωm(z) − 1. We show in Fig. 2, the average neutral
hydrogen mass for a given halo mass at three different red-
shifts. We can observe that the mass distribution decreases
with the massive halos cut-off while we do not reach the
cutt-off in the least massive halos as the resolution of the
Horizon Run 4 is not enough to reach the quenching scale.
We can define the bias of neutral hydrogen, bHI(z) as
bHI(z) =
∫
dMn(M, z)MHI(M, z)b(M, z)∫
dMn(M, z)MHI(M, z)
, (11)
while the neutral hydrogen density parameter is:
ΩHI(z) = ρHI
ρc,0
=
1
ρc,0
∫ ∞
0
dMn(M, z)MHI(M, z). (12)
A more in-depth discussion of the neutral hydrogen bias,
using hydrodynamical simulations, can be found in Ando
et al. (2019); Wang et al. (2019). In Fig. 3 we show the
bias estimated using Eq. 11. The values are consistent with
previous studies in the literature (Mar´ın et al. 2010). We
use this parameter as a benchmark parameter to test our
simulated catalogues.
2.2.3 Brightness temperature maps
Once we have assigned hydrogen masses to the halos in our
simulation, we can continue to the next step, the creation of
intensity maps. In order to do so, we define a redshift bins
configuration and a given pixelization resolution. Then, we
stack all the hydrogen masses for all the haloes in each cube
defined by an angular pixel and a redshift bin. The corre-
sponding mass MHI is what we use to create the temperature
maps. Following Battye et al. (2013); Bull et al. (2015) we
define the 21cm brightness temperature as:
Tb(nˆ, z) =
3hPlc3A12
32pimh
(1 + z)2
H(z) ρHI(nˆ, z), (13)
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Figure 2. Distribution of hydrogen masses following Eq. 7 at
three redshifts within the Tianlai redshift range and the HR4
simulation.
0.2 0.4 0.6 0.8 1.0 1.2
Redshift
1.00
1.05
1.10
1.15
1.20
1.25
b H
I(z
)
Figure 3. Bias of neutral hydrogen for the halos in our sample
for the the full redshift range of the Horizon Run simulation. The
bias have been measured using Eq. 11 and we measured the halo
mass function and the neutral hydrogen mass distribution from
the simulation.
where kb is the Boltzmann constant, hPl is the Planck con-
stant, mh is the mass of the neutral hydrogen atom, A12 is
the quantum efficiency, c is the speed of light, r(z) is the
comoving distance to redshift z, MHI is the mass of neutral
hydrogen in the volume given by the frequency and area, dν
and dΩ, which correspond the frequency (redshift) and pixel
bins, respectively.
One caveat of our method is that we cannot access all
the halo masses that host neutral hydrogen as the HR4 sim-
ulation has a lower limit for the mass of the haloes. As we
do not have access to all the halo masses, we do not com-
pletely sample the full ρHI in a given volume cell. This lack
of mass will produce a smaller brightness amplitude Tb than
the expected one in nature. As the 21 cm cosmological signal
has a low amplitude, reconstruction from a foreground dom-
inated map becomes more difficult as the amplitude of the
cosmological signal from neutral hydrogen becomes smaller.
Therefore, we need to take into account the shortfall of neu-
MNRAS 000, 1–20 (2020)
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Figure 4. Comparison between theoretical descriptions of ΩHI
and measurements compiled in Crighton et al. (2015) (black dots).
tral hydrogen in the simulation by scaling the average bright-
ness temperature according to observations.
From Eq. 12, we see that ρHI is proportional to the
density parameter of neutral hydrogen, ΩHI. We can use
measurements of this parameter in order to calibrate the
mean temperature of our 21cm maps. We have decided to
follow the definition given in Square Kilometre Array Cos-
mology Science Working Group et al. (2018); Cunnington
et al. (2019). The approach is based on a polynomial fit to
the ΩHI data compiled in Crighton et al. (2015).
Both analysis (Square Kilometre Array Cosmology Sci-
ence Working Group et al. 2018; Cunnington et al. 2019)
define this fit as:
ΩHI(z) = 0.00048 + 0.00039z − 0.000065z2. (14)
We can compare this approach with other models in the
literature. Using the same data compilation Crighton et al.
(2015) but a different model for the redshift dependency
given by ΩHI ∝ (1+ z)0.6. In Battye et al. (2013), the density
parameter is assumed constant and fitted to low redshift
data where ΩHI = 2.45e − 4. We can see the comparison in
Fig. 4.
Then, we re-scale the brightness temperature T¯old
b
give
by Eq. 13 in each map and pixel
Tnewb (nˆ, z) =
Told
b
(nˆ, z)
T¯old
b
T¯newb , (15)
so that the new mean temperature, T¯new
b
is given by:
T¯newb (z) = 180h0
(1 + z)2
E(z) ΩHI(z)mK, (16)
where ΩHI(z) is given by Eq. 14.
We can see in Fig. 5 the effect of this re-scaling in
the mean temperature and in the temperature fluctuations
∆Tb = Tb(x) − T¯b. The change in the fluctuations is needed
in order to recover the right amplitude of the power spectra
and the input bias from the simulation from the pure 21cm
signal. We also compare our chosen approach with other
definitions of brightness temperature such as Battye et al.
(2013) where ΩHI was estimated assuming a constant mean
value and only low redshift data, which tends to indicate
a lower ΩHI or Chen et al. (2019) which also consider the
600 700 800 900 1000 1100 1200
Freq. (MHz)
0
200
400
600
800
1000
T b
(
K)
Chen et al. 2019
SKA-SWG (2018)
Battye et al. (2013)
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HIR4 LOS 2 (scaled)
Figure 5. Neutral hydrogen brightness temperature evolution
with frequency. We show three different theoretical models in the
literature for the mean temperature in solid lines while we show
the evolution in redshift of three different random lines of sight
from the mock temperature maps for both the temperature given
by the hydrogen mass from the HR4 haloes and the one rescaled
following Eq. 15.
data compilation from Crighton et al. (2015) but assumes
a different model based on a power law of (1 + z) to define
the redshift evolution of ΩHI therefore deviating from the
polynomial model that we consider in Eq. 14 and that is de-
fined in Square Kilometre Array Cosmology Science Working
Group et al. (2018).
2.2.4 Foreground maps
Radio measurements are dominated by foreground radio
emissions. In order to study the influence of foregrounds
on the measured signal with our radio telescopes, we need
to add or model them in our simulated catalogues. In or-
der to do so, we have created a suite of foreground maps
for each frequency bin considered in our mock catalogues.
In particular, we use the updated Global Sky Model (GSM)
(de Oliveira-Costa et al. 2008; Zheng et al. 2017) to generate
foreground maps as this method produces a good approxi-
mation to the Galactic Diffuse emission.
GSM minimises the cost function given by a matrix de-
composition and the data of 29 frequency maps with fre-
quencies between 10MHz and 5THz using an iterative algo-
rithm in which the initial guess is made using a PCA de-
composition of 6 components of the data matrix. The GSM
model maps include mostly information from five different
foregrounds: synchrotron, free-free, CMB, warm dust and
cold dust.
2.2.5 Masking
We can create full-sky simulations for the cosmological 21cm
signal. But much of the emission from galactic foregrounds
is coming from close to the galactic centre and the galactic
plane. Therefore, the first step to remove the signal from
foregrounds is to mask the highest intensity emission from
the Milky Way. To do so, we have considered a simple pro-
cedure in which we apply a brightness temperature cut of
MNRAS 000, 1–20 (2020)
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Tb,mask = 8K, and so every pixel with Tb > Tb,mask is re-
moved from the analysis.
We show in Fig. 6 the masks that we use regarding the
galactic emission. On the left we show in magenta the area
removed from the hydrogen maps in order to estimate the
observed angular power spectra, assuming that all areas of
the sky are accessible, and in yellow the area that is used.
On the right panel, we show the mask used for the Tianlai
survey, with the same colour scheme. The yellow area is now
also restricted to the footprint of the Tianlai survey, since in
considering this survey, we need to apply a declination mask
as Tianlai cannot access the southern ecliptic hemisphere,
δ < 40. We consider this mask only when using the noise
maps regarding Tianlai survey that we describe in section
2.3.
2.3 Instrumental effects and Tianlai cylinder
array
The last ingredient that we consider in our maps is the in-
strumental noise. While the 21cm cosmological signal and
the foreground signal are produced by astrophysical pro-
cesses, the telescopes that measure this signal have also an
intrinsic thermal noise plus the extraterrestrial signal is con-
volved with the instrument beaming.
2.3.1 Map making for transit radio telescopes
Unlike a traditional radio interferometer that usually ob-
serves a small patch of sky and exploit the Fourier trans-
form mapping between the sky and the uv-plane by assum-
ing the flat-sky approximation, the Tianlai cylinder array is
wide-field transit interferometers. The observable, visibility,
measures different parts of the curved sky as a function of
time (i.e., the azimuthal angle φ). At any instant, a visibility
for any particular frequency is given by
Vi j (φ) =
∫
d2nˆBi j (nˆ; φ)T(nˆ) + ni j (φ) , (17)
where ni j (φ) represents the noise term and the beam transfer
function Bi j (nˆ; φ) is given by
Bi j (nˆ; φ) = Ai(nˆ)A∗j (nˆ)e2piinˆ·ui j . (18)
Here, the visibility is measured by correlating the sig-
nals from a pair of feeds i and j, located at positions ri and
rj with ui j ≡ (ri − rj )/λ, where λ is the observed wavelength,
nˆ is the sky direction, and Ai(nˆ) denotes the primary beam
of feed i.
Recently, a novel“m-mode”formalism for the analysis of
transit radio telescopes was proposed by Shaw et al. (2014).
It provides an easy way to linearly map wide-field interfer-
ometric data on the full sky. The measured visibilities can
be written as a summation of spherical harmonic modes. By
taking into account the fact that the measured visibilities
change periodically with the sidereal day (i.e., the periodic-
ity in φ), one can find a simple relation between the so-called
m-mode visibilities V i jm and the sky by
V i jm =
∑
`
Bi j
`m
a`m + n
i j
m . (19)
Here, a`m and B
i j
`m
denote the coefficients in the spherical
harmonic expansions of the sky T(nˆ) and the beam transfer
function Bi j
`m
(φ), respectively, which read
T(nˆ) =
∑
`m
a`mY` m(nˆ) , (20)
Bi j (nˆ; φ) =
∑
`m
Bi j
`m
(φ)Y∗`m(nˆ) . (21)
Following Refs. (Shaw et al. 2014; Zhang et al. 2016),
one can then group m-mode visibilities from all baselines of
the array together into a vector v, and similarly group m-
mode harmonic coefficients of the sky and m-mode noises
for all baselines into vectors of a and n, respectively. The
measurement equation in Eq. 19 for each m-mode thus can
be further simply rewritten in matrix form as
v = Ba + n , (22)
where we have expressed the beam transfer matrices in an
explicit matrix notation B. This equation is valid for any
particular m and frequency ν.
Using the maximum likelihood method, the best esti-
mate of the sky spherical harmonics coefficients from a given
set of sampled visibilities for each individual m and frequency
ν is solved by
aˆ = (B†N−1B)+B†N−1v , (23)
where the superscript + represents the pseudo-inverse. Here,
we assume that the instrumental noises at two different
frequencies are uncorrelated and the noise follows a com-
plex Gaussian distribution with zero mean and covariance〈
nn†
〉
= N.
2.3.2 Configuration of the Tianlai cylinder array
The Tianlai Pathfinder presently consists of an array of three
adjacent cylinder telescopes, located in Hongliuxia, a radio-
quiet site in northwest China (44◦9′9.66′′ N 91◦48′24.72′′ E).
Each of the cylinders is 15 m wide and 40 m long. With wide
field of view radio interferometers, the Tianlai Pathfinder is
dedicated to measure the 3D maps of neutral hydrogen (so-
called 21 cm intensity mapping) of the northern sky in the
Universe by surveying neutral hydrogen over large areas of
the sky at low redshifts in the range of 1.03 > z > 0.78
(700 − 800 MHz). Currently, the three cylindrical reflectors
oriented in the North-South direction, each having 33, 32,
and 31 feed antennas respectively (see Fig. 7).
For the Tianlai cylinder array, by assuming uncorrelated
thermal noises across all baselines and frequencies, the noise
level (RMS) in units of brightness temperature is given by
(Thompson et al. 2001):
σNij =
(
Ni jm
)1/2
=
Tsys√
∆ν∆ti j
(
λ2
Ae
)
, (24)
where ∆ti j is the total integration time of baseline i j, Tsys is
the system temperature, Ae is the effective area of antenna,
λ is the observing frequency, and ∆ν is the width of the
frequency channel. The system temperature is the sum of the
sky brightness and the analog receiver noise temperature,
Tsys = Tsky + Trec. At the frequency of interest (700 − 800
MHz), the Tianlai array would be expected to achieve a
total system temperature of 50−100 K, and thus we assume
Tsys = 50 K in this study. We also assume two full years of
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Figure 6. On the left, we show the masked region in blue when removing the galactic center to reduce the foreground signal in the maps.
On the right, we show the mask used when considering the Tianlai pathfinder survey noise maps as this mask includes the information
of the Tianlai footprint.
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Figure 7. Configuration of the Tianlai pathfinder cylinder ar-
ray. At present, the array has three adjacent cylindrical reflectors
oriented in the North-South direction, each with 15 m wide and
40 m long. The three cylinders are equipped with a total of 96
dual polarization receivers, which are irregularly spaced on the
cylinders. The number of feeds on each cylinder is 31, 32 and
33, respectively, spanning the same distance of 12.4 m along the
North-South direction on each cylinder. The feed spacing is thus
0.388 m, 0.4 m and 0.413 m, respectively.
observation for the Tianlai pathfinder survey. The effective
antenna area Ae is calculated by AeΩ = λ2, where the beam
solid angle Ω is well approximated by Ω ' 0.1 for the current
Tianlai cylinder array.
By realistically simulating the noise visibilities for the
Tianlai instrumental configuration, the noise sky maps for
all frequencies from these visibilities are reconstructed by
the above map-making process with using the maximum-
likelihood solution in Eq. 23.
In the main analysis of this paper, we only consider
Tianlai-like noise when building the HIR4 maps, but for ref-
erence we show here a comparison with a case based on
SKA-MID phase 1 noise. We can estimate the beam of the
SKA survey by only considering the baseline of the tele-
scope. The intensity mapping beam size is Σbeam = 1.133θ2.
As defined in Cunnington et al. (2019), the beam resolution
is giving by
θbeam =
1.22c
νDbase
. (25)
where Dbase = 15m for the SKA configuration.
We can also simulate the effect of a gaussian beam with
the pure 21cm maps. In order to do so, we have smoothed
the 21cm intensity mapping field in each frequency beam
with a gaussian filter with a smoothing scale given by Eq.
25 (Cunnington et al. 2019).
2.4 Observed temperature map
We define the observed temperature map as the one that
combines the cosmological signal from the simulation, the
foregrounds and the observational noise. We define the ob-
served temperature as:
Tobsb (nˆ) = THIb (nˆ) + T
foreground
b
(nˆ) + Tnoiseb (nˆ), (26)
where THI
b
(nˆ) is the brightness temperature of cosmological
neutral hydrogen at pixel given by position (nˆ) given by Eq.
13 and with the mean temperature rescaled as given by Eq.
15. Then we add the brightness temperature from the same
pixel in the foreground map, created using the GSM, at the
mean frequency of the corresponding frequency bin, follow-
ing prescription in section 2.2.4. Finally, we can add the
value of the noise temperature at that angular position given
by the Tianlai noise maps explained in section 2.3.
In Fig. 8, we show how the beaming affects the expected
signal when we use all the information in the frequency bin
790-800 MHz. The SKA noise assume 10,000 hours of in-
tegration, leading to a noise variance of σ = 4.4 × 10−5mK,
whereas the expected average noise for Tianlai given one
year of integration is σ = 2.6 × 10−4mK. Note that in this
paper we generate full-sky simulated noise maps for Tianlai
to use in the analysis pipeline, but show that this assump-
tion of one year on the sky gives a similar noise value to
the simulated maps at large angular scales. We can see that
the effect of the noise on the power spectrum for SKA-MID
phase 1 is much smaller than the effect of a Gaussian beam,
given by 25, over the range of multipole values that would
be considered for cosmological analysis.
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Figure 8. Example of angular power spectrum for the cosmolog-
ical 21cm temperature maps (black solid), maps with foreground
signal (black dot-dashed), maps with foregrounds and the ex-
pected dish beam and noise maps for SKA-MID phase 1 receivers
(red dot-dashed). We also show the power spectra of the noise
alone for Tianlai (cyan dotted) and SKA-MID phase 1 (blue dot-
dashed). The frequency band in this case is 790-800 MHz. The
SKA-MID phase 1 noise assume 10,000 hours of integration, lead-
ing to a noise variance of σ = 4.4× 10−5mK, whereas the expected
average noise for Tianlai is σ = 2.6 × 10−4mK.
2.5 Analysis methods
2.5.1 Reconstruction methods
The goal of any reconstruction method is to decompose the
map into a set of signals with some different qualities or
attributes. In the case of 21cm, we use reconstruction meth-
ods to split the map into the foreground part (generated
locally to our galaxy) and the cosmological part, based on
the assumption that the frequency dependence of the two
will be very different. In this section we describe three such
methods, fast independent component analysis (fastICA),
principal-component analysis (PCA), and log-polynomial
fitting.
fastICA
The fastICA method assumes that the maps can decom-
posed into a set of signals with some non-Gaussian distribu-
tion (the foregrounds) and some Gaussian noise (the cosmo-
logical signal). This is given by
x = As + n . (27)
Here x is the final map, which will be split up by pixel and
frequency bin, s is vector of components, with an ampli-
tude for each component that depends on the position in
the map, A is the mixing matrix that defines how the com-
ponents evolve with frequency, and n is the distribution of
Gaussian noise. Note that the data is ‘pre-whitened’, such
that the mean in each frequency bin is removed, and only re-
placed during the reconstruction phase. This means that the
mean temperature of each bin, which is a sum of the mean
of the 21cm cosmological signal and the mean of the fore-
ground emission at that frequency, cannot be reconstructed
by this process, and only the distribution of fluctuations can
be separated.
In our implementation, the non-Gaussian components
should correspond to the foregrounds, which should be well
behaved and continuous in frequency space. In contrast, the
intensity of the cosmological 21cm emission depends on the
mass of neutral hydrogen present in the ‘voxel’, which is
a stochastic quantity with a Gaussian distribution, and so
resembles the noise in a fastICA reconstruction process. As
such, the reconstructed map will be given by
xrecon = xdata − As , (28)
where xrecon is the reconstructed map, ordered by pixel and
frequency bin, which includes both the cosmological 21cm
distribution and the Gaussian noise from the instrument.
The method used to estimate s the vector of compo-
nents, and A the mixing matrix, is very similar to that de-
scribed in Chapman et al. (2012); Wolz et al. (2014) and
other, previous works. Using the implementation of fastICA
as part of the scikit-learn python machine learning pack-
age (Pedregosa et al. 2011) we maximise the negentropy,
defined by J(y) = H(ygauss) − H(y), assuming the negentropy
is approximated by a log cosh(y) function. The negenetropy
functions as a measure of distance from gaussianity, and so
maximising it with respect to the components should remove
the foreground signal, leaving behind the Gaussian cosmo-
logical signal.
PCA
For the principal-component analysis (PCA) method, we
again work with “pre-whitened” data, where the mean of
the simulated data has been subtracted. From this we com-
pute the data covariance matrix, looking at the covariance
between different bins in frequency space. We then com-
pute the eigenvectors and eigenvalues of this frequency-
frequency covariance matrix. Since the foregrounds domi-
nate the power in maps at all frequencies, they will dominate
the eigenmodes with the highest eigenvalues. Also, the fore-
grounds are expected to have smooth frequency structure,
so that they could be described by just a few smooth fre-
quency eigenvectors. With these reasons, finally we project
out the principal components with the largest eigenvalues
in frequency space from every spatial pixels to obtain fore-
ground cleaned maps. However, correlations in frequency
space can also be slightly generated cosmologically, and so
again this foreground removal approach may also have the
effect of removing the 21 cm signal from the power spectrum
over all scales.
Specifically, following de Oliveira-Costa et al. (2008), we
reshape the three-dimensional observed data into an Nν ×
Nθ matrix x, where Nθ contains all two-dimensional spatial
pixels (the same as in the fastICA approach). The empirical
ν − ν covariance of the data is
C = xx
T
Nθ
. (29)
By using the PCA analysis, the matrix C can be decom-
posed into C = UΛUT , where Λ is diagonal and contains
the eigenvalues in descending order and U is an orthogonal
matrix whose columns are the eigenvectors (i.e., the prin-
cipal components). Now we define the deprojection matrix,
Π = I − USUT . Here I is the identity matrix and S is a se-
lection matrix with 1 along the diagonal for modes to be
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removed and 0 elsewhere. We can then apply Π to our map
along each line of sight
xrecon = xdata
[
I − USUT
]
, (30)
in order to project out the selected principal components
which are significantly dominated by foregrounds.
log-polynomial fitting
For the log-polynomial fitting, we do not use the pre-
whitened field but take the raw combined map x and try the
linear least-square fitting with an n-th order polynomial,
logT(nˆ, ν) =
n∑
j=0
sj (nˆ) (log ν)j , (31)
at every direction nˆ. We do not consider the noise covariance
matrix at this point, such that the fitting becomes equivalent
to
y = As , (32)
at every direction nˆ, with y ≡ {logT(nˆ, νi)}, Ai j ≡ (log νi)j
and s ≡ {sj (nˆ)}. The best-fit parameter set is then given by
the estimator
sˆ = (ATA)−1AT y , (33)
where the superscript T denotes the transpose. The recon-
structed map is then given by xrecon = xdata − Asˆ just as in
Eq. 28. This is obviously not the best practice that considers
the property of the noise, but is one that just relies on the
smoothness of the foreground. One can of course follow the
procedure by de Oliveira-Costa et al. (2008) with the noise
covariance matrix N ≡ 〈nnT 〉 for a better estimator,
sˆ = (ATN−1A)−1ATN−1y, , (34)
once N properly reflects the instrumental noise and the cos-
mic signal. Because the log-polynomial fitting is already
found to be out-performed by PCA in a wide range of fre-
quency (de Oliveira-Costa et al. 2008), we simply use Eq.
(31-33) in this work to illustrate its relative power.
2.5.2 Angular power spectrum
In order to study the cosmological information encoded in
our maps, we decompose the distribution of intensity in a
certain basis set (in this case spherical Bessel functions). If
the continuous intensity field in a particular direction T(®θ) is
Gaussian and randomly distributed, then it can be decom-
posed into its multiple moment using spherical harmonics
Y` m
a`m =
∫
d ®θY∗`mT(®θ) . (35)
Assuming an isotropic universe, we get the power spectrum
from the autocorrelation function,
〈a∗`ma`′m′〉 = δ``′δmm′C` . (36)
Since the spherical Bessel functions are dimensionless, the
spherical harmonic coefficients a`m must have units of inten-
sity or temperature per unit area, and the power spectrum
C` ∝ T2.
To measure the angular power spectrum we used the
NaMaster1 code (Alonso et al. 2019), which uses the pseudo-
Cl (aka MASTER) approach, including the effect of the sky
mask.
2.5.3 Covariance matrix
Finally, we need to include the measurement errors on the
angular power spectra in order to constrain the cosmological
parameters. As we are focusing on the linear scales in this pa-
per, we assume that the density field is linear and described
by a Gaussian distribution, in order to define the covariance
matrix. When considering a full sky map, it might be pos-
sible to assume that the different modes are not correlated,
giving the standard relation that
Cov(C`,C`′) = Var(C`)δ`,`′ , (37)
where the cosmic variance component of the angular power
spectra variance is given by
Var(C`) =
2C2
`
N(`) (38)
where N(`) = (2` + 1)∆` fsky is the number of modes for
each multipole ` (Cabre´ et al. 2007; Crocce et al. 2011;
Asorey et al. 2012). The variance depends therefore on the
fraction of sky used for the cosmological analysis, fsky =
Asurvey/Asphere, and on the amplitude of the multipole bins
∆` used to measure the angular power spectra. As we in-
clude the effect of the angular mask by drawing theoretical
realizations of the density field, we assume fsky = 1 when
using Eq. 38 to get the first estimates of the cosmological
parameters before re-doing the analysis with a more realisitc
covariance matrix.
However, we will be removing part of the sky to reduce
the effect of foregrounds, and so mode-mode coupling in the
cut sky can lead to non-zero off-diagonal elements in the
covariance matrix (e.g. Brown et al. (2005)). To estimate the
full covariance matrix for the intensity map, including cut-
sky effects, we would need a large number of simulated skies,
each a different realisation of an n-body simulation. Horizon
Run 4 is only a single realisation, and we don’t have multiple
simulations of equal volume and resolution available. To get
around this problem, we create a large number of Gaussian
simulated skies with the same measured power spectrum as
the HR4 intensity map. We then used NaMaster to measure
the power spectrum and cross-correlations between `-values
across the ensemble of Gaussian realisations to estimate the
co-variance. We show an example of the correlation matrix
in Fig. 9 of the f = 790 − 800 MHz frequency bin angular
power spectrum.
2.5.4 Cosmological parameter estimation
Once we have the measured angular power spectrum and
estimated the covariance matrix, we can use this to esti-
mate values of the cosmological parameters. The results from
this parameter fitting can be used to indicate if there is any
bias/offset that has been introduced by the reconstruction
1 Downloaded from https://github.com/LSSTDESC/NaMaster.
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Figure 9. Correlation matrix r = Ci j/(
√
CiiC j j for the different `-
values considered in our cosmological analysis for the f = 790−800
MHz frequency bin.
methods. In this case we choose the amplitude scaling pa-
rameters, the linear bias b, the growth rate f and the back-
ground 21cm temperature T¯21. We fix the other cosmological
parameters to the values specified in section 2.2.1.
To speed up the analysis, we decompose the angular
power spectrum into the term that depends only on the bias,
the term that depends only on the RSD effect, and the cross-
term between the two. Following the approach of Asorey
et al. (2012, 2014), we can reconstruct any angular power
spectrum in the parameter space of {b, f , T¯b} through the
following equation
C` = T¯
2
21
[
b2Cno rsd` + f
2Cno bias` + 2b f C
cross
`
]
. (39)
This approach assumes no growth or bias evolution through
the redshift bin, which is justified given the very thin red-
shift slicing that can be performed. It also fixes the overall
amplitude of the cosmological density field σ8.
We see from Eq. 39 that the background 21cm tempera-
ture parameter is completely degenerate with a combination
of the growth and bias parameters. Of these three parame-
ters then, only two can be independently measured by the
21cm auto-correlation angular power spectrum. (This de-
generacy can be broken with cross-correlations with other
tracers, but we leave that discussion for the future.) We fix
T¯b, and measure the combinations T¯bb and T¯b f .
We use Bayes’ theorem to estimate the posterior distri-
bution of the free parameters θ of our model, given the mock
data generated from HR4 D. Bayes’ theorem is given by
P(θ |D) = P(D |θ)P(θ)
P(D) . (40)
Here P(θ |D) is the posterior, P(θ) is the prior, and P(D |θ) is
the likelihood. P(D) is the evidence, which here is an unim-
portant overall normalisation factor.
For the likelihood we use the χ2 with Gaussian errors,
such that
χ2 = RTC−1R , (41)
where R is the array of the residual, the difference between
the theoretical value from Eq. 39 and the data. We weight
this difference with the inverse of the covariance matrix C =
Cov(C`,C`′), defined in section 2.5.3 and it is constant when
sampling the space of parameters. Finally, the prior is set
such that both b and f > 0, with some large upper limit.
We use the affine-invariant ensemble sampler, known as
MCMC hammer and described in Foreman-Mackey et al.
(2013),2 to sample the parameter space.
3 RESULTS
3.1 Maps
We have created full sky maps in the 700 − 800 MHz fre-
quency range. We have created pure 21cm maps for three dif-
ferent bandwidths, df = 2.5, 5 and 10 MHz. This matches the
expected frequency range of the Tianlai survey. Although we
can go up to frequency bands of df = 1 MHz, we have de-
cided to test this three different configurations to test our
simulated maps, our pipeline and the growth rate of struc-
ture test with different layers of systematic errors.
In Fig. 10 we show a 21 cm map for the frequency bin
of f = 790− 800 MHz as an example of our mock pure 21cm
maps. This map contains the cosmological information en-
coded in the neutral hydrogen as tracer of matter in the
redshift range 0.775 < z < 0.797 given by the frequency
band in which we have chosen to select galaxies when split-
ting the total frequency range in 10 bins with bandwidths
of df = 10 MHz. We must notice that we are capable of pro-
ducing full sky maps because the HR4 halo catalogue is a
full sky simulation up to redshift z = 1.5.
However, we show the contrast with a map that includes
the foreground emission in Fig. 11. We see that the ampli-
tude of the foreground signal is significantly higher than the
cosmological signal. The first attempt of foreground removal
we applied consisted on applying the Milky Way cut to re-
move most of the Galactic Diffuse emission. This is shown
in the right panel of Fig. 11.
In Fig. 12, we show a comparison between the differ-
ent components that we consider on our maps. On the right
panel, we show a patch of the map shown in Fig. 10 which
corresponds to the brightness temperature of neutral hydro-
gen in the frequency bin 790−800 MHz. On the left panel, we
show what corresponds to an observed map, without consid-
ering receiver noise. This map only includes the information
from the cosmological neutral hydrogen brightness temper-
ature and the foreground signal in the same redshift range
given by the GSM. As can be seen, no structure can be dis-
tinguished when the foregrounds are added. In the central
panel, we show the reconstructed brightness temperature
map when fastICA has been applied to the map on the left
panel and considering two components. We can recognise
the structure on the right panel in the middle panel.
3.2 Reconstructed angular power spectra
We define the reconstructed angular power spectra as the
ones given by the maps obtained after removing foregrounds,
first with a milky way mask, and secondly applying a fore-
ground removal algorithm.
2 The code emcee can be found at https://github.com/dfm/
emcee.
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Figure 10. Neutral hydrogen map for frequency f = 790 − 800 MHz and nside = 512 generated from the full sky HR4 halo catalogue.
5.6 670.2Tb(K) 5.6 8.0Tb(K)
Figure 11. On the left, neutral hydrogen map for frequency f = 790 − 800 MHz and nside = 512 generated from the full sky HR4 halo
catalogue and combined with a foreground map generated using the GSM model at f = 795 MHz. On the right, same map is masked
with the MW mask shown in the left panel of Fig. 6.
5.56 7.88
Tb(K) -0.000702 0.00119
Tb(K) 0 0.00226
Tb(K)
Figure 12. On the left, we show the observed map that includes the cosmological signal and the radio foreground signal. On the center,
the fastICA recovered map is shown after removing first 2 non-gaussian components. On the right panel, we show the original cosmological
map. We can see how the central and the right panels are similar.
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Figure 13. We show the transfer function for the 10 bins in the
d f = 10 MHz configuration. The black dots correspond to the
ratio between C21
`
/C21, f r
`
while the blue dashed line corresponds
to the function given by Eq. 43 and the best fit values of `? and
C for each frequency bin. The orange solid line corresponds to
the best fit value of C in each redshift bin.
3.2.1 Transfer functions
The main goal of foreground removal is to reconstruct the
original cosmological information. When we compare the re-
constructed angular power spectra C` after foreground re-
moval with the angular power spectra from the cosmological
maps, we find that the foreground removal process removes
partially cosmological information as seen in Fig. 12.
The approach we have used in order to try to recon-
struct the removed cosmological information is to define a
transfer function, T` :
C21` = T`C
21, f r
`
(42)
that is calibrated using the pure cosmological 21cm map, C21
`
and the same map once we run our foreground removal (fr)
method on it, C21, f r
`
. The procedure is simple, we run the
foreground removal technique on the simulated cosmological
21cm maps in order to measure C21, f r
`
. Then, we fit the
ratio C21
`
/C21, f r
`
to the following functional form of a transfer
function:
T` = exp−`? log ` +C (43)
given by a power law in the large scales and a constant in
the small scales. The reason for this is caused by the fact
that the foreground removal techniques tend to remove in-
formation from the long-wavelength modes. To calibrate this
effect in the large scales, we consider a normalization scale in
the power law term, `?. while we just calibrate the transfer
function in the small scales by the best fitted constant C.
If the foreground removal technique is working nicely, this
constant should be close to 1.
We repeat this approach for each map used in this pa-
per. When we run the foreground removal algorithm on a
map with foregrounds, we apply this fitted transfer func-
tions T` to each measure angular power spectra to correct
from the effect of foreground removal on cosmological infor-
mation.
In Fig. 13 we show the ratio between the cosmological
power spectra and the power spectra of the foreground re-
moved maps. We also show the transfer function best fit for
the df = 10 bin configuration.
We show a table with all the best fit values for each
frequency bin in Appendix A.
3.2.2 Frequency bin width of 10 MHz
We need to understand the physics of the different maps in-
cluded in this analysis by first measuring the auto-angular
power spectra. In Fig. 14, we show some examples in order
to understand and test our simulated maps. We show the
angular power spectra for the f = 700− 710 MHz bin, which
corresponds to a redshift range z = 1−1.03 and it is the high-
est redshift bin we consider in this bin configuration. In the
top left panel of Fig. 14, we show the angular power spectra
C` for the pure cosmological signal (in black). In red, we
can see the signal given by the map produced after remov-
ing two components of the fastICA decomposition. We can
see how we are removing cosmological information, as the
amplitude of the power spectrum is smaller. We have con-
sidered the highest redshift bin because it is on the edges of
our frequency range where the fastICA reconstruction per-
formance is worse.
We can see the effect of the transfer functions in the top
right panel. In this case, we have applied the transfer func-
tion correction to the angular power spectra of the top left
panel and as can be seen, we recover the original information.
But this only happens when we run the foreground removal
algorithm on the pure cosmology maps. When we include the
foreground maps from the GSM model, we do not completely
remove the information from the foregrounds, and therefore
the amplitude of the angular power spectra of the corrected
maps is higher than the one coming only from the large scale
structure temperature fluctuations. This can be seen in the
right bottom panel. Finally, if we include the noise maps
predicted for Tianlai, we can see how the noise signal is the
predominant one, even after foreground removal, in the left
bottom panel.
3.2.3 Frequency bin width of 5 MHz
We studied the effect of including more frequency bins in the
foreground removal recovery of cosmological information. In
Fig. 15, we show the angular power spectra for the lowest
frequency bin 700−705 MHz. We can see that even the maps
produced directly by the fastICA foreground removal, with
no transfer function correction, are closer to the cosmological
power spectrum than the maps for the df = 10 MHz case, as
shown in top left panel of Fig. 15. This is due to the fact that
the bigger the number of frequency bins, the better we trace
the smooth evolution with frequency of the foregrounds. We
can see in this same panel that when the foreground removal
is more efficient, we also remove cosmological information
as the amplitude of the angular power spectra of the maps
produced by fastICA foreground removal is smaller than the
original signal. This is due to the fact that the algorithm is
unable to distinguish between the cosmological signal and
the radio foregrounds.
By definition, we show in the top right panel that the
transfer function allow us to recover the original input. On
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Figure 14. We show the angular power spectra for the f = 700− 710 MHz frequency bin. On the top left, we show a comparison between
the pure 21cm signal and the angular power spectra corresponding to fastICA foreground removal maps for two and three components.
On the top right, we apply the transfer functions to recover the original cosmological information. On the bottom left, we apply the
transfer function to the maps with foregrounds, after foreground removal. Finally in the bottom right we include the Tianlai pathfinder
noise map. Black dashed line corresponds to the simulation input.
the bottom left panel, we show the effect of applying fore-
ground removal and transfer functions to the map with fore-
grounds and we see that we almost recover the original infor-
mation. Therefore, the increase on the number of frequency
bins is significantly improving our reconstruction of the cos-
mological information encoded in the observed maps.
Finally, we still see that the noise is the main signal
on the recovered maps in the bottom right panel, as the
amplitude of the noise map is significantly higher than the
cosmological signal. This implies that receiver noise and the
smoothing caused by the survey strategy is the main sys-
tematic regarding the recovery of the original simulation in-
formation.
We also notice that there is almost no difference between
both foreground removal maps, either if we remove only two
components or three components. If this is the case, then
using only the two component maps is a more reasonable
option.
3.2.4 Frequency bin width of 2.5 MHz
We finally test the smallest frequency configuration we are
considering, the one in which the frequency bins have a
bandwidth of df = 2.5 MHz, which corresponds to 40 bins
in redshift. This is the best sampling of the frequency evo-
lution that we use in this paper. By evaluating Fig. 16, we
see almost no difference with respect to the df = 5 MHz case
shown in Fig. 15. The most noticeable difference is the fact
that the reconstructed map given by two or three foreground
removal components are even more indistinguishable than
before. This happens because the more frequency bins we
consider, the better the foreground removal technique works
and the foregrounds are better removed with less compo-
nents. Therefore, the conclusions extracted from the previ-
ous case are the same here.
3.3 Cosmological constraints
In order to understand the cosmological information en-
coded in the simulation, to benchmark our H1R4 catalogues
and to estimate how the foregrounds and the receiver noise
affect the constraints on the growth rate of structure. Our
procedure consisted on fitting the individual angular power
spectrum of each redshift bin, for each bin configuration in
the different catalogues introduced in section 2.4. When fit-
ting the cosmological maps given by Tobs
b
= THI
b
or the maps
that include foreground signal, Tobs
b
= THI
b
+T foreground
b
we re-
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Figure 15. In this figure, we show the angular power spectra for the f = 700 − 705 MHz frequency bin. The top left panel shows a
comparison between the pure 21cm signal and the angular power spectra corresponding to fastICA foreground removal maps for two
and three components. On the top right, we show the reconstruction with the transfer functions to recover the original cosmological
information. On the bottom left, we show the reconstruction with the transfer function for the maps with foregrounds. Bottom right
panel includes the Tianlai pathfinder noise map and the simulation input (dashed line).
strict the fitting of the angular power spectrum to the scales
` = 20− 200. When we include the noise, the information on
the small scales is meaningless for cosmology purposes and
we limit our analysis to the scales between ` = 20 − 60.
In order to include the information from the covariance
matrix, we have done a preliminary fit assuming a linear
gaussian errors. Then, once we have a best fit values on the
bias b(z) and the growth f (z), we created gaussian realiza-
tions using a theoretical power spectrum for each bin given
by the best fit parameters. When obtaining a most realistic
covariance matrix, we have also considered the effect of the
mask in which can imply the apparition of off-diagonal ele-
ments in the covariance matrix, although they may be small
as shown in Fig. 9. The cosmological constraints shown here
are the ones that were obtained using the full covariance
matrix information.
3.3.1 Frequency bin width of 10 MHz
We have constrained the values of the neutral hydrogen bias
and the growth rate of structure for different bin configura-
tions and foreground and noise levels. For each bin configu-
ration, we have increased the layers of complexity by adding
foreground signal and receiver noise. In addition, we tested
the effect of foreground removal techniques in the cosmolog-
ical constraints.
We see on the top panel of Fig. 17 the constraints on
both the hydrogen bias and the growth rate of structure
when we only consider the cosmological information in our
simulated maps. In this case, we recover the cosmological
signal that was used to generate the mock hydrogen cata-
logues. But we also show what happens if we run the fore-
ground removal algorithm on the 21cm cosmological maps.
On the same panel we can see how the best fit values on the
bias are smaller than the theoretical expected values. This
is due to the fact that with only 10 bins the reconstruction,
which is based on segregating the smooth signal from the
foreground from the density fluctuations in the temperature
field. Let us remind that there is much more fitting bias when
measuring the hydrogen bias b(z) than when measuring the
growth rate f (z). This happens because the hydrogen bias
is mostly constrained by the small scales as it affects all the
scales, while the growth rate only affects the larger scales as
the linear redshit-space distortions only add a boost in the
amplitude at large scales. This is the reason why the bias on
the growth rate is much smaller.
When we include the foregrounds and repeat the same
fit to the same cosmological parameters, we obtain the plot
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Figure 16. Same as Fig. 14 and 15 for the f = 700 − 702.5 MHz frequency bin. On the top left panel, we show a comparison between
the pure 21cm signal and the angular power spectra corresponding to fastICA foreground removal maps for two and three components
with the correction function applied in the top right panel. We show the same on the bottom left but when the maps include the radio
foregrounds. Finally in the bottom right we include the Tianlai pathfinder noise and all the plots include the input value from the
simulation (dashed line).
shown in the middle of Fig. 17. In this case, the best fit values
for the hydrogen bias continue to be biased with respect to
the input theoretical values used to generate the catalogues.
Again, the growth rate values are recovered for the same
reasons stated above. The only main difference with respect
to the previous plot is that we need higher values on the bias
in order to fit the observed angular power spectra show in the
bottom left panel of Fig. 14 as the addition of foregrounds
in the map makes the foreground removal less efficient.
Finally, in the bottom panel we see that when consider-
ing the noise maps, it is impossible to recover the bias infor-
mation because all the small scale information is destroyed
by the beaming. As the bias is not constrained, we obtain
best fits on the growth rate consistent with no redshift-space
distortions as the noise avoids this possibility.
3.3.2 Frequency bin width of 5 MHz
We checked how the narrowing of the binning affects the
reconstruction of the cosmological information after fore-
ground removal. We show in the top panel of Fig. 18 how
the addition of more frequency bins affects the performance
of fastICA. Comparing with the top panel of Fig. 17, where
there were only ten frequency bins, we find that the best
fit values for the hydrogen bias and growth rate are closer
to the input values. This is explained by the better sam-
pling of the evolution of the foreground temperature maps
with frequency, allowing for a better reconstruction of the
cosmological signal and a more accurate fit.
We also notice a similar pattern in both cases (df = 5
and df = 10) in which the constraints for both the bias
and the growth rate of structure at higher redshifts are
more biased (less accurate) than at lower redshits. (Com-
pare the top and middle panels of Fig. 17 and 18.) This
happens because the reconstruction method removes more
power on large scales at higher redshift than at lower red-
shift, an amount that cannot be easily corrected for, even
when using the transfer function, as the reduction in cos-
mological power is not matched when reconstructing a fore-
ground contaminated sky. One possibility is that the small
number of angular modes present in the sky map on very
large-scales means that the power on these scales is not
Gaussian distributed (owing to cosmic variance). The fas-
tICA reconstruction method is then flexible enough to ‘fit’
and remove this non-gaussianity, though it is not clear why
this only happens at high redshift.
In the middle panel, we show the best fit parameters
for the case in which we added the foreground signal to the
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Figure 17. The 68% confidence limit on the linear bias b(z) and
the growth rate of structure f (z) as a function of redshift bin
for the d f = 10 MHz case. Top panel shows the case in which
only 21cm pure maps are considered, middle panel considers the
case in with foreground signal while the bottom panel shows the
constraints when including the noise map. We include the HR4
theoretical values (solid line).
cosmological maps. Again, the recovery of the growth rate
is much better than the recovery of the bias values. But we
also notice that we can measure the growth rate of structure
with a 10% precision.
When we introduce the noise we do not recover the
theoretical value of the bias. As we restrict our fitting at
`max = 60, we obtain less offset (or more accurate) fits on
Figure 18. The 68% confidence limit on the linear bias b(z) and
the growth rate of structure f (z) as a function of redshift bin for
the d f = 5 MHz case. Top panel shows the case with 21cm cos-
mological maps and two different fastICA reconstructions. Middle
panel considers the case with foreground signal and the bottom
panel shows the constraints when including the noise map. We
include the simulation input with the solid line).
the growth rate of structures by degrading the precision of
the fit.
3.3.3 Frequency bin width of 2.5 MHz
The configuration with the narrowest bin configuration,
df = 2.5 MHz, should allow for a better reconstruction of the
cosmological information as it allows us to sample better the
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Figure 19. Same as Figs. 17 and 18 for the d f = 2.5 MHz case. In
the top panel we show the best fit for the case with pure simulated
cosmological maps. The solid line represents the simulation input
information. Middle panel includes the GSM foreground signal.
We include the results for two (green) and three (red) fastICA
components in the reconstructed maps. The bottom panel shows
the best fit when including Tianlai noise.
smooth components from the foregrounds. We can see this
in the different panels of Fig. 19. On the top panel we see
that for a conservative foreground removal approach we al-
most do not remove part of the cosmological signal as in the
previous cases. This is an improvement with respect to the
previous cases due to the better sampling of the frequency
range. The reason that removing only two components of the
fastICA decomposition works better than for three is due to
Figure 20. Comparison between foreground removal techniques.
We show the constraints on the hydrogen bias and the growth rate
for the fastICA, PCA and log-polynomial fitting reconstructed
maps, including the transfer functions, for two components and
order three for the polynomial.
the fact that when we remove more components the risk of
removing cosmological information increases, as it happens
in this case.
When we also include the foreground signal in the maps,
we also do better foreground removal if only considering two
components of the fastICA decomposition. The recovering of
the input parameters is also good at higher redshits as the
narrower redshit bin improves the foreground removal. We
can measure the growth rate with a precision of 10% again
in this case.
Finally, we see the same pattern than in the df = 5 case
when introducing the noise on the mock maps. By reducing
the scales included in the fitting, ` = 20 − 60, we cannot
measure the hydrogen bias as we do not include the small
scales but we can measure the growth rate of structures with
a 100% precision.
3.4 Foreground removal comparison
In the previous results we only considered the maps after
foreground removal reconstruction given by fastICA. In this
section we explore the alternative reconstruction methods.
In terms of the PCA reconstruction, we found that the
results to be very similar to those from fastICA, with the
same number of modes. Once again, increasing the number
of PCA modes from n = 1 to n = 2 had a noticeable impact
on the cosmology recovered, significantly reducing the offset
between the measured posterior and the posterior for the
21cm only case. Changing from n = 2 to n = 3 introduced no
significant change in the size of the measured offset, consid-
ering all of the bins as a whole.
In terms of the in log-polynomial fitting, we first ex-
perimented with various n (maximum order of polynomial),
with Eq. (31-33). We found that n = 3 gives the best result
in the frequency range [700 – 800] MHz in removing the fore-
ground. This result seems to be due to the smallness of n that
is just optimal to mimic the smoothness of the foreground.
We also found that the goodness of reconstruction, in terms
of the recovered angular power spectrum, depends on the
frequency νi . This reflects the relative weakness in the poly-
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nomial fitting, as is also demonstrated by de Oliveira-Costa
et al. (2008, Fig. 3).
In Fig. 20 we show a comparison between the fits for
the hydrogen bias, b and the growth rate f (z) when con-
sidering the fastICA and the PCA reconstructed maps with
ncomp = 2 and when removing components using a polyno-
mial of third order. From the previous results we learned
that this number of components is enough in terms of fore-
ground removal and we also consider the case with frequency
bins of df = 2.5 MHz as this configuration produces the
best reconstruction. By inspecting the figure, we see that
both fastICA and PCA methods provide equally good re-
sults while polynomial method does not recover that well
the growth rate information, especially on the first and last
redshift bins. Therefore, we decided to use fastICA in this
study arbitrarily as there is no method that performs better
than the other. However, we may consider to use PCA for
future analysis as its reliability is also quite good.
4 SUMMARY
With the rise of radio cosmology, hydrogen intensity map-
ping has been raised as a promising cosmological probe. Cur-
rently there are a number of different SKA pathfinders that
are producing the first wide field intensity mapping surveys.
In order to understand the systematic errors, which we ex-
pect from radio foregrounds and receiver noise and beam-
ing, and the possibilities of improving the cosmological con-
straints in the near future with this type of survey, we need
to develop sophisticated cosmological and observational sim-
ulations.
We have created the first simulations of 21cm intensity
map signal across the entire sky produced using the HR4
simulations. The simulated catalogues can cover the full sky
up to redshift z = 1.5. To match the frequency range of
the Tianlai pathfinder experiment, in this paper we have fo-
cused on the range 700−800 MHz. Starting from the Friend-
of-friends halo catalogue, we have applied a halo model in
which the neutral hydrogen mass contained in each halo is
given by the dark matter halo mass and the virial velocity of
the halo, obtained assuming a spherical collapse model, fol-
lowing the prescription of Padmanabhan & Refregier (2017).
In particular, neutral hydrogen populations are suppressed
in low-mass halos, as the gas is not bound to the halo, and
in more massive halos as the neutral hydrogen gas is heated
and becomes excited. Once we have a sample of halos with
neutral hydrogen, we convert the mass in a given redshift
bin and a angular pixel to a brightness temperature, and
generate our set of maps for each frequency band.
To test the consistency of our analysis process, and also
to forecast the effectiveness of the maps as a cosmological
probe, we measure the angular power spectra and covariance
matrix of the 21cm intensity at different redshifts. We use
these data products to constrain the hydrogen bias bHI and
the growth rate of structure f . We show that from the pure
21cm cosmological maps we obtain the same values for these
parameters as those predicted assuming the cosmology that
generated the original HR4 simulation.
We have also created maps that include the foreground
signal as well as the cosmological contribution. The fore-
ground maps are created using the Global Sky Model. This
method uses the information from 29 maps at different fre-
quencies and performs a PCA decomposition of 6 compo-
nents in order to produce foreground maps at any frequency.
In particular, for the frequency range we are considering
(700-800 MHz), the main foregrounds are synchrotron emis-
sion, galactic neutral hydrogen and thermal free-free emis-
sion. We have not considered adding any ad hoc informa-
tion from extragalactic point source emission, part of which
should be in the GSM maps.
Once we included the foreground signal, we first masked
the galactic center, as the foreground emission is unavoidable
here. With the remaining unmasked part, we applied the re-
construction techniques in order to remove the foregrunds
and recover the cosmological signal, which were indepen-
dent component analysis fastICA and principle component
analysis PCA. We created recovered maps by removing two
or three components.
We show that when we apply the foreground removal
algorithm to the data, we are removing part of the cosmo-
logical information, even if we apply it in the case where
no foreground is present. Since a strategy is needed to ac-
count for the missing power, our chosen option is to define
a transfer function that corrects for this. The parameters of
the transfer function are fixed by the best fit to the ratio
between the original cosmological signal (pure 21cm simu-
lations) and the maps the produced by foreground removal
when we apply it directly to the original maps (reconstructed
maps). This correction technique becomes more successful as
we increase the number of bins, i.e. it works better when the
foreground removal is optimal.
We found that in all cases without instrument noise,
but where the transfer function correction to the angular
power spectrum has been applied, we still recover the input
values for the hydrogen bias growth rate. There is a small
degree of offset between the input and recovered values of b
and f , but this decreases as the number of frequency bins
increases, as the foreground reconstruction process becomes
more effective for a larger number of bins.
Finally, we considered the effect of noise maps produced
for the Tianlai survey. In this case it was impossible to use
the small scale part of the angular power spectra for cos-
mological parameter estimation. When constraining the an-
gular power spectrum, the bias information is set from the
amplitude while the information on the growth rate comes
from the boost in the low multipole-part of the spectra. If
we are unable to recover any cosmological signal on small
scales, this then removes our ability to constrain the hydro-
gen bias b. This in turn diminishes our ability to see any
relative change between the large scale and the small scale
power due to redshift-space distortions and weakens our con-
straints on the linear growth rate of structure f .
We have shown in this paper when considering the pre-
dicted noise present in the Tianlai instrument, we are not
able to recover any information on the hydrogen bias, and
can only partially recover the information on the growth of
structure through truncating to the large scale information.
Enhanced noise removal techniques should be considered in
the future in order to fully recover the cosmological infor-
mation in an unbiased manner.
The presence of noise and foreground residuals can also
be mitigated by cross-correlation of the radio intensity map
with some optical galaxy catalogue. We will extend this work
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to use the HR4 simulation to generate a galaxy redshift sur-
vey over the same region of sky and redshift, and demon-
strate the utility of cross-correlation in accurately recovering
the input cosmological parameters (Shi et al. 2020).
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APPENDIX A: TRANSFER FUNCTION
FITTING
As described in section 3.2.1, we show in Tab. A1 the best
fit values for the transfer function parameters `? and C for
the different bin configurations and fastICA ncomp = 2 and
ncomp = 3.
This paper has been typeset from a TEX/LATEX file prepared by
the author.
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nc = 2 nc = 3 nc = 2 nc = 3 nc = 2 nc = 3
Freq. (MHz) `? C `? C `? C `? C `? C `? C
797.5-800
1.196 1.327 1.193 1.327
1.104 1.338 1.101 1.338
0.821 1.34 0.82 1.34
795-797.5 1.237 1.33 1.228 1.33
792.5-795
0.937 1.317 0.942 1.318
1.136 1.327 1.137 1.327
790-792.5 1.048 1.326 1.045 1.326
787.5-790
0.969 1.285 0.968 1.287
1.564 1.309 1.550 1.309
2.111 1.32 2.079 1.32
785-787.5 0.996 1.297 0.954 1.297
782.5-785
1.101 1.3 1.086 1.3
1.179 1.304 1.135 1.304
780-782.5 1.009 1.297 0.949 1.296
777.5-780
0.734 1.223 0.643 1.218
0.87 1.263 0.865 1.263
0.989 1.277 0.989 1.277
775-777.5 0.887 1.267 0.877 1.267
772.5-775
0.81 1.241 0.765 1.238
8.666 1.26 7.953 1.261
770-772.5 0.654 1.231 0.643 1.229
767.5-770
0.892 1.215 0.817 1.215
0.814 1.235 0.791 1.234
0.776 1.245 0.776 1.245
765-767.5 0.99 1.243 1.001 1.245
762.5-765
1.168 1.219 1.1 1.22
1.096 1.221 1.071 1.223
760-762.5 1.098 1.216 1.083 1.217
757.5-760
0.908 1.2 0.948 1.203
1.024 1.203 0.763 1.198
0.87 1.199 0.857 1.199
755-757.5 7.189 1.201 7.367 1.202
752.5-755
1.024 1.182 0.762 1.181
1.096 1.185 0.87 1.181
750-752.5 1.129 1.169 0.749 1.163
747.5-750
0.671 1.109 0.368 1.164
0.834 1.156 0.811 1.157
2.695 1.161 0.719 1.164
745-747.5 1.027 1.149 0.555 1.141
742.5-745
0.546 1.101 0.495 1.109
0.781 1.123 0.385 1.053
740-742.5 0.696 1.114 0.561 1.114
737.5-740
0.587 1.162 0.223 2.552
0.679 1.117 0.218 1.137
0.529 1.094 0.534 1.097
735-737.5 0.526 1.088 0.152 0.728
732.5-735
0.523 1.079 0.215 1.618
0.518 1.08 0.215 0.99
730-732.5 0.477 1.049 0.216 1.153
737.5-730
0.209 2.311 0.220 2.464
0.207 1.005 0.212 1.445
0.36 0.989 0.213 1.264
725-727.5 0.192 0.828 0.211 1.228
722.5-725
0.216 1.483 0.216 1.488
0.211 0.995 0.213 1.199
720-722.5 0.217 1.163 0.217 1.213
717.5-720
0.222 1.853 0.221 2.629
0.218 1.385 0.218 1.481
0.214 1.215 0.214 1.215
715-717.5 0.215 1.166 0.215 1.184
712.5-715
0.209 1.367 0.209 1.367
0.213 1.135 0.213 1.139
710-712.5 0.209 1.106 0.208 1.122
707.5-710
0.578 3.196 0.292 10.827
0.214 1.435 0.214 1.979
0.212 1.107 0.213 1.283
705-707.5 0.210 1.072 0.213 1.489
702.5-705
0.453 1.153 0.231 1.264
0.214 0.904 0.216 1.183
700-702.5 0.576 1.015 0.292 0.908
Table A1. Best fit parameters of the transfer function for the different bin configuration and the different number of components of the
fastICA decomposition used to reconstruct the hydrogen information.
MNRAS 000, 1–20 (2020)
