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Appropriateness measurement in nonparametric item
response theory modeling is affected by the reliability of
the items, the test length, the type of aberrant response
behavior, and the percentage of aberrant persons in the
group. The percentage of simulees defined a priori as
aberrant responders that were detected increased when
the mean item reliability, the test length, and the ratio of
aberrant to nonaberrant simulees in the group increased.
Also, simulees "cheating" on the most difficult items
in a test were more easily detected than those "guess-
ing" on all items. Results were less stable across repli-
cations as item reliability or test length decreased.
Results suggest that relatively short tests of at least 17
items can be used for person-fit analysis if the items
are sufficiently reliable. Index terms: aberrance de-
tection, appropriateness measurement, nonparametric
item response theory, person-fit, person-fit statistic U3.
Person-fit or appropriateness measurement is con-
cerned with identifying persons whose item score pat-
terns on a test are unusual (aberrant) given what is
expected based on an item response theory (IRT) model
or the score patterns of the other (nonaberrant) per-
sons in the group. For people who respond aberrantly
to a test, it is questionable whether the test score is an
appropriate measure of the trait that is being mea-
sured. Hence, additional information is required to
reach a sound conclusion about such persons.
Aberrant patterns may, for example, provide in-
formation about cheating and guessing on examina-
tions (Levine & Rubin, 1979), membership in a
subgroup that was initially not identified as relevant
for the investigation (e.g., a subgroup suffering from
a language deficiency; van der Flier, 1982), scoring
and other clerical errors (Hulin, Drasgow, & Parsons,
1983), and deficiency in some of the traits required to
solve the items from a subdomain in ability and
achievement tests (Tatsuoka, 1985).
Many methods for the detection of aberrant re-
sponse patterns have been proposed (e.g., Drasgow,
Levine, V’Villi~~s, McLaughlin, & Candell, 1989;
Klauer & Rettig, 1990; Levine & Rubin, 1979;
Molenaar & Hoijtink, 1990; Trabin & Weiss, 1983;
van der Flier, 1982; Wright & Stone, 1979). All meth-
ods are particularly sensitive to item score patterns
that have correct or keyed responses (scored as Is) for
relatively difficult items and incorrect or not keyed
responses (Os) for relatively easy items. This gener-
ally accepted approach to aberrance is in accordance
with Guttman’s (1950) scalogram model that excludes
all item score patterns in which at least one item pair
has a 0 score for the easier item and a 1 for the more
difficult item in the pair.
The present study extended the work of Reise &
Due ( 1991 ). They investigated the influence of three
test characteristics on decisions about the fit of item
score patterns. Using simulated data, they studied
the influence of test length, the spread of the item
difficulties, and the degree of aberrance on the
power of the standardized log-likelihood statistic
(h) (Drasgow, Levine, & Williams, 1985) for per-
son-fit evaluation in the context of the three-pa-
rameter logistic model (3PLM; e.g., Lord, 1980, p.
12). Model-fitting response vectors (FRV) were gen-
erated according to the 3PLM. Nonfitting response
vectors (NRV) were generated under the 3PLM us-
ing items that had a weaker discrimination than
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the items used for generating the FRVs. Using lz,
Reise & Due ( 1991 ) concluded that test length, the
spread of the item difficulties, and the degree of
nonfit (defined by the discrepancy between the dis-
crimination parameters for the two groups) influ-
enced the detection rate for NRV. Holding constant
all other factors, an increase in either the test length
or the spread of the item difficulties yielded, in
general, an increase in the power of lZ to detect
NRVs. Furthermore, as the difference between the
discrimination parameters of the items used to gen-
erate item scores for the NRVs and the discri-
mination parameters of the items used to generate
item scores for the FRVS increased, the power of lz
to detect NRVs increased.
There are at least four differences between the
present study and the Reise & Due ( 1991 ) study:
1. The present study used nonparametric IRT mod-
els, whereas the Reise and Due study used the
parametric 3PLM. Consequently, different charac-
teristics that influence the power to detect nonfit
were studied here.
2. In the present study, not only the influence of
test characteristics but also the influence of per-
son, item, and group characteristics on the power
of a person-fit statistic were studied.
3. The present study defined a response vector as
nonfitting if it had low probability conditional
on the total score given that a person belonged
to the population of interest, whereas in the
Reise and Due study a pattern was nonfitting if
it provided less information for estimating the
latent trait (Lord, 1980, p. 12) than predicted
by a specific IRT model.
4. In addition to the power of a person-fit statistic
to detect NRV, the extent to which person-fit re-
sults can be replicated was investigated here.
Most person-fit research using simulated data has
been concerned with the percentage of a priori de-
fined NRVs that are detected by a particular statistic
(e.g., Drasgow, Levine, & Williams, 1985; Levine
& Rubin, 1979; van der Flier, 1980). Because such
detection rates may vary across different samples,
the question arises as to how stable the obtained per-
son-fit results are across different samples. In this
study, both the rate of detection and the stability of
person-fit statistics were examined.
The objective of this study was to systemati-
cally investigate the power of the nonparametric
person-fit statistic, U3, as a function of item char-
acteristics, test characteristics, person character-
istics, and the group to which examinees belonged.
The parametric person-fit literature (e.g., Mole-
naar & Hoijtink, 1990; Reise & Due, 1991) has
shown that test length and the spread of item dif-
ficulties influence the rate of detection of nonfit.
Furthermore, the type of NRV (e.g., resulting from
cheating, guessing, or poor motivation) may in-
fluence the power of a person-fit statistic (e.g.,
Drasgow et al., 1985; Kogut, 1987). Because most
person-fit studies have not systematically varied
item, test, individual, and group characteristics
that influence person-fit statistics in one design,
the exact manner in which these characteristics
influence the power of a person-fit statistic is un-
clear.
Nonparametric Person-Fit Research
This study used h40kken ’s ( 1971 ) model of double
monotonicity, a nonparametric IRT approach (Meijer,
Sijtsma, & Smid, 1990; Mokken & Lewis, 1982).
This approach assumes unidimensionality, local sto-
chastic independence, and monotonically non-de-
creasing item response functions (IRFs). The latter
assumption allows an item-independent ordering of
respondents on the unidimensional IRT scale by
means of the estimated true score from classical test
theory. In addition, and most important in the pre-
sent context, the IRFs do not intersect. They may
touch locally, however, or even coincide. Except for
ties, this property of the ms allows an invariant or
group-independent ordering of items according to
their difficulty. The usefulness of this model lies
in its potential to order persons and items; these
orderings are item-independent and group-indepen-
dent, respectively, given a well-defined domain of
items and a population of persons for which the
model of double monotonicity holds. Similar mod-
els also have been discussed by Rosenbaum (1987)
and Grayson (1988).
Several nonparametric IRT and non-IRT person-fit
statistics have been proposed (see Hamisch & Linn,
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1981, for a comparative study of six such statistics.)
This study was concerned with the power of the U3
statistic (van der Flier, 1980, 1982) to detect NRVs
under varying conditions. This statistic has proven to
be use%I under varying test conditions in simulation
and empirical research (van der Flier, 1980, 1 ~~~).
In nonparametric IRT, the I~s are not parametri-
cally defined (Mokken, 1971, pp. 115-117;Rosen-
baum, 1987) and, consequently, the discriminating
power of an item cannot be estimated numerically.
As a result, the concept of item discrimination is
not useful in practical applications of nonparamet-
ric IRT. The reliability of an item, however, can be
substituted for its discrimination (Meijer, Sijtsma,
& Molenaar, 1993) because both item characteris-
tics express the degree to which observed item
scores can be repeated independently under simi-
lar conditions. In general, keeping all other person
and test characteristics fixed, an increase in the
item discrimination, and thus in the item reliabil-
ity, corresponds to a higher degree of repeatability
of observed scores on an individual item. As dis-
crimination tends to infinity and item reliability to
unity, response performance tends to satisfy the de-
terministic Guttman (1950) model. In this study,
item scores were simulated using the two-param-
eter logistic model (2PLM; ~a~bi~t~~ ~ Swa-
minathan, 1985, p. 36); the item discrimination
parameter was varied across cells of the design.
Item reliability was used to interpret the simula-
tion results.
The U3 Statistic
Van der Flier (1980, 1982) developed the per-
son-fit statistic U3 in the context of the nonparamet-
ric model of double monotonicity. Let P denote a
probability, and let X denote the binary (0,1) score
on item 
~. P(X) denotes the probability of a specific
item score patt~r~ ~ = (~~ ~ ..... X,,) as estimated
from the marginal distribution, and n denotes the
proportion correct score on item g (g = 1,.... 9 ~) in
the population of interest. Let r denote the realiza-
tion of the. total score (X = r) .
Suppose that k items are ordered such that
icI~t 7~ > ... ? ~& An item score vector with 1 s in
the first r positions and Os in the last k - r posi-
tions is called a Guttman vector because it perfectly
satisfies the requirements of the Guttman (1950)
scalogram model. Such a vector is denoted by
~* _ (~*9 ..., ~’k). The vector with Os in the first
~ -~ r positions and 1 in the last r positions is called
a reversed Guttman vector because given that
X = 
~° it is the score pattern with the maximum
number of Guttman errors. A reversed Guttman
vector is denoted b~r ~~=---(~~9...9 Xk). Using this
vector notation, U3 is defined as:
U3 ranges from 0 to i ~ where 0 indicates that the ob-
served response pattern is an ideal Cuttr~i~.n pattern,
and 1 indicates that the observed pattern is a reversed
Guttman pattern. Increasing values indicate that pat-
terns deviate further from Guttman ~~t-t~r~s.
Van der Flier (1982) characteristic
of U3 in a simulation study. He concluded that for
sets of 7 and 29 items with or normally
distriba~ted lcg the U3 distributions within
different score groups could be combined into one
common distribution. Consequently, U3 values can
be compared across different score groups.
Item Reliability
Mokken (I~~i9 ~. defined the of item
g as
where n,, denotes the joint proportion correct on
item g in two independent replications. The mar-
ginal proportion, 7E, can be estimated from em-
pirical data. Because independent replications of
items usually are not available, n gg cannot be esti-
mated directly from the data. To obtain ~3~ approxi-
mation of ~ , one or two items from the same test
as item g can be used that have IRFS that are highly
similar to the IRF of item 
~- (~&reg;l~en9 1971, p. 146).
These items are considered to be approximately
equivalent to item g.
Let the latent trait value as defined in IRT (Lord,
1980, p. 12) of person a (!=1, ..., n) be denoted by
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8;, and assume that the k items are numbered and
ordered such that 11:1 ~ 11:2 ~ ... > ~~ . Furthermore,
let the IRF of item g be denoted by 7tg(O). Given
that the IRFs of all k items are nonintersecting, then
for iterns ~ -19 g, ~nd ~ + I
1I:¡:-1(6) ~ 11:/6) ~ 7c~(e), for all 0. (3)
Based on the assumption that the IRFs of the
neighbor iterns ~ -1 and g + 1 in the item order-
ing are more similar to the IRF of item g than the
other t~~’s in the test, Mokken (1971) used the
IRF of it~rr~ ~ -1 c~r ~ + 1, or both, as a predictor
for a real replication of item g. Using only one
neighbor item, g - I or g + 1 1I:gg is approximated
by extrapolation using ft,-, (or ft,+,), ~g9 and the
joint proportion A j (or ~tgyg+, ) of persons with
correct responses on both it~rns ~ -1 I and g (or
both g ~nd ~ + 1 ). If both neighbor items are used,
1tgg is approximated by interpolation using fcg-1,
7t,, ~a+1’ ~a-l,g and fcg,g+I’
Sijtsma & Molenaar (1987) extended and re-
fined the methods proposed by Mokken in the con-
text of total score reliability. In the context of
individual item reliability, Meijer et al. (1993) in-
vestigated the statistical properties of the two meth-
ods proposed by Mokken and a new method
(Sijtsma & Molenaar, 1987) based on Mokken’s
methods. Assuming nonintersecting IRFs, they
found that Sijtsma and Molenaar’s method esti-
mated item reliability almost without bias for al-
most all items in a test. Some bias existed for the
extremely easy and difficult items when the item
difficulties were widely spaced. The sampling dis-
tribution of Sijtsma and l~&reg;1~~~~r’s estimator was
symmetrical with a peakedness comparable to that
of the normal distribution.
Method
Design
Data matrices of order a~ (persons) x k (items)
were generated (for the simulation procedure, see
Sijtsma & Molenaar, 1987) using 2PLM IRFS (e.g.,
Hambleton & Swaminathan, 1985, p. 36) and a
standard normal distribution for 0. This procedure
was repeated eight times for each cell of a com-
pletely crossed design. There were four levels of
uniform discrimination (c~ &reg; .5,1.0,2.0, and 5.0) for
all k items; two levels of test length (k = 17 and
k = 33); two levels of number &reg;f ~~vs (NNRV = 50
and NNRV = 25); and two types of rnisfit-‘b~~ess&reg;
ing&dquo; and &dquo;cheating.&dquo;
The item difficulties (bs) were equidistant between
[-2, 2] with a distance equal to .25 for the 17-item
test and .125 for the 33-item test. For each test, the
median b thus was 0.0. There were 450 simulees
in each dataset. Therefore, the two levels of NRV
included 11% (~l~tv = 50) and ~.5&reg;/&reg; (NNRV = 25)
NRVS, respectively.
Cheaters and ~~es~e~°§
Cheaters. The group of &dquo;cheating&dquo; simulees
was generated as follows. First, 0 values were drawn
at random from a standard normal distribution.
Negative 0 values were used to generate cheating
simulees. It was assumed that cheating simulees
answered most items on their own (item scores were
simulated to fit the IRT model) except for the three
most difficult items from the 17-item test and the
six most difficult items from the 33-item test. The
answers on these most difficult items were changed
to simulate copying from more able examinees tak-
ing the same test. It was assumed that this cheating
always resulted in correct answers; thus, ls were sub-
stituted for these item scores for each cheater. There-
fore, depending on the test length, the group of
cheating simulees was characterized by correct an-
swers on the three or six most difficult items despite
their relatively low 6 level.
Note that in the most favorable situation (the
situation in which the probability of a correct an-
swer of a cheating simulee was largest, that is if
0 = 0.0 and ca =.5 ), for the three and six most diffi- m
cult items, respectively, the probability of correctly
answering an item on the basis of the 0 was at
most .33. For other combinations of parameters
this value was always smaller and often would be
considerably smaller. Thus, three or six correct re-
sponses to the most difficult items clearly did not
fit the model.
Guessers. &dquo;Guessing&dquo; simulees were assumed
to answer the items by randomly guessing the cor-
rect answer on each of the k items in the test with
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a probability of .25. This probability corresponds
to the probability of obtaining the correct answer
by guessing in a multiple-choice test with four al-
ternatives per item.
~epll~~tl&reg;ns
Within a particular cell of the design, the same 0
values and the same IRFs were used to independently
generate eight data matrices (replications). Sets of 0
values and characteristics of IRFs varied across dif-
ferent cells. In a particular cell, the rate of detection
of a priori defined NRVs was considered for each of
the eight data matrices. In addition, the joint rate of
detection of a priori defined NRVs in pairs of datasets
was considered for four randomly chosen pairs of
datasets per cell. The eight datasets per cell were used
to obtain a standard deviation (SD) of the mean per-
centage of replicable simulated t~tvs.
Variables
Four dependent variables reflected the rate of
detection within one dataset. First, within each cell
the mean percentage of a priori defined ~t~vs suc-
cessfully identified by means of U3 (valid NRVS,
VNRV) was determined across the eight replicated
datasets. For one dataset, the percentage of VNRVs
was found by ordering all 450 simulees according
to increasing U3 and then by determining the per-
centage of a priori defined NRVs among the NNRV
simulees with the highest U3 values. Note, in par-
ticular, that no cut score was used for U3. Rather,
in each sample the NNRV simulees with the highest
U3 values were selected and the percentage of true
NRVs among them was determined. Using the same
procedure, the mean percentage of FRVS that were
incorrectly classified as NRVs (false NRVS, FNRVS)
and the mean percentage of NRVs that were incor-
rectly classified as FRV (false FRV, FFRV) were de-
termined across the eight replications. Fourth, the
mean percentage of FRVS correctly classified as FRV
FRV, VFRV) was determined across the eight
replications.
To examine the stability of person-fit results
within one cell, the mean value of the following
dependent variables was computed across four pairs
of replications (each sample belonged to only one
pair; thus all samples were used): (1) the percent-
age of NRVs that were detected in two replications;
(2) the percentage of NRVs that were detected in
either one of the replications; (3) the percentage of
NRVs detected in neither replication; and (4) the
level of agreement between U3 values in the two
replications.
Calibration Samples
To determine the U3 values and the item reliabil-
ities, 1t values were estimated in separate calibration
samples. A calibration sample consisting of 450 FRVs
was generated using a new sample of 450 Os from
the standard normal distribution and the same IRFs
used for the other data matrices in a particular cell.
Calibration samples were used for two reasons. First,
the presence of NRVs in a sample may violate the as-
sumption of nonintersecting IRFs for several items.
Consequently, the item reliabilities could not be esti-
mated without bias for these items. Second, the cali-
bration samples were used so that the results could
not be attributed to the reduced power of U3 due to
bias caused by having NRVs in the sample.
If the itgs were estimated in a sample that con-
tained both FRVs and NRVs, the ngs and their order-
ing might be systematically different from results in
a model-fitting sample. For example, due to cheating
the item that was the most difficult in a group of FRVs
might no longer appear to be the most difficult in a
mixed group. The detection of NRVs would, there-
fore, be more difficult because the A and their or-
dering were partly produced by these NRVs. In the
context of parametric IRT, Kogut (1987) showed that
the power of a person-fit statistic is reduced if the
item difficulty is estimated in a calibration sample
that includes l~RVS. Because the reduced power of a
statistic may vary for different types &reg;f ~vs (Kogut,
1987), the use of fc values estimated in a sample
with NRVs may confound the rate of detection for
cheating and guessing simulee with the power of
the statistic.
Between Replications
The level of agreement between U3 values in two
replications was determined using ta&reg;vaer’s (1971) co-
efficient. This coefficient is based on the sum of abso-
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lute differences between two variables and is normed
against the admissible range of these variables. With
this coefficient, it is possible to compare the values of
U3 within each cell. Let lg be the U3 value of person
i (i = 1, ..., n) ~ a dataset, u¡(rep) be the U3 value of
this person in a replication, and be the admissible
range ofU3. Then Gower’s coefficient can be written
as
The maximum value of Gower’s coefficient is 1,
which means that the U3 values in the two replica-
tions are identical. Its minimum value is 0, which
reflects maximum differences between the U3 val-
ues [see Gower (1971~ for details].
Results
Item Reliability
Table 1 shows the means and SDs of pg in the
calibration samples for k = 17 and k = 33 and four
levels of a. Because for each combination of test
length and a two types ofnonfit were combined with
two frequencies of NRVS, four calibration samples
from different cells were available to estimate the
mean item reliability within a particular test. Thus,
the pg given in Table 1 is the mean pg in one test
averaged across these four replications. Table 1
shows that as a increased the mean p, increased for
both k = 17 and k = 33. This result agrees with re-
sults from an analytical study by I~ei~er et al. (1993).
Note that a = 5.0 corresponds to a mean pg of ap-
proximately .60 (Table 1). Consequently, even with
a very high a the data contained many item score
patterns that were not perfectly scalable.
Table 1
, Mean and SD of Item Reliability Across
Four Replications for Four Levels of a
Detection of and Guessing
The percentages of cheating and guessing
simulees detected in one dataset, averaged across
eight replications, are shown in Table 2. An increase
in a resulted in an increase in the rate of detection
for both the cheaters and the guessers. The rate of
detection was higher for the cheaters than for the
guessers in all except one cell (for k = 17, 9
NNRV = 25, and a = 1.0, the mean for the cheaters
was 57 and the mean for the guessers was 59.5).
This reflects higher U3 values for cheaters.
For fixed and a fixed k, the rate of detection
for NNRV = 50 was almost always higher than for
NNRV = 25. This result can be explained by con-
sidering the detection of NRVs to be a selection pro-
cedure, in which NRVs are selected from a group
consisting of FRVs and NRVs. The base rate (BR) is
the proportion of simulated NRVS, in the sample.
Table 2
Mean and SD of the Percentage of Cheaters and Guessers Classified as NRV s
Averaged Across Eight Replications
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For 50 NRVs and a total sample of 450 simulees,
BR = 50/450 == 0111. For 25 simulated ~~tvs, BR =
25 / 450 = 0056. The selection ratio (SR) is the pro-
portion of simulees (NRV and FRV) selected. Thus,
in this study SR = BR. The probability, P(VNRV), of
detecting a VNRV equals (Wiggins, 1973, p. 247):
where C equals the validity coefficient of a test for
the prediction of a particular criterion. Comparing
the percentage of VNRVs for NNRV = 50 and NNRV =
25 given a fixed a and a fixed k, the test character-
istics are the same and, consequently, C is a con-
stant. If the base rate equals .111, according to
Equation 5,
If the base rate equals .056,
Because P(VNRV) in Equation 7 is smaller than
P(VNRV) in Equation 6, a decrease of the BR makes
it more difficult to classify a simulee as a NRV. From
Table 2, it is clear that an increase in test length
yielded a higher percentage of VNRVS.
Table 3 presents the average percentage of rep-
licable cheating and guessing simulees across four
replications of pairs of datasets. These data show that
an increase in a or an increase in k yielded a higher
percentage of replicable VNRVs. Furthermore, for all
cells the percentage of replicable cheating simulees
was higher than the percentage of replicable guess-
ing simulees.
Because the percentage of replicable VNRVs ob-
viously can never exceed the smallest percentage of
VNRvs found in one of two datasets, these trends
can partly be explained by the percentage of VNRVs
within one dataset. For example, the percentage of
replicable VNRVs in two replications can never ex-
ceed 50 if this is the smallest detection percentage
of VNRVs in one of these replications. In general,
the percentage of VNRVs within each replication in-
creased as a increased. Consequently, it was ex-
pected that the percentage of replicable VNRVs also
would increase as a increased. The lower rate of
detection in two replications for NNRV = 25 com-
pared with NNRV = 50 can be attributed to the
lower base rate in one replication for NNRV = 25
compared with the base rate for NNRV = 50.
The mean percentages of cheating and guessing
simulees detected in only one of the two replications
are given in Table 4. Thus, this table contains re-
sults based on the sum of the percentage of NRVs
classified as NRV in Replication 1 and FRV in Repli-
cation 2 and the percentage of NRVS classified as
FRV in Replications 1 ~nd NRV in Replication 2. In
general, these percentages decreased as a increased.
Only in the case of ca = 1.0, k = 17, and NNRV = 25
was the percentage of NRVs (both guessers and cheat-
ers) detected in one replication larger than in the
case of ~a &reg;.5, k =17, and NNRV = 2~ . This result
can be explained by the large SD. Given the size of
Ta~le 3
Mean and SD of the Percentage of Replicable Cheaters and Guessers Classified as NRVs s
Averaged Across Four Pairs of Replications
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Table 4
Mean and SD of the Percentage of Cheaters and Guessers Classified as NRVs s
in One of Two Replications Averaged Across Four Pairs of Replications
the SDs per cell, this reversal could well be due to
sampling error.
The percentage of simulees detected in neither
replication was not tabulated, because it follows logi-
cally from the results in Tables 3 and 4. For example,
in the case of cz = .5 9 k = 17, and NNRV = 25 the per-
centage of cheating simulees detected in both repli-
cations was 18% (Table 3), whereas the percentage
of cheaters detected in just one or the other of the
replications was 45% (Table 4). Thus, the percent-
age of cheaters detected in neither replication was
100%-18%-45% =37%.
Agreement of U3 Values
The level of agreement of U3 values between the
two replications increased both in the cheating and
the guessing condition as ca or k increased. In gen-
eral, the level of agreement was higher in the cheat-
ing than in the guessing condition. Table 5 shows
that across all cells in the design, Gower’s coefficient
ranged from .833 in the case of a =.5, k = 17, and
NNRV = 50 guessing simulees to .988 in the case of
cz = 5.0, k = 33, and NNRV = 50 cheating simulees.
The data in Table 5 show that as either a or test length
decreased, or when a NRV involved fewer Guttman
errors on the most difficult items, there was less simi-
larity between the values of U3 in two replications for
the same simulee.
Discussion
The rate of detection of NRVs increased with in-
creasing item discrimination (and therefore reliabil-
ity) of the items, test length, and the number of NRVs
in the total group. In addition, the rate of detection
Table 5
Mean and SD of Gower’s Coefficient Averaged Across
Four Pairs of Replications for Cheaters and Guessers
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was also a function of the type of NRV (i.e., guesser
versus cheater).
In general, person-fit analysis will be used as an
exploratory technique to find respondents who be-
have unexpectedly on the basis of an IRT model or
with respect to other examinees in the group. In the
relatively rare cases in which a particular type of
nonfitting behavior is expected to underlie item re-
sponses, it is advisable to construct tests in which
the most difficult items provoke nonfitting responses.
Nonfitting behavior may be difficult to recognize
ad hoc if the items used are not specifically selected
to elicit this type of behavior.
The present study supports the conclusion of
Reise & Due (1991) that long tests with item diffi-
culties along a broad range should be used to iden-
tify lack of fit of persons to a specified IRT model.
However, an item or test characteristic that is not
favorable for effective person-fit analysis may, to a
large degree, be compensated for by another item
or test characteristic that is more favorable. For
example, although it is not desirable to use short
tests for person-fit analysis, the use of highly reli-
able (highly discriminating) items may yield a rate
of detection that is approximately the same as for
longer tests with weakly discriminating items. Table
2 shows that for mean item reliability of .16
( c~ _ ~.0 ), k = 33 , and NNRV = 50 cheating simu-
lees, the percentage of vlv~vs was approximately
the same as for mean item reliability of .36
(ca &reg; 2.0), ~ =17, and NNRV = 50 cheating simu-
lees (88.3 and 90, respectively). Consequently, if it
is not possible to select many items with widely
spaced difficulties ’(Reise & Due, 1991), a smaller
number of highly reliable items should be selected
so as to permit the same rate of detection.
In practice, IRT item discriminations range from
0.0 to 2.0 (Hambleton & Swaminathan, 1985, p.
36). It can be concluded that for &dquo;realistic&dquo; situa-
tions (a standard normal distribution of 0 and
cc =.5, 1.0, and 2.0, which correspond to mean item
reliabilities of approximately .0~, .16, and .34, re-
spectively) : ( 1 ) agreement (Gower’s coefficient)
between person-fit values would range from .833
to .945 (Table 5); and (2) the percentage of NRVs
detected in two replications would range from 11 I
to 94 (Table 3).
Note that the higher values (.945 and 94, re-
spectively) were obtained with mean item reliabil-
ity &reg;f .34 (ca = 2.0), 33 items, and a standard normal
distribution of 0. Therefore, it is possible to obtain
high agreement and detection results for 3 3-item
tests and a mean item reliability of .34 (ca = 2.0) .
For 17-item tests with mean item reliability of .34
and a standard normal distribution of 0, the per-
centage of NRVs detected in two replications ranged
from 73 to 80.5 (Table 3). Thus, even for 17-item
tests, relatively high percentages of NRVS can be
detected if the items are sufficiently reliable.
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