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Dengan semakin banyaknya orang yang mengakses internet untuk mendapatkan informasi dan tidak adanya 
pengaturan pada trafik data maka akan mengakibatkan jaringan menjadi lambat. Pengaturan trafik jaringan 
yang ada di Linux selama ini masih menggunakan scripts yang relatif lebih sulit untuk digunakan dan 
dimengerti oleh sebagian orang sehingga diperlukan alat bantu untuk mengkonfigurasikannya. 
Paper ini menjelaskan tentang pembuatan Traffic Management Configurator untuk mempermudah 
pengaturan traffic dalam gateway yang menghubungkan jaringan yang berbeda 
Aplikasi Network Monitoring digunakan untuk menghitung utilitas dan statistik jaringan. Kedua aplikasi 
tersebut menggunakan web sebagai interface kepada pengguna. 
 




Penggunaan akses internet secara massal 
mengakibatkan turunnya performansi jaringan seiring 
dengan peningkatan jumlah pengguna. Apalagi jika 
bandwidth yang ada tidak dikelola sebaik mungkin. 
Traffic Control (TC) memegang peranan yang 
sangat penting dalam hal ini. Linux sebagai suatu 
sistem operasi yang bersifat open dan free, telah 
menawarkan berbagai teknik TC untuk memfasilitasi 
proses manajemen bandwidth pada suatu jaringan. 
Salah satunya adalah dengan menggunakan teknik 
TC Hierarchical Token Bucket (HTB), yang 
menjamin para pengguna jaringan mendapatkan 
bandwidth yang sesuai dengan yang telah 
didefinisikan, dan juga terdapat fungsi pembagian 
bandwidth yang adil di antara para pengguna jaringan 
sehingga performansi jaringan tetap dapat terjaga. 
Salah satu kendala dari TC Hierarchical Token 
Bucket (HTB) di Linux adalah masih menggunakan 
perintah console yang relatif lebih sulit untuk 
digunakan dan dimengerti oleh sebagian orang. 
Sehingga dibutuhkan waktu yang lebih lama dan 
mungkin biaya yang lebih besar bagi seorang 
administrator jaringan untuk bisa menggunakannya 
dengan benar. 
2. TCP/IP (TRANSMISSION CONTROL 
PROTOCOL/INTERNET PROTOCOL) 
TCP/IP adalah sekumpulan protokol yang 
didesain untuk melakukan fungsi-fungsi komunikasi 
data pada Wide Area Network (WAN). TCP/IP 
terdiri dari sekumpulan protokol yang masing-masing 
bertanggung jawab atas bagian-bagian tertentu dari 
komunikasi data. Berkat adanya pembagian tanggung 
jawab, tugas masing-masing protokol menjadi jelas 
dan sederhana. Protokol yang satu tidak perlu 
mengetahui cara kerja protokol yang lain, selama ia 
masih bisa saling mengirim dan menerima data. 
Sekumpulan protokol TCP/IP pada umumnya 
dimodelkan dengan empat lapis TCP/IP, sebagaimana 
terlihat pada Gambar 1. 
Internet Protocol (IP) merupakan inti dari 
TCP/IP. IP menyediakan jasa pengiriman paket yang 
merupakan dasar pembentuk jaringan TCP/IP. Semua 
protokol, dalam lapis di atas dan bawah IP, 
menggunakan IP untuk mengantarkan data ke tujuan. 
Semua data TCP/IP baik yang masuk maupun keluar 
mengalir lewat IP, tanpa memperhatikan tujuan 
akhirnya. 
Datagram adalah format paket yang didefinisikan 
oleh IP. Sebuah datagram IP berisi header IP dan 
data, dan dikelilingi oleh Media Access Control 
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(MAC) header dan MAC trailer. Satu pesan dapat 
dikirim dalam urutan datagram-datagram yang 
disusun kembali menjadi pesan asli pada sisi 
penerima. Format dari datagram IP dapat di lihat 
pada Gambar 2. 
Pada TCP/IP yang sederhana, hanya ada dua tipe 
dari peralatan jaringan –gateway dan host. Gateway 
mengirimkan/meneruskan paket di antara jaringan, 
dan host tidak. Bagaimanapun juga, jika host 
dihubungkan ke lebih dari satu jaringan, host bisa 
berfungsi sebagai gateway yaitu meneruskan paket 
antar jaringan. 
Gambar 3 menunjukan penggunaan gateway 
untuk meneruskan paket. Host akan melewatkan dan 
memproses paket pada keempat lapis protokol, 
sedangkan gateway memproses paket hanya sampai 







Gambar 1. Layer TCP/IP 
 
 
Gambar 2. IP Header 





Gambar 3 Routing Packet TCP 
 
 
Sistem hanya bisa mengirimkan paket ke 
peralatan lain yang berada pada jaringan fisik yang 
sama. Paket dari host A1 yang ditujukan kepada host 
C1 akan diteruskan melewati gateway G1 dan G2. 
Pertama, host A1 mengirimkan paket ke gateway G1, 
yang berada pada jaringan yang sama dengannya. 
Gateway G1 meneruskan paket ke G2 melalui 
jaringan B.Kemudia gateway G2 langsung 
mengirimkan paket ke host C1 yang berada satu 
jaringan dengannya. Host A1 tidak mengetahui apa-
apa tentang gateway yang berada di luar G1. 
Demikian juga jika host C1 ingin mengirimkan paket 
ke host A1, dia harus melewatkan paketnya ke 
gateway G2. 
 
2.1. UDP (USER DATAGRAM PROTOCOL) 
User Data Protocol berfungsi untuk 
memungkinkan pengiriman datagram pada sistem 
komunikasi komputer dengan pertukaran paket dalam 
lingkungan jaringan komputer. UDP menggunakan IP 
sebagai protokol dibawahnya. 
UDP menyediakan layanan bagi aplikasi untuk 
melakukan pengiriman pesan dengan mekanisme 
protokol yang minimum.  Hal ini disebabkan karena 
UDP bersifat transaction oriented, sehingga tidak 
menjamin sampainya data serta tidak menjamin tidak 
adanya duplikasi. Gambar Header UDP dapat kita 
lihat pada gambar 4. 
 
Gambar 4. UDP Header 
2.2. LIBRARY PACKET CAPTURE (LIBPCAP) 
Packet Capture Library merupakan library yang 
menyediakan antarmuka tingkat tinggi (high-level 
interface) dalam suatu sistem penangkapan paket 
(packet capture system). Pada  Sistem Operasi, BPF 
(Berkeley Packet Filter) merupakan sistem packet 
capture. Library ini juga menyediakan subrutin untuk 
penguna (user level subroutine) yang merupakan 
antarmuka dengan BPF sehingga memungkinkan 
penguna untuk melakukan pembacaan terhadap lalu 
lintas pada jaringan. Dengan menggunakan Packet 
Capture Library, memungkinkan pengguna untuk 
menulis sendiri alat untuk monitoring jaringannya. 
Aplikasi yang menggunakan Packet Capture Library 
Subroutine harus dijalankan oleh root user. Tabel 1 
menunjukkan struktur data pada LibpCap. 
 





2.3. TRAFFIC CONTROL (TC) 
Traffic Control (TC) adalah istilah yang 
diberikan kepada satu kesatuan sistem dan 
mekanisme dalam penerimaan dan pengiriman paket 
pada router. Termasuk didalamnya pengambilan 
keputusan tentang paket mana yang harus diterima 
dengan kecepatan berapa pada masukan interface dan 
menentukan urutan  pengiriman paket beserta 
kecepatannya pada keluaran dari interface. 
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TC merupakan satu set alat yang mengijinkan 
pengguna untuk bisa mengatur queue (urutan) dan 
mekanisme pengurutan paket dari peralatan jaringan. 
Kemampuan alat ini dalam mengurutkan kembali 
aliran traffic dan paket sangat luar biasa dan bisa 
menjadi rumit, tapi itu bukan apa bila dibandingkan 
dengan hasilnya dalam menyediakan bandwith yang 
memadai untuk semua. Istilah lain untuk TC adalah 
Quality of Service (QoS). 
Salah satu keuntungan yang mungkin diperoleh 
jika menerapkan TC secara benar adalah bisa lebih 
memprediksi penggunaan sumber daya jaringan dan 
bisa mencegah terbuangnya sumber daya yang ada. 
Dengan ini bisa mengatur agar bandwidth tidak 
hanya akan dipakai untuk lalu lintas bulk download 
saja, tetapi juga untuk lalu lintas paket yang lain. 
Bahkan bisa dilakukan alokasi bandwith untuk 
pengiriman data dengan prioritas rendah seperti email 
tanpa mempengaruhi lalu lintas yang lain. 
Ada banyak alasan kenapa menggunakan TC dan 
banyak skenario dalam penggunaan TC, dibawah ini 
beberapa contoh masalah yang mungkin bisa 
dipecahkan dengan TC: 
 Membatasi bandwidth total ke kecepatan tertentu. 
 Membatasi bandwidth dari pengguna, service 
atau komputer tertentu. 
 Memaksimalkan keluaran TCP pada hubungan 
asymetri. 
 Menyimpan bandwidth untuk aplikasi atau 
pengguna tertentu. 
 Mencegah keterlambatan dalam lalu lintas data. 
 
 
2.4. HTB (HIERARCHICAL TOKEN BUCKET) 
HTB merupakan salah satu disiplin antrian yang 
memiliki tujuan untuk menerapkan link sharing 
secara presisi dan adil. Dalam konsep link sharing, 
jika suatu kelas meminta kurang dari jumlah service 
yang telah ditetapkan untuknya, sisa bandwidth akan 





Gambar 5. Link Sharing 
 
HTB menggunakan TBF sebagai estimator yang 
sangat mudah diimplementasikan.  TBF sangat 
mudah diset karena banyak dari administrator 
jaringan yang memiliki ilmu tentangnya. Estimator 
ini hanya menggunakan parameter rate, sebagai 
akibatnya seseorang hanya perlu mengeset kecepatan 
(rate) yang akan diberikan ke suatu kelas. Oleh 
karena itu HTB lebih mudah dan intuitif 
dibandingkan CBQ. 
Pada HTB terdapat parameter ceil sehingga kelas 
akan selalu mendapatkan bandwidth di antara base 
rate dan nilai ceil rate-nya. Parameter ini dapat 
dianggap sebagai estimator kedua, sehingga setiap 
kelas dapat meminjam bandwidth selama bandwidth 
total yang diperoleh memiliki nilai di bawah nilai ceil. 
Hal ini mudah diimplementasikan dengan cara tidak 
mengijinkan proses peminjaman bandwidth pada saat 
kelas telah melampaui rate ini (keduanya leaves dan 
interior dapat memiliki ceil). Sebagai catatan, apabila 
nilai ceil sama dengan nilai base rate, maka akan 
memiliki fungsi yang sama seperti parameter 
bounded pada CBQ, di mana kelas-kelas tidak 
diijinkan untuk meminjam bandwidth. Sedangkan 
jika nilai ceil diset tak terbatas atau dengan nilai yang 
lebih tinggi seperti kecepatan link yang dimiliki, 
maka akan didapat fungsi yang sama seperti kelas 
non-bounded. Sebagai contoh, seseorang dapat 
menjamin bandwidth 1 Mbit untuk suatu kelas, dan 
mengijinkan penggunaan bandwidth sampai dengan 2 
Mbit pada kelas tersebut apabila link dalam keadaan 
idle. Parameter ceil ini sangatlah berguna untuk ISP 
karena para ISP kemungkinan besar akan 
memakainya untuk membatasi jumlah servis yang 
akan diterima oleh suatu pelanggan walaupun 
pelanggan lain tidak melakukan permintaan servis, 
dengan kata lain kebanyakan ISP menginginkan 
pelanggan untuk membayar sejumlah uang lagi untuk 
memperoleh pelayanan yang lebih baik. 
 
 
2.5. TOKEN BUCKET FILTER (TBF) 
Token bucket merupakan suatu definisi formal 
dari suatu transfer rate. Antrian ini memiliki tiga 
buah komponen: ukuran burst, mean rate, dan 
interval waktu (Tc).  
Implementasi TBF terdiri dari sebuah buffer 
(bucket), yang secara konstan diisi oleh beberapa 
informasi virtual yang dinamakan token, pada rate 
yang spesifik (token rate). Parameter paling penting 
dari bucket adalah ukurannya, yaitu banyaknya token 
yang dapat disimpan. 
Setiap token yang masuk mengumpulkan satu 
paket yang datang dari antrian data dan kemudian 
dihapus dari bucket. Token bucket filter bisa dilihat 
pada gambar 6. 
 
2.6. STOCHASTIC FAIRNESS QUEUEING 
(SFQ) 
Stochastic Fairness Queueing (SFQ) merupakan 
suatu implementasi sederhana dari keluarga algoritma 
fair queueing. Perhatikan gambar 7. Ia kurang akurat 
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apabila dibandingkan dengan yang lain, tetapi ia juga 
membutuhkan perhitungan yang lebih sedikit 
dibandingkan dengan yang lain. Kata kunci dari SFQ 
adalah conversation (atau aliran), yang sangat 
berhubungan dengan sebuah sesi TCP atau sebuah 
aliran UDP. Traffik akan dibagi ke dalam beberapa 
jumlah besar antrian FIFO, satu untuk setiap 
conversation. Traffik kemudian dikirim secara round-
robin, dengan memberikan kesempatan kepada tiap 
sesi untuk mengirimkan data pada gilirannya. SFQ 
disebut stochastic karena ia sebenarnya tidak 
menyediakan sebuah antrian untuk setiap sesi, ia 
memiliki suatu algoritma yang membagi traffik 
melalui sejumlah antrian yang terbatas dengan 
menggunakan algoritma hashing. Karena hash inilah, 
sesi yang banyak dapat berakhir di bucket yang sama, 
yang akan membagi dua tiap sesi kesempatan untuk 
mengirimkan paket, sehingga membagi dua 
kecepatan efektif yang tersedia. Untuk menghindari 
situasi ini menjadi terlihat, SFQ mengubah algoritma 
hashing yang ia miliki secara sering sehingga dua sesi 
yang bertabrakan akan terjadi dalam waktu yang 
singkat. SFQ hanya berguna jika interface outgoing 
yang dimiliki benar-benar penuh. Jika tidak, maka 
tidak akan ada queue pada mesin linux sehingga tidak 





Gambar 6. Token Bucket Filter 
 
 
Gambar 7. Stochastic Fairness Queueing 
 
 




3. DESKRIPSI SISTEM 
Aplikasi ini akan melakukan penangkapan 
terhadap paket yang masuk dan keluar dari interface 
jaringan. Tetapi tidak semua trafik paket yang 
melalui interface ditangkap, hanya paket yang berada 
pada protokol TCP/IP saja yang akan ditangkap dan 
diolah. Dari paket yang ditangkap tadi akan 
dihasilkan data session TCP-UDP-ICMP, data utilitas 
jaringan saat ini, data statistik utilitas jaringan per-
jam dan data statistik utilitas jaringan per-hari. 
Masing-masing data akan disimpan dengan format 
XML dan disimpan dengan nama file khusus serta 
pada direktori tertentu untuk memudahkan 
pembacaan. 
Aplikasi Server Network Monitoring ini 
memiliki kemampuan untuk melakukan hal-hal 
sebagai berikut: 
 Melakukan penangkapan paket yang masuk 
ataupun keluar pada interface jaringan yang 
sudah ditentukan. Paket yang ditangkap tidak 
akan diubah, hanya akan dilakukan pengecekan 
pada header TCP/IP untuk pemrosesan 
selanjutnya. Selain itu hanya paket yang berada 
pada protokol TCP/IP saja yang akan ditangkap. 
 Menghasilkan data session TCP, UDP, dan 
ICMP yang sedang terjadi saat ini.  Selain itu 
juga bisa menghasilkan data utilitas saat ini dan 
statistik jaringan yang dikelompokkan 
berdasarkan jam dan hari. Termasuk didalam 
utilitas dan statistik jaringan yaitu jumlah byte 
dan paket yang keluar dan masuk pada interface, 
jumlah byte dan paket yang keluar dan masuk 
pada IP yang berada dalam satu jaringan serta 
jumlah byte dan paket yang keluar dan masuk 
yang dikelompokkan berdasarkan port server. 
 
Proses Network Monitoring diturunkan menjadi 
dua sub-proses pada level 1, yaitu Melakukan 
Capture Paket dan Mengolah Paket Captured. Untuk 
lebih jelasnya dapat dilihat pada gambar 9. 
 
 
Data Utilitas Dan Statist ik Jaringan














Gambar 8. DAD Level 0: Network Monitoring 
 
Data Utili tas Dan Statistik Jaringan























Gambar 9. DAD Level 1: Network Monitoring 




4. UJI COBA 
Uji coba dilakukan dengan memakai tiga 
skenario utama, yaitu: 
 Uji coba aplikasi server Network Monitoring 
 Uji coba aplikasi client Network Monitoring 
 Uji coba aplikasi HTB GUI 
 
Dari uji coba aplikasi server Network Monitoring 
dihasilkan file xml untuk session, utilitas dan statistik 
jaringan. Pada gambar 10 merupakan file xml session 
TCP. 
 
Gambar 10. Data xml session TCP 
 
Dari uji coba aplikasi Client Network Monitoring 
dilakukan dengan menampilkan data  xml yang 
dihasilkan oleh aplikasi server melalui antarmuka 
yang sudah dibuat. Gambar 11 merupakan antarmuka 





Gambar 11. Antarmuka session TCP 
 
 
Uji Coba Aplikasi HTB GUI dilakukan dengan 
membuat model HTB melalui aplikasi ini. Gambar 12 
merupakan model HTB yang sudah dibuat. 
 
Gambar 12. Rancangan Model HTB 
 
Setelah dilakukan eksekusi konfigurasi model 
HTB tersebut pada Linux, diperoleh hasil yaitu 
konfigurasi Traffic Control HTB di Linux berubah 
sesuai dengan konfigurasi yang dirancang melalui 
aplikasi ini. Gambar 13 dan 14 menunjukkan 





Gambar 13. Hasil eksekusi qdisc di Linux 
 
 
Gambar 14. Hasil eksekusi class di Linux 
 
 
5. KESIMPULAN  
Dari hasil uji coba dan evaluasi perangkat lunak 
yang telah dilakukan, didapatkan beberapa 
kesimpulan sebagai berikut: 
 Aplikasi HTB GUI berhasil membuat dan 
menjalankan script perintah TC pada mesin 
Linux dari model HTB yang dibuat oleh 
pengguna. 
 Aplikasi server Network Monitoring berhasil 
menghasilkan data utilitas dan statistik jaringan 
dari trafik paket. Data yang dihasilkan berupa 
file XML. 
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 Aplikasi client Network Monitoring berhasil 
menampilkan data yang dihasilkan dari aplikasi 
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