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In [1] some interesting ideas are developed how skew distributions such as power law, log-normal, and Weibull distributions emerge in general evolving systems and what makes the difference between them. However, we have found several problematic points in this consideration.
First, one has to note that the starting equation (1) in [1] is the usual master equation for a set of stochastic variables (sizes) x 1 , x 2 , . . . x N , which is meaningful for a fixed N . Nevertheless, it is used in [1] to derive equations for a system with exponentially growing total number of elements N according to dN/dt = rN . Therefore, the derivation of the basic equation (7) in [1] is not selfconsistent at r = 0. Namely, it is straightforward to verify that eqs. (1) to (5) in [1] can be consistent with each other only at a constant N . Performing the summation over all x 1 , x 2 , . . . x N in (1), we obtain the total probability conservation law
. . x N ; t) = const. Besides, the constant here is 1, according to the usual normalization. The integration over all x in (2) then leads to the conservation of the norm f (x, t)dx of the distribution function f (x, t), and the integration in (3) to the conservation of the Nf norm. Using these properties, we see that only the term (dN/dt) f (x, t)dx remains in (4) after the integration over x, implying that dN/dt ≡ 0, i.e., N is constant. Similarly, the integration over x in (5) yields r = 0.
Despite this problem, we have found that an equation, which is similar to that one obtained in [1] , can be derived in a correct way. In the following, we will show how it (a) E-mail: kaupuzs@latnet.lv (b) E-mail: reinhard.mahnke@uni-rostock.de (c) E-mail: hans.weber@ltu.se can be done, and then we will discuss further problematic points in [1] concerning the non-stationary solutions.
Let us consider a system consisting of N elements. Each element has its own size, which is a stochastic variable having one of the discrete values x n , where n = 1, 2, 3, etc. The size of each element can increase by one step, i.e., x n → x n+1 with the transition rate w(n). Besides, the number of elements N = N (t) is not conserved, but also increases with time. It means that a new element of the minimal size x 1 is generated with a certain probability per time W(N ). In the following we will set W(N ) = rN . It corresponds to the case where each element tends to produce a new element of unit size with rate r [2] . This is mentioned in [1] as a typical or relevant example. Furthermore, x n = (1 + b) n−1 is the case of [1] (Yule process or Gibrat's law), where each element changes its size by the amount proportional to the current size. We will compare the results of our treatment with those of [1] in the here discussed particular example of an evolving system.
At W(N ) = rN , the probability P (N, t) of having N elements at time t is given by the master equation
Assuming that the system has certain number of elements N (t = 0) = N (0) at the beginning, the initial condition reads
Multiplying both sides of (1) by N and summing up from N (0) to infinity, we obtain the equation for the mean number of elements N (t) = N NP (N, t),
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Comment which gives the solution
A complete description of our system is possible in terms of the probability P (N 1 , N 2 , N 3 , . . . ; t) to have N 1 elements of size x 1 , N 2 elements of size x 2 , and so on, at time t. In this case, the time evolution is described by the master equation in an infinitely dimensional space of stochastic variables N m . A quantity of interest is the probability p(n, t) that a randomly chosen element has size x n at time t.
In the following we consider the thermodynamic limit N (0) → ∞. In this case, the relative fluctuations of N m around their mean values N m are vanishingly small, and we have
The mean numbers of elements obey simple balance equations:
From (3) and (5)- (7) we obtain
Consider now a particular example x n = (1 + b) n−1 and w(n) = λ, which corresponds to the one treated in [1] . In this case, eq. (8) for p(n, t) ≡ p(x n , t) becomes
with δ n = x n b/(1 + b). This equation is similar to the one obtained in [1] . Namely, it becomes exactly eq. (7) of [1] , if we formally set x n → x and p(x n , t) → f (x, t). Note, however, that the element size can have only certain discrete values x n here, and p(x n , t) can never be interpreted as a quantity which is proportional to the probability density. The stationary solution p st (x n ) is a power law
with α = ln(1 + r/λ)/ln(1 + b), as already stated in [1] . The considered stationary solution can be reached only at r > 0, whereas r = 0 is a special case where lim t→∞ p(x n , t) = 0 holds for any fixed n, since the size of each element can only increase with time and no new elements appear if r = 0. The function p(x n , t) is smoothly cut off at x n ∼ Λ(t), since not too large sizes can be practically reached at a finite time. The larger is time t, the larger sizes are typically reached, so that the upper cutoff parameter Λ(t) diverges at t → ∞. The non-stationary solution should converge to the stationary (power law) one at r > 0 and t → ∞ in the sense that the probability distribution becomes time independent for x Λ(t). Such a behavior is well known in models of aggregation with injection -see, e.g., [3, 4] . In approximations of [1] , the long-time solutions are inconsistent with this scenario. For example, η(t) plays the role of Λ(t) for the distribution function f (x, t) in (16) of [1] . According to the expressions of [1] , we have f (x, t) γη
Dt . This distribution is time dependent. Moreover, it yields lim t→∞ f (x, t) = 0 for any fixed x even at r > 0. This is incompatible with (9).
We find an exact non-stationary solution with exponentially decaying p(x n , t) for any fixed n at t → ∞ if and only if r = 0 holds, as consistent with the general arguments provided before. Note that the total number of elements N is fixed at r = 0, and these elements evolve independently of each other. Therefore, p(n, t) in this case can be interpreted as the probability to have certain size x n at time t for a system consisting of one element.
Assuming the initial condition p(n, 0) = δ n,1 , the exact solution of (8), (9) at r = 0 is
for w(n) = λ, as can easily be verified by a direct substitution. Inserting n − 1 = ln x n /ln(1 + b) in (12), we obtain the solution for the case x n = (1 + b) (n−1) in terms of the element sizes x n p(x n , t) = (λt)
ln xn/ ln(1+b) Γ(1 + ln x n / ln(1 + b)) e −λt .
In a continuum limit (b → 0, x n → x, n ≈ λt → ∞), the probability density is ∝ p(x, t)/x, since the density of points is ∝ 1/x. It is some skew distribution, although our exact solution does not confirm that p(x, t) at t → ∞ is the Weibull distribution found for r < λb in [1] . * * *
The emergence of the Weibull distribution has been discussed with H. Kuninaka (Mie University, Japan) during his stay at the University of Rostock (Germany).
