We study the existence of uniformly bounded extension and trace operators for W 1,p -functions on randomly perforated domains, where the geometry is assumed to be stationary ergodic. Such extension and trace operators are important for compactness in stochastic homogenization. In contrast to former approaches and results, we use very weak assumptions on the geometry which we call local (δ, M )-regularity and isotropic cone mixing. The first concept measures local Lipschitz regularity of the domain while the second measures the mesoscopic distribution of void space. In particular we do not require a minimal distance between the inclusions and we allow for globally unbounded Lipschitz constants and percolating holes. Our conditions on the geometry are such that they can partially be check by rigorous mathematics applied to specific geometric models. What is more important is that they are suited to be verified by computer algorithms. This is relevant in order to check whether a given real world medium is proper for rigorous upscaling of a given microscopic problem. A question which we partially leave unanswered is a suitable characterization of connectedness. We provide a tentative solution which leaves space for improvements.
Introduction
In 1979 Papanicalaou and Varadhan [22] and Kozlov [15] for the first time introduced independently concepts for the averaging of random elliptic operators. At that time, the periodic homogenization theory had already advanced to some extend, as can be seen in the book [23] that had appeared one year before, dealing also with non-uniformly elliptic operators [17] and domains with periodic holes [5] .
Even though the works [15, 22] clearly guide the way to a stochastic homogenization theory, this theory advanced quite slowly over the past 4 decades. Compared to the stochastic case, periodic homogenization developed very strong with methods that are now well established and broadly used. The most popular methods today seem to be the two-scale convergence method by Allaire and Nguetseng [2, 21] in 1989/1992 and the periodic unfolding method [4] in 2002 by Cioranescu, Damlamian and Griso. Both methods are conceptually related to asymptotic expansion and very intuitive to handle. It is interesting to observe that the stochastic counterpart, the stochastic two-scale convergence, was developed only in 2006 by Zhikov and Piatnitsky [28] , with the stochastic unfolding developed only recently in [20, 10] .
The Problem. The discrepancy in the speed of progress between periodic and stochastic homogenization is due to technical problems that arise from randomness of parameters. This phenomenon also appears in the homogenization of perforated domains:
Let P(ω) ⊂ R d be a random open set and let ε > 0 be the smallness parameter and letP(ω) be a connected component of P(ω). For a bounded open domain, we consider Q ε P (ω) := Q ∩ εP(ω) and Γ ε (ω) := Q ∩ ε∂P(ω) with outer normal ν Γ ε (ω) . One is interested in the study of the following problem:
−div |∇u ε | p−2 ∇u ε = g on Q ε P (ω) , u = 0 on ∂Q , (1)
on Γ ε (ω) .
Note that for simplicity, and illustration, the only randomness in this problem is due to P(ω). This problem can be recast into a variational problem, i.e. solutions of the above problem are local minimizers of a certain energy functional
One way to prove homogenization of (1) is to prove Γ-convergence of E ε,ω . This implies convergence of the minimizers u ε to the a minimizer of the limit function. The minimizers are elements of W 1,p (Q ε P ) and since this space changes with ε, we lack compactness in order to pass to the limit in the nonlinearity. The canonical path to circumvent this issue in periodic homogenization is via uniformly bounded extension operators U ε : W 1,p (Q ε P ) → W 1,p (Q), see [11, 13] .
The first proof for the existence of extension operators in periodic geometries was due to Cioranescu and Paulin [5] in 1979, while the proof in its full generality was provided only recently by Höpker and Böhm [13] and Höpker [12] . In this work we will generalize parts of the results of [12] to a stochastic setting.
A modified version of the original proof of [12] is provided in Section 3. It relies on three ingredients: the local Lipschitz regularity of the surface, the periodicity of the geometry and the connectedness. Local Lipschitz regularity together with periodicity imply global Lipschitz regularity of the surface. In particular, one can construct a local extension operator on every cell z + (−δ, 1 + δ) d , z ∈ Z d which might then be glued together using a periodic partition of unity of R d . The connectedness of the geometry assures that the difference of the average of a function u on two different cells z 1 and z 2 can be computed from the gradient along a path connecting the two cells.
In the stochastic case the proof of existence of suitable extension operators is much more involved and not every geometry will eventually allow us to be successful. In fact, we will not be able -in general -to provide extension operators U ε : W 1,p Q ε P (ω) → W 1,p (Q) but rather obtain U ε : W 1,p Q ε P (ω) → W 1,r (Q), where r < p depends (among others) on the dimension and on the distribution of the Lipschitz constant of ∂P(ω). This is due to the presence of arbitrarily "bad" local behavior of the geometry.
The theory we develop below also allows to provide estimates on the trace operator
T ω : C 1 (P(ω)) → C(∂P(ω)) when seen as an operator T ω : W 1,p loc (P(ω)) → L r loc (∂P(ω)), where again 1 ≤ r < p in general. Since this topic is easier to handle, we first explain our concept of microscopic regularity in view of T ω and then go on to extension operators.
We summarize the above discussion in the following.
Problem 1. Find (computationally or mathematically) verifiable conditions on stationary, ergodic random geometries that allow to prove an estimate ε T ε u r L r (Q∩ε∂P) ≤ C u r L p (Q∩εP(ω)) + ε r ∇u r L p (Q∩εP(ω)) , Berlin January 29, 2020
where r ≥ 1 and C > 0 are independent of ε.
Problem 2. Find (computationally or mathematically) verifiable conditions on stationary, ergodic random geometries that allow to prove existence of extension operators
(ω)) , where r ≥ 1 and C > 0 are independent of ε.
Let us mention at this place existing results in literature. In recent years, Guillen and Kim [8] have proved existence of uniformly bounded extension operators U ε : W 1,p Q ε P (ω) → W 1,p (Q) in the context of minimally smooth surfaces, i.e. uniformly Lipschitz and uniformly bounded inclusions with uniform minimal distance. A homogenization result of integral functionals on randomly perforated domains with uniformly bounded inclusions was provided by Piat and Piatnitsky [24] . Concerning unbounded inclusions and non-uniformly Lipschitz geometries, the present work seems to be the first approach.
(δ, M )-Regularity and the Trace Operator. We introduce two useful concepts which the author believes are well suited for this work as well as for further studies. The first of these two concepts accounts for the local regularity of ∂P and will be called local (δ, M )-regularity (see Definition 47), inspired by the concept of minimal smoothness [25] . Although the assumption this very weak, its consequences concerning local coverings of ∂P are powerful. Having studied the properties of (δ, M )-regular sets in detail in Sections4.1 and 2.5 it is very easy to prove the following trace theorem (for notations we refer to Section 2 and Section 4.1). Note that via a simple rescaling, this provides a solution to Problem 1. For given ω let T ω : C 1 (P(ω)) → C(∂P(ω)) be the trace operator. Then for almost all ω and the extension T ω : W 1,p loc (P(ω)) → L r loc (∂P(ω)) is continuous with T ω u L r (∂P∩nQ) ≤ C(ω) u W 1,p (Br(nQ)∩P) for every bounded Lipschitz domain Q ⊃ B 1 (0) and every n ∈ N, where C(ω) depends on ω, r, p and p 0 .
Proof. This is a consequence of Theorem 66, stationarity and ergodicity and the ergodic theorem.
Construction of Extension Operators. The main results of this work concern extension operators on randomly perforated domains. In order to construct a suitable extension operator, we use
Step 1: (δ, M )-regularity. Concerning extension results, the concept of (δ, M )-regularity suggests the naive approach would be to use a local open covering of ∂P and to add the local extension operators via a partition of unity in order to construct a global extension operator. We call this ansatz naive since one would not chose this approach even in the periodic setting, as it is known to lead to unbounded gradients. Nevertheless, this ansatz is followed in Section 5.1 for two reasons: the first reason is illustration of an important principle: The extension operator U =Ũ +Û can be split up into a local partŨ, whose norm can be estimated by local Berlin January 29, 2020
properties of ∂P, and a global partÛ whose norm is determined by connectivity, an issue which has to be resolved afterwards, and corresponds to Step 2 in the proof of Theorem 45 below (periodic case), where one glues together the local extension operators on the periodic cells. The second reason is that this first approach, although it cannot be applied globally, is very well suited for constructing a local extension operator, which might be "glued together" in a sophisticated way to construct a macroscopic extension operator.
Step 2: isotropic cone mixing. In order to account for the issue of connectedness in a proper way on the macroscopic level, we propose our second fundamental concept of isotropic cone mixing geometries (see Definition 58), which allow to construct a global Voronoi tessellation of R d with good local covering properties. This definition appearing technical still can be verified rather easily using Criterion 59. In short, isotropic cone mixing allows to distribute balls B i of a uniform minimal radius r within P such that the centers of the balls generate a Voronoi mesh of cells G i with diameter d i , distributed according to a function f (d) (see Lemma 61). These Voronoi cells in general might be of arbitrary large diameter d i , although they are bounded in the statistical average. Due to this lack of a uniform bound, we call the distribution of diameters of Voronoi cells the mesoscopic regularity of the geometry.
Step 3: gluing. The Voronoi cells resulting from an isotropic cone mixing geometry are well suited for a gluing of local extension operators. We will construct the macroscopic extension operator in an analogue way to [12] , replacing the periodic cells by the Voronoi cells (see Figure 4 ). In Theorem 69 we provide a first abstract result how the norm of the glued operator can be estimated from properties of the local extension operators and properties of the (δ, M )-covering and of the Voronoi tessellation. To make this more clear, we note at this points that the extension operator depends on two types of local averages: To each Voronoi cell G i we take the average T i u over B i . Furthermore, to every local microscopic extension operator there corresponds a local average τ j u close to the boundary. We will see that the norm of the extension operator strongly depends on the differences |T i u − T j u| and |T j u − τ k u|.
In Theorem 71 we will see that the dependence on |T i u − T j u| can be eliminated with the price to increase the cost of "unfortunate distributions" of G i and of the local (δ, M ) regularity. The remaining dependence which we partially leave unresolved is the dependence on |T j u − τ k u|. This dependence is linked to the qualitative connectedness properties of the geometry. By this we mean more than the topological question of connectedness. In particular, we need an estimate of the type |T j u − τ k u| r ≤´G i C(x) |∇u(x)| r dx which will finally allow us an estimate of j,k |T j u − τ k u| r in terms of ∇u. Unfortunately, the classical percolation theory, which deals with connectedness of random geometries, is not developed to answer this question. In this paper, we will use a workaround which we call statistically connected. However, further research has to be conducted. We finally state our main theorem. 
Then for almost every ω the extension operator U : W 1,p loc (P(ω)) → W 1,r loc R d provided in (81) is well defined with a constant C(ω) such that for every positive n ≥ 1
Remark 5. 1. Disregarding the issue of connectedness (e.g. if C k was constant), much easier estimates could be derived. In fact, the expressions appearing in Theorems 69 and 71 are much simpler than those of Theorem 73. This suggests that the question of connectedness is the most important to focus on for future improvements. 2. Definition 72 is more suited for computational verification than for rigorous proofs on specific geometries.
Proof. This follows from Theorems 69, 71 and 73 on noting that δ is defined on ∂P and M 2r is defined on R d . In particular, 1 |Q|´Q∩P δ α → E(δ α ) for |Q| → ∞. Furthermore, we need Lemma 62.
Structure of the article. We close the introduction by providing an overview over the article and its main contributions. In Section 2 we collect some basic concepts and inequalities from the theory of Sobolev spaces, random geometries and discrete and continuous ergodic theory. We furthermore establish local regularity properties for what we call η-regular sets, as well as a related covering theorem in Section 2.5. In Section 2.10 we will demonstrate that stationary ergodic random open sets induce stationary processes on Z d , a fact which is used later in the construction of the mesoscopic Voronoi tessellation in Section 4.2.
In Section 3 we provide a proof of the periodic extension result in a simplified setting. This is for completeness and self-containedness of the paper, in order to make a comparison between stochastic and periodic approach easily accessible to the reader.
In Section4 we introduce the regularity concepts of this work. More precisely, in Section 4.1 we introduce the concept of local (δ, M )-regularity and use the theory of Section 2.5 in order to establish a local covering result for ∂P, which will allow us to infer most of our extension and trace results. In Section 4.2 we show how isotropic cone mixing geometries allow us to construct a stationary Voronoi tessellation of R d such that all related quantities like "diameter" of the cells are stationary variables whose expectation can be expressed in terms of the isotropic cone mixing function f . Moreover we prove the important integration Lemma 62.
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In Sections 5-6 we finally prove the aforementioned extension operators and prove estimates for these extension operators and for the trace operator.
Preliminaries
We first collect some notation and mathematical concepts which will be frequently used throughout this paper. We first start with the standard geometric objects, which will be labeled by bold letters.
Fundamental Geometric Objects. Unit cube
The torus Y = [0, 1) d is quipped with the topology of the metric d(x, y) = min z∈Z d |x − y + z|.
Balls Given a metric space (M, d) we denote B r (x) the open ball around x ∈ M with radius r > 0. The surface of the unit ball in R d is S d−1 .
Points A sequence of points will be labeled by X := (x i ) i∈N . A cone in R d is usually labeled by C . In particular, we define for a vector ν of unit length, 0 < α < π 2 and R > 0 the cone
Inner and outer hull We use balls of radius r > 0 to define for a closed set P ⊂ R d the sets
One can consider these sets as inner and outer hulls of P. The last definition is resembles a concept of "negative distance" of x ∈ P to ∂P and "positive distance" of x ∈ P to ∂P. For A ⊂ R d we denote convA the closed convex hull of A.
Local Extensions and Traces.
In the following, we formulate some extension and trace results. Although it is well known how such results are proved and the proofs are standard, we include them for completeness. there exist an extension operator
, such that for
and for every p ∈ [1, ∞] the operator
is continuous with
Remark 7. It is well known ([7, chapter 5]) that for every bounded domain U ⊂ R d with C 0,1 -boundary there exists a continuous extension operator U :
Proof of Lemma 6. The extended function ϕ : 
Step 1 : We consider the extension operator U + :
.
We make use of this operator and define
Note that all three operators u → u • ϕ, U + and v → v • ϕ −1 map W 1,p -functions to W 1,pfunctions. By the definition of U + we may explicitly calculate (3). In particular, Uu(x) is well defined for x ∈ B δ (0)\P whenever
Step 2 : We seek for ρ > 0 such that (6) is satisfied for every x ∈ B ρ (0)\P and such that A (0, P, ρ) ⊂ B δ (0). For ρ < δ and x = (x, x d ) ∈ B ρ (0), we find with ϕ(0) = 0 and
In particular, max
Hence we require ρ = δ √ 4M 2 + 2 −1 . It is now easy to verify (5) from the definition of U and the chain rule. Writing x = (x, x d ) we consider the trace operator T :
For every p ∈ [1, ∞] and every r < p(1−d) (p−d) the operator T can be continuously extended to T :
such that
Proof. We proceed similar to the proof of Lemma 6.
Step 1:
Step 2: Using the transformation rule and the fact that 1 ≤ |det Dϕ| ≤ √ 4M 2 + 2 we infer (7) similar to Step 2 in the proof of Lemma 6.
ˆ∂
and from this we conclude the Lemma.
2.3. Poincaré Inequalities. We denote
Note that this is not a linear vector space.
Lemma 9. For every p ∈ (1, ∞) there exists C p > 0 such that the following holds: Let r < 1 and
, and for every u ∈ W 1,p (0),r (B 1 (0)) it holds
. Remark. In case p ≥ d we find that (9) holds iff u(x) = 0 for some x ∈ B 1 (0).
Proof. In a first step, we assume x = 0. The underlying idea of the proof is to compare every u(y), y ∈ B 1 (0)\B r (0) with u(rx). In particular, we obtain for y ∈ B 1 (0)\B r (0) that u(y) = u(ry) +ˆ1 
We integrate the last expression over B 1 (0)\B r (0) and find
. and hence (8) . Furthermore, since there holds u p L p (B 1 (0)) ≤ C ∇u p L p (B 1 (0)) for every u ∈ W 1,p (0) (B 1 (0)), a scaling argument shows u p L p (Br(0)) ≤ Cr p ∇u p L p (Br(0)) for every u ∈ W 1,p (0),r (B 1 (0)) and hence (9) . Lemma 10. Let 0 < r < R < ∞ and p ∈ (1, ∞) and q ≤ pd
Then there exists C p,q such that for every convex set P with polytope boundary ∂P ⊂ B R (0)\B r (0)
Proof. First note that by a simple scaling argument based on the integral transformation rule the equations (8) yields for every u ∈ W 1,p (B r (0))
and (9) yields for every u ∈ W 1,p (0),r (B r (0))
Now, for ν ∈ S d−1 we denote P (ν) as the unique p ∈ ∂P ∩ (0, ∞)ν and for x ∈ R d \{0} we denote ν x := x x and consider the bijective Lipschitz map
Then we infer from (13)
or, after transformation of integrals,
It remains to estimate the derivatives of ϕ P . In polar coordinates, the radial derivative is ∂ r ϕ P (x) = R P (νx) , while the tangential derivative is more complicated to calculate. However, in case ν⊥T P (ν) we obtain ∂ S d−1 ϕ P (x) = I R d−1 , which is by the same time the minimal absolute value for each tangential derivative, and Figure . ..... ).Now we make use of the fact thatφ P increases the volume locally with a rate smaller than ∂ϕ P and hence |det Dφ P | ≥ 1. On the other hand, we have (Dφ P ) −1 < R r and hence (10) . In a similar way we infer (11) from (14).
Voronoi Tessellations.
We will need the following result on Voronoi tessellation of a minimal diameter.
Since every Voronoi cell contains a ball of radius r, this implies that
Berlin January 29, 2020 Figure 1 . An illustration of η-regularity. In Theorem 16 we will rely on a "gray" region like in this picture.
2.5.
Local η-Regularity. We say that a function F : A → {0, 1} holds "true" in a ∈ A if F (a) = 1 and "false" if F (a) = 0.
Lemma 15. Let P be a locally η-regular open set with f and r and η(p). Then η : ∂P → R is locally Lipschitz continuous with Lipschitz constant 4 and for every ε ∈ 0, 1 2 andp ∈ B εη (p) ∩ ∂P it holds
Furthermore,
implying (17) and continuity of η.
Let |p −p| = εη(p) ≤ 2εη(p), the last inequality particularly implies also η(p)
Finally, in order to prove (18), w.l.o.g. let η(p) ≤ η(p). Then
We make use of the latter Lemmas in order to prove the following covering-regularity of ∂P.
Theorem 16. Let Γ ⊂ R d be a closed set and let η(·) ∈ C(Γ) satisfy for |p −p| < εη(p)
and defineη(p) = 2 −K η(p), K ≥ 2. There exists a locally finite covering of Γ with balls
We set B (0) := ∅, Γ 1 = Γ, η k := 2 −k and for k ≥ 1 we construct the covering using inductively defined open sets B (k) and closed set Γ k as follows:
The above covering of Γ is complete in the sense that every x ∈ Γ lies into one of the balls (by contradiction). We denote X := k X k = (p i ) i∈N the family of centers of the above constructed covering of Γ and find the following properties: Let p 1 , p 2 ∈ X be such that
. Then the following two properties are satisfied due to (19) (1) It holds
This concludes the proof. where min ∅ := 0 for notational convenience. Furthermore, write A := F −1 (0, 3 2 r) . Thenη is Borel measurable with support A and there exists a constant C > 0 only depending on the dimension d such that for every bounded open domain Q it holdŝ
Finally, it holds
Proof.
Step 1: For every p ∈ ∂P consider the function
(p) and f p (x) := 2r else. Then every f p is upper semi continuous and F := inf p∈∂P f p is measurable. In particular, the set A is measurable and thusη = χ A F is measurable.
Step 2: Given
. We observe with help of the definition of p x , the triangle inequality and (19)
The last line particularly implies (22) and
Step 3: By Theorem 16 we can chose a countable number of points (p k ) k∈N ⊂ ∂P such that Γ = ∂P is completely covered by balls B k := B ξ(p k ) (p k ) where ξ (p) := 2 −4 η(p). For simplicity of notation we write η k := η(p k ) and ξ k := ξ(p k ). Assume x ∈ A with p x ∈ Γ given by (23) . Since the balls B k cover Γ, there exists p k with |p (19) . and hence
Step 5: Let k ∈ N be fixed and define
We further observe that the minimal surface of B k ∩ ∂P is given in case when B k ∩ ∂P is a cone with opening angle π 2 −arctan M (p k ). The surface of B k ∩∂P in this case is proportional Berlin January 29, 2020
The last estimate in particular implies up to a constant independent from k:
2.6. Dynamical Systems. Throughout this work we assume that (Ω, F , P) is a probability space with countably generated σ-algebra F .
We sometimes may take the following stronger assumption.
The latter condition is evidently fulfilled for sequences of cones or balls. Convex averaging sequences are important in the context of ergodic theorems.
Theorem 21 (Ergodic Theorem [6] Theorems 10.2.II and also [26] ). Let (A n ) n∈N ⊂ R d be a convex averaging sequence, let (τ x ) x∈R d be a dynamical system on Ω with invariant σ-algebra I and let f :
We observe that E (f |I ) is of particular importance. For the calculations in this work, we will particularly focus on the case of trivial I . This is called ergodicity, as we will explain in the following.
Remark 23. a) Let Ω = {ω 0 = 0} with the trivial σ-algebra and τ x ω 0 = ω 0 . Then τ is evidently mixing. However, the realizations are constant functions f ω (x) = c on R d for some constant c. b) A typical ergodic system is given by Ω = Y with the Lebesgue σ-algebra and P = L the Lebesgue measure. The dynamical system is given by τ
d) It is sufficient to show (25) or (26) for A and B in a ring that generates the σ-algebra F . We refer to [6] , Section 10.2, for the later results.
A further useful property of ergodic dynamical systems, which we will use below, is the following:
Lemma 24 (Ergodic times mixing is ergodic). Let (Ω,F ,P) and (Ω,F ,P) be probability spaces with dynamical systems (τ x ) x∈R d and (τ x ) x∈R d respectively. Let Ω :=Ω ×Ω be the usual product measure space with the notation ω = (ω,ω) ∈ Ω forω ∈Ω andω ∈Ω. Ifτ is ergodic andτ is mixing, then τ x (ω,ω) := (τ xω ,τ xω ) is ergodic.
Proof. Relying on Remark 23.c) we verify (26) by proving it for sets A =Ã×Â and B =B×B which generate F :=F ⊗F . We make use of A ∩ B = Ã ∩B × Â ∩B and observe that
Using ergodicity, we find that
Sinceτ is mixing, we find for every ε > 0 some R > 0 such that x > R implies P Â ∩τ xB −P Â ∩B < ε. For n > R we find
The last two limits (28) and (29) imply (26) .
Remark 25. The above proof heavily relies on the mixing property ofτ . Note that forτ being only ergodic, the statement is wrong, as can be seen from the product of two periodic processes in Y × Y (see Remark 23) . Here, the invariant sets are given by
2.7. Random Measures and Palm Theory. We recall some facts from random measure theory (see [6] ) which will be needed for homogenization. Let M(R d ) denote the space of locally bounded Borel measures on R d (i.e. bounded on every bounded Borel-measurable set) equipped with the Vague topology, which is generated by the sets
This topology is metrizable, complete and countably generated. A random measure is a measurable mapping
which is equivalent to both of the following conditions (1) For every bounded Borel set A ⊂ R d the map ω → µ ω (A) is measurable (2) For every ω →´f dµ ω the map ω →´f dµ ω is measurable. A random measure is stationary if the distribution of µ ω (A) is invariant under translations of A that is µ ω (A) and µ ω (A + x) share the same distribution. From stationarity of µ ω one concludes the existence ( [9, 22] and references therein) of a dynamical system (τ x ) x∈R d on Ω such that µ ω (A + x) = µ τxω (A). By a deep theorem due to Mecke (see [19, 6] ) the measure
can be defined on Ω for every positive g ∈ L 1 (R d ) with compact support. µ P is independent from g and in case µ ω = L we find µ P = P. Furthermore, for every B(R d ) × B(Ω)-measurable non negative functions and all µ P × L-integrable functions f the Campbell formulâ
holds. The measure µ ω has finite intensity if µ P (Ω) < +∞.
We denote by For random measures we find a more general version of Theorem 21.
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2.8. Random Sets. The theory of random measures and the theory of random geometry are closely related. In what follows, we recapitulate those results that are important in the context of the theory developed below and shed some light on the correlations between random sets and random measures. Let F(R d ) denote the set of all closed sets in R d . We write
The Fell-topology T F is created by all sets F V and F K and the topological space (F(R d ), T F ) is compact, Hausdorff and separable [18] .
Remark 27. We find for closed sets F n , F in R d that F n → F if and only if [18] (1) for every x ∈ F there exists x n ∈ F n such that x = lim n→∞ x n and (2) if F n k is a subsequence, then every convergent sequence x n k with x n k ∈ F n k satisfies lim k→∞ x n k ∈ F .
If we restrict the Fell-topology to the compact sets K(R d ) it is equivalent with the Hausdorff topology given by the Hausdorff distance 
The calculations for τ −1
Remark 30. The Matheron-σ-field σ F is the Borel-σ-algebra of the Fell-topology and is fully characterized either by the class F V of F K .
Definition 31 (Random closed / open set according to Choquet (see [18] for more details)). Berlin January 29, 2020 a) Let (Ω, σ, P) be a probability space. Then a Random Closed Set (RACS) is a measurable mapping A : (Ω, σ, P) −→ (F, σ F ) b) Let τ x be a dynamical system on Ω. A random closed set is called stationary if its characteristic functions χ A(ω) are stationary, i.e. they satisfy
The importance of the concept of random geometries stems from the following Lemma by Zähle. It states that every random closed set induces a random measure. Thus, every stationary RACS induces a stationary random measure.
Lemma 32 ([27] Theorem 2.1.3 resp. Corollary 2.1.5). Let F m ⊂ F be the space of closed m-dimensional sub manifolds of R d such that the corresponding Hausdorff measure is locally finite. Then, the σ-algebra σ F ∩ F m is the smallest such that
is measurable for every measurable and bounded B ⊂ R d .
This means that
is measurable with respect to the σ-algebra created by the Vague topology on M(R d ). Hence a random closed set always induces a random measure. Based on Lemma 32 and on Palmtheory, the following useful result was obtained in [9] (See Lemma 2.14 and Section 3.1 therein).
Theorem 33. Let (Ω, σ, P ) be a probability space with an ergodic dynamical system τ . Let A : (Ω, σ, P ) −→ (F, σ F ) be a stationary random closed m-dimensional C k -Manifold. a) There exists a separable metric spaceΩ ⊂ M R d with an ergodic dynamical systemτ and a mappingÃ : (Ω, BΩ, P) → (F, σ F ) such that A andÃ have the same law and such that A still is stationary. Furthermore, (x, ω) → τ x ω is continuous. We identifyΩ = Ω,Ã = A andτ = τ .
b) The mapping
is a stationary random measure on R d and there exists a corresponding Palm-measure µ P if and only if µ • has finite intensity. c) There exists a measurable setÂ ⊂ Ω, called the prototype of A, such that χ A(ω) (x) = χÂ(τ x ω) for L + µ ω -almost every x and P-almost surely. The Palm-measure µ P of µ ω concentrates onÂ, i.e. µ P (Ω\Â) = 0.
d) If A is a random closed m-dimensional C k -manifold, then P(Â) = 0.
Also the following result will be useful below. Berlin January 29, 2020
Lemma 34. Let µ be a Radon measure on R d and let Q ⊂ R d be a bounded open set. Let
and observe that m is measurable if and only if for every f ∈ C c R d the map m f is measurable (see Section 2.7). Hence, if we prove the latter property, the lemma is proved. We assume f ≥ 0 and we show that the mapping m f is even upper continuous. In particular, let (P n , B n ) → (P, B) in F × F 0 and assume that B n ⊂ P n for all n > N 0 . Since Q is compact, Remark 27. 2. implies that B ⊂ P ∩ Q. Furthermore, since f has compact support, we find ´B In what follows, we consider the particular case that for almost every ω there exist points (x k (ω)) k∈N and values (a k (ω)) k∈N in Z such that
The point process µ ω is called simple if almost surely for all k ∈ N it holds a k ∈ {0, 1}.
Example 35 (Poisson process). A particular example for a stationary point process is the Poisson point process µ ω = X ω with intensity λ. Here, the probability P(X(A) = n) to find n points in a Borel-set A with finite measure is (33) P(X(A) = n) = e −λ|A| λ n |A| n n! .
The last formula implies that the Poisson point process is stationary.
We can use a given random point process to construct further processes.
Example 36 (Hard core Matern process). The hard core Matern process is constructed from a given point process X ω by mutually erasing all points with the distance to the nearest neighbor smaller than a given constant r. If the original process X ω is stationary (ergodic), the resulting hard core process is stationary (ergodic) respectively.
Example 37 (Hard core Poisson-Matern process). If a Matern process is constructed from a Poisson point process, we call it a Poisson-Matern point process. Berlin January 29, 2020
Lemma 38. Let µ ω be a simple point process with a k = 1 almost surely for all k ∈ N. Then X ω = (x k (ω)) k∈N is a random closed set. On the other hand, if X ω = (x k (ω)) k∈N is a random closed set that almost surely has no limit points then µ ω is a point process.
Proof. We prove that µ ω → X ω is measurable. Let V ⊂ R d be open and K ⊂ R d compact and let
Then f V,R is Lipschitz with constant 1 and f K δ is Lipschitz with constant 1 δ and support in B δ (K). Moreover, since µ ω is locally bounded, the number of points x k that lie within B 1 (K) is bounded. In particular, we obtain
are measurable. Since F V and F K generate the σ-algebra on F R d , it follows that ω → X ω is measurable. In order to prove the opposite direction, let X ω = (x k (ω)) k∈N be a random closed set of points. Since X ω has almost surely no limit points the measure µ ω is locally bounded almost surely. We prove that µ ω is a random measure by showing that Similar to the continuous dynamical systems, also in this discrete setting an ergodic theorem can be proved.
Theorem 41 (See Krengel and Tempel'man [16, 26] ). Let (A n ) n∈N ⊂ R d be a convex averaging sequence, let (τ z ) z∈rZ d be a dynamical system onΩ with invariant σ-algebra I and let
f :Ω → R be measurable with |E(f )| < ∞. Then for almost allω ∈Ω
In the following, we restrict to r = 1 for simplicity of notation.
Let Ω 0 ⊂ R d . We consider an enumeration (ξ i ) i∈N of Z d such thatΩ := Ω Z d 0 = Ω N 0 and writeω = (ω ξ 1 ,ω ξ 2 , . . . ) = (ω 1 ,ω 2 , . . . ) for allω ∈Ω. We define a metric onΩ through
We write Ω n := Ω n 0 and N n := {k ∈ N : k ≥ n + 1}. The topology ofΩ is generated by the open sets A × Ω Nn 0 , where for some n > 0, A ⊂ Ω n is an open set. In case Ω 0 is compact, the spaceΩ is compact. Further,Ω is separable in any case since Ω 0 is separable (see [14] ).
We consider the ring
and suppose for every n ∈ N that there exists a probability measure P n on Ω n such that for every measurable A n ⊂ Ω n it holds P n+k A n × Ω k = P n (A n ). Then we define
We make the observation that P is additive and positive on R and P(∅) = 0. Next, let (A j ) j∈N be an increasing sequence of sets in R such that A := j A j ∈ R. Then, there exists A 1 ⊂ Ω n 0 such that A 1 =Ã 1 × Ω Nn 0 and since A 1 ⊂ A 2 ⊂ · · · ⊂ A, for every j > 1, we conclude A j =Ã j × Ω Nn 0 for someÃ j ⊂ Ω n . Therefore, P(A j ) = P n (Ã j ) → P n (Ã) = P(A) where A =Ã × Ω Nn 0 . We have thus proved that P : R → [0, 1] can be extended to a measure on the Borel-σ-Algebra on Ω (See [3, Theorem 6-2]).
We define for z ∈ Z d the mappinĝ τ z :Ω →Ω ,ω →τ zω , where (τ zω ) ξ i =ω ξ i +z component wise .
In this paper, we consider particularly Ω 0 = {0, 1}. ThenΩ := Ω Z d 0 is equivalent to the power set of Z d and everyω ∈Ω is a sequence of 0 and 1 corresponding to a subset of Z d . Shifting the setω ⊂ Z d by z ∈ Z d corresponds to an application ofτ z toω ∈Ω. Now, let P(ω) be a stationary ergodic random open set. Recalling (2) the map ω → P −r (ω) is measurable due to Lemma 29 and we can define X r (P(ω)) := 2rZ d ∩ P − r 2 (ω). Lemma 42. If P is a stationary ergodic random open set then the set X = X r (ω) := X r (P(ω)) := 2rZ d ∩ P − r 2 (ω) is a stationary random point process w.r.t. rZ d .
Proof. By a simple scaling we can w.l.o.g. assume 2r = 1 and write X = X r . Evidently, X corresponds to a process on Z d with values in {0, 1} writing X(z) = 1 if z ∈ X and X(z) = 0 if z ∈ X. In particular, we write (ω, z) → X(ω, z). This process is stationary as the shift invariance of P induces a shift-invariance ofP with respect to τ z . It remains to observe that the probabilities P(X(z) = 1) and P(X(z) = 0) induce a random measure onΩ in the way described above.
Remark 43. If P is mixing one can follow the lines of the proof of Lemma 24 to find that X r (P(ω)) is ergodic. However, in the general case X r (P(ω)) is not ergodic. This is due to the fact that by nature (τ z ) z∈Z d on Ω has more invariant sets than(τ x ) x∈R d . For sufficiently complex geometries the map Ω →Ω is onto.
Periodic Extension Theorem
We study extension theorems on periodic geometries. In order to get familiar with our approach, we first prove the following standard result, which was already obtained in [5] and generalized to R d and W 1,p (Y 1 ) in [11] (see also [13] ).
Theorem 44 (Extension Theorem). Let Y = Y 1 ∪ Y 2 with Y 2 ⊂⊂ (0, 1) d compactly and such that ∂Y 2 is Lipschitz. Then, for every p ∈ [1, ∞) there exists C depending only on Y 2 , p and d such that for every
Proof. Since Y 2 ⊂⊂ (0, 1) d one proves by contradiction the existence of C > 0 such that
In what follows we write ϕ = ffl Y 1 ϕ. Since ∂Y 2 is Lipschitz, there exists a continuous operator U : W 1,p ((0, 1) d \Y 2 ) → W 1,p ((0, 1) d ). Due to (37) it holdŝ The last proof heavily relied on the disconnectedness of Y 2 . In case Y 2 is connected, the "gluing" of the local extensions is more delicate.
Then there exist an extension operator
Berlin January 29, 2020 Figure 2 . Left: The periodic geometry Y 1 and Y 2 . Middle: The boarder ∂Y 1 is covered by balls of a uniform size such that on each center x i there exists an extension operator from
The microscopically glued extension operator maps functions with support Y 1 onto functions with support in the black and gray domain.
such that for some C > 0 depending only on δ and p it holdŝ
Idea of Proof: In order to highlight the structure of the following proof, let us explain how the extension operator is constructed. In Figure 2 we see on the left a (δ, M )-regular surface ∂Y 1 which can be locally covered by balls of radius ρ = δ √ 4M 2 + 2 −1 (middle). Using the extension operators given by Lemma 6, we can extend u to the red balls that intersect Y 2 . The extension operators on the various red balls are then glued together using a suitable partition of unity. However, this leads to steep gradients in the black region on the right hand side, while Uu ≡ 0 in the white region. In particular, if u(x) ≡ c is constant, these gradients are of order c ρ . Hence, proceeding globally in this way, the gradient ∇ Ũ u cannot be bounded by ∇u. In Step 1 we use that the boundary of the domain Y 1 is Lipschitz and periodic, hence uniformly Lipschitz. Furthermore, we use the connectedness of Y 1 .
To avoid this problem, in Step 2 we use a mesoscopic correction: Writing K α := (−α, 1 + α) d , and K α (z) = z + K α for z ∈ Z d with a partition of unityη z and the local extension operator U z on K α (z), we define the global extension operator through:
where τ z u = ffl B(z) u for some suitable ball B(z). By this, we assign to the void space an averaged value of the surrounding matrix. In Step 2 we heavily rely on the periodicity, which allows to apply a Y-periodic partitioning to R d .
Proof.
Step 1 (Local extension operator on (0, 1) d ): W.l.o.g. we can assume that δ 1. Writing K α := (−α, 1 + α) d the set ∂Y 1 ∩ K δ is precompact and can be covered by a finite number of balls
In what follows, let η ∈ C ∞ 0 (−1, 1) be a positive symmetric smooth function with 0 < η(x) ≤ 1 on (−1, 1), η(0) = 1 and monotone on (0, 1). We denote η 0 := η • dist( · , ∂Y 1 ) and η k (x) := η(ρ −1 |x − x k |) for k ≥ 1. In what follows we identify η k with their periodized Berlin January 29, 2020
versions. For every k ≥ 0 letη k = η k ∞ j=0 η j −1 and note thatη k defines a partition of unity on ∂Y 1 ∩ K δ . Writing U i for the corresponding extention operator from Lemma 6 on B ρ (x i ), we extend u by 0 to R d \Y 1 and consider
For the following calculation, we further note that
for someN depending only on the dimension d. LetB := {B ρ (x k )}. For every i ∈ {1, . . . , k}, the number # B j ∈B |B j ∩B i = ∅ of balls inB intersecting withB i is bounded byN . On each ball we infer from Lemma 6
Similar estimates also hold for η 0 u and summing over i, we obtain
Now let B ⊂ (2δ, 1 − 2δ) d be a ball with positive radius. By a contradiction argument, we obtain
Step 2 (gluing together the local extension operators): In what follows, for every z ∈ Z d let Ũ z u (·) :=Ũ(u(· + z))(· − z) the operatorŨ shifted onto the cell z + K 2δ . We use the following Poincaré inequality (proved by a contradiction argument)
Given some positive η ∈ C c (K δ ) with η| (0,1) d ≡ 1 and symmetric w.r.t. the center of (0, 1) d we write η z := η(· − z) such that η z | z+(0,1) d ≡ 1 and introduceη z = η z / x∈Z d η x which provide a (0, 1) d -periodic partition of unity. Note that at each x ∈ R d at most 2 d functions η z are different from 0. We now define the opartor U according to (40) with τ z u := ffl B+z u and U z from Step 1 to find
In order to derive an estimate on´R d z∈Z d τ z u∇η z p , note that for z 1 , z 2 ∈ Z d and x ∈ R d for all i = 1, . . . , d it holds ∂ iηz 1 = −∂ iηz 2 by symmetry and hence (writing
Thus, let z 1 , z 2 ∈ Z d such that (z 1 + K 2δ ) ∩ (z 2 + K 2δ ) = ∅. Since Y 1 is open and connected, one can prove
where C depends on d, p and Y 1 . From together with (43)-(45) we infer (39). Estimate (38) can be proved in an analogue way.
Quantifying Nonlocal Regularity Properties of the Geometry
In this section, we will provide some fundamental geometric insights on which we will construct our extension operators
We have to account of two types of randomness. One is local, namely the local Lipschitz regularity. The other is of global nature: We have to find a partition of R d such that on each partition cell the extension can be explicitly constructed in a well defined way. In the case of periodicity this is evidently trivial. However, since we lack periodicity, we have to replace the periodic constrution of the extension operator in Section 3 by something similar, but of stochastic nature.
The latter problem will be overcome using a random distribution of balls within P(ω) and a Voronoi tessellation which is such that every Ball is contained in exactly one Voronoi cell. This construction is based on the following observation.
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Lemma 46. Let P(ω) be a stationary and ergodic random open set such that P(P ∩ Y = ∅) < 1 . Then there exists r > 0 such that with positive probability p r > 0 the set (0, 1) d ∩ P contains a ball with radius 4 √ dr.
Proof. Assume that the lemma was wrong. Then for every r > 0 the set (0, 1) d ∩ P almost surely does not contain an open ball with radius r. In particular with probability 1 the set (0, 1) d ∩ P does not contain any ball. Hence (0, 1) d ∩ P = ∅ almost surely, contradicting the assumptions.
The numbers r and p r from Lemma 46 will finally lead to the concept of mesoscopic regularity of the geometry P(ω), see Definition 60. Perticularly the number r is important, as it affects also the construction of the extension operator on the very microscopic level.
The concept of microscopic regularity will be based on the idea of local (δ, M )-regularity. The concept of (global) (δ, M )-regularity or minimally smoothness can be found in the book [25] . The theory of [25] was recently used in [8] to derive extension theorems for minimally smooth stochastic geometries. A first application of the concept of (δ, M )-regularity is the following Lemma, which is important for the application of the Poincaré inequalities proved in Section 2 during the construction of the local extension operators in Section 5. Along the axis we may select y with |p 0 − y| = δ 4 . Then the distance R of y to the cone is given through
In particular r (p 0 ) as defined above satisfies the claim. Then δ : ∂P → R is locally Lipschitz continuous with Lipschitz constant 4 and for every ε ∈ 0, 1 2 andp ∈ B εδ (p) ∩ ∂P it holds Notation 50. We sometimes use the special notation . Then ρ is positive and locally Lipschitz continuous on ∂P with Lipschitz constant 4. In particular, for |p −p| < ερ(p) it holds
Remark 53. For the same reason as in Remark 51. The latter lemma does not imply global Lipschitz regularity of ρ.
Proof. Positivity is given by ρ(p) ≥ δ(p) 4M (p) 2 + 2 
Since η was arbitrary, we conclude ρ(p) ≥ (1 − ε) ρ(p). Moreover, we find |p −p| < ε 1−ε ρ(p). From here, we may proceed as in the proof of Lemma 49.
Similar to the proof of Lemma 49 we finally obtain the following result. Then : ∂P → R is locally Lipschitz continuous with Lipschitz constant 4 and for every ε ∈ 0, 1 2 andp ∈ B ε (p) ∩ ∂P it holds
Berlin January 29, 2020 For two such balls with Bρ k (p k ) ∩ Bρ i (p i ) = ∅ it holds
Proof. The existence of the points and Balls satisfying (51) follows from Theorem 16, in particular (20) . Lemma 48 yields existence of y k such that B r k (y k ) ⊂ Bρ k /2 (p k ) ∩ P. The latter implies B r k (y k ) ∩ B r j (y j ) = ∅ for k = j.
Mesoscopic Regularity.
Besides Lemma 46 we establish the following result on which we will develop the concept of mesoscopic regularity.
Lemma 56. Recall X r (P(ω)) := 2rZ d ∩ P − r 2 (ω) = x ∈ 2rZ d : B r 2 (x) ⊂ P from Lemma 42 and assume r < 1 8 . Let
µ ω,r ( · ) := L · ∩ B r 2 (X r (P(ω))) , then there exists a constant λ 0 > 0 such that for almost every ω ∈ Ω it holds for all regular convex averaging sequences A n
Note that µ ω,r is stationary with respect to shifts in 2rZ d but not ergodic in general. It corresponds to the function S d−1 r 
Sinceμ ω is stationary ergodic and A n is regular we find
Lemma 46 suggests that starting at the origin and walking into an arbitrary direction, it is almost impossible to not meet a ball of radius r that fully lies within P(ω). However, this is in general wrong, as for a given fixed direction one may already find periodic counter examples. In what follows, we will therefore use the weaker concept of isotropic cone mixing (Definition 58) which is based on the following observation:
Lemma 57. Let ((ν j , α j )) j∈N ⊂ S d−1 × 0, π 2 be countable. Then for every x ∈ R d and each j ∈ N there holds lim R→∞ P X r (P) ∩ C ν j ,α j ,R (x) = ∅ = 1 .
Proof. By stationarity, we can assume x = 0 and by Lemma 56 the random measure µ ω,r has strictly positive intensity. We write C R := C ν j ,α j ,e R (0) and denote byC R the cone with the same base as C R but with apex −ν j R. ThenC R is a regular convex averaging sequence. Furthermore, it holds
where we use 0 ≤ µ ω,r C R \C R ≤ L C R \C R → 0 as R → ∞. We infer that µ ω,r ((C R )) = O R d and hence the statement (C R has to contain infinitely many balls B r 2 (x l )). The following definition is a quantification of Lemma 57. 
. In particular, for α = arccos a and R large enough we discover
The relation (53) holds with f (R) = 2df (a + 1) −1 R .
Note that Criterion 59 is much easier to verify than Definition 58. However, Definition 58 is formulated more generaly and is easier to handle in the proofs below, that are all built on Voronoi cells.
The formulation of Definition 58 is particularly usefull for the following statement.
Lemma 61 (Size distribution of cells). Let P(ω) be a stationary and ergodic random open set that is isotropic cone mixing for r > 0, f : (0, ∞) → R and α ∈ 0, π 2 . Then X r (P(ω)) and its Voronoi tessellation have the following properties:
is the open Voronoi cell of x ∈ X r (P(ω)) with diameter d(x) then d is stationary and for some constant C α > 0 depending only on α
(2) For x ∈ X r (P(ω)) let I(x) := {y ∈ X r (P) : G(y) ∩ B r (G(x)) = ∅}. Then
Proof. 1. W.l.o.g. let x k = 0. The first part follows from the definition of isotropic cone mixing: We take arbitrary points x ±j ∈ C ±e j ,α,R (0) ∩ X r (P(ω)). Then the planes given by the respective equations x − 1 2 x ±j · x ±j = 0 define a bounded cell around 0, with a maximal diameter D(α, R) = 2C α R which is proportional to R. The constant C α depends nonlinearly on α with C α → ∞ as α → π 2 . Estimate (55) can now be concluded from the relation between R and D(α, R) and from (53).
2. This follows from Lemma 15. Berlin January 29, 2020
Lemma 62. Let P(ω) be a stationary and ergodic random open set and for r > 0, f : (0, ∞) → R assume that X r (P(ω)) and its Voronoi tessellation have the property
Let G n (x) = n (G(x) − x) + x be the cell G(x) enlarged by a constant factor n and let a n (y) := # {x ∈ X r (P(ω)) : y ∈ G n (x)} = x∈Xr(P(ω))
Then a n and b n are stationary w.r.t. Z d and for every r > 1 there exists +∞ > C > 0 such that
which follows from the uniform boundedness of cells G n (x), x ∈ X k . Then, writing B R := B R (0) for every y ∈ R d it holds
In the last inequality we made use of the fact that every cell G n (x), x ∈ X k , has volume smaller than S d−1 n d (k + 1) d . We note that Q x∈Xr
Due to (59) we find
and obtain for q = p p−1
For the sum ∞ k=1 α q k to converge, it is sufficient that α q k ≤ (k + 1) −r for some r > 1. Hence, for such r it holds α k = (k + 1) −r/q and thus (57). ρ (p) and we define A 1,k := Bρ k (p k ) and A 2,k := B 3ρ k (p k ) and find for two balls A 1,k ∩ A 1,j = ∅ either A 1,k ⊂ A 2,j or A 1,j ⊂ A 2,k . The numbers r k and points y k are selected according to Corollary 55. Note in particular, that B r k (y k ) ⊂ Bρ k /2 (p k ) ∩ P and hence
Extension and Trace
For notational convenience, we additionally introduce We define A 3,k := Bδ k 8 (p k ) and find by Lemmas 52 and 6 that the local extension operator
and for constants c we find
Furthermore, the sets A 1,k and A 3,k have the following properties: Let k ∈ N be fixed. By construction, every
For two points p i , p j such that x ∈ A 3,i ∩A 3,j it holds due to the triangle inequality |p i − p j | ≤ and an additional functionφ 0 (x) = dist( x, ∂P ∪ k B r k (y k ) ). Then we define φ k :=φ/ φ 0 + jφ j . Note that by construction of r k and y k we find φ k | Br k (y k ) ≡ 1 and k≥1 φ k ≡ 1 on ∂P.
Definition 63. For every Q ⊂ R d let τ i u := 1 |Br i (y i )|´Br i (y i ) u and
where U k are the extension operators on A 3,k given by Lemmas 6, respectively (61)-(64). Furthermore, we note
In order to formulate our main results we define the general sets
and for every bounded set Q ⊂ R d we define 
Lemma 65. Let α i , u i , i = 1 . . . n, be a family of real numbers such that i α i = 0 and let r > 1, α + := i: α i >0 α i . Then
Proof of Lemma 64. For shortness of notation (and by abuse of notation) we write
Step 1: Properties of A 1,k ⊂ A 2,k ⊂ A 3,k and φ k . We note thatρ k ≤ 1 8 δ k as well as 4M 2 k + 2 ≤ 2M k . We satisfy (??) by making a choice α j = 1 2 (M r,j + 1) −1 = 1 2M −1 r,j . The integral over the gradients can be estimated via
Because of (66) it holds
i . Furthermore, (66) allows us to apply Jensen's inequality and we find
where we used Lemma 10 with R r = 3 and inequality (62). In a similar way, we conclude
It only remains to estimate i χ A 3,i (x). But this is given in (67) which yields
we then find:
We exploit the fact that every term in the sum on the right hand side of (76) appears only once and introduce E l (x) = {(i, j) : ∂ l φ i ∂ l φ j < 0 and r i < r j or (r i = r j and i < j)} and successively apply Jensen's inequality, |∇φ i | ≤ Cδ −1 i and B r j Similar to (74) we may conclude (69).
Step 3: We observe with Jensen's inequality and the fact that U i are linear with U i c = c for constants c that
Construction of Macroscopic Extension Operators
In this section, we provide the extension results which answer the question of the existence of such uniformly bounded families of operators up to the topic of connectedness. 6.1. Extension for Voronoi Tessellations.
Assumption 67. Let P be an open set and let X = (x i ) i=∈N := X r (P) be a family of points with mutual distance |x i − x k | > 2r if i = k and with B r 2 (x i ) ⊂ P for every i ∈ N. We construct from X a Voronoi tessellation and denote by G i := G(x i ) the Voronoi cell corresponding to x i . We denote A 1,i := B r 2 (G i ) and T i u := B r 2 (0) Let P be locally (δ, M )-regular and satisfy Assumption 67. Then we can construct continuous local extension operators U G j : W 1,p (B r (G i )) → W 1,r B r 2 (G i ) from Lemma 64. These can be glued together via
However, using the partition of unity from Section5.1 together with the partition of unity and corresponding φ i we obtain
Using τ i T j u = T j u the latter yields
where we used that U i maps constants onto constants via the identity. Note that U Q u = i φ i [U i (u − τ i u) + τ i u], as i =0 φ i = 1 in most points. Conclusion 68. A glueing of local extension operators constructed from Lemma 64 reveals the same original extension operator, yet on a bigger set. Thus the above glueing does not change U from the mathematical point of view but provides a new point of view, as the following Theorem reveals.
Theorem 69 (Extensions for locally regular, isotropic cone mixing geometries). Let the open set P satisfy Assumption 67 and be locally (δ, M )-regular. Let 1 < r < s < t < p < +∞ and s < p 0 ≤ p with 1 − d r ≥ d s .
We first observe that
From the last inequality as well as Theorem ?? we obtain (83). Furthermore, Theorem ?? provides the first line of (82) with the constants from (??)-(??) from estimating
Concerning the second part, we observe
and obtain with help of Lemma 65 and j ∇Φ j = 0
Similarly, we use Lemma 65 together with i ∇φ i = −∇φ 0 and follow the lines of the proof of Theorem ?? to find
where the first term on the right hand side can be estimated like in Lemma 64. Finally, it is now obvious that .
For a measurable function g on R d we find for every 1
For the remaining expression note that 1 |Q|ˆQ k 4d k r d(2r−1)
Taking together (85)-(87) we conclude forp = p s and with boundedness 0 < c < |A1,k| |A3,k| < C < ∞.
Extension for Statistically Harmonic Domains.
Definition 72. A random geometry P(ω) is statistically s-connected if there exist constants C k > 0, k ∈ N and sets A 4,k ⊃ A 3,k such that for every x k ∈ X ω 
