We reformulate our dynamical networks, developed elsewhere, as causal sets, more properly, time dependent graphs, carrying a dynamical causal structure which is space-time dependent, thus incorporating the spirit of general relativity.
Introduction
In recent work we dealt with so-called cellular networks and dynamical evolution laws on them to emulate or describe (some, as we hope, principal features of) quantum gravity on or below the Planck scale. ( [1] to [6] ). With quite a few other workers in the field we share the point of view that nature is discrete on a truely fundamental level, which is usually associated with this (in)fameous Planck regime.
What is, however, not so clear, is the way, how discreteness is to be implemented, in particular, how quantum theory is to be encoded. As to this latter point we refer to [7] , where more details are provided together with a (non-local) approach, developed by the author. The main point is, that we regard quantum theory as an emergent consequence of the hidden non-local geometry of the physical vacuum on the Planck scale; we plan to underpin this argument by a more technical paper, which is in preparation.
To mention one major line of reasoning, there is, for example, the huge body of work done within the spin network and spin foam approach and its interplay with discrete state sum models over triangulations. A very brief and incomplete list of references is [8] to [15] . Other approaches will be mentioned in the sequel. But as the subject matter is so complex and the various strands of ideas so varied, we feel unable to relate all these different aspects in greater detail with each other. While it is our general impression that all these frameworks seem to converge towards a common center which is still lurking in the background, we nevertheless think, on the other hand, that there exist some marked conceptual differences, which should not be brushed under the carpet. We try to give a brief and (presumably) subjective account of some of the, as we think, more relevant points in the next section. In the remaining paragraphs of the introduction we try to explain our own approach.
If one starts from such discrete model theories, two important points are the following. First, the definition of a (class of) primordial dynamics, which, in one way or the other, leads to our wellknown effective (causal) dynamical evolution laws on the emergent continuum scale. Second (and closely related to the first problem), the control of this continum limit as a sequence of increasingly coarse grained intermediate spaces. That is, one of the central issues is it, to reconstruct and recover the ordinary continuum physics and mathematics, starting from the remote Planck level.
We explicitly formulated this task in prior work as did most of the other groups in their respective approaches. Some preliminary steps in this direction were already made in the above mentioned papers. A slightly different framework has been developed by Sorkin et al, called the causal set approach. Originally (see e.g. [16] ) to [18] or [19] ), only some sort of causal structure via partial ordered sets was encoded and the discrete point set was considered as being embedded via some stochastic procedure in the ambient continuum space-time manifold.
What was missing was a more explicit formulation of both evolution and/or dynamics and a more detailed prescription how the intermediate coarse graining steps are to be performed. More recently, various ideas in this direction have been developed in [20] , [21] or [22] . This shows that, despite of the differences between the various approaches, there is presently a lot of research going on as to these particular topics.
Remark: Some of these ideas have also been entertained in earlier work. Compare e.g. the last pages in [23] , [24] , [25] or the paper by Myrheim ([26] ). Partial orders have also been treated in a slightly different context by Isham ([27] ).
Our own approach was partly inspired by the dynamics of cellular automata, but we replaced their, in our view too regular and static wiring by an organisation which makes also the underlying geometry into a dynamical object and allow all the geometric notions to selforganize themselves. That is, we presume that geometry, dynamics, physical laws are ultimately the emergent collective results of the primordial interaction of a lot of coevolving agents, living on this fundamental (Planck-scale) level.
On this level a kind of pregeometry (as imagined by Wheeler) can be formulated (see our above mentioned papers). In a next step one can select certain subunits in the evolving network. In our approach these are the so-called cliques, that is, maximal connected subgraphs ( [4] or [6] ). They serve as protoforms of physical points. This identification implies that in our framework physical points have a complex internal structure or internal state space. A more detailed description can e.g. be found in section 4 of [4] (a definition is given in Definition 3.11). The central dogma of our working philosphy is it, that there exists only one single substratum, from which everything else emerges, geometry, gravity, matter and quantum fields. The (distributional) values of the fields around a space-time point are in our picture the different internal excitation patterns within these lumps, viz., the physical points. Note in this respect the lucid remarks, made in section 44.3 of [23] , where it is rightly emphasized that a really fundamental analysis has to start with an analysis of the physical vacuum while all the quantum fields are only weak perturbations of this universal substratum. Traditional quantum field theory did it the other way round.
With these cliques or lumps as building blocks of the next higher level and corresponding interactions given by their degree of mutual overlap, we get a new, coarse grained network and a corresponding coarse-grained (random) dynamics, being induced by the underlying primordial dynamics. This picture was to some extent developed in [4] and [6] . One can now proceed further on this ladder and, provided the conditions are favorable, get a kind of geometric renormalisation group, that is, an ascending hierarchy of increasingly coarse-grained but, as we hope, smoother and smoother meta graphs.
If the system is critical in a sense to be specified, we may end up in a phase which looks like a continuous space or space-time manifold, being endowed, among other things, with a particular (integer) macroscopic dimension. We will show that, similar to the ordinary renormalisation group analysis of, say, the critical regime, a kind of convergence to fixed points or attractors may emerge from this scheme (see section 4). In section 5 we discuss the behavior of graph dimension under the renormalisation group. This concept is a particularly important geometric characteristic and the idea of dimensional changes is ubiquitious in quantum gravity. We show that a change of dimension is not so easy to accomplish and is related to phenomena like critical behavior and selfsimilarity. Furthermore our investigations seem to imply that a necessary precondition seems to be the existence of a lot of what may be called microscopic whormholes as they are, for example, discussed in [45] .
In section 6 we show that our renormalisation map can be viewed as a functor on the category Graphs with a particular class of morphisms. This observation makes the approach amenable to categorical mathematics, a point of view being entertained by L.Crane or J.Baez ([28] , [29] ).
The discussion in this paper concentrates almost entirely on intrinsic geometric properties, meant in exactly the same sense as in ordinary differential geometry. In the final section we make some remarks about the embedding of such discrete and coarse grained structures in some continuum, which on its side, like real numbers, may only be a useful mental construct. This is however a subtle question and we would like to discuss it elsewhere.
Concepts of Protogeometry and Protodynamics
Without going into all the technical details and differences of the respective viewpoints, one can, in a first step, group most of the approaches in two categories, which we would like to call top down or bottom up oriented,respectively. To the first category belong the frameworks which get their inspiration mainly from a discretisation of continuum concepts and/or consider the discrete structures as being, for instance, embedded in some continuum like a continuous manifold. More traditional approaches are, for example, Regge calculus or dynamical triangulation (see e.g. [48] ), where the occurring edges sometimes are even assigned a length. Spinnetworks, which have been mentioned in the introduction, are standing somewhat in between. Originally, they emerged as discrete structures in the loop quantum gravity approach (based on earlier ideas by Penrose), the latter framework being a particular line of research in canonical quantum gravity. Typical remnants of the continuum are the very special classes of (regular) graphs, being studied, i.e. trivalent or fourvalent graphs, depending on the space or space-time dimension being envisaged. This means that the imagery is derived, at least to some extent, from triangulations and their dualisations, where trivalent graphs are for example related to triangles, that is, 2-dimensional (sub)manifolds, fourvalent graphs to tetrahedrons, that is, 3-dimensional manifolds etc.
As is known from algebraic topology, one can view simplicial complexes in a completely abstract, combinatorial way (cf. as one of the many good existing textbooks [33] ). Then, continuum concepts do no longer openly appear but they are still implicit (the very restricted class of admissible graphs). This is a point, where our program is different. It is decidedly bottom up insofar as we try to derive all geometric concepts from a substratum which, on its side, is as devoid as possible of such notions. Paraphrasing Wheeler, one could call it 'Geometry without Geometry'. To give an example of a central concept. The concept of dimension will be treated in our approach as an emergent, derived notion. We start from almost general graphs, which organize their wiring dynamically (and behave, in a qualitative sense, almost stochastically). Dimension is then defined as a statistical mesoscopic or even large-scale phenomenon. The same holds for other, for example metrical, properties (cf. [1] and [6] ).
There is another important conceptual difference which should be mentioned. This concerns the way, how evolution or dynamics is implemented. In most of the approaches, quantum theory (or its euclidean, stochastic variant) is imposed on the model systems via a particular sort of (quantum like) dynamics. Typically, evolution is defined as a discrete form of Feynman functional integrals, also called state sum models. That is, transition from an initial (space-like) configuration to a final one is given by a state sum (also called spin foam) over networks, having the initial and final one as space like boundaries.
In our approach, the philosophy is that quantum theory should emerge as a coarse grained, effective low energy theory (compared to the Planck scale). For a preliminary, more qualitative exposition see [7] ; a more technical one is in preparation. That is, our substratum is a particular sort of discrete, deterministic dynamical system which, due to its dynamical and complex wiring, has distinctively stochastic aspects (which led us to investigate its behavior within the frameworks of random graphs; see e.g. [3] ). In this respect the approach shares certain features with the cellular-automaton approach of 't Hooft (see [34] to [36] ).
A simple example of such a local dynamical law we are having in mind is given below (s i varies in, say, Z, J ki can have the values ±1, 0). Definition 2.1 (Example of a Local Law) At each clock time step a certain quantum q is exchanged between, say, the nodes n i , n k , connected by the bond b ik such that 
with the special proviso that
On the other side
In other words, bonds are switched off if local spatial charge fluctuations are too large, switched on again if they are too small, their orientation following the sign of local charge differences, or remain inactive. Another interesting law arises if one exchanges the role of λ 1 and λ 2 in the above law, that is, bonds are switched off if the local node fluctuations are too small and are switched on again if they exceed λ 2 . We emulated all these laws on a computer and studied a lot of network properties. The latter law has the peculiar feature that it turned out to have very short transients in the simulations, i.e. it reaches an attractor in a very short clock time. Furthermore these attractors or state-cycles turned out to be very regular, that is, they had a very short period of typically six, that is, the whole network returned in the same state after only six clock time steps, which is quite remarkable, given the seeming complexity of the evolution and the huge phase space ( [38] ).
We add the following remarks. 1)It is important that, generically, such laws, as introduced above, do not lead to a reversible time evolution, i.e. there will typically exist attractors or state-cycles in total phase space (the overall configuration space of the node and bond states). On the other hand, there exist strategies (in the context of cellular automata!) to design particular reversible network laws (cf. e.g. [37] ) which are, however, typically of second order. Usually the existence of attractors is considered to be important for pattern formation. On the other side, it may suffice that the phase space, occupied by the system, shrinks in the course of evolution, that is, that one has a flow into smaller subvolumes of phase space. 2) In the above class of laws a direct bond-bond interaction is not yet implemented. We are prepared to incorporate such a (possibly important) contribution in a next step if it turns out to be necessary. In any case there are not so many ways to do this in a sensible way. Stated differently, the class of possible physically sensible interactions is perhaps not so numerous. 
To avoid artificial ambiguities we can e.g. choose a fixed reference level and take as initial condition respectively constraint
In the preceding, very scetchy analysis we have tried to mention some differences among the various working philosophies. We think, this might be of some use, as otherwise, one might get the (wrong) impression that all these different frameworks are merely descendants or variants of each other. We think however that they will converge in the end towards a single mother theory.
Cellular Networks as Causal Sets
Quantum gravity abounds with difficult problems which, in principle, should be adressed all at once, in order to arrive at a complete conceptual solution. One (and not the least one) is the problem of time. On the one side, one needs the notion of change. But this change need not necessarily be parametrized by, what one may call, physical time. This latter notion, we think, should also be treated as an emergent, mesoscopic continuum concept (cf. the remarks in [7] and the corresponding references given there).
For the time being, we let our networks and random graphs evolve in discrete clock time steps. But this assumption is only made for convenience and is considered by us as an intermediate step to make life a little bit simpler. In a next step one can make this rate of change into a local dynamical variable, which evolves in a way, being dictated by (the state of) the local network environment ( [30] ).
This being presumed, we want to show, that our cellular networks and lumpspaces automatically have the structure of causal sets, with this extra structure being induced by our local dynamical laws. On the most elementary level we start from a network, consisting of nodes (or vertices) and bonds (or edges) connecting these nodes. In principle, these nodes and bonds carry internal state spaces. The corresponding global and local state(s) are evolving according to the imposed dynamical law. The nodes are denoted by n i , the bonds, connecting the nodes n i and n k are denoted by b ik . The corresponding internal states are s i , J ik , respectively (for convenience we assume the node-, bond sets to be countable, but this is not really crucial). These internal states take their values in certain sets (more technical details are given in the above mentioned papers).
The local evolution laws, we defined in our approach, have the particular property that they not only change the internal states of nodes and bonds but, depending on the state of the local network environment, can even temporarily switch off or on the local bond interactions, J ik . This makes it possible to complement the full dynamical picture with a sparser but more geometrical one (see [4] and [6] ).
That is, we forget about the details of the (time dependent) internal states of nodes and bonds and keep only track of the bonds which are in operation at a given clock time, t, or rather, clock time interval (t ∈ Z · τ , τ an elementary clock time interval). Doing this, we arrive at the concept of time dependent graphs, G(t).
Definition 3.1 G(t) is a graph with a fixed (time independent) node set, V , but a time dependent set of active bonds, E(t).
In principle we could also make the node set time dependent, the above assumption is mainly made for convenience. The local dynamical laws can as well be viewed as a prescription, by which local pieces (quanta) of information are exchanged through the active bonds among the nodes. The nodes, which can be reached from a given node in a single clock time step, are called its nearest neighbors, nn, the next-nearest neighbors, nnn, are correspondingly defined and so on.
What we have defined up to now correspond to the foliation of space-time into an aggregate of space like slices. We now form the union of these slices and define
In our above mentioned papers (in particular in [1] ) we exploited the fact that graphs carry a natural metric structure d(n i , n j ) := inf{length of paths, connecting n i and n j }
where path length is the discrete number of edges of the path. This defines a neighborhood structure on a graph.
We now transform G into a partial ordered set (poset) by introducing additional (causal ) bonds and relabeling the nodes. From now on we denote the nodes in G(t) by x i (t), that is, one and the same node n i carries an additional time label t ∈ Z · τ , depending on the time slice G(t) under discussion and is denoted by x i (t). For each node, x i (t) we draw new edges to the nodes x j (t + 1) lying in G(t + 1), provided that x j (t) is a nn of x i (t) in G(t) (including the node x i (t + 1)!). For convenience we usually drop the extra time element τ .
Definition 3.3 We call the edges lying in G(t)
, that is the original edges of the (time dependent!) graph, the spatial edges (at time t), the edges which connect the neighbors in consecutive slices, G(t), G(t + 1), are dubbed causal edges. That is, an elementary causal neighborhood of, say, x i (t) consists of all the nodes,
is, the node, x i (t + 1) itself plus the nodes having distance one).
(It may be helpful to envisage the spatial edges as carrying a red colour and the causal edges a green one).
We can now proceed by introducing the forward -or future cone, backward -or past cone, respectively. Remark: Note that the causal and metric relations are relatively subtle as compared to, for instance, ordinary special relativity, where we deal with one and the same topological space structure for all time. In our space-time graph, G, the spatial wiring is constantly changing on a microscopic scale, due to the imposed local dynamical law. That is, two nodes may be nearest neighbors in G(t) while being far apart for earlier or later times and vice versa. This can happen since bonds are permanently annihilated and created.
Definition 3.4 To the forward cone of x(t) belong those nodes, y(t
′ ), t ′ ≥ t,
Conclusion 3.5 The above causal distance concept has already some of the crucial ingredients of the metric properties, known from general relativity. Furthermore, it is of a markedly stochastic character.
What we have said above, in a natural way creates some partial order on the set of nodes. We do not want to reproduce all the technical notions, which are presumably well known or can be found in e.g. the papers of Sorkin et al, mentioned above, or in, say, [31] or [32] . In the definition of the partial ordered set (poset), only the causal (green) bonds enter (whith their (non)existence being a consequence of the respective (non)existence of the spatial (red) bonds). This order relation is clearly reflexive, antisymmetric and transitive. We remark the following point.
It trivially holds (by assumption) that
, that is, for the same node at different times. This implies that for two nodes, n i , n j it follows
for all times, t ′′ ≥ t ′ , as we can continue the causal path from x i (t) to x j (t ′ ) by the trivial path,
A Geometric Renormalisation Group 4.1 The General Construction
Presently, the reconstruction of the (quasi)classical space or space-time continuum as some sort of coarse-grained limit of a more primordial substratum is under close examination in the various approaches mentioned above. The strategies and tools, being employed, are however quite different. We already explained above that we consider it advisable, to concentrate on developing our own method of coarse graining and renormalisation, so that the initiated reader has the chance to make up his own mind concerning the different concepts being developed in the various approaches. We will show, how one can construct a hierarchy of increasingly coarse-grained networks which, hopefully, do approach some physical continuum in the scaling limit, provided the overall conditions are favorable. It will turn out, that the interplay of scaling and elimination is strikingly similar to the process which is called renormalisation in the statistical physics of the critical point or quantum field theory. Some preliminary steps in this direction have already been described in [4] and in slightly more detail in [6] .
In a first step we are mainly interested in the renormalisation of the geometric aspects of our model theories. We motivated this geometric point of view in the preceding section by relating (discrete) geometry with the time dependent wiring diagram of the network, thus neglecting, for the time being, the fine structure of the corresponding dynamics of the internal states at the nodes and bonds. That is, our starting point will be the space-time graph G := t G(t) introduced above and its time dependent spatial slices, G(t). Remark: This clique structure has been extensively studied in [4] , where we showed, among other things, how the cliques can be constructed algorithmically. Note that, in general, a given node of the start graph, G, will belong to several cliques.
It is interesting to study the distribution of the orders (number of nodes) of the cliques, occurring in a given large (random) graph and their degree of overlap as a function of various graph characteristics. This represents a relatively deep piece of mathematics in combinatorial graph theory (cf. e.g. [39] , [40] or [4] ). In general there exist cliques of practically all orders in an arbitrary graph. But, typically, in a random graph with, say, a given bond probability 0 < p < 1, the clique order clusters between two characteristic values, r 0 /2, r 0 , with r 0 , a certain combinatorial function of p, representing a threshold -value. There are usually very few cliques with an order exceeding r 0 .
Remark: Note that these are probabilistic statements which are expected to hold for large (generic) graphs. We argued in [4] that it may be reasonable to study certain aspects of our developing networks within this framework. On the other side, our dynamical systems cannot behave entirely randomly as we expect a tendency towards pattern formation (in the large).
In a typical scenario we expect the following to hold. With n the number of primary nodes in G (n assumed to be very large; cf. [4] ), r 0 a measure of the typical clique order:
On the other side, there are these small cliques. As the number of typical cliques is huge in a large graph, that is, the number of cliques having an order, lying in the above interval, there exist also quite a few of these marginal cliques. Our numerical studies, done in [4] seem to show that the upper threshold is more effective, that is, too large cliques are suppressed more effectively. We think, these small cliques will play an important role in deriving the quantum phenomena from the fine structure of these more primordial networks (for some preliminary remarks see [7] ). In the following we are however mainly interested in constructing some quasi-classical space-time continuum via coarse graining. That is, we would like to neglect these marginal cliques. In the same way, we want to neglect overlaps of cliques, which are only marginal compared to the typical clique order (viz., consisting of only very few common nodes).
This boils down to the following elimination procedure. At each time step we determine the cliques in the graph G(t). We then eliminate all the marginal cliques and ignore also marginal overlaps. We then construct the clique graph from these purified sets of cliques and mutual overlaps. We call this the purified clique graph,Ĝ cl (t). For convenience, we assume, that the purified clique graph is still connected. This is not a very restrictive assumption, as even graphs with a relatively low density of bonds are generically connected (for conditions see e.g. [40] ). On the other side, it might be interesting to envisage the possibility of several macroscopically disconnected manifolds, which are still connected via macroscopically unobservable quantum links. 
To keep the bookkeeping straight we explicitly fix the following conventions. Remark: Note that this process resembles the blockspin transformation in the ordinary renormalisation group approach in the context of critical phenomena.
We can adopt two distinct but complementary points of view. A renormalisation prescription usually consists of two steps, a coarse-graining plus elimination and a rescaling. This latter process has been partly accomplished by placing the coarse grained system on a new graph, consisting of abstract nodes and bonds. This enables us, to compare the sequence of effective model theories with each other and allows us, to study fixed point-properties and the like.
On the other side, we want a little bit more. We want to arrive at a limit theory, which displays features shared by the continuum. Therefore we try to maintain some aspects of a multi-scale picture. We want to arrive in the end at something like a space-time continuum. We hence do not want to completely forget about the internal fine structure of physical points. We rather prefer the picture where more and more structure is dumped into the interior of the (macroscopic) physical points with even keeping track of the hierarchical order of these consecutive levels.
On each of these levels we have a canonical distance concept, given by the combinatorial graph distance d l (n l i , n l j ). On the other side, we can take into account the varying degrees of overlap of cliques and choose other notions of distance. We could, for example, define the distance of two overlapping cliques by their (non-)similarity. For two finite sets this is given by
The corresponding distance is given by
Having now two arbitrary cliques, C i , C j we take the class of paths γ, connecting the corresponding (meta)nodes in G cl or some G l . They represent sequences of cliques, C k l with C k 0 = C i , C k l = C j and two consecutive cliques overlapping. We then define the distance as follows
These and other distance concepts have been extensively studied in [6] . They were even extended to the regime of fuzzy cliques and similar random structures. Furthermore, one can replace the simple counting measure by more general measures. Other concepts can be derived from the Hausdorff-distance of compact sets (see [41] ). In the following we will, for reasons of simplicity, stick to the canonical graph distance.
Remark: We want to remind the reader that the true nature of the continuum represents a formidable problem also in the foundations of pure mathematics. We think, there are close connections between our program and these mathematical problems, but we refrain from a deeper discussion at this place. We mention only a few sources, [42] , [43] , [44] . In [42] , the continuum was, for example, characterized "als das Medium Freien Werdens".
To get an idea how the coarse graining affects the metrical properties on the various levels, G l , we study, as an example, the distance between the respective constituents, lying in different cliques. We start with the primordial graph, G =: G 0 . As we sometimes want to consider an l-clique as a set, comprising nodes of a lower level, we make the following definition.
Definition 4.6 If we consider an l-clique, C
l , as the union of nodes of level l ′ < l, we denote this set by |C l | l ′ , Note that, as a set
Remark: To keep matters technically simple, we use the sequence of unpurified graphs, G l (i.e. without the hat).
With C 0 i , C 0 j two overlapping cliques and n i , n j two arbitrary nodes lying in C 0 i , C 0 j , respectively, it holds for the distance on G 0 :
On level 'one', two arbitrary 0-nodes, lying in two overlapping 1-cliques, |C
Proof: A 1-clique consists of mutually overlapping 0-cliques. Overlap of two 1-cliques implies the existence of at least one common 0-clique, C If we transform this observation into a recursion formula, we have: level (n, n − 1): Let C n i , C n j be two overlapping n-cliques, in G n . The elements, i.e., the n-nodes are then (n − 1)-cliques. Two arbitrary n-nodes, lying in
which belong, on their side, to n-cliques,C n i , C n j , have a (n − 1)-distance
(corresponding to formula (19)). We hence have by induction 
and, in particular, for two primordial 0-nodes,
These calculations illustrate how the respective distances on the various levels are related to each other and the primordial distance, d 0 .
The following discussion illustrates the general philosophy we have developed up to now. We show for simple examples that invariant sets and fixed points of the renormalisation group do in fact exist.
Examples
We illustrate the process with the help of some simple but instructive examples.
1)The graph Z 2 :
The set of nodes are parametrized as V = {(i, j), i, j ∈ Z}. Edges are drawn between the following nodes:
We determine the cliques at the various levels, given by G l .
G 0 ) A node, (i, j), belongs to the following 0-cliques:
and + replaced by −. That is, the order of the 0-cliques is 2, the diameter is 1, the maximal mutual overlap is 1.
G 1 ) A 0-node, (i, j) belongs to the following 1-cliques
and the cliques, formed around the nn-nodes of (i, j). The order relative to G 0 is 5, the diameter is 2, maximal overlap is 2.
G 2 ) The order of 2-cliques relative to G 0 is 13, diameter is 3, maximal overlap is 8.
Remark: Note that clique order and the other characteristics depend on the underlying graph, to which they are referring. The ordinary clique order of the 1-cliques relative to G 1 is, for example, 4 instead of 5 etc.
With increasing l, the maximal overlap becomes large, due to the particular structure of the graph, Z 2 . One sees that for large l the hierarchical structure of the corresponding tower of graphs, G l , becomes very dense and entangled, a feature one would expect from something like a continuum.
On the other side, it is instructive, to perform also the above mentioned rescaling and compare the various levels at the same scale, viz., inspect the pure graph structure. This will make explicit the fixed point behavior, we are particularly interested in.
The 1-nodes of G 1 (i.e. the 0-cliques) we represent by the midpoints of the edges of the start graph, G 0 := Z 2 . Four of these 0-cliques meet at a common node, (i, j), say. We represent the 1-edges as the line segments, connecting these midpoints. This yields a new, rotated lattice (pus two extra diagonal edges).
These four 1-nodes (the 1-cliques) form now the 2-nodes. They form a simplex having 6 1-edges. We inscribe these 2-nodes in G 0 by placing them in the centers of the 1-cliques, that is the original lattice points of G 0 . We draw a 2-edge if two of these 1-cliques have a common 1-node (that is, a 0-clique!). We can convince ourselves that the emerging graph, G 2 is isomorphic to the start graph, G 0 . We make the important observation: 
The same holds for G 1 , G 3 etc.
Conclusion 4.9
The sequence of graphs, G 0 , G 1 , G 2 , . . . , decomposes in exactly two sets of isomorphic graphs,
under the renormalisation group
Corollary 4.10 A corresponding observation can be made for a general lattice, Z n .
2)The trivalent infinite tree:
In order to get a better feeling for what can happen, we study some more elementary examples. Let us take an infinite trivalent tree. The 0-cliques are again 2-sets of vertices or line segments, connecting nn. The graph, G 1 , is again represented by connecting the midpoints of these line segments. The resulting 1-cliques are 3-sets or triangles. Taking them as the 2-nodes of G 2 , we see that G 2 is again isomorphic to G 0 as in the Z 2 -case.
Observation 4.11 For a trivalent infinite tree, the sequence of graphs,
G 0 , G 1 , G 2 , . .
. , decomposes into two subsets. The situation is the same as for the preceding example.
3)The triangulated R 2 :
We introduce another simple example. We triangulate R 2 by using the above lattice, Z 2 , and complement it by drawing the diagonals, pointing from (i, j) to (i + 1, j + 1). The 0-cliques are these triangles. Without a purification, bonds in the graph, G 1 , are drawn if two 0-cliques meet at a common node or 0-edge. The emerging 1-cliques have the shape of hexagons, i.e. they are 6-simplices. Repeating this process, one sees that G 2 is isomorphic to G 1 . This opens up interesting vistas. While we have not yet shown that the above invariant sets or fixed points have the character of attracting sets, that is, whether there exist large basins of attraction in the category of graphs under the repeated application of the map, R, we strongly surmise that this is true. Furthermore, the concept of selfsimilarity suggests itself (see also the next section), a notion we have already introduced and studied in [1] , to construct graphs with fractal dimension.
One should, on the other side, note, that the above examples are very regular, so that the purification process played no role. As the networks, we are really interested in, are supposed to be very large and irregular on a small scale of resolution, one may well expect that under favorable conditions they become simpler and more regular under the repeated application of our full coarse graining operation, R, (that is, purification being included) and move towards attractors.
Graph Dimension under the Renormalisation Group
At various places we mentioned the possibility of geometric or topological phase transitions in our evolving network. In [1] we developed and studied the concept of graph dimension in quite some detail. We provided arguments why it is important that such a concept should be primarily based on physical characteristics of the network. We concluded that, from the physical point of view, the number of nodes which can be reached with, say, l steps from a given node, is an important characteristic together with its scaling behavior as a function of l. This is the property, which enters in most of the calculations in the physics of phase transitions and many other phenomena, being triggered by the collective interaction of many constituents. It suggests itself to investigate the behavior of this quantity under the application of the above introduced renormalisation group. In [1] we employed the two variants, defined below. They are not strictly equivalent but coincide in the more regular situations. In the following, for the sake of brevity, we only use the first notion. 
Remark: The above does not imply, that this notion is the only relevant topological characteristic of large networks. It clearly is not sufficient, to describe all of the mesoscopic or macroscopic properties, but we think, as in the continuum, it is a very important concept.
We already showed in [1] that this kind of dimension is stable under a variety of transformations, in particular under local ones. In section 5.2.5 of [1] we showed that, in order to change the dimension of a graph, we have to introduce long-range effects or interactions. This reminds one of the behavior of critical systems.
We now compare the dimension of a graph, G, with the dimension of its clique graph, G cl . Let us assume, for convenience, that G has the scaling dimension, D, that is, for every node, n 0 , we have
Furthermore, for the time being, we assume that the node degree of G is globally bounded, i.e.
We take a fixed node, n 0 , lying in a fixed clique, C 0 . We have to calculate the number of 1-nodes, that is, the number of 0-cliques, lying in U cl l (C 0 ). For each 0-node, n l , lying in some C l ′ with d 1 (C 0 , C l ′ ) ≤ l, we can conclude the following. There exists, by definition, a sequence of overlapping cliques,
For two neighboring cliques, C i , C j , we have
For each intermediate pair of cliques we need one step (a bond from a node in the overlap C i−1 ∩ C i to a node in C i ∩ C i+1 ), for the initial and final pair we need at most two steps, we hence get
Lemma 5.3 For two arbitrary nodes
we have
and hence
(we remind the reader that |U 
From observation 4.2 of [4] we know that each node, n i , can lie in at most 2 v i different cliques, with v i ≤ v. This yields the crude, but apriori estimate
which is the desired upper bound on the number of cliques, lying in U cl l (C 0 ). We conclude that, for an infinite graph with v i ≤ v < ∞,
For l → ∞ we get the above result. We want to prove a corresponding lower bound. Take an arbitrary node, n l ′ , in U l (n 0 ). By definition, there exists a node-(edge-)sequence
On the other side, there exists a sequence of cliques, C i , with each consecutive pair of nodes, (n i−1 , n i ) ∈ C i . These cliques do exist because, starting from the connected pair,(n i−1 , n i ), we get such a clique by extending this germ in one of (possibly) several ways (cf. section 4 of [4] ). We can conclude that for each node, n l ′ ∈ U l (n 0 ), and n 0 ∈ C 0 , we have
(note that the clique, containing both n 0 and n 1 may be different from the start clique, C 0 !). We then have
With v i ≤ v for all n i , the maximal order of a clique is bounded from above by (v + 1). This implies
and
We hence get
With
and l → ∞, we see that
and get the important theorem: 
In other words, without the elimination process, G 1 →Ĝ 1 , the renormalisation steps do not change the graph dimension.
It is surprisingly difficult, to change the dimension of a graph in a constructive and algorithmic manner. The following proposition shows, that this is impossible to achieve in a local way. From this we learn the following. Phase transitions in graphs, changing the dimension, have to be intrinsically non-local. That is, they necessarily involve nodes, having an arbitrarily large distance in the original graph. We think, this is a crucial observation from the physical point of view. On the one side, it shows that systems have to be critical in a certain specific sense. This is a point which is considered to be important in a similar context, viz. the existence of a nice continuum or macroscopic limit (cf. Smolins's discussion in e.g. [11] and elsewhere). On the other side, it fits exactly with our working philosphy that quantum theory is a residual and coarse grained effect of such largely hidden long range correlations ( [7] ).
To construct explicit examples of such a change of dimension without a purification-process is not so easy, as we learned from the above theorem and proposition. The main obstruction is that the insertion of bonds (given by some algorithmic law), connecting nodes of larger and larger distance, makes the calculation of the new l-neighborhoods, U l , and their cardinalities very difficult, due to the popping up of a whole bunch of new paths, which have to be taken into account in determining d(x, y). The procedure becomes even more complex if one wants to do this in a homogeneous way, meaning that the new graph looks roughly the same around each node.
An inhomogeneous (it depends on the reference point (0, 0)) but instructive construction has been given in section 5.2.5 of [1] . One takes the lattice, Z 2 , inscribes in it, starting from the point (0, 0), two non-intersecting outwardly spiraling edge sequences:
We consider this inscribed graph as a representation of the one-dimensional lattice, Z 1 with the node labelling running from −∞ to +∞. 
One can now see that the extra bonds, not belonging to the representation of Z 1 , connect nodes of a larger and larger distance with respect to the labelling of Z 1 . We have for example bonds between nodes with the Z 1 -labels (0, 3) , (3, −10) , (−10, 21) , (21, −36) . . .
and correspondingly for other sequences of nodes. That is, the embedded graph is one-dimensional, lying in a two-dimensional graph, while the node sets are identical.
To employ this example for our renormalisation group approach, we can replace the original nodes (with the Z 1 -labelling) by certain cliques of arbitrary order, choose the overlaps appropriately, so that the above representation of Z 1 becomes the purified clique graph of the total graph. We arrive at a coarsegrained graph of dimension one, starting from an unpurified graph of dimension two.
In the above example, the local type of wiring was not homogeneously spread over the infinite graph. If one wants this wiring to be homogeneous, things become more intricate in general, in particular for graphs which are densely entangled, a situation we expect from networks, emulating our space-time manifold. On the other side, these are the networks, which are expected to be particularly susceptible to our purification process.
The type of networks we are envisaging, have already been described in quite some numerical detail in section 4 of [4] . They are expected to consist of a coarse-grained level consisting of a set of generic (non-marginal) cliques, having non-marginal overlap with their neighbors, thus forming a purified clique graph, G 1 , which possibly has already some prerequisites expected from a macroscopic manifold, for example, a kind of near-/far-order. To achieve this goal, it might be necessary to repeat this coarse-graining process several times. Embedded in this coarse-grained network there exists a spider web of marginal cliques, connecting regions of the preceding network, which are possibly very far apart with respect to the distance function belonging toĜ 1 . We argued in [7] , that this hidden long-range correlations may be responsible for quantum coherence.
This picture should recur in more or less the same way after each of the applied renormalisation steps and converge, in the end, to a fix point or phase, representing our macroscopic space-time. In other words, promising candidates are expected to display some sort of self similarity and critical behavior in an at least approximative way. On the other side, we conjecture that this picture of an embedded web of "non-local" links is closely related to what are called (microscopic) whormholes as they are studied in the literature (see e.g. [45] ).
Renormalisation as a Functor
It is perhaps noteworthy that the renormalisation process as formulated by us has functorial properties. To this end we have to introduce some concepts from category theory (see e.g. [46] ). We define the category of graphs, as introduced above. objects are the graphs, the "correct" class of morphisms is not so apparent. As one can learn something about the interplay of physics and pure mathematics, we are going to discuss this latter question in slightly more detail. Natural candidates of graph maps which come to mind are the so-called graph homomorphisms. These are maps between graphs, having the following properties.
Definition 6.1 A graph homomorphism, F , from G 1 to G 2 is a map from the node set V 1 into the node set V 2 which respects the graph structure, that is, with
("−" denotes the existence of a bond between the two nodes).
Remark: These maps are specialisations of so-called simplicial maps, mapping simplicial complexes into each other (see e.g. [33] ).
The following discussion shows the power of functorial considerations. With graph homomorphisms as morphisms our class of graphs becomes a category.
In the preceding sections we developed the concept of a renormalisation map, R. In this section we use only the version without purification. That is, R maps a graph onto the corresponding clique graph. We want to investigate whether the map R can be viewed as a functor. Definition 6.2 A functor from a category, K 1 , to a category, K 2 , is a map from objects to objects, which respects morphisms together with their algebraic properties (or, intertwines with the morphisms).
Taking graph homomorphisms, F : G 1 → G 2 , as morphisms we meet with the following problem. Let C be a clique in G 1 . Then F (C) is again a simplex in G 2 , but it need not be maximal, that is, it need not be a clique. On the other hand, we can extend it (usually, in several ways) so that it lies in a unique class of cliques, F (C) (cf. [4] ), all containing F (C).
Evidently, our map, R, maps graphs into graphs. In order that R becomes an (endo)functor, it has to map morphisms to morphisms. The images of the initial graphs, G i , under R are the corresponding clique graphs, G 
It holds
That is, the map can also be defined to map bonds onto bonds. We can thus conclude that the graph homomorphism, F : G 1 → G 2 , induces a graph homomorphism between the corresponding clique graphs, G cl 1 → G cl 2 . As the above selection process is not unique in general, it is not canonical. As a consequence, it will in general not respect transitivity, that is, in general, the choices cannot be made consistent so that with 
we will have in general
We conclude that the above selection process and, as a consequence, the renormalisation map is not functorial with the above choice of morphisms! But this obstruction is actually a virtue. We have in fact chosen morphisms, which are not physical. If we are interested in coarse graining and ultimately in a continuum fixed point (or rather, an invariant macroscopic phase), a more natural choice are graph maps which respect the clique structure. This solves at the same time our selection problem since without the extension problem we have automatically an equality in equation (60). With this restricted but physically more natural class of morphisms we define the category Graphs and get the, as we think important, result: Theorem 6.4 The renormalisation map, R, is an endofunctor on the above category Graphs.
Some Concluding Remarks
The preceding discussion has mainly dealt with the so-called intrinsic properties of the presumed limit phase of our renormalisation procedure. In passing we briefly touched upon the age old problem of the continuum. It may well be that this concept is a purely mental construction which has no objective correlative in nature, outside of us as human beings. On the other side, it proved to be an extremely valuable hypothesis. Therefore, persuing a slightly different but complementary line of thoughts, one may try to embed our tower of networks in such a continuous manifold, so that the dominant characteristics of our intrinsic approach are adequately reflected in the corresponding continuum model.
One can, for example, represent our cliques as lumps of space, having a certain diameter and let them overlap in roughly the same way in some ambient space (having a certain dimension) as the discrete counterparts in the respective networks. Assuming that our renormalsation process yields a fixed phase, we can represent the cliques of the level, which corresponds to the vicinity of this fixed phase, by lumps of diameter of order Planck-length and rescale the lumps of the lower levels appropriately. It is a very interesting problem (having a long history of its own), under what conditions such aggregations of lumps or simplices form a protoform of a continuous manifold (see for example [47] or [48] for the situation in the context of simplicial complexes or simplicial gravity).
The fine structure of our cliques or lumps, that is, lumps lying in lumps lying in lumps etc., reminds one of the famous "Russian doll". We are convinced that this picture hints at a treatment using infinitesimals of varying order. Put differently, we think that some sort of non-standard analysis may be appropriate (as we already indicated above). We would not be too surprised if nature, as in the case of (non)-euclidean geometry, decides in favor of such an extension of our ordinary continuum mathematics. Our preceding construction at least seems to point in such a direction.
