Let L be a finite-dimensional Lie algebra of characteristic 0 admitting a nilpotent Lie algebra of derivations D. By a classical result of Jacobson, if D is constant-free (that is, without non-zero constants, x δ = 0 for all δ ∈ D only if x = 0), then L is nilpotent. We prove that if D is almost constant-free, then L is almost nilpotent in the following precise sense: if m is the dimension of the Fitting null-component with respect to D, then L contains a nilpotent subalgebra N of codimension bounded by a function of m and n, and the nilpotency class of N is bounded in terms of n only. This includes strengthening Jacobson's theorem by giving in the case m = 0 a bound for the nilpotency class of L in terms of the number of weights of D. The main result can also be stated as a theorem about a locally finite Lie algebra over an algebraically closed field of characteristic 0 containing a nilpotent subalgebra with finitely many weights such that its Fitting null-component is of finite dimension-then the algebra contains a nilpotent subalgebra of finite codimension (with similar bounds for the codimension and the nilpotency class). The results on derivations are based on results on (Z/pZ)-graded Lie algebras, where p is a prime, with zero component of dimension m (these results in turn generalize the Higman-Kreknin-Kostrikin theorem on the nilpotency of Lie algebras with a regular automorphism of prime order).
Let L be a finite-dimensional Lie algebra L of characteristic 0 admitting a nilpotent Lie algebra of derivations D. By a classical result of Jacobson [7] , if D is constant-free (that is, without non-zero constants: x δ = 0 for all δ ∈ D only if x = 0), then L is nilpotent. We prove that if D is almost constant-free, then L is almost nilpotent in the following precise sense. ( Obviously, since we allow the constant subalgebra to be non-zero, we can state our theorem in the form where D is a subalgebra of L. This form is also more convenient for stating a similar result for infinite-dimensional locally finite Lie algebras.
Theorem B. Let L be a locally finite Lie algebra over an algebraically closed field of characteristic 0. Suppose that L contains a nilpotent subalgebra D with n weights in L such that the Fitting null-component with respect to D is of finite dimension m. Then L contains a nilpotent subalgebra N of finite codimension bounded by a function of m and n, and the nilpotency class of N is bounded by a function of n only.
The theorems fail for Lie algebras of positive characteristic. To see this, let K be a finitedimensional simple Lie algebra of positive characteristic p admitting a non-singular derivation δ (see, for example, [2] ). Let M be the direct sum of infinitely many copies of K and let δ act on M in the natural way. It is clear that δ has only finitely many eigen-values in M so the semidirect product of M by δ is the required example. Theorem B also fails if we do not require L to be locally finite. Indeed, in a free Lie algebra any one-dimensional subalgebra satisfies the hypothesis of the theorem, while the algebra has no nilpotent subalgebras of finite codimension.
It is interesting to compare Theorems A and B with similar results on automorphisms of Lie algebras and of (locally) finite groups. Let L be a Lie algebra, and ϕ its automorphism of finite order n. Borel and Mostow [3] proved that if L is finite-dimensional and ϕ is fixed-point-free (that is, without non-trivial fixed points), then L is soluble. Now let L be not necessarily finitedimensional. First let ϕ be again fixed-point free. Higman [6] proved that if n is a prime, then L is nilpotent of class bounded in terms of n. For any n Kreknin [11] proved that L is soluble of derived length bounded in terms of n. Now let ϕ be almost regular, that is, with fixed-point subalgebra of given finite dimension m. For n a prime L is almost nilpotent (Khukhro [8] ); in general, L is almost soluble (Makarenko and Khukhro [13] ). In contrast to derivations, the results on automorphisms are valid in any characteristic. On the other hand, derivations may form a whole nilpotent subalgebra, while for automorphisms (almost) solubility cannot be obtained for non-cyclic groups of automorphisms. However, in zero characteristic there are results for any finite automorphism group giving a polynomial identity if the fixed-point subalgebra is PI (Bahturin and Zaicev [1] ).
For (locally) finite groups G there are numerous results giving solubility and bounds for the Fitting height for (almost) regular (coprime) automorphisms, starting from Thompson's pa-pers [18, 19] . In most cases, there are satisfactory reductions to (locally) nilpotent groups with such automorphisms. However, for nilpotent groups complete analogues of the above-mentioned Lie-ring results so far could be obtained only for automorphisms of prime order. For example, an analogue of Theorem B holds for a locally finite group G with a finite subgroup D of prime order p whose fixed-point subgroup C G (D) is finite of order m: then G has a nilpotent subgroup N of finite index bounded by a function of p and m such that the class of N is bounded by a function of p only [4, 5, 8, 14] . Results on (almost) regular automorphisms proved to be very useful in the theory of finite p-groups of given coclass (Shalev and Zelmanov [17] ); constant-free derivations of Lie algebras were also used in this theory (Shalev [16] ).
In fact, in the study of nilpotent groups with (almost) regular automorphisms the usual method is passing to certain Lie rings and proving the corresponding results for them first. Moreover, the underlying commutator calculations proving those Lie ring results are often actually performed in a (Z/nZ)-graded Lie ring (algebra). Theorems A and B are also deduced from a result of this kind. It is important that the bounds for the nilpotency class and codimension in this theorem are independent of the prime p.
Theorem C. Let p be a prime and suppose that
L = p−1 i=0 L i is a (Z/pZ)-graded Lie algebra over any field (that is, the L i are subspaces such that [L i , L j ] ⊆ L i+j (mod p) ). If L 0 is finite- dimensional of dim L 0 = m
Proof of Theorems A and B (modulo Theorem C).
For any weight a ∈ D * we denote by L a the corresponding weight subspace, the set of all v ∈ L with the property that for any x ∈ D there exists i such that v(ad x − a(x)ε) i = 0, where ε is the identity operator on L.
Under the hypothesis of Theorem B, since D is nilpotent, it is contained in its Fitting nullcomponent and so it is finite-dimensional. Now if v ∈ L is an arbitrary element, the subalgebra S = D, v is finitely generated and therefore finite-dimensional. The classical result of Zassenhaus [20, p. 28] states that S decomposes as a sum S = S a , where S a = S ∩ L a and a ranges through the weights of D. Since this holds for any
Let A be the subgroup of the additive group of D * generated by the weights. Then the decomposition L = L a allows us to view L as an A-graded Lie algebra. Since A is a finitely generated torsion-free abelian group and there are only finitely many non-zero weights in it, there exist a prime number p and a subgroup B A of index p such that no non-zero weight of D is contained in B. We identify A/B with Z/pZ. This induces a Z/pZ-grading on L by defining the new component L i to be the sum of all the old components L a , where a ranges through the weights equal to i modulo B. Since non-zero weights are not in B, the component L 0 remains the same, in particular, of dimension m. Now Theorems A and B follow from Theorem C. 2 Thus, our goal now is to prove Theorem C. In the special case of L 0 = 0 and n = p − 1 this is the Higman-Kreknin-Kostrikin theorem [6, 11, 12] on the nilpotency of Lie algebras with a regular automorphism of prime order. The proofs in these papers are essentially about (Z/pZ)-graded Lie algebras with L 0 = 0. The results for regular (semisimple) automorphisms of finite order follow simply because of the decomposition into the sum of eigen-spaces after extension of the ground field.
In the papers of Khukhro [8] and Makarenko and Khukhro [13] the Higman-KrekninKostrikin theorems were generalized to the case of almost regular automorphisms: if the fixedpoint subalgebra (or L 0 ) has finite dimension, then the algebra is almost nilpotent (for automorphism of prime order) or almost soluble (for any finite order of the automorphism) in the sense that there exists a nilpotent or soluble subalgebra of finite codimension, with bounds for the nilpotency class or the derived length and the codimension. The proofs in these papers were also essentially about graded Lie algebras with finite-dimensional component L 0 .
Shalev noticed in [15] that if there are only a few non-trivial components in a (Z/kZ)-grading and L 0 = 0 (or, equivalently, there are only a few eigen-values for a regular semisimple automorphism of finite order k), then the algebra is soluble of derived length bounded by a function of the number of non-trivial components only (independent of k). Khukhro [10] proved a similar result for regular automorphisms of prime order, which is actually the case L 0 = 0 in Theorem C above. In both cases the proofs repeat more or less word-for-word the combinatorial proof of Kreknin-Kostrikin; the decrease of the bound for the derived length or nilpotency class is caused by 'skipping' some steps due to the 'missing' components of the grading.
The proof of Theorem C is a combination of this idea of 'skipping' and the method of 'graded centralizers' in Khukhro's paper [8] ; see also [9] . Moreover, it is actually possible to simply replace in the proof in [8] the result of the Higman-Kreknin-Kostrikin theorem by the result of [10] and then repeat the construction in [8] . As in [8] , this requires rewriting the result of [10] as a combinatorial fact about a free (Z/pZ)-graded Lie algebra F with the conclusion giving the nilpotency of the quotient of F over the ideal generated by F 0 and the F j over all the j apart from some subset of cardinality n. Thus, here we have actually several combinatorial facts depending on this set of excluded indices, but the bound for the nilpotency class is the same and depends only on n. The case of Theorem C where L 0 = 0, which we now state as a separate theorem, was dealt with in [10] . Although Theorem D in [10] was actually stated for a Lie algebra with a semisimple regular automorphism of prime order p with exactly n eigen-values, it is precisely in the form given above that it was proved there after extension of the ground field and decomposing the algebra into n non-trivial eigen-spaces L i such that L 0 = 0. We now reformulate this theorem in terms of a free (Z/pZ)-graded Lie algebra F on free generators x ij , where i = 0, 1, . . . , p − 1 are the indices 'for grading,' while the indices j run over an arbitrary set ('for numbering'). Actually, F is an abstract free Lie algebra on free generators x ij . The (Z/pZ)-grading is defined as follows: for k ∈ {0, 1, . . . , p − 1} we set F k to be the subspace spanned by all commutators in the x ij with the sum of the first indices equal to k modulo p. Then, obviously,
this is a (Z/pZ)-grading. Moreover, F is indeed a free (Z/pZ)-graded Lie algebra: if L is any (Z/pZ)-graded
Lie algebra, then any mapping ϕ of the x ij into L such that ϕ(x ij ) ∈ L i for all i, j extends to a homomorphism of (Z/pZ)-graded Lie algebras.
Proposition 1. Let Ω = {i 1 , . . . , i n } be an n-element subset of non-zero residues modulo p. Then any commutator of weight g(n) + 1 in the x ij , where g(n) is as in Theorem D, can be represented as a linear combination of simple commutators of the same multidegree in the x ij each having an initial segment in F j for j / ∈ Ω (that is, initial segment whose sum of first indices modulo p is not in Ω).
In the Higman-Kreknin-Kostrikin theorem in its combinatorial form, Ω is simply the set of all non-zero indices: then the conclusion is that any commutator of weight h(p) + 1 is a linear combination of simple commutators each having an initial segment with zero modulo p sum of first indices.
Proof. Let I be the ideal of F generated by all the F j for j / ∈ Ω. Clearly, I is homogeneous with respect to the grading and F /I satisfies the hypothesis of Theorem D. Hence the quotient F /I is nilpotent of class g(n). This means that any commutator of weight g(n) + 1 in the x ij belongs to I and therefore is equal to a linear combination of simple commutators in the x ij each having an initial segment in F j for j / ∈ Ω. It remains to make sure that all the commutators involved in this equality have the same multidegree as the original commutator. This follows from the fact that F is multihomogeneous with respect to the free generators x ij : the linear combination of all elements on the right-hand side of this equality with multidegrees other than that of the commutator on the left-hand side is equal to zero and therefore can be omitted. 2
Proposition 2. Under the hypothesis of Theorem C any commutator of weight g(n) + 1 in elements a ij ∈ L i , where g(n) is as in Theorem D, can be represented as a linear combination of simple commutators of the same multidegree in the a ij , each having an initial segment in L 0 (that is, segment with zero modulo p sum of the first indices).
Proof. Let F be a free Lie algebra constructed as above over the same field as L. Let Ω = {i 1 , . . . , i n } be the set of all indices of non-trivial components of L apart from L 0 . Given a commutator of weight g(n) + 1 in elements a ij ∈ L i we consider the same commutator in the corresponding free generators x ij . It is equal to an appropriate linear combination specified in the conclusion of Proposition 2. It remains to apply to this equality the homomorphism of F into L extending the mapping x ij → a ij (free generators that do not correspond to the a ij can go to 0, say). 2
After this preparation the proof of Theorem C can proceed exactly as the proof of the main result of [8] for Lie algebras (which is equivalent to the special case of Theorem C when Ω = {1, 2, . . . , p − 1}).
Thus, suppose that
i=0 L i is a (Z/pZ)-graded Lie algebra over any field such that L 0 is finite-dimensional of dim L 0 = m and there are exactly n non-trivial components among the L i . Let Ω be the set of indices of non-trivial components except 0. We apply the same construction as in [8] replacing the Higman-Kreknin-Kostrikin theorem in combinatorial form by Proposition 2 (with respect to this Ω), and the Higman function h(p) by the function g(n). Then the highest level in the construction of representatives and graded centralizers will be g(n) + 1 rather than h(p) + 1 in [8] , and so on. As a result, the nilpotency class of the nilpotent subalgebra will turn out to be bounded in terms of n, and its codimension, in terms of m and n.
It would be a rather pointless exercise to rewrite all the proofs in [8] ; the reader can either accept our assurances that the proof remains valid with the alterations we indicated or verify this fact directly. Nevertheless, we now recall some of the steps of the construction in [8] and at least actually define the required nilpotent subalgebra.
For convenience we omit the second (numbering) indices and denote by a single index of an element the component of the grading that it belongs to: a i ∈ L i (so that under this Index Convention the same symbol may denote different elements of the same component). It is clear that then the mod p sum of indices of all entries in a commutator indicates the component it belongs to: for example, [a 1 , a 1 , a 2 ] ∈ L 4 , and so on. We shall only consider homogeneous commutators, that is, commutators in elements of the components L j . The pattern of a homogeneous commutator is its bracket structure together with the arrangement of the indices under the Index Convention. The weight of a pattern is the weight of the commutator. The commutator is then called the value of its pattern on the given elements. We shall need linear mappings of the form Note that by definition a centralizer y v (t) of any level t has the following centralizer property with respect to representatives of lower levels:
whenever v + i 1 + · · · + i k ≡ 0 (mod n) and the x i j (ε j ) are representatives of any (possibly different) levels ε s < t.
The inductive construction of centralizers and representatives proceeds up to the n-bounded level g(n) + 1, where the function g(n) is as in Theorem D. We claim that the subalgebra generated by all the graded centralizers of level
is the required nilpotent subalgebra (of course, there are in fact only n non-trivial subspaces among the L i (g(n) + 1)). The codimension of M is bounded in terms of m and n: by the construction each L j (g(n) + 1) has (m, n)-bounded codimension in L j for all j = 0 and there are only n non-trivial components, while dim L 0 = m. The proof that M is nilpotent of class < N(n) can be carried out exactly as in [8] or [9, Chapter 4] with h(p) replaced by g(n), etc. The first step is the following combinatorial proposition. The proof is by word-for-word repeating the proof of Proposition 4.4.2 in [9] with h(p) being replaced by g(n) and the so-called HKK-transformation (based on the combinatorial form of the Higman-Kreknin-Kostrikin theorem) by a similar transformation based on Proposition 2. The only property of the commutators to be used in the new proof is that any homogeneous commutator of weight g(n) + 1 is a linear combination of simple commutators with the same entry set each having a subcommutator with zero sums of indices mod p (under the Index Convention). This property is guaranteed by Proposition 2.
We can now reveal the explicit value for the number N(n), which was referred to in the inductive construction of representatives and graded centralizers of levels g(n) + 1: we set
where f is the function in Proposition 3. Then one can prove that the subalgebra M is nilpotent of class < N(n). By Proposition 3 for that one only needs to consider the commutators from its conclusion, each having either a simple subcommutator with g(n) + 1 initial segments with zero mod p sum of indices or a subcommutator of the form ].
To each of these commutators a certain collecting process is applied, also using Proposition 2, which ultimately produces subcommutators that are all equal to 0 due to the afore-mentioned centralizer property (2) . We refer the reader to [8] or [9, Chapter 4] for details.
