Abstract. Let A be an integer d × n matrix defining a positive semigroup NA and β ∈ C d a complex parameter vector. This article gives a complete combinatorial description of the critical indices (or slopes) of Laurent along coordinate varieties for the A-hypergeometric D-module M A (β) introduced by Gel'fand et al. In the process we settle several old questions regarding deformations of M A (β).
A in the L-characteristic cycle of the Euler-Koszul complex K•(S A ; β) with the intersection multiplicity between the Euler ideal and S A along C τ A , and we provide an explicit formula formula for it in terms of volumes. We show that the multiplicity µ L,τ A,0 (β) ofC τ A in the characteristic cycle of M A (β) is at least µ L,τ A , with equality whenever β is generic or if τ is a facet. In the special case where L = F is the order filtration and τ = ∅, our inequality reduces to the classical result rk(M A (β)) ≥ vol(A ∪ {0}).
For the family of filtrations L = pF + qV indexed by p/q ∈ Q >0 ∪ ∞, where V is the V -filtration along a coordinate variety Y ⊆ C n , our results show that p/q + 1 is a slope at the origin of M A (β) along Y if and only if the (A, L ′ )-umbrella Φ L ′ A jumps at L ′ = L. In particular, this proves a converse to Hotta's Theorem: an A-hypergeometric system is regular holonomic precisely when it is homogeneous in the usual sense.
Finally, we introduce a natural projectivization of M A (β) to a D-module M A (β) on (P 1 C ) n . We provide generalizations of our previous results and in particular give a combinatorial description of the L-characteristic variety of M A (β).
Introduction and Overview
The solutions of an ordinary linear differential equation + · · · + p 1 (t)∂ t + p 0 (t), p m (t) = 0, form a C-vector bundle of dimension m away from the zero set of p m . At p m (t 0 ) = 0, two types of singularities may occur: at a regular singular point t 0 , the (multivalued) solutions have polynomial growth for t → t 0 while in all other cases t 0 is called irregular. By Fuchs' Theorem [Inc44] , P is regular at the origin if and only if the Newton polygon N(P ) of P is a quadrant. The slopes (or critical indices) of P are just the slopes of N(P ) and represent a refined notion of irregularity [Lau85] . Y. Laurent [Lau87] generalized this concept to higher dimension: let M be a Dmodule on a complex manifold X, V the Kashiwara-Malgrange filtration along a smooth variety Y in X, F the order filtration, and L = pF +qV . Then p/q is a slope of M along Y if the L-characteristic variety Ch L (M ) = supp(gr L (M )) jumps at p/q. He showed that L-characteristic varieties of holonomic modules are Lagrangian and that there are only rational and finitely many slopes. By [LM99] , Laurent's algebraic slopes agree with Mebkhout's transcendental slopes given as jumps of the Gevrey filtration on the irregularity sheaf and hence provide a measure of growth for the solutions of M . A. Assi, F. Castro, and M. Granger [ACJG96] developed a Gröbner basis algorithm to compute slopes of algebraic D-modules using the algebraic counterparts of F , V , and L on the Weyl algebra. In the algebraic case, rationality and finiteness of slopes follow from the existence of the Gröbner fan, [ACJG00] . Explicit formulae for slopes of D-modules are very rare. The purpose of this article is to describe the slopes of A-hypergeometric D-modules.
I.M. Gel'fand, M.I. Graev, M.M. Kapranov and A.V. Zelevinskiȋ [GGZ87, GZK89] defined a class of D-modules that includes as special cases the differential systems satisfied by the classical hypergeometric functions of Gauß, Appell, and others. These A-hypergeometric (or GKZ) systems are special cases of the equivariant Dmodules of R. Hotta and M. Kashiwara [HK84, Hot98] . A d × n integer matrix A defines an action of a d-torus T := (C * ) d on T * 0 C n = C n . Our general hypothesis is that NA is a positive semigroup with ZA = Z d . The closure of the orbit through (1, . . . , 1) is defined by the toric ideal I A ⊆ C[∂] =: R where ∂ := ∂ 1 , . . . , ∂ n and S A := R/I A = C[NA] is the associated semigroup ring. The Euler vector fields E = (E 1 , . . . , E d ) are the push-forwards to this orbit of the Lie algebra generators t 1 ∂ 1 , . . . , t d ∂ d of T. The A-hypergeometric system M A (β), depending on the Lie algebra character β ∈ C d , is the D-module defined by I A and the Euler operators E − β. It arises in various situations in algebraic geometry such as in the theory of toric residues [CDS01] , the study of hyperplane arrangements [OT01] , and in the Picard-Fuchs equations governing the variation of Hodge structures for Calabi-Yau toric hypersurfaces [CK99] .
By a theorem of R. Hotta [Hot98] , homogeneous A-hypergeometric systems are regular and hence have no slopes. In (co-)dimension one, slopes of M A (β) were studied by F. Castro and N. Takayama [CJT03] and M. Hartillo [HH03, HH05] . Cohen-Macaulayness of the toric rings in question makes these cases comparatively tractable. In our general situation, a key tool is a (generalization of a) computation by A. Adolphson [Ado94] identifying candidate components of the F -characteristic variety with the set of faces not containing 0 of the convex hull ∆ F A of 0 and the columns a 1 , . . . , a n of A. In Section 2, L is the filtration on R defined by an arbitrary weight on ∂ 1 , . . . , ∂ n . We introduce in Definition 2.7 the (A, L)-polyhedron ∆ A on which the Euler vector fields form a regular sequence. From this we conclude in Proposition 3.10 that the facet components actually occur and their multiplicity is given by an index formula independent of the parameter β. This shows in particular that p/q is a slope of M A (β) at the origin whenever Φ pF +qV A jumps at p/q. We thus obtain a converse to Hotta's theorem in Corollary 3.15: regular A-hypergeometric systems are homogeneous.
Since orbits to non-facets may be outside the Cohen-Macaulay locus of S L A , we consider in Section 4 the full Euler-Koszul complex K A,• (S A ; β) from [MMW05] . In order to apply methods of homological algebra, we discuss the basics of good L-filtrations on R-and D-modules. Using the spectral sequence for the L-filtration on K A,• (S A ; β), we identify its L-characteristic cycle with the intersection cycle between S L A and the Euler ideal. In Theorem 4.11, we use Serre's Intersection Theorem [Ser65] to show that the L-characteristic variety of K A,• (S A ; β) contains all candidate components. To show that this also holds for M A (β) = H 0 (K A,• (S A ; β)) we use in Theorem 4.16 results from [MMW05] and an induction argument on toric modules. In particular (Corollary 4.17), the components of the L-characteristic variety of M A (β) are in one-to-one correspondence to the faces in the (A, L)-umbrella Φ L A . It follows (Corollary 4.18) that the slopes of M A (β) at the origin correspond exactly to jump parameters p/q of Φ pF +qV A , confirming and extending a conjecture by B. Sturmfels.
It is a classical result [GZK89, Ado94] that for generic β the rank of M A (β) equals the volume of the convex hull of 0 and a 1 , . . . , a n where the volume of the unit simplex is normalized to 1. Theorem 4.21 generalizes this result to an index/volume formula for the multiplicity µ
. For non-rank-jumping parameter β, or if τ is a facet, this number also equals the multiplicity µ MMW05] it is known that the rank µ 
A , is always minimal at generic β. However, the semi-continuity of these multiplicities we can only conjecture.
In the last section, we generalize results of the previous sections to a natural extension of M A (β) to the projective closure (P 1 C ) n .
2. Filtrations on the toric ring 2.1. Torus action and toric ring.
Notation 2.1. Let A = (a i,j ) ∈ Z d×n be an integer matrix of rank d and let a 1 , . . . , a n ⊆ Z d be the columns of A. We assume that NA is a positive [BH93,
We write τ ⊆ A if τ is a subset of |τ | columns of A and consider it both as a submatrix of A and a subset of the set of column indices {1, . . . , n}. For a vector or collection with index set {1, . . . , n}, a lower index τ denotes the sub-vector or sub-collection with indices in τ . We abbreviate τ := {1, . . . , n} τ . We shall frequently denote byC the Zariski closure of a set C. By Q + we mean the non-negative rational numbers and we include 0 in N.
Definition 2.2. We denote the orbit T · ξ through ξ ∈ T * 0 X by Orb(ξ). Let τ be a subset of columns of A. We define 1 τ ∈ {0, 1} n by
We set I τ A := RI τ + J τ where J τ is the R-ideal generated by {∂ i | i ∈ τ }. We denote the semigroup ring of τ by
where we use the assertion of the following lemma.
By abuse of notation, we identify R and gr
In this section we study the geometry of S L A in terms of A and L. Since every stratum in the Gröbner fan of I A contains a rational element, the result is valid not only for L ∈ Q n but in fact for all L ∈ R n .
Lemma 2.4. One has the identity
Proof. Let u, v ∈ Z n ∩ker(A) and suppose that u
Since all generators are binomials, Buchberger's algorithm implies that the set { u | u ∈ Z n , A · u = 0} contains a Gröbner basis of I A with respect to any monomial ordering refining deg L .
Q are joined by two line segments. If H is a hyperplane in P d Q containing neither a nor b then there is a unique line segment joining the points and not meeting H. This is exactly the convex hull of a and b in the affine space P 
H.
Note that conv H (B), for varying H, changes exactly when H is moved through a point of B. Within Q d , elements of convex hulls are linear combinations with nonnegative coefficients that add to unity. Convex hulls relative to H, with coordinates from
the hyperplane at infinity. The line through 0 and a ∈ Q d {0} meets ∞ in a point that we denote a/0.
where m j=1 ε j = 1, and sign(ε j h(b j )) = sign(h(b)) for all j with ε j = 0. We view the columns a 1 , . . . , a n ∈ Z d of A as points in
By assumption, NA is positive and hence h can be chosen such that h(a j ) > 0 for all j.
Definition 2.7. Choose h ∈ Hom Q (Q d , Q) such that h(a j ) > 0 for all j, and let ε be such that 0 (1, 1, 1, t).
2.4. Monomials in the graded toric ideal. The following two results generalize Lemma 3.1 and 3.2 in [Ado94] .
Proof. We abbreviate v := L. There are four cases to consider, depending on whether v k is or is not zero, and whether Γ(a k ) is at infinity or not.
By Lemma 2.6, this means in Q d -coordinates:
By scaling t and the ε i by a suitable integer s > 0, we may assume that st/v k ∈ Z, sε i /v i ∈ Z if v i = 0, and sε i ∈ Z if
) and the steps of Case 1 give an operator 
with ε i ≥ 0 whenever v i = 0 and sign
The left term has positive L-degree, the right term has L-degree zero. Case 4:
Proof. We abbreviate v := L ∂ and consider again separate cases. Case 1:
Hence there is t ∈ Q such that ta = Γ(a). Let h be as in Definition 2.7. Following the argument in Case 1 of Lemma 2.8,
For a suitable integer s > 0 as in Case 1 of Lemma 2.8,
. If Γ(a) ∈ ∞, one proceeds as as in Case 3 of Lemma 2.8, using a instead of a
one can proceed as in Case 1 of this lemma. On the other hand, if Γ(a) ∈ ∞ then similarly to Case 3 of Lemma 2.8,
with sign(ε i ) = sign(ε l ) = sign(v k ) whenever ε i = 0 and sign
Clearing fractions with s > 0, one obtains the operator
where the left term has positive L-degree and the right term does not. Case 3:
, the points a/0 with a = ε k a k + ε l a l where ε k , ε l ≥ 0 and ε k > 0 or ε l > 0. By hypothesis, for ε k , ε l > 0 the point a/0 is in the interior of ∆ L A and, in particular, Γ(a) ∈ ∞. Then ta = Γ(a) for some 0 > t ∈ Q. By Lemma 2.6,
where vi =0 ε i = 1, ε i /v i < 0 whenever ε i v i = 0, and ε i < 0 whenever v i = 0 but ε i = 0. Clearing fractions with s > 0, the L-symbol of the resulting operator
2.5. Homogeneity in the graded toric ideal.
Definition 2.10. Let τ be a set of columns of A. For u ∈ Z n , we write supp
be a non-facet face contained in ∞. Then there is a linear form h ∈ Hom Q (Q d , Q) such that the closure
For all a L i ∈ τ with v i = 0 the line through 0 and a i meets H in a L i ∈ ∞. This means that a i is parallel to H and h(a i ) = 0. Thus, A · u = 0 implies that
The case supp(u − ) ⊆ τ ⊇ supp(u + ) is similar.
2.6. Minimal associated prime ideals. We now identify the components of the
Recall that I A , I τ A , and J τ are Z d -graded prime ideals.
Lemma 2.13. LetĨ L A ⊆ R be generated by all elements of the following types:
We show first thatĨ L A ⊆ I. Let I 0 denote the ideal of R generated by the elements from (1) and (2). Then clearly
Hence 
collects the monomials in m minimally supported in τ . Since 
The following consequence of Lemmata 2.3, 2.13, and 2.14 generalizes [Ado94,
Adjacencies of orbit strata correspond to inclusions in the (A, L)-umbrella:
In particular, Theorem 2.15 identifies the Z d -graded prime ideals containing I A with the elements of Φ A as defined in Definition 2.7.
Remark 2.16. Geometrically, Spec(S L A ) reflects certain asymptotics of Spec(S A ). Let us make this precise in the case where L > 0. We may assume that the components of L are coprime positive integers. Then X = C n can be considered as the smooth chart defined by ∂ 0 = 0 in the weighted projective space P
is defined by the L-homogenization I L A (∂ 0 ) of I A with respect to ∂ 0 . The defining ideal of the intersection with the weighted projective space
2.7. Index formula for multiplicities. By Theorem 2.15, there is a composition chain of
Hilbert function of both rings has values in {0, 1}. Thus, the composition chain (2.7.1) induces a partition of
of indices i in the chain (2.7.1), and hence in the partition (2.7.2), with
A is the length of the localization of S L A at I τ A and hence independent of the particular composition chain.
and recall that Q + are the non-negative rational numbers. For two disjoint u + Nτ and v + Nτ , u − v ∈ Zτ since Nτ contains a shifted copy of its normalization
Since NA contains a shifted copy of its normalization
and the left hand side meets every coset of
2.8. Newton filtration and Cohen-Macaulayness. Until the end of this section, we assume that
Note that gr
A is not contained in the boundary of Γ L A . The cohomology of this complex is concentrated in homological degree d − 1 and equal to V . Now assume that V is a
in the complex (2.8.1) for gr N (V ) are natural projections of C-algebras. In particular, (2.8.1) is a complex of gr
A as in (2.7.1) such that the resulting partition (2.7.2) refines the partition Q + A = Q + τ ⊔(Q + A Q + τ ), and hence deg(S τi (−u i )) meets Q + τ only if τ i ⊆ τ . Namely, given any chain as in (2.7.1) we refine it at any index i ∈ {1, . . . , l} for which deg(S τi (−u i )) = u i + Nτ i meets both Q + τ and
d -degrees entirely in Q + τ , and the cokernel of the inclusion has smaller dimension. If conversely
) and has degrees completely outside of Q + τ .
Iterating this procedure we arrive at a composition chain as claimed. Then, however, the statement of the lemma is obvious: for each i ∈ {1, . . . , l} with deg(
A for all i. The sequence is Newton-homogeneous and can be identified with its N -symbol in gr N (S 
Since the Gröbner fan [ACJG00] of any D-ideal is defined over Q, the study of real weights can be reduced to the present rational case. 
Note that good F -filtrations on N exist if and only if N is T -finite. From the definition follows that all good F -filtrations on N are equivalent. 
. By abuse of notation, we shall frequently identify the filtration L with the number p/q. For Y ⊆ X closed and reduced, let T * Y X be (the closure of) the conormal bundle of (the smooth points of) Y in X. For L as in (3.1.2), the ring W = gr L (D) can be considered as the ring of polynomial functions on the cotangent space T * T * Y X of T * Y X. For i ∈ V, −x i can be interpreted as the partial derivative with respect to the variable ∂ i . This allows one to consider 
is not locally constant at p/q. A slope of a finite D-module M at y ∈ Y along Y is a value L = p/q such that the set of components of Ch
If follows from the existence of the Gröbner fan [ACJG00] that a fixed Dmodule has only finitely many and only rational slopes along all coordinate varieties. Y. Laurent proved finiteness and rationality in the micro-local setting along general varieties [Lau87, Thm. 3.4.1].
3.2. Hypergeometric system and candidate components. We now define our main object of interest, the hypergeometric D-module M A (β).
Definition 3.5. The Euler vector fields
on X defined by the toric ideal I A and the Euler operators E − β.
The A-hypergeometric system was introduced in [GGZ87, GZK89] . Our goal is to understand its L-characteristic varieties and slopes under the assumption that 
A , we denote by C τ A ⊆ T * X the conormal to the orbit O τ A ⊆ T * 0 X. We denote by P C ⊆ W the defining ideal of any irreducible variety C ⊆ T * X and abbreviate
A , E ). By Theorem 2.15 and the preceding arguments,
Then Theorem 3.2 assures that Ch L (M A (β)) is purely n-dimensional and hence a union of closures of conormals
3.3. Existence of facet components. In this subsection, we use an elementary localization argument to give an index formula for the multiplicity of components in CC L (M A (β)) corresponding to facets in the (A, L)-umbrella. It shows in particular that these multiplicities are independent of β and positive, and that all facet components occur in Ch L (M A (β)). We deduce from this a converse to R. Hotta's Theorem: regular A-hypergeometric systems are homogeneous in the usual sense.
Definition 3.9. We denote by µ L,C A (β) the multiplicity of gr L (M A (β)) along C. This is the length of the W PC -module gr
and, in particular, Φ
by the argument in [SST00, Thm. 4.3.5]. Again by Lemma 3.11,
. . , x n ) with the ring isomorphism defined by the above coordinate change and hence
A . Then Proposition 2.18 finishes the proof.
n . Then the opposite inclusion follows from
with a common u for the finitely many F i ∈ I. In particular,
Proof. The "only if" part in the statement follows trivially from Φ
to L. Since τ ′ is not contained in a hyperplane through origin and since the a Corollary 3.14. In the case
In particular, we obtain the following converse to a Theorem by R. Hotta [Hot98] . ({0, a 1 , . . . , a n }). But then 0 ∈ ∆ F A and ℓ(0) = 0 < 1 implies that ℓ(a i ) ≤ 1 and hence ℓ(a i ) = 1 for i = 1, . . . , n. So in this case A is F -homogeneous. Assume now that τ ∈ Φ
can not be constant. Then, by Corollary 3.14, M A (β) has slopes and is hence irregular.
We shall see later in Corollary 4.18 that Corollary 3.14 gives a complete list of all slopes along coordinate varieties at the origin. 4.1. Good filtrations and toric modules. In order to combine homological methods with good L-filtrations on D-modules, we need the L-filtration on D to be Noetherian, which means the following.
The Rees ring of a ring T with a filtration F is the graded ring
and F is called Noetherian if Rees
Similarly, a change of
The Rees module of a module N with an F -filtration G is the graded Rees 
is exact and hence G ′ and G ′′ are good according to the new definition. By definition of G ′ and G ′′ , the maps in the sequence (4.1.1) are strict and hence 0 → gr
For many purposes, we can replace a given good L-filtration on M by that in (4.1.2) and then Lemma 3.6 generalizes as follows.
Lemma 4.2. For any
By Theorem 2.15, the Z d -graded prime ideals containing I A are of the form I 
for some good L-filtration on M .
A bounded complex of D-modules K • is called homologically holonomic if all its homology modules are holonomic. The L-characteristic cycle of a homologically holonomic complex of finite 
C. 
, and using Equation (4.1.2). Then Lemma 4.2 implies that
By [MMW05, Thm. 5.1] K A,• (N ; β) is homologically holonomic for toric N .
Definition 4.7. For a toric module N , we call
If N = S A we skip the argument N , while if C =C 
If C =C 
and is hence independent of β. Moreover, µ 
Proof. We consider K
. . , r − 1, and K r = gr L (H A,• (N ; β)) PC as homologically graded modules. Thus for all
where ℓ denotes the length of W PC -modules. Since E is a regular sequence in W , Koszul homology against E computes Tor over both W and W PC and hence
By Lemmata 4.8 and 4.10 we may assume now that N = S θ for some θ ∈ Φ A with the standard good L ∂ -filtration induced by the single generator 1 ∈ S θ . Then the complex K 1 above is the Koszul complex of E on W PC ⊗ R S L θ . By [BH93, Prop. 1.6.5], its homology is annihilated by both gr 
Proof. By assumption on β and [MMW05, Thm. 6.6], the Euler-Koszul complex
A > 0 by Theorem 4.11. So the last claim follows from Proposition 3.8.
LetS A be the normalization of S A . In Section 4.4, we show that µ L,τ A,0 (β) > 0 for all β. This is done by reducing toS A and applying the following statement. A (β) in Corollary 4.12 holds without the genericity assumption. As a consequence, we obtain a complete description of the L-characteristic variety and the slopes of the A-hypergeometric system along coordinate varieties at the origin.
Proof. SinceS
Definition 4.14. Let τ be a subset of columns of A. We set 
For j ∈ τ θ, ∂ j is both annihilator and unit on gr
where the symbol P τ is used for the two ideals in W A and Finally, we obtain the L-characteristic variety of the A-hypergeometric system and, as a consequence, the slopes of the A-hypergeometric system along coordinate varieties at the origin. 
For the third equality note that (R/I
, and use dim(S τ ′ ) = dim(τ ′ ) + 1 in Theorem 4.11. Proposition 2.18 gives the last equality. By Equation (4.5.1) it is sufficient to know the multiplicities µ
. To determine these we first reduce to τ ′ = A and then to τ = ∅ while controlling the appropriate intersection multiplicity. Finally, we give a combinatorial description in that case. Some of our arguments are similar to [GZK89,
Since E is a regular sequence in W , one may compute µ through the Koszul complex of E on W , tensored with S τ ′ and localized at P τ . Erasing in E all terms involving ∂ j with j / ∈ τ ′ does not change the Koszul complex since any such ∂ j is zero in S τ ′ . It follows that we may assume A = τ ′ .
We now reduce to the case τ = ∅. By the Fourier transform we may use ∂ as base variables and identify −x j ∈ W with the (symbol of the) partial derivation along ∂ j . Since χ τ is determined at a generic point of C τ , we may replace W by
. We now modify the pair (τ ′ , τ ) into a more convenient one, while keeping track
In other words, all elementary column operations a j → a j + ma i with i ∈ τ , all column switches a i ↔ a j with i, j ∈ τ or i, j ∈ τ , and all Z-invertible row operations leave µ invariant.
After a suitable sequence of such transformations, we may assume that
′ ) be the matrices obtained from (τ, τ ′ ) by dividing the first column by k 1 and letÊ be the Euler vector fields ofτ . As one checks,x 1∂1 = k 1x1∂1 and so κ 1 (Var(Ê)) = Var(E), κ 1 (Var(Iτ′ )) = Var(I τ ′ ), and κ 1 (Cτ A ) = C τ A . Moreover, the degree of κ 1 is equal to k 1 on C τ A , and equal to 1 on both Var(E) and Var(Iτ′). By Example 8.2.5 in [Ful98] ,
Analogous transformations for k 2 , . . . , k e followed by suitable elementary column operations as above yield
where now
LetĚ be the Euler vector fields ofτ andď := dim(τ ). Then on T * U , Ê = x 1∂1 , . . . ,x e∂e ,Ě = x 1 , . . . ,x e ,Ě as well as Iτ′ = ∂ e+1 , . . . ,∂ |τ | + Iτ . This establishes the announced reduction to the case τ = ∅,
which identifies the positive semigroups Nτ and π τ,τ ′ (Nτ ′ ).
Definition 4.19. In a lattice Λ, the volume function vol Λ is normalized so that the unit simplex of Λ has volume 1. We abbreviate vol := vol Z d and vol τ,τ ′ := vol π τ,τ ′ (Zτ ′ ) .
We continue under the assumption that τ = ∅,τ = τ ′ = A, and compute the intersection multiplicity of Var(E) with Var(
Since for y ∈ (C * ) |τ | the linear polynomials x 1 − y 1 , . . . , x |τ | − y |τ | form a regular sequence on W/ E , on S A and on W/P ∅ , we may replace W by R, E byĒ :=Ě mod (x − y), and C ∅ A by 0 = Var(∂τ ). By the short exact sequence (4.3.1), we may then replace Sτ by its normalizationSτ . Thus, we have reduced to computinǧ
By the genericity assumption on y, the function on Spec(Sτ )
is generic with support in conv(τ ) and hence Newton non-degenerate at the origin by [Kou76, Thm. 6.1]. We can interpretĒ as functions on Spec(Sτ )
Let mτ ⊆ Sτ andmτ ⊆Sτ be the maximal ideals at 0. In the special case whereτ is the unit matrix and hence Sτ a polynomial ring, [Kou76, Thm. 2.8] states that the Koszul complex ofĒ onSτ is acyclic in positive dimension when completed at mτ . The mτ -andmτ -adic topologies onSτ are equivalent and completion atmτ can be replaced by completion at mτ . By faithful flatness of completion this implies that the Koszul complex ofĒ on (Sτ ) mτ is acyclic in positive dimension and hencě
Since this dimension is finite, localization can be replaced by completion at mτ or equivalently atmτ . Then [Kou76, Thm. A.I] states that this dimension equalš
One checks that Kouchnirenko's arguments apply to a generalτ becauseSτ is a normal semigroup ring [Kou76, §1.12]. The following definition serves to interpret this volume in terms of the original matrix A, and mirrors the one given in [GZK89,
, define the polyhedra
We are now ready to give the promised multiplicity formula. A proof of this would generalize [MMW05, Thm. 2.6, Thm. 7.5] which correspond to τ = ∅ and L = F . However, we do not know how to approach this question since it involves a flat deformation in combination with a specialization. The case τ = ∅ is much easier since there one may skip the computation of the graded by the Cauchy-Kovalevskaya-Kashiwara Theorem [SST00, Thm. 1.4.14, Thm. 1.4.19].
I.M. Gelfand, M.M. Kapranov and A.V. Zelevinsky [GZK89] proved that in the projective case the rank of M A (β) is always at least equal to the volume (i.e. the intersection multiplicity of W I A with the Euler ideal W E ). This was generalized by A. Adolphson in [Ado94] . In this spirit, we offer the following result supporting our conjecture.
Equality holds if β is generic (more precisely, not rank-jumping).
Proof. The sequence (4.3.1) yields a four-step exact sequence 
Then the Euler-Koszul complexes K A,• (C; β) and K A ′ ,• (C; β ′ ) are homotopic for any toric module C. Hence we may replace (A, β) by (A ′ , β ′ ) and choose g generic. Fix the toric module C of dimension less than d. Then the Koszul complex K A,• (C; β ′ ) of the endomor-
defined as in Definition 4.6, is homologically holonomic. To see this it is by the long Euler-Koszul homology sequence enough to consider a length one toric module C = S θ for some θ ∈ Φ A . Then genericity of g assures that W I F θ , E ′ is an n-dimensional ideal and hence dim Ch F (H A,i (C; β ′ )) ≤ n by the spectral sequence
We interpret K A,• (C; β) as the complex induced by 
Using the exact sequence
is non-negative which implies the claim.
Projectivized hypergeometric systems
Here we introduce and study a natural extension of the A-hypergeometric system M A (β) on X = C n to a sheaf on (P 1 C ) n where P 1 C = C ⊔ {∞} in each factor. We call the resulting extension M A (β) of M A (β) the projectivized A-hypergeometric system defined by A and β. We use the results of the previous sections to discuss, in this sequence, M A (β) from the points of view of the previous sections: (A, L)-umbrella, L-characteristic variety, L-characteristic cycle, and, as a special case, its slopes along all projective coordinate subspaces. Once again the (A, L)-umbrella will play a pivotal role in our investigation of M A (β).
Notation 5.1. We use the canonical embedding
X as the complement of the variety of the ideal sheaf generated by n j=1 y ′ j . Recall from Notation 2.1, that the symbol τ denotes the complement of a set τ in the set {1, . . . , n}. On the other hand,C will always refer to the Zariski closure of a set C in T * X . We denote by x ′ j := y ′ j /y j the coordinate on P 1 C {0}. A subset P ⊆ {1, . . . , n} defines an affine patch X P ∼ = C n ofX by
). In particular, X = X ∅ in this notation. If F is a sheaf onX then we denote its sections over X P by F (P) := F (X P ). On the other hand, if g is anX-global section then we denote by g (P) the restriction of g to X P .
Denote by D the sheaf of algebraic C-linear differential operators onX. Then with the above notation the ring D (P) = D(X P ) is the Weyl algebra in the variables
The sheaf D has a special subsheaf of rings R, consisting entirely of the global differential operators in R = C[∂]. There are ring isomorphisms (5.0.1)
Note that x ′ j naturally inherits the Since both ∂ j , x j ∂ j ∈ D = D (∅) extend to global differential operators onX, the same is true for the generators u with A · u = 0 and E − β with 1 ≤ i ≤ n in Definition 3.5. We will denote these extended operators by the same symbols as the ones we used on X ∅ . This provides the motive for introducing a projectivized version of M A (β) as follows. On the affine patch X P , using notation introduced above, one has
Note, how I A,(P) = ρ P (I A ) and E (P) = ρ P (E) behave under change of P: moving the index j into P results in the change a i,j x j ∂ j → −a i,j x ′ j ∂ ′ j in E (P) , and in the substitution
We begin our study of M A (β) with a basic observation. Since the L-filtration is compatible with restriction to charts, we have (σ L (P )) (P) = σ L (P (P) ) for all global sections P of D. Thus the local sections of the ideal sheaf
are given by I L A,(P) = gr L (I A,(P) ). More interestingly, Buchberger's algorithm yields the following analog to Lemma 2.13 regarding the L-graded ideal of D · I A .
Lemma 5.3. As ideal sheaves in W,
We now study the variety of T * X defined by W · I A . Assume first that P is contained in τ . In this case, W (P) · I τ A,(P) is generated by I τ,(P) and ∂ τ ∪P which reduces the problem to understand W (P) · I τ,(P) .
Lemma 5.4. If P ⊆ τ then the ideal W (P) · I τ,(P) is a prime ideal.
Proof. By Equation (5.0.1), I τ,(P) = ρ P (I τ ) is prime and hence so is
Since for j ∈ P, x ′ j is not in R (P) [x ′ P , x P ] · I τ,(P) (and, by primeness, not in any associated prime either), it follows that under the ring extension R P ֒→ W P the ideal I τ,P remains prime.
It follows that for P ⊆ τ , Υ τ A is irreducible on X P and W (P) · I τ A,(P) is precisely the defining ideal of Υ τ,∅ A ∩ T * X P . We now view P = (P ∩ τ ) ⊔ (P τ ). By the above, W (P) · I τ A,(P) is the ideal of W (P) generated by I τ,(P) , ∂ τ ∪P and {x
Lemma 5.4, the radical of this ideal has a decomposition into prime ideals
We are prompted to make the following definitions generalizing Definitions 2.2 and 2.7.
and define the prime ideal sheaf I
otherwise.
The irreducible varieties Υ
Note that Υ The quasi-affine varietiesΥ τ,T A will play the role of the orbits in Section 2. In fact, the action of the d-torus T on T * 0 X can be extended toX via the extension of the coordinate ring R of T * 0 X: Denote 
By the preceding discussion, Theorem 2.15 and Proposition 2.18 can be generalized as follows.
More generally, there is a stratification
Proof. The irreducible decomposition is a consequence of Lemma 5.4. The existence of the stratification follows from Theorem 2.15 and the preceding discussion. For This ends our discussion of the globalization of the toric ideal I A . From now on we assume that L xj + L ∂j = c > 0 for all j and investigate the projectivized A-hypergeometric system M A (β). In that case, E (P) is L-homogeneous of L-degree c for every chart index P. We imitate Definition 3.7 as follows. 
We now wish to compute the actual components and their multiplicities in the characteristic cycle of M A (β). We proceed exactly as in Section 4. Multiplicities along a candidate componentC In order to study slopes of M A (β) along coordinate varieties, we consider V as a partitioned set V = V 0 ⊔ V ∞ ⊆ {1, . . . , n}. As in (3.1.1), V defines the coordinate variety Y := Var(x V0 , x ′ V∞ ) ⊆X which meets the chart X P exactly if V 0 ∩ P = ∅ and V ∞ ⊆ P. On any such X P , Y induces the family of filtrations L = pF + qV, p/q ∈ Q >0 ∪ {∞}, on D P as in (3.1.2) where V is the V -filtration along Y ∩ X P defined by the assignment −V xi = 1 = V ∂i for i ∈ V 0 , V , 3x 1 ∂ 1 + x 2 ∂ 2 , x 2 ∂ 2 + 3x 3 ∂ 3 if p/q > 2 but ∂ 1 ∂ 3 , 3x 1 ∂ 1 + x 2 ∂ 2 , x 2 ∂ 2 + 3x 3 ∂ 3 if p/q < 2. It follows that Ch L (M A (β)) is defined by ∂ 2 , x 1 ∂ 1 , x 3 ∂ 3 for p/q > 2 and by x 2 ∂ 2 , ∂ 1 ∂ 3 , x 3 ∂ 3 , x 1 ∂ 1 if p/q < 2. Thus, 2 is the only possible slope value and, as p/q passes through 2 from above, the component of Ch L (M A (β)) to x 1 , ∂ 2 , x 3 is replaced by the components to x 2 , ∂ 1 ∂ 3 , x 3 ∂ 3 , x 1 ∂ 1 . However, as Y is defined by x 1 = x 2 = ∞, none of these components meet Y and hence M A (β) is regular along Y .
It follows that Theorem 5.13 does not give directly a combinatorial description of the slopes of M A (β) along Y . We must select the components of Ch L (M A (β)) whose projection meets Y . For this, we look at a chart X P which meets Y and hence P ⊇ V ∞ and P ∩ V 0 = ∅. Consider the componentC is not visible in X P then (sinceC τ,T A is irreducible) its defining ideal contains an x i with i ∈ P. This may be the case even if P ⊇ T. through the toric ideal I τ , this is equivalent to τ being a pyramid with vertex i. The converse implication of the first statement is obvious.
Under the hypothesis of the second statement, the ideal P τ,T ofC τ,T A
is an associated prime of an L-and an L ′ -homogeneous ideal for some L ′ near L. As such, P τ,T is (L, L ′ )-and hence (F, V )-bihomogeneous. It follows that the non-trivial W (P) -ideal P ′ = P τ,T,(P) + ∂ P , ∂ ′ P is (F, V )-bihomogeneous, generated by ∂ P , ∂ ′ P and some ∂-independent V -homogeneous elements. In particular, P ′ + x V0 , x ′ V∞ is non-trivial and soC τ,T A meets Y . From the dimension one case, it is clear that non-(F, V )-bihomogeneous components are relevant for slopes. Indeed, the L-characteristic variety equals Var(x 1 ∂ 1 ) for most L-homogeneous differential operators in one variable x 1 . However we believe that the non-(F, V )-bihomogeneous components are irrelevant in our case. More precisely, it seems that the conormal space of an L-homogeneous non-(F, V )-bihomogeneous pointed toric ring can not meet any point T * yX with y ∈ Y unless V ∞ = ∅. This would imply the following combinatorial description of slopes of projectivized A-hypergeometric systems along coordinate varieties 
