Abstract-In this work, we present the application of a simplified shape analysis technique based on a modal representation of the object shape and useful for improving the efficiency and effectiveness of shape-driven searches in image databases. The proposed method computes the representation of an object by means of modes very similar to the deformation modes of a mechanical system, but in a numerically more stable way than the usual finite-element method approach.
Simplified Modal Analysis and Search for Reliable Shape Retrieval I. INTRODUCTION W HILE our society evolves from a word-driven to an image-driven communication environment, stored information is now also turning from a collection of words (documents) to a collection of digital data (images). Because of this, image and video databases are now widespread, and a large interest has been shown in the academic community [1] [2] [3] . Even the International Organization for Standardization, through the MPEG Working Group, is now defining the requirements for the new standard MPEG-7, devoted to the description of an efficient interface for multimedia data [4] .
Moreover, stored information needs to be retrieved in an efficient way while allowing the user to interact with a query system that exploits the characteristics of the database objects. That is why new methods for the analysis of image data and the extraction of suitable representations for shapes, color, and textures are now widely investigated (see [5] [6] [7] ). In addition, it must be considered that all of this huge amount of higher level data should be searched according to new query methods, more and more suitable for combining the {natural} way the human brain interacts with the environment with the intrinsic structure of digital storage systems [8] , [9] .
In this research direction, one of the key problems in database image retrieval is shape recognition. Shape analysis allows for the search of objects whose characteristics are difficult to be expressed by words. Moreover, shape search, as well as color and texture search, provides a very intuitive and user-friendly interface to nontechnical users, who may consider it easier to draw a sketch of the object than to describe it by words. In recent years, many techniques have been developed to achieve shape recognition; here, in particular, we focus our attention on the so-called eigenrepresentations, where each shape is characterized by the solution of an eigenvalue problem related to its intimate structure. These eigenrepresentations can be used as a basis for correspondence and recognition.
In particular, in [10] , thin-plate splines are used to efficiently represent biologically labeled Cartesian point data. In [11] , the Karhunen-Loeve transform is exploited for face recognition purposes, while in [12] , the eigenvectors of a matrix based on point distances (weighted by Gaussian functions) are used to achieve better point correspondences. In [13] , instead, a modified boundary-element method approach is presented that allows for faster computation and reliable analysis of multiply connected shapes.
Finally, an approach computing the physical deformation modes of an elastic body corresponding to the original shape by a finite-element method (FEM) procedure has been proposed [14] [15] [16] . Although powerful, this approach is based on an imposed parameterization of the shape; to overcome this problem and to leave each shape defining its own natural parameterization, the modal-matching approach was introduced [17] [18] [19] [20] .
In this paper, we analyze FEM physically based shape modeling approaches, outlining a general framework to gather differently proposed methods, and stressing advantages and problems. From this analysis, we found some weaknesses of the FEM formulation, and we propose corresponding solutions. For instance, the usual computation of modal deformations needs to be further optimized when dealing with differently or even very differently sampled shapes (i.e., shapes represented by a very different number of points). In fact, since the approximation of the elastic body is naturally defined by the number and position of the sampled shape points, the deformation mode precision and order are also somehow defined by the same feature points' set. In this situation, shape comparison requires reordering procedures which are far more complex than those outlined in [19] (and based on [12] ). This is particularly true for query-by-sketch retrieval procedures Fig. 1 . Deformation modes of a simple shape (a tower), computed by a FEM approach. These modes corresponds to the free vibrations of an elastic object with mass elements positioned on the points shown in the original figure. in image databases, where the sketch is usually much less detailed than the objects the user wants to extract, and this will be outlined in the section of this paper presenting the results, where such an approach will be applied to a shape image database.
Moreover, the usual approach to exploit the modal representation in shape search is based on a strain energy index, requiring further computations (for instance, a strain-minimizing least squares method [20] ). We explore, instead, different similarity indexes based on mode and point associations that exploit in the same manner both the eigenvalues and eigenvectors representing each shape, but that contemporarily allow a faster search with comparable efficiency.
The paper is organized as follows. Section II summarizes the modal shape analysis technique, and analyzes the improvements introduced for a more reliable shape feature computation, while Section III offers some deeper considerations about the choice of the basis function and the shape representation obtained. Section IV introduces many similarity indexes based on the modal shape representation, discussing their efficiency. Section V focuses on the results obtained applying this method to two different image databases, stressing the problem of a user-defined sketch-driven search. Finally, Section VI presents some conclusions about the work carried out.
II. MODAL SHAPE ANALYSIS TECHNIQUES
A very powerful technique for obtaining a representation of an object from its description by a set of points is to use its deformation modes, usually computed by a FEM approach (a simple example is presented in Fig. 1 ). The idea is to characterize an object by considering it as a set of mass points, connected by elastic relations. The approach is absolutely general, but we refer here, for the sake of simplicity, to bidimensional objects. We start with a brief review of modal analysis, integrating the different formulations in the literature, and then we introduce some improvements for a more reliable shape analysis and search.
A. The Representation of an Object by Its Deformation Modes
The standard approach [27] computes the deformation modes of a bidimensional object by approximating it with an array of triangular or rectangular cells, whose vertices are called the nodes of the elastic structure. The displacement vector at the th node due to a generic deformation can be computed by means of the so-called dynamic equilibrium equation: (1) where and are the mass, damping, and stiffness coefficients, and represents the load vector at the point Assuming nodes, calling 1 the vector of the ordered and displacements in these points, we can group the system of node equations: in (2) In this equation, and are the mass, stiffness, and damping matrices, whose elements are computed assuming expansion of the displacement in a generic point by a set of basis functions called interpolants, relating it to the vector
The interpolant set usually consists of algebraic polynomials defined over a bidimensional array of a large number of cells, approximating the surface of the object [15] . Alternatively, and with the advantage that the spatial distribution of the nodes is defined by the object itself, they can be combinations of other functions (for instance, Gaussian ones), centered on a set of feature points [19] . In any case, the interpolants are chosen so that (4) Starting from these premises, the matrices in (2) can be computed by [27] (5) (6) (7) where is the strain displacement matrix, is the 3 3 material matrix (function of the modulus of elasticity and the Poisson ratio of the object's material), and Rayleigh damping is assumed [27] .
Considering the general situation when both the and sets are used, we introduce defined like in (4), and After these definitions Note that, in order to match the requirements (4), we must have when as in [15] , or (10) when as in [19] . By introducing (8) and (9) in (5) and (6) Now, we can exploit the fact that elementary eigenfunction theory states that can be decoupled into nodal displacements by means of the solutions of the eigenvalue matrix equation (18) where is the (diagonal) matrix containing the eigenvalue solutions and the (full) matrix whose columns are the corresponding eigenvectors Each of them represents the displacements in every node due to a resonating deformation mode of the fictitious mass body superimposed over the original figure, and are the corresponding frequencies: both of these sets of features represent the original object well.
B. Numerical Instability
Even if (18) represents a very simple eigenvalue problem, its numerical solution strictly depends on the existence of Theoretically, in fact, is always invertible, but the numerical approximation made computing its terms may produce matrix ill conditioning.
It is extremely difficult to test the algorithm with respect to this problem on a real shape because of many masking effects (for instance, one should resample the shape in order to have uniformly spaced points on the image plane). Therefore, a very simple test structure was chosen (Fig. 2) : a segment of unitary length, represented by equally spaced points. With this structure, we are sure to stress only the numerical instability problem; therefore, we study the condition number of by changing and the basis functions used for approximating the structure. Since different choices of the basis function set lead to similar evaluations, we refer here to Gaussian basis functions in order to compare the results to those in [19] . Therefore, we assume that (19) where must be chosen according to a suitable rule that we will discuss in the following section.
Ideally, assuming we expect the matrix to always be invertible. However, if we fix we find that, increasing the value of for small and when the difference between the computed value and the unitary limit goes under the floating-point precision of the computer, matrix starts presenting dependent rows, and becomes ill conditioned. For this situation, in Fig. 2 , we report the minimum value of leading to unrecoverable errors in the numerical evaluation of for a given number of points.
C. An Alternative Formulation
On behalf of the previous subsections, we should note that the modal analysis, if performed with the above-presented approach, is subject to critical issues. In particular, we have found that, if the matrices in (18) (4) is no longer fulfilled. This, in turn, implies that this formulation is not a FEM approach (the basis functions, in general, are not different from zero only on one node, i.e., the object domain is not subdivided in finite area elements), but only a Galerkin solution of (1). Moreover, the deformation displacements computed from (18) are not directly the displacements at the nodes (or, in other words, matrix cannot be used to decouple the nodal displacements). The first point shows that the evaluation of in the proposed formulation is now dependent only on the integrals of the basis functions. Indeed, in Fig. 2 , we can see that, even if the choice of Gaussian basis functions still raises problems due to these integrals, this formulation allows a wider range of to be used because the computation of is no longer necessary.
The second consideration may instead suggest that this computation of the modal representation of an object can be reached at the expense of a more difficult retrieval of the deformation displacements that are useful for similarity evaluations. However, this is not the case because nodal displacements are very easily obtained by means of premultiplying by
As a final comment, we want to stress that the operation to substitute (20) - (24) in (18) for the particular choice of Gaussian basis functions corresponds to the solution of a matrix eigenvalue equation proposed by the authors in a previous conference paper [28] that can be easily worked out from [19, Sect. II] with elementary passages.
D. Rotation and Scale Invariance
Although not evident from the algebraic formulation, the proposed modal-matching method has various degrees of invariance with respect to rotation, scale, and size of the figures to be compared.
This can be understood considering the physics underlying it: vibration modes of an elastic body are independent of its spatial orientation, as long as there is no interaction between the body and the environment (as is the case here, where the body is supposed to vibrate alone in an absolutely empty space). Changing the orientation of the reference angle (i.e., the direction of the axis) results only in adding a constant angle (modulo to the displacement vectors describing the vibration modes.
So the figure can come in any orientation when computing because the following adjustments are straightforward; these latter are performed when the two figures to be compared show themselves in different orientations, and therefore require alignment.
In the same manner, similar reasoning leads to understanding that even translations do not have any influence on the vibration modes, and so we are allowed to slide one of the two figures in a way to superimpose their centroids. This, together with the above-cited alignment, is useful to make unique (and therefore, as will be explained in Section IV, meaningful for similarity evaluation purposes) the definition of distance between matched nodes.
Scale invariance instead needs some further explanation. As long as parameters are left unchanged, there is no pure scale invariance. To be more specific, if we consider two figures (sets of points) obtained from one another by simple scaling, and compute their modes with a given in general, we are going to get two different sets of modes, notwithstanding the absolute identity of the two shapes. This is due to the fact that expanding a figure means making the distances between its points longer; given one point and its Gaussian, this in turn means having the neighboring points farther, i.e., on lower values of the above-mentioned Gaussian basis functions. Physically, this corresponds to having the points less bounded to each other, and finally to having different modes.
If we want to have scale invariance, we must act in such a way that expansion of the figure is followed by a corresponding expansion of the Gaussian functions. This can be achieved by including a term depending on the figure scale in the formula used to determine the to be used in the modes computation; the formula we propose as a "good choice" in Section IV has this characteristic, in addition to being robust against ill conditioning. When all of the figures are assigned a suitable value of to compare two figures with different sizes, we may simply scale their point coordinates as well as their modes before further processing; this is equivalent to discarding size differences and just focusing the attention on the pure shape.
III. DEFORMATION MODES FOR DIFFERENTLY SAMPLED, SIMILAR SHAPES
Since the modal representation of a shape is obtained by a numerical approximation, another critical issue to be assessed (for any of the discussed method to compute the deformation modes) is the precision in their characterization.
Theoretically, in fact, the shape representation retrieved by modal analysis uniquely defines an object as long as all of its infinitely numbered modes are extracted. Practically, however, it is usual to assume that a sufficient representation of an object can be the set of its lower frequency deformation modes, representing lower details of the original shape. Therefore, an extremely interesting problem is to understand how well these modes are computed, and this leads to the need for a proper choice of the basis function set or Given that we consider the object as represented by an elastic body made completely of the same material, we can suppose that the displacements are continuous functions in any point. This, in turn, requires a first condition that the basis functions must be continuous. Moreover, some considerations about the choice of the basis function support are useful. Both finite and infinite support functions are used in the literature [15] , [19] . However, when using finite support (usually polynomial) basis functions, the support dimension must be sufficiently small to represent the highest modes that we want to retrieve. This is consequent to the fact that higher frequency modes represent more and more local deformations, depending on the smaller details of the original shape. Therefore, not all of the computed modes are useful for the modal representation, not only because similarity is more based on global than on local correspondences, but also because these modes are not conveniently characterized. In the same manner, when using infinite support basis functions, they are usually Gaussian basis functions [17] [18] [19] [20] because they are a good choice to easily compute the integrals in (20) - (24), but also because they can be considered different from zero only in a limited range around their mean value. Since this range depends on in (19) , a suitable choice of this parameter has to be found. For the same object, in fact, different values of define actually different structures, with different deformation modes. For instance, the larger is, the more the nodes are bounded to one another; with smaller instead, deformations have a more local behavior. Moreover, the range of is limited: it cannot be too small since, in this case, each point behaves as if it were alone; on the other hand, it cannot be too large; otherwise, all of those matrices quickly become ill conditioned.
For a given, arbitrarily shaped, bidimensional object, and a given sampling, a good choice could be to take the values of in the order of where is the area and is the number of sampling points. The same result is cited in [18] and confirmed by our experience as a robust choice, assuming that sampling is uniform in If, instead, the figure is sampled only on its boundary, a suitable alternative definition could be the mean sampling distance. Both of these choices assure that the numerical problems presented in the preceding subsection are fully overcome by remaining inside the range of noncritical values. However, we stress again that it is necessary to pay close attention to this choice: the same figure, differently sampled, produces different modes because the latter are computed with different approximations of the body mass. As long as we do not have any a priori knowledge about the objects to study, this is an unavoidable drawback.
As an example, in Fig. 3 , the deformation modes of a simple shape (the alphabetical letter "F"), represented by different numbers of points (we call them differently sampled "F"), are shown. For any representation, is chosen according to the rule presented above; however, it is straightforward to recognize, even with the few modes shown, that similar deformation modes do not occupy corresponding positions.
IV. SIMILARITY EVALUATION
Since both the eigenvalue and the eigenfunction solutions sets to (18) are a representation of the original object, we may use both of them to evaluate the similarity between two shapes. However, the deformation frequencies are global quantities, taking into account all of the shape, while eigenfunctions (i.e., the deformation displacements at the nodes) allow not only a global similarity evaluation between two figures, but also point out correspondence detection by associating points with the most similar displacements in corresponding deformation modes. Therefore, we will consider these latter values for establishing correspondences between the node sets of two figures and for obtaining from these correspondences a measure of their similarity [12] .
However, we must consider that, as observed before, an approximate computation may produce a very different mode order for similar figures, and it is necessary to add a mode correspondence and reordering step. In our implementation, this is done after a prealignment of the shapes by a fast moment-of-inertia method [22] . Then, once figures have been aligned, mode correspondence can be achieved by comparing the displacements caused by each mode at the points of a regular grid around the shapes. The comparison is performed over the whole set of modes of both figures because, with differently sampled shapes, correspondent modes may be in very different positions. The mode correspondence algorithm relies on the node similarity matrix whose th element is defined as (25) where is the th modal displacement at the th element of the grid. Mode reordering is achieved by searching for the smallest value in each row, assuming that rows always refer to the modes of the less sampled shape (this allows us to cope with shapes defined by different numbers of points) and considering the indefinite sign of the eigenvectors, with a procedure similar to that outlined in [12] . Table I reports the modes for differently sampled "F" shapes, reordered by comparison with those of the least sampled representation (the symbol refers to an "F" represented by nine points). Corresponding modes appear even in very different positions for objects that are similar by definition, and this is is a clear index of the importance of the reordering procedure for a reliable similarity analysis.
After mode reordering, we need a similarity index to define how much the compared shapes are similar. A first idea comes from the mode-reordering procedure itself: in quite different figures, modes tend to be associated with other modes in similar or even quite different positions, and accordingly, comparing different figures, the mode order tends to be upset. This means that a similarity index can be related to the distances of the corresponding modes, i.e., (26) where is the node number of the less sampled figure. However, situations have been found where different figures preserve the same mode order. This is due to the fact that the algorithm is compelled to associate most similar modes, regardless of how different they actually are; so, it may occur that most similar modes, even from different figures and very different themselves, by chance correspond in increasing eigenvalue ordering. So, we can say nothing when mode order is left unchanged, but figures with an upset mode order are certainly different: is, more appropriately, a good dissimilarity index. Obviously, this feature can be very useful in speeding up visual search.
A better similarity choice could be to consider the differences between corresponding modes, and a second similarity index can be defined as (27) where and are the eingenvalue sets of the compared shapes.
However, modal correspondence is problematic when local differences of shapes are involved since these differences span all over the whole eigenfunction set. More precise measures can be achieved instead by nodal correspondences. The corresponding points of the shapes to be compared are obtained from the modal displacements; once they have been found, we can use a similarity index based on the strain energy as in [19] . However, a simpler energy similarity evaluation method could be based on the distance between the associated points of the two figures, i.e., (28) where and are the corresponding points. Moreover, we can observe that index is an energy index, related to the mean deformation energy required to stretch one of the shapes to match the other only on corresponding nodes. It is more noise sensitive than the strain energy index since it is related to local characteristics of the shape (the points positions) and only indirectly to global ones (the modes of the structure). In fact, the node positions can be affected by high-frequency noise that can instead be cut out in the strain energy index by discarding the higher order modes. However, index is far less CPU-time consuming. Finally, it can be useful to introduce a correction to index and take into account the robustness of point associations to overcome errors due to unreliable point matchings. Therefore, we introduce the index : (29) where is a weight matrix similar to but computed starting from corresponding nodes rather than modes. A further index is also computed by eliminating from the sum in the associations with a weight smaller than a given value (typically, the mean value of the elements in minus twice their standard deviation). 
V. DATABASE SEARCH RESULTS
The previously defined similarity index was used to speed up the visual search in a varied images database. Even if the program is not completely optimized, since it is written in MATLAB language and runs on a standard PC, results are very encouraging.
A. Index Assessing on a Small Database
In Table II , the values of -for differently sampled "F" shapes are reported (again, we use the notation where is the number of points used to represent the letter). We note that presents the best results since it gives almost equal values for all of the comparisons that refer to the same figure, and are only differently sampled. Index instead, presents constantly increasing values from to while a better behavior is shown by and that, nevertheless, both give too high results for the comparison between and Therefore, a useful choice could be to exploit for an initial screening step in the search procedure, where we want to discard as much as possible different shapes, but also to maintain similar ones, even very differently sampled.
However, since there also is the need to distinguish as much as possible between similar figures (and this can be made by considering refined details by point association), the final step in our search procedure is the ordering of the results by means of or (that are better, by definition, than Table III shows the value of the and indexes for a subset of the simple test database that we used for a first analysis of the index screening capabilities. This test set is made by simple representation of the alphabetical letters together with other unrelated stylized figures for a total of 29 images; the choice of using alphabetical letters as test shapes is only due to convenience, and is not intended to be an attempt at creating a character recognition system.
In Fig. 4 , finally, two examples of results of a visual query in the same database are reported. In the first example (a query for a "C" shape), the correct sequence of alphabetical letters is obtained. Even the presence of a "D" is justified by the rotating invariance of the modal approach. Similarly, in the second example, a slightly deformed "F" shape is considered as the query sample: even in this case, the results are extremely satisfying.
We studied extensively the behavior of the algorithm and the similarity index on our database, analyzed by means of nearly 500 trials. We found that, after the entire shape search procedure, the mean percentage of discarded objects is 60%, while the error percentage (the searched object has been discarded in one of the search steps) is a mere 2%. In 70% of the trials, the first figure is the most similar (according to a human evaluation) to the sketch, but in 95% of cases, it is among the first three, and in 97%, among the first four ones. The remaining 3% almost corresponds to the error percentage considered above, and this shows that the algorithm tends to perform well or to completely fail, almost without any intermediate possibilities.
B. Search Effectiveness on a Larger Database
The proposed approach to similarity search was also tested on a larger, freely available database 2 of about 100 color images of fish and rabbits. The images of this set have the advantage of allowing a very easy solution to the problem of segmentation, being well-contrasted foreground figures on an even background. The shape of each object was extracted and resampled to a number of points in the range around 100, and the eigenvalues and eigenvectors of the problem (18) were computed and stored. This operation required nearly 5 s for each shape on a Pentium 133. The database was then searched by using the indexes introduced in the previous sections and considering, one at a time in turn, all of its shapes as the search sample. Fig. 5 presents two examples of query results: both were obtained by using index and considering 50% of the modes of each shape. The first query result (on the left) refers to images retrieved introducing the shape of a Barjack fish as the query sample. The sample is reported at the top-left corner of the figure, while retrieved shapes are ordered in rows in a natural way from left to right. Since the sample has an elongated shape, characterized by small fins and a bifurcated tail, the images extracted from the database present the same characteristics, and match particularly well the human judgment. The second example starts from the shape of an Artic Hare. In this case, as we expected, rabbit shapes are almost exclusively retrieved. Even if the presence of a fish shape (a rounded Cocoadamselfish) makes this result further optimizable, we note here that a slight increase in the percentage of deformation modes considered allows us to obtain better results (a detailed analysis on how many modes are relevant will be given in the following paragraphs).
These results can give an idea as to how well the proposed approach works for shape similarity search, but surely a more quantitative measure of its effectiveness is needed for an objective evaluation. To this aim, the usefulness of the retrieval procedure was tested by comparison with the results obtained, on the same database, by a sufficiently large human sample made of many students and researchers at our laboratory (the same procedure was used in [26] ). All of them were asked to compile a personal list of the results of a shape-based query on the mentioned database, using as query sample each one of the elements of the same database: we therefore had nearly 100 results for each person. Now, when dealing with a similarity search, a first characterization of its efficiency is to compute the number of objects that we expect to find in the first positions fixed), and that we actually do not find. This index may be called the "number of errors" in the given search, and could be related to the so-called average rank of relevant items (AVRR) [23] when the searched shapes can be divided into categories. Therefore, taking as the reference the results given for our database by one person, it is easy to retrieve the mean number of errors made by each of the others on each of the queries. Averaging on the whole people set, we obtain the mean number of errors (MNE 2.72) that one person makes with respect to all of the others. The answer set can be considered homogeneous: in fact, the variance is very small (0.076). With these premises, we computed for all of the possible queries on our database the mean error made by using the similarity indexes introduced in the previous paragraphs. By working out the ratio between this value and MNE, we are given a measure of how much the automatic search fails with respect to the same search made by a human. Fig. 6 presents, on the right, a graphic of the values of this efficiency measure (indicated as MHFR-machine versus human failure ratio) using some of the similarity indexes defined in the preceding paragraphs and changing the percentage of the modes considered for each shape. The results are obtained by considering (i.e., assuming that we cannot make more than seven errors for each search), but similar behaviors are shown by an arbitrary choice of In Fig. 6 , only and are shown; presents results similar to and to We observe that the automatic search has less than twice the mean failure rate of our human set, and that the dependency on is significant only for lower percentages: a small number of modes is sufficient to obtain the best MHFR's, and saturation is quickly reached. However, we must note that, sometimes, high percentages (up to 100%) lead to worse results, and especially when computing mode indexes: this is due to the higher order deformation modes, whose characteristics (resonant frequency and displacements) are computed with poor precision, as outlined in Section III.
Moreover, to further test the results, we introduced a second efficiency measure. This latter index is based on the mean actual position of the objects that, in the reference, occupy the first positions. This value, averaged on all of the possible queries (averaged mean position, AMP), can be compared with the ideal mean position :
to obtain our second efficiency index, called the averaged position ratio (APR). Fig. 6 reports also, on the left, the behavior of APR with respect to for the same similarity indexes for which MHFR has been computed, revealing a slight tendency to decrease even when MHFR is already stable. This is probably due to the fact that using more deformation modes allows us to obtain a better ordering of the results not in the first positions (that affect MHFR values), but only in the farthest ones.
The comparison of both of the efficiency measures reveals that only a small percentage of the deformation modes is necessary to obtain satisfying search results (typically, 40% is near the minimum error value for any index). Moreover, the behavior of each of the indexes confirms the considerations made with respect to the smaller database: point association indexes and are more efficient than mode-based indexes. However, the fact that performs better than while does not, shows that weighting the correspondences is not sufficient to decrease the error rate, while eliminating the less reliable ones allows a better performance. The reason is that unreliable point associations correspond to very large distances between point pairs: only by completely discarding their contribution to the sum in do we not mask the similarity measure with their large values.
Finally, the considerations on the small character database suggest that a more efficient similarity evaluation may be obtained by combining a mode and point index in a suitable way. To test this assumption, we considered a combination of and :
(31) Fig. 7 reports the behavior of MHFR and APR with respect to with chosen again as 7 and the percentage of modes fixed to 40%. The results show that MHFR and APR change rapidly for small values of and then have a large minimum, followed by a slightly increasing behavior for Since the best values are obtained for this suggests that the results of a similarity index based on point associations can be improved by a small correction term based on the mode similarities. This, in turn, confirms our consideration about the simple case of the alphabetical character database: a prescreening on modes followed by a node associations performs best since it combines both of the features (eigenvalues resonant frequencies and eigenvectors deformations) of the modal shape representation.
C. Sketch-Driven Search
Finally, in order to test the approach in a real environment, we made some evaluations of the method when used in correlation with a user-defined sketch-driven query. Even if this particular topic has not been studied in many papers ( [25] - [26] , for instance), the possibility to leave the user as many degrees of freedom as possible while searching an image database is extremely important for future multimedia applications. So, both the capabilities to choose a sample or to draw a sketch when making a visual query must be considered in modern database management utilities.
Indeed, a modal-matching technique can be easily applied in image database management; for example, the user chooses one of the images, even distorted, and queries for similar ones in the archive [21] . The search is performed by means of a comparison of the shapes in the database, previously stored and preanalyzed, with a chosen object. However, a more natural way to accomplish the visual query should be to let the user draw a sketch of the desired object, and compare this shape with the stored ones. The advantage of the modal analysis in this case (also in our simplified form) is related to the ability to deal with the (mean) poor quality of these sketches: even if the shape is only roughly drawn, the first deformation modes (that represent the lower details of the image) should be sufficient to retrieve good quality results. However, both fast and efficient searches are needed in this case.
In Fig. 8 , the results of two visual queries, where very rough rabbit and fish shapes have been presented to the system, are shown. The retrieved shapes are indeed very similar to the ones introduced as samples. Even the presence of a fish shape in the rabbit search results is due more to the small number of rabbit shapes (only eight) than to an actual error because this particular fish is extremely similar to the other elements of the query answer. Moreover, the results of the fish query are extremely good ones, and the retrieved shapes are indeed similar to the rough one introduced.
D. Timing Considerations
To further appreciate the proposed approach and its advantages, we would like to stress its timing steps: the comparison is made with the modal-matching approach in [19] , either in the modal analysis or in the search.
As already pointed out, the mean analysis time on a PC Pentium 133 and a MATLAB 4.0 implementation of the method, referring to a shape of nearly 100 points, was 5 s. (versus 5.4 s for the modal-matching approach). Obviously, this is due to the lack in the computation and inversion of matrix in (20)- (22) . As for the search, following the preceding section, it can be subdivided into five steps (between the parentheses, mean time in seconds): Results of a sketch-driven shape search in the database of (a) fish and (b) rabbits. Even if the query samples are, respectively, a very rough fish or rabbit shape, the extracted shapes match the characteristics of the object that the user has manually introduced.
while, for instance, the search in [19] implies the alignment, twice the point association step, the modal reordering, and the computation of the modal deformation (0.11 s). The total mean time is therefore 2.5 versus 2.78 s, with a 11% gain with our search method. However, a more precise comparison should take into account the usefulness of the filtering steps in our procedure by suitably weighting the different operation times. In particular, only 60% of the figures passes the aspect ratio filter and is subject to the following analysis. Moreover, a further 20% is discarded by the modal indexes, and the final 40% undergoes the point association and similarity computation by point indexes. Therefore, our mean search time could be computed as s with a total 49% gain with respect to the original modalmatching method.
VI. CONCLUSIONS
In this work, we have studied the application of modal shape analysis to image representation and retrieval. The proposed approach improves the reliability of similar methods, and makes the shape similarity evaluation faster (and, therefore, the search).
Attention was focused, in particular, on the comparison between differently sampled shapes, as in query-by-sketch image retrieval, and some considerations on the characteristics of the deformation modes of the same object represented by different numbers of points (and, similarly, a different number of basis functions) have been proposed.
Simple but efficient similarity indexes have been introduced and evaluated on a small character database. The results show that a first screening among shapes can be obtained by a mode-reordering-based index, while refined answers to visual queries are achieved only by a node-matching index. The same assumption holds considering the analysis of shape search in a far larger database since, by this choice, we exploit both of the features, useful to give a shape representation, that are extracted by the modal analysis: the eigenvectors (i.e., the deformation modes) and the eigenvalues (i.e., the corresponding resonating frequencies).
