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1.1 Motivation
Die minimal invasive Chirurgie (MIC) ist ein Teilgebiet der Chirurgie, wel-
che in den letzten Jahren zunehmend an Bedeutung gewinnt [1]. Sie bezeich-
net sa¨mtliche Operationsverfahren, die den Patienten einem kleinstmo¨gli-
chen Trauma1 aussetzen, um die postoperative Genesung zu beschleunigen
[2, S. 23]. Bei der klassischen MIC werden durch kleine Einschnitte von außen
Operationsinstrumente an das Operationsgebiet herangefu¨hrt. Meist bedient
der Operateur zwei Instrumente, zur Beobachtung der Operationsstelle fu¨hrt
zudem eine zweite Person eine Endoskop-Kamera. Nachteile dieser Methode
sind unter anderem die fu¨r den Chirurgen ungewohnte Bewegungskoordi-
nation, da sich die Drehachse des Instruments an dessen Eintrittspunkt in
den Ko¨rper des Patienten befindet. Damit mu¨ssen sa¨mtliche Bewegungen
aufgrund des sog. Chopstick-Effekts an diesem Punkt gespiegelt ausgefu¨hrt
werden. Des Weiteren erha¨lt der Operateur eine schlechtere visuelle und tak-
tile Ru¨ckmeldung als bei der konventionellen Chirurgie, unter anderem weil
die Endoskop-Kamera nur ein zweidimensionales Bild ohne Tiefeninformati-
on liefert [1]. Komplikationen wie z.B. plo¨tzlich auftretenden Blutungen ist
außerdem wesentlich schwerer beizukommen. Trotz dieser Nachteile wird die
MIC bei vielen Standardeingriffen wie der Cholezystektomie2 ha¨ufig ange-
wendet [1].
Fu¨r komplexere Eingriffe ist die klassische MIC in vielen Fa¨llen jedoch nicht
intuitiv genug, weshalb in den letzten Jahren versta¨rkt an robotergestu¨tzten
Verfahren geforscht wird. Diese zeichnen sich dadurch aus, dass der Chirurg
die Operationsinstrumente nicht mehr selbst fu¨hrt, sondern durch haptische
Eingabegera¨te die Arme eines Roboters steuert. Das vom Deutschen Zen-
trum fu¨r Luft und Raumfahrt e.V. (DLR) entwickelte MIROSurge-System
verfu¨gt u¨ber drei Roboterarme, an die bespielsweise zwei Operationsinstru-
mente sowie eine endoskopische Kamera montiert werden ko¨nnen (siehe Abb.
1(a)). Die verwendeten Eingabegera¨te verfu¨gen u¨ber sieben Freiheitsgrade.
Sensoren in den Operationsinstrumenten ko¨nnen Kra¨fte und Momente in
sieben Freiheitsgraden messen, die zur Kraftru¨ckkopplung auf das Eingabe-
gera¨t genutzt werden (Abb. 1(b)). Zu den Vorteilen dieser Methode geho¨rt
unter anderen die Tatsache, dass die Handbewegungen des Chirurgen herun-
terskaliert werden ko¨nnen. Dadurch wird diesem ein pra¨ziseres und unange-
strengteres Arbeiten ermo¨glicht. Des Weiteren kann der Tremor des Chirur-
1Verletzung von Haut und Organen von außen
2Entfernung der Gallenblase
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gen3 durch Elektronik und Software herausgefiltert werden. Die Beobachtung
des Operationsgebiets geschieht durch eine endoskopische Stereokamera. Der
Operateur kann abseits des Patienten beispielsweise sitzend an einem Tisch
arbeiten. Dort erha¨lt er ein dreidimensionales Bild des Eingriffs.
(a) Versuchsaufbau [4] (b) Haptische Eingabegera¨te [5]
Abbildung 1.1: MIROSurge Robotersystem
Neben den Vorteilen, die durch die telepra¨sente Arbeitsweise entstehen, ko¨n-
nen Teile des Systems auch autonom agieren. So kann zum Beispiel die
Nachfu¨hrung der Endoskopkamera von der Software gesteuert werden. Ei-
nes der Hauptziele des Experiments ist eine Umgebung, die die Operation
am schlagenden Herzen ermo¨glicht. Bei vielen konventionellen Herzoperatio-
nen wird die Blutzirkulation wa¨hrend des Eingriffs extrakorporal durch eine
sog. Herz-Lungen-Maschine (HLM) u¨bernommen, welche die Pumpfunkti-
on des Herzens und den Gasaustausch in der Lunge ersetzt [6, S. 1070]. In
Hinblick auf eine geringere Belastung des Patienten werden manche Eingrif-
fe heutzutage schon erfolgreich am schlagenden Herzen durchgefu¨hrt, wobei
hier das Herz mechanisch stabilisiert wird. Als Nachteil erweist sich jedoch
eine nicht vermeidbare Restbewegung des Herzens, welche den Chirurgen in
seiner Arbeit beeintra¨chtigt. Der vom DLR entwickelte Medizinroboter soll
deshalb autonom die Bewegungen des Herzens wa¨hrend der Operation kom-
pensieren, indem Operationsinstrumente und Stereokamera synchron zum
Herzschlag mitgefu¨hrt werden. Aus der Perspektive des Operateurs steht das
Herz also still. Vorraussetzung hierfu¨r ist jedoch eine robuste Erfassung der
Herzbewegung.
3Unwillku¨rliches Zittern durch rhythmische Kontraktion antagonistischer Muskelgrup-
pen [3].
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1.2 Zielsetzung
Ein Hauptproblem bei vielen minimal invasiven Verfahren ist die Erkennung
im Gewebe verborgener Gefa¨ße, damit diese nicht durch die Operationsin-
strumente verletzt werden. Bei der klassischen Chirurgie ko¨nnen diese oft
durch bloßes Ertasten erkannt werden. Fu¨r die MIC muss mangels taktiler
Ru¨ckkopplung ein anderer Ansatz entwickelt werden. Hier erweist sich die
Ultraschall-Doppler-Sonografie als besonders praktisch [1]. Wird in Gewebe
Ultraschall eingestrahlt, wird dieser dort unter bestimmten Voraussetzungen
reflektiert, wobei sich bewegende Partikel aufgrund des sog. Dopplereffekts
Frequenzverschiebungen verursachen. Mit einem Sensorkopf kann der reflek-
tierte Ultraschall wieder aufgenommen werden. Eine Frequenzanalyse dieses
Signals liefert Ru¨ckschlu¨sse auf insbesondere durch den Blutfluss verursach-
te Bewegungen. Am DLR wurde fu¨r diesen Zweck ein Ultraschall-Doppler-
Instrument entwickelt, welches aus einem Transducer und einer Ansteuerungs-
und Auswerteelektronik besteht. Es u¨bernimmt sowohl die Sende- als auch
die Empfangsfunktion und extrahiert aus dem Echosignal die relevanten Si-
gnalanteile.
Ziel dieser Bachelorarbeit ist es, aus den Zeitdaten, die von der Elektronik ge-
wonnen werden, mittels Kurzzeit-Fouriertransformation eine Repra¨sentation
im Frequenzbereich zu erstellen. Diese soll im Hinblick auf charakterische
Flussprofile von Blutgefa¨ßen, insbesondere Arterien, untersucht werden. Das
zu erreichende Ergebnis ist ein Signal zur Ansteuerung der haptischen Ein-
gabegera¨te bei Detektion eines Blutgefa¨ßes. Dieses muss abha¨ngig von der
Sta¨rke des Blutpulses sein, unabha¨ngig jedoch von dessen Form und robust
gegenu¨ber Sto¨rungen wie z.B. Bewegungsartefakten durch Nachfu¨hren der
Instrumente. Besonderes Augenmerk ist dabei auf die Echtzeitfa¨higkeit der
Detektion zu richten, da dem Chirurgen mo¨glichst latenzfrei das Vorhanden-
sein eines Gefa¨ßes zuru¨ckgemeldet werden soll. Nur so kann eine mo¨gliche
Verletzung desselben durch die Operationsinstrumente verhindert werden.
Die von der Elektronik vorverarbeiteten Daten werden mittels UDP4 an einen
Echtzeitrechner mit dem Mikrokernel-Betriebssystem QNX [FN] gesendet.
Fu¨r die Berechnungen ist deshalb ein Simulink-Modell zu implementieren,
welches speziell fu¨r die QNX-Architektur kompiliert wird. Die Ergebnisse
des Detektionsalgorithmus werden wiederum per UDP an einen zweiten Echt-
zeitrechner geschickt. Dieser ist fu¨r die Ansteuerung des haptischen Einga-
begera¨ts zusta¨ndig.
4User Datagram Protocol, ein verbindungsloses Netzwerkprotokoll
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In dieser Bachelorarbeit wird zuna¨chst nur ein Transducerelement ausgewer-
tet. In der endgu¨ltigen Anwendung mu¨ssen fu¨r eine genaue rotationssymme-
trische Lokalisation des Gefa¨ßes die Daten von bis zu 16 Elementen verar-
beitet werden. Die zusa¨tzlich no¨tige Erkennung der Flussrichtung sowie die
dreidimensionale Lokalistion durch Verarbeitung des Signals nach Eindring-
tiefe wird im Rahmen dieser Arbeit nicht umgesetzt.
52 Physikalischer und medizinischer Hinter-
grund
2.1 Ultraschall-Sonografie
2.1.1 Ausbreitung von Ultraschall
Als Ultraschall wird Schall bezeichnet, dessen Frequenz sich oberhalb des
menschlichen Ho¨rbereichs befindet. Die Untergrenze liegt also bei ca. 20 kHz,
nach oben hin spricht man ab einer Frequenz von ca. 1 GHz nicht mehr von
Ultra-, sondern von Hyperschall [7, S. 26]. Die meisten medizinischen Anwen-
dungen arbeiten im Frequenzbereich zwischen 2 und 30 kHz [8, S. 4]. Wie jede
akustische Welle breitet sich Ultraschall als mechanische Longitudinalwelle
aus. Die Fortpflanzung geschieht u¨ber Druckschwankungen, deshalb spricht
man auch von einer (Wechsel-)Druckwelle. Die Ausbreitungsgeschwindigkeit
c im Gewebe des menschlichen Ko¨rpers liegt je nach Gewebeart zwischen
1450 und 1570 m
s
, als internationaler Standard fu¨r medizinische Ultraschall-
gera¨te ist deshalb c = 1540m
s
festgelegt [8, S. 5].
Fu¨r die bildgebenden Ultraschallverfahren in der Medizin sind vor allem
die Pha¨nomene Reflexion und Brechung von Bedeutung, die beim U¨bergang
zwischen verschiedenen Gewebearten auftreten. Die Ursache hierfu¨r ist die
A¨nderung der akustischen Impendanz des Mediums, es entsteht also eine aku-
stische Grenzfla¨che. Im Fernfeld5 gilt fu¨r die akustische Impedanz ZF eines
Mediums mit Dichte ρ und Schallausbreitungsgeschwindigkeit c [7, S. 29]:
ZF = ρ · c (2.1)
Trifft eine Schallwelle auf eine solche akustische Grenzfla¨che wird der Schall
je nach Einfallswinkel teilweise bis vollsta¨ndig reflektiert. Der Austrittswin-
kel Φ1 zum Lot ist dabei der Selbe wie der Einfallswinkel. Sieht man von der
Absorption ab, wird der restliche Teil der Welle transmittiert und bei einem
Einfallswinkel Φ1 6= 0◦ außerdem gebrochen. Die Brechung ist die A¨nderung
der Ausbreitungsrichtung, die von einer anderen Schallausbreitungsgeschwin-
digkeit im zweiten Medium herru¨hrt. Fu¨r das Verha¨ltnis von Einfallswinkel
5Feldbereich der akustischen Welle, der weit genug von der Quelle entfernt ist, dass
diese als ebene Welle angesehen werden kann. Druck und Schnelle sind hier in Phase und
u¨ber einen konstanten reellen Faktor, eben die Impedanz, verknu¨pft. Das Fernfeld eines
Kugelstrahlers beginnt ab einem Abstand von r = λ2pi =
c
2pif . Bei 20 MHz Sendefrequenz
gilt also r = 12.3 µm [7].
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Φ1 und Brechungswinkel Φ2 gilt [9, S. 46]:
sin Φ1
sin Φ2
=
c1
c2
(2.2)
wobei c1 bzw. c2 die Ausbreitungsgeschwindigkeiten in den jeweiligen Medien
sind (siehe auch Abb. 2.1, S. 6.
Φ1
Φ1
Φ2
Z1, c1 Z2, c2
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Abbildung 2.1: Reflexion und Brechung der Schallwelle an einer akustischen
Grenzfla¨che
2.1.2 Gewinnung von Tiefeninformation
Die Laufzeit des reflektierten Ultraschallsignals ist direkt proportional zu
seiner Eindringtiefe und damit zum Abstand, in dem sich die reflektierende
Struktur zum Sender befindet. Der Abstand ∆x berechnet sich bei gegebener
Laufzeit ∆t zu [8]:
∆x =
1
2
c∆t (2.3)
Kann die Laufzeit bestimmt werden, beispielsweise bei Verwendung des Pulsed-
Wave-Verfahrens (PW, siehe Kap. 2.2.3, S. 11), la¨sst sich also zusa¨tzlich zur
Amplituden- auch eine Tiefeninformation des Signals ermitteln.
Dabei ist allerdings zu beachten, dass neben der bereits beschriebenen Trans-
mission und Reflexion im Gewebe außerdem noch Streuung und Absorption
stattfinden. Streuung ist im Gegensatz zur Reflexion nicht gerichtet und fin-
det an Strukturen statt, deren Gro¨ße im Bereich der Wellenla¨nge des verwen-
deten Schalls liegt. Sie ist neben der Reflexion das entscheidende Pha¨nomen
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fu¨r die Entstehung von Echosignalen im Gewebe [10, S. 35]. Jedoch macht
sich die Unregelma¨ßigkeit der Streuung durch Interferenzen im Echosignal
(Specklemuster) bemerkbar [8, S. 19].
Die Absorption beschreibt den Verlust an Schallenergie, der durch Umwand-
lung in Wa¨rme entsteht und mit wachsender Eindringtiefe in das Gewebe
zunimmt. Dies veranlasst die Definition einer tiefenabha¨ngigen Da¨mpfung:
D =
20
∆x
· log
(
A1
A2
)
(2.4)
wobei A1 der Amplitude des eingekoppelten und A2 die des reflektierten
Signals ist.
2.2 Blutflussmessung mithilfe des Dopplereffekts
2.2.1 Grundlagen des Dopplereffekts
Folgende Beobachtung hat jeder schon einmal gemacht: Ein Schallereignis,
bespielsweise ein Krankenwagen, hat eine ho¨here Tonho¨he, wenn es sich
na¨hert, und eine tiefere, wenn es sich entfernt. Dieses Pha¨nomen ist auf
den Dopplereffekt zuru¨ckzufu¨hren, benannt nach seinem Entdecker Christian
Doppler (1803-1853). Er besagt, dass bei Wellen jeder Form eine Frequenz-
verschiebung zwischen emittierter und empfangener Welle auftritt, wenn sich
Sender und Empfa¨nger relativ zueindander bewegen.
Diese Verschiebung ist positiv, wenn sich Quelle und Beobachter aufeinan-
der zu bewegen und negativ im entgegengesetzen Fall, wie in Abbildung 2.2
dargestellt. Bei fester Sendefrequenz fs ergibt sich fu¨r die Empfangsfrequenz
fe bei ruhendem Sender und sich bewegendem Empfa¨nger:
fe = fs
(
1 +
v
c
)
(2.5)
Bewegt sich der Sender und der Empfa¨nger ist in Ruhe, gilt:
fe =
fs
1− v
c
(2.6)
Hierbei bezeichnet v die Relativgeschwindigkeit (positiv bei Anna¨herung,
negativ bei Entfernung) und c die Schallausbreitungsgeschwindigkeit im um-
gebenden Medium [10, S. 39f].
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Abbildung 2.2: Frequenzverschiebung durch den Dopplereffekt
Dies la¨sst sich auf die Reflexion von Ultraschall an einem bewegten Parti-
kel u¨bertragen. Hier ist allerdings zu beachten, dass vor der Reflexion das
Partikel den Empfa¨nger, danach jedoch den Sender darstellt. Es findet also
zweimal eine Verschiebung statt. Zudem entsteht zwischen der Senderichtung
des Ultraschalls und der Flussrichtung im Gefa¨ß ein Winkel Φ (siehe Abb.
2.3, S. 9). Daher gilt fu¨r die vom Sender wieder empfangene Frequenz:
fe = fs ·
1 + v cos Φ
c
1− v cos Φ
c
= fs · c+ v cos Φ
c− v cos Φ (2.7)
Hiermit la¨sst sich die Dopplerdifferenzfrequenz ∆f = fe − fs berechnen:
∆f = fs ·
(
c+ v cos Φ
c− v cos Φ − 1
)
= fs · 2v cos Φ
c− v · cos Φ (2.8)
Fu¨r c v gilt die Na¨herung [10, S. 40]:
∆f ' 2fsv cos Φ
c
(2.9)
∆f ist somit direkt proportional zur Geschwindigkeit des Partikels.
2.2 Blutflussmessung mithilfe des Dopplereffekts 9
s
e
Abbildung 2.3: Prinzip der Fließgeschwindigkeitsmessung
2.2.2 Bestimmung von Fließgeschwindigkeit und -richtung
Im Umkehrschluss la¨sst sich aus einer gemessenen Differenzfrequenz die Ge-
schwindigkeit eines Partikels ermitteln. Im Falle der hier betrachteten Blut-
flussmessung findet die Reflexion vor allem an roten Blutko¨rperchen statt [8,
S. 85]. Es kann also davon ausgegangen werden, dass die so bestimmte Ge-
schwindigkeit der Geschwindigkeit des Blutflusses entspricht. Aus Gleichung
(2.9) ist jedoch ersichtlich, dass die Dopplerverschiebungsfrequenz stark vom
Einstrahlungswinkel Φ abha¨ngt. Dieser ist in der Praxis nur schwer zu er-
mitteln. Da dieser allerdings fu¨r diese Anwendung ein relatives Geschwindig-
keitsmaß ausreicht und der Einstrahlungswinkel als konstant angenommen
werden kann, kann dieser zuna¨chst vernachla¨ssigt werden. Fu¨r die relative
Flussgeschwindigkeit gilt:
v∗ ' ∆fc
2fs
(2.10)
Im Folgenden werden deshalb die Verarbeitungsschritte erla¨utert, die fu¨r die
Bestimmung der Dopplerdifferenzfrequenz ∆f no¨tig sind.
Bei sinusfo¨rmigem Sendesignal stellt das empfangene Ultraschallsignal einen
frequenzmodulierten Sinus dar. Fu¨r die auf 1 normierte Zeitfunktion gilt:
xe(t) = sin(2pifet+ φe) = sin(2pi(fs + ∆f)t+ φe) (2.11)
φe ist hierbei eine durch die Signallaufzeit bedingte Phasenverschiebung ge-
genu¨ber dem Sendesignal.
Um aus dem Signal die relevante Differenzfrequenz ∆f zu erhalten, bedient
man sich eines Mischers, welcher zwei Zeitsignale miteinander multipliziert.
In diesem Fall wird das Empfangssignal sowohl mit dem Sendesignal, als auch
mit einer um 90◦ phasenverschobenen Version desselben multipliziert, wie
in Abbildung 2.4 dargestellt. Die Multiplikation zweier Sinussignale ergibt
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jedoch wiederum zwei Sinus, deren Frequenzen die Summe bzw. die Differenz
der urspru¨nglichen Frequenzen sind:
a(t) = sin(2pi(fe)t+ φe) · sin(2pifst) (2.12)
=
1
2
cos(2pi(fe − fs)t+ φe)− 1
2
cos(2pi(fe + fs)t+ φe) (2.13)
b(t) = sin(2pi(fe)t+ φe) · cos(2pifst) (2.14)
=
1
2
sin(2pi(fe − fs)t+ φe) + 1
2
sin(2pi(fe + fs)t+ φe) (2.15)
Werden durch ein geeignet dimensioniertes Bandpassfilter die hochfrequenten
Summenfrequenzen fe + fs unterdru¨ckt, erha¨lt man zwei um ±pi2 gegenein-
ander phasenverschobene Signale mit der Dopplerdifferenzfrequenz:
a˜(t) =
1
2
cos(2pi∆ft+ φe) (2.16)
b˜(t) =
1
2
sin(2pi∆ft+ φe) (2.17)
Dabei gilt b˜(t) = a˜(t − pi
2
) falls ∆f > 0 (v > 0) und b˜(t) = a˜(t + pi
2
) falls
∆f < 0 (v < 0). Wird der Phasenversatz bestimmt, la¨sst sich also neben der
Flussgeschwindigkeit auch die Flussrichtung messen.
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Abbildung 2.4: Blockschaltbild des Mischers
2.2.3 Pulsed-Wave- und Continuous-Wave-Doppler
Fu¨r die Ansteuerung des Ultraschallsensors werden in der Medizintechnik
heutzutage zwei verschiedene Verfahren eingesetzt: Continuous-Wave- (CW)
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und Pulsed-Wave-Doppler (PW) [11, S. 3].
Beim CW-Verfahren werden zwei Transducer beno¨tigt. Einer fungiert als
Sender und emittiert ohne Unterbrechung ein Ultraschallsignal fester Fre-
quenz. Der zweite Wandler wird als Empfa¨nger genutzt und nimmt das re-
flektierte Signal wieder auf. Nachteilig ist hierbei, dass ein U¨bersprechen des
Senders auf den Empfa¨nger nicht vollsta¨ndig vermieden werden kann. Au-
ßerdem kann die Signallaufzeit nicht bestimmt werden, weshalb eine Verar-
beitung des Echosignals hinsichtlich Eindringtiefe nicht mo¨glich ist [11, S. 4].
Im Gegensatz dazu kommt die PW-Methode mit einem Transducer aus. Bei
diesem Verfahren werden vom Wandler kurze Impulse ausgesandt. In der
darauf folgenden Sendepause kann dieser deshalb auch als Empfa¨nger fu¨r
das reflektierte Signal verwendet werden. Mathematisch entspricht dies einer
Abtastung des Dopplersignals mit der Pulswiederholfrequenz fP . Nach dem
Abtasttheorem von Shannon6 ko¨nnen deshalb nur Signalfrequenzen bis zur
halben Pulswiederholfrequenz gemessen werden. Der Vorteil dieser Methode
ist allerdings, dass Sto¨rungen durch das Sendesignal vermieden werden.
2.3 Flussprofile von Blutgefa¨ßen
Der Blutkreislauf des Menschen besteht aus dem Herzen und einem weit ver-
zweigten Netz aus Blutgefa¨ßen, dem kardiovaskula¨ren System. Seine Aufgabe
ist vorrangig, Sauerstoff von der Lunge an die anderen Organe zu verteilen
und umgekehrt Kohlenstoffdioxid von den Organen an die Lunge weiterzulei-
ten, wo der Gasaustausch stattfindet. Daneben dient der Blutkreislauf auch
zum Transport von Verdauungs- und Stoffwechselprodukten, Hormonen und
vielen weiteren ko¨rpereigenen Stoffen [12, S. 11].
Der Kreislauf la¨sst sich in zwei getrennte Teile unterteilen, den Ko¨rper- und
den Lungenkreislauf. Ersterer ist fu¨r den Transport von sauerstoffreichem
Blut vom Herzen zu den Organen und sauerstoffarmem Blut in der Gegenrich-
tung zusta¨ndig. Letzerer bezeichnet den Kreislauf zwischen Herz und Lunge.
Das von den Organen kommende, sauerstoffarme Blut wird hier in die Lunge
weitergeleitet und dort mit Sauerstoff angereichert [13, S. 7].
6Die Abtastung eines Signals im Zeitbereich entspricht einer periodischen Wiederholung
des Originalspektrums im Frequenzbereich. Das Abtasttheorem besagt, dass das kontinu-
ierliche Orignalsignal fehlerfrei rekonstruiert werden kann, solange keine Frequenzanteile
oberhalb der halben Abtastfrequenz auftreten.
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Die Versorgung der Organe erfolgt u¨ber die Blutgefa¨ße. Vom Herzen weg
fu¨hren die Arterien das Blut in die unterschiedlichen Ko¨rperteile. Mit zu-
nehmender Entfernung spalten sich diese immer weiter auf, zuna¨chst in Ar-
teriolen und schließlich in Kapillaren, deren Gefa¨ßwa¨nde so du¨nn sind, dass
ein Stoffaustausch mit dem umgebenden Gewebe durch Diffusion stattfinden
kann. Von dort fu¨hren Venolen, die sich zu Venen vereinigen, zum Herzen
zuru¨ck [13, S. 9]. Neben der Gefa¨ßdicke nehmen außerdem Blutdruck und
-fließgeschwindigkeit mit zunehmendem Abstand vom Herzen ab [14, S. 7].
Die Kontraktionsphase des Herzens wird Systole genannt. Durch das Zusam-
menziehen des Herzmuskels o¨ffnet sich die Aortenklappe und Blut stro¨mt
durch die Aorta7 in die Arterien. Die Gefa¨ßwa¨nde insbesondere der großen
Arterien sind elastisch, daher kann der hier auftretende große Druckgradient
in den Gefa¨ßen teilweise ausgeglichen werden. In der darauf folgenden Ent-
spannungsphase, der Diastole, fu¨llt sich das Herz wieder mit veno¨sem Blut.
Der Druck in den Arterien sinkt dabei ebenfalls, deshalb entspannen sich die
Gefa¨ßwa¨nde wieder. Dadurch kommt es zu einem Ru¨ckfluss von Blut Rich-
tung Herzen (fru¨he Diastole). Die Elaszita¨t der Arterien bewirkt schließlich
eine weitere Stro¨mung Richtung Peripherie (spa¨te Diastole), danach steht
das arterielle Blut mehr oder weniger still [15, S. 32]. Dieser Mechanismus
ist in Abbildung 2.5 dargestellt (aus [15]).
Der Blutfluss in den Gefa¨ßen kann als laminare Stro¨mung aufgefasst werden,
d.h. die Fließgeschwindigkeit an den Gefa¨ßwa¨nden ist geringer und nimmt
zur Gefa¨ßmitte hin zu, wo sie ihr Maximum erreicht. In der Spektraldarstel-
lung ist das Fließgeschwindigkeitsprofil deshalb als schmalbandiger Verlauf
zu erkennen. Bei Gefa¨ßerkrankungen wie beispielsweise Stenosen8 ko¨nnen al-
lerdings turbulente Stro¨mungen entstehen. Die Stromlinien sind nicht mehr
parallel und es treten verschiedenste Fließgeschwindigkeiten, auch entgegen
der Flussrichtung, auf. Dadurch entsteht ein breitbandiges Spektrum, das
Signalanteile von f = 0 bis zur maximalen Signalfrequenz fmax und auch
negative Frequenzen aufweist [15, S. 45].
Dies motiviert eine Verarbeitung des Spektrums dahingehend, die maximale
Signalfrequenz fmax zu bestimmen. So kann den unterschiedlichen Flußpro-
filen gleichermaßen Rechnung getragen werden.
7Hauptschlagader
8Verengung der Gefa¨ße [3].
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Abbildung 2.5: Stro¨mungsprofil in der Aorta
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3 Technische Randbedingungen und Arbeits-
umgebung
Im Folgenden wird auf den bereits erwa¨hnten Versuchsaufbau aus Sensor
samt Elektronik und Echtzeitrechnersystem sowie das zur Kommunikation
verwendete aRDnet-Protokoll na¨her eingegangen.
3.1 Ultraschall-Transducer und Elektronik
Der verwendete Transducerkopf wurde vom DLR zusammen mit dem Fraun-
hofer Institut fu¨r biomedizinische Technik speziell fu¨r diese Anwendung ent-
wickelt. Es handelt sich um eine kreisrunde Sonde von 10mm Durchmesser,
auf der 16 Transducerelemente kuchenstu¨ckfo¨rmig und in einem Winkel von
15◦ angeordnet sind. Damit ist gewa¨hrleistet, dass auch ohne Drehen des
Sensorkopfes eine Dopplerverschiebung in jeder Raumrichtung senkrecht zur
Sondenachse gemessen werden kann.
(a) Draufsicht (b) Seitenansicht
Abbildung 3.1: CAD-Skizze des Ultraschall-Transducers
Die ebenfalls vom DLR entwickelte Elektronik kann dank der Pulsed-Wave-
Methode (PW, siehe Kap. 2.2.3, S. 11) dasselbe Transducerelement sowohl
zum Senden als auch zum Empfangen von Ultraschall nutzen.
Der Transducer kann von der Schaltung mit einer Frequenz zwischen 8 und
22 MHz angesteuert werden, wobei fu¨r diese Anwendung eine Sendefrequenz
von 20 MHz verwendet wird. Dies entspricht der Resonanzfrequenz des Trans-
ducerkopfes. Die Pulsdauer betra¨gt 1µs bei einer Pulsfolgefrequenz fP von
50 kHz. Die maximal detektierbare Dopplerfrequenz betra¨gt also 25 kHz.
Das entspricht nach Gleichung (2.9) im worst case (Φ = 0◦) einer maximal
3.2 Das QNX-Echtzeitrechnersystem 15
messbaren Fließgeschwindigkeit von vmax0.9625
m
s
. Bei realistisch auftreten-
den Winkeln in der Gro¨ßenordnung von 75◦ ist vmax = 3.7188ms .
In der Empfangsphase wird das empfangene Echo nach Ausgleich der lauf-
zeitabha¨ngigen Da¨mpfung (2.1.2, S. 7) in ein digitales Signal gewandelt. Aus
diesem wird die Doppler-Differenzfrequenz durch Mischen und Filterung ex-
trahiert (2.2.2, S. 10) und mit 100 MHz u¨berabgetastet. Aus den beiden
Differenzsignalen des Mischens mit Sinus bzw. Kosinus wird durch ein Mittel-
wertfilter jeweils 1 Amplitudenwert pro Ultraschallpuls berechnet. Jeweils 128
Abtastwerte werden zusammen mit der Nummer des ausgewerteten Trans-
ducers und einer fortlaufenden Nummer zur zeitlichen Einordnung in einem
UDP-Frame untergebracht und u¨ber die Ethernet-Schnittstelle versandt. Die
Senderate der UDP-Frames betra¨gt demnach ungefa¨hr 390 Hz.
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Abbildung 3.2: Blockschaltbild der Ansteuer- und Auswerteelektronik
Es besteht außerdem die Mo¨glichkeit, die abgetasteten Differenzsignale in
mehrere Zeitfenster aufzuteilen und diese separat zu mitteln und zu u¨ber-
tragen. Damit ko¨nnen Signalanteile unterschiedlicher Echolaufzeit und somit
unterschiedlicher Eindringtiefe (siehe Kap. 2.1.2, S. 6) einzeln verarbeitet
werden.
3.2 Das QNX-Echtzeitrechnersystem
QNX Neutrino ist ein Mikrokernel-Echtzeitbetriebssystem, welches vom ka-
nadischen Unternehmen QNX Software Systems entwickelt wird [16]. Charak-
teristisch fu¨r Mikrokernel ist eine starke Reduzierung der vom Betriebssystem
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verwalteten Aufgaben. Das System ku¨mmert sich meist nur um Speicherver-
waltung, Ablaufplanung (Task Scheduling) und Interprozesskommunikation.
Alle anderen Tasks, wie z.B. Anwendungen oder Treiber, laufen benutzersei-
tig. Damit ko¨nnen nicht beno¨tigte Funktionen, beispielsweise die Grafikaus-
gabe, deaktiviert werden. [17, S. 6]
An ein Echtzeitbetriebssystem (Real Time Operating System, RTOS) wird
zudem die Anforderung gestellt, dass alle Tasks deterministisch ablaufen und
in einer vorhersagbaren Zeit abgearbeitet werden [18, S. 17]. Unterschieden
wird dabei zwischen weichem und hartem Echtzeitverhalten. Bei ersterem
besteht zwar eine Deadline fu¨r die Abarbeitung, eine U¨berschreitung bringt
hier allerdings außer Performanceeinbußen keine negativen Konsequenzen mit
sich. Dagegen kann bei letzerem eine U¨berschreitung der Deadline katastro-
phale Folgen haben. [18, S. 23]
In diesem Anwendungsfall ist ein hartes Echtzeitverhalten erforderlich. Die
Deadline wird durch die Senderate der aRDnet-Frames von Seiten der Elek-
tronik festgelegt. Die Berechnungen mu¨ssen beendet sein, bevor das na¨chste
Paket ankommt. Ist dies nicht der Fall, geht das Paket verloren und der
Berechnungsschritt wird u¨bersprungen, was fu¨r die Ergebnisse einiger Be-
rechnungen (siehe Kap. 4.2.3, S. 22) fatale Folgen ha¨tte.
Der verwendeten Echtzeitrechner verwendet das QNX Neutrino Betriebssy-
stem in der Version 6.3. Als Prozessor findet ein Intel Core 2 Duo E6700
Verwendung, der zwei mit 2.66 GHz getaktete Kerne besitzt. Dadurch ist
eine Optimierung der Rechenleistung durch Multithreading mo¨glich, indem
zeitunkritsche Programmteile mit geringerer Rate ausgefu¨hrt werden (siehe
Kap. 4.3.1, S. 24).
3.3 aRDnet
aRD steht fu¨r
”
agile Robot Development“ und ist eine vom DLR spezi-
ell fu¨r die Entwicklung von Robotersystemen konzipierte Middleware9[19,
S. 3741]. Sie ist darauf ausgelegt, eine Schnittstelle fu¨r die einzelnen funk-
tionellen Blo¨cke des Systems bereitzustellen. Dazu geho¨ren unter anderem
Echtzeitkomponenten, Steuergera¨te fu¨r Autonomiefunktionen, Entwicklungs-
umgebungen sowie Endbenutzer-Schnittstellen [19, S. 3743].
9Middleware bezeichnet eine Dienstanwendung, die eine Schittstelle fu¨r die Kommuni-
kation von Prozessen unterschiedlicher Anwendungen bereitstellt
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aRDnet bezeichnet ein speziell fu¨r diesen Anwendungsfall entwickeltes Pro-
tokoll, welches auf UDP basiert. Der Datenaustausch wird u¨ber Kommu-
nikationsblo¨cke mit festlegbaren Paketgro¨ßen und -formaten realisiert. Ein
sendender Block schreibt dabei in ein Shared Memory10 auf der Empfangs-
seite, welches vom empfangenden Block ausgelesen wird. Das Auslesen kann
periodisch erfolgen oder aber durch ankommende Daten getriggert werden.
Fu¨r die hier verwendete Einbindung in MATLAB/Simulink stehen Blo¨cke in
Form von S-Funktionen zur Verfu¨gung, denen als Parameter nur der Name
des verwendeten Shared Memory u¨bergeben werden muss.
10Ein Shared Memory ist ein Speicherbereich, der von mehreren Prozessen gleichzeitig
genutzt werden kann. So kann beispielsweise ein Prozess das Shared Memory beschreiben
und ein zweiter diese Informationen auslesen.
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4 Auslegung und Implementierung des Algo-
rithmus
4.1 Grundlegende Anforderungen an den Algorithmus
Der Detektionsalgorithmus teilt sich in 5 wesentliche aufeinanderfolgende
Verarbeitungsschritte auf:
1. Vorverarbeitung der ankommenden Daten.
2. Fensterung und Kurzzeit-Fouriertransformation der vorverarbeiteten
Daten. Das hieraus gewonnene Kurzzeitspektrum kann auch zur Vi-
sualisierung des Signalverlaufs genutzt werden.
3. Berechnung einer Hu¨llkurve aus dem Kurzzeitspektrum.
4. Klassifikation erkannter Maxima in der Hu¨llkurve und Bestimmung der
Periodendauer der Blutpulse.
5. Ausgabe der Signalleistung der detektierten Pulse zur Weiterverarbei-
tung.
4.2 Auslegung des Algorithmus
4.2.1 Vorverarbeitung der Daten
Um eine Frequenzanalyse der Zeitdaten durchzufu¨hren, mu¨ssen zuna¨chst die
Daten aus dem aRDnet-Frame geordnet werden. Diese liegen in Form von
double-Werten vor und sind folgendermaßen im Frame angeordnet:
Position Wert
0 fortlaufende Nummer
1 Transducernummer
2 Kosinusmischwert 1
3 Sinusmischwert 1
4 Kosinusmischwert 2
...
...
256 Kosinusmischwert 128
257 Sinusmischwert 128
Tabelle 4.1: Datenanordnung in einem aRDnet-Frame
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4.2.2 Erstellung des Kurzzeitspektrums
Zur Frequenzanalyse eines diskretisierten Zeitsignals bedient man sich ha¨ufig
der Diskreten Fouriertransformation (DFT). Sie ist fu¨r ein Signal x[k] der
La¨nge N definiert als ein Vektor X der selben La¨nge mit den Koeffizienten
Xi =
N−1∑
l=0
x[k] · e−2pij· klN (4.1)
wobei Xi der Amplitudenwert zu der Frequenzstu¨tzstelle fi = i · fAN 11 ist [20,
S. 204]. Die Frequenzauflo¨sung des resultierenden Spektrums ist also direkt
proportional zur La¨nge des transformierten Sampleblocks. Um ein optima-
les Ergebnis zu erreichen, ist also einerseits ein mo¨glichst langes Zeitsignal
erforderlich. Andererseits muss gewa¨hrleistet sein, dass der gewa¨hlte Aus-
schnitt quasistationa¨r ist, d.h. dass sich die spektrale Verteilung innerhalb
der Analysefensters nur geringfu¨gig a¨ndert. Fu¨r rein reellwertige Zeitsignale
gilt außerdem
Xi = X
∗
N−i (4.2)
d.h. die Spektralwerte X1 bis XN/2 treten nach der Ha¨lfte gespiegelt als kon-
jugiert komplexe Werte auf. Dies ist durch die Tatsache begru¨ndet, dass das
diskretisierte Zeitsignal ein mit fA periodisches Spektrum aufweist (siehe
auch Kap. 2.2.3, 11), dessen Realteil gerade und dessen Imagina¨rteil ungera-
de ist [21, S. 47]
Ein weiteres Problem bei der DFT ist der sog. Leakage-Effekt, der daraus
resultiert, dass ein zeitbegrenzter Ausschnitt eines zeitlich unbegrenzten Si-
gnals a¨quivalent ist zu einer Multiplikation mit einer Rechteckfunktion. Eine
Multiplikation im Zeitbereich entpricht einer Faltung im Frequenzbereich
und die Rechteckfunktion wird auf eine sinc-Funktion12 transformiert. Da-
durch erzeugen Frequenzanteile, die nicht ein Vielfaches von ∆f = fA/N
sind, Seitenlinien im Spektrum [20, S. 205]. Dieser sto¨rende Effekt la¨sst sich
jedoch deutlich durch Verwendung einer Fensterfunktion abschwa¨chen. Da-
bei wird der Signalausschnitt nicht mit einem Rechteck, sondern mit einer
Funktion mit flachen Flanken im Zeitbereich multipliziert. Die Transformier-
te dieses Fensters klingt im Frequenzbereich wesentlich schneller ab als die
sinc-Funktion (siehe Abb. 4.2, S. 21).
Um die Berechnung zu beschleunigen, wird fu¨r die Transformation der Fast-
Fourier-Transform-Algorithmus verwendet (FFT). Es handelt sich um einen
11fA =
1
TA
ist die Abtastfrequenz
12sincx = sin(pix)pix
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Abbildung 4.1: Zeitverlauf und Spektrum eines Sinus mit der Frequenz f0 = 21
Hz, abgetastet mit fA = 100 Hz
sehr effizienten Algorithmus, allerdings mit der Einschra¨nkung, dass die La¨nge
N des Datenvektors x[k] eine Zweierpotenz sein muss [22, S. 5]. Als optima-
ler Kompromiss zwischen Auflo¨sung im Frequenz- und Zeitbereich erweist
sich eine Fensterla¨nge von 1024 Samples bei Verwendung eines Blackman-
Fensters. Da ein aRDnet-Frame jeweils 128 Kosinus- und Sinusmischwerte
beihaltet, wird pro Rechenschritt der jeweils aktuelle Frame mit den 7 vor-
hergehenden zusammengefasst und gefenstert. Da vorla¨ufig keine Richtungs-
detektion implementiert wird, ist die Phaseninformation zuna¨chst irrelevant.
Von den komplexen Spektralanteilen wird deshalb der Betrag gebildet. Abbil-
dung 4.3 zeigt eine Visualisierung dieses Btragsspektrums. Fu¨r jeden Frame
ist dabei u¨ber die Frequenzachse der Amplitudenverlauf aufgetragen. In der
verwendeten Farbzuordungstabelle entspricht dabei weiß einer hohen, gelb
einer mittleren und rot einer niedrigen Amplitude.
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Abbildung 4.2: Zeitverlauf mit Fensterfunktion und Spektrum bei Anwendung
eines Hamming-Fensters
4.2.3 Berechnung der Hu¨llkurve
Der erste Schritt der Pulsdetektion besteht aus einer Verarbeitung des Kurz-
zeitspektrums dahigehend, dass eine Hu¨llkurve des gemessenen Signalver-
laufs generiert wird. Es wird dabei von der niedrigsten Frequenz beginnend
der Frequenzbereich bestimmt, in dem 90% der Signalleistung liegen. Es wird
also der Index L bestimmt, fu¨r den gilt:
L∑
i=0
X2i ≤ 0.9 · Pspec ≤
L+1∑
i=0
X2i (4.3)
wobei Pspec die gesamte spektrale Signalleistung ist:
Pspec =
N∑
i=0
X2i (4.4)
Vor der Berechnung des aktuellen Hu¨llkurvenwertes werden aus der Fre-
quenzdarstellung des entsprechenden Frames Amplitudenwerte unterhalb ei-
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Abbildung 4.3: Zeitlicher Verlauf des Kurzzeitspektrums bei Messung an der
Arteria radialis
nes Schwellwerts verworfen. Der Schwellwert berechnet sich aus dem Mit-
telwert der maximalen Amplitudenwerte der letzten 100 Frames (entspricht
25 ms). Dies unterdru¨ckt Rauschen, dessen Amplitude weitaus geringer sind
als die durch das Echosignal entstehenden Maxima im Spektrum. Somit ist
sichergestellt, dass die Hu¨llkurve wenig durch Rauschen verfa¨lscht wird. Au-
ßerdem werden tieffrequente Signalanteile unter 500 Hz nach der Transforma-
tion unterdru¨ckt, indem sie mit Gewichtskoeffizienten kleiner eins multipli-
ziert werden. Dies ist no¨tig, da hier Bewegungsartefakte mit hoher spektraler
Leistungsdichte auftreten ko¨nnen.
Aus der Hu¨llkurve wird durch Bildung eines zeitlichen Mittelwerts dynamisch
ein Schwellwert fu¨r die Pulsdetektion berechnet. Die Mittelung geschieht da-
bei u¨ber die Hu¨llkurvenwerte einer Periodenla¨nge.
Lth =
1
K
K∑
k=0
L[k] mit K = TP · fA (4.5)
Es muss also des Weiteren die Periodendauer TP der Blutpulse errechnet
werden, indem der Abstand mehrerer aufeinanderfolgender Detektionen ge-
mittelt wird. Um die Berechnung robust gegenu¨ber Ausreißern zu machen,
wird aus den zeitlichen Absta¨nden zehn konsekutiver Pulsspitzen der Medi-
an13 ermittelt.
13Betrachtet man eine Datenreihe von N Realisierungen einer Zufallsvariablen, ist der
Median der Wert, der die Verteilung der Realisierungen halbiert. Ho¨chstens die Ha¨lfte der
Daten ist kleiner und ho¨chstens die Ha¨lfte ist gro¨ßer als der Median
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4.2.4 Detektion
Fu¨r die Detektion relevant sind die Zeitpunkte, zu denen sich die Hu¨llkurve
oberhalb des Schwellwerts befindet. Um sicherzustellen, dass nur systolische
Spitzen detektiert werden und keine Ausreißer oder spa¨tdiastolische Spitzen
(siehe Kap. 2.3, S. 12), werden die Schwellwertu¨berschreitungen nach drei
Kriterien bewertet:
• Der Schwellwert muss fu¨r mindestens 100 ms u¨berschritten werden, um
eine Detektion auszulo¨sen. Diese Zeit ist so gewa¨hlt, dass bei minimaler
Latenz der Detektion Fehldetektionen vermieden werden.
• Unterschreitungen des Schwellwerts von weniger als 12.5 ms wa¨hrend
einer Detektion werden ignoriert. Dies macht die Detektion robust ge-
genu¨ber Ausreißern in der Hu¨llkurve. Die Totzeit von 12.5 ms wurde
durch mehrere Robustheitsuntersuchungen festgelegt.
• Bei einer Detektion wird fu¨r jeden Frame die Differenz von Hu¨llkurven-
wert zu Schwellwert aufaddiert. Dieser Wert, der ein Maß fu¨r die Sta¨rke
der Detektion ist, wird fu¨r die letzten zehn Detektionen gespeichert. Ist
der Wert der aktuellen Detektion gro¨ßer als die Ha¨lfte des Mittelwertes
der vorhergehenden, wird die Pulsspitze als systolisch klassifiziert.
Bei Detektion einer systolischen Pulsspitze wird fu¨r jeden Frame die Signal-
leistung nach Gleichung (4.4) ausgegeben. Diese kann im na¨chsten Verarbei-
tungsschritt zur Ansteuerung des haptischen Eingabegera¨ts genutzt werden.
4.3 Implementierung als Matlab/Simulink-Modell
4.3.1 Umsetzung des Algorithmus
Um die beschriebenen Berechnungen in Echtzeit ausfu¨hren zu ko¨nnen, wird
der Algorithmus zuna¨chst als Simulink-Modell implementiert, welches mit
Hilfe des Real Time Workshop (RTW) als echtzeitfa¨higes Programm fu¨r
die QNX-Architektur kompiliert wird. Die Kommunikation mit der Elektro-
nik sowie mit der Benutzerschnittstelle geschieht u¨ber aRDnet-Blo¨cke (siehe
Kap. 3.3, S. 17). Das komplette Modell ist in Abbildung 4.4 zu sehen.
Der Block aRDnet In empfa¨ngt die von der Elektronik gesendeten Frames.
Er ist gleichzeitig der Trigger fu¨r das gesamte Modell und veranlasst den
Programmaufruf im Echtzeitcode.
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Das Subsystem Windowing Subsystem, bestehend aus einem Embedded-Mat-
lab-Block und jeweils einer Fensterfunktion fu¨r die Sinus- bzw. Kosinus-
mischwerte ist fu¨r die Vorverarbeitung zusta¨ndig. Der Embedded-Matlab-
Block SortDataIn entnimmt aus dem aRDnet-Frame die fortlaufende Num-
mer, die Transducernummer und bu¨ndelt außerdem die aktuellen mit den
vorhergehenden Mischwerten zu Arrays mit 1024 Eintra¨gen (siehe Kap. 4.2.2,
S. 19). Fu¨r eine einfache Pulsdetektion wird zuna¨chst keine Richtungserken-
nung implementiert (2.2.2, S. 10), weshalb im weiteren Verlauf nur die Kosi-
nusmischwerte verarbeitet werden.
Der Embedded-Matlab-Block FFTAndDetection ist sowohl fu¨r die FFT als
auch fu¨r sa¨mtliche Berechnungen des Detektionsalgorithmus zusta¨ndig. Aus
den durch die Matlab-Funktion fft berechneten Frequenzdaten werden die
relevanten Frequenzen bis fA/2 entnommen und der Betrag gebildet. Aus die-
sem Betragsspektrum werden die ersten Ndet Werte weiterverarbeitet. Somit
kann der durch die FFT fest vorgebene Frequenzbereich fu¨r die Detektion
eingeschra¨nkt werden, um Verfa¨lschungen durch hochfrequente Sto¨rungen zu
vermeiden. Der Detektionsalgorithmus verarbeitet also einen Vektor Xdet mit
den Eintra¨gen
Xdet = [X0, X1, · · · , XNdet ]T (4.6)
Auf Basis dieser Daten werden die in Abschnitt 4.2.3 und 4.2.4 (S. 21ff)
erla¨uterten Berechnungsschritte ausgefu¨hrt. Nach Abschluss der Berechnun-
gen gibt der FFTAndDetection-Block folgende Werte aus:
• p spec out: Signalleistung Pspec (siehe (4.4)) bei Detektion einer Puls-
spitze
• env out: Aktueller Hu¨llkurvenwert L (siehe (4.3))
• th out: Aktueller Schwellwert Lth (siehe (4.4))
• tp out: Periodendauer TP
• amp ks out: Array mit Werten des Betragsspektrums; zur Visualisie-
rung des Flussverlaufs
• tp array out: Array der letzten 10 berechneten Periodendauern
Aus tp array out wird mittels des Subsystems Median die aktuelle Perioden-
dauer errechnet und auf den Eingang tp in ru¨ckgekoppelt. Der Medianfilter
ist als Subsystem mit einer geringeren Samplerate implementiert. Dadurch
veranlasst der Compiler, dass der Funktionsaufruf des Subsystems in einem
eigenen Thread ausgefu¨hrt wird. Die Samplerate ist in diesem Fall auf die
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(b) Windowing Subsystem
Abbildung 4.4: Das Simulink-Modell
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Ha¨lfte der Rate des restlichen Modells eingestellt, dadurch wird das Sub-
system nur in jedem zweiten Rechenschritt ausgefu¨hrt. Da die Berechnung
der Periodendauer weniger zeitkritisch ist als die restlichen Berechnungen,
kann so Rechenzeit gespart werden. Zur Anpassung der Samplerate sind al-
lerdings zwei Rate Transition Blo¨cke notwendig.
Die restlichen Werte werden u¨ber einen weiteren aRDnet-Block (aRDnet
Out) nach Abschluss der Berechnungen an die na¨chste Verarbeitungsinstanz
geschickt.
4.3.2 Performancemessung
Um die Echtzeitfa¨higkeit des Simulink-Modells zu verifizieren, wird mithil-
fe eines Kernel Events Tracer 14 die Prozessorauslastung des Echtzeitrech-
ners u¨berwacht. Von den eintreffenden aRDnet-Paketen werden Interrupts
im Abstand von 2.56 ms (siehe Kap. 3.1, S. 15) ausgelo¨st. Die Sortierung,
Bu¨ndelung und Fensterung der Daten beno¨tigt weniger als 30 µs. Die FFT
eines der gebu¨ndelten Mischsignale beno¨tigt allerdings bereits 900 µs. Durch
Reduzierung der Auflo¨sung auf eine 512-Punkt-FFT la¨sst sich diese Zeit
auf ca. 500 µs verringern. Dadurch wird allerdings auch der Einfluss der
Sto¨rsignale stark erho¨ht.
Bei Verwendung einer 1024-Punkt-FFT beno¨tigt die gesamte Berechnung
2087 µs, was 81.5% der verfu¨gbaren Rechenzeit entspricht.
4.4 Weitere Ansa¨tze fu¨r Detektionsalgorithmen
Um die Detektion robuster zu machen und sowohl die Zahl der negativen als
auch der postiven Fehldetektionen zu verringern, bietet sich unter anderem
an, Prinzipien aus der Mustererkennung zu verwenden. Ein Mustererken-
nungssystem besteht im wesentlichen aus den drei Verarbeitungsschritten
Vorverarbeitung, Merkmalsexktraktion und Klassifikation.
Die Vorverarbeitung bereitet die aufgenommenen Daten (Muster) fu¨r die fol-
gendenen Schritte auf. Dazu geho¨ren unter anderem die bereits Verwendung
findende Fensterung und Fouriertransformation. Die Merkmalsextraktion ist
die Gewinnung relevanter Information aus den vorverarbeiteten Daten zur
spa¨teren Verwertung durch den Klassifikator, meist durch Aufstellen eines
14Software, welche die vom Kernel ausgefu¨hrten Aufgaben u¨berwacht. Dazu geho¨ren
unter anderem Interrupts und Task Scheduling.
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sog. Merkmalsvektors. An die so gewonnen Merkmale wird außerdem die An-
forderung gestellt, dass sie deterministisch und mo¨glichst unkorreliert sind.
In der abschließenden Klassifikationsphase werden die Muster nun vordefi-
nierten Klassen zugeordnet. Dafu¨r mu¨ssen zuna¨chst anhand von Trainings-
mustern, deren Klassenzugeho¨rigkeit bekannt ist, Entscheidungsregeln auf-
gestellt werden. Anhand dieser Regeln kann wa¨hrend der Erkennungsphase
die Klasse eines unbekannten Musters bestimmt werden [23, S. 5].
Fu¨r diese Anwendung wa¨re es also zweckma¨ßig, nicht nur eine Entscheidung
hinsichtlich des Auftretens einer Pulsspitze zu treffen, sondern auch den ge-
samten Pulsverlauf im Hinblick auf charakteristische Flussprofile (siehe Kap.
2.3, S. 12) zu klassifizieren. Aus folgenden Gru¨nden erweist sich dies jedoch
als schwierig:
• Da die maximale Signalfrequenz im Kurzzeitspektrum abha¨ngig ist vom
Einstrahlwinkel, kann die absolute Frequenzverteilung nicht einfach als
Grundlage fu¨r die Merkmalsextraktion verwendet werden. Dies ist je-
doch bei vielen Mustererkennungsverfahren, die auf einer Spektralana-
lyse basieren, der Fall (bspw. Spracherkennung [23, S. 39]). Vielmehr
mu¨sste die Frequenzverteilung relativ zur Maximalfrequenz bestimmt
werden.
• Das pra¨operative Training des Klassifikators ist schwierig bis unmo¨glich.
Zwar ließen sich am Teststand bestimmte Pulsverla¨ufe als Trainings-
muster verwenden, allerdings bilden diese die reale Situation nur unzu-
reichend ab.
• Da viele Mustererkennungssysteme mit rechenintensiven Verfahren ar-
beiten (Autokorrelationsfunktion, Dynamic Time Warp), sind diese im
Hinblick auf die Echtzeitfa¨higkeit der Detektion bereits auszuschließen.
28 5 Test des Algorithmus
5 Test des Algorithmus
5.1 Test am Teststand
Speziell fu¨r die Erprobung von Elektronik und Detektionsalgorithmus wurde
ebenfalls am DLR ein Teststand entwickelt, der die Situation bei der Detekti-
on eines Gefa¨ßes mo¨glichst realita¨tsgetreu nachempfindet. Der Versuchsstand
besteht aus einem Pumpsystem, einem Schlauchsystem und Ultrschallphan-
tom. Letzteres besteht aus einem Plexiglaszylinder, durch den quer ein Ple-
xiglasrohr verla¨uft. Das Pumpsystem gibt dem Nutzer die Mo¨glichkeit, zwi-
schen verschiedenen Flussprofilen zu wa¨hlen und außerdem maximale Fließ-
geschwindigkeit sowie Periodenla¨nge des Pulses festzulegen. So kann bespiels-
weise das Flussprofil der Speichenarterie ( Arteria radialis) simuliert werden.
U¨ber zwei Stutzen kann der Zylinder samt zu- und abfu¨hrenden Schla¨uchen
angeschlossen werden. Dieser wird mit Wasser gefu¨llt, um die Ausbreitung
des Ultraschalls im Gewebe außerhalb des Gefa¨ßes zu simulieren.
(a) Wassergefu¨llter Zylinder mit
Schlauch zur Simulation des Gefa¨ßes
sowie Ultraschall-Transducer
(b) Mechanischer Teil des Pumpsy-
stems mit Pumpe, Durchflussmesser
und Flu¨ssigkeitsbeha¨lter
Abbildung 5.1: Teststand
Das gesamte System wird mit einer blutsimulierenden Flu¨ssigkeit gefu¨llt.
Diese bildet die Eigenschaften des Blutes nach, insbesondere die fu¨r die
Ultraschall-Sonografie wichtige Schallausbreitungsgeschwindigkeit c und die
Ru¨ckstreuungscharakteristik der roten Blutko¨rperchen (siehe Tab. 5.1).
Vom Pumpsystem ist hierbei sicherzustellen, dass sich in der blutsimulieren-
den Flu¨ssigkeit keine Luftblasen befinden, da diese den einfallenden Schall
ga¨nzlich reflektieren, was eine extreme Verfa¨lschung des gemessenen Flus-
sprofils zur Folge ha¨tte.
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Dichte ρ 1035± 5 kg
m3
Schallausbreitungsgeschwindigkeit c 1550± 15m
s
Da¨mpfung D 0.07± 0.05 dB
cm·MHz
Viskosita¨t η 4±mPas
Ru¨ckstreuungscharakteristik wie Blut
Tabelle 5.1: Eigenschaften der blutsimulierenden Flu¨ssigkeit [24]
In dieser Testumgebung lassen sich Blutpulse unterschiedlichster Fließge-
schwindigkeit und Periodendauer robust detektieren. In Abbildung 5.3 ist ein
Ausschnitt einer Messung zu sehen. Der oberste Graph zeigt dabei die Da-
ten des Durchflussmessers, der im Regelkreis des Pumpsystems Verwendung
findet. Darunter sind die vom Algorithmus bestimmten maximalen Signal-
frequenzen zu sehen. Der dritte Graph zeigt die Zeitpunkte, zu denen der
Algorithmus eine Pulsspitze detektiert (2.2.2, S. 10).
5.2 Test an einer Versuchsperson
Um den entwickelten Algorithmus in einer mo¨glichst realita¨tsnahen Umge-
bung zu testen, werden bei mehreren Versuchspersonen Messungen an der
Arteria radialis durchgefu¨hrt (siehe Abb. 5.2. Bei einem deutlichen Doppler-
signal liefert der Algorithmus auch hier gute Ergebnisse, wie in Abbildung
5.4 zu sehen.
Abbildung 5.2: Blutflussmessung an der Arteria radialis
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Es zeigt sich jedoch, dass bei diesem Testverfahren bei schwachen Dopp-
lersignalen Sto¨rungen aus der Elektronik die Detektion deutlich erschwe-
ren. Die Ursache dieser Sto¨rungen ist noch nicht gekla¨rt, allerdings ist es
wahrscheinlich, dass sie aus dem digitalen Teil der Echosignalverarbeitung
stammen. Im Kurzzeitspektrum sind sie als breitbandige Bursts mit nied-
riger Grundfrequenz und stark ausgepra¨gten ho¨heren Harmonischen in re-
gelma¨ßigen Absta¨nden zu sehen.
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Abbildung 5.3: Flussgeschwindigkeit im Teststand, Hu¨llkurve mit Schwellwert
und Detektionen
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Abbildung 5.4: Spektraldarstellung, Hu¨llkurve mit Schwellwert und Detektionen
bei Messung an der Arteria radialis einer Versuchsperson
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6 Zusammenfassung und Ausblick
Im Rahmen dieser Bachelorarbeit war ein Algorithmus zur Detektion von
Arterien auf Basis von Ultraschall-Dopplersignalen zu entwickeln. Aus Zeit-
daten, die von einem Ultraschallsensor bereitgestellt wurden, war mittels
Frequenzanalyse und darauf aufbauenden Verarbeitungsschritten eine robu-
ste Erfassung von Blutpulsen zu implementieren. Besonderes Augenmerk war
dabei auf die Echtzeitfa¨higkeit und Latenzfreiheit der Detektion zu legen. Die
Implementierung war als Matlab/Simulink-Modell zu realisieren, aus dem
Code zur Ausfu¨hrung auf einem QNX-Echtzeitrechner generiert wurde.
Fu¨r die Auslegung des Algorithmus wurde zuna¨chst der theoretische Hin-
tergrund der Blutflussmessung ero¨rtert, um die zu verarbeitenden Daten in
Relation zu physikalischen und biologischen Gro¨ßen und Gegebenheiten zu
setzen. Danach wurde das Funktionsprinzip der Sensorelektronik, das verwen-
dete Echtzeitrechnersystem sowie die Schnittstelle fu¨r den Datenaustausch
erla¨utert. Basierend auf diesen Voraussetzungen wurde ein Konzept fu¨r einen
Detektionsalgorithmus entwickelt und dieser als Simulink-Modell implemen-
tiert und getestet.
Der Hauptteil der Arbeit war die Konzeptionierung des Detektionsalgorith-
mus. Hierfu¨r wurde der signaltheoretische Hintergrund ero¨rtert, um den Ein-
fluss von Rauschen und anderen Sto¨rungen zu minimieren. Aus der erstell-
ten Spektraldarstellung wurde mittels einer Hu¨llkurve die maximale Fließ-
geschwindigkeit im Gefa¨ß extrahiert. Durch Berechnung eines dynamischen
Schwellwerts wurde schließlich die Detektion von charakteristischen Fließge-
schwindigkeitsspitzen umgesetzt. Durch die Berechnung der Signalleistung
wurde auch eine quantitative Bewertung der Detektion ermo¨glicht.
Die Implementierung wurde sowohl hinsichtlich Rechenzeit als auch hinsicht-
lich Detektionsgenauigkeit in einer Testumgebung sowie an Testpersonen eva-
luiert. Die Erprobung des Algorithmus lieferte in der Testumgebung gute
Ergebnisse. Allerdings zeigte sich beim Test an Versuchspersonen, dass die
Elektronik hinsichtlich Sto¨rungsfreiheit noch optimiert werden muss, damit
zuverla¨ssige Ergebnisse gewonnen werden ko¨nnen.
Aufbauend auf diesen Ergebnissen ist der na¨chste Schritt die Entwicklung
eines Algorithmus, der mehrere Transducerelemente gleichzeitig hinsichtlich
der Sta¨rke der Detektion und der Flussrichtung auswertet und somit ei-
ne Richtungsbestimmung ermo¨glicht. Werden von Seiten der Elektronik die
Sto¨rungen minimiert, ist eine Frequenzanalyse geringerer Auflo¨sung denkbar.
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Damit kann die Echtzeitfa¨higkeit auch bei gleichzeitiger Auswertung mehre-
rer Echosignale gewa¨hrleistet werden.
Es ist außerdem im weiteren Verlauf Software zur Ansteuerung der hap-
tischen Eingabegera¨te zu entwickeln, die die Sta¨rke der Detektion in ei-
ne entsprechende taktile Ru¨ckkopplung umsetzt. Langfristiges Ziel wird es
sein, dem Chirurgen das Vorhandensein eines Gefa¨ßes in der Art und Weise
zuru¨ckzumelden, dass er dessen Position realistisch einscha¨tzen kann.
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