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a b s t r a c t
Generalized linear models are widely used in statistical techniques. As an extension,
generalized partial linear models utilize semiparametric methods and augment the usual
parametric terms with a single nonparametric component of a continuous covariate.
In this paper, after a short introduction, we present our model in the generalized
additive context with a focus on the penalized maximum likelihood and the penalized
iteratively reweighted least squares (P-IRLS) problem based on B-splines, which is
attractive for nonparametric components. Then, we approach solving the P-IRLS problem
using continuous optimization techniques. They have come to constitute an important
complementary approach, alternative to the penalty methods, with flexibility for choosing
the penalty parameter adaptively. In particular, wemodel and treat the constrained P-IRLS
problem by using the elegant framework of conic quadratic programming. The method is
illustrated using a small numerical example.
© 2010 Elsevier Ltd. All rights reserved.
1. Introduction
In recent years, the class of generalized linear models (GLM) has gained popularity as a statistical modeling tool. This
popularity is due in part to the flexibility of generalized linear models in addressing a variety of statistical problems and
to the availability of software for fitting the models. As an extension, generalized partial linear models (GPLM) utilize
semiparametric methods and augment the usual parametric terms with a single nonparametric component of a continuous
covariate. In this paper, GPLM ismotivated, introduced, and formally presented as amodel-based optimization technique. In
particular, two optimization approaches are presented: (i) bilevel optimization, a rigorous and relatively traditional approach
in the context of the iteratively reweighted least squares (IRLS) algorithm, accompanied by various operator-theoretical and
numerical–analytical preparations and assumptions; and (ii) conic quadratic optimization, an elegant and powerful approach
providing access to the very efficient interior point methods. Conic quadratic programming (CQP), utilized in the second
approach, opens the door to various other connected studies such as using generalized additivemodels combinedwith CQP,
multivariate adaptive regression splines (MARS) combined with CQP (denoted as CMARS), and the new robust (C)MARS [1]
employing a robust optimization method. This paper introduces the research dynamics of modern optimization theory into
an important area of statistics with the help of mathematics.
First, let us start with generalized linear models. Nelder and Wedderburn [2] introduced generalized linear models in
1972. Recently, Lee, Nelder, and Pawitan [3] provided a comprehensive summary. The class of generalized linearmodels is an
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extension of traditional linearmodels that allows themean of a dependent variable to depend on a linear predictor through a
nonlinear link function and allows the probability distribution of the response to be anymember of an exponential family of
distributions. Many widely used statistical models belong to the generalized linear models group. These include traditional
linear models with normal errors, logistic and probit models for binary data, log-linear models for multinomial data. And
many other useful statistical models such as the Poisson, binomial, gamma, and normal distributions can be formulated as
generalized linear models by the selection of an appropriate link function and response probability distribution.
A GLM has the basic structure H(µi) = xTi β, where µi = E(Yi), H is a smooth monotonic ‘‘link function’’, xi is the vector
of the observed values of explanatory variables for the ith case, and β is a vector of unknown parameters. In addition, a GLM
usually makes the distributional assumptions that the response variables Yi are independent and can have a probability
density function of any exponential family distribution
Yi ∼ fYi(yi, θi, φ) = exp
{
yiθi − bi(θi)
ai(φ)
+ ci(yi, φ)
}
,
for i = 1, 2, . . . , n, where ai, bi and ci are arbitrary ‘‘scale’’ parameters, and θi is called a natural parameter. We can
also obtain a general expression for the mean and variance for dependent variable Yi using the log likelihood of θi, µi =
E(Yi) = b′i(θi) and θi, Var(Yi) = b′′i (θi)ai(φ). Generally, ai(φ) is defined as ai(φ) := φ/ωi, and Var(Yi) = V (µi)φ, where
V (µi) := b′′i (θi)/ωi [4].
Estimation and inference for GLM are based on the theory ofmaximum likelihood estimation, although themaximization
of likelihood turns out to require an iterative least squares approach. Given an n-dimensional vector y = (y1, y2, . . . , ym)T
as the observation of Y = (Y1, Y2, . . . , Ym)T , andm corresponding predictor vectors x1, x2, . . . xm, the maximum likelihood
estimation of β = (β1, β2, . . . , βm)T can be found through the log likelihood function [5]
l(β) :=
n∑
i=1
(ωi {yiθi − bi(θi)} /φ + ci(yi, φ)).
Here, the dependence of the right-hand side on β is solely through the dependence of the θi on β. For this estimation, the
following score equations are used:
N∑
i=1
xij
(
∂µi
∂ηi
)
V−1i (yi − µi) = 0 ( j = 0, 1, . . . ,m),
where Vi is the variance matrix for Yi, (∂µi/∂ηi)xij = (∂µi/∂βj) for i = 1, 2, . . . ,N; j = 0, 1, . . . ,m, and we assume that in
the above equation xi0 = 1. The Fisher scoring procedure is the standard method for solving these equations. It involves a
Newton–Raphson algorithm.
A particular semiparametric model of interest is the generalized partial linear model (GPLM) which extends the
generalized linear models in that the usual parametric terms are augmented with a single nonparametric component. The
GPLM model is given by
E (Y |X, T ) = G {XTβ + γ (T )} , (1.1)
whereβ = (β1, β2, . . . , βm)T is a finite-dimensional parameter and γ (·) is a smooth functionwhichwe try to estimatewith
B-splines. Also, we assume that some vectors X and T come from a decomposition of explanatory variables. Here, X denotes
an m-dimensional random vector which typically represents discrete covariates, and T is a q-dimensional random vector
of continuous covariates which is to be modeled in a nonparametric way [6]. This variable can be seen as an extraneous or
nuisance variable.
The rest of this work is organized as follows. Section 2 gives some information about B-splines. Section 3 introduces
the Newton–Raphson algorithm and the Fisher scoring method. Different estimation methods for GPLM using B-splines are
presented in Section 4, followed by closer motivations and possible applications in Section 5. A small numerical example
is used for an illustration in Section 6, combining a linear model with the MARS model and, then, focusing on a use of the
(C)MARS method. Some concluding remarks are presented in Section 7.
2. B-splines
Regression splines offer a compromise by representing the fit as a piecewise polynomial. The regions that define the
pieces are separated by a sequence of knots. It is customary to force the piecewise polynomials to join smoothly at these
knots. On allowing more knots, the family of curves becomes more flexible. For any given set of knots, the smooth spline is
computed by multiple regression on an appropriate set of basis vectors. These vectors are basis functions representing the
particular family of piecewise polynomials. Simple choices of basis functions for piecewise splines are the truncated power
series basis. The truncated power bases are conceptually simple. However, they are not attractive numerically, because they
often yield big rounding problems. Therefore, in this study we will use the B-spline bases which lead to efficient elegant
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computations even when the number of knots is large [7]. B-splines consist of polynomial pieces, which are connected in a
special way. In a B-spline, each control point is associated with a basis function. Then, the curve is defined by
γ (t) :=
r∑
j=1
λjBj,k(t) (t ∈ [a, b]).
Here, λ1, λ2, . . . , λr are r control parameters and B1,k(t), B2,k(t), . . . , Br,k(t) are r basis functions of degree k (order k+ 1).
Let a knot vector t = (t1, t2, . . . , tq)T be a sequence with tj ∈ [a, b], a ≤ tj < t j+1 ≤ b, and k = q− r − 1. This determines
the values of t at which the pieces of the curve connect to each other.
Splines of degree 0 and k are defined by
Bj,0(t) =
{
1, tj ≤ t < tj+1
0, otherwise, and
Bj,k(t) = t − tjtj+k − tj Bj,k−1(t)+
tj+k+1 − t
tj+k+1 − tj+1 Bj+1,k−1(t) (k ≥ 1) ;
for k ≥ 2. Its derivative, wherever defined, is given by [8]
d
dt
Bj,k(t) = ktj+k − tj Bj,k−1(t)−
k
tj+k+1 − tj+1 Bj+1,k−1(t).
Wenote that B-spline bases overlapwith each other. First-degree B-spline bases overlapwith two neighbors, second-degree
B-spline bases with fourth-degree ones, and so on. Briefly, we can write some properties of B-splines as follows:
• They consist of k+ 1 polynomial pieces, each of degree k.
• The polynomial pieces join at k inner knots.
• At the joining points, derivatives up to order k− 1 coincide.
• A B-spline basis function is positive on a domain spanned by k+ 2 knots and is zero outside this domain.
• Except at the boundaries, it overlaps with 2k polynomial pieces of its neighbors.
• At a given point t , k+ 1 B-spline basis functions are nonzero.
De Boor [7] gave an algorithm for computing a B-spline basis of any degree from a B-spline basis of lower degree. Indeed,
a degree 0 B-spline basis is just a constant on one interval between two knots; it is easy to compute a B-spline basis of any
degree. Here, we consider a non-equidistant grid of knots.
3. Newton–Rapshon and scoring methods for numerical maximization
The Newton–Rapshon algorithm is an iterative approach which uses a quadratic Taylor series approximation of a
function [5]. Let l(η, y) be a real-valued function that we wish to maximize with respect to n-dimensional vector η with
coordinates ηi = H(µi). This is a problem from numerical analysis; the important statistical application is given by
maximum likelihood estimation, where l(η, y) = log L(η, y), and the log likelihood function for η is based on the observed
data y = (y1, y2, . . . , yn)T . Specifically, for a starting value η0, l(η, y) is approximated by a second-order Taylor series
expansion around η0,
l(η, y) ≈ la(η, y) = l(η0, y)+ ∂ l(η, y)
∂η
∣∣∣∣
η0
(η− η0)+ ∂
2l(η, y)
∂ηηT
∣∣∣∣
η0
(η− η0)2.
Next, the new iterate η1 is determined from (∂ la(η, y)/∂η) = 0. Let r := ∂ l(η, y)/∂η and C := −∂2l(η, y)/∂ηηT . Then
η1 := η0 + C−1r , and the procedure is repeated until convergence is achieved. The Fisher scoring methods are a variant of
the Newton–Rapshon methods, replacing C by the expectation E(C).
4. Estimation methods
Now, we present different kinds of estimation methods for a generalized partial linear model (GPLM). Generally, the
estimationmethods for model (1.1) are based on the idea that an estimate βˆ can be found for a known γ (·), and an estimate
γˆ (·) can be found for a known β. For GPLM, Müller [6] studied different estimation methods which are based on kernel
methods and test procedures on the correct specification of this model. We will try to concentrate on different types of
estimation of γ (·) and β based on B-splines.
4.1. Penalized maximum likelihood
Let us consider model (1.1), where we assume that G = H−1 is a known link function which links the mean of the
dependent variable, µ = E(Y |X, T ), to the predictors. In this case, (1.1) can be considered as a semiparametric generalized
linear model, because all terms are linear except one; i.e.,
H(µ) = η(X, T ) = X Tβ + γ (T ) =
m∑
j=1
Xjβj + γ (T ).
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Now, to obtain the GPLM, we consider observation values yi, xi, ti (i = 1, 2, . . . , n), and for simplicity we consider a GPLM
in which the ti are one-dimensional. Then, µi = G(ηi) and ηi = H(µi) = xTi β + γ (ti). To avoid overfitting, such models
are estimated by penalized maximum likelihood estimation which is characterized by a score function ∂ l(η, y)/∂η. The
penalized maximum criterion for this model is given by
j(β, γ ) := l(η, y)− 1
2
τ
∫ b
a
(γ ′′(t))2dt. (4.1)
Here, l is the log likelihood of the linear predictor and the second term penalizes the integrated squared curvature of the
function γ (t) over the given interval [a, b], and τ is a smoothing parameter controlling the trade-off between accuracy of
the data fitting and its smoothness [9]. The goal of smoothness is sometimes also called stability, robustness or regularity; in
fact, in the theory of inverse problems one wants to guarantee that the estimation is sufficiently stable with respect to noise
and other forms of perturbation. We want to maximize (4.1) using B-splines through the local scoring algorithm which is
used to estimate generalized linear models. For this, we write a degree k B-spline with knots at the value ti (i = 1, 2, . . . , n)
instead of γ (t). In this case, there will be n−2 interior points. Since we use degree k B-splines, this would result in n+k−1
unknown parameters; then,
γ (t) =
v∑
j=1
λjBj,k(t),
where λj are coefficients and Bj,k = Bj are degree k B-spline basis functions. We can see that γ (t) lies in the v-dimensional
space, v = n+ k− 1. If we write γ (t) := (γ (t1), . . . , γ (tn))T and define a n× v matrix B by Bij := Bj(ti), it can clearly be
seen that γ (t) = Bλ, where λ = (λ1, λ2, . . . , λv)T . Further, we define a v × v matrix K by Kkl :=
∫ b
a B
′′
k (t)B
′′
l (t)dt . Then,
we can rewrite the criterion (4.1) as
j(β, γ ) = l(η, y)− 1
2
τλTKλ. (4.2)
Let us assume that v ≥ n and that B has full rank. If we now insert the least squares estimate λ = (BTB)−1BTγ (t) into Eq.
(4.2) and writeM := B(BTB)−1K (BTB)−1BT , then we get
j(β, γ ) = l(η, y)− 1
2
τγTMγ . (4.3)
Now, we try to find βˆ and γˆ in order to solve the optimization problem of maximizing (4.3). For this we refer the reader to
Hastie and Tibshirani [10]. Let us define g1 := Xβ and g2 := γ(t); then, our model becomes
H(µ) = η(X, t) = g1 + g2.
Here,X is an n×mmatrix, and g1 and g2 are n vectors of entries xTi β and γ (ti), respectively. In the Newton–Raphson context,
to maximize (4.1) over g1 and g2 we have to solve the following system of equations (with a slight abuse of notation):
∂ j(β, γ)
∂g1
=
(
∂η
∂g1
)T
∂ l(η, y)
∂η
= 0,
∂ j(β, γ )
∂g2
=
(
∂η
∂g2
)T
∂ l(η, y)
∂η
− τMg2 = 0.
(4.4)
This system of equations are nonlinear in η and g2. Therefore, in order to find a solution, we linearize them around a current
guess η0 and obtain the following equation, which is of Newton–Raphson type:
∂ l(η, y)
∂η
≈ ∂ l(η, y)
∂η
∣∣∣∣
η0
+ ∂
2l(η, y)
∂ηηT
∣∣∣∣
η0
(
η− η0) = 0. (4.5)
If we use (4.5) in the system of equations (4.4) and put r := ∂ l(η,y)
∂η
and C := − ∂2 l(η,y)
∂ηηT
, then, we get the following matrix
notation form:(
C C
C C + τM
)(
g11 − g01
g12 − g02
)
=
(
r
r − τMg02
)
, (4.6)
where (g01 , g
0
2 ) → (g11 , g12 ) is a Newton–Raphson step, and C and r are evaluated at η0. To get a simpler form for (4.6), let
h := η0 + C−1r and SB := (C + τM)−1C , which is a weighted B-spline operator. Then, (4.6) takes the form(
C C
SB I
)(
g11
g12
)
=
(
C
SB
)
h; (4.7)
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this equation can be transformed into(
g11
g12
)
=
(
Xβ1
γ1
)
=
(
h− g12
SB(h− g11 )
)
. (4.8)
Here, we can find βˆ and γˆ explicitly without iteration (inner loop backfitting); then,
gˆ1 = X βˆ = X{XTC(I − SB)X}−1XTC(I − SB)h
gˆ2 = γˆ = SB(h− X βˆ), (4.9)
where X represents the regression matrix for the values xi, SB computes a weighted B-spline smoothing on the variable
ti with weights given by C = −∂2l(η, y)/∂ηηT , and h is the adjusted dependent variable. From Eq. (4.8), it can be seen
that the Newton–Raphson updates are an additive model fit (case 2). In fact, this update solves a weighted and penalized
quadratic criterion problem which is a local approximation of the penalized log likelihood case. From the updated (βˆ, γˆ),
the outer loop must be iterated to the updated η and, hence, h and C ; then, the loop is repeated until sufficient convergence
is achieved [11]. Since the outer loop is simply a Newton–Raphson step, a step size optimization is performed, and the outer
loop will converge. Specifically, let us consider a trial value of the form
η(φ) := φη1 + (1− φ)η0, (4.10)
with gs (s = 1, 2) defined. Then, (4.10) corresponds to a Newton–Raphson step of sizeφ; now,we turn tomaximizing j(η(φ))
over φ. Standard results on the Newton–Raphson procedure ensure convergence [12]. The asymptotic properties of these
models have been considered in [11,10].
Also, regarding Eqs. (4.8)–(4.9), the functions g1 and g2 are estimated through a linearmapping or the smoother applied to
the adjusted dependent variable h, withweight C given by the informationmatrix. If RB is theweighted additive fit operator,
then, by convergence,
ηˆ = RB(ηˆ + C−1 rˆ) = RBh,
where rˆ = ∂ l(η, y)/∂η|ηˆ . Let us change from h, RB and C to their asymptotic versions h0, RB0 and C0, where h ≈ h0 hasmean
η0 and variance C−10 φ ≈ C−1φ. Then,
Cov(ηˆ) ≈ RB0C−10 RTB0φ
≈ RBC−1RTBφ
and
Cov(gˆs) ≈ RBsC−1RTBsφ (s = 1, 2),
where RBj is the matrix that produces gˆj from h on the basis of B-splines. Furthermore, ηˆ is asymptotically distributed as
N(η0,RB0C
−1
0 R
T
B0
φ) [10].
4.2. Penalized iteratively reweighted least squares
In practice, the penalized likelihood is maximized by the penalized iteratively reweighted least squares (P-IRLS) method.
Let βˆ and γˆ denote the estimated parameter vectors of β and γ , and η[p]i = XTi βˆ + γˆ (T ), µ[p]i = H−1(η[p]i ), where G(η[p]i ) is
the inverse function of the link at the pth iteration. Then, the linear system (4.7) can be expressed as the problem of finding
g1 and g2; finally, to find the (p+ 1)th estimate of the linear predictor η[p+1], we minimize∥∥C [p](h[p] − η)∥∥2 + τγTMγ, (4.11)
where ‖ · ‖ is the Euclidean norm. Here, h[p] is an iteratively adjusted dependent variable, given by
h[p]i := η[p]i + H ′(µ[p]i )(yi − µ[p]i ),
where H ′ represents the derivative of H with respect to β, and C [p] is a diagonal weight matrix with elements C [p]ii :=
1/V (µ[p]i )H ′(µ
[p]
i )
2, where V (µ[p]i ) is proportional to the variance of Yi according to the current estimate µ
[p]
i . If we use
γ (t) = Bλ in (4.11), we rewrite this term as∥∥C [p](h[p] − Xβ − Bλ)∥∥2 + τλTKλ. (4.12)
Referring the reader to the study of Green and Yandell [11], we suppose that K is of rank z < v. Twomatrices, J and T , with
v rows and with full column ranks z and v − z, respectively, can be formed such that J TKJ = I, T TKT = 0 and J TT = 0.
Rewriting,
λ = Tδ+ Jε, (4.13)
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with vectors δ, ε of dimensions z and v − z, respectively, (4.11) becomes the term∥∥∥∥C [p](h[p] − [X, BT ](βδ
)
− BJε)
∥∥∥∥2 + τεTε.
Its minimization can be split by separating the solution with respect to (β, δ) from the one on ε, by using a Householder
decomposition [13]. With respect to this decomposition, we write
Q T1 C
[p] [X, BT ] = R, Q T2 C [p] [X, BT ] = 0,
where Q = [Q1,Q2] is orthogonal and R is nonsingular, upper triangular and of full rank m + v − z. Then, our problem
consists in minimizing the sum of∥∥∥∥Q T1 C [k]h[k] − R (βδ
)
− Q T1 C [k]BJε
∥∥∥∥2 (4.14)
with respect to (β, δ), given ε, on the basis of minimizing∥∥Q T2 C [k]h[k] − Q T2 C [k]BJε∥∥2 + τεTε. (4.15)
The term (4.14) can be set to zero by an appropriate choice of (β, δ), given ε. If we take H := Q T2 C [k]h[k] and V := Q T2 C [k]BJ ,
(4.15) becomes the problem of minimization of
‖H − Vε‖2 + τεTε,
which is an ordinary ridge regression problem [14]. The solution is
ε˜ = (V TV + τ I)−1V TH .
The other parameters can be found as(
β˜
δ˜
)
= R−1Q T2 C [k](H − BJ ε˜).
Now, we can compute λ˜ using (4.13) and, finally, η[p+1] = X β˜ + Bλ˜. We proceed with the linear system (4.6) that we
construct as a result of nonlinear equations. One can compute thematrix J and T with the help of a Cholesky andHouseholder
transformation [13].
4.3. An alternative solution for P-IRLS
Both penalized maximum likelihood and P-IRLS methods contain a smoothing parameter τ with which we can easily
influence the smoothness of a fitted curve. Therefore it has to be estimated. Two possible methods are often used:
generalized cross-validation (GCV) and minimization of an unbiased risk estimator (UBRE) [9]. Here, we propose different
methods for solving P-IRLS, in whichmodern continuous optimization techniques will be used, in particular conic quadratic
programming.
Let us turn back to Eq. (4.12) and use Cholesky decomposition for our v × v matrix K such that K = U TU . Then, (4.12)
becomes
‖Wϕ − v‖2 + τ ‖Uλ‖2 , (4.16)
where ϕ = (βT ,λT )T , W = C [p](X, B) and v = C [p]h[p]. Then, we can reinterpret the regression problem (4.16) as the
following constrained optimization problem:
min
ϕ
G(ϕ),
where g(λ) ≤ 0, (4.17)
with G(ϕ) := ‖Wϕ − v‖2 and g(λ) := ‖Uλ‖2−M , andM ≥ 0 being some tolerance carefully chosen before or adapted in
a learning process. Then, our optimization problem (4.17) is equivalent to
min
t,ϕ
t, where ‖Wϕ − v‖2 ≤ t2, t ≥ 0,
‖Uλ‖2 ≤ M;
here,W and V are n × (m + v) and v × v matrices, while ϕ and v are (m + v)- and n-dimensional vectors, respectively.
This means that our optimization problem looks as follows:
min
t,ϕ
t, where ‖Wj − v‖ ≤ t, ‖Uλ‖ ≤ √M . (4.18)
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If we consider the use of continuous optimization techniques, in particular from conic quadratic optimization
programming [15]:
min
x
cT x, where ‖Dix− di‖ ≤ pTi x− qi (i = 1, 2, . . . , k),
we can see that our minimization problem is a typically conic quadratic programming problem with c = (1, 0Tm+v)T ,
x = (t,ϕT )T = (t,βTm,λTv)T , D1 = (0n,W ), d1 = v, p1 = (1, 0, . . . , 0)T , q1 = 0, D2 = (0v, 0v×m,Uv×v), d2 = 0v ,
p2 = 0m+v+1 and q2 =
√
M . These kinds of well-structured convex optimization problems have also been used by Taylan
et al. in new approaches to regression in [16].
In order to write the dual problem for this problem, we first reformulate (4.18) as follows:
min
t,ϕ
t, such that ψ :=
(
0n W
1 0Tm+v
)(
t
ϕ
)
+
(−v
0
)
,
ρ :=
(
0v 0v×m U
0 0Tm 0
T
v
)(
t
ϕ
)
+
(
0v√
M
)
,
ψ ∈ Ln+1, ρ ∈ Lv+1,
where Ln+1, Lv+1 are the (n+ 1)- and (v + 1)-dimensional ice-cream (or second-order, or Lorentz) cones, defined by
Ll+1 :=
{
x = (x1, . . . , xl+1)T ∈ Rn+1|xl+1 ≥
√
x21 + · · · + x2l
}
(l ≥ 1).
The dual problem of the latter problem is given by
max (vT , 0)κ1 +
(
0Tv ,−
√
M
)
κ2
such that
(
0Tn 1
W T 0m+v
)
κ1 +
0Tv 00m×v 0m
UT 0v
 κ2 = (10m+v
)
,
κ1 ∈ Ln+1, κ2 ∈ Lv+1.
For solving convex optimization problems such as semi-definite programming, geometric programming and, in particular,
conic quadratic problems, classical polynomial time algorithms can be applied. However, these algorithms have some
disadvantages since they just use local information on the objective function and the constraints. For this reason, for solving
‘‘well-structured’’ convex problems like conic quadratic problems, there are interior point methods [17,18] which were first
introduced by Karmarkar in 1984. These algorithms are based on the given (primal) and the dual problem as well. They
employ the structure of the problem in a global sense by allowing better complexity bounds and exhibit a much better
practical performance. Since, in this present paper, we interpret our spline regression problem as a conic quadratic problem
(togetherwith an appropriate choice of some toleranceM), we are enabled, in future research, to exploit its special structure
in this analytical and numerical way.
4.4. A brief comparison
The two approaches presented in this paper are supported by mathematical programming: (i) bilevel optimization and
(ii) conic quadratic programming (CQP). The conic quadratic approach is more elegant and powerful. It does not require
any assumptions about the bilevel problem decomposition. Recall that the CQP problem was developed on the basis of
a penalized sum of squares type of problem. For the latter, beyond the less model-based Gauss–Seidel kinds of methods,
we prepared a new understanding and rigorous treatment with the help of Tikhonov regularization and its Toolbox in
MATLAB. As one step ahead, like all fields of modern conic programming including linear programming, semi-definite
programming, and robust optimization, CQP uses the ideas of interior point methods (also called barrier methods) which
guarantees feasibility throughout the entire iteration procedures,whereas penaltymethods and Tikhonov regularization can
be regarded as exterior pointmethodswith possible infeasibility. The research on conic programming, both numerically and
as regards its complexity, continues, and comparisons and connections with gradient-based methods are being explored. In
the future, large-scale problems in the fields of GPLM-based system identification will benefit from these advances of the
international research community in optimization. This will also include advances in terms of selection between additive
and multiplicative models, and its robustness.
5. On motivations and applications
One of the great advantages of generalized linear models (GLMs) consists in some grouping which can be done for
the input dimensions or features in order to assign appropriate submodels for them specifically. In fact, there are linear
and nonlinear ones, parametrical and nonparametrical ones. As soon as linear models are separated from nonlinear or
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Table 1
Descriptive statistics of continuous variables for the blood pressure study.
Variable name Mean (SD) Range Median Q1 Q3
Systolic blood pressure 130.7 (10.2) [108.1, 153.9] 131.4 125.3 137.7
Weight (kg)—x1 87.4 (8.5) [65.3, 108.0] 87.1 81.4 93.2
BMI—x2 28.2 (4.7) [17.6, 41.0] 27.6 24.5 30.9
Age (yr)—x3 47.5 (6.3) [35.0, 62.0] 48.0 43.0 52.5
Years of education—x5 13.9 (1.8) [10.0, 17.0] 14.0 12.5 15.0
SD= standard deviation, Q1= 25-percentile, Q3= 75-percentile.
nonparametrical ones, the instruments from the theory of inverse problems, including Tikhonov regularization (cf. Aster,
Borchers and Thurber [14]), can be applied for the linear submodels separately, within the entire GLMs. Such a particular
representation by submodels contributes to both a better accuracy and a better stability (regularity) under noise in the data.
Among the real-world motivations which lead to GLMs, there are the following ones, all of them related to important
modern applications:
(i) General empirical knowledge and data bases (contributing to a linear submodel) and expert knowledge, e.g., in the financial
or actuarial sectors, contributing to a nonlinear model; in the field of understanding the role of expert knowledge, still
too little is understood as yet.
(ii) Remaining in the area of financial markets and representing various processes by stochastic differential equations and
Lévy processes, the deterministic drift term could be stated using a linear submodel whereas the (possibly simulated)
stochastic diffusion term and the compound Poisson processes on jump behaviour could be represented by a nonlinear
model.
(iii) While a linear submodel may easily represent given (open) information, a nonlinear submodel could collect hidden
information such as hidden Markov models. This model distinction between non-hidden and hidden can be used in
speech processing, image processing, in the financial sector for, e.g., loan banking and credit risk, and in physics.
The grouping of input dimensions or features that we mentioned above is in reality done with the help of data mining, in
particular by clustering and classification(cf. Weber et al. [19]). In fact, firstly, in Taylan, Weber and Beck [16] we clustered
time points of the change of prices at some stock exchange. Secondly, in Weber et al. [19], we regressed credit default to the
features of the credit takers. Thirdly, in themodeling and estimationwork of Kropat,Weber and Pedamallu [20] on regulatory
networks, a distinction is made between target variables (e.g., from biology, medicine or emissions) and environmental
variables (e.g., for toxic substances or from finance). In both categories, items (variables, dimensions of features, or actors)
are clustered according to whether they are considered to be related to each other—stochastically dependent or correlated.
This is practically done by means of clustering via the geometrical positions of all the given data points, and ellipsoids are
raised on the clusters to represent these mutual relationships. Let us underline that this idea also led to the introduction of
ellipsoid games by Alparslan Gök and Weber [21] for PCO 2010. In future, these motivations and applications of GLMs will
be analyzed, performed and implemented in closer detail.
6. A numerical example
In the previous section, generalized partial linear models with B-splines and the parameter estimation for them have
been presented and investigated in detail. In this section, a numerical example for this studywill be given. For the parameter
estimation in the linear part (parametric part), least squares estimation with Tikhonov regularization is considered. For the
nonparametric part, CMARS is taken into account to estimate the smooth model function. CMARS is an alternative to using
multivariate adaptive regression splines (MARS) in the framework of conic quadratic programming [22,23]. Indeed, MARS
is a nonparametric regression procedure that makes no specific assumption about the underlying functional relationship
between the dependent and independent variables for estimating general functions of high dimensional arguments given
sparse data [24]. MARS uses two stepwise algorithms, forward and backward. As an alternative to the backward algorithm,
CMARS constructs a penalized residual sumof squares for a Tikhonov regularization problemusing continuous optimization,
which is considered as a complementary technology. It employs conic quadratic programming (CQP) utilizing the interior
point methods.
The procedure for estimating generalized partial linear models can be explained briefly as follows. Firstly, we apply
the linear least squares approach with Tikhonov regularization to the given data to find a vector β (including the
intercept). After getting the regression coefficients, we subtract the linear least squares model (without an intercept) from
corresponding responses. The subtracted values are our new responses. Then, on the basis of this new data set we estimate
the nonparametric part with CMARS. In this numerical example, without loss of generality, there is no linear part. For the
second (nonparametric) part, we make a CMARS application.
The data set used for a numerical example of CMARS is froma simulated bloodpressure study. There are 100male subjects
in the study. The response variable is systolic blood pressure. The five predictive variables areweight in kilograms, bodymass
index (BMI), age in years, race, and years of education. Descriptive statistics of the continuous variables are summarized in
Table 1.
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Table 2
Key performance measures for the CMARS model.
Statistics Value
Mean square error 19.3852
Correlation coefficient 0.9015
R2 0.8127
Adjusted R2 0.7999
For the categorical variable race, there are 53 Caucasians, 13 African Americans, 27 Hispanic people, and 7 others among
the 100 subjects.
In order to build the MARS model by trial and error we set the maximum number of basis functions allowed to 5,
i.e., Mmax = 5, and set the highest degree of interaction allowed to 2. Then, the number of maximum basis functions and
interactions are as follows, using MARS version 3 developed by Salford Systems:
BF1 = max{0,weight− 65.26};
BF2 = max{0, race− 1};
BF3 = max{0, yearEdu− 13} ∗ BF1;
BF4 = max{0, 13− yearEdu} ∗ BF1;
BF5 = max{0, yearEdu− 10} ∗ BF2.
While BF1 and BF2 have main (separate) effects, the functions BF3 and BF4 and BF5 have an interaction effect. The weight
value of 65.26 is found to be the knot point for the predictor weight. BF3 and BF4 use BF1 to express the interaction between
the variables yearEdu and weight. Similarly, BF5 uses BF2.
In order to construct CMARS models, we use the basis functions of the large model of MARS produced by the forward
stepwise algorithm. The large model for this numerical example is then obtained as follows:
Y = θ0 +
5∑
m=1
θmBFm+ ε
= θ0 + θ1BF1+ θ2BF2+ θ3BF3+ θ4BF4+ θ5BF5+ ε
= θ0 + θ1max {weight− 65.26} + θ2max {race− 1} + θ3max {yearEdu− 13} ∗max {weight− 65.26}
+ θ4max {13− yearEdu} ∗max {weight− 65.26} + θ5max {yearEdu− 10} ∗max {race− 1} + ε.
After constructing the penalized residual sumof squares,we get a Tikhonov regularization problem. To solve this problem
we use conic quadratic programming. All of these processes are run in MATLAB code. To solve the optimization part, we use
MOSEK software. We access the basis functions of the large model for our CMARS code and choose the boundary value for
CQP by trial and error. The CMARS algorithm provides us with many different models without identifying the best one.
In order to give a numerical result, we choose one representative solution which is provided by the program developed.
The CMARS model is given as follows:
Y = 107.3053+ 1.0505 ∗ BF1+ 0.0375 ∗ BF2− 0.0220 ∗ BF3− 0.0327 ∗ BF4+ 0.2590 ∗ BF5.
Key performance measures for this model are summarized in Table 2.
This presentation and application of CMARS introduce a subclass of the optimization approach to support GPLMs. From
a new point of view, GPLM can even integrate the two stages of bilevel programming problems, of continuous, discrete or
mixed-integer ones, and of linear or nonlinear ones.
7. Concluding remarks
In this paper, we undertook an effort to achieve a further introduction of modern continuous optimization into statistical
learning and inverse problems.We presented generalized partial linearmodelswith B-splines and the parameter estimation
for them. In contrast to estimationmethodswhich employ penalty parameters, with the need to regularly adjust them in the
course of an algorithm, e.g., ones of Newton–Raphson type, a well-structured class of convex optimization methods called
the conic quadratic programming class offers an elegant framework of description and analysis, a duality theory, an efficient
algorithm and a reasonable complexity. We refer the reader to [19] for a first introduction of conic quadratic programming
into the statistical theory of semiparametric generalized linearmodels. A closer presentation of the background andmodern
applications of these related models and techniques, including a numerical application, was given in [4].
This paper may support future research in which we will considermultivariate adaptive regression splines (MARS) [24] for
an arbitrary function γ (t). This method is an adaptive procedure because the selection of basis functions is data based and
specific to the problem at hand and to applications of statistics and optimization in areas such as financial mathematics,
economics, natural sciences and social sciences.
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