We use randomized grants to generate shocks to capital stock for a set of Sri Lankan microenterprises. We find the average real return to capital in these enterprises is 4.6%-5.3% per year), substantially higher than market interest rates. We then examine the heterogeneity of treatment effects. Returns are found to vary with entrepreneurial ability and with household wealth, but not to vary with measures of risk aversion or uncertainty. Treatment impacts are also significantly larger for enterprises owned by males; indeed, we find no positive return in enterprises owned by females.
I. INTRODUCTION
Small and informal firms are the source of employment for half or more of the labor force in most developing countries. A central question for policymakers is whether these firms hold the potential for income growth for their owners, or whether they merely represent a source of subsistence income for lowproductivity individuals unable to find alternative work. The rapid increase in development funding being channeled to microfinance organizations is based on the belief that these firms can earn high returns to capital if given the opportunity. Evidence that some firms have high marginal returns is suggested by the very high interest rates paid to moneylenders, and by literature that identifies the effect of credit shocks on those who apply for credit (see Banerjee and Duflo [2005] for an excellent recent summary). However, the sample of firms who apply for credit or who belong to microfinance organizations does not represent the full universe of firms for a number of reasons. 1 We lack a credible estimate of returns among firms not borrowing from formal sources.
In this paper we use a randomized experiment to identify the effect of incremental cash investments on the profitability of all enterprises, irrespective of whether they choose to apply for credit at market interest rates. We then examine the heterogeneity of returns in order to test which theories can explain why firms may have marginal returns well above the market interest rate. We accomplish this by surveying microenterprises in Sri Lanka and providing small grants to a randomly selected subset of the sampled firms. We purposely restricted our survey to firms with less than 100,000 Sri Lankan rupees (LKR, about US$1,000) in capital other than land and buildings. The grants were either 10,000 LKR (about US$100), or 20,000 LKR (about US$200). The larger grants were equal to more than 100% of the 18,000 LKR baseline median level of invested capital.
An accurate measurement of returns to capital is critical to understanding the potential of microfinance. With more than 70 million clients worldwide, microfinance nongovernmental organizations (NGOs) are now the most common source of credit for household enterprises and one of the largest channels for development aid. But available evidence on take-up rates suggests that only a small percentage of those informed about microfinance programs desire loans. Is the return to capital lower than interest rates for nonborrowers? Or do other factors-risk aversion or low levels of financial literacy, for example-prevent potentially beneficial loans from being requested? Despite the rapid spread of microfinance in recent years, there is surprisingly little evidence 1. These reasons include both selection among entrepreneurs as to whether or not to apply for credit, determined by factors such as their attitudes to risk, access to alternative sources of finance, perceptions of the returns on investment, and expectations of getting a loan; as well as selection on the part of the lender as to which firms to accept as clients. Microfinance lending methodologies like group lending may also cause some potential borrowers to forgo loans (Gine and Karlan 2007). of its effectiveness in raising incomes of borrowers. Reviewing the literature, Armendáriz de Aghion and Morduch (2005, p. 199) conclude: "The number of careful impact studies is small but growing, and their conclusions, so far, are [measured] ." The small number of studies is due in part to the difficulty of identifying a comparison sample (Karlan 2001; Morduch 1999) . We generate an identical comparison among firms in our sample through randomization.
Measuring returns at low levels of capital stock also provides important feedback to theory. The theoretical literature on occupational choice has posited a minimum scale below which returns to capital are very low or even zero.
2 Low returns at low levels of capital stock would suggest that individuals without access to a sufficient amount of capital would face a permanent disadvantage. That is, they would fall into a poverty trap. If, on the other hand, returns are high at low levels of capital stock, then entrepreneurs entering with suboptimal capital stocks would be able to grow by reinvesting profits. In this case, entrepreneurs might remain inefficiently small for some period of time, but would not be permanently disadvantaged. In the absence of minimum scale, we might expect returns to be high. Because small-scale entrepreneurs lack access to credit at market interest rates, riskadjusted returns may well be higher than market interest rates.
There is an increasing number of estimates of returns to capital in small-scale productive activities in developing countries (see Banerjee and Duflo [2005] ). Some of the estimates come from broad cross sections of producers, and others from the subset of firms exposed to some shock. Among the former, McKenzie and Woodruff (2006) estimate returns to capital among the smallest urban microenterprises in Mexico, those with less than US$200 invested, of around 15% per month, or an uncompounded rate of 180% per year. Returns in the Mexican data fall to around 40%-60% per year above US$500 of capital stock. McKenzie and Woodruff (forthcoming, 2008) undertake an experiment similar to that reported here among a small sample of enterprises in Mexico with less than US$900 of capital stock. They find returns in the range of 250%-360% per year, higher than the cross-sectional estimates in their earlier work. Udry and Anagol (2006) estimate returns in a sample of small-scale agricultural producers in Ghana to be 50% per year among those producing traditional crops on a median-sized plot and 250% per year among those producing nontraditional crops on median-sized plots. Banerjee and Duflo (2004) take advantage of changes in the criteria identifying firms eligible for earmarked credit from Indian banks. The changes in the laws result in credit supply shocks to identifiable sets of firms, allowing for the identification of the impact of changes in access to finance among this subset of firms. Banerjee and Duflo derive estimates of returns for this set of firms of between 74% and 100% per year.
The central challenge in estimating returns to capital is that the optimal level of capital stock is likely to depend on attributes of entrepreneurial ability, which are difficult to measure. Banerjee and Duflo point to one way around this problem-exploiting an exogenous shock that is uncorrelated with entrepreneurial ability. But this approach has a downside in that the sample is limited to firms or entrepreneurs exposed to the shock. In the case of Banerjee and Duflo's estimates, the estimates apply only to those firms applying for credit. This resolves one problem at the cost of creating another: while estimated returns are less subject to ability bias, self-selection of the subsample suggests that the returns likely overstate those for the full spectrum of firms. However, low returns to capital are only one of several possible reasons entrepreneurs may fail to apply for loans. Firms may lack information about lenders or overestimate the probability that they will be denied a loan. Estimating returns of firms not applying for formal credit is a first step to developing policies to address the constraints faced by small firms.
The difficulty of obtaining an unbiased estimate of returns to capital for all microenterprises, regardless of whether they are active borrowers, is the motivation for the field experiment on which the data used in this paper are based. We use random grants of either cash or equipment to generate changes in capital against which changes in profits can be measured. Randomized experiments have quickly become an important part of the toolkit of development economics (Duflo, Glennerster, and Kremer 2006) , although this is the first experiment of which we are aware involving payments to firms, rather than to households or schools. The random allocation of the grants ensures that the changes in capital stock are uncorrelated with entrepreneurial ability, demand shocks, and other factors associated with the differences in the profitability of investments across firms.
We first use the data to measure the effect of assignment to each of four treatments on capital stock, profits, and hours worked by the owner. After establishing that the treatments did have the expected positive effect on capital stock and profits, we examine the reasonableness of pooling both the four treatments and the data from the various waves of the survey. We then describe the conditions under which we can use the random treatments as instruments for capital stock, and estimate the real marginal return on capital using IV regressions.
We find that both the treatment effects and, for reasonable values of the owner's labor time, the returns to capital range from 4.6% to 5.3% per month, on the order of 60% per year. We find that there is considerable heterogeneity of the returns along measurable dimensions. We set out a model consistent with our data that can be used to investigate the importance of imperfect credit markets and imperfect insurance markets. The model predicts that with imperfect finance and insurance markets, returns to the shocks to capital stock should be higher for more constrained entrepreneurs and those who are more risk averse and face greater uncertainties in sales and profits. Examination of the heterogeneity of treatment effects shows that returns to capital are generally higher for entrepreneurs who are more severely capital constrained-those with higher ability and with fewer other wage workers in the household who can provide liquidity. One important exception to this is that while the conventional wisdom holds that women are more severely credit constrained, we find that the returns are much higher in enterprises owned by males than in enterprises owned by females. We do not find that the treatment effects vary significantly with measures of risk aversion or uncertainty. Taken at face value, the heterogeneity of returns suggests that the high returns are more closely associated with missing credit markets than missing insurance markets.
We show that the results are robust to accounting for spillovers on firms located near the treated firms, to attrition from the sample, and to measurement issues. Finally, we use both the baseline data and the untreated panel to compare returns generated by OLS, random-, and fixed-effects regressions with those generated by the experiment. We find that the experimental returns are more than twice as large as the nonexperimental returns. Attenuation bias arising from the imprecise measurement of capital stock appears to be the most plausible reason for the underestimate of the nonexperimental returns.
II. DESCRIPTION OF EXPERIMENT

II.A. The Sample
We carried out a baseline survey of microenterprises in April 2005 as the first wave of the Sri Lanka Microenterprise Survey (SLMS).
3 Eight additional waves of the panel survey were then conducted at quarterly intervals, through April 2007. The survey took place in three southern and southwestern districts of Sri Lanka: Kalutara, Galle, and Matara. The survey is designed to also study the process of recovery of microenterprises from the December 26, 2004, Indian Ocean tsunami, and so these districts were selected as ones where coastal areas had received tsunami damage. The sample was drawn equally from areas along the coast where firms suffered direct damage from the tsunami; areas slightly inland where firms did not suffer direct damage, but where demand may have been affected; and inland areas where neither assets nor demand are likely to have been affected by the tsunami. We refer to these areas as directly affected, indirectly affected, and unaffected zones. We set out to draw a sample of firms with invested capital of 100,000 LKR (about US$1,000) or less, excluding investments in land and buildings. This size cutoff was chosen so that our treatments (described below) would be a large shock to business capital.
We began by using the 2001 Sri Lankan Census to select 25 Grama Niladhari (GN) divisions in these three districts. A GN is an administrative unit containing on average around 400 households. We used the Census to select GNs with a high percentage of own-account workers and modest education levels, because these were most likely to yield enterprises with invested capital below the threshold we had set. 4 The GNs were stratified according to whether the area was directly affected, indirectly affected, or unaffected by the tsunami. A door-to-door screening survey was then carried out among households in each of the selected GNs. This survey was given to 3,361 households, with fewer than 1% of households refusing to be listed. The screening survey identified self-employed workers outside of agriculture, transportation, 3. Fieldwork was carried out by ACNielsen Lanka (Pvt) Ltd. 4. Although we avoided GNs with high average education levels, the median education level in our sample (10 years) is the same as the median level in the Sri Lankan labor force survey for all adults ages 20-65 years. The mean level of education is only slightly lower (8.9 vs. 9.4 years). We believe the resulting sample is representative of a substantial majority of the own-account workers in Sri Lanka. fishing, and professional services who were between the ages of 20 and 65 and had no paid employees.
The full survey was given to 659 enterprises meeting these criteria. After reviewing the baseline survey data, we eliminated 41 enterprises either because they exceeded the 100,000 LKR maximum size or because a follow-up visit could not verify the existence of an enterprise. The remaining 618 firms constitute the baseline sample. We present results later in the paper indicating that returns to capital were higher among firms directly affected by the tsunami, but we exclude these firms for most of the analysis because the tsunami recovery process might affect returns to capital. We leave the full analysis of the impact of the capital shocks on enterprise recovery to another paper. Excluding the directly affected firms leaves us with a baseline sample of 408 enterprises.
The 408 firms are almost evenly split across two broad industry categories, with 203 firms in retail sales and 205 in manufacturing/services. Firms in retail sales are typically small grocery stores. The manufacturing/services firms cover a range of common occupations of microenterprises in Sri Lanka, including sewing clothing, making lace products, making bamboo products, repairing bicycles, and making food products such as hoppers and string hoppers.
II.B. The Experiment
The aim of our experiment was to provide randomly selected firms with a positive shock to their capital stock and to measure the impact of the additional capital on business profits. Firms were told before the initial survey that we would survey them quarterly for five periods, and that after the first wave of the survey, we would conduct a random prize drawing, with prizes of equipment for the business or cash. The random drawing was framed as compensation for participating in the survey. We indicated to the owners that they would receive at most one grant. For logistical reasons, we distributed just over half the prizes awarded after the first wave of the survey, and the remaining prizes after the third wave; enterprises not given a prize after the first wave were not told whether or not they had won one of the prizes to be awarded in the second distribution until after the third wave. The prize consisted of one of four grants: 10,000 LKR (∼US$100) of equipment or inventories for their business, 20,000 LKR in equipment/inventories, 10,000 LKR in cash, or 20,000 LKR in cash.
In the case of the in-kind grants, the equipment was selected by the enterprise owner and purchased by our research assistants.
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Subsequently, we received funding to extend the panel to nine waves. Because this represented an extension of the survey relative to what firms were told before the baseline survey, we granted each of the untreated firms 2,500 LKR (∼US$25) after the fifth wave.
The randomization was stratified within district (Kalutara, Galle, and Matara) and zone (unaffected and indirectly affected by the tsunami). Allocation to treatment was done ex ante among the 408 firms kept in the sample after the baseline survey. 6 A total of 124 firms received a treatment after wave 1, with 84 receiving a 10,000-LKR treatment and 40 receiving a 20,000-LKR treatment. Another 104 firms were selected at random to receive a treatment after the third survey wave: 62 receiving the 10,000-LKR treatment and 42 the 20,000-LKR treatment. In each case, half the firms receiving a treatment amount received cash, and the other half equipment.
The 10,000-LKR treatment is equivalent to about three months of median profits reported by the firms in the baseline survey, and the larger treatment is equivalent to six months of median profits. The median initial level of invested capital, excluding land and buildings, was about 18,000 LKR, implying that the small and large treatments correspond to approximately 55% and 110% of the median initial invested capital. By either measure, the treatment amounts were large relative to the size of the firms.
Although the amount offered for the in-kind treatment was either 10,000 or 20,000 LKR, in practice the amount spent on inventories and equipment sometimes differed from this amount. Only 4 of the 116 firms receiving in-kind grants spent as much as 50 LKR (US$0.50) less than the amount we offered. More commonly, the entrepreneurs contributed funds of their own to purchase a larger item. This occurred in 65 of the 116 in-kind 5. To purchase the equipment for these entrepreneurs receiving equipment treatments, research assistants visited several firms in the evening to inform them that they had won an equipment prize. The winning entrepreneurs were asked what they wanted to buy with the money, and where they would purchase it. The research assistants then arranged to meet them at the market where the goods were to be purchased at a specified time the next day. Thus, the goods purchased and the place/market where they were purchased were chosen by the entrepreneurs with no input from the research assistants.
6. The authors carried out the randomization privately by computer. The ex ante treatment allocation was kept private from both the survey firm and the firms participating in the survey, with firms only learning they had received a treatment at the time it was given out. Seven firms assigned to receive a treatment after wave 3 attrited between the second and third waves.
treatments. However, in 44 of the 65 cases, the owners contributed less than 500 LKR, or US$5. The entrepreneurs contributed 2,000 LKR or more in only 13% of the cases. We use the amount offered rather than the amount spent in our analysis of the effects of treatment. We have both receipts and pictures of the goods purchased with the in-kind grants. Approximately 57% of the purchases were inventories or raw materials, 39% machinery or equipment, and 4% construction materials for buildings.
Cash treatments were given without restrictions. Those receiving cash were told that they could purchase anything they wanted, whether for their business or for other purposes. In reality, the grant was destined to be unrestricted because we lacked the ability to monitor what recipients did with the funds, and because cash is fungible. Being explicit about this was intended to produce more honest reporting regarding use of the funds. In the survey subsequent to the treatment, we asked how they had used the treatment. 7 On average, 58% of the cash treatments was invested in the business between the time of the treatment and the subsequent survey. An additional 12% was saved, 6% was used to repay loans, 5% was spent on household consumption, 4% was spent on repairs to the house, 3% was spent on equipment or inventories for another business, and the remaining 12% was spent on "other items." Of the amount invested in the enterprise, about two-thirds was invested in inventories and the rest in equipment.
Both the cash and in-kind treatments invested in the firm were almost exclusively spent on expanding the existing line of business, purchasing similar types of inventories and equipment as firms would do with reinvestments of retained earnings. Only three of the treated firms reported changing their line of business after treatment, and these were changes to different products within retail sales. Treated firms were also not more likely to introduce new products: 18.9% of treated firms introduced a new product during the year following the baseline survey, compared to 15.6% of never-treated firms ( p = .40). Thus, it was not the case that the treatments were being used to fund particularly risky new endeavors. 8 7. Our question noted that some entrepreneurs had told us they had spent the money on furniture or other items for the household, some had spent it on food and clothing, and some had invested in their business. In fact, they had told us this during piloting of the wave 2 survey.
8. Furthermore, we find no relationship between the share of the cash treatment invested in the business and the risk aversion of the owner, which is consistent with the view that the treatments were not being used for particularly risky investments.
III. DATA AND MEASUREMENT OF MAIN VARIABLES
The baseline survey gathered detailed information on the firm and the characteristics of the firm owner. The main outcome variable of interest in this paper is the profits of the firm. Firm profits were elicited directly from the firm by asking, What was the total income the business earned during March after paying all expenses including wages of employees, but not including any income you paid yourself. That is, what were the profits of your business during March?
The reported mean and median profits in the baseline are 3,850 and 3,000 LKR, respectively. The survey also asked detailed questions about revenues and expenses. Profits calculated as reported revenues minus reported expenses are lower, awave 2,500 LKR at the mean and 1,350 LKR at the median. Profits calculated in this manner are positively correlated with reported profits, with a correlation coefficient of 0.32. This is about the same level as one finds in other microenterprise surveys. In de Mel, McKenzie, and Woodruff (2008a) , we analyze the measurement of profits in detail, reporting on experiments conducted with different questions, bookkeeping, and monitoring of sales. The biggest reason that reported and calculated profits differ is a mismatch of the timing of purchases and the sales associated with those purchases. Some of the expenses in one month are associated with sales the following month. Correcting for this mistiming increases the correlation with reported profits to awave 0.70. We conclude from the more detailed analysis of measurement issues that the reported profit is the best measure of the firm's profitability, and we use those data for the remainder of this paper. In the Online Appendix, we show that the effects we find are robust to other outcome measures.
The baseline survey also gathered detailed information on the replacement cost of assets used in the enterprise, and whether they were owned or rented. Almost all (99%) assets excluding land and buildings are owned by the enterprises. The majority of assets owned by the enterprises are land and buildings. In the baseline sample, these average 121,000 LKR (US$1,200), though about a sixth (15%) of firms report they own no assets in this category. The firms also reported an average of 14,400 LKR (US$145) worth of machinery and equipment and 13,000 LKR (US$130) in inventories.
In each subsequent wave of the survey, we asked firms to report on the purchase of new assets, the disposition of assets by sale or damage, and the repair and return to service of any previously damaged assets. Changes in the market value of fixed assets are calculated from the responses to these questions. Combined with the data from each previous quarter, these data allow us to estimate equipment investment levels for each quarter of the survey. 9 The survey also asks the current value of inventories of raw material, work in progress, and final goods each quarter. The specific questions related to the measurement of capital stock are described in the Online Appendix.
Of the 408 firms in the baseline survey, 369 completed the ninth wave, an attrition rate of only 9.6%. However, only 391 of the 408 firms completed the survey questions on profits in the first wave, 368 in the fifth, and 343 in the ninth. We concentrate our analysis on the unbalanced panel of 385 firms reporting at least three waves of profit data. We show that our results are robust to corrections for attrition. Table I summarizes the characteristics of the enterprise owners and their firms, and compares the baseline characteristics of firms ever assigned to treatment with those firms always in the control group. The median owner in our sample is 41 years old, has 10 years of education, and has been running his or her firm for 5 years. The sample is almost equally divided between male and female owners. The household asset index is the first principal component of a set of indicators of ownership of durable assets, measured in the baseline survey. 10 The Digit Span Recall Test is a measure of numeracy and short-term cognitive processing ability. Respondents were first shown a three-digit number. The number was then taken away, and the respondents were asked to repeat it from memory after a delay of ten seconds. Those successfully repeating the three-digit number were shown a four-digit number, and so on up to eleven digits. The coefficient of relative risk aversion (CRRA) comes from a lottery game played in wave 2 of the survey, described in more detail in the Online Appendix. Respondents were asked whether they would choose a certain payoff of 40 LKR-about two hours of mean reported earnings-or a gamble with payoffs of 10 or 100 LKR. We varied the percentage 9. We expect that the owners do not make adjustments for depreciation of machinery and equipment. We show in the Online Appendix that the results are unchanged when we adjust the value of machinery and equipment owned at the beginning of each quarter for depreciation of 2.5% per quarter. This depreciation rate is in the middle of the range of 8%-14% estimated by Schündeln (2007) for small and medium sized enterprises in Indonesia.
10. We use the following seventeen asset indicators to construct this principal component: cell phone; landline phone; household furniture; clocks and watches; kerosene, gas, or electric cooker; iron and heaters; refrigerator or freezer; fans; sewing machines; radios; television sets; bicycles; motorcycles; cars and vans; cameras; pressure lamps; and gold jewelry. .4
. 3 Note: All data based on baseline survey. Profits, revenue, and capital stock data in Sri Lankan rupees. The last column reports the p-value for the t-test of the equivalence of means in the samples assigned to control on the one hand and any of the four treatments on the other. The household asset index is the first principal component of variables representing ownership of seventeen household durables, listed in the Online Appendix; Digit Span Recall is the number of digits the owner was able to repeat from memory ten seconds after viewing a card showing the numbers (ranging from 3 to 11); risk aversion is the CRRA calculated from a lottery exercise described in the text and Online Appendix.
chance of winning the higher payoff from 10% to 100%. The CRRA is calculated from the switchover point from the certain payoff to the gamble. Randomization was done by computer, and so any differences between the treatment and control groups are purely due to chance. In general the randomization appears to have created groups that are comparable in terms of baseline characteristics, with the only significant difference in means occurring for a household durable asset index, with firm owners in the control group having slightly higher mean baseline assets. Our main specifications will include enterprise fixed effects to improve precision and account for such chance differences between treatment groups.
IV. ESTIMATION OF BASIC EXPERIMENTAL TREATMENT EFFECTS
We begin by examining the impact of treatment on the outcomes of interest. The first marker is capital stock, where the treatments were designed to have a direct effect. We are also interested in the effect of the treatments on enterprise profits and the number of hours worked by the owner. We estimate regressions of the following form:
where Y represents the outcome of interest; g = 1 to 4, the four treatment types granted to enterprise i any time before wave t; δ t are wave fixed effects and λ i are enterprise fixed effects. We cluster all standard errors at the enterprise level. We estimate (1) in both levels and logs, though as we will discuss, the interpretation of the treatment effect measured in logs is less straightforward. We begin by pooling all waves of the survey. We also remove outliers at the top of the sample, trimming the top 0.5% of both the absolute and percentage changes in profits measured from one period to the next. We discuss both of these issues in the next section. The results are reported in Table II .
The first column of the table verifies that the treatment did increase capital stock as intended. All four treatments are significantly associated with higher levels of capital stock. The measured impact of the cash treatments is somewhat higher than the impact of the in-kind treatments, though the large standard errors on the individual treatments mean that the differences (2) and (4) use the log of capital stock and profits, respectively. Profits are measured monthly and hours worked are measured weekly. All regressions include enterprise and period (wave) fixed effects. Standard errors, clustered at the enterprise level, are shown in parentheses. Sample is trimmed for top 0.5% of changes in profits.
* * * p < .01, * * p < .05, * p < .1.
between cash and in-kind treatments are not significant. Trimming the top and bottom 1% of capital stock reduces these differences.
11 Column (2) shows the treatment effects measured in logs rather than levels. Logs have the advantage of dampening the effect of outliers. The coefficient measures the percentage change in capital stock for each treatment. Because enterprises had different levels of pretreatment capital stock, a treatment represents a different percentage increase of each firm's capital stock. Nevertheless, all four treatments have the expected positive effects on capital stock using logs, and the effects are roughly proportional to the size of the treatment. At the mean baseline capital stock, the effect of the in-kind treatments on capital stock (120%-130% of the treatment amount) is larger than that measured with levels, whereas the effect of the cash treatments (70%-90% of the treatment amounts) is somewhat smaller.
11. The treatment effects after trimming capital stock are 5,780 (6,227) for the 10,000 LKR in-kind (cash) treatment and 13, 443 (17,325) for the 20,000 LKR in-kind (cash) treatment.
Though capital stock represents the most direct measure of impact, we are most interested in the impact of the treatment on the profits generated by the business. This is shown in column (3) in levels and column (4) in logs. Profits are measured monthly and deflated by the Sri Lanka Consumers' Price Index to reflect April 2005 price levels. 12 In either case, three of the four treatments have significant, positive effects on profit levels. The smaller inkind treatment has measured positive but insignificant effects, while the smaller cash treatment has surprising large measured impacts. Only the difference between the 10,000 LKR cash and 10,000 LKR in-kind treatments is significant at the .05 level. The four coefficients in column (3) indicate increases in monthly profits ranging from 2% to 14% of the treatment amount, and the coefficients in column (4) indicate returns of 4%-6% per month at the mean of baseline profits. The last column of Table II shows the impact of the treatment on hours worked. Both 10,000 LKR treatments are associated with a higher number of hours worked. Those receiving the smaller treatments work 4-6 hours per week longer than the untreated owners, against a baseline of just over 50 hours per week. The treatments might also affect the use of the labor of family members or hired workers in the enterprises as well. In results reported in the Online Appendix, we find no effects of the treatment on nonowner labor hours.
IV.A. Trimming Outliers
We next examine the impact of trimming the sample for outliers and confirm that it is reasonable to pool treatments across time, by level, and by treatment type. We focus on the effect of treatments on profit levels. We begin by assuming each enterprise is characterized by a linear production function and that the treatments have homogeneous effects on the enterprises. We later relax both of these assumptions.
The data we obtained from the survey firm contained several observations with large positive or negative changes in profit levels reported by the same firm across time. These outliers were rechecked for coding errors, and a handful of errors were found and corrected. Among the remaining outliers, the survey firm was 12. Data are from Sri Lanka Department of Census and Statistics, http://www.statistics.gov.lk/price/slcpi/slcpi monthly.htm (accessed February 17, 2007) . Capital stock data are not deflated because they are based on market values reported as of March 2005. These market values are not adjusted for inflation or depreciation, a point we discuss further in the next section. able to confirm that several of the large drops in profits resulted from a temporary suspension of the firm's activities, sometimes because of illness of the owner and sometimes from a lack of demand. Because these types of events represent risks of running a business, it is important that they not be trimmed from the data. In other cases, the survey firm was not able to confirm the reason for the large changes in either direction. Some of these are likely due to errors made by the survey enumerators in recording the responses in the field. We believe it is reasonable to trim the sample for large changes in profits when these are unlikely to be caused by events such as owner illness, to prevent them from having undue influence on the results. The first column of Table III shows the mean treatment effect in the untrimmed sample, with the treatment variable collapsed into a single measure taking the value of 100 for a cash or in-kind treatment of 10,000 LKR and 200 for a cash or in-kind treatment of 20,000 LKR.
13 Measuring the treatment in units of 100 LKR allows us to interpret the coefficients directly as a percentage of the treatment amount. The second column trims out the top 0.5% of the percentage and level increases in profits. This trims observations in which an enterprise reported an increase in profits of more than 948%, or more than 20,350 LKR from one wave to the next, six and four standard deviations from the mean change, respectively. A comparison of coefficients in columns (1) and (2) of Table III shows that trimming has the effect of slightly decreasing both the estimated impact of the treatment and the standard error.
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IV.B. Pooling of Treatment Effects
The remaining columns of Table III report results from splitting the treatment in various dimensions. In column (3), we test 13. The 2,500 LKR payment made to untreated enterprises after wave 5 is coded as 25.
14. In many contexts, quantile (median) regressions provide an alternative to trimming. Quantile regressions of real profits on the treatment amount and wave dummies using the untrimmed data give a coefficient of 500 at the 25th quantile and 75th quantiles and 464 at the median-similar in size to the trimmedfixed-effects mean treatment effect of 541. However, these quantile regression coefficients tell us, for example, the change in median profits from the treatment, which is not the same as the median change in profits arising from our treatment (Abadie, Angrist, and Imbens 2002) . The median treatment effect cannot be identified without imposing strong assumptions. Furthermore, quantile regressions are not estimable with fixed effects, and more restrictive approaches to estimating quantile regression models with panel data are still in their infancy, with many theoretical issues still to be resolved (Koenker 2004) . Given that trimming appears to have only modest effects on the estimated mean effects, and that we believe most of the trimmed observations reflect measurement errors, we use trimming rather than quantile regression for the remainder of the paper. (1)- (4) and (6) show the effect of a 100-rupee treatment on profits; the coefficients in column (5) show the effect of a 100-and 200-rupee treatment. Profits are measured monthly and hours worked are measured weekly. All regressions include enterprise and period (wave) fixed effects. The sample in column (6) includes enterprises directly affected by the tsunami, which are excluded from other regressions reported in the paper. whether pooling all of the posttreatment waves of the sample is reasonable. We compare the returns in the four quarters following treatment with the returns five to eight quarters after treatment. We find that a 10,000 LKR treatment increases profits by 547 LKR (5.5% of the treatment amount) in the first four quarters after treatment and 488 LKR (4.9%) in the subsequent four quarters, an insignificant difference ( p = 0.76). Next, we allow the effect of the in-kind treatment to differ from the effect of the cash treatment. In column (4), we find that the measured effect of the cash treatment is larger than the effect of the in-kind treatment (a 6.7% vs. 4.2% monthly return), but the difference is not significant at conventional levels ( p = .45). Column (5) shows that we cannot rule out linearity of the returns measured by the two treatment levels. Profits increase by 760 LKR per month with the smaller treatment, 7.6% of the treatment amount, whereas they increase by 900 LKR per month, or 4.5% of the larger treatment.
The difference in returns is not significant. Finally, column (6) adds the sample of firms in the coastal area that were directly affected by the tsunami and allows returns to differ in each of the three zones. The data indicate that the effect of the treatment is identical in the inland and near-coastal areas, making the combination of these reasonable. Among enterprises directly affected by the tsunami, the impact is larger and less precisely measured. Though the difference between the coastal area and the other two zones is not statistically significant ( p = .44 for the combined inland and near-coastal areas), we believe the nature of the recovery process justifies separation of the coastal area from the other two zones. We examine the recovery issues in more detail in de Mel, McKenzie, and Woodruff (2008b) .
V. ESTIMATING THE RETURN TO CAPITAL
The results to this point show the impact of the experiment on profit levels of firms, without saying anything about the channel through which the treatment effect operates. This may be the 15. While the aggregate returns are larger but not statistically different, we show in de Mel, McKenzie, and Woodruff (2008b) that the returns among tsunamiaffected firms are very high in the retail sector, and zero in the manufacturing/services sector. There is no difference in the return across sector in the other two areas. We also show that, compared to the inland firms, revenues of firms in the near coastal zone were reduced for only two quarters following the tsunami, whereas revenues remained lower even after nine waves for the directly affected firms. most relevant analysis for lenders, who are likely to be interested in whether the additional profits are sufficient to allow repayment of loans, or to NGOs, governments, or others providing cash to microenterprise owners. But we are also interested in isolating the returns to the additional capital stock generated by the treatments. Doing this requires some additional assumptions. We must estimate
using the treatments as an instrument for capital stock, K i,t . Profits and capital may be measured in either levels or logs, reflecting a linear or constant elasticity of substitution (CES) production function, respectively. In the Online Appendix we present additional analysis showing that we cannot reject that the level of profits is linear in capital.
For the random treatments to be valid instruments for changes in capital stock, they must affect capital stock alone, and not be associated with changes in either the levels or the marginal products of other factors affecting production. Table II shows that although the treatments do indeed increase capital stock, they also affect the number of hours worked by the owner in the enterprise, violating this condition. In addition, treatment could also increase the quality of labor supplied by the owner. While the treatment might lead to an initial burst in energy from the owner, our assumption is that this is mainly manifested through hours of work supplied, and any further effects are not prolonged. We have no instrument that varies across time for changes in the owner's labor effort or the effect of effort on output by the firm (i.e., the cross partial of capital and labor). Instead, we proceed by adjusting profits to reflect the value of the owner's time in the production of profits. We discuss this adjustment in more detail below.
If the marginal return to capital is the same for all firms, β i = β, then after the adjustment for own labor hours, the IV estimator will provide a consistent estimate of the marginal return to capital, β. However, if there are heterogeneous returns to capital, stronger assumptions are needed in order for the IV estimator to consistently estimate the average marginal return to capital. Adapting the discussion in Card (2001 Card ( , p. 1142 on identifying returns to education, 16 the IV estimator will consistently identify the average marginal return to capital if the treatment induces an equal change in capital stock for all firms receiving the 10,000 LKR treatment, and twice this change in capital stock for all firms receiving the 20,000 LKR treatment, or if, more generally, the change in capital stock induced by the treatment is independent of the marginal return to capital, β i . If these conditions do not hold, and we assume that the change in capital stock induced by the treatment is nonnegative for all firms, then the IV estimator provides a local average treatment effect (LATE), which is a weighted average of the marginal returns to capital, with the marginal return to each firm weighted by how much that firm's capital stock responds to the treatment.
The change in capital stock induced by the treatment is unlikely to be identical across firms because firms were free to choose how much of the cash treatment to invest in their business and how much of the in-kind treatments to decapitalize. If individuals with higher marginal returns to capital invest more of the treatment in their business, then the LATE estimated by instrumental variables will exceed the average marginal return to capital. However, as we show below with our theoretical model, enterprise owners with high marginal returns to capital in the business also have high returns to further cash in their household (otherwise they would reallocate cash from household uses to business uses). As such, the pretreatment marginal return to capital in the business will be equated to the opportunity cost of capital in the household for each firm owner, leaving him or her indifferent between investing a marginal unit in the firm or in the household. Then high-marginal-return firm owners will invest more of the treatment in their firm only if the household return to capital falls at a faster rate than the return to capital in the firm.
We can test whether the percentage of treatment invested in the enterprise is associated with characteristics potentially correlated with the return to capital, such as the measured levels of ability, risk aversion, and pretreatment measures of the success of the enterprise. In results reported in the Online Appendix, we find no relationship between the percentage invested and baseline household assets, years of schooling, Digit Span scores, the baseline profit/sales and profit/capital stock ratios, or the CRRA estimated from the lottery exercise.
17 These are reassuring results and suggest that it may be reasonable to interpret the IV estimator as indeed providing the average marginal return to capital. Nevertheless, we are unable to rule out possible correlations between the response of capital stock to the treatment and unobserved characteristics such as unmeasured ability or demand shocks.
With these caveats in mind, Table IV reports the results of IV regressions measuring returns to capital. The first two columns use real profits and log real profits as dependent variables. In levels, we find that the shock is associated with a rate of return of 5.85% per month. The treatment amount is highly significant in the first stage, and has a coefficient of 0.91. The log specification also shows a highly significant instrumented return to capital. At the mean baseline capital stock (26,500 LKR) and mean baseline profit levels (3,850), this implies a return of 5.51% per month, almost identical to the return calculated in levels. At the median baseline profit/capital stock ratio (0.17), the return is 6.46% per month. Thus, the log specification appears to produce estimates very similar to the linear specification.
Column (3) of Table IV uses the four individual treatments as instruments for changes in capital stock, rather than the single measure of the treatment amount. The individual treatments result in a slightly lower estimated return to capital, 5.16% per month. Following Kling, Liebman, and Katz (2007, p. 95) , one can visually display the variation underlying this IV estimate by means of a scatterplot of the 41 adjusted profit and capital stock means for each of the treatment groups in each time period, normalized so that each time period has mean zero ( Figure I ). The figure shows that there is a consistent pattern across time periods and groups in which higher capital stock is associated with higher levels of adjusted profits. The slope of the fitted line is the 2SLS estimator.
None of these first three specifications makes any attempt to adjust for the changes in the owner's hours worked. Recall that business profits include the earnings of the firm owner. Hence the increase in real profits from the treatment reflects both the return to the additional capital and the return to the additional hours 17. The interaction with the profit/capital ratio comes closest to being significant ( p = .11), but is negative, indicating that less profitable firms invested more of the grant. (4) and (5), as described in the text. In column (4), the owner's time is valued by regression coefficients from a production function using baseline data; in column (5), we use the median hourly earnings in the baseline sample for each of six gender/education groups. A single variable measuring the rupee amount of the treatment is used as the instrument in columns (1) and (2) and (4) and (5). In column (3), we use four separate variables indicating receipt of each treatment type. Except in column (2), the coefficients show the effect of a 100-rupee increase in the capital stock. All regressions include enterprise and period (wave) fixed effects. Standard errors, clustered at the enterprise level, are shown in parentheses.
The F statistic is the partial F statistic in the first-stage regression on the excluded instruments. 
FIGURE I Partial Regression Leverage Plot
Notes: The unit of observation is the wave * treatment group, for four treatments and nine waves. The line passes through the origin with a slope of 5.85 representing the IV-FE estimation of column (1), Table IV , of real profits on capital stock and wave indicators, using treatment group by wave interactions as instrumental variables.
worked by the owner. As we noted, we have no instrument for the changes in hours worked. An alternative approach is to create a measure of profits stripped of the value of the owner's labor hours. To do this, we need an estimate of the additional profit generated when the owner increases the number of hours (s)he works in the enterprise. We derive two estimates of the value of the owner's time, which can be thought of as lower and upper bounds. First, we estimate the marginal return to owner labor by using the baseline data to regress profits on capital stock (exclusive of land and buildings), age of the owner, six education/gender dummy variables, and the interaction of these six variables with the owner's monthly labor hours. The education/gender categories allow the return to labor to vary with the characteristics of the owner. Given the cross-sectional nature of the regression, there are endogeneity issues with both capital stock and hours. Nevertheless, the coefficients on owner's labor hours, which range from 0 to 9 LKR per hour, provide some indication of the value of an additional hour worked by the owner. We multiply the appropriate coefficient by the reported hours worked in each wave of the survey, and subtract that from the reported profits. Doing so results in negative real profits for approximately 10% of the firm-period observations. The negative profits make estimation of the CES production function problematic. So, we estimate the adjusted profit regressions using only a linear specification. Column (4) of Table IV shows that returns to capital thus measured are 5.29% per month.
As an alternative estimate of the value of hours worked, we take the median hourly earnings reported in the baseline survey, again using the six education/gender categories. Dividing profits by hours worked reported in the baseline survey produces median values ranging from 7.9 LKR per hour for females with fewer than 8 years of schooling to 17.3 LKR per hour for males with 8 to 10 years of schooling. These estimates assume that there is zero average return to capital in the median firm in each of these six categories, and are thus likely an overestimate of the value of the owner's time. Indeed one-third of the firm-period observations have negative profits using this measure. Nevertheless, the returns to capital fall only to 4.59% per month when owner's labor is valued in this manner. Given that the changes in hours worked by the owner are modest, a fairly wide range of estimated values of the owner's time has only a modest effect on the estimated returns to capital in the enterprises.
VI. HETEROGENEITY OF TREATMENT EFFECTS
We find that the treatment increased real monthly business profits by between 5% and 6%. Even if all these additional profits are consumed by the household and not compounded by reinvestment in the business, this would still give a real annual return in excess of 60%. This greatly exceeds the market interest rate on loans being charged by banks and microfinance institutions. Typical nominal market interest rates are 16%-24% per annum for two-year loans. Assuming a 4% inflation rate, this equates to an effective annualized real rate of 12%-20% per annum. The presence of marginal returns well in excess of the market interest rate therefore raises the question of why firms are not taking advantage of these high returns, an issue we address in this section.
VI.A. A Model of Heterogeneous Returns
In the baseline survey, 78% of firm owners reported that their business was smaller than the size they would like. When asked what they view as constraints to the growth of their business, the most prevalent constraint reported is lack of finance, which 93% of firms say is a constraint. The second most prevalent constraint, lack of inputs, which 53% of firms list as a constraint, is also likely to reflect in part liquidity constraints, as firms said that they couldn't afford to buy all the inputs they would need. The perception of financial constraints is supported by the relatively rare use by firms of formal finance. Only 3.1% of our firms have a bank account for business use, and 89% of firms got no start-up financing from a bank or microfinance organization. Formal credit is scarcely used at all for financing additional equipment purchases. Instead the major source of funds is personal savings of the entrepreneur and loans from family. On average, 69% of start-up funds came from this source, and 71% of firms relied entirely on own savings and family for start-up funds.
After finance, the second most common set of constraints to growth according to the firms themselves can be broadly interpreted as reflecting uncertainty among firms about realizing the gains from investment. The possibility of lack of demand for products (which 34% of firms say is a constraint), lack of market information (16% say is a constraint), and economic policy uncertainty (15% say is a constraint) all suggest that the riskiness of returns could be important.
These perceptions suggest that missing markets for credit or for insurance against risk could be important factors in explaining the high marginal returns to capital. 18 We provide a simple model of microenterprise production to illustrate how these missing markets can give rise to marginal returns in excess of the market interest rate, and to suggest dimensions along which to examine the heterogeneity of returns.
Consider a one-period model in which the enterprise owner supplies labor inelastically to the business. 19 The household has an endowment of assets A and allocates the number of other working-age adults in the household, n, to the labor market, where they are paid a fixed wage w. The household can finance capital 18. These are two of the most common explanations considered in the literature. See Banerjee and Duflo (2005) for an excellent recent review of different explanations. Missing credit and insurance markets appear the most important for our setting among the different theories they summarize.
19. This simple model is an adaptation of the agricultural household model set out in Bardhan and Udry (1999) . We show in the Online Appendix the consequences of relaxing the inelastic labor supply assumption on the model's main results. stock (K ) through the formal credit market by borrowing (B), and through its internal household capital market, by allocating A K of household assets and I K of household labor income to financing capital stock.
The household's problem is then to choose the amount of capital stock, K, to invest in the business, subject to its budget and borrowing constraints:
where ε is a random variable with positive support and mean 1, reflecting the fact that production is risky, and r is the market interest rate. The production function of the firm, f (.) depends on the level of capital stock, and on θ , the ability of the entrepreneur.
With well-functioning credit and insurance markets, households will choose K to maximize expected profits and as a result, households choose K such that
That is, households will choose capital stock so that the marginal return to capital equals the market interest rate. In this case, the marginal return to capital will be the same for all firms, and will not depend on the characteristics of the owner or household.
The more general solution to the household's first-order condition for K is
where λ is the Lagrange multiplier on condition (4), and is a measure of how tightly overall credit constraints bind. We can consider two subcases.
Perfect Insurance Markets, Missing Credit Market.
With perfect insurance, risk and uncertainty do not matter, and (9) reduces to f (K, θ) = r + λ. That is, the marginal return will exceed the market interest rate by the shadow cost of capital. Solving the first-order conditions for the optimal choices of B, I K , and A K yields
where µ B , µ A , and µ I are the Lagrange multipliers on constraints (5), (6), and (7), respectively. Credit constraints will therefore be binding if and only if both the external (formal) and internal (household) credit markets are binding. Given the lack of access to bank finance by our firms, it therefore appears that the critical determinant of whether or not credit constraints bind will be the shadow cost of capital within the household.
In our model, λ will then depend on the amount of internal capital available, which is increasing in household assets A and in the number of workers n. However, it will also depend on what the firms' unconstrained level of capital will be. If ability θ and capital are complements, then higher ability individuals will desire more capital, and so will be more likely to be constrained for a given level of assets and workers. As a result, if credit constraints are the reason for high returns, we predict that the marginal return to capital will be higher for firms with greater ability, lower for households with more workers, and lower for households with more liquid household assets. We will test for this by examining whether the effect of our treatments varies with these factors.
Perfect Credit Markets, Missing Insurance
Market. An alternative explanation for the high marginal returns could be that credit markets function well, but that households are risk averse and insurance markets are missing. In this case equation (9) simplifies to
Because consumption increases with ε, Cov(U (c), ε) < 0. Because U (c) < 0 this implies that r < f (K, θ). The size of the gap between the market interest rate and the marginal return to capital will be increasing in the level of risk in business profits, and in the level of risk aversion displayed by the household. We test this by interacting the treatment effect with measures of the risk aversion of the entrepreneurs and the perceived uncertainty they have in their profits.
VI.B. Estimation of Heterogeneous Treatment Effects and Measurement of Factors Determining Heterogeneity
The above theory shows that the pattern of heterogeneity of treatment effects can inform us about the reasons why returns are so high and exceed market interest rates. We allow for heterogeneity in treatment effects through estimation of variants of the following fixed-effects regression:
The parameter γ s then shows how the effect of the treatment amount varies with characteristic s. 20 Because the evolution of profits over time may vary with X s,i,t even in the absence of treatment, we allow the wave effects δ t to also differ with individual characteristics. The theoretical model suggests that the heterogeneity of returns could vary with the number of workers in the household, household wealth, entrepreneurial ability, risk aversion, and uncertainty. The Online Appendix discusses how each of these characteristics is measured. We also directly test whether returns differ by gender, because women are argued to be poorer than men on average (e.g., Burjorjee, Deshpande, and Weidemann [2002] ; FINCA [2007] ), to have less collateral, and hence to be more credit constrained (e.g., Khandker [1998] ; SEAGA [2002] ).
VI.C. Results on Treatment Effect Heterogeneity
Table V presents the results from estimating equation (12) allowing for different forms of heterogeneity in the treatment effects. We focus on the treatment effects, not attempting to isolate 20. The upper limit of 100,000 LKR of capital stock may result in an interaction between ability and some of the characteristics we are interacting with the treatment. For example, an entrepreneur of a given ability level may stay within the sample criteria if there are no additional workers in the household but grow beyond that limit if there are additional workers. The presence of additional workers would then be negatively correlated with entrepreneurial ability in the sample. This should be kept in mind when interpreting the coefficients on the interaction effects. (2) excludes 20 enterprises that are either jointly owned or in which the identity of the owner changes in at least one wave of the survey. The household asset index is the first principal component of variables representing ownership of 17 household durables; digit span recall is the number of digits the owner was able to repeat from memory, ten seconds after viewing a card showing the numbers (ranging from 3 to 11); risk aversion is the CRRA calculated from a lottery exercise described in the text; and uncertainty is the coefficient of variation of expected sales three months from the date of survey. All of the interaction terms are calculated as deviations from the sample mean. The coefficients show the effect of a 100 rupee increase in the capital stock. All regressions include enterprise and period (wave) fixed effects, as well as the interaction of period effects and each included measure of heterogeneity. Standard errors, clustered at the enterprise level, are shown in parentheses.
the portion of the impact operating through increased capital stock. All of the reported regressions are based on a linear production function. Column (1) presents the overall treatment effect, repeating column (2) of Table III . Column (2) separates the treatment effect by gender. We limit the sample to those enterprises in which either a male or a female reports being the owner in each of the nine waves of the survey. There are twenty enterprises in the sample where the gender of the person responding as the owner changes, or where the respondents report that the enterprise is jointly owned by the male and female. Surprisingly, we find a very large positive effect of the treatment for males and no significant effect for females. This runs counter to the idea that women are more constrained than men, though there are other explanations beside capital constraints. Our ongoing research examines this result and the potential explanations in more detail, with preliminary results discussed in de Mel, McKenzie, and Woodruff (2007) . In column (3), we allow the return to vary with two measures of household wealth and liquidity and two measures of the owner's ability. About half of the households report having at least one paid wage worker. We expect the shadow value of capital to be lower in households with wage workers, as the wages generate a source of funds for investing in the enterprise. Similarly, we expect the shadow value of capital to be lower in wealthier households, which we measure with the first principal component of a vector of household durable assets. We find (column (3)) that both of these variables have the expected sign. When they are included together, the household asset measure is significant at the .05 level, and the wage worker variable just misses the .10 cutoff. Either is significant when included without the other.
The two ability measures are highly significant. Both indicate that more able owners experienced larger impacts from the treatment. An additional year of schooling (one-third of a standard error) increases profits from the 10,000 LKR treatment by 156 LKR, and an additional digit recited (0.8 of a standard error) increases profits from the same treatment by 380 LKR. These results imply that treatment has a larger effect on more able entrepreneurs. This is again consistent with credit constraints, because it implies that the return deviates further from market interest rates for more able entrepreneurs.
Column (4) shows no significant interaction of the treatment amount with risk aversion or uncertainty.
21 Risk aversion is assessed through lottery experiments played with real money with each firm owner, while uncertainty is measured by the coefficient of variation in the subjective distribution of profits elicited from 21. These results are robust to using a subjective measure of willingness to take risk based on questions modeled on the German Socioeconomic Panel Survey. Recall as well that we find no relationship between risk aversion and the proportion of the grant invested in the enterprise. each firm owner. 22 The coefficient of uncertainty on firm profits is negative, which would suggest that firm owners facing more uncertainty have lower returns. These results are inconsistent with risk-averse entrepreneurs facing missing insurance markets causing high marginal returns, as this would lead us to expect that both coefficients would be significantly positive.
The results are very similar if we include the wealth, ability, risk, and uncertainty measures together, although the uncertainty measure becomes larger and significantly negative at the .05 level. Columns (4) and (5) of Table V break the sample into enterprises owned by males and by females. While the returns are clearly higher for males at the sample means of all of the variables, there is significant heterogeneity in both the male and the female samples. We use the coefficients on the treatment amount and the treatment interaction terms to derive a predicted return for each individual in the survey. The data show that about 60% of female owners and just over 20% of male owners have predicted returns below the market interest rate.
Taken together, the heterogeneity of returns supports the view that the high marginal returns from treatment reflect credit constraints rather than missing insurance markets. Credit constraints bind more tightly, and thus marginal returns are higher, for more able entrepreneurs and for entrepreneurs with a high shadow cost of capital within the household, measured by the presence of fewer paid wage workers. The large variance of the returns may explain why lenders are hesitant to lend to the enterprises.
VII. ROBUSTNESS TO SPILLOVERS, HAWTHORNE EFFECTS, AND ATTRITION
VII.A. Controlling for Potential Treatment Spillovers
A key condition for randomization to provide valid estimates of the treatment effect is the stable unit treatment value assumption. This requires that the potential outcomes for each firm are independent of its treatment status and of the treatment status of any other firm (Angrist, Imbens, and Rubin 1996) . As Miguel and Kremer (2004) and Duflo, Glennerster, and Kremer (2006) note, the presence of spillovers can cause this assumption to be violated, leading to biased estimates of the treatment effect. It is therefore important to test for spillover effects arising from our grants to firms.
We collected the GPS coordinates of each firm in our survey, taking advantage of improvements in precision and technology which allow location to be measured accurately to within 15 meters, 95% of the time (Gibson and McKenzie 2007) . This allows us to construct a measure of the number of treated firms in the same industry at any given point in time within a given radius of each firm. In our baseline survey, the median firm reported that 80% of its revenue came from customers within one kilometer of the business. With this in mind, we examine the effects of treatments provided to firms in a radius of either 500 meters or 1 kilometer from each firm. After the second set of treatments, the median firm in our sample has one firm in its industry treated within 500 meters, and also one firm treated within 1 kilometer. The means are 1.6 firms within 500 meters and 2.8 firms within 1 kilometer.
We then estimate the treatment effect regression as
where N d i,t is the number of treated firms in the same industry within radius d of firm i at time t. The average overall treatment effect on profits for treated firms is then β + γN d , whereN d is the average number of treated firms in the neighborhood of distance d of a treated firm. We likewise augment the returns to capital regression in equation (2) to include this spillover effect. The estimated returns to capital will be just the coefficient β on capital, which gives the marginal impact on profits of a change in capital, controlling for any firms getting treated nearby. Importantly, the mean number of treated firms within 500 meters is identical in the sample of treated and untreated firms (1.82 for treated firms vs. 1.77 for untreated firms). Thus, each treatment negatively affects other treated and control firms in an identical manner, implying that β remains the estimated average impact of the treatment on the treated firm. Table VI reports the results of estimating (13). Columns (1) and (3) show a negative and significant spillover effect when estimating the treatment effect and return to capital, respectively. Each treated firm within 500 meters lowers real profits by 141 LKR, and real profits adjusted for the value of the owner's hours (calculated from the regression coefficients discussed above) by 123 LKR. However, even after controlling for the number of firms treated within the neighborhood of a firm, the estimated return to capital for a treated firm is awave 5.4% per month, very close to that estimated in Table IV . The spillover effects are insignificant when we consider a neighborhood of radius 1 kilometer awave the firm, although they are similar in size when taken at the mean. Exploring the data further allows us to say something about the nature of the spillovers. The distribution of the number of firms within a neighborhood of a treated firm is highly skewed. When we examine this by industry, we find that the bamboo industry is an outlier. All of our 29 bamboo product firms are located in two adjacent GNs, and the median (mean) bamboo firm had 12 (10) treated bamboo firms within 500 meters by wave 5 of our survey. In contrast, all other industries have mean and median numbers of treated firms of three or fewer in wave 4. In results shown in the Online Appendix, we find that excluding the firms in the bamboo sector causes the spillover effect to shrink by half and to lose statistical significance.
23 Column (5) of Table VI shows that the gender differences remain after we control for spillovers. The other results reflecting heterogeneity of treatment impacts are also unaffected when we control for spillovers.
The significant spillovers therefore seem confined to the bamboo industry. The relevant spillovers among bamboo firms appear to be on the supply side. There are restrictions imposed by the government on the harvesting of bamboo, limiting the supply of raw materials. Treated firms apparently purchased all of the supplies available, crowding out the supplies of other firms in the same industry. The fact that spillovers lose significance when the bamboo sector is removed suggests that demand-side spillovers may be less important. However, we should keep in mind that we measure the impact of spillovers only on those enterprises included in the sample. The measure does not reflect spillovers-positive or negative-on enterprises not included in the sample. Therefore, controlling for spillovers as we have does not allow us to make any statement about the impact of the treatments on overall economic activity or income.
VII.B. Robustness to Reporting Effects
Our main outcome of interest is the profits reported by the firm. Given the self-reported nature of the profit data, we should be concerned with both general misreporting and changes in reporting behavior caused by the treatment themselves. We address both of these here. We note that the small enterprises in our sample often keep no written records and generally purchase goods for resale at shops where they receive no receipts.
Owners tell us that "firms like theirs" generally underreport both revenues and profits, most commonly over concern that the 23. A spillover radius of 100 meters produces results that are similar in all respects to the radius of 500 meters. Spillovers are significant for the full sample, but insignificant once the bamboo sector is excluded. The coefficient is larger, reflecting the fact that many fewer firms have a treated enterprise within 100 meters. Spillovers at any radius are not significant when measured using a broader industry category. These results are also included in the Online Appendix. data may be reported to tax authorities. For the linear regressions, underreporting by all firms would lead to an underestimate of returns. Firms may also misreport unintentionally, because they fail to remember operating data accurately. We provided half of the firms, randomly selected, with simple account ledgers at the time we administered the second through the fifth waves of the survey. We asked firms to record revenues, expenses, and goods and cash taken from the business for household purposes on a daily or weekly basis. We find that neither assignment to the books treatment nor the interaction of this assignment and the treatment amount are significant when included in the profits regression. (See the Online Appendix for details.) We interpret this as an indication that noise from recall does not have a significant effect on the estimated treatment effect.
A second concern is that owners change their reporting of profits as a result of the treatment. Deliberate overreporting of profits in response to treatment is likely to be a concern in evaluation of business loans or business training programs, where firms who wish to receive more help from the program in the future wish to show that they are benefiting from the treatment they have received. We believe this is not driving the treatment impacts we describe for several reasons. First, the treatment was presented to the firm as a "prize" received as compensation for participating in a survey, awarded randomly. As such, owners had no reason to think future prizes would be forthcoming on the basis of how they used the prize. Second, the pattern of results suggests that if the treatment affected reporting, it did so only for some types of owners. We find large treatment effects among males, but not among females. In the tsunami-affected area, we find large significant effects among retailers, but not among manufacturers. We find large effects among those with higher ability measures, but not among those with lower ability measures. These withinsample differences in returns are more difficult to justify on the basis of reporting bias, unless we believe profits actually fall after treatment for certain groups of firms. Third, we would expect the Hawthorne-type effects to dissipate over time. Yet, on Table III we showed that there is only a small difference between the treatment impact 5-8 quarters after treatment and the impact 1-4 quarters after treatment. Moreover, we also find significant and large treatment effects that remain over time when we regress expenses or inventory levels against the treatment amount. We find no effect of the treatment on the profit-to-sales ratio, or on the reported markup of sales price over marginal cost.
Finally, if firms were deliberately overreporting, we would expect those receiving cash grants to overreport the share of the cash that they had invested in their business. However, on average, firms report they invested 58% of the cash treatment in the business and saved an additional 12%. When we estimate the effect of treatment on capital stock for the two waves immediately following treatment, the coefficient on the cash amount is 0.74, very close to the amount reported as being spent on the business or saved. The fact that owners are responding honestly to the question of how they invest the cash makes it less likely they are deliberately overreporting profits.
VII.C. Attrition
The attrition rate in the SLMS was remarkably low for a quarterly firm panel survey: 369 of the original 408 firms were still in the ninth wave of the survey. Nevertheless, not all firms report profits in every wave, and the combination of attrition, missing profit data, and trimming firms with large changes in profits reduces our sample for the main treatment effects specification (column (2), Table III) to 3,248 firm-period observations compared to the maximum possible of 408 * 9 = 3,672 observations. The attrition rate is thus 11.5% firm-period observations. Comparing firms assigned to treatment and to control, the attrition rate is 14.3% for the control group and 9.6% for the group assigned to treatment.
To examine the robustness of our results to this differential attrition, we use the bounding approach of Lee (2005) to construct upper and lower bounds for the treatment effect. The key identifying assumption required for implementing the Lee (2005) bounds is a monotonicity assumption that treatment assignment affects sample selection only in one direction. In our context, this requires assuming that there are some firms who would have attrited if they had not been assigned to treatment, but that no firm attrits as a result of being assigned to treatment. This seems plausible in our context.
To construct the Lee (2005) bounds we trim the distribution of profits for the group assigned to treatment by the difference in attrition rates between the two groups as a proportion of the retention rate of the group assigned to treatment. In our application, this requires trimming the upper or lower 5.2% of the real profits distribution for the group assigned to treatment. Doing this then gives a lower bound for the treatment effect of 404 LKR and an upper bound of 754 LKR, compared to the treatment effect of 541 in column (2), Table III . Similarly, the bounds for the return to capital of 5.3% estimated in column (4), Table IV , are 2.6% and 6.7%. The lower bounds occur only if it is the most profitable control firms that attrit. However, a panel regression predicting attrition as a function of the previous period's profit finds no significant effect of having high profits on attrition, and that having the previous period's profit in the bottom 10% lowers the probability of staying in the sample by five percentage points ( p = .054). Attrition of the least profitable firms from the control sample would lead us to understate the returns, making the upper bounds more relevant. Thus our estimated treatment effects and return to capital appear robust to attrition.
VIII. EXPERIMENTAL VS. NONEXPERIMENTAL RETURNS
We believe this project and a related one undertaken by two of the authors in Mexico (McKenzie and Woodruff forthcoming, 2008) provide the first experimental evidence on the returns to capital in small-scale enterprises. Estimates of rates of return currently in the literature come from cross-sectional or quasi-experimental data. The random capital shocks generated by our grants generate exogenous shocks to capital stock. The assumptions required to obtain unbiased estimates of returns to capital are much less stringent than is typically the case in cross-sectional or panel data. The experiment also allows us to say something about the nature of bias in cross-sectional estimates of returns to capital (McKenzie and Woodruff 2006; Udry and Anagol 2006) . Estimating the direction and magnitude of the bias in cross-sectional data is important because nonexperimental estimates are less expensive to generate, and hence are more prevalent.
The direction of bias in returns estimated from cross-sectional bias is theoretically ambiguous. Most commonly, bias is thought to be related to the inability to fully measure the ability of the enterprise owner. The unmeasured component of ability may be complementary to capital-that is, unmeasured ability and capital stock may be positively correlated. Alternatively, if only the most able entrepreneurs are able to survive when operating at very low levels of capital stock (as, for example, Lloyd-Ellis and Bernhardt [2000] ), then unmeasured ability and capital stock may Notes: The sample for the regression in column (1) includes all firms but uses only the baseline (pretreatment) data. The second and third columns use only untreated firms and the first five waves of data. The final column repeats the regression shown in Table IV , column (4). The coefficients show the effect of a 100-LKR increase in the capital stock. The second through fourth regressions include period (wave) fixed effects, and the third and fourth include period and enterprise fixed effects. Standard errors, clustered at the enterprise level, are shown in parentheses.
be negatively correlated. Finally, as we have discussed, microenterprise data are also inherently noisy. If capital stock is subject to significant measurement error, then cross-sectional estimates of return may be reduced by attenuation bias.
24 Table VII estimates returns using the baseline (pretreatment) data and OLS regressions, and using the panel of untreated firms with random-and fixed-effects regressions. We present a basic specification, but we find that the coefficient on capital stock is not much affected by inclusion of other variables. We also use a linear production function and trim the sample for the top 0.5% of changes in profits. The dependent variable is real profits adjusted for the value of the owner's labor using the regression coefficients, as described above. The pattern of results is not affected by any of these decisions, with the exception that using logs results in a 24. See Card (2001) for related discussion of the bias in returns to education from unobserved ability and measurement error. different ordering in the nonexperimental returns. The OLS regression on the baseline (pretreatment) sample implies a profit rate of 2.6% (profit increases by between 2.58 LKR per month for each additional 100 LKR invested). The estimated profit is only 1.7% when we use random effects on the first five waves of the panel of untreated firms, 25 and very nearly zero when we run enterprise-level fixed effects on the untreated panel. These compare to experimental returns of 5.3% per month, meaning that the experimental returns are at least twice any of the nonexperimental estimates. Estimated in logs using real profits, the results are qualitatively similar, though somewhat less extreme. The OLS, RE, and enterprise FE coefficients on log capital stock are 0.22, 0.26, and 0.12, respectively. The coefficient from the experiment (Table IV, column (2)) is 0.38, again, at least half as large. These results are included in the Online Appendix.
The nonexperimental estimates may differ from the experimental estimates because of unobserved ability or measurement error biasing the nonexperimental estimates. Alternatively, the experiment may produce a weighted average treatment effect that differs from the treatment effect being estimated nonexperimentally. We have shown that the response of capital stock to the treatment does not vary with owner characteristics thought to influence the marginal return to capital, suggesting we are indeed capturing the average treatment effect. The difference between estimates is of similar magnitude when we add controls for several measures of ability-years of schooling, Digit Span Recall, and the time to solve a maze-leading us to believe that attenuation bias due to measurement error is the most plausible explanation for the lower returns generated from the nonexperimental regressions. 26 Compared with the measure of capital stock in the cross section, our capital shocks are very precisely measured.
As a check on the generalizability of the finding of higher returns with the experimentally generated data, we ran a smaller version of the project in Mexico. These data are described in McKenzie and Woodruff (forthcoming, 2008) . We find the same pattern: experimental returns are awave twice the level of 25. We limit the sample to the first five waves because of the 2,500-LKR payment made to the untreated firms after wave 5. The results are nearly identical if we use all nine waves.
26. The very low nonexperimental estimates using fixed effects also suggest measurement error is causing attenuation bias. returns estimated parametrically or semi-parametrically with cross-sectional data. This suggests that the increasing number of studies using cross-sectional data are likely to represent a lower bound on the return to capital, at least at low levels of capital stock. Given the wide range of countries and settings from which these estimates come, our experimental results provide important support for the generalizability of findings in the literature.
IX. CONCLUSIONS
We find that random cash or in-kind grants increase profits of microenterprises by over 5% per month, or at least 60% per year. These treatment impacts appear to be flat or decreasing-we do not find evidence of increasing returns over our sample range. Marginal returns are highest for entrepreneurs with more ability and with fewer other workers in the household. In contrast, returns do not differ with risk aversion of the entrepreneur, or with the perceived uncertainty about future profits. We also find that impacts are higher in male-owned enterprises. Indeed, we find that the average impact of the treatment among female-owned enterprises is not different from zero. We also find evidence of negative spillovers on firms in the neighborhood of the treated firms. The impacts at the firm level are unchanged when we control for an account for these spillovers. But an inability to measure any spillovers affecting enterprises not included in our sample makes assessment of the economywide impact of the treatments impossible.
The variance in the impact of the treatments appears to be very large. About half of the female owners have characteristics suggesting negative returns, and almost 60% have returns lower than market interest rates of 12%-18% per year. Even among male-owned enterprises, where the average return is very high, just over 20% of the enterprises have predicted returns that are lower than market interest rates. The high variance in returns may explain why so few of the enterprises in our sample borrow from formal lenders. The strong negative correlation between treatment impact and measures of household liquidity, and the strong positive correlation between treatment impact and ability suggest that these measures may be useful screening devices to identify microenterprises where investments are likely to be most profitable.
The grants are associated with both an increase in capital stock and an increase in the hours the owner works in the enterprise. Arguably, this total treatment impact is of most interest to lenders, who are concerned that the additional resources generate enough profit to repay loans. But the returns to the additional capital, isolated from other impact channels, is also of interest to discussions in the economics literature. With some additional assumptions, we are able to use the random treatments to estimate marginal returns to capital in the enterprises. Using different estimates of the marginal productivity of the owner's additional work effort, we find returns of 4.6%-5.3% per month, 55%-63% per year. These high returns at very low levels of capital stock imply that nonconvex production sets are unlikely to lead to permanent poverty traps. One caveat to this optimistic conclusion is that our sample includes only individuals who ran an enterprise at the time of the baseline sample. Entry may be prevented not by a requirement to invest a large amount of capital, but by the possibility of an initial period of very low profitability. Our data do not allow us to examine this possibility.
Although the variance in returns may limit the willingness of banks to lend to these firms, we still view the high level of returns as something of a puzzle. The majority of the treatments were invested in working capital. If returns to these investments are so high, what prevents firms from growing incrementally by reinvesting profits? Is it a lack of savings institutions-or a lack of knowledge about how the savings institutions operate-recurrent shocks to households, or time-inconsistent preferences? Because working capital investments are unlikely to involve indivisibilities, a lack of savings institutions by itself is unlikely to provide a full answer to this puzzle. What the results point to is the need for a better understanding of how these microentrepreneurs make investment decisions. We see this as a fertile area for future research.
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