Averaging method and asymptotic solutions in some mechanical problems by Polekhin, Ivan
Averaging method and asymptotic solutions in some
mechanical problems
Ivan Polekhina
aSteklov Mathematical Institute of the Russian Academy of Sciences, Moscow, Russia
Abstract
In the paper we consider systems in oscillating force fields such that the
classical method of averaging can be applied. We present sufficient conditions
for the existence of forced oscillations in such systems and study asymptotic
behaviour of some solutions. In particular, we show that for an inverted
pendulum with a horizontally moving pivot point in an oscillating gravity
field there exists a solution along which the pendulum never falls.
Keywords: averaging method, Waz˙ewski method, forced oscillations,
inverted pendulum, non-autonomous systems
1. Introduction
One of the approaches to study the dynamics of mechanical systems is
to construct some continuous map — that is easier to understand than the
original equations — and then use it to prove the existence of the required
properties in the system. Let us illustrate these general words with an ex-
ample. Let us have a smooth vector field on R2 (Fig. 1):
x˙ = v(x, y),
y˙ = w(x, y).
(1)
We suppose that all solutions of this system can be continued for all t ∈ R.
We also suppose that for y = 1 we have w(x, 1) > 0 and for y = −1 we always
have w(x,−1) < 0. Then in the strip y ∈ (−1, 1) there exists a solution such
that y(t) ∈ (−1, 1) for all t > 0. Indeed, let us consider a segment x = 0,
y ∈ [−1, 1] and show that there exists a point in this segment such that the
solution starting at this point satisfies the above property. Suppose from the
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contrary that any solution starting at this segment leaves the strip at some
t > 0, i.e. |y(t)| = 1. Since the vector field is transverse to the boundary,
then we can construct a continuous map between [−1, 1] and the boundary
of the strip, that is defined by the flow of the system. In other words, if
some solution leaves our strip through the part of the boundary where y = 1,
then all solutions with close initial data also leave our region through the
same component of the boundary. It follows from the continuous dependence
on the initial data. The boundary has two connected components and the
segment is connected. The contradiction proves the statement.
y = −1
y = 1
x = 0
Figure 1: Schematic presentation of the
vector field and solution for which y(t) ∈
(−1, 1).
y = −1
y = 1
x = 0
Figure 2: The map between the segment
and the boundary may become discontin-
uous if there is an internally tangent so-
lution.
The above consideration is a simple form of the Waz˙ewski topological
method [1, 2]. The key element in our proof is the possibility to construct a
continuous map to the boundary. For this, it is important for the vector field
to be transverse or to be externally tangent to the boundary. Indeed, if there
is a solution that is internally tangent to the boundary, the map defined by
the flow can be discontinuous (Fig. 2).
Applying the Waz˙ewski method to the system describing an inverted
pendulum with a horizontally moving pivot point, it is possible to show
that, for a given law of motion of the pivot, there always exists a solution
such that the pendulum never falls [3, 4]. The same is true for an inverted
spherical pendulum.
Based on a theorem from [5], one can show the existence of a periodic
solution without falling [6, 3, 4, 7, 8]. A stronger result holds for Lagrangian
systems [9]: there exist several periodic solutions, one for each homotopy class
of freely homotopic loops on the configuration space with boundary. The key
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property used in the proof is the dynamical convexity of the corresponding
boundary. In other words, all tangent solutions should be externally tangent.
In the paper, we show how to apply the Waz˙ewski method when the region
is not dynamically convex. We will consider specific mechanical systems,
however, the results can be generalised easily. In particular, we consider an
inverted pendulum with a horizontally moving pivot point in an oscillating
gravity field and the system of a rotating closed curve with a mass point
sliding along this curve, also in an oscillating gravity field.
2. A simple problem
Let us consider the following modification of system (1):
x˙ = v(x, y),
y˙ = w(x, y) + λu(x, y, t), λ ∈ R, |u(x, y, t)| = 1.
Here and everywhere below all functions are C∞ smooth. Suppose that
w(x, 1) > a > 0 and w(x,−1) < −a for all x. If |λ| 6 a, then we can use the
same considerations as above and conclude that there exists a solution that
remains in the strip y ∈ (−1, 1) for all t > 0.
For |λ| > a the corresponding map to the boundary can be discontinuous
and the Waz˙ewski method cannot be applied directly. However, we will
show that a result similar to the above one can be proved provided the non-
autonomous perturbation satisfies some additional assumptions. Let us now
have a system:
x˙ = v(x, y),
y˙ = w(x, y) + u(λt), λ ∈ R. (2)
Here we suppose that u(t) is a T -periodic function with zero mean value
u¯ =
1
T
∫ T
0
u(t) dt = 0.
Below we will use the following version of Bogolyubov’s theorem [10, 11].
Theorem 2.1. Let us have a system
x˙ = εX(t, x), x ∈ Rn. (3)
Suppose that X(t, x) satisfies the following conditions
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1. For some domain D ⊂ Rn there exist M and µ such that for all t > 0
and x, x′, x′′ ∈ D we have
‖X(t, x)‖ 6M, ‖X(t, x′)−X(t, x′′)‖ 6 µ‖x′ − x′′‖.
2. Uniformly on x in D
lim
T→∞
1
T
T∫
0
X(t, x) dt = X0(x).
Then for any arbitrarily small ρ and δ and for arbitrarily large L there exists
ε0 such that, if x0(t) is a solution of
x˙0 = εX0(x0),
defined for t0 < t < ∞, t0 > 0 and remains in D with the ρ-neighbourhood,
then for 0 < ε < ε0 in t0 < t < t0 + L/ε we have
‖x(t)− x0(t)‖ < δ,
where x(t) is the solution of the initial equation and x(t0) = x0(t0).
Remark 2.2. As usual, we can consider the change of time variable t 7→ t/ε =
λt and rewrite (3) as
x˙ = X(λt, x).
Let us prove now that in (2), for λ large enough, there exists a solution
that always remains in y ∈ (−1, 1). To be more precise, the following result
holds.
Theorem 2.3. Let functions v(x, y), w(x, y) and u(t) satisfy the following
conditions:
1. There exists positive δ such that v(x, y) and w(x, y) and their first
derivatives are bounded for y ∈ (−δ + 1, 1 + δ) ∪ (−δ − 1,−1 + δ)
and for all x.
2. There exists positive a such that
w(x, 1) > a, w(x,−1) < −a, for all x ∈ R.
3. Function u(t) is T -periodic and the mean value u¯ is zero.
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Suppose also that all solutions of (2) starting in the region where |y| 6 1 can
be continued for all t > 0. Then there exists a solution (x(t), y(t)) of (2) for
which |y(t)| < 1 for all t > 0.
Proof. There exists a small number δ1 ∈ (0, δ) such that for every solution
(x˜(t), y˜(t)) of system (1) with the initial data x˜(t0) = x0, y˜(t0) = y0 ∈
[−δ1 + 1, 1], t0 > 0 we have y˜(t0 + τ) > 1 + δ1 + ε1 for some τ > 0 and ε1 > 0,
one for all considered solutions. It follows from the first two conditions of
the theorem. The same is true for y = −1, i.e. for any solution with initial
data x0, y0 ∈ [δ1 − 1,−1] we have y˜(t0 + τ) 6 −1− δ1 − ε1.
Let us now consider the following modified system
x˙ = v(x, y),
y˙ = w(x, y) + σ(y) · u(λt), (4)
where σ(y) has the form:
σ(y) =

0, y ∈ [−1− δ1/2,−1 + δ1/2] ∪ [1− δ1/2, 1 + δ1/2],
1, y ∈ (−∞,−1− δ1] ∪ [−1 + δ1, 1− δ1] ∪ [1 + δ1,+∞),
monotone in all other intervals.
In other words, for the modified system (4) the non-autonomous perturbation
u(λt) is zero in the vicinity of lines y = ±1. Therefore, for this system
there exists an initial condition x(0) = 0 and y(0) = y0 ∈ (−1, 1) such that
the corresponding solution (x(t), y(t)) always remains in the region where
y ∈ (−1, 1).
Let us now show that the same is true for the original system for large
λ > 0. From Theorem 2.1 we have that for large λ > 0 for any solution
(x˜(t), y˜(t)) of (1) and for any solution (x(t), y(t)) of (4) we obtain
|x˜(t)− x(t)|+ |y˜(t)− y(t)| < ε1, t ∈ [t0, t0 + τ ]
provided x˜(t0) = x(t0) and y˜(t0) = y(t0) = y0 ∈ [−1,−1 + δ1] ∪ [1 − δ1, 1].
Suppose that for the solution of (4) that always remains in y ∈ (−1, 1), for
some t0 > 0, we have y(t0) ∈ [−1,−1 + δ1] ∪ [1, 1 + δ1]. Then we have
y(t0 + τ) > 1 or y(t0 + τ) < −1. From this contradiction we obtain that
solution (x(t), y(t)) cannot reach the region in which the original equation
(2) is modified.
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In the conclusion of the section, we would like to outline once again the
idea of the proof. Let us have a system such that we can prove — by means
of the Waz˙ewski method — the existence of a solution that always remains
in some region. Let us now have a perturbed system such that the Waz˙ewski
method cannot be applied because some solutions become externally tangent
to the boundary of the region. However, we assume that the perturbation
is oscillating and a theorem on (local) averaging can be applied in a vicinity
of the boundary. Next we locally modify our vector field such that the
Waz˙ewski method can be applied to the modified system. At the same time,
from the averaging, we obtain that all solutions, starting at the vicinity
of the boundary where the system is modified, leave the considered region.
Therefore, we obtain the following. First, from the Waz˙ewski method, we
have a solution of the modified system that always remains in the considered
region. Second, this solution cannot be in the region where the system is
modified, since in this case, the solution leaves the region. Finally, this
solution of the modified problem never goes through the modified vicinity of
the boundary and we conclude that the same solution exists in the original
perturbed problem.
3. Main results
In this section we consider several mechanical systems for which we will
prove results similar to Theorem 2.3 and also will study the existence of
periodic solutions.
Let us consider the following equation
x¨ = f(t) sinx− cosx. (5)
This equation describes the motion of a pendulum in a gravity field in the
presence of a non-autonomous horizontal force. We can interpret (5) as the
equation of motion for a pendulum with a horizontally moving pivot point.
Now suppose that the gravity field is also non-autonomous and oscillates
x¨ = f(t) sinx− (1 + g(λt)) cosx. (6)
Theorem 3.1. Suppose that f(t) and f˙(t) are bounded, g(t) is periodic and
g¯ = 0. Then there exists λ0 such that, for all λ > λ0, equation (6) has a
solution x(t) satisfying x(t) ∈ (0, pi) for all t > 0.
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Proof. First, let δ > 0 be such that any solution x˜(t) of (5) starting at
x˜0 = x˜(t0) ∈ [0, δ] ∪ [pi − δ, pi], ˙˜x0 = ˙˜x(t0) ∈ [−δ, δ] satisfies the following
condition. There exist ε > 0, τ > 0, same for all considered initial conditions
t0, x˜0 and ˙˜x0, such that x˜(t0+t
′) = −ε or x˜(t0+t′) = pi+ε for some t′ ∈ [0, τ ].
The existence of such δ follows from continuous dependence of solutions from
the right-hand side for system (5). Therefore, for x close to 0, the solutions
of (5) are close to the solutions of x¨ = −1. Similarly, for x close to pi, we
have equation x¨ = 1.
Now consider a modified version of equation (6):
x¨ = f(t) sinx− (1 + σ(x, x˙)g(λt)) cosx. (7)
Here σ(x, x˙) is a smooth function with bounded derivatives such that
σ(x, x˙) =

0, x ∈ [−δ/2, δ/2] ∪ [pi − δ/2, pi + δ/2] and x˙ ∈ [−δ/2, δ/2],
1, x 6∈ [−δ, δ] ∪ [pi − δ, pi + δ] or x˙ 6∈ [−δ, δ],
smooth elsewhere.
Applying the Waz˙ewski method, it can be easily shown [3, 4] that for any
λ equation (7) has a solution x(t) satisfying x(t) ∈ (0, pi) for all t > 0.
Equations (6) and (7) differs only for x ∈ [−δ, δ]∪[pi−δ, pi+δ] and x˙ ∈ [−δ, δ].
From Theorem 2.1 we have that for large λ > 0 for any solution x˜(t) of
(5) and for any solution x(t) of (7) we have
|x(t)− x˜(t)| < ε/2, |x˙(t)− ˙˜x(t)| < ε/2, t ∈ [t0, t0 + τ ]
provided x˜(t0) = x(t0) = x0 ∈ [0, δ] ∪ [pi − δ, pi] and ˙˜x(t0) = x(t0) = x˙0 ∈
[−δ, δ]. Suppose that for the solution x(t) of (7) that always remains in x ∈
(0, pi), for some t0 > 0, we have x(t0) ∈ [0, δ]∪ [pi− δ, pi] and x(t0) =∈ [−δ, δ].
Then we have x(t′) > pi or x(t′) < 0 for some t′ > t0. From this contradiction
we obtain that solution x(t) cannot reach the region in which the original
equation (6) is modified.
Remark 3.2. In the above considerations we omitted the part containing the
proof of the fact that equation (7) has a solution x(t) such that x(t) ∈ (0, pi)
for t > 0. However, the same method can be applied to the next example,
for which we consider the proof in detail.
Let us have a smooth strictly convex closed curve in a vertical plane.
Consider a point moving along this curve without any friction. Suppose
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that the curve is rotating in the vertical plane around a fixed point O. We
will denote the angle of rotation by ϕ. For any ϕ, there are two points on
the curve (L(ϕ) and R(ϕ) correspondigly) where the tangent line is vertical.
Since the curve is strictly convex, these points depend smoothly on the angle
ϕ. Moreover, we assume that for some c
|ϕ˙(t)| < c, |ϕ¨(t)| < c for all t. (8)
Let s define the natural parametrization of the curve. We denote the coor-
dinates of the curve w.r.t. coordinate frame Oξη by ξ(s) and η(s). Below
we suppose that the mass of the point and the gravity acceleration equal 1.
The kinetic energy has the form:
T =
1
2
(
s˙2 + ϕ˙2(ξ2 + η2) + 2ϕ˙s˙(ξη′ − ηξ′)) .
The potential has the form:
V = −(ξ sinϕ+ η cosϕ).
The dynamics of the system is described by the following equation:
s¨+ ϕ¨(ξη′ − ηξ′)− ϕ˙2(ξξ′ + ηη′) + (ξ′ sinϕ+ η′ cosϕ) = 0. (9)
For any t, there exist two points s1(t) (L(ϕ)) and s2(t) (R(ϕ)) such that
ξ′(s1(t)) sinϕ(t) + η′(s1(t)) cosϕ(t) = −1,
ξ′(s2(t)) sinϕ(t) + η′(s2(t)) cosϕ(t) = 1.
We suppose that s1(t) < s2(t). For a given function ϕ(t), functions s1(t)
and s2(t) are smooth and determined uniquely. Let us consider the following
modified equation
s¨+ ϕ¨(ξη′ − ηξ′)− ϕ˙2(ξξ′ + ηη′) + (1 + σ(t, s, s˙)g(λt))(ξ′ sinϕ+ η′ cosϕ) = 0.
(10)
Lemma 3.3. There exists c0 > 0 such that for any 0 < c < c0 and any
functions ϕ, σ satisfying (8) and the following condition: σ(t, s, s˙) = 0 for
s = s1(t), s˙ = s˙1(t) and for s = s2(t), s˙ = s˙2(t), there is a solution of (10)
satisfying s(t) ∈ (s1(t), s2(t)) for all t > 0.
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Proof. By m1 and m2 we denote the following values
m1 = max |ξη′ − ηξ′|, m2 = max |ξξ′ + ηη′|.
Let c0 be such a number that for a any 0 < c < c0, we have
|cm1 − c2m2| < 1. (11)
Let us consider a subset W of the extended phase space:
W = {t, s, s˙ : t > 0, s1(t) 6 s 6 s2(t), s˙ ∈ R}.
Note that solution s(t) of (10) is tangent to W iff either s(t) = s1(t) and
s˙(t) = s˙1(t) or s(t) = s2(t) and s˙(t) = s˙2(t). From (10) and (11) we have
that these solutions are externally tangent to W . Therefore, if for some
solution s(t) we have s(t) ∈ (s1(t), s2(t)) for t ∈ [0, t′) and s(t′) = s1(t′), then
s˙(t′) < s˙1(t′). Similarly, from s(t′) = s2(t′) we obtain s˙(t′) < s˙2(t′).
Let us now consider a path Γ: [0, 1] → W in the plane t = 0 such that
Γ(0) = (0, s1(0), a) and Γ(1) = (0, s2(0), b), where a < s˙1(0) and b > s˙2(0).
Suppose that every solution starting at Γ leaves W . Then it is possible
to construct a continuous map between Γ and ∂W . The boundary ∂W is not
connected. This contradiction proves the lemma.
Using Lemma 3.3 similarly to Theorem 3.1 the following can be proved
Theorem 3.4. Suppose that g(t) is periodic and g¯ = 0. Then there exist
c such that, for any ϕ(t) satisfying (11), there exists λ0 such that for any
λ > λ0, equation (12) has a solution s(t) satisfying s(t) ∈ (s1(t), s2(t)) for
all t > 0.
s¨+ ϕ¨(ξη′ − ηξ′)− ϕ˙2(ξξ′ + ηη′) + (1 + g(λt))(ξ′ sinϕ+ η′ cosϕ) = 0. (12)
It is also possible to prove the existence of periodic solutions in the above
systems. First, let us consider the following auxiliary result.
Theorem 3.5. Let us have a boundary value problem
u′′ = f(t, u), u(0) = u(T ), u′(0) = u′(T ). (13)
Here f : R×R→ R is T -periodic in t. If there exist two T -periodic functions
α(t) and β(t) such that for all t
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1. α(t) 6 β(t),
2. α′′(t) > f(t, α(t)),
3. β′′(t) 6 f(t, β(t)).
Then problem (13) has a solution u(t) such that α(t) 6 u(t) 6 β(t) for all t.
From this result we immediately have:
Lemma 3.6. Suppose that function f(t) in (5) is T -periodic. Then there
exist a T -periodic solution x(t) of (5) such that 0 < x(t) < pi for all T .
Lemma 3.7. There exists c > 0 such that for any T -periodic function ϕ(t)
satisfying (9) there exists a T -periodic solution s(t) and for all t
s1(t) < s(t) < s2(t).
From Lemma 3.6, similarly to the proof of Theorem 3.1, the following can
be proved
Theorem 3.8. Suppose that functions f(t) and g(t) in (6) are T -periodic
and g¯ = 0. Then there exists λ0 such that for any λ > λ0, λ ∈ N, equation
(6) has a T -periodic solution x(t) and x(t) ∈ (0, pi) for all t.
We omit the proof of this result since it almost verbatim identical to the
proof of Theorem 3.1 and present the proof to the following
Theorem 3.9. Suppose that function g(t) in (10) is T -periodic and g¯ = 0.
Then there exists c such that for any T -periodic ϕ(t) satisfying (11), there
exists λ0 such that for any λ > λ0, λ ∈ N, equation (12) has a T -periodic
solution s(t) and s(t) ∈ (s1(t), s2(t)) for all t.
Proof. The general scheme of the proof coincides with the one for Theorem
3.1. First, from equation (9) it follows that there exist δ, ε, τ > 0 such
that any solution s˜(t) of (9) starting at s˜(t0) ∈ [s1(t0), s1(t0) + δ], ˙˜s(t0) ∈
[−δ + s˙1(t0), δ + s1(t0)] satisfies the following condition. For some t′ ∈ [0, τ ]
s˜(t0+t
′) = s1(t0+t′)−ε. Similar condition holds for s˜(t0) ∈ [s2(t0)−δ, s2(t0)],
˙˜s(t0) ∈ [−δ + s˙2(t0), δ + s2(t0)].
Now consider a modified equation (10). Here again σ(s, s˙) is a ‘step’
smooth function with bounded derivatives. However, now this function de-
pends on curves s1(t) and s2(t) (i.e., since the form of the curve is fixed, on
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the law of rotation ϕ(t)):
σ(t, s, s˙) =

0 if s ∈ [s1(t)− δ2 , s1(t) + δ2 ] and s˙ ∈ [s˙1(t)− δ2 , s˙1(t) + δ2 ]
or
s ∈ [s2(t)− δ2 , s2(t) + δ2 ] and s˙ ∈ [s˙2(t)− δ2 , s˙2(t) + δ2 ],
1 if s 6∈ [s1(t)− δ, s1(t) + δ] or s˙ ∈ [s˙1(t)− δ, s˙1(t) + δ]
and
s 6∈ [s2(t)− δ, s2(t) + δ] or s˙ ∈ [s˙2(t)− δ, s˙2(t) + δ].
And again suppose that σ(t, s, s˙) is smooth elsewhere. From Lemma 3.7,
for any λ, there exists a T -periodic solution s(t) of the modified equation.
Suppose that for some t0 we have s(t0) ∈ [s1(t0), s1(t0) + δ], s˙(t0) ∈ [−δ +
s˙1(t0), δ+ s1(t0)] or s(t0) ∈ [s2(t0)− δ, s2(t0)], s˙(t0) ∈ [−δ+ s˙2(t0), δ+ s2(t0)].
From Theorem 2.1 and the choice of δ, we have that s(t0 + t
′) 6∈ (s1(t0 +
t′), s2(t0 + t′)) for some t′. The contradiction proves the theorem.
4. Conclusion
In [10] N.N. Bogolyubov and Y. A. Mitropolskij wrote: ‘One can, for
instance, try to find conditions under which the difference between the exact
solution and its asymptotic approximation, for small values of the parameter,
becomes arbitrarily small on an arbitrarily long, yet finite, time interval.
It is also possible to consider far more difficult problems trying to find a
correspondence between such properties of the exact and asymptotic solutions
that depends on their behaviour on the infinite time interval.’
In other words, the problem of averaging on the infinite time interval is
more complicated and can hardly be solved in a usual way. Some results
on the matter can be found in [12, 13]. For instance, some results on the
averaging for the infinite time interval can be obtained in the presence of an
asymptotically stable solution.
In our work we present a novel approach to this type of problems. We do
not consider a small vicinity of an exact solution, but consider a relatively
large subset of the extended phase space and we suppose that the flow of the
unperturbed (averaged) system does not have trajectories internally tangent
to the boundary of our set. Then it is possible to show that, for the original
non-autonomous system, there exists a solution that always remains in the
considered subset. A solution with the same property will also exist for
the averaged system. Moreover, we show that, provided the perturbation is
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periodic, there will be two periodic solution for the corresponding systems.
We cannot say that these solutions are close, but, at least, we can say that
always stays in some known region.
In the paper we considered only two simple mechanical systems, yet we
believe that this approach can be applied in various systems and can be
generalized in different ways.
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