ABSTRACT. Given an integral, increasing, linear-recurrent sequence A with initial term 1, the greedy algorithm may be used on the terms of A to represent all positive integers. For large classes of recurrences, the average digit sum is known to equal c A log n+O (1), where c A is a positive constant that depends on A. This asymptotic result is re-proved with an elementary approach for a class of special recurrences larger than, or distinct from, that of former papers. The focus is on the constants c A for which, among other items, explicit formulas are provided and minimal values are found, or conjectured, for all special recurrences up to a certain order.
Introduction
Given a nondecreasing unbounded sequence of integers A = (a k ) k≥0 with a 0 = 1, all positive integers n can be expressed uniquely, using the greedy algorithm, as a sum polynomial with a simple dominant zero α > 1. By dominant we mean that α is real and larger than the modulus of any other zero of the characteristic polynomial. Thus, a k+m = P 1 a k+m−1 + P 2 a k+m−2 + · · · + P m a k , for all k ≥ 0, some m ≥ 1, where the coefficients P i are integers, usually nonnegative, and, as k tends to infinity, a k ∼ aα k for some real a > 0. Some early papers referenced in [3] were concerned with the geometric case m = 1, i.e., A = (b k ) k≥0 , b ≥ 2 an integer, and showed that S(n) ∼ c A n log n as n tends to infinity, or, more precisely, that
with c A = (b − 1)/(2 log b). Later Trollope [20] improved (1) for b = 2 by showing that
where G is a continuous function of period 1 of which a fully explicit description was found. Given that (2) holds with c A = (2 log 2) −1 , the knowledge that G is of period 1 readily implies that S(2n) = 2S(n) + n. Conversely, the relations s(2n) = s(n) and s(2n+1) = s(n)+1 imply S(2n) = 2S(n)+n, which yields the 1-periodicity of G. Using other techniques-Fourier analysis and combinatorics--and thus obtaining a different expression for G, Delange [7] proved (2) for a general base b with G continuous of period one and nowhere differentiable. Much later, Delange's results were re-proved using Mellin transforms and the Perron formula [12] . Incidentally, in 1999, Cooper and Kennedy [6] emulated the method of Trollope for a general base b.
Some ten years after Delange's work, Coquet and van den Bosch [5] produced a concise and beautiful paper dealing with the sequence (a k ) k≥0 , where a k = F k+2 and (F k ) k≥0 is the Fibonacci sequence defined by F 0 = 0, F 1 = 1 and F k+2 = F k+1 + F k , for all k ≥ 0. They proved that S(n) = c A n log n + nG log n log α + O(log n),
where G is a continuous, nowhere differentiable function of period 1 and c A = 3−α 5 log α , α being the dominant zero of x 2 − x − 1.
Pethö and Tichy [16] extended (3) with G bounded, but not necessarily continuous, nor periodic to all recurrences A that satisfy
The condition P 1 ≥ P 2 ≥ · · · ≥ P m > 0 guaranties the existence of a dominant zero α > 1 of the characteristic polynomial of A. A year later, Grabner and Tichy [13] widened the validity of (3) to a larger class of recurrences, namely those satisfying ⎧ ⎨ ⎩ P 1 ≥ P 2 ≥ · · · ≥ P m > 0,
They corrected a few mistakes of the paper [16] , and determined exactly for which recurrences the function G in (3) is continuous of period 1 when m ≥ 2. This occurs for so-called canonical recurrences, i.e., if and only if the inequality on the second line of (5) is an equality. Thus, G is continuous of period 1 for instance when a k = F k+2 , as proved in [5] , or when a k = t k+3 and (t k ) k≥0 is the tribonacci sequence 1 , i.e., the fundamental sequence of x 3 − x 2 − x − 1 (with initial values 0, 0, and 1). The function G is bounded but neither continuous, nor periodic, in the other cases. Most importantly for our purpose, they prove, using a result of Parry on the frequency of α-adic digits, an explicit formula for c A when (5) holds, which with
Much work has been done on the distribution of the sum-of-digit function often proving its asymptotic normality. For each n ≥ 1 one defines the discrete random variable X n by its probability function P r (X n = j) := #{k < n; s A (k) = j}/n.
Its expectation EX n is S A (n)/n and its variance
2 . We merely point out two relevant papers which contain a wealth of references [10] , and more recently [14] which studies the distribution of summands on intervals [a k , a k+1 ), for all canonical recurrences (a k ) with nonnegative P i 's and
This paper is mostly concerned with establishing that S A (n) = c A n log n+O(n) for a class of recurrences larger than (5), with a pedestrian and self-contained approach, which yields a formula equivalent to (6) . We then determine, or conjecture, what the least constant c A is for all recurrences in this class whose order is less than an arbitrary bound. However, our approach also provides conclusions for recurrences which, for instance, do not necessarily have characteristic polynomials with nonnegative coefficients.
A first draft of this paper was written, while the author was unaware of the work done beyond that of Coquet and van den Bosch [5] . This first draft was written with the idea of improving on the work of the two papers [18, 3] . In [18] , Pihko considered the sequence a k = F k+2 and, using elementary arguments, reproved the known fact that S(n) ∼ c F n log n, with c F = (γ √ 5 log γ)
0.574, γ being the largest zero of
) is introduced and shown to satisfy R(n) ∼ c F n log n when n tends to +∞. An easy induction shows the difference S(n) − R(n) is O(n) and the result follows. The asymptotic result R(n) ∼ c F n log n is first established for n running through the Fibonacci numbers F 2 , F 3 , . . . , F k , . . . Then, by some rather lengthy and idiosyncratic calculations, it is established for a general n. One purpose of [3] was to move from the asymptotics of S(F k ) to those of S(n), for general n, more swiftly by using a Cesàro-like theorem. Also, in [3] , a new elementary proof that S(n) ∼ cn log n for geometric sequences a k = b k , one closely analogous to the proof given for F k+2 , is written. Our intention was to devise a truly common proof, along the method of [3] , establishing (1), i.e., S A (n) = c A n log n+ O(n), for many recurring sequences, not only the Fibonacci and the geometric sequences. This endeavor now appears in Section 2. All that is required is that A be nondecreasing and have a characteristic polynomial with a simple dominant zero α > 1, and that (1) holds when n runs through the sequence (a k ). This is Theorem 2. That R(n) is proportional to n log n up to a O(n)-function comes from Theorem 1, which is the Cesàro-like theorem of [3] . That the difference S(n) − R(n) is O(n) is proved in Theorem 2 again by an inductive argument, where the function R is generally defined by
Looking at the papers [5, 16, 13] , one sees that our route is not all that different from theirs. It is usually proved that S(a k ) = bka k + O(a k ) and then, rather than using the function R(n) as we do, the deviation of S(n) from a sum that involves
, is calculated to eventually measure the asymptotics of S(n). Thus we give another proof of Theorem 2, not based on induction, using a technique of these papers.
In Section 3, we put to use the method of Section 2 to special recurrences. By this, we mean an integral linear recurrence
for i ≥ 1, j ≥ 1 and i + j ≤ m + 1, where the P i 's are nonnegative integers,
Thus, P 1 is at least as large as any P j , P 1 + P 2 is at least as large as the sum of any two consecutive P j 's, etc. Note that special recurrences are nondecreasing.
In particular, all recurrences for which (5) holds are special, but
The upshot of Section 3 is Theorem 4 with an explicit description of the constants c A for all special recurrences.
Echoing a concern raised in the introduction of [3] about the least constant c A that may occur, the minimal constants are determined for all special recurrences of order 1, 2 and 3 in Section 4. In higher order cases, we only state a conjecture which appears in Section 5. An infinite family of recurrences, namely
, is conjectured to offer the minimal constant c A within the class of all special recurrences of degree at most q. The dominant zero of x q − x q−1 − 1 is estimated with enough precision so as to show that the corresponding constant c A is asymptotically equivalent to (log q) −1 as q tends to infinity.
The method of Section 2 implies that if b k := S A (a k ) is annihilated by the square of the characteristic polynomial of (a k ), a condition that holds for special recurrences, then S A (n) = c A n log n + O(n). A final sixth section brings some degree of flexibility on this condition without affecting the result (1) on S A (n), except that the formula for c A is more general; see Theorem 6 and the equation (26). Some examples of non-special recurrences are treated. Remarkably, some recurrences with characteristic polynomial x 3 − x − 1, i.e., with dominant zero the least Pisot number, lend themselves to our extended method, and yield a constant c A noticeably smaller than the least constant associated with special recurrences of degree ≤ 3; see Theorem 9.
We do not know how far the method can be pushed. Is it possible to relax the general hypotheses (8) on special polynomials further than what we did in Theorem 6? What are the limits of validity of the formulas for c A of Theorem 4? The constants c A obtained in Section 6 for non-special recurrences sometimes do, but mostly do not fit formula (6) , or the equivalent general formula of Theorem 4. Nondecreasing recurrences associated with the non-special polynomials x 2 −P x− (P + 1), P ≥ 1, still obey those formulas according to the remark that follows Theorem 7.
Also it would be interesting to investigate the asymptotics of the cumulative sum-of-digit functions when other representations than that provided by the greedy algorithm are used. One may consult the paper [17] and its references for possibilities. The distribution of the sum-of-digit for the far-difference representation of integers which uses distinct signed Fibonacci summands-at least four indices apart if of the same sign and at least three otherwise-was studied on intervals ( [15] . Suppose m ≥ 1 is an integer. Put a 0 = 1 and, for n = km + r, 1 ≤ r ≤ m, a n = 2r(m + 1) k . Then, if at most one summand from each subset {a 0 }, or {a im+1 , a im+2 , . . . . . . , a im+m }, (i ≥ 0), is allowed, each positive integer has unique representation [9] . The authors [9] studied the distribution of summands, from various points of view, on intervals [0, 2(m + 1) k ). In particular, they showed that, for N = 2(m + 1)
Finally, given an increasing integral recurrence A = (a k ) k≥0 , results on the number of representations i≥0 d i a i of an integer n when the digits d i are nonnegative and bounded and on the average number of such representations may be found in [11] .
Throughout, we use the symbols E and I to denote respectively the shift operator, i.e., E · a k = a k+1 and the identity operator. We use the term characteristic polynomial of a sequence A to mean the monic and least-degree annihilating polynomial of A. The fundamental sequence associated with a polynomial f of degree m is the recurrence with characteristic polynomial f and initial values 0, . . . , 0, 1 (m − 1 zeros).
Moving from S
In this section, we do not yet assume that recurrences are special. We establish a few lemmas that will be handy throughout the paper before proving our main theorem, which roughly states that if for a nondecreasing integral recurrence 
, a is real (> 0). Thus, for an ε in (0, 1) we find, by the hypothesis, that for all k large enough either a k+1 ≤ a k , or
The next lemma has been variously noticed and used in the literature, e.g., [6, Lemma 1] Ä ÑÑ 2º Suppose a 0 = 1 and A = (a k ) k≥0 is a nondecreasing sequence of in-
where S is the cumulative digit sum with respect to A.
With s the digit-sum function, we may write
We repeat the proof of the Cesàro-like theorem of paper [3] but with notation more appropriate to this paper.
Ì ÓÖ Ñ 1º Let (a k ) k≥0 and (b k ) k≥0 be sequences of real numbers satisfying
Then, regardless of the choice of the d i 's as long as
P r o o f. By the triangular inequality, we see that
By hypothesis, there is a positive K such that |b i − bia i | ≤ Ka i for all i's. Therefore the first sum in the previous expression is bounded above by KA k . For the second sum we see that
That is, 
There is a unique k ≥ 0 such that a k ≤ n < a k+1 . Thus, the greedy-algorithm representation of n is of the form
Now, by strong induction on k, we prove that 0 ≤ S(n) − R(n) < Mn, where M is a real number greater than both a 1 /2 and d
holds for all j less than a k and let n be an integer satisfying
where
As both summands in L are nonnegative, we find
we conclude that S(n) = bkn + O(n). As a i ∼ aα i for some a > 0, we see that
We sketch out another proof of the fact that
It relies on an exact formula for S A (n) used in the first lines of the proof of Lemma 2 of [5] , generalized in (3.5) of [16] and corrected in (2.1) of [13] .
T h e s e c o n d p r o o f o f T h e o r e m 2. We have, relying on the fact some truncations of the greedy algorithm's representation of an integer remain greedy representations, that
where, by Lemma 2,
As seen at the end of the proof of Theorem 1, the latter sum is α
Thus, in order to show that S A (n) = c A n log n + O(n) for some classes of recurrences A, we will need to prove that
To be able to do so in some generality we will require, in the following section, that A be special, although the last section of our paper shows the method applies to other cases as well.
Application of the method to special recurrences
We begin by proving a couple of lemmas that guarantee the existence of a simple dominant zero α in any special 2 polynomial f and that the characteristic polynomial of any special recurrence annihilated by f must have α as a zero. These lemmas are very close to Lemma 3.1 of [10] . Our proofs differ and we include them so our text be self-contained.
P r o o f. By Descartes' rule of signs f (x) has a unique positive real zero α. . Solving for the Q i 's in terms of the P i 's we get that Q 0 = 1 and, for i ≥ 1,
implies a > 0, where the α i 's are the zeros of g.
Again we define b k as S(a k ), for all k ≥ 0. Here, A = (a k ) k≥0 is a special recurrence annihilated by the (special) polynomial
Ä ÑÑ 5º
We have the general identity valid for all j, 1 ≤ j ≤ m, and all
The key point is to show the nonnegativity of the expression
The sum of the first two terms of (11) satisfies
a nonnegative number because f is special. Therefore, the sum of the first three terms is ≥ (P 1 + P 2 + P 3 − P j − P j+1 − P j+2 )a k+m−j−2 again a nonnegative number. Adding one more term at a time, we end up with the nonnegative lower bound (P 1 +P 2 +· · ·+P m−j+1 −P j −P j+1 −· · ·−P m )a k of (11) proving the point.
which is P 1 a k+m−j + P 2 a k+m−j−1 + · · · + P m−j+1 a k , a quantity bounded above by a k+m−j+1 = P 1 a k+m−j + P 2 a k+m−j−1 + · · · + P m a k−j+1 . Therefore, we find that s(n) = P j + s(n − P j a k+m−j ). Thus, summing over all such n's, we see that
which using Lemma 2 on the term S(P j a k+m−j ) yields the lemma.
This allows us to state a first theorem which gives the exact recursion followed by the sequence (b k ).
, the terms of the two sequences (a k ) and (b k ) satisfy the equation
Hence, the sequence
2 − P x − Q and x 3 − P x 2 − Qx − R for m respectively equal to 1, 2 and 3, equation (12) takes, in those respective cases, the simpler explicit forms
P r o o f. The identity (12) is obtained by iterating Lemma 5 for j = 1, then j = 2 till j = m and putting all (b k ) terms on the LHS.
where α is the dominant zero and f the derivative of f . P r o o f. By Lemma 3, f has a simple dominant zero α > 1. By Lemma 4, there is a positive constant a such that a k ∼ aα k as k tends to +∞. Because the coefficients of the various a k+m−i on the RHS of (12) are all nonnegative and not all zero, the RHS of (12) is of the form λα k + o(α k ) for some positive λ. Hence, (x − α) 2 must be a factor of the characteristic polynomial of (b k ). Since the dominant zero of f is the dominant double zero of f 2 , which annihilates (b k ), there is a positive constant c such that
as k tends to +∞. Hence, by Theorem 2, S A (n) = c A n log n + O(n) with c A = c/(a log α). To find out the value of c/a, we compare both sides of (12) . If Δ represents the derivation operator, then kα k = α(Δx k )| x=α . Thus, as E and Δ commute,
On the other hand, the RHS of (12) is asymptotically equivalent to
Therefore, comparing (15) to cαf (α) · α k and solving for c/a yields
But the coefficient of α
being P (P − 1) + 1≤j≤ −1 2P j P the expression for c A given in the theorem follows.
ÓÖÓÐÐ ÖÝ 6º The value of c A in Theorem 4 is independent of the choice of the
a i , 1 ≤ i < m, as long as a m−1 ≥ a m−2 ≥ · · · ≥ a 1 > a 0 = 1.
Search of the minimal constant c A for special recurrences of order ≤ 3
In this section, we determine the least constant c A , as A varies through all special recurrences of order less than, or equal to m, for 1 ≤ m ≤ 3.
Thus, A = (a k ) k≥0 is assumed to be a special recurrence of order ≤ m annihilated by the special polynomial f (x) = x m − P 1 x m−1 − P 2 x m−2 − · · · − P m of degree m whose dominant zero is denoted by α.
Case 1. The first-order recurrences.
If A = (a k ) k≥0 is a first-order special recurrence, then, by equation (14), c A = (α − 1)/(2 log α). The function x → (x − 1)/ log x is increasing on ]1, +∞[. Thus, the least c A corresponds to α = 2. It is (2 log 2)
Case 2. Special recurrences at most of the second order.
In this particular case, we re-state Theorem 4 as a corollary.
ÓÖÓÐÐ ÖÝ 7º If
where P ≥ Q ≥ 0, P + Q ≥ 2, a 0 = 1 and a 1 > 1 are integers, then
and D = P 2 + 4Q.
Note that if Q = 0, then as P ≥ 2 we may choose a 1 = P and A is the geometric sequence (P k ) k≥0 . In that case, we recover the fact that S A (n) = c A n log n + O(n) with c A = (P − 1)/(2 log P ), since Q = 0 implies α = P = √ D. In [3] we had wondered whether the most economical recurrence-based numeration system, taking the size of the constant c A as our gross criterion, took place for the Zeckendorf representation, i.e., the representation derived from a k = F k+2 . This appears to be true at least within the class of special second-order recurrences. Note that for a k = F k+2 , we may recover that
0.574 using Corollary 7. 
ÓÖÓÐÐ ÖÝ 8º The minimal c A , as A varies through all the first-order and second-order special recurrences is achieved when
Suppose P ≥ 8. As Q ≤ P ≤ P 2 , we claim that the LHS of (17) is bounded above by (γ √ 5 log γ)
which is true for all P ≥ 8. The twenty-seven remaining values of c A with 1 ≤ Q ≤ P ≤ 7, excluding P = Q = 1, are easily checked to satisfy (17) with some mathematical software. (If Q = 0, then c A = (P − 1)/(2 log P ), where a n = P n , P ≥ 2. We saw that c A ≥ (2 log 2)
0.721, which is larger than c F .) We provide the values of c A rounded up to the nearest third decimal place for P and Q positive and at most five.
Case 3. Special recurrences at most of the third order.
Here we assume that A = (a k ) k≥0 is at most a third-order linear recurrence with a 2 ≥ a 1 > a 0 = 1 integral and, for all k ≥ 0, a k+3 = P a k+2 + Qa k+1 + Ra k , where P ≥ 1, Q ≥ 0, R ≥ 0 are integers that satisfy P + Q + R ≥ 2 and P ≥ max {Q, R}. We restate Theorem 4 for these recurrences in a corollary.
ÓÖÓÐÐ ÖÝ
is an integral recurrence annihilated by the polynomial f . Assume a 0 = 1 and a 2 ≥ a 1 > 1. Then S A (n) = c A n log n + O(n), where
with f and α, respectively, the derivative and the dominant zero of f . Now we find the recurrence f which provides the least constant c f .
ÓÖÓÐÐ ÖÝ 10º The minimal c A , as A varies through all recurrences that sat-
isfy a 2 ≥ a 1 > a 0 = 1 and are annihilated by some special characteristic polynomials
, when A is the Narayana sequence. By (18) , it suffices to show the inequality 2αf (α) log α, i.e., 2α(3α
or more simply to show that (6α − 4P ) log α ≤ c −1
Because α > 1, we obtain α 3 = P α 2 + Qα + R ≤ P (α 2 + α + 1) ≤ 3P α 2 so that α ≤ 3P . Thus, (6α − 4P ) log α ≤ 14P log(3P ). Hence, to prove (19) it suffices to have 14c N (log 3 + log P ) ≤ P − 1, which is true for all P ≥ 34. The remaining values of c A for P ≤ 33, 0 ≤ Q ≤ P and 1 ≤ R ≤ P are finitely many and a program tells us they all exceed c N . (Of course, there are many ways to reduce further the numerical search. For instance, one can observe that α ≤ 3P implies that α
, since α > P. Thus, α < P + 4. Hence, (6α − 4P ) log α < (24 + 2P ) log(P + 4). So it suffices to have P − 1 ≥ c N (24/P + 2) log(P + 4) for (19) to hold. But this latter inequality holds for all P ≥ 8. This leaves only We provide a couple of tables, one with Q = 0, another with Q = 1, with all c f 's rounded up to the nearest third decimal for all special polynomials f (x) = x 3 − P x 2 − Qx − R when P does not exceed five. Table 3 . Ê Ñ Ö 2º Beyond c N , it seems that c F and c t are respectively the second and the third least constants c A among all constants considered in Corollary 10.
We have c t 0.626, where (t n ) is the shift of the tribonacci sequence with initial values 1, 2 and 4. We also have that the dominant zeros α N , α F and α t of the characteristic polynomials of the Narayana, Fibonacci and tribonacci sequences satisfy α N < α F < α t . However, it is not true always that α u < α v implies c u < c v . For instance,
as Table 2 shows.
Conjectured minimal constants for general order special recurrences
This section focuses on a family of recurrences of which a study was made in [4] . This family was also shown [8] to provide a general unique integer representation with positive and negative summands which generalizes the far-difference representation of Fibonacci numbers [2] .
Let q ≥ 1 be an integer and G = (g k ) k≥0 be the fundamental sequence of f (x) = x q − x q−1 − 1. That is, g k+q = g k+q−1 + g k , k ≥ 0, and the initial values of G are 0, . . . , 0, 1, 1, . . . , 1, 2, with q − 1 initial zeros followed by q ones. Then we consider A = (a k ) k≥0 defined by a k = g 2q−2+k . The sequence A is a shift of G that starts with the last term of the sequence G equal to 1. Note that for q = 1, 2 and 3, a k is respectively 2 k , F k+2 and N k+4 . We conjecture that c q is the least constant c A when A varies through all recurrences of order at most q that satisfy Theorem 4. We saw this is true if q = 1, 2 and 3. The method used to prove the cases q = 1, 2 and 3 could be used for any specific q, but would leave some numerical verification for small values of the coefficients. It cannot provide a proof for all q.
In this section, we are curious of the behavior of c q as q tends to infinity. We begin with an estimate of the dominant zero of f (x) and use the notation log 2 x to denote log log x.
where the leftmost inequality holds for q large enough and the rightmost inequality is valid for all q ≥ 3.
P r o o f. By Lemma 3, f (x) has a simple dominant zero α > 1. Assume q ≥ 3 and define ν := log 2 q log q log q and ω := log 2 q log q .
Put α = 1 + ε and, reasoning by contradiction, assume ε < log q (1+ν)q . Then
Taking logarithms yields
Hence, log(1 + ν) + ν 1 + ν log q < log 2 q.
As log(1 + ν) > 0 for q ≥ 3, this implies ν 1 + ν log q < log 2 q, which, since ν/(1 + ν) = log 2 q/ log q, leads to 1 < 1. Therefore, for all q ≥ 3,
. We will see that for q large enough y q > 1, which as α is the only positive zero of f proves that x q > α. Because x q < 1 + log(1 − ω + ω 2 ), we will obtain the first inequality of the lemma. Now
Thus,
Therefore, log q , yields that
we find that
α is the dominant zero of f (x) = x q − x q−1 − 1 and f is the derivative of f. Moreover, the constants c q become arbitrarily small as q tends to infinity. In fact,
P r o o f. Note that x q −x q−1 −1 is a special polynomial as defined right after (8) . Thus, the hypotheses of Theorem 4 hold. The statement on the asymptotics of S A follows and the value of c q is obtained by setting P 1 = P q = 1 and all other P i 's equal to 0 with m = q in formula (14) .
Thus, we need to show that (α q−1 + q) log α ∼ log q as q tends to infinity. By Lemma 11, for q large enough we find that
where 0 ≤ ε q < log 2 q log q . As log(log ε) = ε q log 2 q → 0 with q → ∞, we see that
Therefore, we conclude that
Numerical data. We compare c q and log −1 q in a small table, rounded up to the nearest third decimal place, for some q's. The values of c q log q seem to increase steadily as q varies from 2 to 119 surpassing 1 at about q = 40 and, perhaps somewhat surprisingly in view of the fact that c q ∼ (log q) −1 , reaching 1.058 when q = 119. 
Then, for all k ≥ 1,
P r o o f. First we observe that if (E −βI)·s k = r k , where |β| < θ, then s k = O(θ k ). Indeed, using inductively the relation s k+1 = βs k + r k , one sees that a solution 
where g is a polynomial over the reals with simple dominant zero α, λ = 0 and r k = O(θ k ) for some θ less than α but larger than the moduli of the other zeros of g. Then
for some nonzero b, some constant c and some sequence (t k ) with
P r o o f. Since a k ∼ aα k we infer that the characteristic polynomial f of A is of the form (x − α) (x), where the zeros of have moduli less than α. Any solution (s k ) to (23) is the sum of a solution (
The result follows.
The next theorem may be seen as a further generalization of our main theorems, Theorems 3 and 4, on special recurrences. 
Ì ÓÖ Ñ 6º
where g is a polynomial over the integers with simple dominant zero α, b k = S A (a k ), |r k | is bounded above by Bθ k , for some real number θ < α but larger than the moduli of the other zeros of g and of the characteristic polynomial of A, and λ > 0. Then
P r o o f. By Lemma 13,
Indeed, as seen in the proof of Theorem 4,
Thus, bαg (α) = λa. We saw in the proof of Lemma 12 that the expression in (21) is O(θ k ); the same argument gives that
and we find, by Theorem 2, that our claim holds with c A = b/(a log α).
We turn to families of the non-special second-order recurrences, which include a k = 2 k+1 − 1, yet fall under our method. Again we define b k as S(a k ).
ÓÖÓÐÐ ÖÝ 14º Let α ≥ 2 be an integer. Suppose the sequence A = (a k ) k≥0 , with a 1 integral and a 1 > a 0 = 1, is annihilated by
P r o o f. A simple induction would show that (a k ) k≥0 is increasing. Then we note that a k+1 = αa k + (a 1 − α) for all k ≥ 0. If a 1 = α, then we fall back on the well-known geometric case. So assume first
Thus, we see that
where K is the constant α(a 1 − α) + S(a 1 − α). Using Lemma 2, this leads to
for all k ≥ 1. The conclusion comes from Theorem 6 with a constant c A equal to 0.5α(α − 1)(α log α) −1 .
If 1 < a 1 < α, then instead we find that b k+1 = S(αa k )− i<α−a 1 s(i + a k+1 ). Because Lemma 2 assumes αa k ≤ a k+1 , it would be wrong to conclude that (27) held with K negative and equal to −(α − a 1 ) − S(α − a 1 ). However, the error we make in writing S(αa k ) = 0.5α(α − 1)a k + αb k only comes from the last α − a 1 integers before αa k . For an integer n, a k ≤ n < a k+1 , we see
+ is the maximal digit that may occur; see Lemma 1. Hence, the difference between b k+1 and 0.5α
We conclude again with Theorem 6.
ÓÖÓÐÐ ÖÝ 15º Let α ≥ 2 be an integer. Suppose the sequence
P r o o f. The sequence A is seen to be increasing. Moreover,
Suppose k is even and a 1 > α, or k is odd and a 1 < α. Thus, a k+1 = αa k +|a 1 −α|. Hence, by Lemma 2, b k+1 = S(αa k )+K = 0.5α(α−1)a k + αb k + K, where K is the constant α|a 1 − α| + S(|a 1 − α|). In the other cases, i.e., k odd and a 1 > α, or k even and a 1 < α, we find that a k+1 = αa k − |a 1 (|a 1 − α|) . By the argument used in the proof of Corollary 14, we see that
Therefore, for all k and a 1 − α, we see that b k+1 = 0.5α(α − 1)a k + αb k + r k , where r k = O(k). Theorem 6 offers the conclusion.
We gather in a theorem the previous two corollaries.
Ê Ñ Ö 3º None of the second-order recurrences of Theorem 7 are special.
Interestingly, formula (16) still yields the right constant c A for all the recurrences of Corollary 15. However, this is not true for recurrences of Corollary 14, e.g., for a k = 2 k+1 − 1, when putting P = 3, Q = −2, α = 2 and D = 1 in (16) leads to a wrong value of c A . In any case all second-order recurrences in Theorem 7 are very close to the geometric sequence (α k ) with which they share the same constant c A .
We give a few more typical applications of Theorem 6 with a second-order and a third-order recurrences with dominant zero 3 and other zeros of moduli larger than 1, and a fourth-order recurrence with a non-integral dominant zero, namely the Golden ratio γ.
Ì ÓÖ Ñ 8º For each of the three recurrences A = (a k ) k≥0 , where
we find that S A (n) = c A n log n + O(n), where where d + is the maximal digit that can occur in the numeration based on A, for all n < 2 k+1 . Therefore, using Lemma 2, we find that b k+1 − 3b k = 3a k + r k , where r k = 3 · 2 k+1 + S(2 k+1 ) = O(θ k ) with, say, θ = 5/2. We conclude with the help of Theorem 6. For the second sequence, we find that a k+1 = 3a k − (k − 2)2 k . Thus, for k ≥ 2, we have 
with θ = 3/2 < γ. Again the conclusion comes from Theorem 6.
We investigate recurrences annihilated by f (x) = x 3 − x − 1, a polynomial which has a substantially smaller dominant zero than special cubics. Though f is not a special polynomial our method works! As usual b k denotes S(a k ). The constant c A turns out to be much smaller than all constants associated with the recurrences of Corollary 10. Ê Ñ Ö 4º Note that the sequence with a 0 = 1, a 1 = a 2 = 2 is a shift of the fundamental sequence associated with x 3 − x − 1 (i.e., a shift of the Padovan sequence 4 ) which satisfies the hypotheses of Theorem 9. Formula (18) is not valid for the Padovan or other sequences satisfying Theorem 9 as putting P = 0 and Q = R = 1 into (18) yields αf (α) log α −1 , a larger constant ( 0.629).
Ì ÓÖ Ñ 9º

