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ABSTRACT 
In humans the few months surrounding birth comprise a developmentally critical period 
characterised by the growth of major neuronal networks as well as their initial tuning towards more 
functionally mature large-scale constellations. Proper wiring in the neonatal brain, especially during 
the last trimester of pregnancy and the first weeks of postnatal life, relies on the brain’s endogenous 
activity and remains critical throughout one’s life. Structural or functional abnormalities at the stage 
of early network formation may result in a neurological disorder later during maturation. Functional 
connectivity measures based on an infant electroencephalographic (EEG) time series may be used 
to monitor these processes. 
A neonatal EEG is temporally discrete and consists of events (e.g., spontaneous activity 
transients (SATs)) and the intervals between them (inter-SATs). During early maturation, 
communication between areas of the brain may be transmitted through two distinct mechanisms: 
synchronisation between neuronal oscillations and event co-occurrences. In this study, we proposed 
a novel algorithm capable of assessing the coupling on both of these levels. Our analysis of real data 
from preterm neonates using the proposed algorithm demonstrated its ability to effectively detect 
functional connectivity disruptions caused by brain lesions. Our results also suggest that SAT 
synchronisation represents the dominant means through which inter-areal cooperation occurs in an 
immature brain. Structural disturbances of the neuronal pathways in the brain carry a frequency 
selective effect on the functional connectivity decreasing at the event level. 
Next, we used mathematical models and computational simulations combined with real EEG 
data to analyse the propagation of electrical neuronal activity within the neonatal head. Our results 
show that the conductivity of the neonatal skull is much higher than that found in adults. This leads 
to greater focal spread of cortical signals towards the scalp and requires high-density electrode 
meshes for quality monitoring of neonatal brain activity. Additionally, we show that the specific 
structure of the neonatal skull fontanel does not represent a special pathway for the spread of 
electrical activity because of the overall high conductivity of the skull.  
Finally, we demonstrated that the choice of EEG recording montage may strongly affect the 
fidelity of non-redundant neuronal information registration as well as the output of functional 
connectivity analysis. Our simulations suggest that high-density EEG electrode arrays combined 
with mathematical transformations, such as the global average or current source density (CSD), 
provide more spatially accurate details about the underlying cortical activity and may yield results 
more robust against volume conduction effects. Furthermore, we provide clear instruction regarding 
how to optimise recording montages for different numbers of sensors. 
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1. INTRODUCTION 
The final months of pregnancy and the first weeks of life are critical for the development of the 
human brain. During that time, the major brain networks are physically and functionally 
established, and the brain functions are exquisitely sensitive to environmental effects. These 
realities make the neonatal brain unique and call for the particular need to carefully monitor it 
during the prenatal and postnatal periods. Abnormalities or improper structural connectivity during 
early maturation may manifest much later in life as cognitive disorders. Thus, the assessment of 
infant brain activity may assist in the early diagnosis and prediction of neurodevelopmental 
disorders. 
Electroencephalography (EEG) is a widely used, clinically suitable technique to measure infant 
brain activity. Connectivity analysis applied to multichannel neonatal EEG represents a promising 
approach to assess the dynamics of neuronal large-scale network formation. Brain areas are 
established to interact by synchronising their electrical activity (Singer 1999; Fries 2005; Bressler 
and Menon 2010; Uhlhaas et al. 2010; Palva and Palva 2011). The synchronisation of neuronal 
activity between neurons and their clusters also plays an important role during development. Hence, 
connectivity analysis commonly focuses on the synchrony estimation between neuronal oscillations 
(Palva and Palva 2012; Engel et al. 2013). 
Neonatal EEG possesses specific features and is characterised by the presence of temporally 
discrete spontaneous activity transients (SATs) believed to play a crucial role in guiding and 
supporting early network organization (Vanhatalo et al. 2005a; Vanhatalo and Kaila 2006; 
Vanhatalo and Kaila 2010). Different conductivity properties of the tissues and the geometry of the 
infant head make the spread of electrical cortical activity towards recording EEG sensors quite 
distinct from adults. Therefore, this should be taken into account when performing connectivity 
analysis on infant EEG data. 
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2. REVIEW OF THE LITERATURE 
2.1. Changes in the developing brain 
Beginning from an early preterm age, dramatic structural and functional changes occur in an 
infant’s brain. During the third trimester (weeks 29 to 40), the human brain nearly triples its size in 
volume and continues actively growing such that by the age of one year it reaches about 70% of its 
adult size (Dekaban 1978; Hüppi et al. 1998; Kapellou et al. 2006; Knickmeyer et al. 2008). At the 
same time, cortical surface folding takes place leading to an overall surface increase and to the 
formation of the sulci and gyri, changing their configuration with maturation (Kapellou et al. 2006; 
Dubois et al. 2008b). Some research suggests that during evolution the brain developed its optimal 
geometry in terms of area allocation and the network organisation between them when space is 
limited (Chklovskii et al. 2002; Klyachko and Stevens 2003; Cherniak et al. 2004). Thus, structural 
changes during maturation are aimed at reaching this optimum. 
The most critical period for infant brain development is most likely the third trimester. 
Research on humans and animal models shows that an immature brain is characterised by the 
presence of a temporary thick neuronal structure called the ‘subplate’ underlying the cortical layer 
(Molliver et al. 1973; Kostovic and Rakic 1990; Kostovic and Judas 2006). At a gestational age 
(GA) of 18 to 22 weeks, the subplate is about five times thicker than the cortex (Tau and Peterson 
2010). Towards full-term, the thickness gradually decreases, disappearing during postnatal 
development (McConnell et al. 1989). This structure plays an important role during early 
development and performs the function of a ‘waiting’ zone, where afferents from the thalamus and 
other cortical regions establish the first long-range connections (Kostovic and Judas 2006). At the 
end of the second trimester (around 28 weeks), thalamocortical connections reach the subplate 
layer, but corticocortical connections have not yet grown. At the beginning of the third trimester 
(weeks 29 to 33), thalamocortical connections are set in the cortical layer while corticocortical 
connections attain the subplate and lower cortical structures. Closer to full-term (weeks 38 to 40), 
thalamocortical connections are established primarily in the cortical layer IV, while corticocortical 
connections also reach their target zones in the cortex (Kostovic and Jovanov-Milosevic 2006; 
Vanhatalo and Kaila 2006). 
The formation of short-range corticocortical compared to long-range connections is delayed 
time-wise and strictly related to the differentiation of cortical neurons (Mountcastle 1997; Ramakers 
2005; Vanhatalo and Kaila 2006). The six-layer organisation of the cortex and differentiation 
between its areas are already visible around 31 weeks GA (Mrzljak et al. 1988). 
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During the third trimester, a peak of axonal myelination also occurs (Dubois et al. 2014). 
Myelin is a fatty substance produced by glia cells which wraps around axons increasing the 
efficiency of information transfer between neurons and their networks. This process lasts for a few 
years after birth and affects various axonal tracts at different times (Yakovlev and Lecours 1967). 
All these on-going processes in the neonatal brain have their own, partly overlapping, time 
spans. 
 
2.2. Structural and functional connectivity 
In neuroscience, structural connectivity refers to the anatomical links between neurons and their 
populations (such as synapses or fibres) enabling interactions between them. Structural connectivity 
features a relatively steady configuration over a time scale ranging from hours up to days. In the 
developing brain where axonal projections are actively growing and synaptic connections are 
setting and pruning (synaptogenesis), physical reshaping of the networks is more dynamic and 
occurs on a larger scale compared to those in adults. In turn, functional connectivity refers 
interaction between brain areas, which is often measures as a synchronisation of neuronal activity 
from, for instance, pairs of EEG time series. The time scale of single episodes of functional 
interaction is often brief, in the order of tens of milliseconds (Sporns 2011). Functional connectivity 
may be assessed from a series of measurements using various techniques including EEG. Both 
types of connectivity are highly interrelated. Canadian psychologist Donald Hebb (Hebb 1949) 
formulated a classical rule in neuroscience: ‘neurons that fire together wire together’. This also 
applies to neuronal populations. Thus, estimating functional connectivity may be efficiently used to 
track structural changes and abnormalities in brain networks, making this approach particularly 
valuable in the context of monitoring developing brains (Vanhatalo and Palva 2011; Palva and 
Palva 2012). 
In the first place, the neonatal brain sets up most of the structural connections between its 
neuronal populations. The development of functional connectivity for various neuronal networks 
may occur at distinct time periods. For example, prominent development of functional connectivity 
in sensory networks is already seen during the first year of life, whereas visual networks develop 
during the second year (Lin et al. 2008). Networks related to cognitive functioning develop much 
later (Doria et al. 2010). Improper structural connections established during prenatal and perinatal 
periods, however, may lead to neurocognitive disorders later in life (Dudink et al. 2008; Dubois et 
al. 2008a; Kostovic and Judas 2010). 
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2.3. Role of neuronal synchrony 
The human brain is an extremely complex system with optimal hierarchical organisation 
constrained by physical limits. Despite the fact that the brain possesses billions of neurons, it is 
impossible to pinpoint a particular region capable of processing any specific object or disturbance 
offered by the external world as a whole. Thus, the brain operates based on two main interconnected 
principles: segregation and integration (Tononi et al. 1994). The first one simply means that 
separate specialised neurons and their populations in the brain are responsible for specific features 
of recognition. The latter principle refers to the fact that information from these distinct populations 
is summated or bound together on higher hierarchical levels. The key mechanism needed to allow 
for this binding is the simultaneous (synchronous) activation of these segregated areas (Singer 
1999; Varela et al. 2001). This principle is fundamental to communication along different scales in 
the brain: from neurons up to their populations. In neurobiology, it is also called coincidence 
detection, meaning that temporally close appearances of different neuronal inputs from spatially 
distributed sources make it possible for neurons and their circuits to encode information (Joris et al. 
1998; Bender et al. 2006). Previous research also showed in children and adults that most of the 
higher brain functions (such as perception and cognition) involve multiple areas that interact 
through their neuronal activity synchronisation (Bressler and Menon 2010; Uhlhaas et al. 2010). In 
the developing brain, when huge amounts of synaptic connections are forming and pruning, 
neuronal activity synchronisation manages these processes and, thus, plays an important role for the 
self-organisation of networks (Singer 1995; Ben-Ari 2001; Khazipov and Luhmann 2006). 
Therefore, synchronous activity enables information integration and communication, and may 
influence the shaping of networks in the brain during maturation as well as the functional 
segregation of neurons (Hanganu-Opatz 2010; Kilb et al. 2011; Omidvarnia et al. 2014b).  
In preterm infants, the change in cooperation between brain areas is highly related to the 
synchronisation of SATs (Vanhatalo et al. 2005a; Vanhatalo and Kaila 2006). Two distinct 
mechanisms may trigger the interplay between neuronal populations: synchronisation between 
nested oscillations within SATs and co-occurrence of SAT events. In the neonatal brain at an early 
preterm age, connections between different cortical areas as well as between the cortex and 
thalamus are growing. Without existing direct or indirect structural connections, the interplay 
between distinct brain areas is physically impossible. At that time, SATs in two hemispheres behave 
more autonomously, with poor synchrony, at times only unilaterally, and their bilateral co-incidence 
more likely relates to the same underlying triggering mechanism. Thus, synchrony plays a guiding 
function in the early networking processes in the brain using its own endogenous activity (Katz 
1993; Katz and Shatz 1996) and, later, in the maturation of sensory inputs. Towards full-term age, 
 5 
 
the coincidence of SATs between the hemispheres becomes more synchronized. This is partly 
associated with the establishment of callosal connections making communication between 
hemispheres possible (Vanhatalo and Kaila 2006) and, consequently, enabling the activity-based 
tuning of interhemispheric cooperation. Beginning during the postnatal period alongside structural 
wiring, maturation of the inhibitory GABAergic system, and myelination of axonal tracts, 
synchronisation of neuronal activity configures and sculptures the networks in the brain through 
early adulthood. For this reason, tracking synchrony starting from an early preterm age is important 
and may provide information about structural or functional abnormalities during development. 
 
2.4. EEG measurement 
Electroencephalography (EEG) is a technique for recording electrical activity in the brain. The 
history of EEG begins early in 1875 when physician Richard Carton successfully recorded electrical 
activity from the neocortex of rabbits and monkeys. The next significant date for the technique was 
1924 when German psychiatrist Hans Berger successfully recorded the first human EEG using a 
device called an electroencephalograph.  
The first EEG data from normal neonates was published in 1938 (Loomis et al. 1938; Smith 
1938) and, more than a decade later in 1951, two independent groups simultaneously reported the 
first EEG data from preterm infants (Hughes et al. 1951; Mai et al. 1951). Today, existing facilities 
and technologies available in most neonatal intensive care units (NICU) in developed countries 
allow for the recording of multichannel EEG data starting with early preterm infants (at a GA from 
about 24 weeks).  
In the conventional EEG routine, electrical brain activity is recorded using a set of passive 
sensors (electrodes) placed on the scalp surface. In most applications, electrodes are placed 
according to the international 10–20 system (Jasper 1958; Towle et al. 1993), but their number may 
vary depending on the specific goal of the analysis. For research purposes, up to hundreds of 
sensors may be used. In most clinical applications, however, using 19 recording electrodes 
represents the common practice. Traditionally, for neonatal EEG recording, an even lower number 
of sensors are used (André et al. 2010). Several recent studies demonstrated the advantage of using 
high-density sensors arrays for EEG recordings from infants both for clinical and research purposes 
(Grieve et al. 2003; Grieve et al. 2004; Wallois et al. 2009; Odabaee et al. 2013; Omidvarnia et al. 
2014b). 
Physically, EEG represents the difference in the potential between two spatially distinct points 
on the scalp. This difference can be taken either between certain pairs of scalp electrodes or 
between the potential in every electrode relative to some virtual reference point. How EEG signals 
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are represented is referred to as a montage. Bipolar montages show EEG signals derived by 
subtracting electrical potentials between neighbouring sensors along a defined direction such as 
banana (from front to back) and transverse (from left to right). A monopolar montage refers to the 
difference between all electrodes and that designated as the reference, which as a rule is located at 
the midline (rendering the reference equidistant from both hemispheres and relatively silent). The 
linked mastoids reference point is derived as an average from two additional electrodes placed on 
the ears, with the result subtracted from all other recording sensors (see also Figure 1B). Virtual 
montages relate to the grand average reference (difference between each electrode and global mean 
from all electrodes; Goldman 1950; Offner 1950) and the Laplacian transform also called the 
current source density (CSD; difference between electrode and weighted average of its neighbours; 
Hjorth 1975; Kayser and Tenke 2006a; Kayser and Tenke 2006b; Tenke and Kayser 2012). The 
latter two montages are also called mathematical and may be computed independently of the 
reference used in the EEG recordings.  
A proper or ‘optimal’ choice for the EEG recording reference point in the literature is usually 
called the reference problem. Others demonstrated that the choice of the reference may affect the 
output of some EEG analyses (Wolpaw and Wood 1982; Pascual-Marqui and Lehmann 1993; 
Nunez et al. 1997; Essl and Rappelsberger 1998; Mima and Hallett 1999; Nunez et al. 1999; 
Hagemann et al. 2001; Yao et al. 2005; Yao et al. 2007). In most studies of this problem, 
researchers report different analytical results obtained using various references and validate their 
performance based on a priori knowledge. 
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Figure 1. Summary of methods. A. High-density EEG recording from an early preterm infant at 30 weeks gestational 
age (GA). Image courtesy of University of Helsinki, Finland. B. The placement scheme of 19 electrodes according to 
the international 10–20 system. Pairwise combinations for bipolar montages are shown by the orange (banana) and pink 
(transverse) lines. The monopolar montage with the Cz electrode (yellow) as the common reference is calculated by 
subtracting the Cz signal from all other electrodes. The linked mastoids reference is computed as an average over 
mastoid electrodes M1 and M2 (grey). C. An example of a multichannel EEG recording from a new-born infant. The 
red circles indicate the spontaneous activity transients (SATs). D. An example of an EEG epoch from an early preterm 
infant. The red circles indicate SATs, and the wavelet transform for the last SAT (dashed box) is shown below. Note the 
multi-frequency nature of the SAT events: higher frequency oscillations are nested at a low frequency fluctuation 
(usually <1 Hz). E. Band-pass (3–8 Hz) filtered EEG epoch (shown in D) s(t) and its phase function φ(t) are shown in 
blue. The smoothed amplitude envelope sA(t) and its phase φA(t) are shown in red. F. An example of a phase synchrony 
estimation. Two phase functions of the band-pass filtered (3–8 Hz) EEG signals are shown at top in red and black. For a 
fixed time window (dashed box), instantaneous phase difference Δφ was computed and its distribution over the unit 
circle appears below. Each grey line corresponds to a phase difference at a certain time point. Phase locking value 
(PLV) reflecting the coherence of this distribution (see also Eq. 11) is illustrated by the red line. Its projections on a real 
and imaginary axis are estimators rPLV and iPLV, respectively. G. An example of a raw (left) and segmented (right) 
MRI slice from a healthy full-term infant. H. A realistic 3D neonatal head model reconstructed from the segmented 
MRI is shown on the left. The cortical surface was divided into distinct regions (parcels). The green circles illustrate the 
location of the EEG electrodes on the scalp surface. At right, examples of simulated parcel (brain) signals are shown in 
blue and the derived corresponding scalp EEG signals are shown in black. 
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2.5. Physiological origin of EEG signals 
The EEG signal origin is directly related to the basic mechanism of neuronal interaction such as 
a synapse. The insulating cell membrane electrically separates intracellular space from its 
environment. Due to an unequal concentration of Na
+
, K
+
, and Cl
-
 ions across the membrane 
(typically, the extra-/intracellular concentrations of these ions for mammalian neurons are  
145/15 mM, 5/140 mM, and 110/10 mM, respectively) in the resting state, the intracellular 
environment relative to the extracellular is negatively polarised (the membrane potential in the 
resting state is normally about −70 mV).    
A synapse is a functional connection between two neurons, making signal transmission between 
them possible. When an action potential (AP) arrives at the presynaptic terminal of the axon of an 
active neuron, special molecules called ‘neurotransmitters’ are released into the synaptic cleft 
between neurons. These molecules bind to specific transmitter-gated proteins (receptors) located on 
the postsynaptic terminal of the other neuron. As a consequence of such an interaction, receptors 
become permeable to the specific ion species. The redistribution of the ions across the cell 
membrane creates a postsynaptic potential. The influx of positive ions, or cations, (mostly Na
+
 and 
Ca
+
) into the cell creates an excitatory postsynaptic potential (EPSP; depolarising the membrane 
potential and thus increasing the probability of AP generation), whereas the influx of negatively 
charged ions (Cl
-
) creates an inhibitory postsynaptic potential (IPSP; hyperpolarising the membrane 
potential and thus decreasing the probability of AP generation). The inward flow of cations during 
EPSP creates a local extracellular ‘sink’ (a lack of positive ions close to the apical dendrites). At the 
same time, the redistribution of cations occurs within the neuron. This leads to a depolarisation of 
the membrane close to the cell body and, as a sequence, to an outward flow of positive ions (return 
current). This creates an extracellular ‘source’. So, the ‘sink’ (has negative polarity) and ‘source’ 
(has positive polarity) form the potential difference that causes an electrical current to flow through 
the volume conductor. These spatially distinct extracellular fields close to the neuron can be 
modelled as dipole (Baillet et al. 2001; Lopes da Silva 2004; Hallez et al. 2007; Buzsaki et al. 
2012), and they give rise to the potentials measured with scalp EEG. 
It is worth noting that despite the undoubtedly major role of EPSPs, currents caused by IPSPs 
may also lead to the formation of extracellular potentials (Lopes da Silva 2004; Glickfeld et al. 
2009; Trevelyan 2009).  
One single neuron produces too small electrical potential on the scalp to be detected with EEG 
(Nunez and Srinivasan 2006). Two crucial factors make ‘seeing’ neuronal activity at the scalp 
possible: the structural organisation of neurons in the cortex and the time scale of the extracellular 
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currents. Pyramidal neurons span multiple cortical layers but the somas of the large pyramidal 
neurons are predominantly in layer III and V. Neighbouring pyramidal cells are organised such that 
their dendritic trunks are parallel relative to each other and together lie perpendicular to the cortical 
surface. Thus, during the activation of the neuronal population, electrical fields from single neurons 
are summated and the resulting field may be measured by electrodes (Nunez and Silberstein 2000). 
As long as neighbouring neurons fire with only a slight delay, such a time period allows for their 
temporal overlap. The proximity of the EEG generators (in the cortex) relative to the scalp is 
important, because the contribution of the dipole to the scalp potential decays rapidly enough and is 
inversely proportional to the square of the distance.  
To summarise, EEG records the superposition of post-synaptic activity in cortical populations 
that reach the scalp surface due to volume conduction. This physiological mechanism forms the 
basis of different mathematical approaches when modelling electrical neuronal activity based on 
extracranial measurements. 
  
2.6. Neonatal EEG 
In contrast to adult EEGs, neonatal EEG features a discrete temporal structure (Buzsaki and 
Draguhn 2004; Steriade 2006). It is composed of events called SATs (see Figures 1C–D) and the 
intervals between them (inter-SATs; Vanhatalo et al. 2005a; Vanhatalo and Kaila 2006; Tolonen et 
al. 2007). Such structures are already visible in EEGs from extremely preterm neonates at about 24 
weeks GA (Lamblin et al. 1999; Selton et al. 2000; Vecchierini et al. 2003; Vanhatalo and Kaila 
2006) treated in NICU. Studies in animal models report similar patterns for neuronal activity 
recorded from the cortical structures during early maturation (Khazipov and Luhmann 2006; Sipilä 
and Kaila 2008). 
The presence of SATs represents a key feature of the neonatal EEG making it unique. 
Researchers suspect that during early development, while the mechanisms for sensory input are not 
yet established, they play a crucial role in the formation of neuronal connections in the brain (Pallas 
2001). SATs represent distinct phenomena from neuronal oscillations generated by the cortex. 
Several studies highlight the self-organisation of these events in time and in space (Ben-Ari 2001; 
Sipilä et al. 2005; Khazipov and Luhmann 2006). These events appear in the neonatal EEG during 
the third trimester and vanish near as full-term GA approaches (Vanhatalo and Kaila 2006). 
Interestingly, their disappearance concurs with the maturation of the inhibitory GABAergic 
mechanisms (Dzhala et al. 2005; Vanhatalo et al. 2005a; Vanhatalo and Kaila 2006) required for the 
regulation of cortical neuronal activity with a high temporal precision (Buzsaki and Draguhn 2004; 
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Palva et al. 2005). Studies also demonstrated that SATs may be produced both by an isolated cortex 
(Adelsberger et al. 2005) and by responding to the transient subplate structure inputs (Dupont et al. 
2006; Vanhatalo and Kaila 2006). 
Prior to reaching full-term, while the inhibitory mechanisms essential for high-frequency 
activity generation are absent, the signal power of neonatal EEG is mostly concentrated below  
30 Hz (Vanhatalo et al. 2005a). By frequency content, SATs are multiband events (Figure 1D). 
Bursts of higher-frequency activity are packed (or ‘nested’) within high-amplitude slow waves  
(<1 Hz) (Vanhatalo et al. 2004; Vanhatalo et al. 2005b; Tolonen et al. 2007). Thus, some literature 
refers to SATs as nested oscillations (Vanhatalo and Kaila 2010). 
Spatially, SATs are first (up to 30 weeks GA) visible over the sensory cortices. Animal studies 
demonstrated this as fibres from the thalamus grow from the subplate into the cortical layer (Penn 
and Shatz 1999; Price et al. 2006). This corresponds to the idea that brain activity plays a guiding 
role in the early wiring. Later during development, these events spread over increasingly broader 
areas (Scher 2005).   
During maturation, the power of lower frequencies in SATs gradually decreases. At the same 
time, higher-frequency activity shows an increase in power and becomes better nested within the 
slow waves. Towards full-term GA, SATs also become more prolonged and their morphology 
changes. By comparison, on-going cortical activity (inter-SATs) in early preterm infants is quite 
insignificant, while closer to full-term, it increases (Vanhatalo and Kaila 2006; Tolonen et al. 2007). 
The rate of SAT appearance remains approximately the same throughout maturation. This neonatal 
EEG metamorphosis may be thought of as the gradual increase in on-going cortical activity (inter-
SATs) and a decrease in SATs until they completely vanish. In other words, the main trend in EEG 
alteration during early maturation is from a discontinuous, discrete form towards a continuous, 
adult-like form. Changes in EEG reflect the physiological and structural changes that take place in 
the infant brain. The presence of two different trajectories (SATs and inter-SATs) and a progressive 
change in the balance between them across time indicates the need for mathematical approaches 
capable of tracking both. 
Neonatal EEG also has different features during distinct vigilant or sleep states. During active 
sleep (AS), features are more continuous and SATs appear more frequently. In contrast, during 
quiet sleep (QS), the EEG trace is more discontinuous with less frequent SATs (Vanhatalo and 
Kaila 2006; André et al. 2010; Palmu et al. 2013).    
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2.7. Extracting neuronal signal attributes 
The key parameters of interest for neuronal oscillations include the amplitude and phase 
derived from their complex representation. The general expression for a complex number z is 
𝑧 = 𝑎 + 𝑗𝑏,                                                                   (1) 
where a and b are real numbers called real (Re) and imaginary (Im) parts, respectively, and j is the 
imaginary unit (𝑗 = √−1). 
Amplitude (A) of z is computed as 
𝐴 = √𝑎2 + 𝑏2                                                                 (2) 
and phase (θ) as 
𝜃 = 𝑎𝑟𝑐𝑡𝑎𝑛
𝑏
𝑎
.                                                                  (3) 
In the polar form, z can be written as follows: 
𝑧 = 𝐴 ∙ 𝑒𝑥𝑝⁡(𝑗𝜃).                                                             (4) 
The amplitudes of the signal at each time point form its amplitude envelope and the instantaneous 
phase values form its phase function (Figure 1E). 
In reality, EEG amplifiers measure the real values of signal s(t) and, in this case, information 
about the amplitude and phase are mixed. There are two commonly used methods to transform 
measured EEG signals into a complex form. The first applies the Hilbert transform to the signal. 
This implies computing the convolution of a given signal s(t) with function 1/𝜋𝑡  in order to 
determine the imaginary part of the signal: 
?̇? = 𝑠(𝑡) ∗
1
𝜋𝑡
=
1
𝜋
∫
𝑠(𝜏)
𝑡−𝜏
𝑑𝜏
+∞
−∞
.                                                   (5) 
Because the integral in Eq. (5) is improper, in practice the Hilbert transform is computed as the 
Cauchy principal value (P.V.):  
?̇? =
1
𝜋
⁡𝑃. 𝑉.∙ ∫
𝑠(𝑡)
𝑡−𝜏
𝑑𝜏
+∞
−∞
.                                                         (6) 
As a result, for original signal s(t), we can write analytic signal sa(t) using a complex form: 
𝑠𝑎(𝑡) = 𝑠(𝑡) + 𝑗?̇?(𝑡),                                                             (7) 
 12 
 
where s(t) is the real part of the signal and ṡ(t) is imaginary. As a rule, the Hilbert transform is 
applied to the band-passed signal in the specific frequency range of interest, but not to a ‘raw’ 
signal directly. It is important to remember that the filtering procedure may lead to the distortion of 
the original phase of a signal. Finite impulse response (FIR) filters introduce a linear phase shift, 
whereas infinite impulse response (IIR) filters lead to a nonlinear phase shift. Preserving the phase 
of neuronal oscillations is crucial for analyses such as phase synchrony estimation. Applying any 
type of filters (FIR or IIR) to a signal in the forward and reverse directions allows us to perform 
zero-phase filtering (e.g., the original phase function remains ‘untouched’). 
The second alternative for obtaining a recorded EEG signal in a complex form is to apply the 
continuous wavelet transform. Complex Morlet wavelet w(t, f0) is widely used for the analysis of 
neuronal signals (Tallon-Baudry et al. 1997; Lachaux et al. 1999; Palva et al. 2005). Both the 
imaginary and real parts of this wavelet are essentially harmonic functions windowed by the 
Gaussian envelope (Kronland-Martinet et al. 1987) well-suited for the analysis of rhythmic 
neuronal signals such as EEG. The Morlet wavelet is defined as: 
𝑤(𝑡, 𝑓0) = 𝐵 ∙ 𝑒𝑥𝑝 (
−𝑡2
2𝜎𝑡
2) ∙ 𝑒𝑥 𝑝(2𝑗𝜋𝑓0𝑡),                                   (8) 
where 𝐵 = 𝜋−1/4 is a normalisation factor. The Morlet wavelet has a Gaussian shape both in the 
time domain with standard deviation (SD) 𝜎𝑡 = 𝑚/2𝜋𝑓0  and in the frequency domain around a 
central frequency f0 with SD 𝜎𝑓 = 𝑓0/𝑚  respectively. Parameter m regulates wavelet resolution 
both in the time and frequency domains and, in practice, should be set to greater than 5 (Grossmann 
et al. 1989). The wavelet transform simply refers to the convolution of a signal with the following 
wavelet function: 
𝑠𝑤(𝑡, 𝑓0) = 𝑠(𝑡) ∗ 𝑤(𝑡, 𝑓0).                                                 (9) 
It is much more efficient to calculate the convolution in the frequency domain. In this case, 
convolution is simply a product of the spectra obtained with the help of a fast Fourier transform 
(FFT). The resultant vector 𝑠𝑤(𝑡, 𝑓0) will have a complex form, analogous to an analytical signal 
(see Eq. 7), where the real part is a band-passed signal s(t). 
Previous work has showed that both approaches yield quite similar results for signal amplitude 
and phase estimation (Le Van Quyen et al. 2001; Bruns 2004). The main difference is that the 
wavelet-based approach renders the frequency bandwidth manipulation quite challenging because 
of the time–frequency compromise (m parameter should be set to an optimal value). By contrast, the 
Hilbert transform may be applied to a pre-filtered signal within any frequency band of interest. A 
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set of properly adjusted filters makes filtering out very narrow band or wideband signal components 
with unambiguous cut-off frequencies possible depending on the purpose of the study.  
The phase function of the amplitude envelope is extracted similar to neuronal oscillations using 
the Hilbert transform (see Figure 1E) as was done with original neuronal oscillations. 
 
2.8. Methods of synchrony analysis 
Currently, many different approaches to assess synchrony between neuronal oscillations exist. 
Some metrics take into account both the amplitude and phase of signals. Among them, the most 
popular include such estimators as the cross-correlation and coherence and their different 
implementations (Kuks et al. 1988; Grieve et al. 2008; Milde et al. 2011; Witte et al. 2011). The 
amplitude of neuronal oscillations is believed to reflect the synchronisation of neurons in the local 
cluster (Varela et al. 2001). This is proportional to the number of co-activated cells in the neuronal 
population. In turn, phase synchrony is considered crucial for the coordination of activity between 
distributed neuronal assembles (Fries 2005; Womelsdorf et al. 2007; Lakatos et al. 2008; Uhlhaas et 
al. 2009; Palva and Palva 2012). Previous reports indicated that amplitude correlation and phase 
synchronisation between neuronal oscillations relate to functionally different mechanisms (Bruns et 
al. 2000; Freunberger et al. 2009; Palva et al. 2010; Engel et al. 2013). Moreover, neonatal EEG is 
typically characterised by a high amplitude variability, making the coherence estimate an amplitude 
covariance measure (Vanhatalo and Palva 2011). 
The relationship between the amplitude envelopes of neuronal oscillation in the simplest case 
may be assessed by computing the correlation coefficient. Several improved implementations of 
this approach work with normalised (Bruns et al. 2000) or orthogonalised (Brookes et al. 2012; 
Hipp et al. 2012) envelopes. These measures may be efficiently used when applied to cortical 
source signals (Palva and Palva 2012). However, when dealing with EEG recordings, the amplitude 
estimates of the underlying neuronal activity generators may be biased due, for example, to a 
change in the dipole orientation relative to the electrodes. Thus, synchrony measures which rely 
solely on the phase of signals may provide more robust estimates of functional connectivity when 
dealing with EEG. 
Phase synchronisation (PS) between two neuronal signals means that their phase difference 
(∆θ) is stable over a certain period of time. The most common way to assess PS is to compute the 
phase locking value (PLV) between band-passed oscillations within an optimal time window (Jervis 
et al. 1983; Lachaux et al. 1999; Lachaux et al. 2000; Mormann et al. 2000). For two discrete 
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signals with phase functions θ1 and θ2, respectively, and k as the sample index, the phase difference 
can be written as: 
 ∆𝜃(𝑘) = 𝜃1(𝑘) − 𝜃2(𝑘).                                                          (10) 
Then, the PLV measure in complex form (cPLV; Aydore et al. 2013) can be written as: 
𝑐𝑃𝐿𝑉 =
1
𝑁
∑ 𝑒𝑥 𝑝(𝑗∆𝜃(𝑘)) ,𝑁𝑘=1                                                      (11) 
where N is the number of samples within the time window for which the synchrony is estimated, k 
is the sample index, and j is the imaginary unit. Then, ‘classical’ PLV (Lachaux et al. 1999) can be 
computed as an absolute value of cPLV (see also Figure 1F), ranging from 0 (when the phase 
difference is uniformly distributed) and 1 (perfect phase stability). 
Volume conduction results in the same cortical generator possibly contributing to spatially 
close EEG sensors, yielding artificial phase synchronisations at the electrode level (Nolte et al. 
2004; Tognoli and Kelso 2009; Palva and Palva 2012). Signals related to the same neuronal source 
usually have zero-phase lag. Several metrics are available that ignore zero-phase lags (Stam et al. 
2007; Vinck et al. 2011). These measures are more robust to undesired effects caused by volume 
conduction but, at the same time, do not capture true neuronal interactions with a close-to-zero 
phase difference. In this work (see Study III), we used the imaginary part of cPLV (iPLV) for EEG 
sensor-level synchrony analysis, which only accounts for the non-zero phase differences of the 
analysed signals (shown in blue in Figure 1F). For the synchrony estimation between the source 
signals, we applied the real part of cPLV (rPLV) (shown in green in Figure 1F), taking into account 
zero-phase lags between neuronal oscillations. 
A separate class of measures also allow us to establish a causal relationship between the 
activities in populations by assessing the information flow between them. These include the 
Granger causality (Granger 1969), dynamic casual modelling (Friston et al. 2003; Penny et al. 
2009), transfer entropy (Schreiber 2000) and phase transfer entropy (Lobier et al. 2014).  
Recently, several novel methods such as orthogonalised partial directed coherence (Omidvarnia 
et al. 2014a) and activation synchrony index (Räsänen et al. 2013) were introduced for the analysis 
of connectivity in the neonatal EEG. There is still a lack of methods suitable for analysing 
functional connectivity in a manner that accounts for the coexistence of SATs and the ongoing 
cortical activity that together form the unique mixture of spontaneous activity mechanisms in the 
EEG of early preterm infants. Traditionally, the visual assessment of event co-occurrence was 
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widely used to evaluate maturational changes or abnormalities (Hahn and Tharp 1990; Walsh et al. 
2011).   
 
2.9. Mathematical head model 
In the context of EEG, the forward problem implies the computation of scalp potentials 
recorded by sensors for a determined configuration of neuronal electrical activity sources (Musha 
and Okamoto 1999; Mosher et al. 1999; Kybic et al. 2005; Hallez et al. 2007; Wendel et al. 2009). 
The solution to the forward problem is referred to in the literature as a head model or forward 
solution. Sources (or current dipoles) at the cellular level refer to the clusters of cortical pyramidal 
cells. Positions and orientations of both sensors (signal or channel space) and sources (source space) 
in the model are predefined. The source locations and orientations are derived based on the 
anatomical data and tightly linked to the geometry of the cortical layer (either the outermost cortical 
surface or the white/grey matter boundary is usually taken as a source space). The 3-D coordinates 
of EEG electrodes can be defined empirically from a real human recording, or by positioning the 
electrodes according to the international system based on anatomical landmarks.   
Currently in neuroimaging there are two powerful numerical methods widely used to compute 
the head model: the Finite Element Method (FEM) and the Boundary Element Method (BEM). The 
FEM approach was developed in the 1950’s (for the history of the development and major 
contributors see Cheng and Cheng 2005; Hsiao 2006) and the BEM was introduced later in 1970’s 
(Clough 2004). Both methods deal with solving the partial differential equations that model 
electrical currents from neuronal populations (Gençer and Tanzer 1999; review by Hallez et al. 
2007; review by Wendel et al. 2009). The major difference between FEM and BEM is that the first 
one solves the unknowns for a chosen region of space and requires boundary conditions. In contrast, 
the latter one solves the unknowns only on the boundaries. In practice, the 3-D objects in FEM have 
to be discretized with 3-D units (in the simplest case, cubic elements with eight nodes), while for 
BEM it is enough to model boundaries (shells) with 2-D elements. Consequently, the computational 
load of BEM is lighter compared to FEM. To reduce further the computation of the head model 
using BEM, shells are usually down-sampled to a sparser tessellated grid (from the triangle 
elements in most cases). The optimal size of the triangle edges for the folded cortical surface 
approximation is about 5-7 mm (Fischl et al. 2001; Segonne et al. 2007). Other smoother tissues can 
be approximated using even larger triangle elements. The main disadvantage of the BEM approach 
is that all tissues are assumed to have homogeneous and isotropic (the same in all directions) 
conductivity. In reality, some head tissues, such as white matter and the skull, have anisotropic 
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conductivity (directional dependence). From this point of view, the FEM model is potentially more 
realistic because the anisotropic properties of the tissue can be taken into account. In the case of 
neonatal head modelling, the FEM technique can take into account the effects of fontanels as well. 
The accuracy and performance of the model strictly depends on the accuracy of the tissue layer 
geometries, on the proper conductivity values selected for them, as well as on the fidelity of the 
solver (Hämäläinen and Sarvas 1989; Ramon et al. 2006b; Cho et al. 2015). Realistic boundaries for 
the major head tissues (scalp, skull, cerebrospinal fluid (CSF), white and grey brain matter) are 
reconstructed from anatomical magnetic resonance images (MRI, Figure 1G) of the head. Recent 
studies have introduced several head models with a higher number of head tissue compartments 
(Ramon et al. 2006a; Irimia et al. 2013). At present, many different implementations of the BEM 
(Hämäläinen and Sarvas 1989; Musha and Okamoto 1999; Frijns et al. 2000; Fuchs et al. 2001; 
Akalin-Acar and Gençer 2004; Gramfort et al. 2010) and FEM (Yan et al. 1991; Haueisen et al. 
1995; Wolters et al. 2002; Gençer and Acar 2004; Ramon et al. 2006b) solvers exist. 
An opposing problem focused on how to reconstruct the cortical source activity from the scalp 
EEG signals is referred to as the inverse problem (see review by Grech et al. 2008) which requires a 
forward solution. In the literature, source localisation refers to solving both forward and inverse 
problems, resulting in a set of estimated time series related directly to the cortical electrical activity 
generators.     
 
2.10. Current state of neonatal head modelling 
A realistic and reliable head model is a key requirement for the plausible forward simulation of 
the scalp potentials as well as for the accurate estimation of the neuronal electrical activity at the 
source level. This is also important for accurate source reconstruction from electrical potentials on 
the scalp. In recent years, interest in source localisation techniques applied to infant EEG increased. 
The analysis of neuronal electrical activity at the source level provides more physiologically 
relevant information which is less biased by volume conduction effects. Several studies used source 
reconstruction methods to localise generators of evoked-response potentials (ERP) in several 
months old infants for visual attention and recognition memory (Reynolds and Richards 2009) and 
auditory processing (Hämäläinen et al. 2011; Ortiz-Mantilla et al. 2012; Musacchia et al. 2013). 
Another study analysed pathological and physiological electrical activity in newborns using source 
localisation of focal EEG transients (Roche-Labarbe et al. 2008). The usefulness of this approach to 
successfully localise seizures in the same age group has been demonstrated (Despotovic et al. 
2013).     
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Currently, several technical issues and theoretical knowledge gaps exist pertaining to the 
complexity of neonatal head geometry, thus preventing the wide application of source localization. 
Realising that a neonatal head model is not only different in size compared to an adult is important. 
The reliable forward solution requires accurate geometry of the head tissues, which is usually 
obtained by segmenting the subject’s anatomical MRI. Several algorithms exist for automated tissue 
classification from a neonatal MRI (Prastawa et al. 2005; Weisenfeld and Warfield 2009; Shi et al. 
2010), however automated segmentation has proven difficult and less reliable than the time-
consuming manual tissue segmentation. Moreover, the resolution of most MRI scanners is quite low 
for quality neonatal tissue sampling. Thus, in some cases, an anatomical MRI undergoes 
interpolation (Despotovic et al. 2013) potentially distorting the real geometry. Additionally, 
individual anatomical data are rarely available for subjects. Some studies overcome this by applying 
data from a single subject to an entire group (Reynolds and Richards 2009), using age-appropriate 
brain templates (Hämäläinen et al. 2011), or simply rescaling adult anatomy (Jennekens et al. 2013). 
Some studies showed that more accurate results can be achieved using realistic individual head 
models (Roche-Labarbe et al. 2008; Song et al. 2013; Despotovic et al. 2013). 
The segmentation of a structure such as the fontanel remains challenging (Despotovic et al. 
2013; Lew et al. 2013). Recently, initial efforts to automate fontanel segmentation were completed 
(Jafarian et al. 2014). Also, the conductive properties of tissue in the neonatal head are distinct from 
adults and change with age. The most crucial point is to account for proper skull conductivity in the 
model since this represents the major cause of neuronal electrical signals attenuation (Hallez et al. 
2007). At the moment, no reasoned value for the neonatal skull exists. Thus, in most models, this 
value is normally set to an adult value, extrapolated from the data available for older children 
(Hämäläinen et al. 2011) or varied between theoretically possible extremes (Roche-Labarbe et al. 
2008; Despotovic et al. 2013). In addition, because of the quite extensive structural changes in the 
neonatal head, structural (MRI) and functional (EEG) data should be measured from a single 
subject relatively closely in time. Finally, no existing approaches accounting for the contribution of 
the subplate structure during early maturation in EEG signals exist.   
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3. AIMS 
The primary goal of this Thesis focused on developing mathematical approaches to assess the 
functional connectivity during maturation starting from an early preterm age. The specific aims 
were to: 
 
 Develop an algorithm capable of assessing functional connectivity based on events and 
oscillations in early preterm (GA 27–31 weeks) infants (Study I). 
  
 Estimate the realistic value of skull conductivity in infants and to study the spread of 
neuronal electrical activity within the neonatal head (Study II).  
 
 Investigate the influence of the EEG recording montage settings (the number of electrodes 
and reference) on phase synchrony estimates in infants (Study III).  
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4. METHODS 
4.1. Data acquisition 
We completed high-density EEG (hdEEG) recordings of preterm and full-term infants using 
individually attached electrodes as well as specially designed neonatal EEG caps (Figure 1A; 
Vanhatalo et al. 2008; Stjerna et al. 2012). In Study I, we varied the number of electrodes from 20 
to 28, while in Study II we used 64 electrodes. We recorded adult EEG signals for Study II using 
128 electrodes. We measured EEG signals with the sampling frequency (Fs) equal to 512 Hz 
(Study I) and 256 Hz (Study II). Further details about acquisition systems, recording procedures, 
and subjects are in the original publications. 
For the 3-D infant head model reconstruction in Studies II and III, we used a set of anatomical 
MRIs (176 slices in total) from a healthy full-term neonate (Figure 1G). 
In Study I, we used clinical brain ultrasound images for infants with lesions in order to assess 
the spatial performance of the proposed EEG-based algorithm.  
 
4.2. Signal pre-processing  
In all studies included in this Thesis, we used artefact-free EEG epochs for the analysis. In 
Study I, EEG signals were filtered using a set of seventh-order Butterworth filters to bands  
0.25–3 Hz, 3–8 Hz, 8–15 Hz and 15–30 Hz. Zero phase shift was achieved by applying the filters 
both forward and backward in time. Subsequently, we applied the Hilbert transform to these filtered 
signals, resulting in a complex-valued analytical signal. We then used these to extract phase 
functions and amplitude envelopes for further connectivity analysis. Amplitude envelopes (band 
amplitude fluctuations or BAFs) associated with SAT events were also smoothed using the 
Savitzky–Golay method (Savitzky and Golay 1964) and high-pass filtered to remove any infra-slow 
components using a seventh-order Butterworth filter with a cut-off frequency of 0.1 Hz. Next, we 
extracted the phase functions of the amplitude envelopes analogously using the Hilbert transform. 
In Study II, in order to remove slow components from the EEG data, we used a median filter 
applied to a 230-ms time window. In Study III, we simulated neuronal activity from cortical areas 
by applying a Morlet wavelet filter to white noise (centred at 10 Hz and with parameter m defining 
the time–frequency trade-off set to 5). This led to a set of simulated complex-valued narrow-band 
signals.   
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4.3. Connectivity analysis 
For the phase synchrony analysis between scalp EEG signals from preterm infants, we used the 
PLV measure. We applied this to assess functional connectivity at both temporal levels: band-
passed oscillations and their amplitude envelopes. In the first case, we computed PLV in a sliding 
frequency-specific time window (for example, see Figure 1F). Window length was equal to the 
duration of the six cycles at the central frequency of the analysed range. We tested the significance 
of PLV with the help of surrogates (in total, 200 for each signal pair). We divided one of the signals 
into discrete time-windows. We then shifted in time these time-windows 200 times, creating 200 
surrogate time-series. We then computed PLVs between intact EEG and each of surrogates. We 
estimated the event-level synchronisations in an analogous manner. We set the time window for 
PLV to 4 s for all BAFs. We created the set of surrogate values by computing PLV for all possible 
combinations between the BAF pairs tested during the 4-s time window. In both cases, we set the 
significance level to 0.05. 
In the simulations of cortical activity and its reflection on the neonatal head, we used two 
different synchrony measures: the imaginary and real parts of complex PLV (iPLV and rPLV, 
respectively; see Figure 1F). We estimated the synchrony between the original brain signals and 
EEG scalp signals using rPLV, because no phase shift was present in this case. When we introduced 
coupling using a phase delay between two random cortical regions, we estimated the synchrony at 
the electrode level using iPLV. Doing so reduced the number of spurious couplings between scalp 
electrode signals caused by volume conduction. Additional details about connectivity estimation 
and statistical testing of its significance can be found in the articles corresponding to the work 
presented in this Thesis (Study I and III).      
 
4.4. Generating baby head models  
For a neonatal 3-D head reconstruction (Figure 1H), we used a set of anatomical MRIs. In total, 
we used 176 slices in the stack with a slice thickness of 0.9 mm. Each slice had a dimension of  
240 × 256 pixels with a pixel resolution of 1 × 1 mm
2
. In order to yield a maximally realistic and 
precise geometry of the head tissue, we segmented the MRI data manually (Figure 1G). All MRIs 
were segmented into five compartments: scalp, skull, CSF, brain, and eyes. For the FEM model, we 
used all compartments, whereas for the BEM the eyes were not needed.   
We computed the FEM head model using the approach reported by Ramon and colleagues 
(2006a). This method works by approximating the tissue volumes using discrete cubic elements 
with an edge size varying from 1 to 16 mm. We computed the forward solution for all scalp points 
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(in total, 90 649 points). To compute the BEM head model, we used the symmetric BEM algorithm 
(Kybic et al. 2005; Gramfort et al. 2010). We approximated the outer boundaries of the scalp, skull, 
and CSF using tessellated grids each containing 2562 vertices. The cortical surface was taken as the 
source space and represented by a mesh of 4322 vertices (the distance between neighbouring 
sources was about 3 mm) each corresponding to a cluster of active neurons. In Study II, we 
computed the forward solution for each vertex of the triangle mesh representing the scalp. In Study 
III, however, we computed the forward solution for different sets of electrodes (from 11 up to 85) 
placed on the scalp surface according to the international 10–20 system.  
We used the conductivity values for the brain, CSF, and scalp compartments from previous 
studies (Ramon et al. 2006b; Roche-Labarbe et al. 2008; Despotovic et al. 2013) setting them to 
0.33 S/m, 1.79 S/m, and 0.43 S/m, respectively. Since the central problem in Study II included the 
empirical assessment of neonatal skull conductivity value, we tested different values:  
0.0033 S/m, 0.033 S/m, and 0.33 S/m. Based on results of Study II, we performed the simulations 
in Study III using conductivity values 0.2 S/m and 0.033 S/m for the neonatal skull in the BEM 
model.      
In Study II for both the FEM and BEM approaches, a single source was active at the time, 
whereas all others remained silent. We tested sources located at different depths within the head 
with the amplitudes uniformly set. In Study III, all sources in the cortex remained active 
throughout, with their activity (source signals ss(t)) modelled as white noise filtered using a Morlet 
wavelet centred at 10 Hz. We derived scalp EEG signals (or electrode signals se(t)) as a product of 
the forward solution and source signals (see also Figure 1H):   
𝑠𝑒(𝑡) = 𝐹 ∙ 𝑠𝑠(𝑡),                                                             (12) 
where F is a forward solution (matrix with the dimensions of the number of electrodes by the 
number of sources). 
It is noteworthy that, in Study III, we preferred using the BEM model over FEM due to its 
simpler implementation and better computational efficiency. In cases when accounting for 
anisotropic properties of tissue conductivities is unnecessary, both methods yield quite similar 
results. Research has also shown that the fontanel (implemented only in the FEM model) carries a 
minor effect on the estimation of neuronal electrical activity spread within the head  
(Despotovic et al. 2013).     
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5. RESULTS 
5.1. Event synchrony as a marker of structural abnormalities (I) 
In the context of this Thesis, we proposed a new algorithm for synchrony assessment in preterm 
infants. This new algorithm was designed to estimate functional connectivity at two different scales: 
the band-pass filtered neuronal oscillations and their amplitude envelopes corresponding to SAT 
event appearance. This method was designed to work with multichannel EEG recordings making 
spatial mapping of the functional connectivity in neonates possible. The signal pre-processing steps 
and the parameters for synchrony analysis underwent data-driven optimisation to maximally fit the 
specific EEG features for early preterm infants. Further details related to the technical aspects of the 
algorithm may be found in the corresponding article (Study I) upon which this Thesis is based. We 
evaluated the efficiency of the approach using real multichannel clinical EEG recordings from 
healthy preterm infants and from infants with brain lesions.     
One important observation is that we found no laterality at both temporal scales in the 
functional connectivity in healthy infants. We also found no significant differences in the phase 
synchrony between groups at the level of neuronal oscillations. In turn, we observed a statistically 
significant reduction in the event-level synchrony in sick infants compared to healthy subjects. We 
detected those functional disruptions in multiple frequency bands and at different locations.     
We found that the long-range interhemispheric event-level functional connectivity in infants 
with brain lesions was significantly lower at the frontal and parietal locations in the 8- to 15-Hz 
frequency band, while it was lower in the central location within the 3- to 8-Hz frequency band. We 
observed a decrease in the short-range local intrahemispheric synchrony in many frequency bands, 
primarily around the central and lateral parietal derivations. Additional details about the spatio-
frequency differences between the groups are shown in Figure 2A. 
We also compared groups of infants using alternative measures such as the root mean square 
(RMS) of the signal, number, and cumulative fraction of SATs (SAT# and SAT% respectively, see 
also Palmu et al. 2010a; Palmu et al. 2010b). We found a significant difference between sleep (AS 
vs. QS) states using such estimators in healthy infants.      
 
5.2. Neonatal skull conductivity revised (II) 
In the context of this study, we created two infant head models using two different methods: 
BEM and FEM. We used both methods to simulate the electrical activity of the cortical source and 
its spread within the neonatal head. By manipulating the skull conductivity value in the head models 
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and then comparing the spread of electrical potentials on the scalp surface with the amplitude 
decays in real EEG data, we empirically estimated its meaning.  
We found that in infants EEG amplitudes decay quite rapidly within a few centimetres of the 
reference electrode. A correlation analysis of the transients between different channels showed the 
same tendency. This effect was independent of electrode location and consistent across subjects. 
This decay in neonates was about three times faster than that in adults. Simulations of the cortical 
activity using two head models showed how quickly the real data decays when the values of the 
skull conductivity were set to within 0.06 to 0.2 S/m of the diapason (see Figure 2B). To 
summarise, in the neonatal head, the nature of the cortical activity spread towards the scalp is more 
confined than that in adults due to the higher conductive properties of the skull at that age.  
 
5.3. Influence of the EEG montage on the connectivity analysis (III) 
Our mathematical simulations using a realistic neonatal head model showed that an increase in 
the number of scalp electrodes leads to a systematic improvement in the detection of the cortical 
signals as well as an increase in the amount of useful information about brain activity. This effect 
remained independent of the reference in the montage. The maximal number of observed cortical 
sources refers mostly to the relationship between the cortical area size that produces the neuronal 
oscillation and the inter-electrode distances in the recording sensor array. The performance of the 
high-density electrode mesh worsens, however, when the number of active brain parcels increases 
without any significant changes in their size. The amount of non-redundant information in EEG 
recordings also relates to the size of the scalp area covered by sensors. In terms of functional 
connectivity analysis, dense electrode arrays improve spatial mapping, but are also associated with 
an increasing number of spurious couplings between EEG signals. This effect can be minimised 
through properly choosing the reference in the montage (Figure 2C). 
Our results show that montages with a grand average reference and CSD transform carry a 
greater robustness to cortical signal smearing at the scalp surface as well as a better specificity and 
sensitivity in the source coupling detection compared to conventional montages. The performance 
of these montages is highly dependent on the number of electrodes in the recording array. The CSD 
montage is also sensitive to spatial smoothing, which is traditionally used to improve its 
performance when the sensor mesh is sparse. Smoothing severely diminishes the fidelity of CSD 
even with high-density arrays. We also demonstrated that the most accurate registration of true 
cortical signals is possible when using CSD montage. We found that the montage with the common 
Cz reference was most sensitive to volume conduction.         
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We also tested the widely-used clinical EEG recording protocols comprising only 19 electrodes 
using different variations of bipolar or monopolar derivations or linked mastoids as the reference 
point. All showed moderate performance mostly due to the low electrode number. Still, the global 
average and linked mastoid montages showed the best recording quality and robustness to volume 
conduction. The performance of CSD was slightly worse, while we obtained the worst results using 
the monopolar montage.   
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Figure 2. Selected results. A. Event-level synchrony difference between control groups during active sleep (C-AS) and 
quiet sleep (C-QS) versus infants with intraventricular haemorrhage (IVH). The gestational age (GA) of the subjects 
was 27 to 30 weeks. A comparison of groups demonstrates that IVH infants exhibited significantly lower local band 
amplitude fluctuation phase synchrony (bafPS) at multiple frequency bands around the central derivation (A1–3), as 
well as in the lateral parietal connections (A4). Bars indicate the average values for neonatal groups; error bars show the 
standard error of the mean (SEM) values; *p < 0.05. **p < 0.01. Wilcoxon test. B. Summary of all simulation results 
(see Study II for further details) combining skull conductivity (X axis), source (dipole) depth (Y axis), and the slope of 
the spatial amplitude decay (Z axis). These limit the yield of the suggested range of infant skull conductivities at around 
0.06 to 0.2 S/m. C. The fidelity of the montages with 19 (left column) and 85 (right column) EEG electrodes. The upper 
graphs compare the ability of different montages (the colour key is shown at the bottom right corner of the figure) to 
detect the local dynamics estimated with the maximal number of cortical details (or parcels, M) that the montage can 
detect. Note the dramatically increased number of discernible cortical parcels using a higher number of recording 
electrodes. The lower graphs compare the level of spatial smearing of coupled brain signals at the electrode level 
(measured using a degree of smearing estimator, DS) with each montage. Note how the spatial smearing is clearly lower 
with a higher number of electrodes. However, clear differences between the montages also exist. Taken together, the 
results suggest that the average reference is generally better with a lower number of recording electrodes, while the 
CSD montage improves when the recorded electrode count is higher. For technical details regarding the fidelity 
estimators used to validate the EEG montages, please see Study III.  
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6. DISCUSSION 
6.1. Synchrony assessment in preterm infants 
Synchrony analysis applied to neonatal EEG signals represents a relatively easy way to track 
the wiring processes in the infant brain during early maturation. Proper wiring in the neonatal brain 
strongly relies on its own endogenous neuronal activity (Smyser et al. 2010). Changes in 
connectivity may be assessed using various synchrony estimates. Neonatal EEG at an early preterm 
age up to a few months after reaching full-term features a discrete temporal structure that comprises 
SAT events and inter-SAT intervals. Two distinct physiological mechanisms stand behind such a 
configuration, both of which are important for the establishment of brain networks (Vanhatalo et al. 
2005a; Tolonen et al. 2007; Omidvarnia et al. 2014b). SATs play an important role in early 
neuronal wiring and guide the functioning as the internal reference (Vanhatalo and Kaila 2006; 
Vanhatalo and Kaila 2010). Changes in SAT synchronisation may be evaluated through the analysis 
of couplings between amplitude fluctuations of the band-pass filtered EEG signals (that is, BAFs). 
During maturation, when sensory inputs become available, this mechanism gradually vanishes. The 
wiring then is mostly driven by external information and changes in coupling strengths are more 
likely detected between pure oscillations within certain frequency bands (Feller and Scanziani 2005; 
Blankenship and Feller 2010; Hanganu-Opatz 2010; Espinosa and Stryker 2012; Colonnese and 
Khazipov 2012). 
The direct application of the commonly used approaches for the analysis of functional 
connectivity to neonatal EEG will more likely lead to biased results and, as a consequence, mislead 
interpretations of physiological changes. We proposed a novel method based on the PLV measure 
for synchrony assessment in infants on both levels: pure oscillations and events. Methodologically 
similar pipelines of signal processing make tracking synchrony changes simultaneously possible at 
two different temporal scales. Such an algorithm becomes applicable in the analysis of EEG signals 
in infants beginning at an early preterm age up to several months after full-term. The parameters in 
the algorithm were tuned to the specific time–frequency features of EEGs from preterm neonates. 
Moreover, the computational load of the algorithm was optimised to enable its efficient use for the 
online clinical monitoring of infant brain activity.  
 
6.2. Brain lesions affect functional connectivity 
We used the developed algorithm for synchrony estimation in two groups of preterm infants: 
healthy infants and infants with vascular brain lesions of different grades and locations. Our results 
showed a statistically significant reduction to the event-level synchronisation in infants with lesions 
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compared to the healthy controls. The observed differences were frequency selective (Figure 2A). 
This result supports the idea that brain lesions, depending upon their size and location, may 
selectively disturb SATs at multiple frequency bands. Spatially, the primary synchrony difference 
between groups predominantly appeared in the centro–parietal areas. Previous animal studies 
reported the important role of these regions for networking during the developmental time window 
corresponding to the age of the infants we studied (Meyerson 1968; Yang et al. 2009; Marcano-
Reik et al. 2010). A brain lesion may lead to connection disordering and, consequently, to the 
suppression of functional connectivity between these cortical areas. 
Importantly, we found this synchrony difference between sick and normal infants irrespective 
of the vigilance states (active or quiet sleep) associated with the different frequency for SAT 
appearance (Paul et al. 2003; Palmu et al. 2010a; Palmu et al. 2010b). This also means that 
distinguishing between sleep states is unnecessary when using the proposed algorithm, which often 
relies on compromised criteria and may require manual control. This algorithm may be applied 
directly to unclassified EEG epochs.  
We found no significant difference between groups in synchrony at the level of pure neuronal 
oscillations. We expected this finding, since in preterm infants the brain networks are just growing 
(Judas et al. 2005; Kostovic and Jovanov-Milosevic 2006) and have not yet established precise 
connections to support information transfer with the necessary temporal accuracy. Other studies 
have demonstrated that significant coupling by phase synchrony between EEG oscillations can be 
seen later when infants approach full-term (Gonzalez et al. 2011; Tokariev et al. unbublished). It is 
possible, albeit not yet directly studied, that higher frequencies are coupled in early brain networks 
via nested oscillations, a.k.a. phase–amplitude correlation, which refer to cross-frequency 
interaction where the amplitude of the fast oscillation is correlated with the phase of the slower 
oscillation (Canolty and Knight 2010). They may be an essential systems-level mechanism for 
integrating and regulating large-scale neuronal processing distributed over several frequency bands 
(Vanhatalo et al. 2005a; Canolty and Knight 2010; He et al. 2010; Monto 2012; Engel et al. 2013), 
and they warrant future studies in the human preterm EEG.  
In addition, we found no significant difference between healthy controls and sick infants using 
alternative measures (RMS, SAT#, and SAT%) that relate more to the duration and frequency of 
SATs appearing rather than to their synchronisation. Our results suggest that early in the preterm 
period among healthy infants event-level synchronisation of neuronal oscillations is a dominant 
mechanism for the interplay between brain areas. We also found that the functional connectivity 
approach may be effectively used to noninvasively detect abnormalities that affect early networking 
during maturation in preterm infants whose brains are still poorly wired.  
 28 
 
6.3. Future directions in synchrony analysis 
Our algorithm does not distinguish between SAT and inter-SAT episodes in neonatal EEG 
(Tolonen et al. 2007), but instead estimates the synchrony using an entire epoch. On the one hand, 
using existing event detectors to separate these distinct types of activity is unnecessary (Vanhatalo 
et al. 2005a; Palmu et al. 2010a; Palmu et al. 2010b). Despite their reliability among preterm 
infants, their temporal resolution requires improvement. On the other hand, evaluating synchrony at 
both temporal levels within SATs and inter-SATs separately is highly interesting and may lead to 
new insights into the underlying physiological mechanisms and dynamics of early networking in the 
human brain. In theory, our algorithm may be easily combined with event detectors for such 
analyses.  
It is also well known that synchrony estimates at the level of the scalp electrodes may be 
strongly biased by volume conduction effects (Stam et al. 2007; Haufe et al. 2013). Studies among 
adults showed that the analysis of functional connectivity at the source level is more promising than 
at the level of EEG signals (Schoffelen and Gross 2009; Palva et al. 2010). Reconstructed cortical 
signals remain less sensitive to volume conduction and amplitude estimates are more accurate since 
they do not depend on source orientation relative to the EEG sensors. Analysis of the interactions 
between neuronal activity generators in the brain is also more relevant physiologically. The first 
attempts at source modelling in neonates have been completed (Roche-Labarbe et al. 2008; 
Despotovic et al. 2013). In this context, the application of our algorithm to the reconstructed cortical 
signals makes more sense. In turn, the fidelity and reliability of the source reconstruction strictly 
depend on an accurate and realistic head geometry (Hämäläinen and Sarvas 1989; Buchner et al. 
1997), properly setting the tissue conductivity values (Gençer and Acar 2004; Ramon et al. 2004), 
and the use of high-density sensor arrays during EEG registration (Hassan et al. 2014).     
 
6.4. Highly conductive infant skull  
The adult human skull features roughly one order lower conductivity compared to the 
surrounding scalp and CSF, and acts as a low-frequency spatial filter (Hallez et al. 2007). Signals 
from brain sources moving towards the scalp surface mix within the more conductive intracranial 
space and, then, severely attenuate due to the skull. The skull strongly influences the degree of brain 
signal mixing and the scale of signal spread over the scalp. It is worth noting that the skull on its 
own would not cause smearing. This effect is due to the significant difference between the 
conductivities of head tissues (poor skull conductivity and good scalp conductivity). The neonatal 
head (including the brain) does not represent a miniature copy of an adult’s. It undergoes dynamic 
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physiological changes and all of its tissues possess different properties that gradually change over 
time. We analysed real EEG data in combination with computational simulations using realistic 
neonatal head models (both BEM and FEM) to empirically estimate infant skull conductivity. 
Our results show that the conductivity of the neonatal skull tissue is much higher (about 0.06–
0.2 S/m; see also Figure 2B) than an adult’s (0.0067 – 0.015 S/m; see Oostendorp et al. 2000; 
Akhtari et al. 2002; Gutierrez et al. 2004; Lai et al. 2005), and approaches the values found in soft 
tissue (CSF and scalp). The higher conductivity properties in an infant’s head result in a focal 
spread of electrical cortical activity towards the scalp. In contrast to an adult’s, a neonatal EEG is 
characterised by a more rapid spatial decay. The degree of cortical signal mixing at the scalp 
electrodes varies inversely proportional to the ratios of tissue conductivities (a head model with a 
skull conductivity of 0.2 S/m lower compared to a model with a 0.033 S/m conductivity). More 
conductive pathways towards the electrodes in the neonatal head reduce the distribution area of the 
cortical signals mainly in the skull and scalp compartments. Consequently, the degree of signal 
mixing decreases. 
Our findings fit logically with histological studies of the neonatal skull. Clear evidence shows 
that a newborn’s skull bone is not yet ossified and its properties remain different from an adult’s 
(Ernst 2011). Our results may be applied to improve infant head models used for forward 
simulations as well as for cortical source reconstruction. 
 
6.5. Fontanel not a privileged path for electrical activity 
The fontanel, a specific structure of the neonatal skull, includes membranous gaps in the cranial 
bones. Immediately following delivery, the fontanel remains small in infants. During the first 
months of life, these gaps become larger and, then begin closing with maturation (Erasmie and 
Ringertz 1976). Accounting for this structure in the neonatal head model presents challenges and 
increases the model’s complexity. In FEM models, the fontanel is usually considered a distinct 
segment that must be extracted from anatomical data during tissue classification (Lew et al. 2013). 
In the BEM approach, the fontanel is incorporated into the skull shell by assigning it a thinner 
thickness in the corresponding locations (Roche-Labarbe et al. 2008).       
In our work using real data, we determined if the fontanel represented a preferable path for 
electrical brain activity propagation towards the scalp surface in neonates. We found no significant 
difference in the EEG amplitude decay across the entire scalp surface including the midline. This 
may be explained by the equivalently high electrical conductivity of all tissue in the infant head. 
That is, no privileged pathways exist for neuronal electrical activity to travel outwards through the 
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fontanel. The erroneous assumptions regarding the unique role of the fontanel in the cortical signal 
spread stem from ignorance regarding the high conductivity of the infant skull. Our findings agree 
with studies showing that the fontanel structure does not significantly influence the source 
localisation accuracy accounted for in the head model (Roche-Labarbe et al. 2008; Despotovic et al. 
2013). 
 
6.6. Dense electrode arrays improve spatial resolution     
Previous studies showed that increasing the number of recording electrodes in adults improves 
the spatial accuracy of EEG (Lantz et al. 2003; Yamazaki et al. 2013; Hassan et al. 2014; Welch et 
al. 2014). In our work, we showed that, due to the high conductivity of the neonatal skull compared 
to an adult skull, electrical neuronal activity spreads less, calling for the use a higher number of 
electrodes to monitor the infant brain. This allows for the inclusion of non-redundant information in 
analyses and for improvements in the spatial accuracy of disturbed functional connectivity mapping 
(Figure 2C).  
Our simulations showed that increasing the number of EEG electrodes leads to the observation 
of greater cortical details. All of the tested sensor arrays, however, carried physical limitations or a 
‘ceiling effect’. This relates to the more substantial brain signal mixing when many cortical parcels 
are active rather than to an insufficient spatial sampling by the examined electrode meshes. Yet, the 
‘ceiling’ value was still proportional to the overall number of electrodes. The drawback to the dense 
sensor placement includes an increasing number of spurious couplings between EEG signals due to 
volume conduction. A false short-range connectivity (when the same source contributes to 
neighbouring electrodes) can be controlled by using estimators that ignore significant zero-lag 
phase interactions (Stam et al. 2007; Vinck et al. 2011). But, the correction of spurious nonzero-lag 
synchronisation remains challenging. This problem may be alleviated by using source 
reconstruction methods (Schoffelen and Gross 2009; Palva et al. 2013). 
Moreover, the fidelity of mathematical references, such as CSD and the global average, strictly 
relies on the number of electrodes. Dense electrode arrays accompany shorter inter-electrode 
distances, allowing for a more accurate ‘local’ reference for each electrode and avoiding a 
smoothing procedure (which distorts the original shape of brain signals) in CSD. The global 
average reference carries less bias due to local high-amplitude activity or artefacts when computed 
from a high number of EEG signals. 
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6.7. Montage choice matters 
The choice of reference in an EEG montage may disturb the outcome of the functional 
connectivity analysis. This mostly relates to the robustness of different montages based on the 
volume conduction problem. When dealing with scalp EEG signals, no efficient means of avoiding 
cortical signal smearing exists. Our simulations showed that certain references may minimise such 
effects. When the number of electrodes remains constant, CSD and average montages become more 
stable in relation to volume conduction. Importantly, their fidelity significantly improves with an 
increase in the number of electrodes. When using 32 or more electrodes, the CSD montage showed 
an improved robustness to volume conduction and a higher quality towards detecting true cortical 
oscillations (Figure 2C). The later may be explained by the computation of a weighted local average 
reference for each electrode in the CSD transform. Thus, electrodes in CSD become more ‘focused’ 
on the underlying activity. This is especially important in the context of neonatal EEG given its 
focal nature. The performance of the CSD transform also relies on a parameter such as the 
smoothing factor (λ). In our work, we showed that smoothing diminishes the reliability of the 
connectivity analysis. This procedure acts as a spatial filter and, in fact, brings brain signals that 
contribute to the scalp electrodes further from their original shape. Using less than 32 electrodes, 
CSD and average montages showed a comparable robustness to volume conduction. Both CSD and 
average reference represent ‘virtual’ or ‘mathematical’ montages and can easily be computed prior 
to synchrony analysis despite the location of the physical reference during recording. The bias of 
synchrony assessment of cortical couplings increased during the testing of a monopolar montage 
with a common reference Cz electrode was placed at the midline (Figure 2C). 
 
6.8. Optimising clinical recordings 
This work highlights the necessity of using high-density EEG sensor arrays for quality neonatal 
brain monitoring and informative and spatially accurate connectivity analyses. Conventional 
clinical protocols typically use only a few electrodes. The most common method includes 
measuring EEG activity using 19 electrodes placed according to the international 10–20 system. In 
addition, routine clinical preference focuses on various bipolar, monopolar, and linked mastoid 
montages (Figure 1B). In our work, we examined all possible montages derived using 19 electrodes 
to define the most optimal configuration for neonatal EEG monitoring. Our results showed that, 
even when relatively few electrodes are used, the global average montage remains most robust to 
volume conduction and detects cortical signals with less distortion. The fidelity of the linked 
mastoids reference compared favourably with the average reference (for further details, see Figure 8 
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in Study III). In practice, however, this reference is more sensitive to movement and muscle and 
cardiac artefacts. Despite the moderate performance of the CSD transform using 19 electrodes, local 
artefacts or high amplitude fluctuations do not smear over wider areas of the scalp surface, 
representing more important considerations for clinical circumstances. The monopolar montage 
demonstrated the poorest results. Thus, the primary message is that using high-density electrode 
arrays in combination with a CSD montage may significantly improve the quality of clinical EEG 
monitoring among neonates. 
     
6.9. Montage fidelity robust to cortical folding 
We tested the fidelity of the different montages using both relatively smooth brain surfaces 
obtained from real anatomical MRIs and highly gyrated adult brain surfaces rescaled to a neonatal 
size. Importantly, in both cases the relationship between the montage fidelities remained consistent 
and a higher number of electrodes yielded a better spatial accuracy. In the gyrated model, the 
number of resolvable cortical signals from brain areas visible to EEG electrodes was less compared 
to those visible in the smooth model (see Figure 7 in Study III). This effect is quite expected since 
in the gyrated cortex a portion of sources deep in the sulcus carry weaker signals. Another factor 
includes the broader variety of dipole orientations that may lead to a signal cancellation in some 
cases when sources within the same parcel move in opposite directions. The gyrated model was also 
associated with a higher level of smearing. This may be explained by the fact that sources in the 
sulcus spread to a wider area on the scalp surface. Thus, the relationship between the montages in 
the smoothed and gyrated models we tested remained identical. The only difference between the 
models was in the absolute values for the different fidelity estimators (see Study III for more 
details). This finding suggests that the performance of each montage remains constant in the 
dynamic cortical folding processes taking place in the developing neonatal brain. Consequently, our 
principal results do not depend on the continuous cortical source configuration changes that take 
place during early brain development. 
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7. CONCLUSIONS 
Changes in neonatal EEGs during early development reflect structural modifications, neuronal 
network formation, and developmental changes in inhibitory synaptic mechanisms occurring in the 
brain. Analysis and interpretation of such changes should be completed through the prism of these 
on-going processes. Furthermore, direct application of mathematical methods developed for adults 
without adaptation to the specific features of the neonatal EEG may yield misleading results. 
Conventional methods of recording infant EEGs in clinical routines may provide insufficient 
information since the widely used electrode arrays are heavily undersampled. 
In this work, we proposed an algorithm for functional connectivity analysis of preterm infant 
EEG at two different temporal levels. The performance of the algorithm was tested on real EEG 
data from healthy infants and from infants with brain lesions. Our results show that functional 
connectivity at the event level may be affected by anatomical pathway disruptions. These 
disturbances are frequency and spatially selective, and may be revealed by analysing non-invasive 
EEG recordings. 
Using mathematical head models and clinical EEG data, we empirically estimated the 
conductivity of the neonatal scalp and studied its influence on the spread of the brain’s electrical 
signals. We concluded that its value falls in the range of 0.06 to 0.2 S/m, much higher compared to 
that in adults. The more conductive infant skull results the focal propagation of the brain’s electrical 
activity from the cortex towards the scalp.  
In this work, we also evaluated the fidelity of the commonly used EEG montages. We found 
that the choice of reference highly impacts the output of the functional connectivity analysis 
performed on EEG signals. The best performance was demonstrated by the high-density sensor 
arrays found in the CSD montage.     
In this work, we put special emphasis on the practical implications of our findings in the 
clinical setting. In Study I, we optimised the proposed algorithm for neonatal EEG analysis in 
terms of computational efficiency and designed it to require minimal contributions from the user 
when accessed online. In turn, in Study III, we separately tested the montages limiting them to only 
the 19 electrodes commonly used in clinical recordings.  
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