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Introducción
Un problema común en la teoría de aproximación es la recons-
trucción de una función a partir de un conjunto de valores discre-
tos de datos que dan información sobre la función misma. Esta
información por lo general viene dada como valores puntuales o
medias en celda de la función sobre un conjunto finito de puntos
o celdas, respectivamente. La función entonces es aproximada por
un interpolante, es decir, por otra función cuyos valores puntuales
o medias en celda coinciden con los de la función original.
Este interpolante puede ser construido por interpolación lineal.
La interpolación es un procedimiento lineal sobre los valores de la
función en un conjunto de puntos. En este caso la exactitud de la
aproximación cerca de una singularidad está limitada y depende
del orden de la singularidad, de modo que si construimos el poli-
nomio interpolador basándonos en un conjunto de puntos (stencil)
que cruzan la singularidad obtendremos una aproximación insa-
tisfactoria. Esto significa que el aumento del grado del polinomio
producirá regiones más grandes de mala aproximación alrededor
de las singularidades.
Así pues, para aumentar la exactitud la solución no es aumen-
tar el número de puntos que se utiliza en la interpolación, sino
escoger los puntos de forma que el stencil quede dentro de la par-
te suave de la función, siempre que esto sea posible. Esta es la
idea que hay detrás de la técnica de interpolación ENO (Esencial-
mente No Oscilatoria), introducida por Harten et al. en [24] en el
contexto de esquemas de alta resolución que capturan choques
(High resolution shock capturing) para leyes de conservación.
La técnica ENO es un procedimiento no lineal, dependiente de
Xlos datos, en el que el polinomio interpolador se construye utilizan-
do sólo información de las regiones de suavidad de la función in-
terpolada, siempre que sea posible. Se consideran dos algoritmos
para la selección de esta información, que se estudian en profundi-
dad en [9, 17]. Estos algoritmos proporcionan el stencil más suave
para cada celda, es decir, el stencil que más se aleja de la singu-
laridad. Así, con la técnica de interpolación ENO la región de poca
exactitud queda reducida al intervalo que contiene la singulari-
dad, siempre y cuando las singularidades estén suficientemente
bien separadas.
En [18] y en [41] se presentó una forma alternativa de selección
de stencil, consistente en una estrategia de sesgo, que toma como
base un stencil “preferido”, que será el stencil centrado en la cel-
da donde se realiza la interpolación, y lo utiliza para modificar el
criterio de selección de stencil con un parámetro de sesgo. La idea
es no alejarse de este stencil, excepto en el caso de que en el sten-
cil alternativo la función sea “mucho” más suave, y este “mucho”
viene dado por el sesgo.
La aproximación ENO se puede mejorar si se conoce la posición
de la singularidad en la celda (o una aproximación suficientemente
buena de ella). En este caso, la pérdida de exactitud se puede
evitar en una región que contiene casi todo el intervalo donde está
la singularidad. Esta es la idea básica que lleva a la técnica de
Resolución Subcelda (Subcell Resolution, ENO-SR) de Harten [20].
Otra mejora sobre la técnica de interpolación ENO fue introdu-
cida en [33] por Liu et al. Se conoce como ENO ponderado (weigh-
ted ENO, WENO), y parte de un enfoque de combinaciones conve-
xas. Esta técnica se basa en la versión para medias en celda de
la interpolación ENO, y consiste en reconstruir un polinomio que
interpola los valores puntuales de la solución de una ley de con-
servación hiperbólica a partir de las medias en celda de la solución
débil.
En la interpolación WENO se asignan a cada celda todos los
stencils que la contienen, y el polinomio interpolador se calcula
como la combinación lineal convexa de todos los polinomios co-
rrespondientes a los stencils asignados a la celda. De este modo
se utiliza la información proporcionada por todas las celdas conte-
nidas en los stencils que se consideran en el proceso de selección
0. Introducción XI
ENO, y el resultado es un mayor orden de exactitud en las regiones
suaves de la función interpolada.
La clave es asignar los pesos más convenientes a la combina-
ción convexa. Estos pesos deben ser elegidos de forma que la com-
binación convexa sea esencialmente una combinación convexa de
los polinomios interpoladores en los stencils suaves, y que los poli-
nomios interpoladores en los stencils que cruzan una singularidad
no tengan prácticamente ninguna contribución en la combinación.
Como el peso que se le asigna a cada stencil debe variar de
acuerdo con la suavidad de dicho stencil con respecto a los otros
stencils, el modo en que se evalúa la suavidad de una función
sobre un stencil es crucial en la definición del peso. En [33], Liu
et al. definen un indicador de suavidad de la función interpola-
da basado en las diferencias de las medias en celda de la función
en cada stencil. Jiang y Shu [27] introdujeron una nueva forma de
medir la suavidad de una función, basada en la minimización de la
norma L2 de las derivadas de los polinomios interpoladores, emu-
lando la idea de minimizar la variación total de la aproximación.
Esta es una definición más eficiente que la de Liu et al. Mientras
que Liu et al. consiguen aumentar en uno el orden de exactitud
con respecto a la reconstrucción ENO estándar, con la medida de
la suavidad presentada en [27] la reconstrucción WENO alcanza
un orden de exactitud óptimo en las zonas suaves de la función
interpolada. Se puede encontrar una revisión de las técnicas ENO
y WENO en [42].
Un enfoque diferente a WENO se presentó en [35]. En este tra-
bajo se presenta un esquema de reconstrucción dependiente de
los datos basado en mínimos cuadrados ponderados con stencil
fijo. Los pesos se eligen de forma que enfaticen los datos suaves
en la reconstrucción, y satisfacen las condiciones WENO estable-
cidas por Liu et al. en [33]. Este enfoque es similar al de la técnica
WENO, pero se diferencia en que los pesos se asignan a los pun-
tos individualmente, y no a los stencils como ocurre con WENO.
Eso permite una flexibilidad adicional para seleccionar los datos
suaves que se considerarán para la reconstrucción.
En los últimos años se han publicado muchos trabajos relacio-
nados con la técnica WENO. Por ejemplo, en [19] y [26] se constru-
yen versiones de WENO de volúmenes finitos en mallas estructu-
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radas y no estructuradas. Se han desarrollado esquemas basados
en una nueva versión centrada de la reconstrucción WENO de va-
lores puntuales a partir de medias en celda (ver [29], [30], [31],
[32]), y también una técnica WENO basada en polinomios de Her-
mite (Hermite WENO, HWENO) para resolver sistemas de leyes de
conservación hiperbólicas no lineales unidimensionales (ver [37],
[38] y [39]).
En [25] los autores demuestran que las condiciones inicialmen-
te planteadas para WENO no son suficientes, ya que el orden de
la aproximación se reduce ante puntos críticos en los que la de-
rivada de la función se anula, y proponen una modificación en la
definición de los pesos, que permite obtener orden óptimo incluso
en presencia de puntos críticos.
Como se ha mencionado antes, la técnica WENO se introdu-
jo originalmente con el objetivo de interpolar valores puntuales a
partir de medias en celda. En este trabajo se ha integrado la téc-
nica WENO en el entorno de multirresolución de Harten, y se ha
adaptado a los contextos de medias en celda y valores puntuales.
En el primer caso, se utilizan medias en celda para reconstruir
un polinomio que interpole el conjunto de medias en celda de ori-
gen, mientras que en el segundo caso se utilizan valores puntuales
para recuperar el conjunto original de valores puntuales de una
función.
Por otra parte, tanto en el contexto de medias en celda como en
el de valores puntuales, se proponen nuevas medidas para la sua-
vidad de una función, partiendo de los indicadores de suavidad
definidos por Jiang y Shu [27]. Además, en el contexto de valores
puntuales se propone una modificación en la definición de los pe-
sos WENO, diferente de la propuesta por Henrick et al. en [25],
que mejora el orden de la aproximación en presencia de singu-
laridades. En la definición de los pesos WENO se introduce un ǫ
positivo para evitar que el denominador se anule. En la literatura
se suele tomar una constante ǫ = 10−5 o ǫ = 10−6. En esta tesis
se propone tomar ǫ = h2, lo que permite demostrar que si la fun-
ción es suave en al menos r+ 1 puntos y tiene una discontinuidad
dentro del stencil de 2r puntos, entonces obtenemos al menos una
aproximación de orden r + 1, es decir, como mínimo obtenemos el
mismo orden que el interpolante ENO, y en las zonas suaves de
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la función el orden de la aproximación es óptimo incluso en pre-
sencia de puntos críticos en los que se anulen las dos primeras
derivadas. Parte de este trabajo ha sido recogido en los artículos
[4] (ya publicado) y [5] (en revisión).
Las técnicas de interpolación WENO se comparan, mediante
diferentes experimentos numéricos, con las técnicas de interpola-
ción lineal, ENO y ENO-SR, para poder concluir qué método pro-
porciona la mayor exactitud en cada caso.
Esquema de la Tesis
Esta tesis está organizada de la siguiente forma:
Capítulo 1: Introducimos los hechos básicos de la multirre-
solución de Harten, en el contexto de valores puntuales y
medias en celda, así como las diferentes técnicas de inter-
polación con las que se comparará posteriormente la técnica
WENO.
Capítulo 2: Presentamos la técnica de interpolación WENO
desarrollada por Liu et al., adaptada para recuperar medias
en celda a partir de medias en celda, y proponemos una nue-
va medida de la suavidad de una función.
Capítulo 3: Mostramos los experimentos numéricos realiza-
dos en una y dos dimensiones con las distintas técnicas de
interpolación consideradas en el contexto de medias en celda.
Capítulo 4: Adaptamos las ideas básicas de la técnica WENO
al contexto de valores puntuales y probamos que obtenemos
un orden de aproximación 2r cuando utilizamos stencils de
2r puntos y la función es suave.
Capítulo 5: Mostramos los resultados de varios experimentos
numéricos con señales unidimensionales en el contexto de
valores puntuales.
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Capítulo 6: Proponemos tres interpoladores WENO por valo-
res puntuales, basados en el indicador de suavidad propuesto
por Jiang y Shu. Además proponemos tomar ǫ = h2, en lugar
de ǫ = 10−5 o ǫ = 10−6, como se ha hecho tradicionalmente en
la literatura sobre WENO. Esto permite demostrar que el in-
terpolante WENO alcanza un orden de aproximación óptimo
en regiones suaves de la función aunque haya algún punto
crítico en el que f ′ = f ′′ = 0. También demostramos que si la
función es suave en al menos r+1 puntos y tiene una discon-
tinuidad dentro del stencil de 2r puntos, entonces obtenemos
al menos una aproximación de orden r + 1, es decir, como
mínimo obtenemos el mismo orden que el interpolante ENO.
Capítulo 7: Incluimos resultados numéricos obtenidos con
distintos métodos de interpolación, con aplicación en dos en-
tornos diferentes en el contexto de valores puntuales: por una
parte, esquemas adaptativos para EDP, y por otra, compre-
sión de imágenes digitales en blanco y negro.
Apéndice A: Detallamos los algoritmos de codificación y deco-
dificación en dos dimensiones en el contexto de valores pun-
tuales con el mecanismo de control del error.
Apéndice B: Detallamos los algoritmos de codificación y deco-
dificación en dos dimensiones en el contexto de medias en
celda con el mecanismo de control del error.
1
Multirresolución de
Harten
1.1
Introducción
En este capítulo resumimos el análisis de multirresolución de
Harten haciendo hincapié en las partes que van a ser utilizadas en
esta tesis. En [1, 9, 6, 7, 21, 8] se pueden encontrar más detalles.
El objetivo de la multirresolución es obtener una reordenación
multiescala de la información contenida en un conjunto de datos
discretos a una cierta resolución. Esta información es un elemento
perteneciente a un espacio V k, donde k indica el nivel de resolu-
ción. Un mayor valor de k indica una mayor resolución.
Para realizar la transición entre distintos niveles de resolución
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se utilizan dos operadores llamados decimación y predicción. El
operador decimación proporciona información discreta a un nivel
de resolución k − 1 a partir de la información contenida en el nivel
k:
Dk−1k : V
k −→ V k−1
y debe ser lineal y biyectivo. El operador predicción actúa en sen-
tido opuesto, dando una aproximación a la información discreta
en el nivel k a partir de la información contenida en el nivel k − 1:
P kk−1 : V
k−1 −→ V k
Además, al operador predicción no se le exige que sea lineal.
Los datos discretos se obtienen a partir de la discretización de
una función f , para lo cual existen distintos operadores. Depen-
diendo del operador discretización utilizado, la secuencia de da-
tos fk que resulta es diferente. El objetivo del enfoque propues-
to por Harten es la construcción de esquemas de multirresolu-
ción adaptados a cada proceso de discretización. Esto se consigue
definiendo un operador reconstrucción apropiado. Estos operado-
res, discretización y reconstrucción, son los elementos a partir de
los cuales se construyen los operadores decimación y predicción
del esquema de multirresolución.
Formalmente, sea F un espacio de funciones:
F ⊂ {f | f : Ω ⊂ Rm −→ R} .
El operador discretización asigna a cada elemento de este es-
pacio, f ∈ F , una secuencia fk de datos discretos perteneciente al
espacio V k. De este modo se define el operador discretización:
Dk : F −→ V k = Dk(F)
que ha de ser lineal y biyectivo.
La reconstrucción opera en sentido inverso, tomando una se-
cuencia de datos discretos para reconstruir, a partir de la infor-
mación proporcionada por dichos datos, la función de la que pro-
vienen:
Rk : V k −→ F .
La principal novedad introducida por Harten consiste en que a
este operador reconstrucción no se le exige que sea lineal.
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Por motivos de consistencia, se requiere que los operadores dis-
cretización y reconstrucción satisfagan la siguiente condición:
DkRkfk = fk, ∀fk ∈ V k (1.1)
o expresado de otro modo:
DkRk = IV k , (1.2)
es decir, si tomamos la información reconstruida a partir de unos
datos discretos con una cierta resolución y la discretizamos a ese
mismo nivel de resolución, la información discreta obtenida coin-
cide con la original.
En la Figura 1.1 se muestran las relaciones existentes entre
los operadores discretización y reconstrucción, y los operadores
decimación y predicción.
V k
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Rk Dk−1
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Figura 1.1: Definición de operadores.
Según estas relaciones, el operador decimación se define del
siguiente modo:
Dk−1k := Dk−1Rk. (1.3)
Aunque aparentemente el operador decimación depende de la
elección del operador reconstrucción en realidad no es así si (y sólo
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si) la sucesión de operadores discretización {Dk} es ennidada, es
decir, si se tiene:
Dkf = 0 =⇒ Dk−1f = 0, ∀f ∈ F . (1.4)
La propiedad de ennidamiento significa que la información con-
tenida en los datos a un cierto nivel de resolución k no será nunca
mayor que la información contenida en un nivel de resolución su-
perior.
De forma similar, el operador predicción se construye según la
expresión:
P kk−1 := DkRk−1. (1.5)
A partir de estas definiciones se obtiene una relación de con-
sistencia equivalente a (1.1) para los operadores decimación y pre-
dicción:
Dk−1k P
k
k−1 = Dk−1RkDkRk−1 = Dk−1Rk−1 = IV k−1 . (1.6)
Para demostrar la igualdad (1.6) basta con demostrar que:
Dk−1RkDk = Dk−1. (1.7)
Esta relación es una consecuencia de la propiedad de ennida-
miento (1.4) de la secuencia de operadores discretización, ya que,
tomando una función f cualquiera:
Dk(RkDkf) = (DkRk)Dkf = Dkf,
donde en la última igualdad utilizamos la condición de consisten-
cia (1.2). Como el operador discretización es lineal, tenemos que:
Dk(RkDkf − f) = 0,
y por la propiedad de ennidamiento, esto implica que:
Dk−1(RkDkf − f) = 0
es decir:
Dk−1RkDkf = Dk−1f ⇒ Dk−1RkDk = Dk−1,
con lo que queda demostrado (1.7).
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La relación (1.6) significa que cuando utilizamos estos opera-
dores no inventamos información, es decir, si decimamos la infor-
mación obtenida a partir de la predicción realizada sobre una in-
formación con resolución dada por V k−1, obtenemos exactamente
la misma información de partida, sin introducir ningún elemento
nuevo.
Consideremos ahora fk, la información discreta en el nivel de
resolución k. Si aplicamos el operador decimación sobre fk obte-
nemos fk−1, es decir, la información contenida en el nivel de reso-
lución k − 1:
fk−1 = Dk−1k f
k.
En este caso, podemos interpretar que P kk−1f
k−1 es una aproxi-
mación a fk, con un error:
ek := (IV k − P kk−1Dk−1k )fk =: Qkfk ∈ V k. (1.8)
De esta forma podemos representar la información contenida
en fk equivalentemente mediante fk−1 ∈ V k−1 y ek ∈ V k:
fk ≡ {fk−1, ek}
ya que a partir de fk se pueden obtener fk−1 y ek, en la forma ya
descrita, y recíprocamente, conociendo fk−1 y ek se puede calcular
fk mediante la expresión P kk−1f
k−1 + ek = fk.
El problema es que haciendo esto incluimos información re-
dundante, ya que, si suponemos que V k es un espacio de dimen-
sión finita (como lo es habitualmente en la práctica), dimV k = Nk,
tenemos por un lado fk, que contiene la información codificada
en Nk elementos, mientras que {fk−1, ek} contiene la misma infor-
mación codificada en Nk−1 + Nk elementos. Esta información re-
dundante puede ser eliminada, como consecuencia del siguiente
resultado:
Dk−1k e
k = Dk−1k (IV k − P kk−1Dk−1k )vk
= Dk−1k v
k −Dk−1k P kk−1Dk−1k vk
= Dk−1k v
k −Dk−1k vk
= 0
es decir, ek ∈ N (Dk−1k ) = {fk ∈ V k : Dk−1k fk = 0}, cuya dimensión es
dimN (Dk−1k ) = dimV k − dimV k−1 = Nk −Nk−1.
6 1.1. Introducción
Sea {µki } el conjunto de elementos que generan el espacioN (Dk−1k ).
Podemos expresar el error ek como:
ek =
∑
dki µ
k
i
Si definimos un operador Gk que asocie a cada elemento ek ∈
N (Dk−1k ) su correspondiente conjunto de coeficientes {dki }, y un
operador Ek, inverso de Gk, que a un conjunto de coeficientes {dki }
asocie la correspondiente combinación
∑
dki µ
k
i podemos establecer
la siguiente equivalencia:
fk ≡ {fk−1, dk}
mediante las relaciones:
fk−1 = Dk−1k f
k
dk = Gk
(
I − P kk−1Dk−1k
)
fk,
para obtener {fk−1, dk} a partir de fk, y:
P kk−1f
k−1 + Ekd
k = fk,
en sentido inverso.
En este caso la equivalencia de información lo es también en
cuanto a número de elementos utilizados para codificar dicha in-
formación, ya que en {fk−1, dk} tenemos Nk−1 + (Nk − Nk−1) = Nk
elementos, los mismos que hay en fk. Decimos entonces que los
coeficientes {dki } contienen la información no redundante del error
de predicción.
Iterando este procedimiento en cada nivel de resolución, se con-
sigue la descomposición multiescala que se muestra en la Figura
1.2, y que permite establecer la siguiente equivalencia:
fL ≡ {f 0, dL, . . . , d1}
Por tanto, y para resumir, los algoritmos para las transforma-
ciones directa e inversa de la multirresolución son los siguientes:
(Directa) fL → MfL = {f 0, d1, . . . , dL}


Do k = L, . . . , 1
fk−1 = Dk−1k f
k
dk = Gk(f
k − P kk−1fk−1)
(Inversa) MfL →M−1MfL
{
Do k = 1, . . . , L
fk = P kk−1f
k−1 + Ekd
k
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fL - fL−1 - fL−2 - . . .
@
@R dL
@
@R dL−1
@
@R . . .
Figura 1.2: Descomposición multiescala.
Por otra parte, las expresiones (1.3) y (1.5) permiten expresar el
error de predicción (1.8) en función de los operadores discretiza-
ción y reconstrucción. Considerando fk = Dkf (donde {Dk} es una
secuencia ennidada):
ek = (I − P kk−1Dk−1k )fk = Dk(I −Rk−1Dk−1)f.
Comprobemos esta afirmación:
ek = (I − P kk−1Dk−1k )fk
= (I −DkRk−1Dk−1Rk)Dkf
= Dkf −DkRk−1Dk−1RkDkf
= Dk(I −Rk−1Dk−1RkDk)f
= Dk(I −Rk−1Dk−1)f
donde en la última igualdad hemos utilizado el resultado (1.7).
De este modo, el problema de encontrar una buena predicción
para la multirresolución se puede expresar también como un pro-
blema de teoría de aproximación:
Conociendo Dk−1f, f ∈ F , encontrar una “buena aproximación” a
Dkf .
El paso fundamental en la construcción de un esquema de mul-
tirresolución es la definición de un operador reconstrucción apro-
piado para la discretización que se está considerando. Habitual-
mente se utilizan dos tipos de discretización: la discretización por
valores puntuales y la discretización por medias en celda.
8 1.2. Multirresolución por valores puntuales
1.2
Multirresolución por valores
puntuales
Consideramos el espacio de las funciones acotadas definidas
en el intervalo unidad cerrado F = B[0, 1], y sea XL una partición
uniforme de dicho intervalo:
XL = {xLi }JLi=0, xL0 = 0, xLi = i · hL, hL =
1
JL
, JL = 2
LJ0, (1.9)
donde J0 es un número entero dado.
Definimos las particiones correspondientes a niveles de resolu-
ción más bajos del siguiente modo:
Xk = {xki }Jki=0, k = L− 1, . . . , 0 (1.10)
donde
xk−1i = x
k
2i, i = 0, . . . , Jk−1 :=
Jk
2
.
Consideramos el operador discretización fk = Dkf definido co-
mo:
fki = (Dkf)i = f(xki ), fk = {fki }Jki=0.
Esto es lo que se conoce como discretización por valores pun-
tuales. En este caso, el espacio V k es de dimensión finita, igual a
dimV k = Nk = Jk + 1.
Una condición necesaria y suficiente para que la sucesión de
operadores discretización sea ennidada es que Xk−1 ⊂ Xk, para
todo k. Esta condición se cumple para la secuencia de particiones
definida previamente.
Esta discretización nos lleva a la siguiente definición del opera-
dor decimación:
fk−1i = (D
k−1
k f
k)i = f
k
2i, i = 0, . . . , Jk−1
y en esta definición no interviene en ningún momento el operador
reconstrucción.
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El operador reconstrucción será un operador Rk que cumple:
Rk : V k −→ B([0, 1]), DkRkfk = fk
es decir, (Rkfk)(xki ) = fki = f(xki ). Por tanto, Rkfk(x) tiene que ser
una función acotada que interpole a {fki } en los nodos {xki }. Cual-
quier técnica de interpolación es válida como operador reconstruc-
ción. Denotamos:
I(x; fk) := (Rkfk)(x). (1.11)
De aquí deducimos que la predicción es:
(P kk−1f
k−1)i = (DkI(·; fk−1))i = I(xki ; fk−1). (1.12)
El error de predicción será por tanto eki = f
k
i − I(xki ; fk−1), que
evidentemente es igual a 0 para los nodos xk2i. Entonces los coefi-
cientes dk = {dkj} se definen como el error de interpolación en los
puntos xk2j−1, es decir, d
k
j = e
k
2j−1.
De este modo, los algoritmos para las transformaciones directa
e inversa para valores puntuales vienen dados por las expresiones:
fL →MfL = {f 0, d1, . . . , dL} Directa

Do k = L, . . . , 1
fk−1i = f
k
2i, 0 ≤ i ≤ Jk−1,
dki = f
k
2i−1 − I(xk2i−1; fk−1), 1 ≤ i ≤ Jk−1,
(1.13)
M−1MfL → fL Inversa

Do k = 1, . . . , L
fk2i = f
k−1
i , 0 ≤ i ≤ Jk−1,
fk2i−1 = I(xk2i−1; fk−1) + dki , 1 ≤ i ≤ Jk−1.
(1.14)
En estos algoritmos se puede utilizar cualquier técnica de inter-
polación. Si utilizamos interpolantes que sean polinomios a trozos
de grado r, como los coeficientes dkj corresponden al error de inter-
polación en los nodos con índice impar en el nivel de resolución k,
tendremos que:
dkj = O(h
r+1
k−1)
en las regiones donde la función sea suave. Ante una singularidad
aislada, a la que denotamos xd ∈ (xk−1j−1 , xk−1j ), en la derivada p-ésima
de la función, es decir, tal que [f (p)]xd = O(1) (p ≤ r):
dkj = O(h
p
k−1).
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El valor de los coeficientes dkj varía en función del orden de la
singularidad, por lo que podemos pensar en el análisis de mul-
tirresolución como un análisis de la regularidad de una función.
Los mayores coeficientes van asociados a las singularidades de la
función, lo que significa que no podemos predecir la información
contenida en esas regiones.
Más importante aún es el hecho de que si utilizamos una técni-
ca de interpolación independiente de los datos, el conjunto de los
intervalos afectados por una singularidad no se reduce únicamen-
te a aquel intervalo en el que se localiza dicha singularidad, sino
a todos los intervalos cuyo stencil contenga el intervalo donde se
encuentra la singularidad, por lo que habrá una mayor cantidad
de coeficientes con valores significativos, y la capacidad de com-
presión del esquema de multirresolución se verá reducida. Esto es
lo que ocurre cuando se utiliza interpolación lineal centrada (ver
Sección 1.4).
Por otra parte, al utilizar técnicas de interpolación que depen-
den de los datos, es decir, no lineales, se minimiza la zona afectada
por cada singularidad, y la capacidad de compresión del esquema
de multirresolución mejora. Esto ocurre cuando se utilizan las téc-
nicas no lineales ENO (ver Sección 1.5) y ENO-SR (ver Sección 1.6).
1.3
Multirresolución por medias en
celdas
Sea F = L1[0, 1] el espacio de funciones integrables en el in-
tervalo unidad. Consideramos de nuevo la partición del intervalo
unidad (1.9) y sus refinamientos (1.10), y sea cki = (x
k
i−1, x
k
i ), i =
1, . . . , Jk. La discretización por medias en celda a un nivel de reso-
lución k viene definida por:
Dk : F −→ V k, f¯ki = (Dkf)i =
1
|cki |
∫
cki
f(x) dx =
1
hk
∫ xki
xki−1
f(x) dx.
(1.15)
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Es importante observar que cuando F ⊂ L1[0, 1], la discretiza-
ción por valores puntuales podría no tener sentido, pero la discre-
tización por medias en celda (1.15) siempre lo tiene.
La sucesión de operadores discretización es ennidada, como
consecuencia de la aditividad de la integral:
(Dk−1f)i = 1
hk−1
[hk(Dkf)2i−1 + hk(Dkf)2i]
y esto además sirve como definición del operador decimación:
Dk−1k Dkf := Dk−1f
es decir, el valor asignado a una celda es igual a la media de los
valores correspondientes a las celdas del nivel de resolución supe-
rior incluidas en ella. Por tanto, el operador decimación viene dado
por la expresión:
(Dk−1k f¯
k)i =
1
2
(f¯k2i−1 + f¯
k
2i).
El error de predicción verifica que (Dk−1k e
k)i = 0, o lo que es lo
mismo:
1
2
(ek2i−1 + e
k
2i) = 0
lo cual nos lleva a definir los coeficientes dkj de la siguiente manera:
dkj = e
k
2j−1
y podemos recuperar el error a partir de los coeficientes dkj :{
ek2j−1 = d
k
j ,
ek2j = −dkj , 1 ≤ j ≤ Jk−1 = Jk/2.
El operador reconstrucción Rk para esta discretización deberá
cumplir la condición de consistencia (1.1), es decir:
(DkRkfk)i = 1
hk
∫ xki
xki−1
Rk(x; fk) dx = fki , ∀fk ∈ V k (1.16)
El procedimiento de reconstrucción vía función primitiva nos
permite enlazar con la teoría de interpolación, lo cual resulta muy
útil. Brevemente, este procedimiento se describe a continuación.
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Se define la sucesión {F ki } a partir de los nodos correspondien-
tes al nivel de resolución k:
F ki = hk
i∑
j=1
f¯kj =
∫ xki
0
f(y) dy.
Si consideramos F , una primitiva de f , es decir F (x) =
∫ x
0
f(y) dy,
que será una función continua en [0, 1], entonces la sucesión {F ki }
no es más que una discretización por valores puntuales de la fun-
ción F en el nivel de resolución k. Estos valores están relacionados
unívocamente con las medias en celda de f según la relación:
f¯ki =
F ki − F ki−1
hk
(1.17)
teniendo en cuenta que F k0 = 0, ∀k.
Sea I(x;F k) un operador reconstrucción de la primitiva, utili-
zando interpolación. Se define el operador reconstrucción Rk para
la discretización por medias en celda de la siguiente forma:
Rk(x; f¯k) := d
dx
I(x;F k).
Este operador verifica la condición de consistencia (1.1):
(Dk (Rk(x; f¯k)))j = 1hk
∫ xkj
xkj−1
d
dx
I(x;F k) = F
k
j − F kj−1
hk
= f¯kj
ya que (Rkf¯k)(x) ∈ L1[0, 1].
De este modo, los algoritmos para la multirresolución directa e
inversa para medias en celdas quedan así:
f¯L →Mf¯L = {f 0, d1, . . . , dL} Directa

Do k = L, . . . , 1
f¯k−1i =
1
2
(f¯k2i−1 + f¯
k
2i), 1 ≤ i ≤ Jk−1
dki = f¯
k
2i−1 −
(
P kk−1f¯
k−1
)
2i−1
, 1 ≤ i ≤ Jk−1,
(1.18)
Mf¯L → M−1Mf¯L Inversa

Do k = 1, . . . , L
f¯k2i−1 =
(
P kk−1f¯
k−1
)
2i−1
+ dki , 1 ≤ i ≤ Jk−1,
f¯k2i = 2f¯
k−1
i − f¯k2i−1, 1 ≤ i ≤ Jk−1.
(1.19)
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donde
(
P kk−1f¯
k−1
)
2i−1
=
(DkRk−1f¯k−1)2i−1 = 1hk
∫ xk2i−1
xk2i−2
d
dx
I(x;F k−1) dx
=
1
hk
(I(xk2i−1;F k−1)− I(xk2i−2;F k−1))
=
1
hk
(I(xk2i−1;F k−1)− F k−1i−1 ) . (1.20)
Los coeficientes dk(f) también están relacionados con los coefi-
cientes dk(F ), ya que:
dkj (f) = e
k
2j−1 = f¯
k
2j−1 −
(
P kk−1D
k−1
k f¯
k
)
2j−1
= f¯k2j−1 −
(DkRk−1f¯k−1)2j−1
=
1
hk
(
F k2j−1 − F k2j−2
)− 1
hk
∫ xk2j−1
xk2j−2
d
dx
I(x;F k−1)
=
1
hk
[(
F k2j−1 − F k2j−2
)− (I(xk2j−1;F k−1)− I(xk2j−2;F k−1))]
=
1
hk
(
F k2j−1 − I(xk2j−1;F k−1)
)
=
dkj (F )
hk
. (1.21)
Notar que si I(x;F k) es un polinomio interpolador a trozos de
grado r + 1, es decir, si:
I(x;F k) = qi(x;F k), x ∈ [xki−1, xki ], grad qi = r + 1
entonces la reconstrucción Rk(x; f¯k) es un polinomio a trozos de
grado r.
Por otra parte, como el stencil está formado por s(r) = r + 1 cel-
das, el correspondiente stencil para valores puntuales de la fun-
ción primitiva, formado por los extremos de las celdas, contendrá
s(r) + 1 = r + 2 puntos.
El proceso de reconstrucción por función primitiva implica que
la reconstrucción Rk es exacta para polinomios de grado menor
o igual a r. Además, como la función primitiva es un grado más
suave que f , y los polinomios que forman I(x;F k) son de grado
r + 1, por la relación (1.21) se tiene que:
dk(f) = O(hr+1k−1),
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en las regiones suaves, mientras que si el stencil cruza una dis-
continuidad de salto en la derivada f (p)(p ≤ r), entonces:
dk(f) = O
(
[f (p)]
)
hpk−1.
Por tanto, vemos que el orden de la singularidad determina el
valor de todos los coeficientes en cuyo cálculo se vea involucrado
un stencil que cruce dicha singularidad. Como pasaba en el caso
de valores puntuales, utilizar técnicas no lineales reduce el error
de aproximación en los coeficientes, con lo cual la capacidad de
compresión mejora.
Una vez descritos los operadores discretización que se utilizan
más a menudo, el siguiente paso consiste en analizar las distintas
posibilidades existentes para construir un operador reconstruc-
ción adecuado. Para ello, en las siguientes secciones se describen
brevemente algunas técnicas de interpolación de uso común.
El problema a resolver consiste en, a partir de una información
discreta dada sobre una función, recuperar la función original.
El objetivo es encontrar una función sencilla (generalmente po-
linomios o funciones trigonométricas) que aproxime a la función
original, utilizando la información disponible. Para ello se pueden
utilizar técnicas lineales, independientes de los datos, que resul-
tan muy sencillas de aplicar, o también técnicas no lineales, que
al ser de tipo adaptativo, proporcionan una mejor aproximación.
1.4
Interpolación lineal
Un procedimiento particularmente sencillo es la interpolación
de Lagrange. Dado un stencil S formado por r+1 puntos, x0, . . . , xr,
existe un único polinomio q(x) de grado r tal que q(xi) = f(xi), ∀i =
0, . . . , r. Este polinomio aproxima a la función f(x) con un error que
viene dado por la expresión:
f(x) = q(x) + f [x0, . . . , xr, x]
r∏
i=0
(x− xi) (1.22)
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donde, si f(x) es suficientemente suave (es decir, es al menos r+1
veces diferenciable), se tiene que:
f [x0, . . . , xr, x] =
f (r+1)(ξx)
(r + 1)!
, (1.23)
donde ξx es un punto que pertenece a la envoltura convexa de los
nodos {x0, . . . , xr}.
Consideremos, por simplicidad, el intervalo [0, 1], y una parti-
ción formada por puntos igualmente espaciados X = {xi}Ji=0, xi =
ih, tal que Jh = 1. Sea {fi}Ji=0 el conjunto formado por los valores
puntuales de f(x) en los puntos de la partición X, es decir, fi =
f(xi). Sobre cada intervalo Ii = [xi−1, xi], i = 1, . . . , J construimos un
polinomio qi(x), a partir de un stencil de puntos Si centrado en el
intervalo Ii. La unión de los distintos polinomios qi(x) proporciona
el interpolante global I(x):
I(x) = qi(x), x ∈ [xi−1, xi], i = 1, . . . , J.
En general, si I(x) es un polinomio interpolador a trozos forma-
do por polinomios de grado r y f(x) es una función suficientemente
suave, se obtiene la siguiente relación a partir de (1.22) y (1.23):
I(x) = f(x) +O(hr+1), ∀x ∈ [0, 1], (1.24)
en la que el término O(hr+1) está relacionado con la derivada (r+1)-
ésima de f(x), lo que significa que la interpolación permite recu-
perar de forma exacta los polinomios de grado menor o igual a r.
Esto se expresa de otro modo diciendo que el conjunto de exactitud
de la regla de interpolación contiene todos los polinomios de grado
menor o igual a r, o dicho de otra forma, que la interpolación es
de orden r + 1.
Cuando la función que se interpola presenta alguna singulari-
dad, la estimación del error (1.24) ya no es válida, ya que ante una
discontinuidad de salto en f(x), localizada en el subintervalo Ij, se
tiene que:
f [xj−1, xj ] =
f(xj)− f(xj−1)
xj − xj−1 =
O([f ])
h
,
donde [f ] representa el salto de f(x) en Ij. Cualquier diferencia
dividida basada en un conjunto de s+1(s > 1) puntos que contenga
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xj−1, xj cumplirá:
f [xl, . . . , xl+s] =
O([f ])
hs
.
Esto significa que cualquier polinomio ql(x) que cruce la dis-
continuidad, es decir, cuyo stencil Sl contenga los extremos del
subintervalo Il, producirá un error:
f(x) = ql(x) +O([f ]), x ∈ Il. (1.25)
Si la discontinuidad no está en f(x), sino en alguna de sus
derivadas, f (p)(x), con p ≥ 1, también se produce una pérdida de
exactitud, ya que en ese caso:
f [xl, . . . , xl+s] =
{
O([f(p)])
hs−p
si s > p
O(‖f (s)‖) en otro caso
donde ‖f (s)‖ representa la norma supremo de f (s) en la envoltura
convexa del stencil utilizado para calcular la diferencia dividida, y
[f (p)] = f (p)(x+d )− f (p)(x−d ).
De este modo, la fórmula del error para polinomios ql(x) que
crucen una singularidad de orden p será la siguiente:
f(x) = ql(x) +O([f
(p)])hp, si p ≤ r. (1.26)
Cuando se utiliza interpolación lineal centrada, cada stencil se
elige de forma independiente de los datos, es decir, no se tiene en
cuenta la suavidad de la función que se interpola. Esto significa
que una singularidad aislada en un intervalo Ij producirá una pér-
dida de exactitud en varios subintervalos de la partición, ya que
los stencils correspondientes a los subintervalos adyacentes a Ij
contendrán también la singularidad, con lo que el error de inter-
polación vendrá dado por la expresión (1.25) o por (1.26).
Más concretamente, si la función f presenta una singularidad
aislada en el intervalo Ij = [xj−1, xj ], y se utilizan para la interpola-
ción polinomios a trozos de grado r, habrá r stencils que contengan
los extremos de Ij (r se supone impar para que la interpolación sea
centrada):
Sj+k = {xj+k−r+1, . . . , xj+k+1}, k = 0, . . . , r − 1
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Como consecuencia de esto, aumentar el orden de la interpola-
ción para conseguir una mejor aproximación a la función original
hace que el número de intervalos en los que el error es grande
sea mayor. Para evitar esto, Harten et al. [24] desarrollaron una
técnica no lineal, en la que la selección del stencil es un proceso
que depende de los datos. De este modo, el polinomio interpolador
se construye utilizando sólo información de las regiones suaves de
la función, siempre que esto sea posible. Esta técnica se conoce
con el nombre de ENO (esencialmente no oscilatoria), y permite
reducir el conjunto de intervalos afectados por una singularidad a
únicamente aquel que la contiene.
1.5
Interpolación ENO
Evidentemente, el punto clave en la interpolación ENO es el
proceso de selección del stencil. El objetivo es elegir, para cada
subintervalo Ii = [xi−1, xi] en el que la función f sea suave, un
stencil S˜i = {xsi−1, . . . , xsi+r−1} que no cruce ninguna singularidad,
siendo r + 1 el orden de la interpolación. Existen dos estrategias
para realizar esta selección: la estrategia jerárquica y la no jerár-
quica.
El algoritmo jerárquico de selección del stencil consiste en, par-
tiendo de los extremos del intervalo Ii, ir añadiendo puntos a dere-
cha o izquierda, comparando las diferencias divididas correspon-
dientes a los conjuntos formados por los extremos del intervalo
más los puntos añadidos, y escogiendo la de menor valor absolu-
to. El algoritmo para este procedimiento es el siguiente:
for i = 1 : J
s0 = i
for l = 0 : r − 2
if |f [xsl−2, . . . , xsl+l]| < |f [xsl−1, . . . , xsl+l+1]| then sl+1 = sl − 1
end
si = sr − 1
end
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La estrategia no jerárquica considera las diferencias divididas
correspondientes a todos los stencils posibles, y calcula el mínimo
de entre los valores absolutos de dichas diferencias. El algoritmo
es el siguiente:
for i = 1 : J
|f [xsi, . . . , xsi+r−1]| = mı´n{|f [xl−1, . . . , xl+r−1]|, i− r + 1 ≤ l ≤ i}
end
No hay diferencia entre ambos algoritmos cuando r = 2, pero
los stencils obtenidos pueden variar cuando r > 2. En cualquier
caso, se observa que el stencil siempre contiene los extremos del
subintervalo en el que se realiza la interpolación, evitando siempre
los intervalos que contienen singularidades. Un análisis exhausti-
vo de estos procedimientos se puede encontrar en [9].
Mediante esta técnica de interpolación, el efecto de una singu-
laridad aislada de f , xd ∈ Ij = [xj−1, xj], se manifiesta sólo en el
intervalo Ij. De este modo, el error de interpolación será:
f(x) = qi(x) +O(h
r+1), x ∈ Ii, ∀i 6= j
mientras que debido a la singularidad:
f(x) = qj(x) +O([f
(d)])hd, x ∈ Ij
1.6
Interpolación ENO-SR
La aproximación obtenida mediante la técnica ENO se puede
mejorar si conocemos la localización de la singularidad. Esta es la
idea en la que se basa la técnica de interpolación ENO-SR (Subcell
Resolution), introducida por Harten en [20]. Utilizando la informa-
ción discreta proporcionada por las medias en celda de la función
f , se puede localizar aproximadamente una discontinuidad. Una
discontinuidad en f corresponde a una esquina en su primitiva, y
de este modo, se utilizan los interpolantes de la función primitiva
para calcular la aproximación a la función f .
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Consideremos una función f que presenta una esquina, xd ∈
Ij = [xj−1, xj ]. Tomamos los polinomios interpoladores de grado r
correspondientes a los intervalos Ij−1 e Ij+1, construidos utilizan-
do la técnica ENO, a los que denotamos qj−1(x) y qj+1(x), y que
recuperan la función con una exactitud O(hr+1).
f(x) = qj−1(x) +O(h
r+1) x ∈ [xj−2, xj−1]
f(x) = qj+1(x) +O(h
r+1) x ∈ [xj , xj+1]
Se define la función:
Gj(x) := qj+1(x)− qj−1(x).
Si h es suficientemente pequeño (de forma que en el intervalo Ij
no haya ninguna otra esquina), se puede demostrar que la función
Gj(x) tiene una raíz, Gj(ξ) = 0, que cumple:
|ξ − xd| = O(hr+1).
Una vez localizado ξ, el interpolante se construye utilizando los
polinomios laterales en el subintervalo que contiene la singulari-
dad:
ISR(x) =


ql(x), x ∈ [xl−1, xl], l 6= i,
qj−1(x), x ∈ [xj−1, ξ],
qj+1(x), x ∈ [ξ, xj].
En la Figura 1.3 se muestran los polinomios que intervienen en
esta definición.
ﬀ - ﬀ - ﬀ -
ﬀ - ﬀ -
xj−2 xj−1 xj xj+1
ξ
qj−1(x) qj(x) qj+1(x)
qj−1(x) qj+1(x)
Figura 1.3: Polinomios interpoladores y sus modificaciones en SR.
De este modo se consigue que la zona afectada por la singula-
ridad xd sea sólo una banda de anchura O(hr+1) alrededor de xd, y
20 1.7. Compresión de datos y control del error
el error de interpolación es:
f(x) = I(x) +O(hr+1),
excepto en dicha banda (ver más detalles en [9, 8]).
Partiendo de distintos puntos de vista, se han propuesto otras
muchas técnicas de interpolación que intentan mejorar los resul-
tados proporcionados por la técnica ENO. Una de estas técnicas es
la llamada WENO (Weighted ENO, ENO ponderado), que se analiza
en esta tesis.
1.7
Compresión de datos y control del
error
Las representaciones multirresolutivas conducen naturalmen-
te a algoritmos de compresión. La forma más sencilla de obtener
un mecanismo de compresión es, dada fL, calcular la transfor-
mada MfL = {f 0, d1, . . . , dL}. Una vez tenemos esta descomposición
igualamos a cero todos los coeficientes de escala (detalles) que son
menores que un cierto umbral. Denotemos
(dˆk)j = tr(dkj ; ǫk) =
{
0, si |dkj | ≤ ǫk
dkj , en otro caso
(1.27)
y nos referiremos a esta operación como truncamiento. Este tipo
de compresión de datos se utiliza para reducir la dimensionalidad
de los datos.
Una operación diferente, que se utiliza normalmente para re-
ducir la representación digital de los datos, es la cuantización, que
se puede escribir como
(dˆk)j = qu(dkj ; ǫk) = 2ǫk · round
[
dkj
2ǫk
]
, (1.28)
donde round [·] denota el número entero obtenido mediante re-
dondeo. Por ejemplo, si |dkj | ≤ 256 y ǫk = 4 entonces podemos re-
presentar dkj mediante un entero que no es mayor que 32 y no
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cometemos un error mayor que 4. Observemos que si |dkj | < ǫk ⇒
qu(dkj ; ǫk) = 0 y que en cualquier caso se tiene |dkj − dˆkj | ≤ ǫk.
Esquemáticamente este proceso sería:
fL −→ fd = MfL = (f 0, d1, . . . , dL) −→ fˆd = Qε¯MfL = (fˆ 0, dˆ1, . . . , dˆL).
Si aplicamos la transformación de multirresolución inversa a
la representación comprimida, obtenemos fˆL = M−1{fˆ 0, dˆ1, . . . , dˆL},
una aproximación a la señal original fL que esperamos que sea
parecida a esta, y para que esto suceda, la estabilidad del esquema
de multirresolución con respecto a perturbaciones es esencial. El
estudio del efecto de utilizar dˆkj en vez de d
k
j en los datos a los que se
aplica M−1 es equivalente a estudiar el resultado que obtenemos
al aplicar la transformación de multirresolución inversa cuando
perturbamos los coeficientes de escala.
Dada una sucesión discreta fL y un nivel de tolerancia ǫ, nues-
tro objetivo es obtener una transformación comprimida:
{fˆ 0, dˆ1, . . . , dˆL} (1.29)
tal que si fˆL = M−1{fˆ 0, dˆ1, . . . , dˆL}, entonces tenemos
||fL − fˆL|| ≤ Cǫ (1.30)
en una cierta norma.
Como observó Harten [21], una forma de conseguir esto es
modificar la transformación directa de forma que se tenga contro-
lado el error acumulado y truncar o cuantizar mientras se calcula
la descomposición multirresolución. Es decir, el proceso debería
ser de la forma:
fL −→ fˆd = MMǫ¯ fL = (fˆ 0, dˆ1, . . . , dˆL). (1.31)
Un procedimiendomodificado para calcular la transformada di-
recta en el contexto interpolatorio sería (ver [9]):
Algoritmo 1.1. Transformada directa modificada para valores pun-
tuales. fL −→MMǫ¯ fL = {fˆ 0, dˆ1, . . . , dˆL}
for k = L, . . . , 1
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for j = 1, . . . , Jk−1
fk−1j = f
k
2j
end
end
Set fˆ 0 = proc(f 0; ǫ0)
for k = 1, . . . , L
fˆk0 = f
L
0
for j = 1, . . . , Jk−1
fP = (P kk−1fˆ
k−1)2j−1
d˜kj = (f
k
2j−1 − fP )
dˆkj = proc(d˜
k
j ; ǫk)
fˆk2j−1 = f
P + dˆkj
fˆk2j = fˆ
k−1
j
end
end
MMǫ¯ f
L = {fˆ 0, dˆ1, . . . , dˆL}
donde proc puede ser el operador truncamiento (1.27) o el de
cuantización (1.28).
Si aplicamos este algoritmo a unos valores fL se puede probar
el siguiente resultado:
Proposición 1.1. Dada una sucesión discreta fL y una tole-
rancia ǫ, si los parámetros de truncamiento ǫk en el algoritmo
modificado directo (Algoritmo 1.1) son elegidos de manera que
ǫk = ǫ, entonces la sucesión fˆ
L = M−1{fˆ 0, dˆ1, . . . , dˆL} satisface
||fL − fˆL||p ≤ ǫ (1.32)
para p =∞, 1 y 2.
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Demostración. Observemos que
fk2j−1 − fˆk2j−1 = d˜kj − dˆkj , (1.33)
fk2j − fˆk2j = fk−1j − fˆk−1j . (1.34)
Entonces
||fk − fˆk||∞ ≤ ma´x{||d˜k − dˆk||∞, ||fk−1 − fˆk−1||∞}
y
||fL − fˆL||∞ ≤ ma´x{ǫL, ǫL−1, . . . , ǫ0} = ǫ.
También
||fk − fˆk||1 = 1
Jk
Jk∑
j=1
|fkj − fˆkj | =
1
Jk
Jk−1∑
j=1
(
|fk2j−1 − fˆk2j−1|+ |fk2j − fˆk2j |
)
=
1
Jk
Jk−1∑
j=1
(
|fk−1j − fˆk−1j |+ |d˜kj − dˆkj |
)
=
1
2
(
||fk−1 − fˆk−1||1 + ||d˜k − dˆk||1
)
y,
||fL − fˆL||1 = 1
2L
||f 0 − fˆ 0||1 +
L∑
k=1
1
2L−k+1
||d˜k − dˆk||1.
De aquí, si ǫk = ǫ,
||fL − fˆL||1 ≤ ǫ.
Además,
||fk − fˆk||22 =
1
Jk
Jk∑
j=1
|fkj − fˆkj |2 =
1
Jk
Jk−1∑
j=1
(
|fk−1j − fˆk−1j |2 + |d˜kj − dˆkj |2
)
=
1
2
(
||fk−1 − fˆk−1||22 + ||d˜k − dˆk||22
)
entonces
||fL − fˆL||22 =
1
2L
||f 0 − fˆ 0||22 +
L∑
k=1
1
2L−k+1
||d˜k − dˆk||22
y, si ǫk = ǫ
||fL − fˆL||22 ≤ ǫ2.
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Un procedimiento modificado en el contexto de medias en celda
sería:
Algoritmo 1.2. Transformada directa modificada para medias en
celda. f¯L −→MMǫ¯ f¯L = {fˆ 0, dˆ1, . . . , dˆL}
for k = L, . . . , 1
for j = 1, . . . , Jk−1
f¯k−1j =
1
2
(f¯k2j−1 + f¯
k
2j)
end
end
Set fˆ 0 = proc(f¯ 0; ǫ0)
for k = 1, . . . , L
for j = 1, . . . , Jk−1
fP = (P kk−1fˆ
k−1)2j−1
d˜kj = [f¯
k
2j−1 − fP ]− [f¯k−1j − fˆk−1j ]
dˆkj = proc(d˜
k
j ; ǫk)
fˆk2j−1 = f
P + dˆkj
fˆk2j = 2fˆ
k−1
j − fˆk2j−1
end
end
MMǫ¯ f¯
L = {fˆ 0, dˆ1, . . . , dˆL}
donde proc puede ser el operador truncamiento (1.27) o el de
cuantización (1.28).
Proposición 1.2. Dada una sucesión discreta f¯L y una tole-
rancia ǫ, si los parámetros de truncamiento ǫk del algoritmo de
codificación transformado (Algoritmo 1.2) son elegidos de forma
que ǫk = ǫ/2
L−k, entonces la sucesión fˆL = M−1{fˆ 0, dˆ1, . . . , dˆL}
cumple
||f¯L − fˆL||p ≤ Cǫ (1.35)
siendo C = 2 para p =∞, 1 y C = (4
3
)1/2 para p = 2.
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Demostración. Observemos que
f¯k2j−1 − fˆk2j−1 = (f¯k−1j − fˆk−1j ) + (d˜kj − dˆkj ) (1.36)
f¯k2j − fˆk2j = (f¯k−1j − fˆk−1j )− (d˜kj − dˆkj ). (1.37)
Entonces
||f¯k − fˆk||∞ ≤ ||d˜k − dˆk||∞ + ||f¯k−1 − fˆk−1||∞
y
||f¯L − fˆL||∞ ≤ ||f¯ 0 − fˆ 0||∞ +
L∑
k=1
||d˜k − dˆk||∞ ≤
L∑
k=0
ǫk
También
1
Jk
Jk∑
j=1
|f¯kj − fˆkj | ≤
1
Jk−1
Jk−1∑
j=1
|f¯k−1j − fˆk−1j |+
1
Jk−1
Jk−1∑
j=1
|d˜kj − dˆkj |
entonces
||f¯k − fˆk||1 ≤ ||f¯k−1 − fˆk−1||1 + ||d˜k − dˆk||1
y
||f¯L − fˆL||1 ≤ ||f¯ 0 − fˆ 0||1 +
L∑
k=1
||d˜k − dˆk||1 ≤
L∑
k=0
ǫk.
Entonces, si ǫk = ǫ/2L−k, tendremos
||f¯L − fˆL||∞,1 ≤ ǫ
L∑
k=0
1
2L−k
= ǫ
1− 1
2
L+1
1− 1
2
< 2ǫ
Finalmente,
1
Jk
Jk∑
j=1
|f¯kj − fˆkj |2 =
1
Jk−1
Jk−1∑
j=1
|f¯k−1j − fˆk−1j |2 +
1
Jk−1
Jk−1∑
j=1
|d˜kj − dˆkj |2
entonces
||f¯k − fˆk||22 = ||f¯k−1 − fˆk−1||22 + ||d˜k − dˆk||22
y
||f¯L − fˆL||22 = ||f¯ 0 − fˆ 0||22 +
L∑
k=1
||d˜k − dˆk||22 ≤
L∑
k=0
ǫ2k.
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De aquí, si ǫk = ǫ/2L−k tenemos
||f¯L − fˆL||22 ≤ ǫ2
L∑
k=0
1
4L−k
= ǫ2
1− 1
4
L+1
1− 1
4
<
4
3
ǫ2
Estos algoritmos pueden ser utilizados para cualquier predic-
ción P kk−1 . Si el operador de reconstrucción Rk es no lineal (de-
pendiente de datos) estos algoritmos garantizan (1.30) y de ahí la
estabilidad del procedimiento de compresión de datos.
Si el operador de reconstrucción es un funcional lineal (P kk−1
es un proceso de predicción lineal), la técnica de control de error
que hemos descrito nos permite especificar el nivel deseado de
exactitud en la señal sometida a descompresión.
La capacidad de controlar la calidad de los datos descifrados en
vez del nivel de compresión es conveniente para usos donde el con-
trol de calidad tiene importancia extrema y donde nos gustaría ser
tan económicos como fuera posible en lo que concierne al almace-
naje y la velocidad de cálculo (nótese que no podemos especificar
la tasa de compresión al mismo tiempo).
1.8
Algoritmos de multirresolución en
2D
La forma más sencilla de obtener algoritmos en 2D es vía pro-
ducto tensorial. Esto es, si tenemos una señal 2D, fL, le aplicamos
la transformada directa unidimensional ((1.13) cuando estamos en
el contexto de valores puntuales y (1.18) si estamos en el contexto
de medias en celda) a las filas y después a las columnas obtenien-
do {fL−1, dL(1), dL(2), dL(3)}. Seguidamente se vuelven a aplicar a
fL−1 los algoritmos unidimensionales a las filas y a las columnas
obteniendo {fL−2, dL−1(1), dL−1(2), dL−1(3)}. Esquemáticamente este
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proceso se puede describir de la siguiente forma:
fL −→ {fL−1, dL(1), dL(2), dL(3)}
−→ {fL−2, dL−1(1), dL−1(2), dL−1(3), dL(1), dL(2), dL(3)}
...
−→ {f 0, d1(1), d1(2), d1(3), . . . , dL(1), dL(2), dL(3)} = MfL
En la Figura 1.4 vemos cómo a partir de unos datos originales
vamos obteniendo la matriz transformada.
Al igual que en 1D, una vez tenemos la matriz transformada
truncamos o cuantizamos los valores ((1.27) o (1.28)) obteniendo
{fˆ 0, dˆ1(1), dˆ1(2), dˆ1(3), . . . , dˆL(1), dˆL(2), dˆL(3)} = Qε¯MfL
que es lo que habría que almacenar.
Cuando aplicamos la transformada inversa obtenemos fˆL =
M−1Qε¯Mf
L que nos gustaría que satisficiera (1.30).
Si la transformación que utilizamos es lineal se puede probar
que (1.30) es cierto, aunque puede ser difícil encontrar la cota C.
Si las transformaciones son no lineales no está garantizado (1.30).
En lo que sigue presentamos una modificación de la extensión
bidimensional vía producto tensorial de los algoritmos unidimen-
sionales que aparecen en la Seccción 1.7 (ver también [21, 9]).
Dada una tolerancia ǫ, el resultado que obtenemos con la transfor-
mación directa modificada que aquí presentamos es una represen-
tación comprimida (1.29) que satisface (1.30). Esto nos permite, a
priori, fijar la exactitud de la señal descomprimida. La transfor-
mación directa modificada se diseña teniendo en cuenta la trans-
formada inversa que ha de ser utilizada.
Para lo que sigue necesitamos las definiciones siguientes:
∥∥fk∥∥
∞
= supi,j|fki,j|;
∥∥fk∥∥
1
=
1
N2k
Nk∑
i,j
|fki,j|;
∥∥fk∥∥2
2
=
1
N2k
Nk∑
i,j
|fki,j|2
donde fk = {fki,j}.
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(a) (b)
(c) (d)
Figura 1.4: (a) Imagen original. (b) Primer paso de la transformada, (c)
segundo y (d) tercero
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1.8.1
Valores puntuales
Proposición 1.3. Dados unos valores discretos fL, con la trans-
formación directa modificada en 2D para valores puntuales (Al-
goritmo A.1) obtenemos una representación multirresolutiva
MfL = {fˆ 0, dˆ1(1), dˆ1(2), dˆ1(3), . . . , dˆL(1), dˆL(2), dˆL(3)}
tal que si aplicamos la transformada inversa (Algoritmo A.2) ob-
tenemos fˆL que cumple:
||fL − fˆL||∞ ≤ ma´x
k
(|d˜k − dˆk|∞, ||f 0 − fˆ 0||∞) (1.38)
||fL − fˆL||1 = 1
4L
||f 0 − fˆ 0||1 +
L∑
k=1
1
4L−k+1
|d˜k − dˆk|1 (1.39)
||fL − fˆL||22 =
1
4L
||f 0 − fˆ 0||22 +
L∑
k=1
1
4L−k+1
|d˜k − dˆk|22 (1.40)
donde
|d˜k − dˆk|∞ = ma´x(||d˜k(1)− dˆk(1)||∞, ||d˜k(2)− dˆk(2)||∞,
||d˜k(3)− dˆk(3)||∞)
|d˜k − dˆk|1 = ||d˜k(1)− dˆk(1)||1 + ||d˜k(2)− dˆk(2)||1 + ||d˜k(3)− dˆk(3)||1
|d˜k − dˆk|22 = ||d˜k(1)− dˆk(1)||22 + ||d˜k(2)− dˆk(2)||22 + ||d˜k(3)− dˆk(3)||22
Demostración. Ver la Proposición A.1.
Es trivial probar el siguiente corolario
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Corolario 1.1. Consideremos el esquema multirresolutivo de
control del error descrito en la Proposición 1.3, y una estrategia
de procesamiento de los coeficientes de escala tal que
||d˜k(l)− dˆk(l)||p ≤ ǫk ∀l = 1, 2, 3, p =∞, 1, ó 2 (1.41)
||f 0 − fˆ 0||p ≤ ǫ0 (1.42)
entonces
||fL − fˆL||∞ ≤ ma´x
k
(ǫk, ǫ0)
||fL − fˆL||1 ≤ ǫ0
4L
+ 3
L∑
k=1
ǫk
4L−k+1
||fL − fˆL||22 ≤
ǫ0
4L
+ 3
L∑
k=1
ǫ2k
4L−k+1
En particular, si asumimos que ||f 0 − fˆ 0||p = 0 y consideramos
ǫk = ǫ k = 0, . . . , L. (1.43)
tenemos
||fL − fˆL||p ≤ ǫ, p = 1, 2,∞ (1.44)
Nota 1.1. Las estrategias de truncamiento dadas por (1.27) y (1.28)
satisfacen (1.41) y (1.42).
1.8.2
Medias en celda
En el contexto de medias en celda, tenemos:
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Proposición 1.4. Dados un conjunto de valores discretos f¯L,
con la transformada inversa modificada en 2D en el contexto de
medias en celda (Algoritmo B.1) obtenemos una representación
multirresolutiva
Mf¯L = {fˆ 0, dˆ1(1), dˆ1(2), dˆ1(3), . . . , dˆL(1), dˆL(2), dˆL(3)}
tal que si aplicamos la transformada inversa (Algoritmo B.2) ob-
tenemos fˆL que cumple:
||f¯L − fˆL||∞ ≤ ||f¯ 0 − fˆ 0||∞ +
L∑
k=1
||d˜k(2)− dˆk(2)||∞ (1.45)
+
L∑
k=1
ma´x(||d˜k(1)− dˆk(1)||∞, ||d˜k(3)− dˆk(3)||∞)
||f¯L − fˆL||1 ≤ ||f¯ 0 − fˆ 0||1 (1.46)
+
1
2
L∑
k=1
ma´x(||d˜k(2)− dˆk(2)||1, ||d˜k(1)− dˆk(1)||1)
+
1
2
L∑
k=1
ma´x(||d˜k(2)− dˆk(2)||1, ||d˜k(3)− dˆk(3)||1)
||f¯L − fˆL||22 = ||f¯ 0 − fˆ 0||22 +
L∑
k=1
||d˜k(2)− dˆk(2)||22 (1.47)
+
1
2
L∑
k=1
||d˜k(1)− dˆk(1)||22 +
1
2
L∑
k=1
||d˜k(3)− dˆk(3)||22
Demostración. Ver la Proposición B.1.
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Corolario 1.2. Consideremos el algoritmo de control del error
presentado en la Proposición 1.4 y una estrategia de procesa-
miento de los coeficientes tal que
||d˜k(l)− dˆk(l)||p ≤ ǫk ∀l = 1, 2, 3, p =∞, 1, ó 2 (1.48)
||f¯ 0 − fˆ 0||p ≤ ǫ0 (1.49)
Entonces tenemos
||f¯L − fˆL||∞ ≤ ǫ0 + 2
L∑
k=1
ǫk,
||f¯L − fˆL||1 ≤ ǫ0 +
L∑
k=1
ǫk,
||f¯L − fˆL||22 ≤ ǫ20 + 2
L∑
k=1
ǫ2k.
En particular, si asumimos que ||f¯ 0 − fˆ 0||p = 0 y consideramos
ǫk =
ǫ
2L−k
k = 0, . . . , L (1.50)
obtenemos
||f¯L − fˆL||∞ ≤ 2ǫ; ||f¯L − fˆL||1 ≤ ǫ; ||f¯L − fˆL||2 ≤
√
2
3
ǫ. (1.51)
Nota 1.2. Tanto en valores puntuales como para medias en celda,
cuando apliquemos la transformada 2D directa vía producto ten-
sorial (sin control del error) lo que haremos será aplicar el Algorit-
mo A.1 (para valores puntuales) o el Algoritmo B.1 (para medias en
celda) truncando con ǫk = 0 obteniendo:
MfL = {f 0, d1(1), d1(2), d1(3), . . . , dL(1), dL(2), dL(3)}.
Una vez tenemos MfL truncamos o cuantizamos con los pará-
metros adecuados y obtendremos los datos que después hay que
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almacenar:
Qε¯Mf
L = {fˆ 0, dˆ1(1), dˆ1(2), dˆ1(3), . . . , dˆL(1), dˆL(2), dˆL(3)}
34 1.8. Algoritmos de multirresolución en 2D
2
Interpolación WENO
para medias en celda
2.1
Introducción
Mediante la interpolación ENO se consigue una aproximación
con un buen orden de exactitud en todos los intervalos excep-
to en aquellos que contienen singularidades. Pero existen algunas
características de esta técnica de interpolación que se podrían me-
jorar:
En primer lugar, el proceso de selección del stencil es muy
sensible a las perturbaciones: si los valores de las diferencias
divididas que se comparan en el criterio de selección son muy
similares, una pequeña perturbación, como un error de re-
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dondeo, por ejemplo, podría hacer que el stencil seleccionado
cambiase, porque podría cambiar la dirección de la desigual-
dad (ver Sección 1.5).
Por otra parte, en las regiones suaves de la función no es
necesario realizar esta selección de stencil, ya que el stencil
centrado que utiliza la interpolación lineal producirá la mis-
ma aproximación.
Por último, se podría aumentar el orden de exactitud de la
aproximación. El método ENO consiste en seleccionar uno de
entre todos los stencils posibles, para hacer la interpolación
en cada celda. Tomando stencils formados por r celdas, esto
significa que la interpolación ENO se hará seleccionando un
stencil entre r posibles, dando una aproximación con un or-
den de exactitud igual a r. Hay 2r−1 celdas contenidas en los
r stencils, por lo que se pierde la información proporcionada
por r − 1 de estas celdas. Si la función es suave en estas re-
giones, esta información podría servir para obtener una mejor
aproximación, de manera que utilizando la información dada
por las 2r − 1 celdas contenidas en los distintos stencils, se
podría obtener un orden de exactitud máximo igual a 2r − 1.
Para solucionar los dos primeros problemas, se presentó en [18]
y en [41] una estrategia de sesgo, que consiste en tomar como base
un stencil “preferido”, que será el stencil centrado en la celda don-
de se realiza la interpolación, y utilizarlo para modificar el criterio
de selección de stencil con un parámetro de sesgo. La idea es no
alejarse de este stencil, excepto en el caso de que en el stencil al-
ternativo la función sea “mucho” más suave, y este “mucho” viene
dado por el sesgo.
Posteriormente, Liu et al. [33] introdujeron, en el contexto de
las leyes de conservación, la técnica WENO, como mejora de la in-
terpolación ENO en todos los puntos enumerados al principio de
esta sección. Una versión más eficiente de esta técnica fue pro-
puesta por Jiang y Shu en [27].
La técnica desarrollada por Liu et al. se basa en la versión para
medias en celda de la interpolación ENO, y consiste en reconstruir
un polinomio que interpola los valores puntuales de la solución
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de una ley de conservación hiperbólica a partir de las medias en
celda de la solución débil. En el contexto de interpolación para
la compresión y reconstrucción de imágenes, donde una imagen
se interpreta como la discretización por medias en celda de una
función, la técnica WENO consistirá en utilizar medias en celda
para reconstruir un polinomio que interpole el conjunto de medias
en celda de origen.
La diferencia entre ENO y WENO radica en la forma en que se
construye el interpolante. El interpolante ENO se construye selec-
cionando un stencil para cada celda, mientras que en el método
WENO, a cada celda se le asignan todos los stencils posibles, y
el polinomio interpolador se calcula como una combinación lineal
convexa de los polinomios correspondientes a dichos stencils. En
esta combinación lineal, se da más importancia a los polinomios
construidos a partir de stencils en los que la función es suave,
de forma que los polinomios que cruzan alguna singularidad tie-
nen un efecto prácticamente nulo. De este modo, se conserva el
efecto ENO, es decir, la interpolación en celdas próximas a singu-
laridades se hace tomando información sólo de regiones donde la
función es suave, y además, como se utiliza una combinación con-
vexa de polinomios interpoladores, los errores cometidos por unos
se pueden cancelar con los de otros, resultando en un orden de
aproximación mayor.
Dicho de modo más formal, si denotamos los r stencils posibles
para realizar la interpolación en la celda Ij = [xj−1, xj ] como:
Sj+k = {Ij+k−r+1, . . . , Ij+k}, k = 0, . . . , r − 1,
y llamamos pj+k(x) al polinomio construido a partir del stencil Sj+k,
entonces el polinomio que se utiliza para interpolar a la función f
en Ij es:
pj(x) =
r−1∑
k=0
ωjkpj+k(x) (2.1)
donde los pesos ωjk se definen de forma que el polinomio pj(x) re-
sultante satisfaga una serie de requisitos que se explican más ade-
lante.
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El polinomio interpolador p(x) vendrá dado por la unión de to-
dos estos polinomios, es decir:
p(x) = pj(x), x ∈ Ij .
2.2
Propiedades del polinomio
interpolador p(x)
El polinomio obtenido con la técnica de interpolación WENO
debe cumplir las siguientes condiciones:
Es un polinomio interpolador a trozos, formado por polino-
mios de grado r − 1 que proporcionan un orden de exactitud
r:
pj(x) = f(x) +O(h
r), x ∈ Ij.
Cada polinomio pj(x) satisface la “propiedad ENO”:
1. Si la función f es suave en el stencil Sj+k, entonces el
peso correspondiente a este stencil verifica:
ωjk = O(1). (2.2)
2. Si la función f presenta una singularidad en el stencil
Sj+k, entonces su correspondiente ω
j
k verifica:
ωjk ≤ O(hr). (2.3)
Si los pesos ωjk de la combinación convexa satisfacen la propie-
dad ENO (2.2)-(2.3), entonces el polinomio pj(x) dado por (2.1) es
una combinación lineal de los polinomios construidos a partir de
stencils en los que la función es suave (por (2.2)), en la que los
polinomios correspondientes a stencils que cruzan alguna singu-
laridad tienen una contribución prácticamente nula (por (2.3)).
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2.3
Definición de los pesos
Una correcta elección de los pesos de la combinación lineal (2.1)
es fundamental para el éxito de la interpolación WENO. Una con-
dición básica que deben satisfacer, por motivos de estabilidad y
consistencia, es la siguiente:
ωjk ≥ 0, ∀k,
r−1∑
k=0
ωjk = 1. (2.4)
Por otra parte, el polinomio interpolador pj(x) debe cumplir la
propiedad ENO (2.2)-(2.3), por lo que en la definición de los pesos
tendrá una gran importancia la elección de una medida de la sua-
vidad de la función en cada stencil Sj+k. Esta medida viene dada
por un indicador de suavidad, ISj+k.
Estas consideraciones llevan a la siguiente expresión propuesta
por Liu et al. [33] para los pesos:
ωjk =
αjk∑r−1
l=0 α
j
l
, (2.5)
donde αjk viene dado por la expresión:
αjk =
Cjk
(ε+ ISj+k)r
, k = 0, . . . , r − 1. (2.6)
Aquí, ε es una constante positiva que se introduce para evi-
tar que el denominador se anule. En la literatura se han venido
utilizando los valores ε = 10−5 o ε = 10−6. Las Cjk son constantes,
también positivas, llamadas pesos óptimos, cuya procedencia se
explica a continuación.
Nota 2.1. En [27], Jiang y Shu sugieren utilizar en (2.6) como expo-
nente 2 en lugar de r, tal como hacen Liu et al.
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Proposición 2.1. Para que los pesos de la combinación lineal
satisfagan la propiedad ENO (2.2)-(2.3), es suficiente que el indi-
cador de suavidad cumpla la siguiente condición:
Si la función f es suave en el stencil Sj+k, entonces:
ISj+k = O(h
2), (2.7)
Si la función f presenta una singularidad en el stencil Sj+k,
entonces:
ISj+k = O(1). (2.8)
Demostración. Comprobemos esta afirmación:
Cuando la función f es suave en el stencil Sj+k,
ISj+k = O(h
2)⇒ αjk =
O(1)
(ε+O(h2))r
⇒
r−1∑
l=0
αjl =
O(1)
(ε+O(h2))r
y así:
ωjk = O(1).
Si Sj+k contiene alguna singularidad de la función f ,
ISj+k = O(1)⇒ αjk =
O(1)
(ε+O(1))r
= O(1).
Si asumimos que la función es suave en al menos uno de los
stencils posibles, entonces:
r−1∑
l=0
αjl =
O(1)
(ε+O(h2))r
por lo que se tiene:
ωjk =
O(1)
O(1)
(ε+O(h2))r
≤ ma´x{O(εr), O(h2r)}.
Si ε = 10−6, como r ≥ 2 se tiene que O(εr) ≤ O(10−12), con lo cual
la propiedad ENO se cumple.
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2.4
Pesos óptimos
Consideramos los r polinomios pj+k(x), k = 0, . . . , r − 1, que in-
terpolan a la función f en los stencils Sj+k. En el contexto de mul-
tirresolución en el que nos encontramos la interpolación se utiliza
como un proceso de reconstrucción para recuperar la información
de un nivel de resolución a partir de la información contenida en
el nivel inmediatamente inferior.
En el caso de interpolación por medias en celda (ver Sección 1.3),
esto se hace dividiendo cada celda I l−1j del nivel de resolución l− 1
en dos celdas iguales, I l2j−1 e I
l
2j del nivel de resolución l, y calcu-
lando la media del polinomio interpolador en la celda I l2j−1. De este
modo, en cada celda I l2j−1 obtenemos r aproximaciones pˆ
r
j+k a f¯
l
2j−1.
Como podemos considerar el nivel de resolución l como fijo, en el
resto del capítulo eliminaremos el superíndice que indica el nivel
de resolución para facilitar la notación, y simplemente denotare-
mos f¯2j−1 en lugar de f¯ l2j−1.
pˆrj+k = f¯2j−1 +O(h
r). (2.9)
Por otra parte, el stencil que resulta de la unión de los r stencils
Sj+k contiene 2r − 1 celdas, y con él podemos calcular una apro-
ximación pˆ2r−1j con un mayor orden de exactitud, igual a 2r − 1.
Si la función f es suave en todos los stencils, entonces existen
constantes Cjk tales que:
pˆ2r−1j =
r−1∑
k=0
Cjkpˆ
r
j+k.
Estas constantes Cjk (pesos óptimos) son siempre positivas y,
por consistencia, cumplen:
r−1∑
k=0
Cjk = 1. (2.10)
Sería deseable, para conseguir el mayor orden de aproximación
posible con el interpolante WENO, que los pesos de la combinación
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lineal convexa (2.1) aproximen a estos pesos óptimos. De hecho
tenemos la siguiente proposición:
Proposición 2.2. Si los pesos ωjk cumplen la siguiente relación:
ωjk = C
j
k +O(h
m), k = 0, . . . , r − 1, (2.11)
con 1 ≤ m ≤ r − 1, entonces
r−1∑
k=0
ωjkpˆ
r
j+k = f¯2j−1 +O(h
mı´n(r+m,2r−1)) (2.12)
Demostración. Comprobemos esta afirmación:
r−1∑
k=0
ωjkpˆ
r
j+k − pˆ2r−1j =
=
r−1∑
k=0
ωjkpˆ
r
j+k −
r−1∑
k=0
Cjkpˆ
r
j+k
=
r−1∑
k=0
ωjkpˆ
r
j+k −
r−1∑
k=0
Cjkpˆ
r
j+k + f¯2j−1
r−1∑
k=0
Cjk − f¯2j−1
r−1∑
k=0
ωjk
=
r−1∑
k=0
ωjk(pˆ
r
j+k − f¯2j−1)−
r−1∑
k=0
Cjk(pˆ
r
j+k − f¯2j−1)
=
r−1∑
k=0
(ωjk − Cjk)(pˆrj+k − f¯2j−1)
=
r−1∑
k=0
O(hm)O(hr) = O(hr+m) (2.13)
Aquí utilizamos el hecho de que
∑r−1
k=0 ω
j
k =
∑r−1
k=0C
j
k = 1, por (2.4) y
(2.10), y también, en la penúltima igualdad, las relaciones dadas
por (2.9) y (2.11).
A partir de esta relación concluimos que el interpolante WENO
aproxima a la función con un orden de exactitud igual a mı´n(r +
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m, 2r − 1), ya que:
r−1∑
k=0
ωjkpˆ
r
j+k − f¯2j−1 =
(
r−1∑
k=0
ωjkpˆ
r
j+k − pˆ2r−1j
)
+
(
pˆ2r−1j − f¯2j−1
)
= O(hr+m) +O(h2r−1) = O(hmı´n(r+m,2r−1))
Nota 2.2. Si m = 1 tendremos
r−1∑
k=0
ωjkpˆ
r
j+k = f¯2j−1 +O(h
r+1),
es decir, mejoramos el orden de aproximación de pˆrj+k en 1, consi-
guiendo r + 1. En cambio, si m = r − 1
r−1∑
k=0
ωjkpˆ
r
j+k = f¯2j−1 +O(h
2r−1)
con lo que conseguimos un orden de exactitud igual al de pˆ2r−1j que
es 2r − 1. Es decir, conseguimos el orden óptimo.
Los pesos óptimos Cjk se pueden calcular del siguiente modo:
1. Dado r, tomamos las aproximaciones pˆrj+k obtenidas a partir
de los stencils Sj+k = {Ij+k−r+1, . . . , Ij+k}. Por otra parte, con-
sideramos pˆ2r−1j calculada a partir del stencil que resulta de la
unión de los stencils anteriores, es decir, S = {Ij−r+1, . . . , Ij+r−1}.
2. Se igualan coeficientes en la combinación:
pˆ2r−1j =
r−1∑
k=0
Cjkpˆ
r
j+k
3. Por último, se resuelve el sistema de ecuaciones resultante,
en el que las incógnitas son Cjk, k = 0, . . . , r − 1.
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Cálculo de los pesos óptimos para r = 2
A partir de los polinomios interpoladores, calculamos las apro-
ximaciones:
pˆ2j =
1
4
f¯j−1 +
3
4
f¯j
pˆ2j+1 =
5
4
f¯j − 1
4
f¯j+1
y también:
pˆ3j =
1
8
f¯j−1 + f¯j − 1
8
f¯j+1.
Consideramos la combinación:
pˆ3j = C
j
0 pˆ
2
j + C
j
1 pˆ
2
j+1
e igualamos coeficientes, obteniendo el siguiente sistema de ecua-
ciones:
1
8
=
1
4
Cj0
1 =
3
4
Cj0 +
5
4
Cj1
−1
8
= −1
4
Cj1
cuya solución es:
Cj0 = C
j
1 =
1
2
.
Cálculo de los pesos óptimos para r = 3
Si aumentamos el orden de la interpolación, y consideramos
r = 3, las aproximaciones en este caso son las siguientes:
pˆ3j = −
1
8
f¯j−2 +
1
2
f¯j−1 +
5
8
f¯j
pˆ3j+1 =
1
8
f¯j−1 + f¯j − 1
8
f¯j+1
pˆ3j+2 =
11
8
f¯j − 1
2
f¯j+1 +
1
8
f¯j+2
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y la aproximación construida a partir de las 5 celdas es:
pˆ5j = −
3
128
f¯j−2 +
22
128
f¯j−1 + f¯j − 22
128
f¯j+1 +
3
128
f¯j+2.
Considerando la combinación de las distintas aproximaciones
e igualando coeficientes, tenemos el sistema:
− 3
128
= −1
8
Cj0
22
128
=
1
2
Cj0 +
1
8
Cj1
1 =
5
8
Cj0 + C
j
1 +
11
8
Cj2
− 22
128
= −1
8
Cj1 −
1
2
Cj2
3
128
=
1
8
Cj2.
La solución de este sistema viene dada por:
Cj0 = C
j
2 =
3
16
y Cj1 =
10
16
Resumiendo, hemos obtenido los siguientes pesos óptimos:
k = 0 k = 1 k = 2
r = 2 1/2 1/2 -
r = 3 3/16 10/16 3/16
Tabla 2.1: Pesos óptimos para r = 2, 3.
2.5
Indicadores de suavidad
Como ha quedado explicado anteriormente, es importante en la
construcción del interpolante WENO encontrar una forma conve-
niente de medir la suavidad de la función que se interpola. Para
ello se utiliza una función llamada indicador de suavidad.
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Recordando lo expuesto en la Sección 2.3, si el indicador de
suavidad cumple ISj+k = O(h2) en los stencils Sj+k en los que la
función es suave, e ISj+k = O(1) en los stencils Sj+k en los que la
función cruza alguna singularidad, entonces los pesos (2.5) satis-
facen la propiedad ENO (2.2)-(2.3).
Por otro lado, tenemos el siguiente resultado:
Proposición 2.3. Si el indicador de suavidad satisface la rela-
ción
ISj+k = D(1 +O(h
m)), k = 0, . . . , r − 1, (2.14)
con D una constante distinta de cero e independiente de k, aun-
que puede depender de h, entonces los pesos ωjk satisfacen la
relación (2.11).
Demostración. Partiendo de la expresión (2.5) para los pesos ωjk:
ωjk =
αjk∑r−1
l=0 α
j
l
=
Cjk
(ε+ ISj+k)r
· 1∑r−1
l=0
Cjl
(ε+ISj+l)r
. (2.15)
Haciendo uso de la relación (2.14), y teniendo en cuenta que
ε es una constante que se puede despreciar, D es una constante
independiente del stencil considerado, y
∑r−1
l=0 C
j
l = 1 (por (2.10)),
tenemos:
ωjk =
Cjk
[D(1 +O(hm))]r
· 1∑m
l=0
Cjl
[D(1+O(hm))]r
=
Cjk
[D(1 +O(hm))]r
· [D(1 +O(h
m))]r∑m
l=0C
j
l
=
Cjk
[D(1 +O(hm))]r
[D(1 +O(hm))]r
=
Cjk
(1 +O(hm))r
(1 +O(hm))r (2.16)
Por otra parte, desarrollando la potencia (1 + O(hm))r, obtene-
mos:
(1 +O(hm))r = 1 +O(hm) +O(h2m) + . . .+O(hrm) = 1 +O(hm)
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con lo que llegamos al resultado buscado:
ωjk =
Cjk
(1 +O(hm))
(1 +O(hm)) = Cjk +O(h
m) (2.17)
2.5.1
Indicador de suavidad de Liu et al.
La interpolación ENO consiste en seleccionar el stencil en el
que la función f es más suave, y para ello se comparan las dife-
rencias divididas (o no divididas) de la función (ver Sección 1.5).
Esto es así porque estas diferencias se pueden utilizar para medir
la suavidad de una función en un stencil. Partiendo de esta idea,
Liu et al. introdujeron en [33] un indicador de suavidad basado en
diferencias no divididas de las medias en celda de una función.
Para definir el indicador de suavidad ISj de f(x) en el stencil
Sj = {Ij−r+1, . . . , Ij} (donde Ij = [xj−1, xj]), en primer lugar se cons-
truye una tabla de diferencias de las medias en celda {f¯k} cuya
información está contenida en el stencil:
∆[f¯j−r+1]
∆[f¯j−r+2] ∆
2[f¯j−r+1]
...
...
. . .
∆[f¯j−2] ∆
2[f¯j−3]
. . .
∆[f¯j−1] ∆
2[f¯j−2] · · · · · · ∆r−1[f¯j−r+1]
en la que:
∆[f¯l] = f¯l+1 − f¯l
∆k[f¯l] = ∆
k−1[f¯l+1]−∆k−1[f¯l].
Entonces se define el indicador de suavidad ISj como la suma
de todas las medias aritméticas de los cuadrados de las diferencias
del mismo orden:
ISj =
r−1∑
l=1
(
l∑
k=1
(
∆r−l[f¯j−k+r]
)2)
/l. (2.18)
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En particular, obtenemos la siguiente expresión para el indica-
dor de suavidad cuando r = 2:
ISj =
(
∆[f¯j−1]
)2
o equivalentemente:
ISj+k = (f¯j+k − f¯j+k−1)2, k = 0, 1. (2.19)
En el caso r = 3, el indicador de suavidad viene dado por la
expresión:
ISj =
1
2
[(
∆[f¯j−2]
)2
+
(
∆[f¯j−1]
)2]
+
(
∆2[f¯j−2]
)2
es decir:
ISj+k =
1
2
[
(f¯j+k−1 − f¯j+k−2)2 + (f¯j+k − f¯j+k−1)2
]
+(f¯j+k − 2f¯j+k−1 + f¯j+k−2)2, k = 0, 1, 2. (2.20)
Sea F (x) =
∫ x
0
f(y) dy una primitiva de la función f . Si tomamos
una diferencia cualquiera de primer orden ∆[f¯l] y la expresamos
en función de los valores puntuales de la primitiva utilizando la
relación (1.17), tenemos:
∆[f¯l] = f¯l+1 − f¯l = Fl+1 − Fl
h
− Fl − Fl−1
h
=
1
h
(Fl+1 − 2Fl + Fl−1).
Desarrollamos esta expresión por Taylor entorno a xj, supo-
niendo que la función es suave:
1
h
(Fl+1 − 2Fl + Fl−1) =
=
1
h
[
Fj + (l + 1− j)hF ′j +
(l + 1− j)2
2
h2F ′′j +O(h
3)
−2(Fj + (l − j)hF ′j + (l − j)22 h2F ′′j +O(h3))
+Fj + (l − 1− j)hF ′j +
(l − 1− j)2
2
h2F ′′j +O(h
3)
]
=
1
h
(h2F ′′j +O(h
3))
= hF ′′j +O(h
2) = hf ′j +O(h
2) = O(h) (2.21)
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de donde:
∆2[f¯l] = ∆[f¯l+1]−∆[f¯l] = O(h)− O(h) = O(h)
y por inducción se tiene que:
∆k[f¯l] = O(h), ∀k.
Como consecuencia de esto concluimos que en regiones de sua-
vidad de la función f , el indicador de suavidad (2.18) verifica:
ISj = O(h
2).
Por otra parte, la magnitud de una discontinuidad es siempre
O(1), independientemente del tamaño de las celdas, y por ello se
tiene que ISj = O(1) cuando el stencil Sj cruza una singularidad.
De este modo vemos que el indicador de suavidad definido por
Liu et al. satisface el primero de los requisitos expuestos al prin-
cipio de la Sección 2.5, con lo cual, como se vio en la Sección 2.3,
los pesos construidos a partir de dicho indicador verifican la pro-
piedad ENO (2.2)-(2.3).
Queda por ver si este indicador de suavidad cumple también el
requisito (2.14). Para ello, tomamos las expresiones del indicador
para los casos r = 2, 3, y hacemos el desarrollo de Taylor en las re-
giones suaves de la función f , recurriendo como antes a la función
primitiva. En primer lugar, consideramos el caso r = 2:
ISj+k = (f¯j+k − f¯j+k−1)2
= (hF ′′j +O(h
2))2
= (hF ′′j )
2 +O(h4) + 2hF ′′j O(h
2)
= (hF ′′j )
2 +O(h3)
= (hf ′j)
2(1 +O(h)), k = 0, 1,
donde en la primera igualdad hemos utilizado el desarrollo (2.21).
Análogamente, y aprovechando este resultado, desarrollamos
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la expresión del indicador de suavidad para r = 3:
ISj+k =
1
2
[
(f¯j+k−1 − f¯j+k−2)2 + (f¯j+k − f¯j+k−1)2
]
+ (f¯j+k − 2f¯j+k−1 + f¯j+k−2)2
=
1
2
[
(f¯j+k−1 − f¯j+k−2)2 + (f¯j+k − f¯j+k−1)2
]
+
[
(f¯j+k − f¯j+k−1)− (f¯j+k−1 − f¯j+k−2)
]2
=
1
2
[
(hF ′′j )
2(1 +O(h)) + (hF ′′j )
2(1 +O(h))
]
+ (hF ′′j +O(h
2)− hF ′′j − O(h2))2
= (hF ′′j )
2(1 +O(h)) +O(h4)
= (hf ′j)
2(1 +O(h)), k = 0, 1, 2.
De este modo vemos que el indicador de suavidad verifica en
ambos casos la siguiente relación:
ISj+k = D(h)(1 +O(h)), k = 0, . . . , r − 1 (r = 2, 3) (2.22)
donde D(h) = (hf ′j)
2 es una constante que depende de h, pero no
de k, y si además la derivada de f no se anula en xj, tendremos
D(h) 6= 0.
En el Capítulo 6 se analiza el caso en que algunas derivadas se
anulen en un cierto punto. Los resultados allí expuestos se pueden
extender a este capítulo.
La relación (2.22) se corresponde con la relación (2.14) tomando
m = 1, y por lo tanto el orden de exactitud que alcanza el interpo-
lante WENO construido utilizando el indicador de suavidad (2.18)
no será el óptimo 2r − 1. De hecho, de las Proposiciones 2.2 y 2.3
llegamos a la conclusión de que con este indicador de suavidad el
orden de exactitud alcanzado por el interpolante WENO es r + 1:
r−1∑
k=0
ωjkpˆ
r
j+k − f¯2j−1 = O(hr+1) +O(h2r−1) = O(hr+1)
Para mejorar este resultado Jiang y Shu presentaron en [27]
un nuevo indicador de suavidad, que permite obtener un orden de
exactitud mayor.
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2.5.2
Indicador de suavidad de Jiang y Shu
Jiang y Shu [27] parten de un enfoque diferente al utilizado por
Liu et al. para definir su indicador de suavidad. Como ya hemos
visto, a partir de cada uno de los r stencils Sj+k se construye un
polinomio interpolador que proporciona una aproximación al valor
f¯2j−1. La variación total es una buena forma de medir la suavidad
de una función, por lo que sería deseable minimizar la variación
total de dicha aproximación. Utilizando esta idea como base, Jiang
y Shu definieron el siguiente indicador:
ISj+k =
r−1∑
l=1
∫ xj
xj−1
h2l+1(p
(l)
j+k(x))
2 dx (2.23)
donde p(l)j+k(x) es la derivada l-ésima del polinomio interpolador
pj+k(x) construido a partir del stencil Sj+k. El término h2l+1 se in-
troduce para eliminar factores dependientes de h en las derivadas
de los polinomios.
La expresión (2.23) no es más que la suma de la norma L2
de las derivadas de los polinomios interpoladores pj+k(x) sobre el
intervalo Ij = [xj−1, xj], de forma similar a la variación total, que
está basada en la norma L1.
El procedimiento para calcular los indicadores de suavidad co-
rrespondientes a cada valor de r es el siguiente: en primer lugar
se construyen los polinomios interpoladores pj+k(x) cuyas medias
en celda coinciden con las de la función f , a continuación se cal-
culan sus derivadas y se evalúa la suma de las integrales de los
cuadrados de estas derivadas normalizados con el término h2l+1.
Cálculo del indicador de suavidad para r = 2
Consideramos los polinomios interpoladores, centrados en xj− 1
2
,
construidos sobre los stencils Sj = {Ij−1, Ij} y Sj+1 = {Ij, Ij+1}:
pj(x) =
f¯j
h
+
f¯j − f¯j−1
h2
(x− xj− 1
2
)
pj+1(x) =
f¯j
h
+
f¯j+1 − f¯j
h2
(x− xj− 1
2
)
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cuyas derivadas son:
p′j(x) =
f¯j − f¯j−1
h2
p′j+1(x) =
f¯j+1 − f¯j
h2
Sustituyendo en (2.23) obtenemos la expresión para el indica-
dor de suavidad cuando r = 2, que coincide con la que venía dada
por la definición de Liu et al. (2.18):
ISj = (f¯j − f¯j−1)2
ISj+1 = (f¯j+1 − f¯j)2.
Este indicador de suavidad ya ha sido analizado en la Sec-
ción 2.5.1, por lo que nos centraremos en el análisis del indicador
que se obtiene en el caso r = 3.
Cálculo del indicador de suavidad para r = 3
En este caso, las expresiones dadas por el indicador de Jiang y
Shu difieren del de Liu et al. Los polinomios interpoladores son:
pj(x) =
23f¯j + 2f¯j−1 − f¯j−2
24h
+
3f¯j − 4f¯j−1 + f¯j−2
2h2
(x− xj− 1
2
)
+
f¯j − 2f¯j−1 + f¯j−2
2h3
(x− xj− 1
2
)2;
pj+1(x) =
−f¯j+1 + 26f¯j − f¯j−1
24h
+
f¯j+1 − f¯j−1
2h2
(x− xj− 1
2
)
+
f¯j+1 − 2f¯j + f¯j−1
2h3
(x− xj− 1
2
)2;
pj+2(x) =
−f¯j+2 + 2f¯j+1 + 23f¯j
24h
+
−f¯j+2 + 4f¯j+1 − 3f¯j
2h2
(x− xj− 1
2
)
+
f¯j+2 − 2f¯j+1 + f¯j
2h3
(x− xj− 1
2
)2.
Derivando estos polinomios obtenemos las expresiones siguien-
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tes:
p′j(x) =
3f¯j − 4f¯j−1 + f¯j−2
2h2
+
f¯j − 2f¯j−1 + f¯j−2
h3
(x− xj− 1
2
)
p′′j (x) =
f¯j − 2f¯j−1 + f¯j−2
h3
;
p′j+1(x) =
f¯j+1 − f¯j−1
2h2
+
f¯j+1 − 2f¯j + f¯j−1
h3
(x− xj− 1
2
)
p′′j+1(x) =
f¯j+1 − 2f¯j + f¯j−1
h3
;
p′j+2(x) =
−f¯j+2 + 4f¯j+1 − 3f¯j
2h2
+
f¯j+2 − 2f¯j+1 + f¯j
h3
(x− xj− 1
2
)
p′′j+2(x) =
f¯j+2 − 2f¯j+1 + f¯j
h3
.
Sustituyendo estas derivadas en la expresión (2.23) obtenemos
los indicadores de Jiang y Shu para r = 3:
ISj =
13
12
(f¯j − 2f¯j−1 + f¯j−2)2 + 1
4
(3f¯j − 4f¯j−1 + f¯j−2)2
ISj+1 =
13
12
(f¯j+1 − 2f¯j + f¯j−1)2 + 1
4
(f¯j+1 − f¯j−1)2 (2.24)
ISj+2 =
13
12
(f¯j+2 − 2f¯j+1 + f¯j)2 + 1
4
(−f¯j+2 + 4f¯j+1 − 3f¯j)2
Veamos qué orden de exactitud se consigue utilizando el inter-
polante WENO construido a partir de estos indicadores. El siguien-
te resultado será de gran utilidad para calcular los desarrollos de
Taylor de los indicadores de suavidad. Si consideramos el desarro-
llo (2.21) entorno a xj− 1
2
, obtenemos:
f¯l+1 − f¯l = 1
h
(Fl+1 − 2Fl + Fl−1)
=
1
h
(
h2F ′′
j− 1
2
+
(
l − j + 1
2
)
h3F ′′′
j− 1
2
+O(h4)
)
= hF ′′
j− 1
2
+
(
l − j + 1
2
)
h2F ′′′
j− 1
2
+O(h3)
= hf ′
j− 1
2
+
(
l − j + 1
2
)
h2f ′′
j− 1
2
+O(h3). (2.25)
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Reescribiendo las expresiones de los indicadores podemos ex-
presarlos en función de unidades del tipo de la que aparece en la
expresión anterior, con lo cual el cálculo del desarrollo se simplifica:
ISj =
13
12
[
(f¯j − f¯j−1)− (f¯j−1 − f¯j−2)
]2
+
1
4
[
3(f¯j − f¯j−1)− (f¯j−1 − f¯j−2)
]2
=
13
12
(
hF ′′
j− 1
2
− h
2
2
F ′′′
j− 1
2
− hF ′′
j− 1
2
+
3
2
h2F ′′′
j− 1
2
+O(h3)
)2
+
1
4
(
3hF ′′
j− 1
2
− 3
2
h2F ′′′
j− 1
2
− hF ′′
j− 1
2
+
3
2
h2F ′′′
j− 1
2
+O(h3)
)2
=
13
12
(
h2F ′′′
j− 1
2
+O(h3)
)2
+
1
4
(
2hF ′′
j− 1
2
+O(h3)
)2
=
(
hF ′′
j− 1
2
)2
+O(h4)
=
(
hf ′
j− 1
2
)2 (
1 +O(h2)
)
ISj+1 =
13
12
[
(f¯j+1 − f¯j)− (f¯j − f¯j−1)
]2
+
1
4
[
(f¯j+1 − f¯j) + (f¯j − f¯j−1)
]2
=
13
12
(
hF ′′
j− 1
2
+
1
2
h2F ′′′
j− 1
2
− hF ′′
j− 1
2
+
1
2
h2F ′′′
j− 1
2
+O(h3)
)2
+
1
4
(
hF ′′
j− 1
2
+
1
2
h2F ′′′
j− 1
2
+ hF ′′
j− 1
2
− 1
2
h2F ′′′
j− 1
2
+O(h3)
)2
=
13
12
(
h2F ′′′
j− 1
2
+O(h3)
)2
+
1
4
(
2hF ′′
j− 1
2
+O(h3)
)2
=
(
hf ′
j− 1
2
)2 (
1 +O(h2)
)
ISj+2 =
13
12
[
(f¯j+2 − f¯j+1)− (f¯j+1 − f¯j)
]2
+
1
4
[
− (f¯j+2 − f¯j+1) + 3(f¯j+1 − f¯j)
]2
=
13
12
(
hF ′′
j− 1
2
+
3h2
2
F ′′′
j− 1
2
− hF ′′
j− 1
2
− h
2
2
F ′′′
j− 1
2
+O(h3)
)2
+
1
4
(
−hF ′′
j− 1
2
− 3h
2
2
F ′′′
j− 1
2
+ 3hF ′′
j− 1
2
+
3h2
2
F ′′′
j− 1
2
+O(h3)
)2
=
13
12
(
h2F ′′′
j− 1
2
+O(h3)
)2
+
1
4
(2hF ′′
j− 1
2
+O(h3))2
=
(
hf ′
j− 1
2
)2 (
1 +O(h2)
)
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Por tanto llegamos a la conclusión de que este indicador de
suavidad proporciona el orden óptimo de exactitud para la inter-
polación por medias en celda, ya que tenemos:
ISj+k = (hf
′
j− 1
2
)2(1 +O(h2)), k = 0, 1, 2, (2.26)
y esto implica, por la Proposición 2.2:
ωjk = C
j
k +O(h
2), k = 0, 1, 2.
De la Proposición 2.3 deducimos que el orden de exactitud que
se consigue es el óptimo, O(h5).
Por otra parte, el resultado (2.26) demuestra también que en
zonas de suavidad de la función el indicador de suavidad cumple:
ISj+k = O(h
2).
Además, siguiendo el mismo razonamiento usado en el caso del
indicador definido por Liu et al., si el stencil Sj+k cruza alguna sin-
gularidad se tiene ISj+k = O(1). Por tanto, el indicador de suavidad
definido por Jiang y Shu cumple la propiedad ENO (2.2)-(2.3).
2.5.3
Indicador de suavidad modificado
En los experimentos numéricos realizados (ver Capítulo 3) se
observa que los resultados obtenidos mediante los indicadores an-
teriores mejoran, en general, los obtenidos con la técnica ENO. Sin
embargo, en el caso de imágenes geométricas es la técnica ENO-
SR la que proporciona los mejores resultados cuando utilizamos
el mecanismo de error-control (en caso contrario la mejor elección
resulta ser la interpolación WENO).
Esta situación cambia cuando trabajamos con imágenes reales.
En este caso los mejores resultados se obtienen utilizando inter-
polación lineal, y el interpolante WENO sólo mejora ligeramente
dichos resultados en algunos casos (con un coste computacio-
nal bastante superior). Es por ello que se plantea la necesidad
de buscar un nuevo indicador de suavidad, con el que se obten-
gan mejores resultados. Para ello, partimos del indicador definido
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por Jiang y Shu, visto en la sección anterior, y proponemos una
modificación.
Nuestro objetivo es definir un indicador de suavidad para la
función f , basado en sus medias en celda. Del mismo modo que
para construir el polinomio interpolador de dichas medias utiliza-
mos la técnica de reconstrucción por primitiva, podríamos pensar
en utilizar los valores puntuales de la función primitiva de f para
construir el indicador de suavidad.
La idea es construir un indicador basado en los valores pun-
tuales de F (función primitiva de f ), utilizando la definición dada
por Jiang y Shu (2.23):
ISj+k(F ) =
r∑
l=1
∫ xj
xj−1
h2l−1
(
q
(l)
j+k(x)
)2
dx
donde qj+k(x) es el polinomio que interpola a F en el stencil de
nodos Sj+k = {xj+k−r, . . . , xj+k}.
Una vez calculado este indicador, utilizamos la relación (1.17)
existente entre las medias en celda de una función y los valores
puntuales de su primitiva, para convertir el indicador anterior en
un indicador basado en las medias en celda de f .
Dado que mediante la técnica de reconstrucción por primitiva
calculamos el polinomio interpolador de {f¯i} como la derivada del
polinomio interpolador de {Fi}:
pj(x) =
d
dx
qj(x),
el proceso descrito arriba es equivalente a calcular el indicador
para las medias en celda de f del siguiente modo:
ISj+k(f) =
r−1∑
l=0
∫ xj
xj−1
h2l+1
(
p
(l)
j+k(x)
)2
dx, (2.27)
donde pj+k(x) es el polinomio que interpola a f en el stencil de
celdas Sj+k = {Ij+k−r+1, . . . , Ij+k}, y p(0)j+k(x) = pj+k(x).
De este modo, lo que hacemos en realidad no es más que añadir
en el indicador definido por Jiang y Shu un nuevo sumando, que
2. Interpolación WENO para medias en celda 57
corresponde al polinomio interpolador sin derivar. Las expresiones
que resultan para r = 2 son las siguientes:
ISj = (f¯j)
2 +
13
12
(f¯j − f¯j−1)2 (2.28)
ISj+1 = (f¯j)
2 +
13
12
(f¯j+1 − f¯j)2
En el caso r = 3 se obtiene:
ISj =
1
576
(23f¯j + 2f¯j−1 − f¯j−2)2 + 13
48
(3f¯j − 4f¯j−1 + f¯j−2)2
+
1043
960
(f¯j − 2f¯j−1 + f¯j−2)2
+
1
288
(23f¯j + 2f¯j−1 − f¯j−2)(f¯j − 2f¯j−1 + f¯j−2)
ISj+1 =
1
576
(−f¯j+1 + 26f¯j − f¯j−1)2 + 13
48
(f¯j+1 − f¯j−1)2
+
1043
960
(f¯j+1 − 2f¯j + f¯j−1)2
+
1
288
(−f¯j+1 + 26f¯j − f¯j−1)(f¯j+1 − 2f¯j + f¯j−1)
ISj+2 =
1
576
(−f¯j+2 + 2f¯j+1 + 23f¯j)2 + 13
48
(−f¯j+2 + 4f¯j+1 − 3f¯j)2
+
1043
960
(f¯j+2 − 2f¯j+1 + f¯j)2
+
1
288
(−f¯j+2 + 2f¯j+1 + 23f¯j)(f¯j+2 − 2f¯j+1 + f¯j) (2.29)
Utilizando el resultado (2.25) calculamos el desarrollo de Taylor
de estas expresiones, para analizar el orden de exactitud obtenido
mediante estos indicadores. En primer lugar, estudiamos el caso
r = 2:
ISj+k = (f¯j)
2 +
13
12
(f¯j − f¯j−1)2
=
1
h2
(Fj − Fj−1)2 + 13
12
(hF ′′
j− 1
2
+O(h2))2
= (F ′
j− 1
2
+O(h2))2 +O(h2)
= (F ′
j− 1
2
)2 +O(h2)
= (f
j− 1
2
)2(1 +O(h2)).
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Para analizar el caso r = 3, desarrollamos por separado los su-
mandos que componen el indicador. Para ISj tenemos:
23f¯j + 2f¯j−1 − f¯j−2 = 24f¯j − (f¯j − f¯j−1) + (f¯j−1 − f¯j−2)
= 24F ′
j− 1
2
+O(h2)− hF ′′
j− 1
2
+O(h2) + hF ′′
j− 1
2
+O(h2)
= 24F ′
j− 1
2
+O(h2)
3f¯j − 4f¯j−1 + f¯j−2 = 3(f¯j − f¯j−1)− (f¯j−1 − f¯j−2)
= 3(hF ′′
j− 1
2
+O(h2))− (hF ′′
j− 1
2
+O(h2))
= 2hF ′′
j− 1
2
+O(h2)
f¯j − 2f¯j−1 + f¯j−2 = f¯j − f¯j−1 − (f¯j−1 − f¯j−2)
= hF ′′
j− 1
2
+O(h2)− hF ′′
j− 1
2
+O(h2)
= O(h2).
Los sumandos de los indicadores ISj+1 e ISj+2 producen los
mismos desarrollos:
−f¯j+1 + 26f¯j − f¯j−1 = −(f¯j+1 − f¯j) + 24f¯j + (f¯j − f¯j−1)
= 24F ′
j− 1
2
+O(h2)
f¯j+1 − f¯j−1 = (f¯j+1 − f¯j) + (f¯j − f¯j−1)
= 2hF ′′
j− 1
2
+O(h2)
f¯j+1 − 2f¯j + f¯j−1 = O(h2).
−f¯j+2 + 2f¯j+1 + 23f¯j = −(f¯j+2 − f¯j+1) + (f¯j+1 − f¯j) + 24f¯j
= 24F ′
j− 1
2
+O(h2)
−f¯j+2 + 4f¯j+1 − 3f¯j = −(f¯j+2 − f¯j+1) + 3(f¯j+1 − f¯j)
= 2hF ′′
j− 1
2
+O(h2)
f¯j+2 − 2f¯j+1 + f¯j = O(h2)
Por tanto el desarrollo de Taylor será el mismo para los tres
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indicadores:
ISj+k =
1
576
(24F ′
j− 1
2
+O(h2))2 +
13
48
(2hF ′′
j− 1
2
+O(h2))2 +
1043
960
O(h4)
+
1
288
(24F ′
j− 1
2
+O(h2))O(h2)
= (F ′
j− 1
2
)2 +O(h2)
= (f
j− 1
2
)2(1 +O(h2))
Por tanto llegamos a la conclusión de que este indicador de
suavidad también proporciona el orden óptimo de exactitud para
la interpolación por medias en celda, ya que tenemos:
ISj+k = (f
′
j− 1
2
)2(1 +O(h2)), k = 0, 1, 2. (2.30)
Por la Proposición 2.2:
ωjk = C
j
k +O(h
2), k = 0, 1, 2,
y de la Proposición 2.3 deducimos que el orden de exactitud que
se consigue es el óptimo, O(h5).
Sin embargo, el resultado (2.30) muestra que este indicador de
suavidad conduce a pesos que no satisfacen la propiedad ENO
(2.2)-(2.3), ya que se tiene ISj+k = O(1), independientemente de
que el stencil Sj+k contenga o no alguna singularidad.
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3
Experimentos
numéricos para medias
en celda
3.1
Introducción
El objetivo de este capítulo es mostrar los resultados obtenidos
mediante distintos experimentos numéricos, realizados tanto con
funciones unidimensionales como con imágenes, en el contexto de
interpolación de medias en celda.
En primer lugar, se analiza la compresión de señales unidi-
mensionales. Se consideran dos funciones: una de ellas presenta
una discontinuidad de salto, mientras que la otra tiene una dis-
62 3.1. Introducción
continuidad en su primera derivada. Los datos discretos que se
comprimirán son las medias en celda de ambas funciones en una
partición del intervalo [0, 1] formada por 1024 celdas.
Realizamos la descomposición multiescala del conjunto de da-
tos original según el Algoritmo 1.2 de multirresolución directa con
control del error visto en la Sección 1.7. La localización de los
coeficientes de escala en la representación multiescala obtenida
nos proporciona información sobre la presencia de singularida-
des en la función, ya que las singularidades se corresponden con
zonas de apilamiento de estos coeficientes. Un mayor número de
coeficientes de escala no nulos implica un mayor número de celdas
afectado por la singularidad.
La compresión que realizamos es una compresión con pérdida
de información, ya que los coeficientes de escala son procesados
mediante una estrategia de truncamiento durante la descomposi-
ción. Posteriormente se realiza la reconstrucción del conjunto de
datos original utilizando el algoritmo (1.19) visto en la Sección 1.3,
y se compara el error obtenido en la reconstrucción con las distin-
tas técnicas de interpolación utilizadas.
El segundo bloque de experimentos se ha realizado con tres
imágenes diferentes: una imagen geométrica, una imagen real con
poca textura, y una imagen real. Estos experimentos son de dos
tipos. Por una parte, hemos comparado las reconstrucciones ob-
tenidas con distintas técnicas de interpolación a partir de la des-
composición multiescala obtenida aplicando el Algoritmo B.1 con
distintas técnicas de interpolación como estrategia para la recons-
trucción. Para analizar los resultados de las técnicas utilizadas,
hemos considerado las reconstrucciones obtenidas procesando los
coeficientes de escala de la descomposición mediante una estrate-
gia de truncamiento, y las reconstrucciones obtenidas a partir de
los datos discretos en un nivel de resolución más bajo, sin utilizar
coeficientes de escala.
Por otra parte, hemos comparado numéricamente la estabili-
dad de los algoritmos de multirresolución en 2D cuando utiliza-
mos distintas técnicas de interpolación en la reconstrucción. En
estos experimentos se realiza la descomposición multiescala con
y sin control del error, procesando los coeficientes de escala me-
diante cuantización, y se comparan los errores producidos en las
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reconstrucciones con las cotas teóricas del error (1.51).
3.2
Señales
En estos experimentos analizamos la capacidad de compresión
de distintas técnicas de interpolación utilizadas como operador
predicción en los algoritmos de multirresolución. Identificamos ca-
da técnica mediante los siguientes acrónimos:
LIN - interpolación lineal centrada, en los intervalos donde
el stencil centrado queda dentro del dominio computacional
(Sección 1.4).
En los intervalos cercanos a la frontera, utilizamos stencils
hacia la izquierda o hacia la derecha, según el caso, de forma
que se utilice sólo la información disponible (se puede encon-
trar más información sobre esta técnica en [10] y [23]).
ENO - interpolación ENO, con selección jerárquica del stencil
(Sección 1.5).
ENOII - interpolación ENO, con selección no jerárquica del
stencil (Sección 1.5).
SR - interpolación ENO con resolución subcelda y selección
jerárquica del stencil (Sección 1.6).
LIU - interpolación WENO con el indicador definido por Liu et
al. (Sección 2.5.1).
SHU - interpolación WENO con el indicador de suavidad defi-
nido por Jiang y Shu (Sección 2.5.2).
MOD - interpolación WENO con el indicador de Jiang y Shu
modificado (Sección 2.5.3).
A continuación se indica el número de celdas contenido en cada
stencil considerado en la interpolación. En los casos de interpola-
ción lineal, ENO y ENO-SR, utilizaremos los valores 3 y 5 para
64 3.2. Señales
indicar interpolación con 3 y 5 celdas. En el caso de interpolación
WENO, utilizaremos los valores 2 y 3 para indicar que el interpo-
lante se construye como combinación de polinomios construidos
sobre stencils de 2 y 3 celdas, respectivamente.
Consideramos dos funciones unidimensionales: la primera pre-
senta una discontinuidad de salto, mientras que la segunda tiene
una discontinuidad en su primera derivada. Los datos discretos
que se comprimirán son las medias en celda de ambas funciones
en una partición del intervalo [0, 1].
Con el objetivo de asegurar la estabilidad de la interpolación
ENO y ENO-SR realizamos la descomposición multiescala del con-
junto de datos original según el Algoritmo 1.2 de multirresolución
directa con control del error (ver [1] y [9]). Los coeficientes de es-
cala son procesados mediante el operador de truncamiento (1.27)
utilizando los siguientes umbrales, que dependen de cada nivel de
resolución:
ǫk =
ǫ
2L−k+1
.
donde L es el número de niveles considerado. En nuestros experi-
mentos tomaremos JL = 1024 y J0 = 8 (ya que el nivel de resolución
más bajo debe contener suficientes datos para poder construir al
menos un polinomio interpolador), es decir, L = 7. Además, rea-
lizaremos nuestros experimentos con dos valores distintos de ǫ,
ǫ = 10−2 y ǫ = 5 · 10−6.
Para analizar la capacidad de compresión de cada una de las
técnicas de reconstrucción, lo que haremos será representar la
localización de los coeficientes de escala que se encuentran por
encima de la tolerancia dada para cada nivel de resolución. Estos
coeficientes contienen la información no redundante del error de
predicción en cada escala k, y están relacionados con los errores
de interpolación. Cuando una función presenta una singularidad,
se obtienen reconstrucciones con zonas de poca exactitud, y co-
mo consecuencia se obtienen valores grandes en los correspon-
dientes coeficientes de escala. De este modo, podemos ver dónde
se encuentran las singularidades observando los apilamientos de
coeficientes de escala.
Pasamos ahora al primer grupo de experimentos, consistente
en la compresión de los datos discretos asociados a una función
con una discontinuidad de salto.
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Función con discontinuidad de salto
La función que consideramos es la siguiente (ver Figura 3.1):
f(x) =
{
0,5 sin(πx), 0 ≤ x < 2/3,
− sin(πx) + 0,5, 2/3 ≤ x ≤ 1. (3.1)
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Figura 3.1: Función con discontinuidad de salto.
Consideramos como datos discretos las medias en celda de la
función (3.1). La interpolación lineal basada en stencils formados
por 2r−1 celdas produce regiones de poca exactitud formadas tam-
bién por 2r − 1 celdas, como se muestra en las Figuras 3.2(a)-(b)
y 3.4(a)-(b). Además para ǫ = 10−2 no se aprecian grandes diferen-
cias entre las interpolaciones de distintos órdenes. Esta diferencia
es más significativa cuando reducimos la tolerancia.
En las Figuras 3.2(c)-(d) y 3.4(c)-(d) se muestran los resulta-
dos obtenidos mediante la técnica ENO. Observamos que en este
caso la región afectada por la discontinuidad se reduce a un so-
lo intervalo, y también que la interpolación de orden 5 mejora los
resultados obtenidos con interpolación de orden 3.
Por otra parte, si consideramos los resultados que se consiguen
utilizando la técnica ENO-SR, vemos que la exactitud es mayor que
la que se obtiene con ENO, ya que una discontinuidad de salto en
la función equivale a una esquina en su primitiva, y esto hace que
el efecto producido por la discontinuidad resulte prácticamente
eliminado, como se puede ver en las Figuras 3.2(e)-(f) y algo menos
en las Figuras 3.4(e)-(f).
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Figura 3.2: Localización de los detalles dkj que se encuentran por encima
de la tolerancia ǫk para cada nivel de resolución, con ǫ = 10
−2, al aplicar la
transformada directa a la función con discontinuidad de salto con distintas
reconstrucciones: (a) LIN3, (b) LIN5, (c) ENO3, (d) ENO5, (e) SR3, (f) SR5.
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Figura 3.3: Localización de los detalles dkj que se encuentran por encima
de la tolerancia ǫk para cada nivel de resolución, con ǫ = 10
−2, al aplicar la
transformada directa a la función con discontinuidad de salto con distintas
reconstrucciones: (a) SHU2, (b) MOD2, (c) LIU3, (d) SHU3, (e) MOD3.
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Figura 3.4: Localización de los detalles dkj que se encuentran por encima
de la tolerancia ǫk para cada nivel de resolución, con ǫ = 5 · 10−6, al aplicar
la transformada directa a la función con discontinuidad de salto con dis-
tintas reconstrucciones: (a) LIN3, (b) LIN5, (c) ENO3, (d) ENO5, (e) SR3, (f)
SR5.
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Figura 3.5: Localización de los detalles dkj que se encuentran por enci-
ma de la tolerancia ǫk para cada nivel de resolución, con ǫ = 5 · 10−6, al
aplicar la transformada directa a la función con discontinuidad de salto
con distintas reconstrucciones: (a) SHU2, (b) MOD2, (c) LIU3, (d) SHU3, (e)
MOD3.
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Por último, consideramos los resultados obtenidos a partir de
la técnica WENO, que se muestran en las Figuras 3.3 y 3.5. Los
indicadores de suavidad definidos por Liu et al. y por Jiang y Shu
coinciden para r = 2 en el contexto de medias en celda, por lo
que sólo se incluyen los resultados obtenidos con este último. Pa-
ra r = 3 observamos que ambos indicadores producen resultados
similares, aunque ligeramente mejores cuando utilizamos el indi-
cador de Jiang y Shu. Vemos también que en este caso el interpo-
lante WENOmejora los resultados obtenidos con la reconstrucción
ENO de orden 3, pero no llega a igualar los resultados obtenidos
con la de orden 5. Por otra parte, la técnica ENO-SR proporciona
mejores resultados que WENO, debido a que la región afectada por
la discontinuidad es casi inexistente.
En cuanto a los resultados obtenidos utilizando el indicador
modificado MOD (2.27), se observa un comportamiento similar al
producido con la interpolación lineal. Recordemos que este indi-
cador no satisface la propiedad ENO (2.2)-(2.3), y por tanto la dis-
continuidad produce zonas de mala exactitud que afectan a 2r − 1
celdas, cuando se consideran r stencils formados por r celdas.
|| · ||∞ || · ||1 || · ||2 nnz || · ||∞ || · ||1 || · ||2 nnz
LIN3 2.2e-4 5.1e-5 7.4e-5 32 1.5e-6 2.4e-7 3.0e-7 143
ENO3 4.0e-4 5.8e-5 8.6e-5 21 1.5e-6 2.5e-7 3.5e-7 138
SR3 5.3e-4 5.9e-5 8.7e-5 17 1.5e-6 2.5e-7 3.5e-7 137
SHU2 5.0e-4 1.1e-4 1.4e-4 37 2.0e-6 3.4e-7 4.1e-7 238
MOD2 2.3e-4 4.7e-5 6.5e-5 34 8.3e-7 2.1e-7 2.6e-7 153
LIN5 9.5e-5 1.2e-5 2.1e-5 36 3.0e-7 3.7e-8 5.3e-8 51
ENO5 1.4e-4 2.2e-5 2.9e-5 11 3.0e-7 4.5e-8 6.2e-8 32
SR5 3.9e-4 2.5e-5 3.9e-5 6 4.8e-7 4.7e-8 6.8e-8 29
LIU3 2.1e-4 3.1e-5 3.9e-5 19 1.5e-6 9.3e-8 1.5e-7 68
SHU3 2.2e-4 4.9e-5 6.9e-5 16 1.5e-6 3.8e-8 9.2e-8 60
MOD3 2.2e-3 4.8e-5 1.6e-4 34 1.5e-6 3.6e-8 8.6e-8 62
Tabla 3.1: Errores y coeficientes distintos de cero (nnz) para la función
con discontinuidad de salto, ǫ = 10−2 (izquierda) y ǫ = 5 · 10−6 (derecha).
Para acabar con el análisis de la discontinuidad de salto, en la
Tabla 3.1 se muestran de forma resumida los resultados obtenidos
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con las distintas técnicas de reconstrucción, para los dos valores
de la tolerancia considerados, ǫ = 10−2 y ǫ = 5 · 10−6. Para cada uno
de estos valores se indica el valor del error de la reconstrucción
evaluado en las normas || · ||∞, || · ||1 y || · ||2, así como el número de
coeficientes de escala distintos de cero (nnz) que quedan después
de aplicar la estrategia de truncamiento.
Función con esquina
Consideramos ahora para nuestros experimentos una función
con una discontinuidad de salto en su primera derivada. Esta fun-
ción se muestra en la Figura 3.6 y su expresión viene dada por:
f(x) =
∣∣∣∣sin
(
3
2
π
(
x− 1
3
))∣∣∣∣ (3.2)
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Figura 3.6: Función con esquina.
La función (3.2) presenta una esquina en x = 1/3.
Observamos en las Figuras 3.7(a)-(b) y 3.9(a)-(b) que la interpo-
lación lineal centrada produce regiones de poca exactitud, aunque
para ǫ = 10−2 el efecto de la singularidad es más suave que el del
salto. Esto es debido a que en presencia de una discontinuidad de
salto dkj = O(1) y cuando la primera derivada de la función presenta
una discontinuidad se tiene dkj = O(h) (Sección 1.4).
Cuando utilizamos la técnica ENO, el proceso de selección je-
rárquica del stencil no consigue reconocer la singularidad, y hace
que más de un intervalo resulte afectado por ella en cada nivel de
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Figura 3.7: Localización de los detalles dkj que se encuentran por encima
de la tolerancia ǫk para cada nivel de resolución, con ǫ = 10
−2, al aplicar la
transformada directa a la función con esquina con distintas reconstruccio-
nes: (a) LIN3, (b) LIN5, (c) ENO3, (d) ENO5, (e) ENOII3, (f) ENOII5, (g) SR3,
(h) SR5.
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Figura 3.8: Localización de los detalles dkj que se encuentran por encima
de la tolerancia ǫk para cada nivel de resolución, con ǫ = 10
−2, al aplicar la
transformada directa a la función con esquina con distintas reconstruccio-
nes: (a) SHU2, (b) MOD2, (c) LIU3, (d) SHU3, (e) MOD3.
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Figura 3.9: Localización de los detalles dkj que se encuentran por encima
de la tolerancia ǫk para cada nivel de resolución, con ǫ = 5 · 10−6, al aplicar
la transformada directa a la función con esquina con distintas reconstruc-
ciones: (a) LIN3, (b) LIN5, (c) ENO3, (d) ENO5, (e) ENOII3, (f) ENOII5, (g)
SR3, (h) SR5.
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Figura 3.10: Localización de los detalles dkj que se encuentran por encima
de la tolerancia ǫk para cada nivel de resolución, con ǫ = 5 · 10−6, al aplicar
la transformada directa a la función con esquina con distintas reconstruc-
ciones: (a) SHU2, (b) MOD2, (c) LIU3, (d) SHU3, (e) MOD3.
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resolución. Esto no ocurre si utilizamos la selección no jerárquica
del stencil, como se puede ver en las Figuras 3.7(e)-(f) y 3.9(e)-(f).
La técnica ENO-SR basada en la selección jerárquica del stencil
produce un efecto idéntico al de la técnica ENO, con lo que se
obtienen los mismos resultados (ver Figuras 3.7(g)-(h) y 3.9(g)-(h)).
|| · ||∞ || · ||1 || · ||2 nnz || · ||∞ || · ||1 || · ||2 nnz
LIN3 2.5e-3 1.1e-4 1.8e-4 31 9.4e-7 2.3e-7 2.6e-7 231
ENO3 2.0e-3 1.0e-4 1.8e-4 33 1.3e-6 2.3e-7 3.0e-7 232
ENOII3 4.8e-3 1.9e-4 3.0e-4 27 1.8e-6 3.6e-7 4.7e-7 239
SR3 2.0e-3 1.0e-4 1.8e-4 33 1.3e-6 2.3e-7 3.0e-7 232
SHU2 2.7e-3 1.9e-4 3.1e-4 60 1.5e-6 5.1e-7 5.8e-7 386
MOD2 2.3e-3 1.1e-4 1.9e-4 35 1.1e-6 2.3e-7 2.6e-7 236
LIN5 2.0e-3 5.3e-5 1.6e-4 22 3.1e-7 2.1e-8 3.5e-8 73
ENO5 1.9e-3 5.1e-5 1.5e-4 16 3.1e-7 2.5e-8 4.2e-8 65
ENOII5 4.4e-3 5.9e-5 1.7e-4 10 6.0e-7 9.0e-8 1.3e-7 60
SR5 1.9e-3 5.1e-5 1.5e-4 16 3.1e-7 2.5e-8 4.2e-8 65
LIU3 1.7e-3 7.0e-5 1.5e-4 31 9.6e-7 8.5e-8 1.3e-7 126
SHU3 1.7e-3 7.1e-5 1.4e-4 26 9.6e-7 8.0e-8 1.1e-7 82
MOD3 1.7e-3 5.7e-5 1-5e-4 25 9.6e-7 2.5e-8 5.4e-8 79
Tabla 3.2: Errores y coeficientes distintos de cero (nnz) para la función
con esquina, ǫ = 10−2 (izquierda) y ǫ = 5 · 10−6 (derecha).
Finalmente, con la técnica WENO (Figuras 3.8 y 3.10) con los
indicadores de Liu et al. y Jiang y Shu la singularidad provoca el
mismo efecto que se observaba con la técnica ENO seleccionan-
do el stencil de forma jerárquica. Los resultados obtenidos con
ambos indicadores utilizando 3 celdas para la interpolación me-
joran claramente los resultados obtenidos con la reconstrucción
ENO de orden 3, y en el caso del indicador definido por Jiang y
Shu (Figura 3.10(c)) son bastante parecidos, cuando la tolerancia
es pequeña, a los obtenidos mediante la reconstrucción ENO de
quinto orden, aunque ligeramente peores.
Con el indicador modificado MOD (2.27) los resultados son prác-
ticamente idénticos a los obtenidos con la interpolación lineal. Co-
mo ocurría en el caso de la función con discontinuidad de salto
se producen zonas de mala exactitud que afectan a 2r − 1 celdas,
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cuando se consideran r stencils formados por r celdas, ya que este
indicador no emula el comportamiento de la técnica ENO.
Por último, en la Tabla 3.2 se resumen los resultados anterio-
res, junto con los errores en las reconstrucciones obtenidas con
las distintas técnicas de interpolación.
3.3
Imágenes
3.3.1
Comparación entre reconstrucciones
En estos experimentos consideramos tres imágenes de distintos
tipos:
Una imagen geométrica sintética, formada por paralelogra-
mos, triángulos y círculos (Figura 3.11).
Una imagen real con poca textura, de forma que resulta en
cierto modo geométrica: la imagen pimientos (Figura 3.17).
Una imagen real: la imagen Lena (Figura 3.23).
En estos experimentos hemos comparado las reconstrucciones
obtenidas con distintas técnicas de interpolación a partir de la des-
composición multiescala que resulta aplicando el Algoritmo B.1 de
multirresolución directa con control del error para medias en celda
en 2D, con distintas técnicas de interpolación como estrategia para
la reconstrucción. Este algoritmo garantiza a priori una cierta ca-
lidad de la imagen reconstruida (Proposición 1.4 y Corolario 1.2).
Para identificar las distintas técnicas de reconstrucción utiliza-
remos acrónimos similares a los utilizados en la Sección 3.2:
LIN - interpolación lineal centrada, con la modificación en la
frontera ya explicada (Sección 1.4).
ENO - interpolación ENO, con selección jerárquica del stencil
(Sección 1.5).
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SR - interpolación ENO con resolución subcelda y selección
jerárquica del stencil (Sección 1.6).
LIU - interpolación WENO con el indicador de suavidad defi-
nido por Liu et al. (Sección 2.5.1).
SHU - interpolación WENO con el indicador de suavidad defi-
nido por Jiang y Shu (Sección 2.5.2).
MOD - interpolación WENO con el indicador de Jiang y Shu
modificado (Sección 2.5.3).
Junto con el acrónimo de la técnica utilizada indicamos con un
número el total de celdas contenido en el stencil de interpolación.
Para la interpolación lineal, ENO y ENO-SR utilizaremos los valo-
res 3 y 5 para indicar interpolación con 3 y 5 celdas. En el caso
de interpolación WENO, utilizaremos los valores 2 y 3 para indicar
que el interpolante se construye como combinación de polinomios
construidos sobre stencils de 2 y 3 celdas, respectivamente.
Consideraremos dos tipos de pruebas. En el primer grupo de
experimentos, obtendremos la descomposición multiescala, y los
coeficientes de escala correspondientes a cada nivel de resolución
serán procesados mediante una estrategia de truncamiento (1.27)
con los siguientes umbrales, que dependen del nivel de resolución:
ǫk =
ǫ
2L−k
.
En estos experimentos tomaremos como valor inicial de la tole-
rancia ǫ = 45. Además, las imágenes que consideraremos tienen
tamaño NL × NL con NL = 512 y L = 4, por lo que la resolución en
el nivel de resolución más bajo será N0 = 32.
La reconstrucción de la imagen original se obtendrá mediante
el Algoritmo B.2 a partir de su representación en el nivel más bajo
de resolución, f¯ 0, que se utilizará sin aplicarle ninguna estrategia
de truncamiento, es decir, fˆ 0 = f¯ 0. Para comparar la calidad de las
reconstrucciones obtenidas con las distintas técnicas de interpo-
lación utilizaremos el número de detalles no nulos almacenados
en la descomposición multirresolutiva y los errores en la recons-
trucción, medidos en || · ||∞, || · ||1 y || · ||2.
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En el segundo grupo de experimentos, consideraremos la des-
composición multiescala hasta una resolución N0 = 128, por lo que
tomaremos L = 2, con NL = 512. En este caso la reconstrucción se
hará sin utilizar los coeficientes de escala, y compararemos las re-
construcciones obtenidas utilizando los errores de reconstrucción,
medidos en || · ||∞, || · ||1 y || · ||2.
Geométrica
Comenzamos nuestros experimentos con una imagen geométri-
ca sintética (Figura 3.11):
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Figura 3.11: Imagen geométrica y detalle de la esquina superior izquier-
da.
Las reconstrucciones obtenidas utilizando los coeficientes de
escala truncados se muestran en las Figuras 3.12-3.13. Para po-
der apreciar mejor las diferencias en las reconstrucciones corres-
pondientes a cada técnica de interpolación, se muestra sólo la es-
quina superior izquierda de la imagen reconstruida. Recordemos
que los indicadores de suavidad definidos por Liu et al. y por Jiang
y Shu coinciden para r = 2 en el contexto de medias en celda, por
lo que sólo se incluyen los resultados obtenidos con este último.
En la reconstrucción obtenida mediante interpolación lineal se
observa un emborronamiento en los contornos de la imagen, que
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desaparece cuando utilizamos técnicas no lineales de interpola-
ción.
La Tabla 3.3 contiene los errores en las distintas reconstruc-
ciones, medidos en las normas || · ||∞, || · ||1 y || · ||2, así como el
número de coeficientes de escala distintos de cero (nnz) en la des-
composición multirresolución después de aplicar la estrategia de
truncamiento con ǫ = 45.
|| · ||∞ || · ||1 || · ||2 nnz
LIN3 42.3263 1.5000 3.5746 3041
ENO3 53.2406 0.5485 2.6499 2261
SR3 56.4709 0.2875 1.8367 722
SHU2 54.3151 0.4974 2.7875 2244
MOD2 45.5844 1.4446 3.4348 2572
LIN5 48.9393 1.8534 3.6795 3070
ENO5 60.0824 0.8629 2.7751 2368
SR5 54.9925 0.7324 2.5018 1298
LIU3 53.2386 0.5296 2.6318 2261
SHU3 53.2555 0.5225 2.5502 2244
MOD3 45.8815 1.6336 3.5064 2567
Tabla 3.3: Imagen geométrica. Errores y coeficientes distintos de cero (nnz)
(reconstrucción con detalles utilizando Algoritmo B.2); ǫ = 45.
Por último, en la Figura 3.14 se representa el error de la re-
construcción medido en || · ||2 frente al número de detalles no nulos
utilizados para obtener dicha reconstrucción. Consideramos todas
las técnicas de interpolación basadas en stencils formados por 3
celdas.
Se observa un comportamiento similar en las reconstruccio-
nes obtenidas mediante interpolación lineal y WENO con indica-
dor modificado MOD. Con MOD se consiguen errores menores que
con interpolación lineal cuando se reconstruye la imagen original
con menos detalles, pero cuando se reduce el error de la recons-
trucción el número de detalles requerido para la reconstrucción
es mucho mayor con MOD que con interpolación lineal. Hay una
diferencia clara entre estas dos técnicas y el resto de técnicas no
lineales.
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Figura 3.12: Imagen geométrica. Reconstrucción utilizando detalles con
Algoritmo B.2: (a) LIN3, (b) LIN5, (c) ENO3, (d) ENO5, (e) SR3, (f) SR5; ǫ = 45.
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Figura 3.13: Imagen geométrica. Reconstrucción utilizando detalles con
Algoritmo B.2: (a) SHU2, (b) MOD2, (c) LIU3, (d) SHU3, (e) MOD3; ǫ = 45.
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Dentro del grupo de técnicas de interpolación con comporta-
miento ENO, los errores obtenidos con las técnicas ENO, LIU y
SHU para un mismo número de detalles son similares, aunque li-
geramente inferiores en el caso de SHU. La técnica ENO-SR resulta
claramente superior a todas las demás.
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Figura 3.14: Imagen geométrica. Gráfico log-log de norma L2 del error de
reconstrucción vs. número de detalles no nulos (nnz).
Las reconstrucciones obtenidas a partir de la representación
de la imagen geométrica con resolución N0 = 128 sin utilizar los
coeficientes de escala se muestran en las Figuras 3.15-3.16.
La interpolación lineal produce el mismo emborronamiento de
los contornos que se observaba en las reconstrucciones con deta-
lles. Este emborronamiento queda atenuado en las reconstruccio-
nes obtenidas mediante la técnica ENO, y en los contornos rec-
tos desaparece por completo cuando se utiliza la técnica ENO-SR.
Con las técnicas LIU y SHU los resultados que se consiguen son
mejores que los obtenidos con ENO, pero son superados por la
técnica ENO-SR. La reconstrucción obtenida mediante la técnica
WENO con indicador modificado muestra un emborronamiento en
los contornos similar al de la técnica lineal.
En la Tabla 3.4 se muestra el error en las reconstrucciones
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Figura 3.15: Imagen geométrica. Reconstrucción sin utilizar detalles: (a)
LIN3, (b) LIN5, (c) ENO3, (d) ENO5, (e) SR3, (f) SR5.
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Figura 3.16: Imagen geométrica. Reconstrucción sin utilizar detalles: (a)
SHU2, (b) MOD2, (c) LIU3, (d) SHU3, (e) MOD3.
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calculadas sin utilizar los detalles, medido en las normas || · ||∞,
|| · ||1 y || · ||2.
|| · ||∞ || · ||1 || · ||2
LIN3 88.8244 1.6727 6.5617
ENO3 131.0604 1.1171 6.3849
SR3 172.9115 0.1107 2.1480
SHU2 125.3936 1.1959 6.7732
MOD2 108.1380 1.4928 6.3879
LIN5 83.0968 1.7075 6.2501
ENO5 163.0635 1.0322 5.8862
SR5 199.0896 0.1468 2.3291
LIU3 112.3902 1.0841 6.1569
SHU3 110.8214 1.0945 6.2212
MOD3 93.6822 1.5253 6.0963
Tabla 3.4: Imagen geométrica. Errores de la reconstrucción sin detalles.
Pimientos
Consideramos ahora la imagen pimientos (Figura 3.17).
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Figura 3.17: Pimientos y detalle de la esquina superior izquierda.
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Figura 3.18: Pimientos. Reconstrucción utilizando detalles con el Algorit-
mo B.2: (a) LIN3, (b) LIN5, (c) ENO3, (d) ENO5, (e) SR3, (f) SR5; ǫ = 45.
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Las Figuras 3.18-3.19 muestran las reconstrucciones obteni-
das mediante las distintas técnicas de interpolación, a partir de
la representación de la imagen pimientos con resolución N0 = 32,
utilizando los detalles de la descomposición multiescala.
|| · ||∞ || · ||1 || · ||2 nnz
LIN3 60.6383 4.8494 6.6527 6396
ENO3 58.7068 4.8860 6.8662 6846
SR3 65.1362 4.9590 7.0083 7197
SHU2 63.3685 4.9094 6.8885 7203
MOD2 60.7441 4.7478 6.5812 6176
LIN5 58.8383 4.8914 6.6777 6437
ENO5 62.6460 5.0857 7.0851 7177
SR5 62.6463 5.1025 7.1140 7651
LIU3 62.5883 4.8274 6.7639 6529
SHU3 61.9316 4.8045 6.7142 6412
MOD3 59.6006 4.7646 6.5642 5923
Tabla 3.5: Pimientos. Errores y elementos distintos de cero (nnz) (recons-
trucción con detalles Algoritmo B.2), ǫ = 45.
La Tabla 3.5 contiene los errores de las distintas reconstruc-
ciones, medidos en las normas || · ||∞, || · ||1 y || · ||2, así como la
cantidad de elementos distintos de cero (nnz) de la transformada
de la multirresolución después de truncar con ǫ = 45.
Visualmente no se aprecian grandes diferencias entre las dis-
tintas reconstrucciones, aunque se observa un ligero emborrona-
miento en los contornos, producido cuando se utiliza interpolación
lineal e interpolación MOD. Desde el punto de vista numérico, es
esta última técnica de interpolación la que produce un menor error
en norma L2, con menor número de detalles.
Para finalizar estos experimentos, se muestra en la Figura 3.20
la comparación entre las distintas técnicas interpolatorias basa-
das en stencils formados por 3 celdas, representando el error de
la reconstrucción, medido en || · ||2, frente al número de detalles
utilizados en la reconstrucción. A diferencia de lo que ocurría con
la imagen geométrica, con la imagen pimientos el comportamiento
de todas las reconstrucciones es similar, aunque la interpolación
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Figura 3.19: Pimientos. Reconstrucción utilizando detalles con el Algorit-
mo B.2: (a) SHU2, (b) MOD2, (c) LIU3, (d) SHU3, (e) MOD3; ǫ = 45.
90 3.3. Imágenes
104 105
100
 
 
LIN
ENO
SR
LIU
SHU
MOD
Figura 3.20: Imagen pimientos. Gráfico log-log de norma L2 del error de
reconstrucción vs. número de detalles no nulos (nnz).
WENO con indicador modificado proporciona resultados un poco
mejores en general. Sin embargo, para valores pequeños del error
todas las técnicas dan resultados prácticamente idénticos.
Las Figuras 3.21-3.22 muestran las distintas reconstrucciones
obtenidas a partir de la representación de la imagen pimientos con
resolución N0 = 128, sin utilizar los detalles de la descomposición
multiescala.
En la Tabla 3.6 se muestran los errores correspondientes a to-
das las reconstrucciones mostradas en las Figuras 3.21-3.22.
La reconstrucción obtenida mediante la técnica ENO-SR pro-
duce unos contornos más definidos, pero con un efecto de “esca-
lera” que hace que el error aumente, como se ve en la Tabla 3.6.
Como ocurría con la reconstrucción con detalles el menor error
viene dado por la reconstrucción WENO con el indicador modifica-
do, aunque la diferencia con la técnica de interpolación lineal es
menor que en el caso de la reconstrucción con detalles.
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Figura 3.21: Imagen pimientos. Reconstrucción sin utilizar detalles: (a)
LIN3, (b) LIN5, (c) ENO3, (d) ENO5, (a) SR3, (b) SR5.
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Figura 3.22: Imagen pimientos. Reconstrucción sin utilizar detalles: (a)
SHU2, (a) MOD2, (c) LIU3, (d) SHU3, (e) MOD3.
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|| · ||∞ || · ||1 || · ||2
LIN3 110.9541 5.0495 8.6230
ENO3 165.2893 5.1565 9.3013
SR3 169.0302 5.2391 9.5577
SHU2 144.0673 5.3290 9.6427
MOD2 139.1723 5.0037 8.8659
LIN5 140.2137 5.0747 8.6050
ENO5 208.4160 5.2459 9.4672
SR5 381.3199 5.3901 10.2841
LIU3 147.3120 5.0395 9.0154
SHU3 147.5007 4.9941 8.9060
MOD3 139.9533 4.8692 8.4497
Tabla 3.6: Imagen pimientos. Errores de la reconstrucción sin detalles.
Lena
Para finalizar con esta sección, consideramos ahora la imagen
de Lena, que se muestra en la Figura 3.23.
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Figura 3.23: Lena y detalle de la esquina inferior derecha.
Las Figuras 3.24-3.25muestran las reconstrucciones de la ima-
gen de Lena correspondientes a las diferentes técnicas de interpo-
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Figura 3.24: Imagen Lena. Reconstrucción utilizando detalles (Algorit-
mo B.2): (a) LIN3, (b) LIN5, (c) ENO3, (d) ENO5 (e) SR3, (f) SR5; ǫ = 45.
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lación que consideramos, partiendo de la representación con reso-
lución N0 = 32 y utilizando los coeficientes de escala.
Como ocurre con la imagen pimientos, las diferencias entre las
reconstrucciones no se pueden apreciar visualmente, por lo que
necesitamos recurrir a un análisis numérico de los errores para
determinar qué reconstrucción es mejor.
En la Tabla 3.7 se muestran los errores de las distintas recons-
trucciones, medidos en las normas || · ||∞, || · ||1 y || · ||2, junto con el
número de detalles utilizado en la reconstrucción.
Se observa que de nuevo los menores errores corresponden a la
técnica de interpolación WENO con indicador modificado, que ade-
más es la técnica que conserva un menor número de coeficientes
de escala para la reconstrucción, por lo que desde el punto de vis-
ta de capacidad de compresión, resulta la mejor elección, aunque
con resultados muy similares a los obtenidos con la interpolación
lineal.
De entre las técnicas con comportamiento ENO, vemos que los
menores errores corresponden a la técnica SHU, que realiza la
reconstrucción con un número de detalles menor que las técnicas
ENO, ENO-SR y LIU.
|| · ||∞ || · ||1 || · ||2 nnz
LIN3 48.8837 4.6951 6.6613 7018
ENO3 58.7125 4.9392 7.1549 8111
SR3 57.1683 4.9902 7.2731 9106
SHU2 56.9493 4.9613 7.1592 8248
MOD2 52.7003 4.6778 6.6663 7082
LIN5 49.8505 4.7104 6.6295 6926
ENO5 60.1738 4.9881 7.1932 8541
SR5 60.1738 4.9874 7.2053 9201
LIU3 58.6238 4.8485 7.0246 7639
SHU3 53.7337 4.7897 6.9176 7356
MOD3 58.3731 4.6356 6.5897 6734
Tabla 3.7: Imagen Lena. Errores y elementos distintos de cero (nnz) (re-
construcción con detalles, Algoritmo B.2), ǫ = 45.
Por último, en la Figura 3.26 se comparan los errores, en nor-
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Figura 3.25: Imagen Lena. Reconstrucción utilizando detalles (Algorit-
mo B.2): (a) SHU2, (b) MOD2, (c) LIU3, (d) SHU3 (e) MOD3; ǫ = 45.
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ma L2, correspondientes a las técnicas de interpolación basadas en
stencils formados por 3 celdas, representándolos respecto al nú-
mero de coeficientes de escala utilizados para la reconstrucción.
La situación es similar a la que teníamos con la imagen pimien-
tos, pero en este caso la técnica de interpolación lineal es en todo
momento mejor que las técnicas no lineales.
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Figura 3.26: Imagen Lena. Gráfico log-log de norma L2 del error de re-
construcción vs. número de detalles no nulos.
Los últimos experimentos que realizamos consisten en la re-
construcción de la imagen Lena, a partir de su representación
con resolución N0 = 128, sin utilizar los detalles de la descom-
posición multiescala. Estas reconstrucciones se muestran en las
Figuras 3.27-3.28.
Como las diferencias no son visualmente apreciables, recurri-
mos a la Tabla 3.8 para analizar las distintas reconstrucciones.
Se observa que a diferencia de lo que ocurría en las reconstruc-
ciones que utilizaban los detalles, la interpolación lineal proporcio-
na los mejores resultados, aunque no muestra grandes diferencias
respecto a la interpolación MOD. Sin embargo, si comparamos las
distintas técnicas ENO entre sí, la técnica SHU resulta ser la me-
jor opción, con un error significativamente menor que el obtenido
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Figura 3.27: Imagen Lena. Reconstrucción sin utilizar detalles: (a) LIN3,
(b) LIN5, (c) ENO3, (d) ENO5, (e) SR3, (f) SR5.
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Figura 3.28: Imagen Lena. Reconstrucción sin utilizar detalles: (a) SHU2,
(b) MOD2, (c) LIU3, (d) SHU3, (e) MOD3.
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|| · ||∞ || · ||1 || · ||2
LIN3 97.5111 4.9921 8.8796
ENO3 172.2599 5.4191 10.1188
SR3 191.9553 5.7251 10.9625
SHU2 133.6459 5.5105 10.1123
MOD2 113.9781 5.0071 9.0471
LIN5 99.4631 4.9124 8.6640
ENO5 277.5211 5.4857 10.5451
SR5 393.9281 5.7049 11.4575
LIU3 159.1352 5.2387 9.7032
SHU3 132.2640 5.1426 9.4662
MOD3 107.5727 4.8724 8.7518
Tabla 3.8: Imagen Lena. Errores de la reconstrucción sin detalles.
con las técnicas ENO, ENO-SR y LIU.
3.3.2
Estabilidad
En esta sección vamos a comparar numéricamente la esta-
bilidad de los algoritmos en 2D cuando utilizamos distintas es-
trategias de reconstrucción (interpolación lineal, ENO, ENO-SR,
WENO). El análisis de la estabilidad en 1D ya ha sido estudiado
por distintos autores, y se ha demostrado que la técnica WENO es
estable (ver por ejemplo [15, 16, 34]).
Dada una imagen original f¯L se le aplica una transformada 2D
para medias en celda y los coeficientes de escala de la descom-
posición son cuantizados tomando en cada nivel de resolución un
parámetro de cuantización ǫk = ǫ/2L−k, con lo que obtenemos:
Qǫ¯Mf¯
L = {fˆ 0, dˆ1(1), dˆ1(2), dˆ1(3), . . . , dˆL(1), dˆL(2), dˆL(3)}.
Al aplicar la transformada inversa a Qǫ¯Mf¯L obtenemos fˆL que
idealmente tendría que satisfacer:
||f¯L − fˆL|| ≤ Cε (3.3)
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Si la transformación 2D que utilizamos está basada en una
reconstrucción lineal se puede probar que (3.3) es cierto, aunque
puede ser difícil encontrar la cota C. Si la reconstrucción es no
lineal, en principio no está garantizado que (3.3) sea cierto.
Teniendo en cuenta que se ha probado que la reconstrucción
WENO es estable en 1D, es esperable que también lo sea en 2D.
En el caso de que utilicemos la recontrucción ENO no hay ninguna
garantía de estabilidad, y si se utiliza la reconstrucción ENO-SR
tenemos todavía menos esperanzas de tener estabilidad debido a
que esta reconstrucción es más no lineal.
Compararemos los resultados obtenidos con la transformada
2D para medias en celda sin control del error (ver Nota 1.2), que
denotaremos Algoritmo sin EC, al utilizar distintas reconstruccio-
nes con diferentes órdenes de aproximación y distintos parámetros
de cuantización ǫ, con el algoritmo de control del error explicado
en la Sección 1.8 (Algorimo B.1), que denotaremos Algoritmo con
EC, también con las mismas reconstrucciones de distintos órde-
nes. Recordemos que con este algoritmo tenemos garantizada la
estabilidad independientemente de la reconstrucción que se utili-
ce (Corolario 1.2). Concretamente tenemos:
||f¯L − fˆL||∞ ≤ 2ǫ; ||f¯L − fˆL||1 ≤ ǫ; y ||f¯L − fˆL||2 ≤
√
2
3
ǫ. (3.4)
Las imágenes que utilizamos son de tamaño 512×512 y tomamos
en todos los casos L = 4, con lo que el coarse tiene tamaño 32× 32.
En las Tablas 3.9-3.14 se muestran los errores en la recons-
trucción, medidos en norma || · ||1, || · ||2 y || · ||∞, y los bytes que
ocupa la matriz transformada cuantizada (que incluye la imagen
en el nivel de resolución más bajo), una vez esta ha sido comprimi-
da con el programa bzip2. Las imágenes originales ocupan 262598
bytes.
Podemos observar que siempre que utilizamos el Algoritmo
con EC, independientemente del tipo de reconstrucción y del or-
den de esta, tenemos que el error es menor que las cotas de (3.4).
Con el Algoritmo sin EC sí que vemos que en algunas recons-
trucciones los errores sobrepasan las cotas de (3.4). Si utilizamos
recontrucción lineal obtenemos cotas de error parecidas a las obte-
nidas con el Algoritmo con EC. Con las reconstrucciones WENO
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también obtenemos cotas de error comparables a las obtenidas
con el Algoritmo con EC. Vemos que si la reconstrucción es ENO
los errores son mayores al utilizar el Algoritmo sin EC que cuan-
do utilizamos el Algoritmo con EC. La diferencia aún es mayor
cuando la reconstrucción es ENO-SR.
Algoritmo Técnica || · ||∞ || · ||1 || · ||2 bytes
Con EC
LIN3 20.8936 0.8326 1.8606 4554
ENO3 23.9508 0.3758 1.2030 3372
SR3 23.5598 0.2901 1.0924 2320
SHU2 21.8330 0.3369 1.1741 3440
MOD2 20.3334 0.8421 1.8158 4212
LIN5 22.6471 1.1073 2.0291 4578
ENO5 23.9204 0.6591 1.5511 3708
SR5 23.8511 0.6331 1.5237 3365
LIU3 23.5823 0.3942 1.2145 3436
SHU3 23.3604 0.3725 1.1844 3357
MOD3 21.5767 1.0081 1.9247 4301
Sin EC
LIN3 21.8181 0.8184 1.8497 4498
ENO3 35.7314 0.3528 1.2874 3380
SR3 164.8990 0.3255 2.5422 1545
SHU2 32.8713 0.2994 1.1964 3415
MOD2 30.9264 0.8256 1.8129 4072
LIN5 21.8575 1.1049 2.0539 4389
ENO5 69.4122 0.6507 1.7105 3389
SR5 256.5238 1.0300 7.8957 1826
LIU3 37.6450 0.3681 1.2865 3345
SHU3 40.5905 0.3446 1.2493 3284
MOD3 36.5960 0.9932 1.9248 4144
Tabla 3.9: Imagen geométrica. Errores y compresión al cuantizar con pa-
rámetro ǫ = 16.
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Algoritmo Técnica || · ||∞ || · ||1 || · ||2 bytes
Con EC
LIN3 38.8990 1.7497 3.6136 2885
ENO3 46.2864 0.9556 2.7814 2526
SR3 45.5914 0.8103 2.4369 2050
SHU2 43.8198 0.9697 2.7774 2743
MOD2 41.6227 1.6448 3.4877 2873
LIN5 46.3447 2.0376 3.6831 2869
ENO5 49.0711 1.3030 3.1252 2736
SR5 47.8608 1.2009 3.1339 2760
LIU3 47.0022 0.9645 2.7517 2577
SHU3 46.0822 0.9546 2.6659 2431
MOD3 44.2753 1.8180 3.5674 2624
Sin EC
LIN3 43.3918 1.6365 3.5217 2743
ENO3 112.7888 0.7694 2.9862 2489
SR3 244.9701 0.5964 3.7913 1201
SHU2 58.3830 0.6681 2.7882 2613
MOD2 45.4650 1.5141 3.3937 2730
LIN5 48.4312 1.9254 3.5959 2776
ENO5 205.9682 1.2567 3.5535 2238
SR5 368.5212 1.5826 6.4661 1339
LIU3 64.1621 0.7657 2.9117 2486
SHU3 64.9415 0.7484 2.8646 2284
MOD3 67.3870 1.7115 3.5131 2482
Tabla 3.10: Imagen geométrica. Errores y compresión al cuantizar con
parámetro ǫ = 32.
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Algoritmo Técnica || · ||∞ || · ||1 || · ||2 bytes
Con EC
LIN3 25.7423 3.6709 4.7559 13905
ENO3 25.0052 3.7443 4.9145 14777
SR3 25.3342 3.7892 4.9708 15472
SHU2 24.6040 3.7164 4.8631 14859
MOD2 24.1688 3.6224 4.7097 13679
LIN5 24.4506 3.7242 4.8088 13908
ENO5 25.0146 3.8644 5.0657 15927
SR5 26.8820 3.8763 5.0793 16448
LIU3 24.7006 3.7015 4.8433 14385
SHU3 25.1608 3.6609 4.7832 13920
MOD3 24.7526 3.6435 4.7272 13245
Sin EC
LIN3 31.1104 3.6682 4.7678 13820
ENO3 166.8953 4.1047 5.9321 14177
SR3 315.0907 5.5269 9.8596 14651
SHU2 36.0790 3.7548 4.9702 14584
MOD2 32.9079 3.6158 4.7297 13526
LIN5 72.8602 3.7704 4.9257 13682
ENO5 553.5395 4.8934 8.1667 14559
SR5 582.3165 6.2854 12.6566 14955
LIU3 51.9830 3.8830 5.2117 13737
SHU3 41.9003 3.7733 5.0173 13487
MOD3 34.9254 3.6628 4.7917 13002
Tabla 3.11: Imagen pimientos. Errores y compresión al cuantizar con pa-
rámetro ǫ = 16.
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Algoritmo Técnica || · ||∞ || · ||1 || · ||2 bytes
Con EC
LIN3 48.0995 4.8931 6.5789 7140
ENO3 49.5317 5.0191 6.9469 7943
SR3 50.3176 5.1251 7.1166 8427
SHU2 48.2072 4.9524 6.8260 7945
MOD2 46.8461 4.7959 6.5074 7159
LIN5 46.8735 4.9995 6.7070 7192
ENO5 51.5539 5.2745 7.3151 8719
SR5 51.5186 5.3112 7.3638 9333
LIU3 49.8200 4.9521 6.8148 7629
SHU3 49.2560 4.8723 6.6764 7421
MOD3 49.5505 4.8352 6.5332 6938
Sin EC
LIN3 54.0835 4.8153 6.5362 6996
ENO3 340.5430 5.3512 8.3075 7441
SR3 390.7369 6.9078 12.5697 7428
SHU2 63.7675 4.9262 6.9211 7714
MOD2 59.3957 4.7096 6.4753 7082
LIN5 172.0886 4.9884 6.7996 6936
ENO5 798.3322 6.1694 10.5992 7392
SR5 733.6987 7.6011 15.3016 7840
LIU3 91.2859 5.0687 7.2449 7146
SHU3 69.7785 4.9078 6.9352 7058
MOD3 73.3445 4.7788 6.5677 6699
Tabla 3.12: Imagen pimientos. Errores y compresión al cuantizar con pa-
rámetro ǫ = 32.
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Algoritmo Técnica || · ||∞ || · ||1 || · ||2 bytes
Con EC
LIN3 24.8942 3.3528 4.4487 14226
ENO3 27.0554 3.5259 4.7413 16538
SR3 27.0351 3.5790 4.8015 17581
SHU2 24.4476 3.5052 4.6861 16376
MOD2 24.8742 3.3389 4.4358 14690
LIN5 25.2184 3.3750 4.4576 14008
ENO5 25.3544 3.5821 4.8031 17220
SR5 25.3544 3.5972 4.8209 17724
LIU3 26.4442 3.4723 4.6494 15645
SHU3 24.6749 3.4197 4.5701 15213
MOD3 24.4941 3.3360 4.4167 14091
Sin EC
LIN3 27.1093 3.3403 4.4522 14127
ENO3 313.1435 3.9447 6.0103 15866
SR3 311.3847 5.1877 9.4346 16800
SHU2 35.2387 3.5511 4.8204 16148
MOD2 33.3230 3.3215 4.4465 14481
LIN5 59.7006 3.4020 4.5346 13590
ENO5 493.0142 4.8965 8.8727 15980
SR5 542.2287 6.0255 12.6338 16442
LIU3 48.9898 3.6881 5.1208 15300
SHU3 41.7458 3.5207 4.8121 14865
MOD3 32.2507 3.3411 4.4662 13785
Tabla 3.13: Imagen Lena. Errores y compresión al cuantizar con paráme-
tro ǫ = 16.
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Algoritmo Técnica || · ||∞ || · ||1 || · ||2 bytes
Con EC
LIN3 49.5737 4.6940 6.4972 7512
ENO3 48.9870 4.9998 7.1398 8853
SR3 51.0962 5.0954 7.2860 9712
SHU2 46.8296 4.9558 7.0171 8799
MOD2 47.8891 4.6743 6.5029 7799
LIN5 47.3279 4.7713 6.5425 7438
ENO5 50.9343 5.1615 7.3327 9674
SR5 50.8891 5.1989 7.3863 10220
LIU3 51.5471 4.9075 6.9667 8537
SHU3 47.8834 4.8087 6.7961 8218
MOD3 45.3051 4.6697 6.4568 7407
Sin EC
LIN3 56.2794 4.5926 6.4362 7460
ENO3 286.7613 5.3577 8.4999 8416
SR3 322.5753 6.7422 12.4446 8873
SHU2 68.3184 4.9205 7.1437 8489
MOD2 59.9845 4.5694 6.4602 7655
LIN5 107.4039 4.7144 6.5716 7200
ENO5 317.4725 6.3762 10.9718 8568
SR5 642.7080 7.8054 16.0333 8924
LIU3 83.1361 5.0287 7.4800 8080
SHU3 80.4102 4.8431 7.0638 7862
MOD3 75.3917 4.5807 6.4515 7299
Tabla 3.14: Imagen Lena. Errores y compresión al cuantizar con paráme-
tro ǫ = 32.
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4
Interpolación WENO
para valores puntuales
4.1
Introducción
Las ideas que conducen de reconstrucciones ENO a ENO Pon-
derado (WENO), desarrollado y de uso extendido para el diseño
de esquemas de alto orden para leyes de conservación, son apli-
cadas en este capítulo en el contexto de interpolación de valores
puntuales.
Probaremos que generalmente se puede, utilizando r stencils
de r + 1 puntos, alcanzar un orden de exactitud de 2r en regiones
donde la función interpolada es suave. Esta técnica interpolatoria
puede ser utilizada en el marco de multirresolución de Harten para
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aplicaciones de compresión de imagen.
Más concretamente, calculamos los pesos no lineales sobre los
cuales se basa la interpolación que presentamos siguiendo las
ideas de [33] y estos dependen de los indicadores de suavidad de
los sub-stencils, definidos a partir de los indicadores de suavidad
propuestos en [27], pero calculados utilizando los interpoladores
de Lagrange correspondientes, en lugar de los interpoladores de
las medias en celda.
4.2
Interpolación WENO
En el contexto de valores puntuales, si denotamos por Sj+k, k =
0, . . . , r−1, a los r stencils posibles que contienen los nodos xj−1, xj:
Sj+k = {xj+k−r, . . . , xj+k}, k = 0, . . . , r − 1,
y llamamos pj+k(x) al polinomio interpolador construido a partir
del stencil Sj+k, entonces el interpolante WENO viene dado por la
combinación:
pj(x) =
r−1∑
k=0
ωjkpj+k(x) (4.1)
donde los pesos ωjk se definen de forma que el polinomio pj(x) re-
sultante satisfaga una serie de requisitos que se explican más ade-
lante.
El operador predicción correspondiente será:
I(xl−1
j− 1
2
; f l−1) =
r−1∑
k=0
ωjkpj+k(x
l−1
j− 1
2
). (4.2)
Dado que podemos considerar fijado el nivel de resolución l, en
adelante se eliminará el superíndice l−1 para facilitar la notación,
y denotaremos por h, xj, fj, a hl−1, x
l−1
j , f
l−1
j .
Al igual que en el Capítulo 2, el polinomio obtenido median-
te la técnica de interpolación WENO debe cumplir las siguientes
condiciones:
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En primer lugar, es un polinomio interpolador a trozos formado
por polinomios de grado r que proporcionan un orden de exactitud
r + 1:
pj(x) = f(x) +O(h
r+1), x ∈ Ij.
En segundo, cada polinomio pj(x) debe satisfacer la “propiedad
ENO”:
1. Si la función f es suave en el stencil Sj+k, entonces el peso
correspondiente a este stencil verifica:
ωjk = O(1). (4.3)
2. Si la función f presenta una singularidad en el stencil Sj+k,
entonces su correspondiente ωjk verifica:
ωjk ≤ O(hr). (4.4)
Si los pesos ωjk de la combinación convexa satisfacen la propie-
dad ENO (4.3)-(4.4), entonces el polinomio pj(x) dado por (4.1) es
una combinación lineal de los polinomios construidos a partir de
stencils en los que la función es suave (por (4.3)), en la que los
polinomios correspondientes a stencils que cruzan alguna singu-
laridad tienen una contribución prácticamente nula (por (4.4)).
Al igual que en el WENO para medias en celda, una correcta
elección de los pesos de la combinación lineal (4.1) es fundamental
para el éxito de la interpolación WENO. Una condición básica que
deben satisfacer, por motivos de estabilidad y consistencia, es la
siguiente:
ωjk ≥ 0, ∀k,
r−1∑
k=0
ωjk = 1. (4.5)
Por otra parte, el polinomio interpolador pj(x) debe cumplir la
propiedad ENO (4.3)-(4.4), por lo que en la definición de los pesos
tendrá una gran importancia la elección de una medida de la sua-
vidad de la función en cada stencil Sj+k. Esta medida viene dada
por un indicador de suavidad, ISj+k.
Estas consideraciones llevan a la siguiente expresión propuesta
por Liu et al. [33] para los pesos:
ωjk =
αjk∑r−1
l=0 α
j
l
, (4.6)
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donde αjk viene dado por la expresión:
αjk =
Cjk
(ε+ ISj+k)r
, k = 0, . . . , r − 1. (4.7)
Al igual que en el Capítulo 2, ε es una constante positiva que
se introduce para evitar que el denominador se anule, y se suele
tomar el valor ε = 10−5 o ε = 10−6. Las Cjk son constantes tam-
bién positivas, llamadas pesos óptimos, cuya cálculo se explica a
continuación.
Respecto a los indicadores de suavidad se tiene el siguiente
resultado, ya visto en el contexto de interpolación de medias en
celda:
Proposición 4.1. Para que los pesos de la combinación lineal
satisfagan la propiedad ENO (4.3)-(4.4), es suficiente que el indi-
cador de suavidad cumpla la siguiente condición:
Si la función f es suave en el stencil Sj+k, entonces:
ISj+k = O(h
2), (4.8)
Si la función f presenta una singularidad en el stencil Sj+k,
entonces:
ISj+k = O(1), (4.9)
Demostración. Ver Proposición 2.1.
4.3
Pesos óptimos
Consideramos los r polinomios pj+k(x), k = 0, . . . , r − 1, que in-
terpolan a la función f en los stencils Sj+k. En el contexto de mul-
tirresolución en el que nos encontramos la interpolación se utiliza
como un proceso de reconstrucción para recuperar la información
de un nivel de resolución a partir de la información contenida en
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el nivel inmediatamente inferior. En el caso de interpolación por
valores puntuales esto se consigue evaluando el polinomio inter-
polador en el punto medio de cada subintervalo Ij, x2j−1. De este
modo, para cada par de puntos xj−1, xj obtenemos r aproximacio-
nes pˆrj+k a f2j−1:
pˆrj+k = f2j−1 +O(h
r+1) (4.10)
Por otra parte, si tomamos el stencil que resulta de la unión de
los r stencils Sj+k, podemos calcular una aproximación pˆ
2r−1
j con
un mayor orden de exactitud, igual a 2r. Si la función f es suave
en todos los stencils, entonces existen constantes Cjk tales que:
pˆ2r−1j =
r−1∑
k=0
Cjkpˆ
r
j+k.
Estas constantes Cjk (pesos óptimos) son siempre positivas, y
por consistencia cumplen:
r−1∑
k=0
Cjk = 1. (4.11)
Sería deseable, para conseguir el mayor orden de aproximación
posible con el interpolante WENO, que los pesos de la combinación
lineal convexa (4.1) aproximen a estos pesos óptimos. De hecho
tenemos la siguiente proposición:
Proposición 4.2. Si los pesos ωjk cumplen la siguiente relación:
ωjk = C
j
k +O(h
m), k = 0, . . . , r − 1, (4.12)
entonces
r−1∑
k=0
ωjkpˆ
r
j+k = f2j−1 +O(h
mı´n(r+m+1,2r)) (4.13)
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Demostración. Comprobemos esta afirmación:
r−1∑
k=0
ωjkpˆ
r
j+k − pˆ2r−1j =
r−1∑
k=0
ωjkpˆ
r
j+k −
r−1∑
k=0
Cjkpˆ
r
j+k
=
r−1∑
k=0
ωjkpˆ
r
j+k −
r−1∑
k=0
Cjkpˆ
r
j+k + f2j−1
r−1∑
k=0
Cjk − f2j−1
r−1∑
k=0
ωjk
=
r−1∑
k=0
ωjk(pˆ
r
j+k − f2j−1)−
r−1∑
k=0
Cjk(pˆ
r
j+k − f2j−1)
=
r−1∑
k=0
(ωjk − Cjk)(pˆrj+k − f2j−1)
=
m∑
k=0
O(hm)O(hr+1) = O(hr+m+1). (4.14)
Aquí utilizamos el hecho de que
∑r−1
k=0 ω
j
k =
∑r−1
k=0C
j
k = 1, por (4.5) y
(4.11), y también, en la penúltima igualdad, las relaciones dadas
por (4.10) y (4.12).
A partir de esta relación concluimos que el interpolante WENO
aproxima a la función con un orden de exactitud mı´n(r+m+1, 2r),
ya que:
r−1∑
k=0
ωjkpˆ
r
j+k − f2j−1 =
(
r−1∑
k=0
ωjkpˆ
r
j+k − pˆ2r−1j
)
+
(
pˆ2r−1j − f2j−1
)
= O(hr+m+1) +O(h2r) = O(hmı´n(r+m+1,2r)).
Nota 4.1. Si m = 1 tendremos
r−1∑
k=0
ωjkpˆ
r
j+k = f2j−1 +O(h
r+2),
es decir, mejoramos el orden de aproximación de pˆrj+k en 1 consi-
guiendo r + 2. En cambio, si m = r − 1
r−1∑
k=0
ωjkpˆ
r
j+k = f2j−1 +O(h
2r)
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con lo que conseguimos un orden de exactitud igual al de pˆ2r−1j que
es 2r. Es decir, conseguimos el orden óptimo.
La forma más sencilla de calcular los pesos óptimos Cjk es la
siguiente:
1. Dado r, tomamos las aproximaciones pˆrj+k obtenidas a partir
de los stencils Sj+k = {xj+k−r, . . . , xj+k}. Por otra parte, consi-
deramos pˆ2r−1j calculada a partir del stencil que resulta de la
unión de los stencils anteriores, es decir, S = {xj−r, . . . , xj+r−1}.
2. Se igualan coeficientes en la combinación:
pˆ2r−1j =
r−1∑
k=0
Cjkpˆ
r
j+k
3. Por último, se resuelve el sistema de ecuaciones resultante,
en el que las incógnitas son justamente los pesos óptimos
Cjk, k = 0, . . . , r − 1.
Veamos algunos ejemplos.
Cálculo de los pesos óptimos para r = 2
A partir de los polinomios interpoladores, calculamos las apro-
ximaciones:
pˆ2j = −
1
8
fj−2 +
3
4
fj−1 +
3
8
fj
pˆ2j+1 =
3
8
fj−1 +
3
4
fj − 1
8
fj+1
y también:
pˆ3j = −
1
16
fj−2 +
9
16
fj−1 +
9
16
fj − 1
16
fj+1.
Si consideramos la combinación:
pˆ3j = C
j
0 pˆ
2
j + C
j
1 pˆ
2
j+1
e igualamos coeficientes obtenemos un sistema cuya solución es:
Cj0 = C
j
1 =
1
2
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Cálculo de los pesos óptimos para r = 3
Si aumentamos el orden de la interpolación, y consideramos
r = 3, las aproximaciones en este caso son las siguientes:
pˆ3j =
1
16
fj−3 − 5
16
fj−2 +
15
16
fj−1 +
5
16
fj
pˆ3j+1 = −
1
16
fj−2 +
9
16
fj−1 +
9
16
fj − 1
16
fj+1
pˆ3j+2 =
5
16
fj−1 +
15
16
fj − 5
16
fj+1 +
1
16
fj+2
y la aproximación construida a partir de los 6 nodos es:
pˆ5j =
3
256
fj−3 − 25
256
fj−2 +
150
256
fj−1 +
150
256
fj − 25
256
fj+1 +
3
256
fj−2.
Considerando la combinación de las distintas aproximaciones e
igualando coeficientes, obtenemos un sistema de ecuaciones, cuya
solución viene dada por:
Cj0 = C
j
2 =
3
16
, Cj1 =
10
16
Resumiendo, hemos obtenido los siguientes pesos óptimos:
k = 0 k = 1 k = 2
r = 2 1/2 1/2 -
r = 3 3/16 10/16 3/16
Tabla 4.1: Pesos óptimos para r = 2, 3.
4.4
Indicadores de suavidad
Como ha quedado explicado anteriormente, un elemento im-
portante en la construcción del interpolante WENO es encontrar
una forma conveniente de medir la suavidad de la función que
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se interpola. Para ello se utiliza una función llamada indicador de
suavidad.
Recordando lo expuesto en la Sección 4.2, el indicador de sua-
vidad debe cumplir que ISj+k = O(h2) en los stencils Sj+k en los
que la función es suave, e ISj+k = O(1) en los stencils Sj+k en los
que la función cruza alguna singularidad.
Además, tenemos el siguiente resultado:
Proposición 4.3. Si tenemos
ISj+k − ISj+l
ISj+k
= O(hm), 0 ≤ k, l ≤ r − 1, (4.15)
o equivalentemente
ISj+k = D(1 +O(h
m)), k = 0, . . . , r − 1, (4.16)
con D una constante distinta de cero e independiente de k, aun-
que puede depender de h, entonces
ωjk = C
j
k +O(h
m) (4.17)
Demostración. Supongamos que tenemos (4.16), que es equivalen-
te a (4.15). Partiendo de la expresión (4.6) para los pesos ωjk:
ωjk =
αjk∑r−1
l=0 α
j
l
=
Cjk
(ε+ ISj+k)r
· 1∑r−1
l=0
Cjl
(ε+ISj+l)r
. (4.18)
Haciendo uso de la relación (4.16), y teniendo en cuenta que ε
es una constante que se puede despreciar y
∑r−1
l=0 C
j
l = 1 (por (4.11)),
tenemos:
ωjk =
Cjk
[D(1 +O(hm))]r
· 1∑r−1
l=0
Cjl
[D(1+O(hm))]r
=
Cjk
[D(1 +O(hm))]r
· [D(1 +O(h
m))]r∑r−1
l=0 C
j
l
=
Cjk
[D(1 +O(hm))]r
[D(1 +O(hm))]r (4.19)
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y como D es una constante independiente de k:
ωjk =
Cjk
(1 +O(hm))r
(1 +O(hm))r. (4.20)
Por otra parte, desarrollando la potencia (1 + O(hm))r, obtene-
mos:
(1 +O(hm))r = 1 +O(hm) +O(h2r−2) + . . .+O(hr(m)) = 1 +O(hm)
con lo que llegamos al resultado buscado:
ωjk =
Cjk
(1 +O(hm))
(1 +O(hm)) = Cjk +O(h
m). (4.21)
4.4.1
Indicador de suavidad de Liu et al.
El indicador de suavidad (2.18) ha sido definido en términos de
las medias en celda de la función interpolada. Para poder construir
el interpolante WENO utilizando los valores puntuales de dicha
función necesitamos modificar la expresión del indicador para que
se adapte a este nuevo contexto.
Para realizar esta adaptación, partimos de la relación (1.17) vis-
ta en la Sección 1.3, que relaciona las medias en celda de una
función con los valores puntuales de su primitiva. Según esta rela-
ción, la media de una función f en una celda Ij = [xj−1, xj ] es igual
a la diferencia dividida de su primitiva F en los nodos xj−1, xj. Por
ello, para definir el indicador de suavidad en el caso de interpo-
lación por valores puntuales, simplemente tomamos la expresión
ya definida para medias en celda, y sustituimos las medias en
celda por diferencias no divididas de los valores puntuales de la
función en los extremos de la celda correspondiente. Utilizamos
las diferencias no divididas en vez de las divididas para evitar la
dependencia del indicador de suavidad de h.
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En otras palabras, si denotamos a estas diferencias no dividi-
das de la siguiente manera:
f [xj−1, xj ] = f(xj)− f(xj−1)
el indicador de suavidad definido por Liu et al. vendrá dado en el
caso r = 2 por:
ISj+k = (f [xj+k−1, xj+k]− f [xj+k−2, xj+k−1])2,
= (fj+k − 2fj+k−1 + fj+k−2)2, k = 0, 1, (4.22)
y cuando r = 3:
ISj+k =
1
2
[(f [xj+k−2, xj+k−1]− f [xj+k−3, xj+k−2])2
+(f [xj+k−1, xj+k]− f [xj+k−2, xj+k−1])2]
+(f [xj+k−1, xj+k]− 2f [xj+k−2, xj+k−1]
+f [xj+k−3, xj+k−2])
2,
=
1
2
[(fj+k − 2fj+k−1 + fj+k−2)2 + (fj+k+1 − 2fj+k + fj+k−1)2]
+(fj+k+1 − 3fj+k + 3fj+k−1 − fj+k−2)2 k = 0, 1, 2. (4.23)
Para saber con qué orden de exactitud aproxima el interpolante
WENO construido a partir de estos indicadores de suavidad a la
función f , desarrollamos por Taylor las expresiones anteriores. En
primer lugar, si r = 2:
ISj+k =
1
2
(fj+k − 2fj+k−1 + fj+k−2)2
= [fj + khf
′
j
(hk)2
2
+ f
′′
j +O(h
3)
−2(fj + (k − 1)hf ′j +
((k − 1)h)2
2
f
′′
j +O(h
3))
+fj + (k − 2)hf ′j +
((k − 2)h)2
2
f
′′
j +O(h
3)]
= (h2f
′′
j +O(h
3))2
= (h2f
′′
j )
2(1 +O(h)), k = 0, 1,
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y si r = 3,
ISj+k =
1
2
[(fj+k − 2fj+k−1 + fj+k−2)2
+(fj+k+1 − 2fj+k + fj+k−1)2]
+(fj+k+1 − 3fj+k + 3fj+k−1 − fj+k−2)2
= [(h2f
′′
j +O(h
3))2 + (h2f
′′
j +O(h
3))2]
+[fj + (k + 1)hf
′
j +
((k + 1)h)2
2
f
′′
j +O(h
3)
−3(fj + khf ′j +
(kh)2
2
f
′′
j +O(h
3))
+3(fj + (k − 1)hf ′j +
((k − 1)h)2
2
f
′′
j +O(h
3))
−(fj + (k − 2)hf ′j +
((k − 2)h)2
2
f
′′
j +O(h
3))]2
= (h2f
′′
j )
2(1 +O(h)) + (O(h3))2
= (h2f
′′
j )
2(1 +O(h)), k = 0, 1, 2.
En ambos casos, utilizando la Proposición 4.3 se tiene que:
ωjk = C
j
k +O(h).
Ahora, por la Proposición 4.2 tenemos que si r = 2
1∑
k=0
ωjkpˆ
2
j+k = f2j−1 +O(h
4)
que es el peso óptimo que se puede esperar cuando se utiliza en la
interpolación con 4 nodos. Observemos que si r = 2, r + 2 = 2r.
En el caso en que r = 3 tenemos, también por la Proposi-
ción 4.2,
2∑
k=0
ωjkpˆ
3
j+k = f2j−1 +O(h
5).
Aquí, al igual que pasaba en medias en celda, utilizando el in-
dicador de suavidad definido por Liu et al. no conseguimos una
aproximación con el orden óptimo de exactitud, O(h6), que se tiene
cuando se considera interpolación con 6 nodos. Para mejorar este
resultado Jiang y Shu presentaron en [27] un nuevo indicador de
suavidad, que permite obtener un orden de exactitud mayor.
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4.4.2
Indicador de suavidad de Jiang y Shu
Jiang y Shu [27] parten de un enfoque diferente al utilizado por
Liu et al. para definir su indicador de suavidad. Como ya hemos
visto, a partir de cada uno de los r stencils Sj+k se construye un
polinomio interpolador que proporciona una aproximación al va-
lor f2j−1. El procedimiento para calcular el indicador de suavidad
definido por Jiang y Shu en el caso de interpolación por valores
puntuales es el mismo que el utilizado en el caso de medias en
celda. En primer lugar se construyen los polinomios interpolado-
res pj+k(x) para los distintos stencils en consideración, se calculan
todas sus derivadas y se evalúa la expresión (4.24), que recorda-
mos aquí, adaptada al caso de valores puntuales:
ISj+k =
r−1∑
l=1
∫ xj+1/2
xj−1/2
h2l−1(p
(l)
j+k(x))
2 dx (4.24)
Cálculo del indicador de suavidad para r = 2
Los polinomios que interpolan en los stencils Sj = {xj−2, xj−1, xj}
y Sj+1 = {xj−1, xj , xj+1} a la función f son los siguientes:
pj(x) = fj +
3fj − 4fj−1 + fj−2
2h
(x− xj) + fj − 2fj−1 + fj−2
2h2
(x− xj)2
pj+1(x) = fj +
fj+1 − fj−1
2h
(x− xj) + fj+1 − 2fj + fj−1
2h2
(x− xj)2
y derivando estos polinomios obtenemos:
p′j(x) =
3fj − 4fj−1 + fj−2
2h
+
fj − 2fj−1 + fj−2
h2
(x− xj)
p′′j (x) =
fj − 2fj−1 + fj−2
h2
p′j+1(x) =
fj+1 − fj−1
2h
+
fj+1 − 2fj + fj−1
h2
(x− xj)
p′′j+1(x) =
fj+1 − 2fj + fj−1
h2
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De este modo, sustituyendo en (4.24):
ISj =
13
12
(fj − 2fj−1 + fj−2)2 + 1
4
(3fj − 4fj−1 + fj−2)2
ISj+1 =
13
12
(fj+1 − 2fj + fj−1)2 + 1
4
(fj+1 − fj−1)2 (4.25)
Cálculo del indicador de suavidad para r = 3
En este caso los stencils considerados son Sj = {xj−3, xj−2, xj−1, xj},
Sj+1 = {xj−2, xj−1, xj , xj+1} y Sj+2 = {xj−1, xj , xj+1, xj+2}, y los polino-
mios que interpolan a f en estos stencils son los siguientes:
pj(x) = fj +
11fj − 18fj−1 + 9fj−2 − 2fj−3
6h
(x− xj)
+
6fj − 15fj−1 + 12fj+2 − 3fj−3
6h2
(x− xj)2
+
fj − 3fj−1 + 3fj−2 − fj−3
6h3
(x− xj)3
pj+1(x) = fj +
2fj+1 + 3fj − 6fj−1 + fj−2
6h
(x− xj)
+
3(fj+1 − 2fj + fj−1)
6h2
(x− xj)2
+
fj+1 − 3fj + 3fj−1 − fj−2
6h3
(x− xj)3
pj+2(x) = fj +
−fj+2 + 6fj+1 − 3fj − 2fj−1
6h
(x− xj)
+
3(fj+1 − 2fj + fj−1)
2h2
(x− xj)2
+
fj+2 − 3fj+1 + 3fj − fj−1
6h3
(x− xj)3
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Derivando estos tres polinomios obtenemos:
p′j(x) =
11fj − 18fj−1 + 9fj−2 − 2fj−3
6h
+
6fj − 15fj−1 + 12fj−2 − 3fj−3
3h2
(x− xj)
+
fj − 3fj−1 + 3fj−2 − fj−3
2h3
(x− xj)2
p′′j (x) =
6fj − 15fj−1 + 12fj−2 − 3fj−3
3h2
+
fj − 3fj−1 + 3fj−2 − fj−3
h3
(x− xj)
p′′′j (x) =
fj − 3fj−1 + 3fj−2 − fj−3
h3
p′j+1(x) =
2fj+1 + 3fj − 6fj−1 + fj−2
6h
+
fj+1 − 2fj + fj−1
3h2
(x− xj)
+
fj+1 − 3fj + 3fj−1 − fj−2
2h3
(x− xj)2
p′′j+1(x) =
fj+1 − 2fj + fj−1
3h2
+
fj+1 − 3fj + 3fj−1 − fj−2
h3
(x− xj)
p′′′j+1(x) =
fj+1 − 3fj + 3fj−1 − fj−2
h3
p′j+2(x) =
−fj+2 + 6fj+1 − 3fj − 2fj−1
6h
+
fj+1 − 2fj + fj−1
h2
(x− xj)
+
fj+2 − 3fj+1 + 3fj − fj−1
2h3
(x− xj)2
p′′j+2(x) =
fj+1 − 2fj + fj−1
h2
+
fj+2 − 3fj+1 + 3fj − fj−1
h3
(x− xj)
p′′′j+2(x) =
fj+2 − 3fj+1 + 3fj − fj−1
h3
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Con lo cual llegamos a las siguientes expresiones para el indi-
cador de suavidad:
ISj =
1
13
(11fj − 18fj−1 + 9fj−2 − 2fj−3)2 (4.26)
+
13
12
(2fj − 5fj−1 + 4fj−2 − fj−3)2
+
1043
960
(fj − 3fj−1 + 3fj−2 − fj−3)2
+
1
72
(11fj − 18fj−1 + 9fj−2 − 2fj−3)(fj − 3fj−1 + 3fj−2 − fj−3)
ISj+1 =
1
36
(2fj+1 + 3fj − 6fj−1 + fj−2)2
+
13
12
(fj+1 − 2fj + fj−1)2
+
1043
960
(fj+1 − 3fj + 3fj−1 − fj−2)2
+
1
72
(2fj+1 + 3fj − 6fj−1 + fj−2)(fj+1 − 3fj + 3fj−1 − fj−2)
ISj+2 =
1
36
(−fj+2 + 6fj+1 − 3fj − 2fj−1)2
+
13
12
(fj+2 − 2fj+1 + fj)2
+
1043
960
(fj+2 − 3fj+1 + 3fj − fj−1)2
+
1
72
(−fj+2 + 6fj+1 − 3fj − 2fj−1)(fj+2 − 3fj+1 + 3fj − fj−1)
Si analizamos ahora estos indicadores por medio de desarrollos
de Taylor, vemos que el orden de exactitud alcanzado por el inter-
polante WENO correspondiente es en general el orden óptimo 2r.
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En primer lugar, estudiamos el caso r = 2:
ISj =
13
12
[
(fj − 2fj−1 + fj−2)
]2
+
1
4
[
3fj − 4fj−1 + fj−2
]2
=
13
12
(
fj − 2(fj − hf ′j +
h2
2
f ′′j −
h3
6
f ′′′j +
h4
24
f ′vj +O(h
5))
+(fj − 2hf ′j +
4h2
2
f ′′j −
8h3
6
f ′′′j +O(h
4))
)2
+
1
4
(
3fj − 4(fj − hf ′j +
h2
2
f ′′j −
h3
6
f ′′′j +O(h
4))
+(fj − 2hf ′j +
4h2
2
f ′′j −
8h3
6
f ′′′j +O(h
4))
)2
=
13
12
(
h2f ′′j − h3f ′′′j +O(h4)
)2
+
1
4
(
2hf ′j −
4
6
h3f ′′′j +O(h
4)
)2
=
13
12
(h2f ′′j )
2 (1 +O(h)) + (hf ′j)
2
(
1 +O(h2)
)
= (hf ′j)
2
(
1 +O(h2)
)
ISj+1 =
13
12
[
(fj+1 − 2fj + fj−1)
]2
+
1
4
[
fj+1 − fj−1
]2
=
13
12
(
(fj + hf
′
j +
h2
2
f ′′j +
h3
6
f ′′′j +O(h
4))− 2ff
+(fj − hf ′j +
h2
2
f ′′j −
h3
6
f ′′′j +O(h
4))
)2
+
1
4
(
(fj + hf
′
j +
h2
2
f ′′j +
h3
6
f ′′′j +O(h
4))
−(fj − hf ′j +
h2
2
f ′′j −
h3
6
f ′′′j +O(h
4))
)2
=
13
12
(
h2f ′′j +O(h
4)
)2
+
1
4
(
2hf ′j −
2
6
h3f ′′′j +O(h
4)
)2
=
13
12
(h2f ′′j )
2
(
1 +O(h2)
)
+ (hf ′j)
2
(
1 +O(h2)
)
= (hf ′j)
2
(
1 +O(h2)
)
En este caso obtenemos orden r + 2 = 2r = 4 que es el mejor al
que podemos aspirar.
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Para r = 3, después de un detallado análisis de los desarrollos
de Taylor obtenemos
ISj =
1
36
(
11fj − 18fj−1 + 9fj−2 − 2fj−3
)2
+
13
108
(
6fj − 15fj−1 + 12fj−2 − 3fj−3
)2
+
1043
960
(
fj − 3fj−1 + 3fj−2 − fj−3
)2
+
1
70
(
11fj − 18fj−1 + 9fj−2 − 2fj−3
)(
fj − 3fj−1 + 3fj−2 − fj−3
)
=
1
36
(
11fj − 18(fj − hf ′j +
h2
2
f ′′j −
h3
6
f ′′′j +
h4
24
f
iv)
j +O(h
5))
+9(fj − 2hf ′j +
4h2
2
f ′′j −
8h3
6
f ′′′j +
16
24
h4f
iv)
j +O(h
5))
−2(fj − 3hf ′j +
9h2
2
f ′′j −
27h3
6
f ′′′j +
81
24
h4f
iv)
j +O(h
5))
)2
+
13
108
(
6fj − 15(fj − hf ′j +
h2
2
f ′′j −
h3
6
f ′′′j +
h4
24
f
iv)
j +O(h
5))
+12(fj − 2hf ′j +
4h2
2
f ′′j −
8h3
6
f ′′′j +
16
24
h4f
iv)
j +O(h
5))
−3(fj − 3hf ′j +
9h2
2
f ′′j −
27h3
6
f ′′′j +
16
24
h4f
iv)
j +O(h
4))
)2
+
1043
960
(
fj − 3(fj − hf ′j +
h2
2
f ′′j −
h3
6
f ′′′j +
h4
24
f
iv)
j +O(h
5))
+3(fj − 2hf ′j +
4h2
2
f ′′j −
8h3
6
f ′′′j +
16
24
h4f
iv)
j ++O(h
5))
−(fj − 3hf ′j +
9h2
2
f ′′j −
27h3
6
f ′′′j +
81
24
h4f
iv)
j +O(h
5))
)2
+
1
70
(
11fj − 18fj−1 + 9fj−2 − 2fj−3
)(
fj − 3fj−1 + 3fj−2 − fj−3
)
=
1
36
(
6hf ′j −
3
2
h4f
iv)
j +O(h
5)
)2
+
13
108
(
3h2f ′′j −
11
6
h4f
iv)
j +O(h
5)
)2
+
1043
960
(
h3f ′′′j −
3
2
h4f
iv)
j +O(h
5)
)2
+
1
70
(
6hf ′j −
3
2
h4f
iv)
j +O(h
5)
)(
h3f ′′′j −
3
2
h4f
iv)
j +O(h
5)
)
.
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De igual forma, obtenemos
ISj+1 =
1
36
(2fj+1 + 3fj − 6fj−1 + fj−2)2
+
13
12
(fj+1 − 2fj + fj−1)2
+
1043
960
(fj+1 − 3fj + 3fj−1 − fj−2)2
+
1
72
(2fj+1 + 3fj − 6fj−1 + fj−2)(fj+1 − 3fj + 3fj−1 − fj−2)
=
1
36
(
6hf ′j +
1
2
h4f
iv)
j +O(h
5)
)2
+
13
12
(
h2f ′′j +
1
12
h4f
iv)
j +O(h
5)
)2
+
1043
960
(
h3f ′′′j −
1
2
h4f
iv)
j +O(h
5)
)2
+
1
70
(
6hf ′j +
1
2
h4f
iv)
j +O(h
5)
)(
h3f ′′′j −
1
2
h4f
iv)
j +O(h
5)
)
y
ISj+2 =
1
36
(−fj+2 + 6fj+1 − 3fj − 2fj−1)2
+
13
12
(fj+2 − 2fj+1 + fj)2
+
1043
960
(fj+2 − 3fj+1 + 3fj − fj−1)2
+
1
72
(−fj+2 + 6fj+1 − 3fj − 2fj−1)(fj+2 − 3fj+1 + 3fj − fj−1)
=
1
36
(
6hf ′j −
1
2
h4f
iv)
j +O(h
5)
)2
+
13
12
(
h2f ′′j + h
3f ′′′j +
7
12
h4f
iv)
j +O(h
5)
)2
+
1043
960
(
h3f ′′′j +
1
2
h4f
iv)
j +O(h
5)
)2
+
1
70
(
6hf ′j −
1
2
h4f
iv)
j +O(h
5)
)(
h3f ′′′j +
1
2
h4f
iv)
j +O(h
5)
)
En los tres casos, si f ′j 6= 0 obtenemos ISj+k = D(1 + O(h2)) y,
por tanto, obtendríamos el orden óptimo. En cambio, si f ′j = f
′′
j = 0
tan sólo tenemos ISj+k = D(1+O(h)) y según las Proposiciones 4.2
y 4.3 sólo podremos alcanzar O(h5). Esto motiva a buscar alguna
alternativa para conseguir orden óptimo independientemente de si
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f ′j = f
′′
j = 0 en algún punto. Este problema también aparece para
r = 3 en medias en celda. En el Capítulo 6 planteamos modificar
las hipótesis de las Proposiciones 4.2 y 4.3, de forma que si to-
mamos ε = h2 podemos probar que también en el caso en que
f ′j = f
′′
j = 0 obtenemos el orden óptimo.
5
Experimentos
numéricos 1D para
valores puntuales
5.1
Introducción
En este capítulo se muestran los resultados obtenidos median-
te los distintos experimentos numéricos realizados con funciones
unidimensionales.
En estos experimentos se utilizan los algoritmos de multirre-
solución en el contexto de valores puntuales con operadores re-
construcción calculados a partir de polinomios interpoladores de
Lagrange a trozos.
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Identificamos cada técnica de reconstrucción mediante los si-
guientes acrónimos.
LIN - interpolación lineal centrada, en los intervalos donde
el stencil centrado queda dentro del dominio computacional
(Sección 1.4). En los intervalos cercanos a la frontera, utili-
zamos stencils hacia la izquierda o hacia la derecha, según el
caso, de forma que se utilice sólo la información disponible
(se puede encontrar más información sobre esta técnica en
[10] y [23]).
ENO - interpolación ENO, con selección jerárquica del stencil
(Sección 1.5).
SR - interpolación ENO con resolución subcelda y selección
jerárquica del stencil (Sección 1.6).
LIU - interpolación WENO con el indicador de Liu et al (Sec-
ción 4.4.1).
SHU - interpolación WENO con el indicador de suavidad defi-
nido por Jiang y Shu (Sección 4.4.2).
A continuación se indica el número de nodos utilizados en la
interpolación. En el caso de interpolación lineal, ENO y ENO-SR,
indicaremos con 4 y 6 la interpolación hecha con stencils formados
por 4 y 6 nodos, respectivamente. Para la interpolación WENO
utilizaremos los valores 2 y 3 para indicar el número de stencils
que intervienen en la combinación convexa que da el interpolante.
En esta serie de experimentos, los coeficientes de escala son
truncados según la siguiente estrategia: dada una tolerancia ǫ,
consideramos los parámetros de truncamiento ǫk = ǫ en cada nivel
de resolución. Además, con el objetivo de asegurar la estabilidad
de la interpolación ENO y ENO-SR, utilizamos la técnica de control
del error (Algoritmo 1.1).
Al igual que en el Capítulo 3, para analizar la capacidad de
compresión de cada una de las técnicas de reconstrucción, lo que
haremos será representar la localización de los coeficientes de es-
cala que se encuentran por encima de la tolerancia dada para cada
nivel de resolución.
Tomaremos JL = 1024 y J0 = 8.
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5.2
Experimentos numéricos
Pasamos ahora al primer grupo de experimentos, consistente
en la compresión de los datos discretos asociados a una función
con una discontinuidad de salto.
Función con discontinuidad de salto
La función que consideramos, que se muestra en la Figura 5.1,
es la siguiente:
f(x) =
{
0,5 sin(πx), 0 ≤ x ≤ 2/3
− sin(πx) + 0,5, 2/3 < x ≤ 1 (5.1)
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
−0.4
−0.3
−0.2
−0.1
0
0.1
0.2
0.3
0.4
0.5
Figura 5.1: Función con discontinuidad de salto.
Consideramos como datos discretos los valores puntuales de la
función (5.1). Como se vio en la Sección 1.4, la interpolación li-
neal basada en stencils centrados formados por 2r nodos resulta
en regiones de poca exactitud formadas por 2r − 1 intervalos. Esto
se puede apreciar en las Figuras 5.2(a)-(b) y 5.4(a)-(b). donde se
muestra la localización de los coeficientes de escala obtenidos con
la reconstrucción lineal para 4 y 6 nodos. En el primer caso se
observan tres intervalos de poca exactitud en cada nivel de reso-
lución, mientras que para 6 nodos hay cinco intervalos afectados
por la discontinuidad en cada escala.
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Por otra parte, vemos que aunque para ǫ = 10−2 no existe mucha
diferencia entre los resultados obtenidos con las interpolaciones
de cuarto y sexto orden, si reducimos la tolerancia la diferencia
es más significativa, y la interpolación de sexto orden proporciona
una mayor exactitud con un número similar de detalles en la des-
composición, por lo que su capacidad de compresión será mayor
que la de la interpolación de cuarto orden.
Si comparamos estos resultados con los obtenidos para la téc-
nica ENO (Figuras 5.2(c)-(d) y 5.4(c)-(d)) podemos ver, como se ex-
plicó en la Sección 1.5, que la región afectada por la discontinui-
dad se reduce a un intervalo, que es el que contiene dicha disconti-
nuidad, independientemente del orden de interpolación. Como en
el caso lineal, las diferencias entre distintos órdenes de interpola-
ción no son visibles a menos que tomemos tolerancias pequeñas.
Por otra parte, si consideramos la técnica ENO-SR, vemos en
las Figuras 5.2(e)-(f) y 5.4(e)-(f) que los resultados obtenidos coin-
ciden con los de la técnica ENO. Esto es debido a que los valores
puntuales de una función con discontinuidad de salto no propor-
cionan ninguna información sobre la localización de la disconti-
nuidad. En el contexto de medias en celda, este salto correspon-
derá a una esquina en la función primitiva de f , por lo que la
técnica SR sí que introducirá mejoras en la reconstrucción.
Por último, consideramos los resultados obtenidos a partir de
la técnica WENO, que se muestran en las Figuras 5.3 y 5.5.
Observamos que cuando utilizamos la definición de Jiang y Shu
los resultados mejoran respecto a los obtenidos con la definición
de Liu et al. Además, la región afectada por la discontinuidad está
formada por un intervalo en cada nivel de resolución, con lo que
comprobamos que el interpolante WENO emula el comportamiento
ENO frente a las singularidades. Comparando estos resultados con
los correspondientes a las técnicas anteriores vemos que cuando
se utilizan 4 nodos en la construcción del polinomio interpolador,
el interpolante WENO (que alcanza un orden de exactitud teórico
igual a 6) proporciona una mayor exactitud que la reconstrucción
ENO de cuarto orden, pero no llega a igualar los resultados obteni-
dos con la interpolación ENO de sexto orden, cuando la tolerancia
es pequeña.
Para acabar con el análisis de la discontinuidad de salto, en la
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Figura 5.2: Función con discontinuidad de salto: (a) LIN4, (b) LIN6, (c)
ENO4, (d) ENO6, (e) SR4, (f) SR6; ǫ = 10−2.
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Figura 5.3: Función con discontinuidad de salto: (a) LIU2, (b) SHU2, (c)
LIU3, (d) SHU3; ǫ = 10−2.
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Figura 5.4: Función con discontinuidad de salto: (a) LIN4, (b) LIN6, (c)
ENO4, (d) ENO6, (e) SR4, (f) SR6; ǫ = 5 · 10−6.
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Figura 5.5: Función con discontinuidad de salto: (a) LIU2, (b) SHU2, (c)
LIU3, (d) SHU3; ǫ = 5 · 10−6.
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Tabla 5.1 se muestran de forma resumida los resultados obtenidos
con las distintas técnicas de reconstrucción, para los dos valores
de la tolerancia considerados, ǫ = 10−2 y ǫ = 5 · 10−6. Para cada uno
de estos valores se indica el valor del error de la reconstrucción
evaluado en las normas || · ||∞, || · ||1 y || · ||2, así como el número de
coeficientes de escala que quedan después de aplicar la estrategia
de truncamiento.
|| · ||∞ || · ||1 || · ||2 nnz || · ||∞ || · ||1 || · ||2 nnz
LIN4 2.7e-4 6.6e-5 1.1e-4 22 1.6e-6 4.1e-7 5.4e-7 39
ENO4 4.8e-4 1.2e-4 1.7e-4 9 2.7e-6 5.8e-7 7.4e-7 29
SR4 4.8e-4 1.2e-4 1.7e-4 9 2.7e-6 5.8e-7 7.4e-7 29
LIU2 3.6e-3 9.3e-4 1.4e-3 7 5.0e-6 8.9e-7 1.3e-6 50
SHU2 3.6e-3 7.1e-4 1.2e-3 7 4.1e-6 6.9e-7 9.7e-7 32
LIN6 9.8e-3 1.4e-3 2.9e-3 23 5.6e-7 6.9e-8 1.2e-7 38
ENO6 3.9e-5 7.9e-6 1.3e-5 9 7.2e-6 1.5e-7 2.2e-7 14
SR6 3.9e-5 7.9e-6 1.3e-5 9 7.2e-6 1.5e-7 2.2e-7 14
LIU3 5.2e-4 8.1e-5 1.4e-4 9 4.6e-6 9.0e-7 1.5e-6 22
SHU3 5.4e-4 8.6e-5 1.5e-4 9 2.0e-6 2.5e-7 4.6e-7 21
Tabla 5.1: Errores y y elementos distintos de cero (nnz) para la función
con discontinuidad de salto, ǫ = 10−2 (izquierda) y ǫ = 5 · 10−6 (derecha).
Función con esquina
Consideramos ahora para nuestros experimentos una función
con una discontinuidad de salto en su primera derivada. Esta fun-
ción se muestra en la Figura 5.6 y su expresión viene dada por:
f(x) =
∣∣∣∣sin
(
3
2
π
(
x− 1
3
))∣∣∣∣ (5.2)
La función (5.2) presenta una esquina en x = 1/3. El efecto
de esta singularidad cuando trabajamos con valores puntuales es
más débil que el efecto de un salto, como se puede ver en las
Figuras 5.7, 5.8, 5.9 y 5.10.
En el caso de interpolación lineal la región afectada por la sin-
gularidad es mayor que para las técnicas no lineales, aunque en
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Figura 5.6: Función con esquina.
este caso no se produce un aumento del número de intervalos que
forman esta región cuando aumentamos el orden de la interpola-
ción, si tomamos un parámetro de truncamiento ǫ = 10−2.
Para la técnica ENO observamos un comportamiento similar
al presentado ante la discontinuidad de salto, excepto cuando re-
ducimos la tolerancia. En este caso, el proceso de selección del
stencil resulta en cierto modo “engañado” por la singularidad, y
observamos un efecto similar al que se produce cuando utilizamos
interpolación lineal.
Con la técnica SR vemos que el efecto de la singularidad queda
anulado, debido a que en este caso se trata de una esquina, que
proporciona información para localizar la singularidad.
Por último, por lo que respecta a los resultados obtenidos uti-
lizando la técnica WENO, vemos que el indicador de suavidad de-
finido por Liu et al. reconoce la singularidad, mientras que con el
indicador definido por Jiang y Shu se produce la misma situación
que con la reconstrucción ENO. Comparando con las otras téc-
nicas no lineales, observamos el mismo comportamiento que con
la discontinuidad de salto, es decir, que con interpolación basada
en 4 nodos, el interpolante WENO mejora los resultados obtenidos
con ENO, sin llegar a equipararse a la reconstrucción ENO de or-
den 6, pero la técnica ENO-SR continúa proporcionando mejores
resultados que la técnica WENO.
En la Tabla 5.2 se resumen los resultados anteriores, junto
con los errores en las reconstrucciones obtenidas con las distintas
técnicas de interpolación.
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Figura 5.7: Función con esquina: (a) LIN4, (b) LIN6, (c) ENO4, (d) ENO6, (e)
SR4, (f) SR6; ǫ = 10−2.
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Figura 5.8: Función con discontinuidad de esquina: (a) LIU2, (b) SHU2, (c)
LIU3, (d) SHU3; ǫ = 10−2.
|| · ||∞ || · ||1 || · ||2 nnz || · ||∞ || · ||1 || · ||2 nnz
LIN4 8.5e-3 1.0e-3 1.6e-3 11 4.9e-6 6.7e-7 1.2e-6 61
ENO4 8.7e-3 1.2e-3 1.7e-3 7 4.9e-6 8.4e-7 1.4e-6 55
SR4 8.4e-3 1.4e-3 1.9e-3 4 4.9e-6 8.5e-7 1.4e-6 52
LIU2 9.8e-3 2.7e-3 3.7e-3 7 4.7e-6 8.8e-7 1.3e-6 83
SHU2 9.4e-3 2.1e-3 2.9e-3 8 4.8e-6 4.3e-7 7.8e-7 65
LIN6 8.8e-3 1.5e-3 2.5e-3 10 3.4e-6 9.5e-7 1.4e-6 40
ENO6 9.0e-3 5.6e-4 1.1e-3 6 3.4e-6 1.3e-6 1.7e-6 18
SR6 4.1e-3 6.1e-4 1.1e-3 2 3.4e-6 1.4e-6 1.7e-6 14
LIU3 8.7e-3 8.1e-4 1.3e-3 7 4.9e-6 8.9e-7 1.3e-6 32
SHU3 8.5e-3 9.2e-4 1.7e-3 9 4.5e-6 8.2e-7 1.5e-6 44
Tabla 5.2: Errores y elementos distintos de cero (nnz) para la función con
discontinuidad con esquina, ǫ = 10−2 (izquierda) y ǫ = 5 · 10−6 (derecha).
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Figura 5.9: Función con esquina: (a) LIN4, (b) LIN6, (c) ENO4, (d) ENO6, (e)
SR4, (f) SR6; ǫ = 5 · 10−6.
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Figura 5.10: Función con discontinuidad de esquina: (a) LIU2, (b) SHU2,
(c) LIU3, (d) SHU3; ǫ = 5 · 10−6.
6
Resultados sobre WENO
para valores puntuales
6.1
Introducción
Este Capítulo puede entenderse como una continuación del Ca-
pítulo 4 sobre WENO para valores puntuales. Aquí, por una parte,
introducimos tres nuevos indicadores de suavidad. También pre-
sentamos un marco unificado que permite, esencialmente usando
las propiedades de los interpoladores de Lagrange, probar los si-
guientes resultados para cualquier r:
1. El orden de la interpolación es 2r en regiones suaves. Esto es
cierto incluso si en algún punto f ′j = f
′′
j = 0. Recordemos que
según hemos visto al final del Capítulo 4 en este caso no se
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deducía el orden óptimo.
2. El orden de la interpolación es r + 1, el mismo que se obtie-
ne con los interpoladores ENO, cuando la función tiene una
discontinuidad en el stencil de 2r puntos pero es suave en al
menos uno de los substencils de r + 1 puntos.
3. Los pesos ideales se obtienen de forma cerrada.
Todos estos resultados han sido obtenidos utilizando un estudio
cuidadoso que destaca la importancia de la elección del parámetro
ε, que aparece en la definición de los pesos para evitar denomina-
dores nulos, como ε = h2.
6.2
Interpolación WENO
El objetivo de esta sección es definir un operador predicción
(1.13) con un orden alto de exactitud en las regiones suaves de la
función f .
La técnica de interpolación WENO apareció como una mejora
sobre las reconstrucciones ENO de valores de puntuales a partir
de medias en celda, utilizados para esquemas HRSC para leyes de
conservación. Usando los stencils de r + 1 nodos, las reconstruc-
ciones ENO proporcionan un orden de exactitud de r + 1 excepto
en aquellos subintervalos que contienen singularidades. Esto se
consigue después de un proceso de selección del stencil en el cual
se escoge el stencil en el cual la función interpolada es “más sua-
ve” en algún sentido. Este proceso de selección es sensible al error
de redondeo y puede conducir a la elección de un stencil que no
sea el más conveniente.
Por otra parte, en vez de considerar sólo un stencil conteniendo
r+1 nodos, podríamos tomar la información proporcionada por los
2r nodos que participan en el proceso de selección y obtener un
orden de exactitud 2r en las regiones donde la función es suave.
Si denotamos Sj+k, k = 0, . . . , r − 1, los r stencils candidatos que
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contienen xj−1, xj:
Sj+k = {xj+k−r, . . . , xj+k}, k = 0, . . . , r − 1 (6.1)
y prj+k(x) el polinomio interpolador definido en el stencil Sj+k, en-
tonces el interpolante WENO viene dado por una combinación con-
vexa:
qj(x) =
r−1∑
k=0
ωjkp
r
j+k(x) donde ω
j
k ≥ 0, k = 0, . . . , r− 1,
r−1∑
k=0
ωjk = 1, (6.2)
y el correspondiente operador predicción viene dado por:
I(xl−1
j− 1
2
; f l−1) =
r−1∑
k=0
ωjkp
r
j+k(x
l−1
j− 1
2
). (6.3)
Como podemos considerar el nivel de resolución l como fijo, en
el resto de la sección eliminaremos el superíndice l − 1 para fa-
cilitar la notación y simplemente denotaremos h, xj , fj, en vez de
hl−1, xl−1j , f
l−1
j .
Los pesos deberían ser seleccionados con el objetivo de alcanzar
el orden de exactitud 2r en regiones donde la función es suave.
Siguiendo las ideas originales de [33], brevemente recordamos que
esta exactitud puede ser alcanzada basada en una aproximación
p2r−1j+r−1(xj− 1
2
) = f(xj− 1
2
) +O(h2r), (6.4)
por el interpolador p2r−1j+r−1 definido por el stencil {xj−r, . . . , xj+r−1},
siempre que f sea suave en la región determinada por dicho sten-
cil. Por otra parte, tenemos r aproximaciones de orden r + 1
prj+k(xj− 1
2
) = f(xj− 1
2
) +O(hr+1), (6.5)
basadas en los stencils Sj+k, k = 0, . . . , r − 1. Como en WENO pa-
ra medias en celda, lo primero que haremos será determinar los
pesos óptimos, Cri ≥ 0, ∀i y
∑r−1
i=0 C
r
i = 1 tales que
p2r−1j+r−1(xj− 1
2
) =
r−1∑
i=0
Cri p
r
j+k(xj− 1
2
). (6.6)
El siguiente resultado nos da fórmulas explícitas para dichos
pesos óptimos.
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Proposición 6.1. Los pesos óptimos vienen dados por
Cri =
1
22r−1
(
2r
2i+ 1
)
, i = 0, . . . , r − 1.
Demostración. Los pesos óptimos deben verificar
p2r−1j+r−1(xj− 1
2
) =
r−1∑
i=0
Cri p
r
j+i(xj− 1
2
), (6.7)
para cualquier función f y cualquier r. Usando un cambio de va-
riables adecuado, podemos asumir j = 0, x− 1
2
= 0 y xk = 2k + 1,
k = −r, . . . , r − 1. Utilizando la base de Lagrange para cada polino-
mio interpolador, obtenemos
p2r−1r−1 =
r−1∑
k=−r
fkLk, Lk =
r−1∏
l=−r,l 6=k
x− (2l + 1)
2k + 1− (2l + 1); (6.8)
pri =
i∑
k=r−i
fkL
i
k, L
i
k =
i∏
l=i−r,l 6=k
x− (2l + 1)
2k + 1− (2l + 1) . (6.9)
De (6.7), (6.8) y (6.9) obtenemos
r∑
k=−r
fkLk(0) =
r−1∑
i=0
Cri
i∑
k=r−i
fkL
i
k(0)
=
k∑
k=−r
fk
mı´n(k+r,r−1)∑
i=ma´x(k,0)
Cri L
i
k(0). (6.10)
Igualando los coeficientes de fk en (6.10) deducimos las ecua-
ciones equivalentes:
mı´n(k+r,r−1)∑
i=ma´x(k,0)
Cri L
i
k(0) = Lk(0), k = −r, . . . , r − 1 (6.11)
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De (6.8) y (6.9) podemos calcular:
Lk(0) =
(
−1
2
)2r−1 r−1∏
l=−r,l 6=k
2l + 1
k − l =
2r − 1
2k + 1
(
2r − 2
r − 1
)(
2r − 1
k + r
)
(−1)k
24r−3
Lik(0) =
(
−1
2
)r i∏
l=i−r,l 6=k
2l + 1
k − l =
2r − 1
2k + 1
(
2r − 2
r − 1
)(r−1
i
)(
r
r−i+k
)
(
2r
2i+1
) (−1)k
22r−2
,
lo que nos da las ecuaciones siguientes, después de sustituir en
(6.11):
mı´n(k+r,r−1)∑
i=ma´x(k,0)
(
r − 1
i
)(
r
r − i+ k
)
=
(
2r − 1
k + r
)
, k = −r, . . . , r − 1
mı´n(m,r−1)∑
i=ma´x(m−r,0)
(
r − 1
i
)(
r
m− i
)
=
(
2r − 1
m
)
, m = 0, . . . , 2r − 1.
La última ecuación se satisface debido a propiedades elemen-
tales de combinatoria.
Por otra parte, como
(
2r
2i+1
)
=
(
2r−1
2i
)
+
(
2r−1
2i+1
)
, deducimos:
r−1∑
i=0
Cri =
1
22r−1
r−1∑
i=0
(
2r
2i+ 1
)
=
1
22r−1
2r−1∑
i=0
(
2r − 1
i
)
= 1
Los pesos óptimos para r = 2, 3, 4, 5, obtenidos de la Proposición
6.1, aparecen en la Tabla 6.1.
k = 0 k = 1 k = 2 k = 3 k = 4
r = 2 1/2 1/2 - - -
r = 3 3/16 10/16 3/16 - -
r = 4 1/16 7/16 7/16 1/16 -
r = 5 5/256 60/256 126/256 60/256 5/256
Tabla 6.1: Pesos óptimos para r = 2, 3, 4, 5.
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6.3
Diseño de pesos óptimos no
lineales
Como en el artículo sobre WENO [33], la idea clave consiste en
fijarse en que si se definen pesos no lineales ωjk que satisfacen la
condición
ωjk = C
r
k +O(h
m), k = 0, . . . , r − 1 (6.12)
con m ≤ r − 1, entonces podemos probar (ver [33] o la proposición
siguiente), que
f(xj− 1
2
)− q(xj− 1
2
) = O(hr+m+1). (6.13)
Notar que si m = r − 1 en (6.12), entonces el orden de la aproxi-
mación de (6.13) es el mismo que el obtenido por el interpolador
p2r−1j+r−1, basado en todos los nodos implicados en el cálculo.
Otro objetivo del diseño de los pesos es la emulación de la inter-
polación ENO, en que los polinomios correspondientes a subinter-
valos donde la función tiene una singularidad deberían tener una
influencia insignificante en la combinación lineal, es decir, sus pe-
sos en la combinación deberían ser muy pequeños. Además, el
orden de aproximación alcanzado con la interpolación WENO no
debe ser peor que el de la interpolación ENO. Por otra parte, los
pesos deberían ser funciones suaves de los valores puntuales de la
función interpolada y poder ser calculados de una forma eficiente.
Con el objetivo de satisfacer dichas condiciones, los pesos se
definen, de igual forma que en [33], como sigue:
ωjk =
αjk∑r−1
i=0 α
j
i
, k = 0, . . . , r − 1 donde αjk =
Crk(
εh + I
j
k
)t , (6.14)
donde los valores positivos εh (pequeños y posiblemente depen-
dientes de h) son, en principio, introducidos para evitar denomi-
nadores nulos e Ijk es un indicador de la suavidad de la función
f en el stencil Sj+k. Los pesos definidos así verifican
∑
k ωk = 1
independientemente de los indicadores de suavidad elegidos.
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Omitimos el superíndice j, que indica el centro de los stencils
considerados para el cálculo de los pesos, para clarificar la ex-
posición de la siguiente proposición, en la que se tratan algunas
condiciones que deben satisfacer los indicadores de suavidad para
obtener las propiedades de la interpolación WENO.
Proposición 6.2. Sea Ik el indicador de suavidad de f en Sj+k
que verifica:
1. Ik = O(h2) si f es suave en Sj+k;
2. Ik 6→ 0, h→ 0, si f no es suave en Sj+k y
3. para algún m ≥ r − 1,
Il − Ik = O(hm+2), ∀ 0 ≤ k, l < r, (6.15)
siempre que f sea suave en todos los stencils Sj+k, k =
0, . . . , r − 1.
Entonces, si tomamos εh = h
2,
ωl = C
r
l (1 +O(hm))
f(xj− 1
2
)− q(xj− 1
2
) = O(h2r), (6.16)
en regiones donde f es suave en todos los stenciles y
f(xj− 1
2
)− q(xj− 1
2
) = O(hmı´n(2t,r+1)), (6.17)
si f es suave en al menos uno de los stencils Sj+k, k = 0, . . . , r−1.
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Demostración. Tenemos
Il − Ik
εh + Ik
t−1∑
i=0
(
εh + Il
εh + Ik
)i
=
Il − Ik
εh + Ik
(
εh+Il
εh+Ik
)t
− 1
εh+Il
εh+Ik
− 1
=
(
εh + Il
εh + Ik
)t
−
(
εh + Il
εh + Il
)t
=
1
(εh + Ik)t
− 1
(εh + Il)t
1
(εh + Il)t
(6.18)
Si f es suave en todos los stenciles y asumimos las hipótesis
de la Proposición, tenemos Il − Ik = O(hm+2), εk + Il = O(h2) y
εk + Ik = O(h2), de donde:
Il − Ik
εh + Ik
= O(hm) y εh + Il
εh + Ik
= O(1),
lo cual, junto con (6.18), nos da
1
(εh + Ik)t
=
1 +O(hm)
(εh + Il)t
. (6.19)
Entonces, para un valor fijo l y cualquier 0 ≤ k < r,
αk =
Crk
(εh + Ik)t
=
Crk(1 +O(hm))
(εh + Il)t
,
de donde,
r−1∑
k=0
αk =
1
(εh + Il)t
r−1∑
k=0
Crk(1 +O(hm)) =
1 +O(hm)
(εh + Il)t
,
ωl =
αl∑r−1
k=0 αk
=
Crl /(εh + Il)
t
(1 +O(hm))/(εh + Il)t = C
r
l (1 +O(hm)). (6.20)
Ahora, como en [33], por (6.4), (6.5), (6.2), (6.20), r +m+ 1 ≥ 2r
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y
∑r−1
k=0(C
r
k − ωk) = 0, obtenemos
f(xj− 1
2
)− q(xj− 1
2
) = f(xj− 1
2
)− p2r−1j+r−1(xj− 1
2
) + p2r−1j+r−1(xj− 1
2
)− q(xj− 1
2
)
= O(h2r) +
r−1∑
k=0
(Crk − ωk)prj+k(xj− 1
2
)
= O(h2r) +
r−1∑
k=0
(Crk − ωk)
(
prj+k(xj− 1
2
)− f(xj− 1
2
)
)
f(xj− 1
2
)− q(xj− 1
2
) = O(h2r) +
r−1∑
k=0
O(hm)O(hr+1) = O(h2r). (6.21)
Supongamos ahora que f tenga una singularidad en alguno
pero no todos los stencils Sj+k, k = 0, . . . , r− 1, y además asumimos
Ik 6→ 0 para los stencils donde f tiene una singularidad, siendo
Ik = O(h
2) en cualquier otro caso, entonces
αk =
{
O(1) f no suave en Sj+k
O(h−2t) f suave en Sj+k
, (6.22)
con lo que
∑r−1
k=0 αk = O(h−2t) y ωk = O(h2t) si Sj+k no es suave. Si
denotamos K = {k/f no suave en Sj+k}, entonces
f(xj− 1
2
)− q(xj− 1
2
) =
r−1∑
k=0
ωk
(
f(xj− 1
2
)− prj+k(xj− 1
2
)
)
=
∑
k∈K
O(h2t)O(1) +
∑
k/∈K
O(1)O(hr+1)
= O(hmı´n(r+1,2t)). (6.23)
Nota 6.1. Si εh = h2 y 2t ≥ r + 1, entonces (6.17) implica que el
orden de exactitud del interpolante WENO es r + 1, al menos tan
bueno como el interpolante ENO. Desde el punto de vista teórico, la
utilización en (6.14) de un εh fijo no evita que (6.16) sea cierto, pero
sería peor que ENO en las regiones no suaves. En la práctica, se
suele utilizar un εh fijo, εh ≈ 10−5, 10−6. Esto verifica εh ≈ h2 para
h ≈ 10−3, pero, como muestra el Ejemplo 6.1, la aproximación WENO
con un εh fijo puede ser peor que la correspondiente aproximación
ENO cerca de singularidades cuando h→ 0.
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6.4
Indicadores de suavidad
En [27] Jiang y Shu, dentro del contexto de medias en celdas,
definieron un indicador de suavidad, de la siguiente forma:
Ijk =
r∑
l=1
∫ xj
xj−1
h2l−1(p
(l)
j+k(x))
2 dx. (6.24)
El término h2l−1 fue introducido para eliminar factores depen-
dientes de la h en las derivadas de los polinomios pj+k(x) obtenidos
a partir de las medias en celdas.
Nuestro objetivo es utilizar (6.24) como el indicador de suavidad
Ia, solamente sustituyendo los polinomios pj+k obtenidos a partir
de medias en celda por los obtenidos a partir de valores puntuales.
También propondremos dos indicadores más, obtenidos discreti-
zando (6.24) según la regla del punto medio:
(Ib)jk =
r∑
l=1
h2l(p
(l)
j+k(xj−1/2))
2, (6.25)
o la regla del trapecio:
(Ic)jk =
r∑
l=1
h2l((p
(l)
j+k(xj−1))
2 + (p
(l)
j+k(xj))
2)/2. (6.26)
Nota 6.2. Obtendremos las propiedades deseadas de orden de apro-
ximación óptimo utilizando un contexto común, en el que previamen-
te trasladamos j a 0.
Para f ∈ Cr(−d, d), con d proporcional a h, definimos la forma
cuadrática semidefinida positiva:
Ih(f) =
r∑
l=1
h2l−1φh((f
(l))2)
donde φh es un funcional lineal que verifica
φh(f) ≥ 0, si f(x) ≥ 0, ∀x ∈ [−h, 0], (6.27)
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y
φh(x
m) = αmh
m+1, α0 = 1. (6.28)
Hay que notar que las hipótesis nos están dando que una serie
de potencias de Taylor de f conduce a series de potencias de φh(f)
en h:
φh(f) = h
∞∑
m=0
αmf
(m)(0)
m!
hm. (6.29)
Los indicadores de suavidad anteriores pueden ser respectiva-
mente obtenidos con los siguientes funcionales:
φh(f) =
∫ 0
−h
f(x)dx, αm=
(−1)m
m+ 1
(6.30)
φh(f) = hf(−h/2), αm=(−1)
m
2m
(6.31)
φh(f) =
h
2
(f(0) + f(−h)), α0 =1, αm = (−1)
m
2
, m ≥ 1 (6.32)
Los resultados siguientes fijan el punto principal del diseño de
pesos de orden óptimo, asegurando que los indicadores de suavi-
dad obtenidos como Ih(p), con p un polinomio interpolador de f ,
verifican las hipótesis de la Proposición 6.2 con m = r ≥ r − 1.
Proposición 6.3. Si f ∈ Cr(−d, d), d > 0, y denotamos s =
ma´x{j/f (i)(0) = 0, ∀i ≤ j} entonces:
1. Ih(f) = K(f
(s+1)(0))2h2s+2 + o(h2s+2), K 6= 0.
2. Si p es un polinomio interpolador de f en los nodos (−d, d),
entonces Ih(p)− Ih(f) = O(hr+s+2).
3. Si p, q son polinomios interpoladores de f en los nodos
(−d, d), entonces
Ih(q)− Ih(p) = O(hr+s+2), (6.33)
Ih(q)− Ih(p)
Ih(p)
= O(hr−s). (6.34)
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Demostración. Para l ≤ s + 1, tenemos las expansiones de Taylor
de f (l):
f (l)(x) =
f (s+1)(0)
(s+ 1− l)!x
s+1−l + o(xs+1−l), (6.35)
la cual, elevando al cuadrado, nos da:
(f (l))2(x) =
(
f (s+1)(0)
)2(
(s+ 1− l)!)2x2(s+1−l) + o(x2(s+1−l)).
Aplicando φh obtenemos
φh((f
(l))2) =
(
f (s+1)(0)
)2 α2(s+1−l)(
(s+ 1− l)!)2h2(s+1)−2l+1 + o(h2(s+1)−2l+1),
lo que nos da:
Ih(f) =
r∑
l=1
h2l−1φh((f
(l))2)
=
(
f (s+1)(0)
)2 s+1∑
l=1
( α2(s+1−l)(
(s+ 1− l)!)2h2(s+1) + o(h2(s+1))
)
+
r∑
l=s+2
h2lO(1)
= K
(
f (s+1)(0)
)2
h2s+2 + o(h2s+2),
donde K =
∑s
l=0
α2l
(2l)!2
> 0, por lo que (6.27) y (6.28) implica:
α2l ≥ mı´nx∈[−h,0] x
2l
h2l+1
≥ 0, α0 = 1.
De (6.27) y (6.28) deducimos
h mı´n
x∈[−h,0]
f(x) ≤ φh(f) ≤ h ma´x
x∈[−h,0]
f(x), (6.36)
y de esto:
|φh(f)| ≤ ‖f‖h, ‖f‖ = ma´x
x∈[−h,0]
|f(x)|,
de donde
|Ih(p)− Ih(f)| ≤
r∑
l=1
h2l‖(p(l))2 − (f (l))2‖ (6.37)
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Ahora, sea p un polinomio interpolador en nodos de (−d, d). Si
tenemos en cuenta que p(l) − f (l) = O(hr+1−l) y que (6.35) no da
f (l) = O(hs+1−l), l ≤ s+ 1, entonces deducimos:
(p(l))2 − (f (l))2 = (p(l) − f (l))2 + 2(p(l) − f (l))f (l)
= O(hr+1−l)2 +O(hr+1−l)O(hs+1−l) = O(hr+s+2−2l), ∀l ≤ s+ 1.
Si sustituimos esto en (6.37):
|Ih(p)− Ih(f)| ≤
s+1∑
l=1
h2lO(hr+s+2−2l) +
r∑
l=s+2
h2lO(1) = O(hr+s+2).
Ahora, para obtener (6.33) y (6.34) utilizamos los resultados
previos:
Ih(q)− Ih(p) = Ih(q)− Ih(f) + Ih(f)− Ih(p) = O(hr+s+2)
Ih(q)− Ih(p)
Ih(p)
=
Ih(q)− Ih(p)
Ih(f)− Ih(f) + Ih(p)
=
O(hr+s+2)
Ah2s+2 +O(hr+s+2)
=
O(hr−s)
A+O(hr−s) = O(h
r−s),
donde A = K(f (s+1)(0))2 6= 0.
Los corolarios siguientes resumen los resultados más impor-
tantes obtenidos con el interpolante WENO:
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Corolario 6.1. Sea f ∈ C2r([xj−r, xj+r−1]) y s = ma´x{m/f (i)(xj) =
0, ∀i ≤ m}. Si definimos
I(x
j− 1
2
; f ) =
r−1∑
k=0
ωkp
r
j+k(xj− 1
2
). (6.38)
donde
ωk =
αk∑r−1
i=0 αi
, k = 0, . . . , r − 1 y αk = C
r
k(
h2 + Ia,b,ck
)t , (6.39)
entonces
f(xj− 1
2
)− I(x
j− 1
2
; f ) = O(h2r), (6.40)
Demostración. El resultado se sigue de (6.16), ya que (6.33) nos
permite tomar r + s ≥ r − 1 en (6.15).
El resultado siguiente indica que la interpolación WENO es al
menos tan exacta como la interpolación ENO en discontinuidades
de salto si al menos hay un stencil en el cual la función es suave.
Corolario 6.2. Sea f tal que f ∈ Cr+1((−d, d) \ {0}), d > 0 y f(0) =
f(0−) 6= f(0+) y elegimos t en (6.14) tal que 2t ≥ r + 1. Entonces
f(−h/2)− I(−h/2; f) = O(hr+1). (6.41)
Demostración. Sea p el interpolador de f en los nodos {xk−r, . . . , xk}.
Por la Proposición 6.2 y la hipótesis de suavidad, tenemos I0(f) =
O(h2).
Ahora, consideremos k > 0. El primer término en la definición
del indicador de suavidad Iak (f) (la prueba para los indicadores I
b,c
es similar) en el stencil {xk−r, . . . , xk}, es
h
∫ 0
−h
(p′(x))2dx.
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Con el cambio de variables x = hy, esto puede ser escrito como
∫ 0
−1
(q′h(y))
2dy,
donde qh es el polinomio de interpolación de fh(y) = f(hy) en el
stencil {k − r, . . . , k}. La expresión para este polinomio es:
qh(y) =
r∑
i=0
fh[k−r, . . . , k−r+i]qi(y), qi(y) = (y−(k−r)) . . . (y−(k−r+i)),
donde fh[· · · ] denota las diferencias no divididas de fh. La derivada
de qh viene dada por
q′h(y) =
r∑
i=1
fh[k − r, . . . , k − r + i]q′i(y).
Entonces
l´ım
h→0
h
∫ 0
−h
(p′(x))2dx =
∫ 0
−1
(l´ım
h→0
q′h(y))
2dy
=
∫ 0
−1
(
r∑
i=1
l´ım
h→0
fh[k − r, . . . , k − r + i]q′i(y))2dy.
(6.42)
Pero, para k − r + i > 0, esto es, para i > r − k, tenemos:
l´ım
h→0
fh[k − r, . . . , k − r + i] = l´ım
h→0
i∑
j=0
(−1)j
(
i
j
)
fh(k − r + j)
=
i∑
j=0
(−1)j
(
i
j
)
l´ım
h→0
f((k − r + j)h)
=
r−k∑
j=0
(−1)j
(
i
j
)
f(0−) +
i∑
j=r−k+1
(−1)j
(
i
j
)
f(0+)
= (f(0+)− f(0−))
i∑
j=r−k+1
(−1)j
(
i
j
)
6= 0,
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y por tanto
r∑
i=1
l´ım
h→0
fh[k−r, . . . , k−r+i]q′i(y) =
r∑
i=m−k+r+1
l´ım
h→0
fh[k−r, . . . , k−r+i]q′i(y) 6= 0,
lo cual, junto con (6.42), implica que Ik(f) 6→ 0 cuando h → 0. Por
la Proposición 6.2, obtenemos (6.41).
Nota 6.3. Si f es continua no podemos garantizar una aproximación
de orden r + 1 en los puntos donde f ′ tiene una discontinuidad de
salto, como veremos en el ejemplo 6.2.
6.5
Evaluación del indicador de
suavidad
Sea p un polinomio de grado r, dado por:
p =
r∑
k=0
δk(x/h)
k.
La derivada l-ésima de p viene dada por:
p(l) = l!
r−l∑
k=0
δk+l
hk+l
(
k + l
l
)
xk, l ≤ r.
Entonces deducimos:
(p(l))2 = (l!)2
r−l∑
k=0
r−l∑
i=0
δk+lδi+l
(
k + l
l
)(
i+ l
l
)
xi+k
1
hi+k+2l
Si aplicamos φh a ambos lados de dicha ecuación, teniendo en
cuenta (6.28) y utilizando la igualdad de la definición de Ih(p), ob-
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tenemos:
Ih(p) =
r∑
l=1
h2l−1φh((p
(l))2)
=
r∑
l=1
h2l−1(l!)2
r−l∑
k=0
r−l∑
i=0
δk+lδi+l
(
k + l
l
)(
i+ l
l
)
φ(xi+k)
1
hi+k+2l
=
r∑
l=1
h2l−1(l!)2
r−l∑
k=0
r−l∑
i=0
δk+lδi+l
(
k + l
l
)(
i+ l
l
)
αi+kh
i+k+1 1
hi+k+2l
=
r∑
l=1
(l!)2
r−l∑
k=0
r−l∑
i=0
δk+lδi+l
(
k + l
l
)(
i+ l
l
)
αi+k
Ih(p) =
r∑
i=1
δ2i
i∑
l=1
(l!)2
(
i
l
)2
α2i−2l + 2
r∑
i=1
r∑
j=i+1
δiδj
i∑
l=1
(l!)2
(
i
l
)(
j
l
)
αi+j−2l.
(6.43)
De (6.30)–(6.32) calculamos los coeficientes de los monomios
cuadráticos que aparecen en (6.43) para los indicadores Ia,b,c y
r = 2, 3 y obtenemos expresiones que son más eficientes compu-
tacionalmente tomando los cuadrados de cada expresión.
Para r = 2, el indicador de suavidad es:
Ia = δ21 − 2δ1δ2 +
16
3
δ22 = (δ1 − δ2)2 +
13
3
δ22 (6.44)
Ib = δ21 − 2δ1δ2 + 5δ22 = (δ1 − δ2)2 + 4δ22 (6.45)
Ic = δ21 − 2δ1δ2 + 6δ22 = (δ1 − δ2)2 + 5δ22 (6.46)
Los coeficientes δ1, δ2 de p20 vienen dados por:
δ1 =
3
2
f0 − 2f−1 + 1
2
f−2
δ2 =
1
2
f0 − f−1 + 1
2
f−2
y para p21 por:
δ1 = −1
2
f−1 +
1
2
f1
δ2 =
1
2
f−1 − f0 + 1
2
f1
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Ahora, para r = 3, el indicador de suavidad es:
Ia = δ21 − 2δ1δ2 + 2δ1δ3 +
16
3
δ22 − 15δ2δ3 +
249
5
δ23
= (δ1 − δ2 + δ3)2 + 13
3
(δ2 − 3
2
δ3)
2 +
781
20
δ23 . (6.47)
Ib = δ21 − 2δ1δ2 +
3
2
δ1δ3 + 5δ
2
2 −
27
2
δ2δ3 +
729
16
δ23
= (δ1 − δ2 + 3
4
δ3)
2 + 4(δ2 − 3
2
δ3)
2 + 36δ23. (6.48)
Ic = δ21 − 2δ1δ2 + 3δ1δ3 + 6δ22 − 18δ2δ3 +
117
2
δ23
= (δ1 − δ2 + 3
2
δ3)
2 + 5(δ2 − 3
2
δ3)
2 + 45δ23. (6.49)
donde los coeficientes vienen dados por:
δ1 = −1
3
f−3 +
3
2
f−2 − 3f−1 + 11
6
f0
δ2 = −1
2
f−3 + 2f−2 − 5
2
f−1 + f0
δ3 = −1
6
f−3 +
1
2
f−2 − 1
2
f−1 +
1
6
f0
para p30,
δ1 =
1
6
f−2 − f−1 + 1
2
f0 +
1
3
f1
δ2 =
1
2
f−1 − f0 + 1
2
f1
δ3 = −1
6
f−2 +
1
2
f−1 − 1
2
f0 +
1
6
f1
para p31, y
δ1 = −1
3
f−1 − 1
2
f0 + f1 − 1
6
f2
δ2 =
1
2
f−1 − f0 + 1
2
f1
δ3 = −1
6
f−1 +
1
2
f0 − 1
2
f1 +
1
6
f2
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para p32.
Nota 6.4. A pesar de que en principio εh > 0 es introducido para
evitar denominadores nulos en (6.14), resulta que su presencia en
el cálculo de αk es crucial para la estimación de |Il − Ik|/(εh + Ik) =
O(hm) que aparece en la prueba de la Proposición 6.2. Por ejemplo,
si εh = 0, una estimación para esto puede ser obtenida de |Il−Ik|/Ik,
en vez de |Il − Ik|como en el último resultado. Esto puede producir
una bajada del orden 2r en la interpolación de los puntos donde
s > 1 de la Proposición 6.3 (f ′ = f ′′ = 0, ver (6.34)), como ocurre para
f(x) = x3 y r = 2, por ejemplo. En este caso, el error q(−h/2)−(−h/2)3
para el interpolador WENO basado en el indicador de suavidad Ia
y εh = h
2 viene dado por:
(−117)(41h4 + 2)
8(1601h8 + 82h4 + 2)
h7 = O(h7),
mientras que la misma técnica, con εh = 0, nos da un orden menor
que 2r = 4:
−4797/12808 h3 = O(h3).
Ejemplo 6.1. Consideremos la función discontinua f dada por exp(x)
para x ≤ 0 y 1 + exp(x) para x > 0. Tomamos r = 2 y calculamos la
interpolación WENO con los pesos calculados con los indicadores
de suavidad Ia. Concretamente, calculamos los errores de interpo-
lación ei = q(−h/2) − f(−h/2) con una precisión de 32 dígitos, con
el interpolador WENO q calculado con εh = 0, h
2, 10−6 y h = 0,1/2i,
i = 1, . . . , 20. En la Tabla 6.2 mostramos ei, i = 1, . . . , 20 y los cocien-
tes ei/ei+1 para i = 1, . . . , 19 para las distintas alternativas de εh. Los
cocientes correspondientes a εh = 0 y h
2 muestran un convergencia
hacia 8 = 2r+1. Por otra parte, la columna de ei para εh = 10
−6 se es-
tabiliza en 10−13, lo cual es, en cualquier caso, bastante aproximado
en doble precisión.
Ejemplo 6.2. Consideremos
f(x) =
{
0 si x ≤ xj = a
x− a si x ≥ xj .
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εh = 0 εh = h
2 εh = 10
−6
ei ei/ei+1 ei ei/ei+1 ei ei/ei+1
6.8820e-06 7.5133e+00 4.9852e-06 6.2802e+00 6.8815e-06 7.5138e+00
9.1598e-07 7.7488e+00 7.9379e-07 7.1848e+00 9.1585e-07 7.7499e+00
1.1821e-07 7.8726e+00 1.1048e-07 7.6038e+00 1.1818e-07 7.8748e+00
1.5015e-08 7.9359e+00 1.4530e-08 7.8048e+00 1.5007e-08 7.9406e+00
1.8920e-09 7.9679e+00 1.8616e-09 7.9031e+00 1.8899e-09 7.9797e+00
2.3746e-10 7.9839e+00 2.3556e-10 7.9517e+00 2.3683e-10 8.0267e+00
2.9742e-11 7.9919e+00 2.9623e-11 7.9759e+00 2.9506e-11 8.2361e+00
3.7215e-12 7.9960e+00 3.7141e-12 7.9880e+00 3.5825e-12 1.0212e+01
4.6543e-13 7.9980e+00 4.6496e-13 7.9940e+00 3.5081e-13 6.9680e+00
5.8193e-14 7.9990e+00 5.8164e-14 7.9970e+00 5.0346e-14 5.1095e-01
7.2750e-15 7.9995e+00 7.2732e-15 7.9985e+00 9.8534e-14 9.2934e-01
9.0944e-16 7.9997e+00 9.0932e-16 7.9992e+00 1.0603e-13 9.9343e-01
1.1368e-16 7.9999e+00 1.1368e-16 7.9996e+00 1.0673e-13 1.0024e+00
1.4211e-17 7.9999e+00 1.4210e-17 7.9998e+00 1.0647e-13 9.9951e-01
1.7763e-18 8.0000e+00 1.7763e-18 7.9999e+00 1.0652e-13 1.0003e+00
2.2204e-19 8.0000e+00 2.2204e-19 8.0000e+00 1.0650e-13 9.9948e-01
2.7756e-20 8.0000e+00 2.7755e-20 8.0000e+00 1.0655e-13 1.0012e+00
3.4694e-21 8.0000e+00 3.4694e-21 8.0000e+00 1.0643e-13 9.9857e-01
4.3368e-22 8.0000e+00 4.3368e-22 8.0000e+00 1.0658e-13 1.0005e+00
5.4210e-23 5.4210e-23 1.0652e-13
Tabla 6.2: Errores de interpolación WENO para r = 2, h = 0,1/2i, i =
1, . . . , 20 y εh = 0, h
2, 10−6.
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Queremos evaluar (6.38), para r = 2. Si tomamos el indicador de
suavidad Ib (obtenemos los mismos resultados con los otros) obte-
nemos, (6.45), Ib1 = (fj − fj−1)2 + 4(12fj+1 − fj + 12fj−1)2 = h2 y Ib1 =
(fj−1 − fj−2)2 + 4(12fj − fj−1 + 12fj−2)2 = 0.
Como αj1 =
1/2
(h2+Ib1)
2 =
1
8h4
y αj0 =
1/2
(h2+Ib0)
2 =
1
h4
tenemos ωj1 =
αj1
αj0+α
j
0
= 1
5
y ωj0 =
αj0
αj0+α
j
0
= 4
5
.
Ahora, de p2j+1(xj− 1
2
) = 3
8
fj−1 +
3
4
fj − 18fj+1 = −18h y p2j(xj− 12 ) =
−1
8
fj−2 +
3
4
fj−1 +
3
8
fj = 0 obtenemos
I(x
j− 1
2
; f ) =
1∑
k=0
ωjkp
2
j+k(xj− 1
2
) =
1
5
0 +
4
5
(−1
8
h) = − 1
40
h,
lo cual no es una aproximación O(h2) a f(xj− 1
2
) = 0. Notemos que di-
cha aproximación,− 1
40
h, está más cerca del valor exacto que p3j (xj− 1
2
) =
− 1
16
fj−2 +
9
16
fj−1 +
9
16
fj − 116fj+1 = − 116h.
Ejemplo 6.3. Consideramos ahora la siguiente función (Figura 6.1(a)):
f(x) =
{
5(x− 0,25)3ex2, 0 ≤ x < 2/3,
1,5− (x− 0,25)3ex2 2/3 ≤ x ≤ 0. (6.50)
que tiene dos singularidades:
1. En x = 0,25 tenemos f(0,25) = f ′(0,25) = f ′′(0,25) = 0, es decir,
s = 2, con s definida en la Proposicion 6.3.
2. En x = 2/3 tenemos una discontinuidad.
Partiendo de una discretización de f utilizando 33 nodos, es de-
cir de {fi}32i=0 siendo fi = f(ih) y h = 1/32, intentamos obtener una
aproximación a {f 0i }64i=0 con f 0i = f(ih/2) utilizando la interpolación
WENO-Ia con r = 3. En la Figura 6.1 están los distintos pesos que
hemos obtenido para distintos coeficientes εh y en la Figura 6.2 po-
demos ver distintas aproximaciones a {f 0i }64i=0 utilizando la recons-
trucción WENO-Ia con distintos coeficientes εh.
En primer lugar analizamos la singularidad localizada en x =
0,25. En la Figura 6.1 dibujamos los distintos pesos obtenidos al
variar εh. Comparamos los pesos obtenidos con los pesos ideales
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C30 = C
3
2 = 3/16 y C
3
1 = 10/16. Observamos que obtenemos mejores
aproximaciones cuando εh = 1 y cuando es h
2. Para εh = 10
−6 tene-
mos una mala aproximación a los pesos ideales. El peor resultado
lo obtenemos cuando tomamos εh = 0 y εh = h
6.
Si observamos las reconstruciones obtenidas con WENO y to-
mando distintos valores εh (Figura 6.2) no vemos diferencias alre-
dedor de x = 0,25.
Para analizar los resultados obtenidos, recordemos que en la de-
mostración de la Proposición 6.2 tenemos que de Il−Ik
εh+Ik
= O(hm) de-
ducíamos ωl = C
r
l +O(hm) y de aquí f(xj− 1
2
)−q(xj− 1
2
) = O(hmı´n(2r,m+r+1)).
Por otra parte, por la Proposición 6.3, tenemos Ih(p) = O(h2s+2) y
Ih(q)− Ih(p) = O(hr+s+2).
εh = 1 εh = 0 εh = h
2 εh = 10
6 ≈ h4 εh = h6
Il−Ik
εh+Ik
O(h7) O(h) O(h5) O(h3) O(h)
ωl − Crl O(h7) O(h) O(h5) O(h3) O(h)
f(xj− 1
2
)− q(xj− 1
2
) O(h6) O(h5) O(h6) O(h6) O(h5)
Tabla 6.3: Cómo afecta a los distintos órdenes de aproximación cerca de
x = 0,25 el tomar distintos εh
Como en x = 0,25 s = 2 y hemos tomado r = 3 tendremos Ih(p) =
O(h6) y Ih(q) − Ih(p) = O(h7). En la Tabla 6.3 reflejamos las distin-
tas aproximaciones teóricas que obtenemos al variar εh. Hay que
señalar que el coeficiente que ha sido utilizado habitualmente en la
literatura es εh = 10
−6. En este ejemplo, como h = 1/32, εh vale apro-
ximadamente h4. Vemos que los resultados teóricos y los numéricos
concuerdan.
Pasemos a analizar la discontinuidad en x = 2/3. En la Pro-
posición 6.2 vemos que si tenemos Ik = O(h2) cuando f es sua-
ve en Sj+k, que si Ik 6→ 0, h → 0 cuando f no es suave en Sj+k
y si f es suave en al menos uno de los stencils Sj+k, entonces
f(xj− 1
2
) − q(xj− 1
2
) = O(hmı´n(2t,r+1)) = O(h4) si t = 2 y r = 3 (el mis-
mo orden que con la aproximación ENO).
Si miramos detenidamente la demostración vemos que esto se
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Figura 6.1: (a) Función original (6.50). Pesos w0, w1 y w2 obtenidos con
distintos εh (b) 1 (c) 0 (d) h
2 (e) 10−6 (f) h6
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Figura 6.2: A partir de {fi}32i=0 (coarse) se intenta recuperar {fi}64i=0 (origi-
nal) utilizando reconstrucción WENO-Ia utilizando unos pesos (6.14) calcu-
lados utilizando los valores εh: (b) 1 (c) 0 (d) h
2 (e) 10−6 (f) h6. (b) es un zoom
de (a) alrededor de x = 2/3.
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puede probar porque si tomamos εh = h
2 y como I tl = O(h2) tenemos
αk =
Crk
(εh + Ik)t
=
Crk(1 +O(hm))
(εh + Il)t
= O(h−2t).
Esto también sería cierto cuando εh = 0, h
2, h4, h6. Sin embargo, si
εh = 1 tenemos αk = O(1). En este caso tendremos siempre αk =
O(1), en lugar de (6.22) y de aquí se deducirá que f(xj− 1
2
)−q(xj− 1
2
) =
O(1) en lugar de (6.23). En la Figura 6.1 vemos que alrededor de
x = 2/3 todos los pesos han sido calculados correctamente con los
distintos εh exceptuando εh = 1. En la Figura 6.2 también observa-
mos que sólo cuando εh = 1 no tenemos una buena aproximación
(Figura 6.2 (a), (b)).
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7
Experimentos
numéricos 2D para
valores puntuales
En este capítulo vamos a comparar el comportamiento de la
multirresolución utilizando esquemas interpolatorios lineales y es-
quemas WENO. Consideraremos dos técnicas interpolatorias del
mismo grado (r = 3):
Una técnica interpolatoria centrada que utiliza cuatro puntos
(LINEAL).
La técnica interpolatoria WENO que utiliza 3 stencils de cua-
tro puntos cada uno (en total 6 puntos) tal y como se presenta
en el Capítulo anterior.
Aplicaremos la transformada directa modificada para valores
puntuales descrita en el Algoritmo A.1, que garantiza a priori una
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cierta calidad de la imagen reconstruida (Proposición 1.3 y Coro-
lario 1.1). Hemos procesado las imágenes del algoritmo de control
del error 2D cuantizando con εk = ε.
En todos nuestros tests tomamos L = 4, NL = 512 × 512. Me-
diremos la calidad evaluando la raíz de la media error Root Mean
Square Error (RMSE) y el error en la norma máximo Peak Absolute
Error (PAE) donde
PAE =
∥∥f¯k∥∥
∞
= supi,j|f¯ki,j| y RMSE =
∥∥f¯k∥∥
2
=
1
Nk
√√√√ Nk∑
i,j
|f¯ki,j|2
7.1
Esquemas adaptativos para PDE
Nuestros primeros experimentos se pueden ver en la Figura 7.1,
están basados en diferentes etapas de una simulación obtenida
con un esquema conservativo para la evolución de un problema de
dinámica de gases en 2D gobernada por las ecuaciones de Euler
(ver [40, 28, 12] y las referencias que hay allí).
La motivación de utilizar estos ejemplos se basa en la posibili-
dad de utilizar técnicas multiescala en algoritmos de refinamiento
adaptativos adaptive mesh refinement codes (AMR) para decidir en
qué partes del dominio computacional se necesita alta resolución
(ver [12]).
En las Tablas 7.1, 7.2 y 7.3 mostramos los valores distintos
de cero de la transformada cuantizada así como los errores en las
diferentes normas para cada uno de los esquemas de compresión
que consideramos.
En la Figura 7.2 podemos ver los valores distintos de cero cuan-
do cuantizamos con ε = 8 para las diferentes imágenes y cuando
utilizamos las interpolaciones LINEAL y WENO-I3b.
En todos los casos el número de valores distintos de cero con-
seguidos con el algoritmo WENO es significativamente menor que
el de los conseguidos con el esquema LINEAL correspondiente. Po-
demos ver también que con el esquema WENO las singularidades
están mejor localizadas.
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(a) (b)
(c)
Figura 7.1: Simulación de la evolución de un problema de dinámica de
gases para distintas etapas: (a) t20, (b) t50 y (c) t102
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ε step PAE RMSE Nnz ε step PAE RMSE Nnz
LINEAL 2 0.480 6929 LINEAL 8 1.775 4203
2 WENO-I3a 2 0.330 5129 8 WENO-I3a 8 1.085 3791
WENO-I3b 2 0.330 5119 WENO-I3b 8 1.088 3788
WENO-I3c 2 0.339 5161 WENO-I3c 8 1.083 3793
LINEAL 4 0.889 5419 LINEAL 10 2.140 4180
4 WENO-I3a 4 0.595 4596 10 WENO-I3a 10 1.388 3920
WENO-I3b 4 0.598 4602 WENO-I3b 10 1.403 3906
WENO-I3c 4 0.600 4611 WENO-I3c 10 1.399 3917
LINEAL 6 1.309 4765 LINEAL 12 2.105 3875
6 WENO-I3a 6 0.799 4268 12 WENO-I3a 12 1.357 3472
WENO-I3b 6 0.871 4532 WENO-I3b 12 1.340 3475
WENO-I3c 6 0.868 4557 WENO-I3c 12 1.346 3496
Tabla 7.1: Valores distintos de cero de la transformada cuantizada así
como los errores en las diferentes normas para cada uno de los esquemas
de compresión para la imagen t20
ε step PAE RMSE Nnz ε step PAE RMSE Nnz
LINEAL 2 0.594 11189 LINEAL 8 2.077 6140
2 WENO-I3a 2 0.518 8251 8 WENO-I3a 8 1.489 5334
WENO-I3b 2 0.517 8268 WENO-I3b 8 1.481 5345
WENO-I3c 2 0.516 8308 WENO-I3c 8 1.479 5341
LINEAL 4 1.068 8659 LINEAL 10 2.474 5374
4 WENO-I3a 4 0.859 6822 10 WENO-I3a 10 1.842 4593
WENO-I3b 4 0.857 6820 WENO-I3b 10 1.850 4565
WENO-I3c 4 0.855 6821 WENO-I3c 10 1.857 4575
LINEAL 6 1.558 7195 LINEAL 12 3.683 0.118
6 WENO-I3a 6 1.209 5948 12 WENO-I3a 12 2.738 4419
WENO-I3b 6 1.196 6053 WENO-I3b 12 2.017 4295
WENO-I3c 6 1.196 6044 WENO-I3c 12 2.011 3856
Tabla 7.2: Valores distintos de cero de la transformada cuantizada así
como los errores en las diferentes normas para cada uno de los esquemas
de compresión para la imagen t50
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Figura 7.2: Valores distintos de cero obtenidos por la transformada des-
pués de cuantizar los detalles con ε = 8. De arriba abajo: imagen t20,
imagen t50 e imagen t102. Izquierda LINEAL, Derecha WENO-I3b
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ε step PAE RMSE Nnz ε step PAE RMSE Nnz
LINEAL 2 0.863 15349 LINEAL 8 2.469 6776
2 WENO-I3a 2 0.824 12601 8 WENO-I3a 8 2.064 6045
WENO-I3b 2 0.826 12570 WENO-I3b 8 2.061 6083
WENO-I3c 2 0.826 12657 WENO-I3c 8 2.066 6081
LINEAL 4 1.360 10764 LINEAL 10 2.931 5936
4 WENO-I3a 4 1.272 8837 10 WENO-I3a 10 2.429 5239
WENO-I3b 4 1.281 9021 WENO-I3b 10 2.469 5379
WENO-I3c 4 1.277 9030 WENO-I3c 10 2.464 5326
LINEAL 6 1.958 8695 LINEAL 12 3.344 5254
6 WENO-I3a 6 1.725 7128 12 WENO-I3a 12 2.713 4629
WENO-I3b 6 1.723 7150 WENO-I3b 12 2.717 4623
WENO-I3c 6 1.728 7159 WENO-I3c 12 2.714 4628
Tabla 7.3: Valores distintos de cero de la transformada cuantizada así
como los errores en las diferentes normas para cada uno de los esquemas
de compresión para la imagen t102
7.2
Compresión
Ahora vamos a comparar los resultados de compresión obteni-
dos con las técnicas lineal y WENO.
En este caso, la transformada 2D modificada MMε¯ f
L obtenida
con el algoritmo de control del error para valores puntuales (Algorit-
mo A.1) es comprimida utilizando el algoritmo de compresión sin
pérdidas (lossless) PPMZ [13].
A pesar de que el objetivo de este capítulo es presentar resul-
tados numéricos de la interpolación WENO y compararla con la
interpolación lineal centrada, también hemos utilizado el están-
dar de compresión sin pérdidas JPEG Lossless (JLS) (ver [47]), el
cual tiene un modo casi-sin pérdidas (near lossless), denominado
JPEG-LS, donde el error máximo permitido puede ser especificado
antes de comprimir, igual que el algoritmo que nosotros utiliza-
mos.
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Nuestros estudios numéricos están basados en resultados ob-
tenidos con cuatro tipos de imágenes:
Una imagen geométrica (Fig. 7.3(a)).
Una imagen médica (Fig. 7.3(b)).
Una imagen real (Fig. 7.3(c)).
Una imagen geométrica con ruido (Fig. 7.3(d)).
En todos nuestros tests numéricos tomamos L = 4, NL = 512×
512.
Imagen geométrica
Empezamos considerando una imagen geométrica simple. Con-
sideramos la función bidimensional de Harten, definida por:
f(x, y) =
{
u√
π/2
(x, y), x ≤ 1
2
cos(πy)
u
−
√
π/2
(x, y) + cos(2πy), x > 1
2
cos(πy)
(7.1)
donde uφ es
uφ(x, y) =


−r sin(π
2
r2), r ≤ −1
3| sin(π2r)|, r < 1
3
2r − 1 + 1
6
sin(3πr), r ≥ 1
3
y r = x+ tan(φ)y (Fig. 7.3(a)).
Esta función está compuesta por partes suaves separadas por
saltos y esquinas.
En la Figura 7.4, mostramos el error L2 (RMSE) versus el bit-
per-pixel rate y el bit rate versus el error L∞ (peak error).
En la Tabla 7.4, mostramos el bit per pixel de la transformada
codificada así como los errores en las diferentes normas para cada
uno de los esquemas de compresión basados en multirresolución
que nosotros consideramos.
En este escenario la compresión conseguida con el algoritmo
WENO es significativamente mayor que el esquema LINEAL corres-
pondiente. En el caso del esquema JPEG-LS, la mejora es incluso
más impresionante.
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(a) (b)
(c) (d)
Figura 7.3: (a) Función 2D de Harten. (b) Imagen médica (c) Pimientos e
(d) Imagen geométrica con ruido.
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Figura 7.4: Comparación de los resultados obtenidos con la función de
Harten. Reconstrucción lineal (LINEAL), Reconstrucción WENO con diferen-
tes indicadores de suavidad. JPEG-LS (near-lossless): (a) RMSE vs bit rate;
(b) bit-rate versus peak-error.
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Figura 7.5: Localización (y número total) de los coeficientes de escala dis-
tintos de cero en la representación multirresolutiva después de cuantizar
con ε = 10. (a) LINEAL. (b) WENO-I3b
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ε step PAE RMSE bpp ε step PAE RMSE bpp
LINEAL 2 0.862 0.275 LINEAL 8 2.543 0.158
2 WENO-I3a 2 0.821 0.226 8 WENO-I3a 8 2.319 0.147
WENO-I3b 2 0.826 0.226 WENO-I3b 8 2.330 0.145
WENO-I3c 2 0.824 0.227 WENO-I3c 8 2.327 0.146
JPEG-LS 2 1.402 0.709 JPEG-LS 8 4.585 0.267
LINEAL 4 1.397 0.223 LINEAL 10 3.050 0.136
4 WENO-I3a 4 1.303 0.194 10 WENO-I3a 10 2.873 0.127
WENO-I3b 4 1.311 0.193 WENO-I3b 10 2.893 0.128
WENO-I3c 4 1.306 0.193 WENO-I3c 10 2.883 0.128
JPEG-LS 4 2.436 0.447 JPEG-LS 10 5.625 0.229
LINEAL 6 1.919 0.187 LINEAL 12 3.683 0.118
6 WENO-I3a 6 1.927 0.163 8 WENO-I3a 12 3.437 0.113
WENO-I3b 6 1.946 0.164 WENO-I3b 12 3.475 0.113
WENO-I3c 6 1.941 0.164 WENO-I3c 12 3.467 0.113
JPEG-LS 6 3.525 0.335 JPEG-LS 12 6.631 0.210
Tabla 7.4: Imagen de Harten. Errores y ratios de compresión (bpp) (re-
construcción con detalles utilizando Algoritmo A.2)
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En la Figura 7.5 mostramos la localización de los coeficientes
de escala distintos de cero en la representación multirresolutiva
cuantizada. Como la figura está compuesta por regiones suaves
separadas por discontinuidades, los únicos coeficientes distintos
de cero están concentrados alrededor de las discontinuidades. No-
temos que el número de coeficientes de escala distintos de cero
para el esquema LINEAL es mayor que los obtenidos con el esque-
ma WENO.
Imagen Médica
También hemos procesado la imagen de la mamografía mostra-
da en la Figura 7.3(b).
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Figura 7.6: Comparación de los resultados obtenidos con la imagen mé-
dica. Reconstrucción lineal (LINEAL), Reconstrucción WENO con diferentes
indicadores de suavidad. JPEG-LS (near-lossless). (a) RMSE vs bit rate; (b)
bit-rate versus peak-error.
En la Figura 7.6, mostramos el error L2 (RMSE) versus the bit-
per-pixel rate y el bit rate versus the error L∞ (peak error).
En la Tabla 7.5 mostramos el bit per pixel de la transformada
codificada así como el error en diferentes normas para cada uno de
los esquemas de compresión basados en la multirresolución que
hemos considerado.
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La compresión obtenida con el algoritmo WENO es significati-
vamente mejor que la correspondiente al esquema LINEAL. En el
caso del esquema JPEG-LS, la ganancia es más impresionante.
ε step PAE RMSE bpp ε step PAE RMSE bpp
LINEAL 2 0.930 1.048 LINEAL 8 3.015 0.393
2 WENO-I3a 2 0.900 1.035 8 WENO-I3a 8 2.940 0.352
WENO-I3b 2 0.908 1.032 WENO-I3b 8 2.916 0.329
WENO-I3c 2 0.907 1.033 WENO-I3c 8 2.916 0.328
JPEG-LS 2 1.310 0.941 JPEG-LS 8 4.406 0.337
LINEAL 4 1.744 0.734 LINEAL 10 3.289 0.221
4 WENO-I3a 4 1.724 0.720 10 WENO-I3a 10 3.215 0.188
WENO-I3b 4 1.732 0.713 WENO-I3b 10 3.186 0.177
WENO-I3c 4 1.732 0.712 WENO-I3c 10 3.184 0.178
JPEG-LS 4 2.793 0.675 JPEG-LS 10 5.930 0.265
LINEAL 6 2.499 0.561 LINEAL 12 3.348 0.110
6 WENO-I3a 6 2.504 0.521 12 WENO-I3a 12 3.341 0.092
WENO-I3b 6 2.501 0.506 WENO-I3b 12 3.343 0.090
WENO-I3c 6 2.501 0.506 WENO-I3c 12 3.342 0.090
JPEG-LS 6 3.784 0.423 JPEG-LS 12 6.631 0.225
Tabla 7.5: Imagen Médica. Errores y ratios de compresión (bpp) (recons-
trucción con detalles utilizando Algoritmo A.2)
Las figuras obtenidas para cada una de las representaciones
multirresolutivas reconstruidas (Figura 7.7) son “visualmente si-
milares”, y esto es debido al hecho de que el error en la norma 2
es aproximadamente del mismo orden en los tres casos. La norma
2 obtenida con el esquema LINEAL es un poco mayor debido al
emborronamiento en las discontinuidades que se obtiene cuando
utilizamos técnicas de interpolación centradas en zonas que tienen
discontinuidades (fenómeno de Gibbs).
A pesar de que nuestra técnica de compresión no es muy sofis-
ticada, los ratios de compresión obtenidos con ambos algoritmos
son bastante parecidos. Hay, sin embargo, una diferencia signifi-
cativa en el RMSE, y en la calidad de las imágenes descomprimidas
(ver Figura 7.7). En la imagen original podemos observar clara-
mente un punto blanco. Si esto significa un tumor o una anomalía
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(a) (b)
(c)
Figura 7.7: Imágenes reconstruidas a partir de las representaciones com-
primidas con ε = 12. (a) LINEAL. (b) WENO-I3b. (c) JPEG-LS
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esto deberá ser claramente observado después de que la imagen
sea descomprimida, como ocurre en todos los casos. La mayor di-
ferencia está en la textura de la mamografía, la cual tiene mejor
apariencia visual con los algoritmos que aquí presentamos.
Pimientos
Consideramos ahora una imagen real (Pimientos) (ver Tabla 7.6,
Figura 7.8 y Figura 7.9). Observamos que con la interpolación
WENO-I3 obtenemos resultados mejores que con la interpolación
LINEAL.
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Figura 7.8: Comparación de la compresión en el test de la imagen Pi-
mientos. Reconstrucción LINEAL, Reconstrucción WENO con diferentes in-
dicadores de suavidad. JPEG-LS (near-lossless): (a) RMSE vs bit rate; (b)
bit-rate versus peak-error.
En este caso, las diferencias entre los resultados obtenidos con
dichas técnicas no es tan grande como las observadas en los casos
anteriores. La razón es que las imágenes reales usualmente no
tienen grandes regiones de suavidad y la compresión WENO puede
sólo obtener ventajas de su alto orden en regiones suaves cuando
estas son grandes.
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ε step PAE RMSE bpp ε step PAE RMSE bpp
LINEAL 2 1.379 2.301 LINEAL 8 3.997 1.100
2 WENO-I3a 2 1.377 2.281 8 WENO-I3a 8 4.165 1.072
WENO-I3b 2 1.378 2.278 WENO-I3b 8 4.154 1.070
WENO-I3c 2 1.378 2.281 WENO-I3c 8 4.152 1.068
JPEG-LS 2 1.388 1.965 JPEG-LS 8 4.517 1.015
LINEAL 4 2.435 1.670 LINEAL 10 4.711 0.928
4 WENO-I3a 4 2.419 1.641 10 WENO-I3a 10 4.897 0.903
WENO-I3b 4 2.420 1.650 WENO-I3b 10 4.929 0.896
WENO-I3c 4 2.420 1.647 WENO-I3c 10 4.931 0.899
JPEG-LS 4 2.486 1.474 JPEG-LS 10 5.518 0.890
LINEAL 6 3.435 1.340 LINEAL 12 5.367 0.805
6 WENO-I3a 6 3.386 1.305 12 WENO-I3a 12 5.590 0.772
WENO-I3b 6 3.375 1.298 WENO-I3b 12 5.629 0.776
WENO-I3c 6 3.316 1.302 WENO-I3c 12 5.570 0.774
JPEG-LS 6 3.524 1.201 JPEG-LS 12 6.461 0.795
Tabla 7.6: Imagen pimientos. Errores y ratios de compresión (bpp) (recons-
trucción con detalles utilizando Algoritmo A.2)
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(a) (b)
(c) (d)
Figura 7.9: Imágenes reconstruidas a partir de las representaciones com-
primidas con ε = 12. (a) Reconstrucción LINEAL (c) Reconstrucción WENO-
I3b. (b) y (d) Esquinas superior izquierda de (a) y (c) respectivamente.
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Imagen geométrica con ruido
Finalizamos con la imagen geométrica con ruido (Fig. 7.3(d)),
compuesta por partes con textura separadas por saltos.
En la Figura 7.10, mostramos el error L2 (RMSE) versus el bit-
per-pixel rate y el bit rate versus el error L∞ (peak error).
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Figura 7.10: Comparación de la compresión en el test de la imagen geo-
métrica con ruido. Reconstrucción LINEAL, Reconstrucción WENO con dife-
rentes indicadores de suavidad. JPEG-LS (near-lossless): (a) RMSE vs bit
rate; (b) bit-rate versus peak-error.
En la Tabla 7.7, mostramos el bit per pixel de la transformada
codificada así como los errores en las diferentes normas para cada
uno de los esquemas de compresión basados en multirresolución
que nosotros consideramos.
Podemos observar que la compresión conseguida con el algorit-
mo WENO es significativamente mejor que con el esquema LINEAL
correspondiente y con el esquema JPEG-LS.
La Figura 7.11 muestra las imágenes reconstruidas (utilizando
el Algoritmo A.2) a partir de las representaciones comprimidas ob-
tenidas con el Algoritmo A.1 cuantizando con ε = 10 y utilizando
las reconstrucciones LINEAL Figura 7.11(a) (b) y Figura 7.11(c) (d)
WENO-I3b. En las figuras se observa que la calidad de la imagen
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reconstruida cuando se utiliza la reconstrucción WENO-I3b es mu-
cho mejor. En la tabla vemos que en efecto el error es más grande
en el caso LINEAL (RMSE = 3,636) que en el caso WENO-I3b, don-
de RMSE = 3,406. Si a esto añadimos que la tasa de compresión
obtenida con WENO-I3b es mejor (bpp = 0,288) que la obtenida con
LINEAL (bpp = 0,324) llegamos a la conclusión de que en este ca-
so WENO-I3b es la reconstrucción con la que obtenemos mejores
resultados.
ε step PAE RMSE bpp ε step PAE RMSE bpp
LINEAL 2 1.299 1.135 LINEAL 8 3.126 0.393
2 WENO-I3a 2 1.298 1.114 8 WENO-I3a 8 2.995 0.351
WENO-I3b 2 1.305 1.137 WENO-I3b 8 3.003 0.357
WENO-I3c 2 1.304 1.134 WENO-I3c 8 3.004 0.356
JPEG-LS 2 1.363 1.232 JPEG-LS 8 4.179 0.396
LINEAL 4 2.239 0.763 LINEAL 10 3.636 0.324
4 WENO-I3a 4 2.202 0.707 10 WENO-I3a 10 3.416 0.292
WENO-I3b 4 2.212 0.728 WENO-I3b 10 3.406 0.288
WENO-I3c 4 2.212 0.728 WENO-I3c 10 3.407 0.289
JPEG-LS 4 2.390 0.858 JPEG-LS 10 4.800 0.266
LINEAL 6 2.608 0.493 LINEAL 12 4.919 0.284
6 WENO-I3a 6 2.522 0.452 12 WENO-I3a 12 4.602 0.242
WENO-I3b 6 2.534 0.460 WENO-I3b 12 4.581 0.241
WENO-I3c 6 2.532 0.460 WENO-I3c 12 4.578 0.242
JPEG-LS 6 3.365 0.600 JPEG-LS 12 5.272 0.188
Tabla 7.7: Imagen Geométrica con ruido. Errores y ratios de compresión
(bpp) (reconstrucción con detalles utilizando Algoritmo A.2)
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(a) (b)
(c) (d)
Figura 7.11: Imágenes reconstruidas a partir de las representaciones
comprimidas con ε = 12. (a) Reconstrucción LINEAL (c) Reconstrucción
WENO-I3b. (b) y (d) Esquinas superior izquierda de (a) y (c) respectivamen-
te.
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8
Conclusiones y
perspectivas
En el presente trabajo de tesis doctoral se ha analizado la técni-
ca de interpolación WENO. Esta técnica, inicialmente desarrollada
para la interpolación de valores puntuales a partir de medias en
celda, ha sido adaptada, por una parte, al contexto de interpola-
ción de medias en celda, de forma que se utilizan datos discretos
de medias en celda para interpolar medias en celda, y por otra
parte se ha adaptado también al contexto de interpolación de va-
lores puntuales, para recuperar un conjunto de valores puntuales
de una función a partir de valores puntuales en un nivel de reso-
lución inferior.
La técnica de interpolación WENO se ha utilizado como opera-
dor predicción dentro del entorno de multirresolución de Harten,
y se ha comparado su capacidad de compresión con otras técnicas
de interpolación.
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En el contexto de medias en celda, se ha propuesto una modi-
ficación del indicador de suavidad definido por Jiang y Shu [27]
que mejora los resultados numéricos obtenidos con los indicado-
res de suavidad presentes en la literatura, aunque pierde la emu-
lación del comportamiento ENO. En los experimentos numéricos
realizados, el interpolante construido a partir de este indicador
modificado proporciona resultados similares, aunque en general
mejores, que la interpolación lineal.
También hemos comprobado numéricamente que la interpola-
ción WENO aplicada por producto tensorial a imágenes bidimen-
sionales resulta ser un método mucho más estable que las técni-
cas de interpolación no lineales consideradas (ENO, ENO-SR).
Hemos modificado los indicadores de suavidad para medias en
celda de la literatura sobre WENO para aplicarlos en el contexto
de valores puntuales. La adaptación del indicador de Jiang y Shu
proporciona un orden óptimo de exactitud en regiones suaves de
la función interpolada, pero hemos visto que si en algún punto se
tiene f ′ = f ′′ = 0 el orden de la aproximación se reduce. Esto ha
motivado la investigación desarrollada en el Capítulo 6.
Después de un estudio sobre el efecto que sobre el orden de la
aproximación tiene la elección de ε en la definición de los pesos
WENO hemos llegado a la conclusión de que tomar un ε variable
ε(h) = h2 en lugar de un ε = 10−6 fijo, como se ha venido haciendo
en la literatura, asegura un orden óptimo de aproximación en las
zonas suaves de la función interpolada, independientemente de
que en algún punto se anulen las dos primeras derivadas. Tam-
bién hemos probado que incluso en presencia de una discontinui-
dad en la función, con el interpolante WENO se obtiene al menos
un orden de interpolación r + 1, es decir, una aproximación como
mínimo tan buena como la obtenida con interpolación ENO.
Entre las líneas de investigación que se podrían considerar co-
mo continuación de este trabajo se encuentra estudiar la extensión
a dos dimensiones de la interpolación WENO en su aplicación al
procesamiento de imágenes, en lugar de la extensión vía producto
tensorial de la interpolación unidimensional que se utiliza en este
trabajo.
Por otra parte, no disponemos de resultados teóricos que con-
firmen la estabilidad de la interpolación WENO en 2D, aunque
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los experimentos numéricos analizados en el Capítulo 3 parecen
indicar que es un método bastante estable.
También sería interesante extender las aplicaciones vistas en el
tratamiento de imágenes a imágenes en color, donde la multirreso-
lución se tendría que aplicar separadamente a los tres canales de
color de la imagen, y a la codificación de video, donde las discon-
tinuidades aparecen tanto en el espacio como en el tiempo, y se
tendría que aplicar la representación multiescala para estos dos
aspectos.
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A
Algoritmos 2D de
control del error para
valores puntuales
Los algoritmos que utilizaremos en 2D para la transformada
directa e inversa para valores puntuales son:
Algoritmo A.1. Codificación para valores puntuales
for k = L, . . . , 1
for i = 0, . . . , Nk
for j = 0, . . . , Nk−1
f
k− 1
2
i,j = f
k
i,2j
end
end
for i, j = 0, . . . , Nk−1
200
fk−1i,j = f
k− 1
2
2i,j
end
end
Set fˆ 0 = proc(f 0, ǫ0)
for k = 1, . . . , L
for j = 0, . . . , Nk−1
for i = 0, . . . , Nk−1
u(i) = fˆk−1i,j
end
for i = 1, . . . , Nk−1
d˜ki,j(2) = f
k− 1
2
2i−1,j − (P kk−1u)2i−1,j
end
dˆk·,j(2) = proc(d˜
k
·,j(2), ǫk)
for i = 1, . . . , Nk−1
fˆ
k− 1
2
2i−1,j = (P
k
k−1u)2i−1,j + dˆ
k
i,j(2)
end
for i = 0, . . . , Nk−1
fˆ
k− 1
2
2i,j = fˆ
k−1
i,j
end
end
for i = 1, . . . , Nk−1
for j = 0, . . . , Nk−1
u(j) = fˆ
k− 1
2
2i−1,j
end
for j = 1, . . . , Nk−1
d˜ki,j(1) = f
k
2i−1,2j−1 − (P kk−1u)2i−1,2j−1
end
dˆki,·(1) = proc(d˜
k
i,·(1), ǫk)
for j = 1, . . . , Nk−1
fˆk2i−1,2j−1 = (P
k
k−1u)2i−1,2j−1 + dˆ
k
i,j(1)
end
for j = 0, . . . , Nk−1
fˆk2i−1,2j = fˆ
k− 1
2
2i−1,j
end
end
for i = 0, . . . , Nk−1
A. Algoritmos 2D error-control para valores puntuales 201
for j = 0, . . . , Nk−1
u(j) = fˆ
k− 1
2
2i,j
end
for j = 1, . . . , Nk−1
d˜ki,j(3) = f
k
2i,2j−1 − (P kk−1u)2i,2j−1
end
dˆki,·(3) = proc(d˜
k
i,·(3), ǫk)
for j = 1, . . . , Nk−1
fˆk2i,2j−1 = (P
k
k−1u)2i,2j−1 + dˆ
k
i,j(3)
end
for j = 0, . . . , Nk−1
fˆk2i,2j = fˆ
k− 1
2
2i,j
end
end
end
Algoritmo A.2. Descodificación para valores puntuales
for k = 1, . . . , L
for j = 0, . . . , Nk−1
for i = 0, . . . , Nk−1
u(i) = fˆk−1i,j
end
for i = 1, . . . , Nk−1
fˆ
k− 1
2
2i−1,j = (P
k
k−1u)2i−1,j + dˆ
k
i,j(2)
end
for i = 0, . . . , Nk−1
fˆ
k− 1
2
2i,j = fˆ
k−1
i,j
end
end
for i = 1, . . . , Nk−1
for j = 0, . . . , Nk−1
u(j) = fˆ
k− 1
2
2i−1,j
end
for j = 1, . . . , Nk−1
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fˆk2i−1,2j−1 = (P
k
k−1u)2i−1,2j−1 + dˆ
k
i,j(1)
end
for j = 0, . . . , Nk−1
fˆk2i−1,2j = fˆ
k− 1
2
2i−1,j
end
end
for i = 0, . . . , Nk−1
for j = 0, . . . , Nk−1
u(j) = fˆ
k− 1
2
2i,j
end
for j = 1, . . . , Nk−1
fˆk2i,2j−1 = (P
k
k−1u)2i,2j−1 + dˆ
k
i,j(3)
end
for j = 0, . . . , Nk−1
fˆk2i,2j = fˆ
k− 1
2
2i,j
end
end
end
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Proposición A.1. Dados unos valores discretos fL, con la trans-
formación directa modificada en 2D para valores puntuales (Al-
goritmo A.1) obtenemos una representación multirresolutiva
MfL = {fˆ 0, dˆ1(1), dˆ1(2), dˆ1(3), . . . , dˆL(1), dˆL(2), dˆL(3)}
tal que si aplicamos la transformada inversa (Algoritmo A.2) ob-
tenemos fˆL que cumple:
||fL − fˆL||∞ ≤ ma´x
k
(|d˜k − dˆk|∞, ||f 0 − fˆ 0||∞) (A.1)
||fL − fˆL||1 = 1
4L
||f 0 − fˆ 0||1 +
L∑
k=1
1
4L−k+1
|d˜k − dˆk|1 (A.2)
||fL − fˆL||22 =
1
4L
||f 0 − fˆ 0||22 +
L∑
k=1
1
4L−k+1
|d˜k − dˆk|22 (A.3)
donde
|d˜k − dˆk|∞ = ma´x(||d˜k(1)− dˆk(1)||∞, ||d˜k(2)− dˆk(2)||∞,
||d˜k(3)− dˆk(3)||∞)
|d˜k − dˆk|1 = ||d˜k(1)− dˆk(1)||1 + ||d˜k(2)− dˆk(2)||1 + ||d˜k(3)− dˆk(3)||1
|d˜k − dˆk|22 = ||d˜k(1)− dˆk(1)||22 + ||d˜k(2)− dˆk(2)||22 + ||d˜k(3)− dˆk(3)||22
Demostración. Del algoritmo de codificación (Algoritmo A.1) obte-
nemos:
fk2i−1,2j − fˆk2i−1,2j = d˜ki,j(2)− dˆki,j(2)
fk2i,2j−1 − fˆk2i,2j−1 = d˜ki,j(3)− dˆki,j(3)
fk2i−1,2j−1 − fˆk2i−1,2j−1 = d˜ki,j(1)− dˆki,j(1)
fk2i,2j − fˆk2i,2j = fk−1i,j − fˆk−1i,j .
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Entonces
||fk − fˆk||∞ = sup
i,j
|fki,j − fˆki,j|
= sup
i,j
(|fk−1i,j − fˆk−1i,j |, |d˜ki,j(2)− dˆki,j(2)|, |d˜ki,j(1)− dˆki,j(1)|, |d˜ki,j(3)− dˆki,j(3)|)
≤ ma´x(|||d˜k − dˆk|||∞, ||fk−1 − fˆk−1||∞)
y de aquí se deduce (A.1).
Como Nk = 2Nk−1, tomando p = 1 (o 2),
||fk − fˆk||pp =
1
N2k
Nk∑
i,j
|fki,j − fˆki,j|p
=
1
N2k
Nk−1∑
i,j
(
|fk−1i,j − fˆk−1i,j |p + |d˜ki,j(2)− dˆki,j(2)|p+
|d˜ki,j(1)− dˆki,j(1)|p + |d˜ki,j(3)− dˆki,j(3)|p
)
=
1
4
||fk−1 − fˆk−1||pp +
1
4
|||d˜k − dˆk|||pp
lo cual prueba (A.2) y (A.3).
B
Algoritmos 2D de
control del error para
medias en celda
Algoritmo B.1. Codificación para medias en celda
for k = L, . . . , 1
for i = 1, . . . , Nk
for j = 1, . . . , Nk−1
f¯
k− 1
2
i,j =
1
2
(f¯ki,2j−1 + f¯
k
i,2j)
end
end
for i, j = 1, . . . , Nk−1
f¯k−1i,j =
1
2
(f¯
k− 1
2
2i−1,j + f¯
k− 1
2
2i,j )
end
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end
Set fˆ 0 = proc(f¯ 0, ǫ0)
for k = 1, . . . , L
for j = 1, . . . , Nk−1
for i = 1, . . . , Nk−1
u(i) = fˆk−1i,j
end
for i = 1, . . . , Nk−1
u
p− 1
2
2i−1,j = (P
k
k−1u)2i−1,j
d˜ki,j(2) =
1
2
(f¯k2i−1,2j−1 + f¯
k
2i−1,2j)− up−
1
2
2i−1,j − [f¯k−1i,j − fˆk−1i,j ]
end
dˆk·,j(2) = proc(d˜
k
·,j(2), ǫk)
for i = 1, . . . , Nk−1
fˆ
k− 1
2
2i−1,j = u
p− 1
2
2i−1,j + dˆ
k
i,j(2)
fˆ
k− 1
2
2i,j = 2fˆ
k−1
i,j − fˆk−
1
2
2i−1,j
end
end
for i = 1, . . . , Nk−1
for j = 1, . . . , Nk−1
u(j) = fˆ
k− 1
2
2i−1,j
end
for j = 1, . . . , Nk−1
up2i−1,2j−1 = (P
k
k−1u)2i−1,2j−1
d˜ki,j(1) = f¯
k
2i−1,2j−1 − up2i−1,2j−1 − [12(f¯k2i−1,2j−1 + f¯k2i−1,2j)− fˆ
k− 1
2
2i−1,j]
end
dˆki,·(1) = proc(d˜
k
i,·(1), ǫk)
for j = 1, . . . , Nk−1
fˆk2i−1,2j−1 = u
p
2i−1,2j−1 + dˆ
k
i,j(1)
fˆk2i−1,2j = 2fˆ
k− 1
2
2i−1,j − fˆk2i−1,2j−1
end
for j = 1, . . . , Nk−1
u(j) = fˆ
k− 1
2
2i,j
end
for j = 1, . . . , Nk−1
up2i,2j−1 = (P
k
k−1u)2i,2j−1
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d˜ki,j(3) = f¯
k
2i,2j−1 − up2i,2j−1 − [12(f¯k2i,2j−1 + f¯k2i,2j)− fˆ
k− 1
2
2i,j ]
end
dˆki,·(3) = proc(d˜
k
i,·(3), ǫk)
for j = 1, . . . , Nk−1
fˆk2i,2j−1 = u
p
2i,2j−1 + dˆ
k
i,j(3)
fˆk2i,2j = 2fˆ
k− 1
2
2i,j − fˆk2i,2j−1
end
end
end
Algoritmo B.2. Decodificación para medias en celda
for k = 1, . . . , L
for j = 1, . . . , Nk−1
for i = 1, . . . , Nk−1
u(i) = fˆk−1i,j
end
for i = 1, . . . , Nk−1
u
p− 1
2
2i−1,j = (P
k
k−1u)2i−1,j
fˆ
k− 1
2
2i−1,j = u
p− 1
2
2i−1,j + dˆ
k
i,j(2)
fˆ
k− 1
2
2i,j = 2fˆ
k−1
i,j − fˆk−
1
2
2i−1,j
end
end
for i = 1, . . . , Nk−1
for j = 1, . . . , Nk−1
u(j) = fˆ
k− 1
2
2i−1,j
end
for j = 1, . . . , Nk−1
up2i−1,2j−1 = (P
k
k−1u)2i−1,2j−1
fˆk2i−1,2j−1 = u
p
2i−1,2j−1 + dˆ
k
i,j(1)
fˆk2i−1,2j = 2fˆ
k− 1
2
2i−1,j − fˆk2i−1,2j−1
end
for j = 1, . . . , Nk−1
u(j) = fˆ
k− 1
2
2i,j
end
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for j = 1, . . . , Nk−1
up2i,2j−1 = (P
k
k−1u)2i,2j−1
fˆk2i,2j−1 = u
p
2i,2j−1 + dˆ
k
i,j(3)
fˆk2i,2j = 2fˆ
k− 1
2
2i,j − fˆk2i,2j−1
end
end
end
Proposición B.1. Dados un conjunto de valores discretos f¯L,
con la transformada inversa modificada en 2D en el contexto de
medias en celda (Algoritmo B.1) obtenemos una representación
multirresolutiva
Mf¯L = {fˆ 0, dˆ1(1), dˆ1(2), dˆ2(3), . . . , dˆL(1), dˆL(2), dˆL(3)}
tal que si aplicamos la transformada inversa (Algoritmo B.2) ob-
tenemos fˆL que cumple:
||f¯L − fˆL||∞ ≤ ||f¯ 0 − fˆ 0||∞ +
L∑
k=1
||d˜k(2)− dˆk(2)||∞ (B.1)
+
L∑
k=1
ma´x(||d˜k(1)− dˆk(1)||∞, ||d˜k(3)− dˆk(3)||∞)
||f¯L − fˆL||1 ≤ ||f¯ 0 − fˆ 0||1 (B.2)
+
1
2
L∑
k=1
ma´x(||d˜k(2)− dˆk(2)||1, ||d˜k(1)− dˆk(1)||1)
+
1
2
L∑
k=1
ma´x(||d˜k(2)− dˆk(2)||1, ||d˜k(3)− dˆk(3)||1)
||f¯L − fˆL||22 = ||f¯ 0 − fˆ 0||22 +
L∑
k=1
||d˜k(2)− dˆk(2)||22 (B.3)
+
1
2
L∑
k=1
||d˜k(1)− dˆk(1)||22 +
1
2
L∑
k=1
||d˜k(3)− dˆk(3)||22
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Demostración. Como consecuencia del algoritmo de codificación
(Algoritmo B.1) tenemos:


f¯k2i−1,2j − fˆk2i−1,2j = f¯k−
1
2
2i−1,j − fˆk−
1
2
2i−1,j − (d˜ki,j(1)− dˆki,j(1))
f¯k2i−1,2j−1 − fˆk2i−1,2j−1 = f¯k−
1
2
2i−1,j − fˆk−
1
2
2i−1,j + (d˜
k
i,j(1)− dˆki,j(1))
f¯k2i,2j − fˆk2i,2j = f¯k−
1
2
2i,j − fˆk−
1
2
2i,j − (d˜ki,j(3)− dˆki,j(3))
f¯k2i,2j−1 − fˆk2i,2j−1 = f¯k−
1
2
2i,j − fˆk−
1
2
2i,j + (d˜
k
i,j(3)− dˆki,j(3))
f¯
k− 1
2
2i−1,j − fˆk−
1
2
2i−1,j = f¯
k−1
i,j − fˆk−1i,j + (d˜ki,j(2)− dˆki,j(2))
f¯
k− 1
2
2i,j − fˆk−
1
2
2i,j = f¯
k−1
i,j − fˆk−1i,j − (d˜ki,j(2)− d¯ki,j(2))
(B.4)
y


f¯k2i−1,2j − fˆk2i−1,2j = f¯k−1i,j − fˆk−1i,j + (d˜ki,j(2)− d¯ki,j(2))− (d˜ki,j(1)− dˆki,j(1))
f¯k2i−1,2j−1 − fˆk2i−1,2j−1 = f¯k−1i,j − fˆk−1i,j + (d˜ki,j(2)− d¯ki,j(2)) + (d˜ki,j(1)− dˆki,j(1))
f¯k2i,2j − fˆk2i,2j = f¯k−1i,j − fˆk−1i,j − (d˜ki,j(2)− d¯ki,j(2))− (d˜ki,j(3)− dˆki,j(3))
f¯k2i,2j−1 − fˆk2i,2j−1 = f¯k−1i,j − fˆk−1i,j − (d˜ki,j(2)− d¯ki,j(2)) + (d˜ki,j(3)− dˆki,j(3))
(B.5)
Como consecuencia de la fórmula
ma´x(|a|, |b|) = 1
2
(|a+ b| + |a− b|) (B.6)
tenemos
ma´x(|f¯k2i−1,2j − fˆk2i−1,2j |, |f¯k2i−1,2j−1 − fˆk2i−1,2j−1|) = |d˜ki,j(1)− dˆki,j(1)|
+|(f¯k−1i,j − fˆk−1i,j ) + (d˜ki,j(2)− d¯ki,j(2))|
y
ma´x(|f¯k2i,2j − fˆk2i,2j|, |f¯k2i,2j−1 − fˆk2i,2j−1|) = |d˜ki,j(3)− dˆki,j(3)|
+|(f¯k−1i,j − fˆk−1i,j )− (d˜ki,j(2)− d¯ki,j(2))|.
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De aquí
ma´x
(
|f¯k2i−1,2j − fˆk2i−1,2j |, |f¯k2i−1,2j−1 − fˆk2i−1,2j−1|, |f¯k2i−1,2j − fˆk2i−1,2j |,
|f¯k2i−1,2j−1 − fˆk2i−1,2j−1|
)
≤ ma´x
(
|d˜ki,j(1)− dˆki,j(1)|, |d˜ki,j(3)− dˆki,j(3)|
)
+ma´x
(
|(f¯k−1i,j − fˆk−1i,j ) + (d˜ki,j(2)− d¯ki,j(2))|, |(f¯k−1i,j − fˆk−1i,j )− (d˜ki,j(2)− d¯ki,j(2))|
)
= ma´x
(
|(d˜ki,j(1)− dˆki,j(1))|, |(d˜ki,j(3)− dˆki,j(3))|
)
+ |f¯k−1i,j − fˆk−1i,j |+ |d˜ki,j(2)− d¯ki,j(2)|
con lo que
||fˆk − f¯k||∞ ≤ ||fˆk−1 − f¯k−1||∞ + ||d˜k(2)− dˆk(2)||∞
+ma´x(||d˜k(1)− dˆk(1)||∞, ||d˜k(3)− dˆk(3)||∞)
y deducimos (B.1).
Además, de (B.5) y (B.6) obtenemos
|f¯k2i−1,2j−1 − fˆk2i−1,2j−1|+ |f¯k2i−1,2j − fˆk2i−1,2j | = 2|f¯k−1i,j − fˆk−1i,j |
+ 2ma´x(|d˜ki,j(2)− dˆki,j(2)|, |d˜ki,j(1)− dˆki,j(1)|)
|f¯k2i,2j − fˆk2i,2j |+ |f¯k2i,2j−1 − fˆk2i,2j−1| = 2|f¯k−1i,j − fˆk−1i,j |
+ 2ma´x(|d˜ki,j(2)− dˆki,j(2)|, |d˜ki,j(3)− dˆki,j(3)|)
y
|f¯k2i−1,2j−1 − fˆk2i−1,2j−1|+ |f¯k2i−1,2j − fˆk2i−1,2j |+ |f¯k2i,2j − fˆk2i,2j |+ |f¯k2i,2j−1 − fˆk2i,2j−1|
≤ 4|f¯k−1i,j − fˆk−1i,j |+ 2ma´x(|d˜ki,j(2)− dˆki,j(2)|, |d˜ki,j(1)− dˆki,j(1)|)
+2ma´x(|d˜ki,j(2)− dˆki,j(2)|, |d˜ki,j(3)− dˆki,j(3)|).
De la fórmula anterior y de la definición de la norma || · ||1 obte-
nemos
||f¯k − fˆk||1 ≤ ||f¯k−1 − fˆk−1||1 + 1
2
ma´x(||d˜k(2)− dˆk(2)||1, ||d˜k(1)− dˆk(1)||1)
+
1
2
ma´x(||d˜k(2)− dˆk(2)||1, ||d˜k(3)− dˆk(3)||1)
con lo que hemos probado (B.2).
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Para probar (B.3), obtenemos de (B.4)
(f¯k2i−1,2j − fˆk2i−1,2j)2 + (f¯k2i−1,2j−1 − fˆk2i−1,2j−1)2 = 2(f¯k−
1
2
2i−1,j − fˆk−
1
2
2i−1,j)
2 + 2(d˜ki,j(1)− dˆki,j(1))2
(f¯k2i,2j − fˆk2i,2j)2 + (f¯k2i,2j−1 − fˆk2i,2j−1)2 = 2(f¯k−
1
2
2i,j − fˆk−
1
2
2i,j )
2 + 2(d˜ki,j(3)− dˆki,j(3))2
(f¯
k− 1
2
2i−1,j − fˆk−
1
2
2i−1,j)
2 + (f¯
k− 1
2
2i,j − fˆk−
1
2
2i,j )
2 = 2(f¯k−1i,j − fˆk−1i,j )2 + 2(d˜ki,j(2)− dˆki,j(2))2
y
(f¯k2i−1,2j−1 − fˆk2i−1,2j−1)
2
+ (f¯k2i−1,2j − fˆk2i−1,2j)
2
+ (f¯k2i,2j − fˆk2i,2j)
2
+ (f¯k2i,2j−1 − fˆk2i,2j−1)
2
= 4(f¯k−1i,j − fˆk−1i,j )
2
+ 4(d˜i,j(2)− dˆi,j(2))2 + 2(d˜i,j(1)− dˆi,j(1))2 + 2(d˜i,j(3)− dˆi,j(3))2
entonces
||f¯k − fˆk||22 = ||f¯k−1 − fˆk−1||22 + ||d˜k(2)− dˆk(2)||22
+
1
2
||d˜k(1)− dˆk(1)||22 +
1
2
||d˜k(3)− dˆk(3)||22
con lo que la proposición ha sido probada.
