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ABSTRACT
The availability of collisional rate coefficients with H2 is a pre-requisite for interpretation of
observations of molecules whose energy levels are populated under non-local thermodynamical
equilibrium conditions. In the current study, we present collisional rate coefficients for the
NH2D/para-H2(J2 = 0, 2) collisional system, for energy levels up to Jτ = 77 (Eu ∼ 735 K)
and for gas temperatures in the range T = 5–300 K. The cross-sections are obtained using the
essentially exact close-coupling (CC) formalism at low energy and at the highest energies, we
used the coupled-states (CS) approximation. For the energy levels up to Jτ = 42 (Eu ∼ 215 K),
the cross-sections obtained through the CS formalism are scaled according to a few CC
reference points. These reference points are subsequently used to estimate the accuracy of the
rate coefficients for higher levels, which is mainly limited by the use of the CS formalism.
Considering the current potential energy surface, the rate coefficients are thus expected to be
accurate to within 5 per cent for the levels below Jτ = 42, while we estimate an accuracy of
30 per cent for higher levels.
Key words: molecular data – molecular processes – scattering.
1 IN T RO D U C T I O N
Singly deuterated ammonia, NH2D, was first tentatively detected to-
wards the Kleinmann-Low (KL) nebula in Orion (Rodriguez Kuiper,
Kuiper & Zuckerman 1978) and towards Sgr B2 (Turner et al. 1978).
However, due to the molecular richness of these objects, a blending
with transitions from other molecular species could not be discarded
at that time. The first unambiguous detection of NH2D was subse-
quently performed by Olberg et al. (1985) in the cold environment
of L183, S140 and DR21(OH) at 85 and 110 GHz, thanks to the
high-spectral resolution of the observations which enabled them to
resolve the hyperfine structure of the lines. Since then, its centime-
tre and millimetre rotational transitions have been used as tracers
of the physical conditions and chemistry of the molecular gas over
a wide range of conditions, ranging from cold prestellar cores (e.g.
Saito et al. 2000; Tine´ et al. 2000; Shah & Wootten 2001; Hatchell
2003; Roueff et al. 2005; Busquet et al. 2010) to warm star-forming
regions (e.g. Walmsley et al. 1987; Pillai et al. 2007). In cold en-
vironments, the deuterium fractionation was derived to be several
10−2. Such high fractionation ratios are within the values predicted
by gas-phase models at low temperatures (Roueff et al. 2005). In
warm environments such as Orion KL, the fractionation ratio was
derived to be 0.003 by Walmsley et al. (1987) and interpreted as
 E-mail: fabien.daniel@obs.ujf-grenoble.fr
a possible signature of mantle evaporation. More recently, NH2D
has been detected at much higher frequencies thanks to Herschel.
In Orion KL (Neill et al. 2013), several excited levels of NH2D up
to JKa,Kc = 75, 3 (Eu ∼ 600 K)1 were detected and the fractionation
ratio was derived to be 0.0068. The temperature and density asso-
ciated with the emitting regions were estimated to T ∼ 100–300 K
and n (H2) ∼ 107–108 cm−3.
In order to interpret the NH2D observations, a key ingredient of
the modelling is the collisional rate coefficients. Before the current
calculations, the only available rate coefficients considered He as a
collisional partner (Machin & Roueff 2006). However, it was shown
in the case of ND2H that the rate coefficients with He and H2 can
differ by factors of 3–30, depending on the transition (Machin &
Roueff 2007; Wiesenfeld et al. 2011). Thus, a dedicated calculation
for NH2D with H2 is required in order to interpret the observations
of this molecule. Indeed, as discussed by Daniel et al. (2013), a
simple scaling of the NH2D/He rate coefficients is insufficient to
accurately model the observations, at least under cold dark clouds
conditions.
1 NH2D is an asymmetric top whose rotational energy structure can be
described with the J, Ka, Kc quantum numbers. Alternatively, one may use
the pseudo quantum number τ = Ka−Kc . In what follows, we mainly use
the Jτ notation to describe the rotational energy levels but can alternatively
make use of the JKa,Kc notation, which is usually employed in astrophysical
studies.
C© 2014 The Authors
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This paper is organized as follows. The potential energy surface
(PES) is described in Section 2 and the collisional dynamics based
on this surface in Section 3. We then describe the rate coefficients
in Section 4 with some emphasis placed on their expected accuracy.
In Section 5, we discuss the current results with respect to other
related collisional systems and finally, we present conclusions in
Section 6.
2 POT E N T I A L E N E R G Y S U R FAC E
The rigid-rotor NH2D–H2 PES was derived from the NH3–H2 PES
computed by Maret et al. (2009), but in the principal inertia axes of
NH2D. The scattering equations to be solved (see below) are indeed
written for a PES described in the frame of the target molecule,
here NH2D. In the original NH3–H2 PES, the ammonia and hy-
drogen molecules were both assumed to be rigid, which is justified
at temperatures lower than ∼1000 K. The NH3 and H2 geometries
were taken at their ground-state average values, as recommended
by Faure et al. (2005) in the case of the H2O–H2 system. The rigid-
rotor NH3–H2 PES was computed at the coupled-cluster CCSD(T)
level with a basis set extrapolation procedure, as described in Maret
et al. (2009) where full details can be found. In the present work,
the geometry of NH2D was assumed to be identical to that of NH3,
i.e. the effect of deuterium substitution on the ammonia geome-
try was neglected. This assumption was previously adopted for the
similar ND2H–H2 system by Wiesenfeld et al. (2011). We note that
internal geometry effects are indeed expected to be only moderate
(30 per cent) at the temperatures investigated here, as shown by
Scribano, Faure & Wiesenfeld (2010) for the D2O–H2 system. The
main impact of the isotopic substitution on the NH3–H2 PES is
therefore the rotation of the principal inertia axes.
We have thus expressed the NH3–H2 PES of Maret et al. (2009)
in the principal inertia axes of NH2D. The transformation can be
found in Wiesenfeld et al. (2011, equations 2 and 3), where the
γ angle is equal to −8.57 deg for NH2D, as determined experi-
mentally by Cohen & Pickett (1982). The shift of the centre of
mass was also taken into account: the coordinates of the NH2D
centre of mass in the NH3–H2 reference frame were found to be
XCM = 0.101 312 Bohr and YCM = −0.032 810 Bohr, where XCM
and YCM were calculated for the ground-state average geometry of
NH3 used by Maret et al. (2009). The NH2D–H2 PES was generated
on a grid of 87 000 points consisting of 3000 random angular con-
figurations combined with 29 intermolecular distances in the range
3–15 Bohr. This PES was finally expanded in products of spherical
harmonics and rotation matrices, as in Wiesenfeld et al. (2011, see
their equation 4), using a linear least-squares fit procedure. We se-
lected iteratively all statistical significant terms using the procedure
of Rist & Faure (2011) applied at all intermolecular distances. The
final expansion included anisotropies up to l1 = 10 for NH2D and
l2 = 4 for H2, resulting in a total of 210 angular basis functions. The
root-mean-square residual was found to be lower than 1 cm−1 for in-
termonomer separations R larger than 5 Bohr, with a corresponding
mean error on the expansion coefficients smaller than 1 cm−1.
3 C O L L I S I O NA L DY NA M I C S
In order to describe the NH2D energy structure, we adopted the
same approach as used by Machin & Roueff (2006), i.e. we as-
sumed that NH2D is a rigid rotor and we neglected the inver-
sion motion corresponding to the tunnelling of the nitrogen atom
through the H2D plane. The spectroscopic constants, adapted from
the CDMS catalogue (Mu¨ller et al. 2001) and from Coudert,
Valentin & Henry (1986), are given in table 2 of Machin & Roueff
(2006). As outlined in Machin & Roueff (2006), neglecting the
inversion motion leads to neglecting the difference between the or-
tho and para states of NH2D, which are thus treated as degenerate.
Indeed, by considering the inversion motion, every rotational state
would be split into two states which are either symmetric or antisym-
metric under exchange of the protons. By combining the symmetry
of each state with the symmetry of the nuclear wavefunctions, each
state will either correspond to an ortho or para state to ensure that
the overall wavefunction is antisymmetric under the exchange op-
eration. Since the collisional transitions are only possible within a
given symmetry, the treatment of the collisional dynamics would
be essentially similar for each species, except for the slight differ-
ences of energy between the ortho and para states, which is of the
order of ∼0.4 cm−1 independently of the rotational state (Coudert
& Roueff 2006). Hence, by neglecting the inversion motion, we
obtain a set of rate coefficients which applies to both the ortho and
para symmetries of NH2D. Finally, we also considered H2 as a rigid
rotor and adopted a rotational constant of 59.2817 cm−1 (Huber
& Herzberg 1979). The reduced mass of the collisional system is
μ = 1.812 998 990 a.m.u.
In order to solve the collisional dynamics, we used the MOLSCAT
code.2 Since NH2D is observed in warm media and since the tran-
sitions detected include levels up to J = 7, our goal was set ac-
cordingly. We performed the calculations in order to provide rate
coefficients for the NH2D energy levels up to Jτ = 77 and for the
temperature range T = 5–300 K. A first step consisted of adjusting
the convergence of the dynamical calculations for these levels and
for total energies up to Et ∼ 3000 cm−1. We thus performed a few
calculations at some specific values of the total energy for which we
determined the number of NH2D rotational energy levels, as well
as the integration step required to ensure a convergence better than
1 per cent below 530 cm−1 and better than 5 per cent above this
threshold. These test calculations are summarized in Fig. 1, and the
parameters used for each energy range are also indicated. We found
that including the J2 = 2 level of para-H2 in the dynamical calcula-
tions had a large impact on the resulting cross-sections. Indeed, at
some specific energies, we found that the cross-sections obtained
with the J2 = 0 or J2 = 0, 2 basis can differ by up to a factor of
7. An example of the influence of the J2 = 2 energy level of H2
on the cross-sections is given in Fig. 2. This figure will be further
discussed below.
At low total energy (i.e. Et < 110 cm−1), we performed dynam-
ical calculations with the accurate close-coupling (CC) formalism.
However, because of the increase of the computational time with
the number of channels, the cost in terms of CPU time became pro-
hibitive at high energy. As an example, in the range 100–110 cm−1,
the CPU time typically ranged from 40 to 90 h per energy, the
amount of time being dependent on how far the energy is from
the last opened energy level. In order to keep the CPU time spent
within a reasonable amount of time, we had two options. We could
either increase the step between two consecutive energy grid points
or switch to an approximate method in order to solve the colli-
sional dynamics. While the first option could be a good choice for
the low-lying energy levels, it would turn to be a bad choice for
the highest ones, since our calculations show that typically that the
cross-sections have resonances for kinetic energies up to ∼150 cm−1
2 J. M. Hutson and S. Green, MOLSCAT computer code, version 14 (1994),
distributed by Collaborative Computational Project No. 6 of the Engineering
and Physical Sciences Research Council (UK).
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Figure 1. Parameters that describe the convergence of the dynamical cal-
culations performed with MOLSCAT. J1max stands for the maximum quantum
number of NH2D, and STEPS is inversely proportional to the integration
steps of the propagator. In red, we indicate the total energies at which we
checked for the convergence of these two parameters. In blue, we indicate
the values used for each energy range. Additionally, we also reported the
energy levels of NH2D which appear as vertical lines.
Figure 2. Ratio at 110 cm−1 between two approximate sets of cross-
sections with respect to CC cross-sections obtained with a J2 = 0, 2 basis
of H2. The first approximate set (red crosses) corresponds to cross-sections
obtained with the CS formalism and with a J2 = 0, 2 basis of H2. The second
set (black points) is obtained with the CC formalism but the basis of H2 is
reduced to J2 = 0.
above the threshold of the transition. Thus, because the NH2D en-
ergy levels are close in energy, and because we are interested in
the levels up to Jτ = 77 (E ∼512 cm−1), an accurate description
of the resonances for all the transitions requires the step between
Table 1. Step between the consecutive total en-
ergies used to characterize the cross-sections.
Energy range (cm−1) Step in energy (cm−1)
< 110 0.1
110–277 0.2
277–630 0.5
630–690 2
690–755 4
755–1355 20
1355–2800 50
consecutive energies to be low (i.e. typically of 0.2 cm−1) up to a
total energy of ∼660 cm−1. Therefore, we made the choice to use
an approximate method to solve the dynamics. We considered two
options: reducing the basis of H2 still using the CC formalism or
using the coupled-states (CS) formalism (McGuire & Kouri 1974)
with the J2 = 0, 2 basis for H2. In Fig. 2, we show the ratio of
the cross-sections obtained with those two treatments with respect
to the cross-sections obtained with the CC formalism and with the
J2 = 0, 2 basis for H2. In this example, the total energy is 110 cm−1
but we checked that the conclusions are similar at other values.
Considering this figure, it appears that the CS method gives a fairly
accurate description of the dynamics, especially for the transitions
with the highest cross-sections. Indeed, it can be seen that for the
transitions with cross-sections higher than 2 Å2, the CS method is
accurate within a factor of ∼1.2 for most transitions. On the other
hand, reducing the basis of the H2 molecule with the CC formal-
ism introduces larger errors, up to a factor of ∼3 in this case. We
thus made the choice to use the CS approximation to perform the
dynamical calculations above 110 cm−1, since the reduced amount
of computational time (typically reduced by a factor of 10–20) en-
ables us to adopt a fine energy grid. The step between consecutive
energies is given in Table 1. In order to emphasize on the neces-
sity to resort to an approximate method to perform the dynamical
calculations, we note that the total CPU time spent to obtain the
rate coefficients was ∼170 000 h (∼19 yr), a time however substan-
tially reduced by the availability of a cluster of cores (336 cores of
2.26 GHz). Finally, in order to obtain a set of rate coefficients as
accurate as possible, we scaled the CS cross-sections by performing
a few calculations with the CC formalism, up to total energies of
250 cm−1. These calculations enable to scale the transitions that
involve the levels up to Jτ = 42, and the procedure used to perform
the scaling is described in Appendix A. The scaled and original CS
cross-sections are reported in Fig. 3 for a few transitions. Note that
as expected from formal criteria (see Heil, Kouri & Green 1978,
and references therein), we observe that the accuracy of the CS
formalism increases with the kinetic energy.
Apart from its accuracy, the CS formalism has the additional
drawback that some transitions are predicted to be null while they
should not be, which is a consequence of the neglect of small cou-
pling terms. This can be seen in Fig. 2 where a few transitions
below 0.2 Å2 have ratios equal to zero. The transitions which are
predicted to be null with the CS formalism correspond to Jτ →
00, where τ ranges from τ = −J + 1 to τ = J − 1 in a step
of 2. The transitions concerned correspond to H2 transitions with
J2 = 0 → 0. In Fig. 4, we report the de-excitation transitions con-
nected to the 00 level for the levels up to Jτ = 44. For the transitions
with non-null CS cross-sections (indicated in red in Fig. 2), the val-
ues reported correspond to the CC and scaled CS cross-sections. For
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Figure 3. Cross-sections as a function of the kinetic energy Ek. The blue curve corresponds to the CS calculations. The red curve corresponds to the CC
calculations, below a total energy of 110 cm−1 and to the scaled CS calculations above this threshold. The correspondence between this particular value of the
total energy and the kinetic energy is indicated for each transition by a dotted vertical line.
Figure 4. Cross-sections for the transitions connected to the fundamental energy level and for levels up to Jτ = 44. The red curves correspond to CC plus
scaled CS cross-sections. The blue curves correspond to CC calculations and are truncated in energy since the CS formalism predicts null cross-sections.
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the other transitions (indicated in blue), we report the CC points we
calculated. For the latter, we included the reference CC points used
to scale the CS cross-sections, i.e. for total energies between 110
and 250 cm−1, which explains why the step in energy is large for the
highest kinetic energies. First, when considering this figure, it is im-
portant to notice that the cross-sections predicted to be null with the
CS formalism are indeed of lower magnitude by comparison with
other transitions. Additionally, from the few transitions available, it
appears that these cross-sections decrease quickly with increasing
kinetic energy. As an example, the 10 → 00 transition decreases
by four orders of magnitude between 1 and 110 cm−1. Finally, all
these transitions seem to share a similar shape. These peculiarities
of the null CS cross-sections make it possible to calculate the rate
coefficients for the levels up to Jτ = 32, with a reasonable accuracy
up to 300 K, despite the truncation in energy of the grid. This point
will be further discussed in the next section where we also derive
analytical formulae which are used to estimate the null Jτ → 00 rate
coefficients for the levels above Jτ = 32.
Finally, since we performed calculations with a J2 = 0, 2 basis for
H2 and since the energy grid was well sampled, the cross-sections
that involve the excited J2 = 2 state of H2 can be used to derive
the corresponding rate coefficients. Indeed, the convergence crite-
ria previously discussed also apply to the J2 → J ′2 transitions with
either J2 or J ′2 equal to 2. In Fig. 5, we give a characteristic ex-
ample of such transitions and show the transitions related to the
2−2 → 10 state-to-state transition of NH2D and that involve the
various possible rotational states of H2. From this figure, it appears
that the transitions which are inelastic for H2 are of lower magni-
tude than the elastic transition, by typically one or two orders of
magnitude. Moreover, we find that the J2 = 2 → 2 transitions are
larger than the J2 = 0 → 0 transitions. These conclusions apply
to the whole set of transitions and were already reached for other
molecular systems (see e.g. Dubernet et al. 2009; Daniel et al. 2010;
Daniel, Dubernet & Grosjean 2011; Wiesenfeld & Faure 2013).
Figure 5. Cross-sections associated with the 2−2 → 10 NH2D transition
and corresponding to the various J2 → J ′2 H2 transitions with para-H2 either
in its fundamental state (J2 = 0) or first excited state (J2 = 2). The cross-
section with ortho-H2 (J2 = 1−1) is also indicated, for a reduced range of
kinetic energies.
4 R ATE C OEF FI CIENTS
The collisional de-excitation rate coefficients are calculated by av-
eraging the cross-sections with a Maxwell–Boltzmann distribution
that describes the distribution of velocity of the molecules in the
gas (see e.g. equation 5 in Wiesenfeld et al. 2011). In Table 2, we
give the de-excitation rate coefficients for levels up to Jτ = 22,
with J2 = 0 → 0, and for temperatures in the range T = 5–100 K.
The way these rates are obtained is further discussed below. This
table is directly comparable to table 7 of Machin & Roueff (2006)
where the same quantities are given for the NH2D/He system. The
whole set of rate coefficients, with higher temperatures and with
a more extended set of molecular levels, will be made available
through the LAMDA (Scho¨ier et al. 2005) and BASECOL (Duber-
net et al. 2013) data bases.
4.1 Null CS cross-sections
As outlined in Section 3, the Jτ → 00 transitions where τ ranges
from τ = −J + 1 to τ = J − 1 with a step of 2 are predicted
to be equal to zero with the CS formalism. Using the available CC
calculations, we are however able to calculate these rate coefficients
for the transitions with J ≤ 3 and up to 300 K with a reasonable
accuracy (see Appendix ). Since the current set of rate coefficients
considers levels up to Jτ = 77, it is necessary to estimate the rate
coefficients for the transitions that connect the fundamental energy
level to the levels with J ≥ 4 which are predicted to be null with
the CS formalism. To do so, we extrapolate the behaviour observed
for the rates with levels such that J < 4 and derive the following
expression :
R(Jτi → 00) = R(10 → 00) ×
(
1
1.35
)J−1
×
(
1
2.6
)i−1
with τi = −J + 1 + 2 × (i − 1); i ∈ [[1; n]]
and n = E
(
2J + 1
2
)
. (1)
We can expect large errors of the corresponding rate coefficients,
typically of a factor of 10 or higher, since this expression is es-
tablished on the basis of a poor statistics. However, since the cor-
responding rate coefficients should play only a minor role in the
pumping scheme, these uncertainties should not have noticeable
consequences on the predicted line intensities. In any astrophysical
application, this assumption should however be checked. For exam-
ple, as was done in Daniel et al. (2013), the sensitivity of the line
intensities to the corresponding rate coefficients can be assessed
by considering randomly scaled values for these rates around their
nominal value.
4.2 Rate coefficient accuracy
The accuracy of the current rate coefficients is limited by the fol-
lowing assumptions. A first source of error comes from the neglect
of the inversion motion. However, we expect that this hypothesis
should only have marginal effects on the rate coefficients, at least
in comparison to the other sources of error. A second limitation
comes from the fact that the PES was calculated for the equilib-
rium geometry of the NH3 molecule. The PES was corrected for
the displacement of the centre of mass between NH3 and NH2D,
but the variation of the bond length from NH to ND was neglected.
The effect introduced by taking into account the vibrationally av-
eraged geometry of NH2D, rather than taking the NH3 internal
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Table 2. De-excitation rate coefficients for NH2D/H2 (J2 = 0–0) as a function of temperature and
for NH2D levels up to Jτ = 22.
Transition Rate coefficients (cm3 s−1)
5K 10 K 25K 50 K 75K 100 K
10, 1 → 00, 0 1.24(−11) 1.17(−11) 9.58(−12) 6.86(−12) 5.41(−12) 4.58(−12)
11, 1 → 00, 0 2.00(−12) 2.06(−12) 1.62(−12) 9.69(−13) 6.45(−13) 4.66(−13)
11, 1 → 10, 1 1.17(−10) 1.20(−10) 1.16(−10) 1.06(−10) 1.02(−10) 1.01(−10)
11, 0 → 00, 0 5.56(−11) 6.65(−11) 7.22(−11) 6.93(−11) 6.79(−11) 6.80(−11)
11, 0 → 10, 1 1.46(−11) 1.38(−11) 9.61(−12) 6.05(−12) 4.56(−12) 3.89(−12)
11, 0 → 11, 1 1.55(−11) 1.52(−11) 1.16(−11) 8.35(−12) 6.79(−12) 5.90(−12)
20, 2 → 00, 0 9.34(−12) 6.89(−12) 4.68(−12) 3.24(−12) 2.62(−12) 2.29(−12)
20, 2 → 10, 1 2.76(−11) 2.73(−11) 2.70(−11) 2.61(−11) 2.58(−11) 2.60(−11)
20, 2 → 11, 1 1.79(−11) 1.42(−11) 9.32(−12) 5.85(−12) 4.39(−12) 3.70(−12)
20, 2 → 11, 0 2.28(−11) 2.17(−11) 1.84(−11) 1.47(−11) 1.30(−11) 1.22(−11)
21, 2 → 00, 0 2.00(−12) 1.89(−12) 1.29(−12) 7.45(−13) 4.94(−13) 3.58(−13)
21, 2 → 10, 1 7.80(−12) 7.14(−12) 5.16(−12) 3.42(−12) 2.58(−12) 2.14(−12)
21, 2 → 11, 1 2.69(−11) 2.71(−11) 2.60(−11) 2.48(−11) 2.46(−11) 2.47(−11)
21, 2 → 11, 0 1.25(−11) 1.05(−11) 6.61(−12) 3.85(−12) 2.76(−12) 2.27(−12)
21, 2 → 20, 2 9.57(−11) 9.58(−11) 1.05(−10) 1.09(−10) 1.11(−10) 1.13(−10)
21, 1 → 00, 0 5.35(−12) 4.60(−12) 3.43(−12) 2.50(−12) 2.14(−12) 2.04(−12)
21, 1 → 10, 1 5.38(−11) 5.58(−11) 6.03(−11) 6.10(−11) 6.13(−11) 6.20(−11)
21, 1 → 11, 1 2.90(−11) 3.06(−11) 2.92(−11) 2.44(−11) 2.10(−11) 1.88(−11)
21, 1 → 11, 0 8.99(−12) 7.69(−12) 5.67(−12) 4.23(−12) 3.57(−12) 3.22(−12)
21, 1 → 20, 2 1.48(−11) 1.47(−11) 1.16(−11) 8.26(−12) 6.95(−12) 6.54(−12)
21, 1 → 21, 2 2.35(−11) 2.37(−11) 2.33(−11) 2.26(−11) 2.25(−11) 2.28(−11)
22, 1 → 00, 0 8.19(−13) 6.91(−13) 4.63(−13) 2.76(−13) 1.87(−13) 1.37(−13)
22, 1 → 10, 1 2.36(−11) 2.51(−11) 2.60(−11) 2.27(−11) 1.99(−11) 1.81(−11)
22, 1 → 11, 1 5.44(−11) 5.61(−11) 6.01(−11) 6.14(−11) 6.23(−11) 6.35(−11)
22, 1 → 11, 0 3.14(−12) 2.78(−12) 2.10(−12) 1.48(−12) 1.21(−12) 1.10(−12)
22, 1 → 20, 2 3.05(−11) 2.54(−11) 1.97(−11) 1.66(−11) 1.55(−11) 1.50(−11)
22, 1 → 21, 2 2.33(−11) 1.91(−11) 1.31(−11) 9.46(−12) 8.31(−12) 8.10(−12)
22, 1 → 21, 1 3.16(−11) 3.87(−11) 4.37(−11) 4.23(−11) 4.12(−11) 4.09(−11)
22, 0 → 00, 0 1.63(−11) 1.58(−11) 1.43(−11) 1.21(−11) 1.06(−11) 9.73(−12)
22, 0 → 10, 1 6.02(−12) 5.20(−12) 4.03(−12) 3.11(−12) 2.68(−12) 2.46(−12)
22, 0 → 11, 1 3.85(−12) 3.24(−12) 2.46(−12) 1.87(−12) 1.63(−12) 1.57(−12)
22, 0 → 11, 0 7.38(−11) 7.42(−11) 7.48(−11) 7.43(−11) 7.48(−11) 7.60(−11)
22, 0 → 20, 2 2.24(−11) 1.98(−11) 1.57(−11) 1.20(−11) 1.00(−11) 8.82(−12)
22, 0 → 21, 2 1.57(−11) 1.72(−11) 1.88(−11) 1.85(−11) 1.82(−11) 1.82(−11)
22, 0 → 21, 1 1.33(−11) 1.25(−11) 8.88(−12) 5.83(−12) 4.48(−12) 3.84(−12)
22, 0 → 22, 1 9.50(−12) 8.68(−12) 9.44(−12) 9.41(−12) 9.05(−12) 8.78(−12)
geometry, can lead to noticeable effects. Such a modification was
tested for D2O by Scribano et al. (2010), where rate coefficients for
this isotopologue were calculated using the H2O internal geometry.
Differences of the order of 30 per cent were found, and we might ex-
pect differences of the same order for NH2D. Finally, a third source
of error resides in the use of the CS formalism at high temperatures.
As described in Section 3 and in Appendix , the CS calculations
were scaled according to some reference calculations performed
with the CC formalism. However, an inherent limitation of this pro-
cedure comes from the uncertainty introduced by the scattering of
the ratios which are due to the resonances. Moreover, the ratios were
extrapolated at the highest energies. Finally, for the transitions that
involve energy levels higher than the 42 level, we directly computed
the rate coefficients using the original CS cross-sections.
In order to have an estimate of the error introduced in the rate
coefficients due to the use of the CS formalism, we compared
the rate coefficients calculated with the scaled CS cross-sections
[noted Rs(i → j)] to the rates calculated with the unscaled cross-
sections [noted Ru(i → j)]. The minimum and maximum values of
the ratios Rs(i → j)/Ru(i → j) found in the range T = 5–300 K
are reported in the upper panel of Fig. 6 for all the de-excitation
transitions up to Jτ = 33. In the lower panel of this figure, we report
the same quantities, but for levels up to Jτ = 42 and for the temper-
ature range T = 50−300 K. From this figure, it can be seen that for
the transitions that involve levels up to the 3−1 (E ∼75 cm−1), the
scaled and unscaled rate coefficients differ by less than 20 per cent
(upper panel). On the other hand, for higher energy levels, the dif-
ferences can be as high as a factor of ∼2 but most of the transitions
(93 per cent of the 253 transitions considered here) show differences
below a factor of 1.3. We note that the reason why the lowest energy
levels are less affected by the scaling of the cross-sections comes
from the fact that a larger part of the grid corresponds to CC calcu-
lations for these levels. Finally, given the variations observed for the
Rs(i → j)/Ru(i → j) ratios, we can expect that the transitions that
involve an energy level above Jτ = 42 will have a typical accuracy
of 30 per cent, since these transitions are directly calculated from
the CS cross-sections.
To summarize the previous considerations, considering the cur-
rent PES, we expect that the current rate coefficients will be accurate
within 5 per cent for the transitions up to Jτ = 42. For higher energy
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Figure 6. Upper panel: range of the variations found in the temperature
range T = 5–300 K, between the scaled and unscaled collisional rate coef-
ficients for the levels up to Jτ = 33. The x-axis gives the final level of the
de-excitation collisional rate coefficient. For each final level, the variations
are given for all the de-excitation rates, ordered by increasing value of the
upper energy level state. Lower panel: same as the upper panel but for the
transitions which consider levels up to Jτ = 42 and for the temperature range
T = 50–300 K.
levels, the accuracy should be of the order of 30 per cent. This holds
true for all transitions except for the Jτ → 00 transitions, where τ
ranges from τ = −J + 1 to τ = J − 1 with a step of 2. For these
transitions and for the levels such that J < 4, the rates should be
accurate to within 30 per cent. For higher levels, i.e. with J ≥ 4,
we can expect an error up to a factor of 10 in the rate coefficients.
Most importantly, a dominant source of error resides in the fact
that the PES was calculated for a molecular geometry which cor-
responds to the NH3 internal geometry. Thus, we might expect an
additional 30 per cent uncertainty on the rate coefficients (Scribano
et al. 2010).
4.3 Thermalized rate coefficients
The previous discussion dealt with rate coefficients where para-H2
was restricted to its fundamental state J2 = 0. Such rate coefficients
are enough to tackle astrophysical applications that deal with cold
media (i.e. T < 50 K). However, at higher gas temperatures, we ex-
pect a larger fraction of the H2 molecules in excited states (J2 > 0).
As discussed in Section 3, the cross-sections with J2 = 2 → 2 are of
larger magnitude than the cross-sections associated with the J2 = 0
→ 0 transitions. This is shown in Fig. 7 where we represent the ratio
of the rate coefficients with J2 = 2 → 2 to that with J2 = 0 → 0, for
temperatures of 10 and 300 K. On average, the rate coefficients with
J2 = 2 → 2 are of larger magnitude, with an average ratio slightly
increasing from 2 to 2.4 with temperature increasing from 10 to
300 K. However, as can be seen from Fig. 7, the variation in mag-
nitude of the rate coefficient depends on the absolute magnitude of
the rate, the variation being larger for the rates of lower magnitude.
Moreover, as seen in Fig. 7, there is a large scatter of the ratios.
Thus, by varying the relative populations of the fundamental and
first H2 excited states, the number of collisionally induced events
will be modified accordingly, i.e. the number of events becomes
Figure 7. Ratio of the rate coefficients associated with the J2 = 2 → 2
over the rate with J2 = 0 → 0, as a function of the magnitude of the rate
coefficients associated with the para-H2 fundamental state. The ratios are
given at T = 10 K (lower panel) and T = 300 K (upper panel).
larger with increasing the fractional abundance of the first excited
state. To take this effect into account, we define thermalized rate
coefficients, following the definition given in Dubernet et al. (2009,
equation 4).
Finally, we stress that in hot media, the relevant collisional part-
ner will be ortho-H2 rather than para-H2 and in such a case, it should
be necessary to calculate the corresponding rate coefficients. How-
ever, in the case of the H2O/H2 collisional system, it was found that
the effective rate coefficients for J2 = 2 and J2 = 1 agree within
∼30 per cent (Dubernet et al. 2009; Daniel et al. 2010, 2011). More
generally, these studies showed that apart from the rate coefficients
in J2 = 0, all the effective rate coefficients with J2 > 0 are qualita-
tively similar, independently of the H2 symmetry. As a consequence,
in astrophysical applications, the thermalized rate coefficients with
ortho-H2 or para-H2 lead to similar line intensities at high tempera-
tures (Daniel et al. 2012). To conclude, this means that in principle,
the rate coefficients with J2 = 2 → 2 can serve as a template to
emulate the rate coefficients of ortho-H2 (J2 = 1 → 1). We checked
this assumption by performing a few calculations with ortho-H2 as
a collisional partner. In Fig. 5, we compare the cross-sections of the
2−2−10 transition associated with either J2 = 2 → 2 or J2 = 1 → 1.
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It can be seen that these two cross-sections are qualitatively similar
for the energy range considered here. Such agreement is also found
on a more general basis. Considering a statistics over the i → j
transitions, we obtained that, whatever the energy, the mean value
μ of the ratios σ ij(2 → 2)/σ ij(1 → 1) is μ ∼ 1, with a standard
deviation σ that varies with energy in the range σ = 0.15−0.30.
For each energy, ∼70 per cent of the transitions vary by less than
1σ around μ and ∼95 per cent of the transitions are within 2σ .
Thus, this confirms that the rate coefficients in J2 = 2 → 2 are a
good approximation for the ortho-H2 rate coefficients.
5 D ISC U SSION
Prior to this work, the only available rate coefficients for NH2D
were calculated with He as a collisional partner. Rate coefficients
with He are often used as a template to estimate the rate coefficients
with H2. However, for many molecules, large differences exist and
the rates do not scale accordingly to the factor ∼1.4 deduced from
the difference in the reduced masses of the two colliding systems.
Concerning the deuterated isotopologues of ammonia, such a con-
clusion was already reached for ND2H. Indeed, for this particular
isotopologue, the He and H2 rate coefficients were found to vary by
factors in the range 3–30 (Machin & Roueff 2007; Wiesenfeld et al.
2011). In Fig. 8, we give the ratios of the current NH2D/H2 rate
coefficients with the rates calculated with He (Machin & Roueff
2006), as a function of the magnitude of the H2 rate coefficients
and for temperatures of T = 10 and 100 K. The comparison con-
cerns the transitions that involve levels up to Jτ = 22 (the highest
level considered in Machin & Roueff 2006). From this figure, it
appears that the H2 and He rate coefficients show large variations,
as expected from the previous studies of ND2H. At T = 10 K, the
ratios are in the range 1–100. Moreover, it appears that the largest
differences are also found for the largest rate coefficients. At higher
temperatures, we obtain the same trend except that the range of
variations is reduced. For example, at T = 100 K, the ratios for the
lowest rate coefficients are around 1, while they are around 20 for
the highest rates.
Finally, one may wonder if it is possible to infer the rate co-
efficients of singly deuterated ammonia from the rates of doubly
deuterated ammonia, or vice versa. A direct comparison of the cur-
Figure 8. Comparison between the current NH2D/H2 rate coefficients with
the rates calculated with He as a collisional partner (Machin & Roueff 2006).
Figure 9. Comparison between the NH2D (red) and ND2H (black) cross-
sections calculated with H2 (J2 = 0, 2).
rent rates with the values reported by Wiesenfeld et al. (2011) for
ND2H/H2 would not be totally meaningful, at least quantitatively,
since in the latter study, the dynamical calculations were performed
with a J2 = 0 basis for H2. As discussed in Section 3, considering
a J2 = 0, 2 basis for H2 can induce variations as large as a factor
of ∼7, and the magnitudes of the effects are presumably similar
for ND2H. We thus performed a few additional calculations for the
ND2H/H2 system. These calculations are similar to the ones pre-
sented in Wiesenfeld et al. (2011) except for the H2 basis which
is now set to J2 = 0, 2. In Fig. 9, we compare the cross-sections
of NH2D and ND2H for the six de-excitation transitions possible
when considering the levels up to Jτ = 11. From this figure, it ap-
pears that on the average, the cross-sections are of the same order
of magnitude for the two colliding systems. The differences are
definitely lower than those found with He as a collisional partner.
However, above 5 cm−1, differences of a factor of ∼3 or higher may
occur when considering individual transitions. This implies that a
dedicated calculation is necessary to infer accurate rate coefficients
for a particular isotopologue. Furthermore, given the differences
obtained between the rate coefficients calculated with H2 or He, the
current comparison shows that in the absence of a dedicated cal-
culation, the rate coefficients of a deuterated isotopologue should
be preferentially taken from another isotopologue with the same
symmetry rather than scaled from the He rates. As an example, to
emulate the CD2H/H2 rate coefficients, it should be more accurate
to take the CH2D/H2 rate coefficients than the CD2H/He one.
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6 C O N C L U S I O N S
We reported the calculation of collisional rate coefficients for the
NH2D/H2 system for NH2D rotational energy levels up to Jτ = 77
(E ∼ 735 K) and for temperatures in the range T = 5–300 K. These
rate coefficients will be made available through the BASECOL
(Dubernet et al. 2013) and LAMDA (Scho¨ier et al. 2005) data
bases. The current rate coefficients were calculated by adapting
the NH3/H2 PES presented in Maret et al. (2009). The dynamical
calculations were performed at the CC level at low total energy
(E < 110 cm−1) and with the CS formalism at higher energies. For
the levels up to Jτ = 42, the CS cross-sections were scaled according
to some reference points performed with the accurate CC formalism.
For these transitions and for the current PES, the accuracy of the rate
coefficients is expected to be of the order of 5 per cent. For higher
energy levels, the accuracy is limited by the use of the CS formalism,
and the corresponding rate coefficients are expected to be accurate
within 30 per cent. These uncertainties concern all the transitions
except the Jτ → 00 transitions with Jτ varying from −J + 1 to J − 1
in a step of 2. For the latter transitions, we expect the rate coefficients
to be accurate within 30 per cent for the levels with J ≤ 3 while
for the levels such that J ≥ 4, the rate coefficients have uncertainties
of the order of a factor of 10. We note that these errors only consider
the accuracy of the dynamical calculations and do not take into
account other sources of uncertainty like the accuracy of the PES or
the neglecting of the inversion motion. For what concerns the PES,
we might expect an additional 30 per cent uncertainty on the rate
coefficients, which is to be added in quadrature to the previously
mentioned uncertainties, since the current PES was calculated for
an internal geometry suitable to NH3.
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A P P E N D I X A : SC A L I N G O F T H E C S
CROSS-SECTI ONS
In order to obtain accurate cross-sections, we scaled the CS cross-
sections according to a few calculations performed with the CC
formalism. These CC calculations were performed for total energies
in the range 110 < E < 250 cm−1. The ratio of the CC to CS cross-
sections is reported in Fig. A2 for a few transitions. In order to
correct the CS cross-sections, we performed an analytical fit of the
ratio and to that purpose, we used two fitting functions
f (E) =
∑
i∈{1,3}
ai E
i−2 (A1)
g(E) =
∑
i∈{1,3}
ai E
i−2 + a4 e−0.1 E, (A2)
where E corresponds to the total energy. The latter functional form
was used to reproduce the oscillating behaviour seen in some tran-
sitions (like e.g. the 2−1–1−1, 30–1−1 or 30–20 transition shown in
Fig. A2). The choice of the functional form is made automatically,
and for a given transition the function g(E) is selected as soon as
the χ2 obtained with this function is lower by at least a factor of 3
by comparison to the χ2 obtained with the function f(E).
Considering the behaviour of the ratios reported in Fig. A2, it
appears that the ratios depend on the total energy and, in most cases,
tend to get close to 1 at the highest energies. Since we are interested
in scaling the cross-sections up to ∼3000 cm−1, we extrapolate the
ratios at energies higher than 250 cm−1. To do so, we proceed as
follows. We first fit a linear function using the ratios obtained at the
highest energies. This leads to two possible behaviours depending
on the energy where the resulting line crosses the y = 1 axis (denoted
by x0 in what follows). In the first case, x0 > 250 cm−1, and we
then use the f(E) functional form to extrapolate the ratios at high
energy. In the fitting procedure, we put as an additional constraint
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Figure A1. Extrapolation of the CS/CC ratios (see the text for details).
that the ratio is 1 at E0 = 1.5 x0. Above E0, the ratio is set to 1.
In the second case, x0 < 250 cm−1. In this case, we fix the ratio
above 250 cm−1 and keep the value obtained at the latest energy.
This extrapolation procedure thus gives the function h(E). These
two cases are illustrated in Fig. A1 where we show the result of the
fitting procedure for the 3−1−10 transition (case 1) and 3−1−1−1
transition (case 2).
Finally, to ensure the continuity between the two fitting functions,
we define the function φ(E), which gives the correction of the CS
cross-sections in the range 110 < E < 3000 cm−1:
φ(E) = f (E) or g(E) if E < 170 cm−1 (A3)
φ(E) = (1 − w) f (E) + w h(E) if 170 < E < 250 cm−1 (A4)
φ(E) = h(E) if E > 250 cm−1, (A5)
where w is a weighting function that varies linearly between 0 and
1 in the range 170 < E < 250 cm−1. The resulting fit is shown
in Fig. A2 for a few transitions which are characteristic of the
behaviour observed on the whole sample of transitions.
APPENDI X B: NULL C S C RO SS-SECTI ONS
As outlined in Sections 3 and 4, the Jτ → 00 transitions where τ
ranges from τ = −J + 1 to τ = J − 1 in a step of 2 are predicted
to be equal to zero with the CS formalism. Since we performed CC
calculations below 110 cm−1 with some additional points between
110 and 250 cm−1, we are however able to calculate the rate co-
efficients for a few of these transitions and up to 300 K, despite
the lack of calculated points above 250 cm−1. This is due to the
fact that the corresponding cross-sections decrease sharply with the
kinetic energy. This is illustrated in Fig. B1 for the 10 → 00, 21 →
00 and 32 → 00 transitions. The upper panel in this figure shows the
available CC points as well as two possible extrapolations of the
cross-sections above 250 cm−1. The first extrapolation is obtained
using a polynomial fit of the CC cross-sections (plain curves) while
Figure A2. In each panel, the upper plot shows the unscaled CS cross-sections in Å2. In the lower plot, the black dots correspond to the ratios of the CC to
CS cross-sections and the red curves show a fit of these ratios.
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Figure B1. The upper panel gives the CC cross-sections of the 10 → 00,
21 → 00 and 32 → 00 transitions as a function of the total energy. The
plain curves correspond to an extrapolation of these cross-sections based on
a polynomial fit. The dashed curves, which assume constant values above
250 cm−1, would correspond to an upper limit of the cross-sections at high
energies. The lower panel gives the ratios of the rate coefficients obtained
with the two extrapolations considered in the upper panel (same colour
code).
the second way of extrapolating takes a constant value for the cross-
sections above a total energy of 250 cm−1 (dashed curves). These
two limiting cases seem reasonable in view of the overall behaviour
of the cross-sections shown in Fig. 4. Using these two extrapo-
lations, we then calculated the corresponding rate coefficients for
T = 5−300 K and their ratios are indicated in the bottom panel
of Fig. B1. It can be seen that for these transitions, the rate coeffi-
cients are identical, within 2 per cent, below T = 100 K. For larger
temperatures, we obtain larger differences, the discrepancies being
the highest at 300 K. However, the variations are always below
25 per cent and this conclusion holds true for the seven transitions
that consider the levels below the Jτ = 32 level.
Since the current set of rate coefficients considers levels up to
J = 7, it is necessary to complete the current set. To do so, we
extrapolate the behaviour observed for the rates with levels such that
J < 4. In Fig. B2, we show the various rate coefficients calculated
for the levels up to Jτ = 33. First, as can be seen in Fig. 4, the rate
coefficients associated with the transitions predicted to be null with
the CS formalism are systematically of lower magnitude than the
rates of the other transitions. Thus, they should presumably play a
minor role in the radiative transfer calculations. Moreover, all these
transitions show a similar trend with temperature and are roughly
proportional. As a consequence, it is possible to mimic the rate
of a given transition using the rate coefficient, for example, of the
10 → 00 transition. The dotted curves in Fig. B2, for the transitions
from J = 2 and J = 3, are approximated in this way by using the
Figure B2. Rate coefficients for the transitions connecting the levels from
J = 1 (lower panel), J = 2 (middle panel) and J = 3 (upper panel) to
the fundamental energy level. The transitions for which the CS formalism
predicts non-null rate coefficients are indicated as plain curves. For the
other transitions for which the CS formalism predicts null cross-sections,
the dashed curves correspond to the rate coefficients calculated from the
available CC points. In the latter case, for the transitions from J = 2 and
J = 3, we also show rate coefficients which are scaled from the 10 → 00
transition (dotted curves).
analytical expressions:
R(2−1 → 00) = R(10 → 00) ×
(
1
1.3
)
(B1)
R(21 → 00) = R(10 → 00) ×
(
1
1.3
)
× 1
2.45
(B2)
R(3−2 → 00) = R(10 → 00) ×
(
1
1.4
)2
(B3)
R(30 → 00) = R(10 → 00) ×
(
1
1.4
)2
× 1
3
(B4)
R(32 → 00) = R(10 → 00) ×
(
1
1.4
)2
× 1
3
× 1
2.4
. (B5)
It can be seen in Fig. B2 that this simple scaling of the 10 → 00 rate
coefficient can reproduce qualitatively the rate coefficients directly
obtained from the integration of the cross-sections (dashed curves).
From this trend, we can generalize the above equations, and the
resulting expression corresponds to equation (1) of Section 4.
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