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Abstract
We show a limit formula for Eisenstein series by using the theory of a multiple cotangent function. The
value is expressed simply via the Bernoulli number.
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1. Introduction
Let k be a positive integer, and put
Ek(τ) = ζ(1 − k)2 +
∞∑
n=1
σk−1(n)e2πinτ
for a variable τ in the upper half plane (Im(τ ) > 0), where
σk−1(n) =
∑
d|n
dk−1.
We notice that
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∞∑
n=1
∞∑
m=1
mk−1e2πimnτ
= ζ(1 − k)
2
+
∞∑
m=1
mk−1e2πimτ
1 − e2πimτ .
In this paper we show the following limit formula.
Theorem 1. For each positive integer k we have:
(1) lim
τ→1
(
Ek
(
−1
τ
)
− τ kEk(τ )
)
= (−1)
kBk−1
2πi
,
(2) lim
τ→2
(
Ek
(
−1
τ
)
− τ kEk(τ )
)
= (−1)
kBk−1
2πi
· 2k−1,
(3) lim
τ→ 12
(
Ek
(
−1
τ
)
− τ kEk(τ )
)
= (−1)
kBk−1
2πi
· 1
2
.
Here, Bn is the usual Bernoulli number defined as
x
ex − 1 =
∞∑
n=0
Bn
n! x
n.
As is well known, Ek(τ) is the Eisenstein series of weight k for the modular group SL2(Z)
when k > 2 is an even integer. This means that
Ek
(
−1
τ
)
= τ kEk(τ )
in this case. Hence, for such k, Theorem 1 is valid since both sides are 0. (But usually we do not
recognize that the modularity of Ek(τ) is connected to the vanishing of Bk−1.) Moreover, when
k is 2, E2(τ ) is a “quasi” Eisenstein series of weight 2 for SL2(Z) and it satisfies that
E2
(
−1
τ
)
= τ 2E2(τ ) − τ4πi .
Then, Theorem 1 is check for k = 2 since
(−1)2B1
2πi
= − 1
4πi
.
On the other hand, for each odd positive integer k, the modularity of Ek(τ) is unknown yet, and
results in Theorem 1 are apparently new.
We use the theory of multiple sine function ([K,KK]; see Manin [M]) to prove Theorem 1.
Let
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{
ω= (ω1, . . . ,ωr) ∈ Cr
∣∣
ω1, . . . ,ωr are belonging to one side with respect to a line crossing 0
}
.
For such ω ∈ Dr , let
r(x,ω) = exp
(
∂
∂s
ζr (s, x,ω)
∣∣∣∣
s=0
)
=
( ∏∐
n1,...,nr0
(n1ω1 + · · · + nrωr + x)
)−1
be the regularized multiple gamma function, where
ζr (s, x,ω) =
∑
n1,...,nr0
(n1ω1 + · · · + nrωr + x)−s
is the multiple Hurwitz zeta function studied by Barnes [B] and
∏∐
λ
λ = exp
(
− d
ds
∑
λ
λ−s
∣∣∣∣
s=0
)
is the regularized product notation of Deninger [D]. The multiple sine function Sr(x,ω) is de-
fined as
Sr(x,ω) = r(x,ω)−1r(ω1 + · · · + ωr − x,ω)(−1)r
=
∏∐
n1,...,nr0
(n1ω1 + · · · + nrωr + x)
( ∏∐
m1,...,mr1
(m1ω1 + · · · + mrωr − x)
)(−1)r−1
.
We use the multiple cotangent function
Cotr (x,ω) = Sr(x,ω)
Sr(x,ω)
hereafter.
We prove the following two theorems concerning the double cotangent function, and deduce
Theorem 1 from them.
Theorem 2. For Im(τ ) > 0 and k  1 we have:
Cot(k−1)2
(
τ, (1, τ )
)=
{( 2πi
τ
)k(
Ek
(− 1
τ
)− τ kEk(τ )) if k is odd,
(k − 1)!ζ(k)(1 − 1
τk
)
if k is even.
Theorem 3. Let k be a positive odd integer.
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(
1, (1,1)
)= (−1) k+12 (2π)k−1Bk−1,
(2) Cot(k−1)2
(
2, (1,2)
)= 1
2
(−1) k+12 (2π)k−1Bk−1,
(2′) Cot(k−1)2
(
1, (1,2)
)= 1
2
(−1) k+12 (2π)k−1Bk−1,
(3) Cot(k−1)2
(
1
2
,
(
1,
1
2
))
= 2k−1(−1) k+12 (2π)k−1Bk−1,
(3′) Cot(k−1)2
(
1,
(
1,
1
2
))
= 2k−1(−1) k+12 (2π)k−1Bk−1.
We remark that our results are considered to be examples of a theory of “Stirling modular
forms,” which will be treated in future papers.
2. Proof of Theorem 2
Let Im(τ ) > 0. We notice that Shintani [S, Proposition 5] proved the expression
S2
(
x, (1, τ )
)= ∏∞n=0(1 − e2πi(nτ+x))∏∞
n=1(1 − e
2πi
τ
(x−n))
exp
(
πi
2
(
x2
τ
−
(
1 + 1
τ
)
x + 1
6
(
τ + 1
τ
)
+ 1
2
))
for 0 Im(x) Im(τ ). Hence we have
Cot2
(
x, (1, τ )
)= −2πi ∞∑
m=1
e2πimx
1 − e2πimτ +
2πi
τ
∞∑
m=1
e
2πimx
τ
e
2πim
τ − 1
+ πi
τ
x − πi
2
(
1 + 1
τ
)
.
We prove Theorem 2 by treating the three cases k = 1, k = 2 and k  3 separately. First, the case
k = 1 is seen as
Cot2
(
τ, (1, τ )
)= −2πi ∞∑
m=1
e2πimτ
1 − e2πimτ +
2πi
τ
∞∑
m=1
1
e
2πim
τ
−1 + πi −
πi
2
(
1 + 1
τ
)
= −2πi
∞∑
m=1
∞∑
n=1
e2πimnτ + 2πi
τ
∞∑
m=1
∞∑
n=1
e−
2πimn
τ + πi
2
(
1 − 1
τ
)
= −2πi
(
E1(τ ) + 14
)
+ 2πi
τ
(
E1
(
−1
τ
)
+ 1
4
)
+ πi
2
(
1 − 1
τ
)
= 2πi
τ
(
E1
(
−1
τ
)
− τE1(τ )
)
.
For the case k = 2, we notice that
Cot′2
(
x, (1, τ )
)= −(2πi)2 ∞∑ me2πimx
1 − e2πimτ +
(
2πi
τ
)2 ∞∑ me 2πimxτ
e
2πim
τ − 1
+ πi
τ
.m=1 m=1
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Cot′2
(
τ, (1, τ )
)= −(2πi)2 ∞∑
m=1
me2πimτ
1 − e2πimτ +
(
2πi
τ
)2 ∞∑
m=1
1
e
2πim
τ − 1
+ πi
τ
= −(2πi)2
∞∑
m=1
∞∑
n=1
me2πimnτ +
(
2πi
τ
)2 ∞∑
m=1
∞∑
n=1
me−
2πimn
τ + πi
τ
= −(2πi)2
(
E2(τ ) + 124
)
+
(
2πi
τ
)2(
E2
(
−1
τ
)
+ 1
24
)
+ πi
τ
=
(
2πi
τ
)2(
E2
(
−1
τ
)
− τ 2E2(τ )
)
+ π
2
6
(
1 − 1
τ 2
)
+ πi
τ
.
Thus using the well-known modularity
E2
(
−1
τ
)
= τ 2E2(τ ) − τ4πi
we have
Cot′2
(
τ, (1, τ )
)= π2
6
(
1 − 1
τ 2
)
.
Now let k  3. Then we get
Cot(k−1)2
(
x, (1, τ )
)= −(2πi)k ∞∑
m=1
mk−1e2πimx
1 − e2πimτ +
(
2πi
τ
)k ∞∑
m=1
mk−1e 2πimxτ
e
2πim
τ − 1
and
Cot(k−1)2
(
τ, (1, τ )
)= −(2πi)k ∞∑
m=1
mk−1e2πimτ
1 − e2πimτ +
(
2πi
τ
)k ∞∑
m=1
mk−1
e
2πim
τ − 1
= −(2πi)k
∞∑
m=1
∞∑
n=1
mk−1e2πimnτ +
(
2πi
τ
)k ∞∑
m=1
∞∑
n=1
mk−1e−
2πimn
τ
= −(2πi)k
(
Ek(τ) − ζ(1 − k)2
)
+
(
2πi
τ
)k(
Ek
(
−1
τ
)
− ζ(1 − k)
2
)
=
(
2πi
τ
)k(
Ek
(
−1
τ
)
− τ kEk(τ )
)
+ ζ(1 − k)
2
(2πi)k
(
1 − 1
τ k
)
.
Hence, if k  3 is odd, we have
Cot(k−1)2
(
τ, (1, τ )
)= (2πi)k(Ek
(
−1
)
− τ kEk(τ )
)
τ τ
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Cot(k−1)2
(
τ, (1, τ )
)= ζ(1 − k)
2
(2πi)k
(
1 − 1
τ k
)
= (k − 1)! ζ(k)
(
1 − 1
τ k
)
since
Ek
(
−1
τ
)
= τ kEk(τ ).
This proves Theorem 2.
Remark. The calculation Cot(m)2 (τ, (1, τ )) for m = 0,1,2, . . . is equivalent to obtain the Taylor
expansion of Cot2(x, (1, τ )) around x = τ . From this viewpoint above results can be reformu-
lated as
Cot2
(
x, (1, τ )
)=
[ ∞∑
m=0
(
2πi
τ
)2m+1(
E2m+1
(
−1
τ
)
− τ 2m+1E2m+1(τ )
)
(x − τ)2m
(2m)!
]
+
[ ∞∑
m=0
ζ(2m + 2)
(
1 − 1
τ 2m+2
)
(x − τ)2m+1
]
=
[
2πi
τ
∞∑
m=1
cos( 2πm(x−τ)
τ
)
e2πim/τ − 1 − 2πi
∞∑
m=1
cos(2πm(x − τ))
e−2πimτ − 1 +
πi
2
(
1 − 1
τ
)]
+
[
π
2τ
cot
(
π(x − τ)
τ
)
− π
2
cot
(
π(x − τ))],
where [· · ·] are giving even and odd parts in x − τ .
3. Proof of Theorem 3
(1) We use the result (a differential equation for S2(x, (1,1)))
Cot2
(
x, (1,1)
)= −π(x − 1) cot(πx)
proved in [KK]. It is convenient to look at
Cot2
(
1 + x, (1,1))= −πx cot(πx).
The basic Taylor expansion
x cotx =
∞∑ (−1)m22mB2m
(2m)! x
2mm=0
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Cot2
(
1 + x, (1,1))= − ∞∑
m=0
(−1)m(2π)2mB2m
(2m)! x
2m.
Hence
Cot(k−1)2
(
1, (1,1)
)=
{
−(−1) k−12 (2π)k−1Bk−1 if k  1 is odd,
0 if k  2 is even.
(2) We notice a kind of duplication formula
S2
(
x, (1,2)
)= S2
(
x
2
, (1,1)
)
S2
(
x + 1
2
, (1,1)
)
.
From this we get
Cot2
(
x, (1,2)
)
= 1
2
Cot2
(
x
2
, (1,1)
)
+ 1
2
Cot2
(
x + 1
2
, (1,1)
)
= −1
2
π
(
x
2
− 1
)
cot
(
πx
2
)
− 1
2
π
(
x + 1
2
− 1
)
cot
(
π(x + 1)
2
)
= −1
2
π
x − 2
2
cot
(
π(x − 2)
2
)
− 1
2
π
(
x − 2
2
+ 1
2
)
cot
(
π(x − 2)
2
+ π
2
)
= −1
2
π(x − 2)
(
1
2
cot
(
π(x − 2)
2
)
+ 1
2
cot
(
π(x − 2)
2
+ π
2
))
− π
4
cot
(
π(x − 2)
2
+ π
2
)
= −1
2
π(x − 2) cot(π(x − 2))+ π
4
tan
(
π(x − 2)
2
)
,
where in the last formula the first term is even in x − 2 and the second term is odd in x − 2.
Hence
Cot(2m)2
(
2, (1,2)
)= −1
2
(−1)mB2m22mπ2m
for m = 0,1,2, . . . .
(2′) The relation
S2
(
x, (1,2)
)= S2(3 − x, (1,2))−1
gives
Cot(m)
(
x, (1,2)
)= (−1)m Cot(m)(3 − x, (1,2))2 2
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Cot(m)2
(
1, (1,2)
)= (−1)m Cot(m)2 (2, (1,2)).
(3)–(3′) These two results are equivalent via
Cot(m)2
(
1,
(
1,
1
2
))
= (−1)m Cot(m)2
(
1
2
,
(
1,
1
2
))
exactly as in (2′) above. Moreover, these two results (3)–(3′) are deduced from (2)–(2′) as fol-
lows. The homogeneity [KK]
S2
(
cx, (cω1, cω2)
)= S2(x, (ω1,ω2))
implies
S2
(
2x, (1,2)
)= S2
(
x,
(
1,
1
2
))
when c = 2 and (ω1,ω2) = (1, 12 ). Then we have
2m+1 Cot(m)2
(
2x, (1,2)
)= Cot(m)2
(
x,
(
1,
1
2
))
for m = 0,1,2, . . . . Especially
Cot(m)2
(
1,
(
1,
1
2
))
= 2m+1 Cot(m)2
(
2, (1,2)
)
and
Cot(m)2
(
1
2
,
(
1,
1
2
))
= 2m+1 Cot(m)2
(
1, (1,2)
)
.
4. Proof of Theorem 1
Since Theorem 1 is checked easily for even k as explained in Section 1, it is sufficient to treat
the case of odd k. The construction of the multiple sine function shows that Cot(k−1)2 (u, (1, u))
is holomorphic (and continuous) in u ∈ C − R0. Hence, for each positive real number α
lim
τ→α Cot
(k−1)
2
(
τ, (1, τ )
)= Cot(k−1)2 (α, (1, α)).
Thus, Theorems 2 and 3 imply Theorem 1.
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