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Abstract
We study the interaction between polynomial space randomness
and a fundamental result of analysis, the Lebesgue differentiation the-
orem. We generalize Ko’s framework for polynomial space computabil-
ity in Rn to define weakly pspace-random points, a new variant of poly-
nomial space randomness. We show that the Lebesgue differentiation
theorem characterizes weakly pspace random points. That is, a point
x is weakly pspace random if and only if the Lebesgue differentiation
theorem holds for a point x for every pspace L1-computable function.
1 Introduction
The theory of computing allows for a meaningful definition of an individual
point of Euclidean space being “random”. Classically, such a notion would
seem paradoxical, as any singleton set (indeed, any countably infinite set)
has measure zero. Martin-Lo¨f used computability to give the first mathe-
matically robust definition of a point being random [10]. Since Martin-Lo¨f’s
original definition, many notions of randomness have been introduced. In
addition to Martin-Lo¨f randomness, two of the most prominent variants
are Schnorr randomness and computable randomness [4]. By developing a
theory of resource-bounded measure, Lutz initiated the study of resource-
bounded randomness [12, 13]. This allowed for research in algorithmic ran-
domness to extend to resource-bounded computation [21].
Recently, research in algorithmic randomness has used computable anal-
ysis to study the connection between randomness and classical analysis
[1, 5, 6, 7, 14, 15, 20]. With the rise of measure theory, many fundamental
theorems of analysis have been “almost everywhere” results. Theorems of
this type state that a certain property holds for almost every point; i.e.,
the set of points that does not satisfy the property is of measure zero.
However, almost everywhere theorems typically give no information about
which points satisfy the stated property. By adding computability restric-
tions, tools from algorithmic randomness are able to strengthen a theorem
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from a property simply holding almost everywhere, to one that holds for
all random points. For example, an important classical result of analysis is
Lebesgue’s theorem on nondecreasing functions. Lebesgue showed that ev-
ery nondecreasing continuous function f : [0, 1]→ R is differentiable almost
everywhere. Brattka, Miller and Nies characterized computable randomness
using Lebesgue’s theorem by proving the following result [2].
Theorem. Let z ∈ [0, 1]. Then z is computably random if and only if f ′(z)
exists for every nondecreasing computable function f : [0, 1]→ R.
This paper concerns a related theorem, also due to Lebesgue [9].
Lebesgue Differentiation Theorem. For each f ∈ L1([0, 1]
n),
f(x) = lim
Q→x
∫
Q
fdµ
µ(Q)
for almost every x ∈ [0, 1]n. The limit is taken over all open cubes Q con-
taining x as the diameter of Q tends to 0.
Pathak first studied the Lebesgue differentiation theorem in the context
of Martin-Lo¨f randomness [18]. Under the assumption that the function is
L1-computable, Pathak showed that the Lebesgue differentiation theorem
holds for every Martin-Lo¨f random point. Subsequently, Pathak, Rojas and
Simpson improved this theorem [19]. They showed that the Lebesgue dif-
ferentiation theorem holds at a point z for every L1 computable function if
and only if z is Schnorr random [19]. Independently, and using very differ-
ent techniques, Rute also showed that the Lebesgue differentiation theorem
holds for Schnorr random points [20].
This paper concerns the connection between resource-bounded random-
ness and analysis. While there has been work on this interaction [3, 11, 17],
resource-bounded randomness in analysis is still poorly understood. Re-
cently, Nies extended the result of Brattka, Miller and Nies to the polynomial
time domain [17]. Specifically, Nies characterized polynomial time random-
ness using the differentiability of nondecreasing polynomial time computable
functions. In this paper, we extend this research of the Lebesgue differen-
tiation theorem to the context of resource-bounded randomness. We show
that the Lebesgue differentiation theorem characterizes weakly polynomial
space randomness. We note that the polynomial space variant of Nies’ result
implies our result in one dimension. However, as in classical analysis, the
proof for arbitrary dimension requires significantly different tools.
In order to work with resource bounded computability over continuous
domains, we use the framework for polynomial space computability in Rn
developed by Ko [8]. Using generalizations of Ko’s polynomial space approx-
imable sets, we define weakly polynomial space randomness, a new variant
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of polynomial space randomness. We prove that Lutz’s notion of poly-
nomial space randomness implies weakly polynomial randomness. Weakly
polynomial space randomness uses open covers, similar to Martin-Lo¨f’s orig-
inal definition, unlike the martingale definitions commonly used in resource-
bounded randomness. The use of open covers lends itself better to adapt-
ing many theorems of classical analysis. We believe that the notion of
weakly polynomial space randomness will be useful in further investigations
of resource-bounded randomness in analysis.
Using this definition of randomness, we extend the result of Pathak, et
al, and Rute to polynomial space randomness. Specifically, we prove that a
point x is weakly polynomial space random if and only if the Lebesgue dif-
ferentiation theorem holds at x for every polynomial space L1-computable
function. Structurally, the proof of this theorem largely follows that of
Pathak, et al. However, the restriction to polynomial space forces signifi-
cant changes to the internal methods. To prove the converse of our theorem,
we introduce dyadic tree decompositions. Intuitively, a dyadic tree decompo-
sition partitions an open cover randomness test into a tree structure. This
allows for the construction of a polynomial space L1-computable function so
that the Lebesgue differentiation theorem fails for any point covered by the
test. We believe that dyadic tree decompositions will be useful in further
research.
2 Preliminaries
Throughout the paper, µ will always denote the Lebesgue measure on Rn.
We denote the set of all Lebesgue integrable functions f : [0, 1]n → R by
L1([0, 1]
n). A dyadic rational number d is a rational number that has a finite
binary expansion; that is d = m2r for some integers m, r with r ≥ 0. We
denote the set of all dyadic rational numbers by D. We denote the set of all
dyadic rationals d of precision r by Dr. Formally,
Dr = {
m
2r
|m ∈ Z}.
We denote the set of dyadic rationals in the interval [0, 1] by D[0, 1]. We
denote the set of dyadic rationals of precision r in the interval [0, 1] by
Dr[0, 1]. An open dyadic cube of precision r is a subset Q ⊆ Rn such that
Q = (
a1
2r
,
a1 + 1
2r
)× . . .× (
an
2r
,
an + 1
2r
),
where ai ∈ Z, and r ∈ N. We say that the points {
a1
2r ,
a1+1
2r , . . .
an
2r ,
an+1
2r }
are the endpoints of Q. In the same manner, we define closed dyadic cubes,
and half-open dyadic cubes. We denote the set of all open dyadic cubes of
precision r by
Br = {Q |Q is an open dyadic cube of precision r}.
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For an open set Q ⊆ Rn and t ∈ Rn, define the translation of Q by t to be
the set
t+Q = {t+ x |x ∈ Q}.
2.1 Resource-Bounded Randomness in Rn
Lutz and Lutz recently adapted resource-bounded randomness to arbitrary
dimension [11]. In this section, we review their definition of polynomial
space randomness in Rn.
Let r ∈ N, u = (u1, . . . , un) ∈ Zn. Define the r-dyadic cube at u to be
the half-open dyadic cube of precision r,
Qr(u) = [u1 · 2
−r, (u1 + 1) · 2
−r)× . . .× [un · 2
−r, (un + 1) · 2
−r).
Define the family
Qr = {Qr(u) | u ∈ {0, . . . , 2
r − 1}n}.
So then Qr is a partition of the unit cube [0, 1)
n. The family
Q =
∞⋃
r=0
Qr,
is the set of all half-open dyadic cubes in [0, 1)n.
A martingale on [0, 1)n is a function d : Q → [0,∞) satisfying
d(Qr(u)) = 2
−n
∑
a∈{0,1}n
d(Qr+1(2u+ a)), (1)
for all Qr(u) ∈ Q. We may think of a martingale d as a strategy for placing
successive bets on which cube contains x. After r bets have been placed,
the bettor’s capital is
d(r)(x) = d(Qr(u)),
where u is the unique element of {0, . . . , 2r − 1}n such that x ∈ Qr(u). A
martingale d succeeds at a point x ∈ [0, 1)n if
lim sup
r→∞
d(r)(x) =∞.
Let
J = {(r,u) ∈ N× Zn |u ∈ {0, . . . , 2r − 1}n}.
We say that a martingale d : Q → [0,∞) is computable if there is a com-
putable function dˆ : N× J → Q ∩ [0,∞) such that for all (s, r,u) ∈ N× J ,
|dˆ(s, r,u) − d(Qr(u))| ≤ 2
−s. (2)
A martingale d : Q → [0,∞) is p-computable (resp. pspace-computable) if
there is a function dˆ : N× J → Q∩ [0,∞) that satisfies 2 and is computable
in (s+ r)O(1) time (resp. space). A point x ∈ Rn is p-random (resp. pspace-
random) if no p-computable (resp. pspace-computable) martingale succeeds
at x.
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2.2 Polynomial Space Computability in Rn
In this section, we review Ko’s framework for complexity theory in Rn [8].
For the remainder of the paper, we include the write tape when considering
polynomial space bounds of Turing machines.
We first introduce the polynomial space L1-computable functions, the
class of functions we will be using in the proof of the Lebesgue differentiation
theorem. This definition is equivalent to Ko’s notion of pspace approximable
functions. It is a direct analog of the L1-computable functions used in
computable analysis.
A function f : [0, 1]n → R is a simple step function if f is a step function
such that
1. f(x) ∈ D for all x ∈ [0, 1]n and
2. there exists a finite number of (disjoint) dyadic boxes Q1, . . . , Qk and
dyadic rationals d1, . . . , dk such that f(x) =
k∑
i=1
diχQi(x), where χQ is
the characteristic function of a set Q.
A function f ∈ L1([0, 1]
n) is polynomial space L1-computable if there
exists a sequence of simple step functions, {fm}m∈N, and a polynomial p
such that for all d ∈ Dn,
1. fm(x) =
k∑
i=1
diχQi(x), such that the endpoints of each Qi are in D
n
p(m),
2. there is a polynomial space TM M computing fm in the sense that
M(0m, d) =
{
fm(d) if d is not a breakpoint of fm
# otherwise
3. ‖f − fm‖1 ≤ 2
−n .
Note that we may assume that the polynomial p is increasing. We
will frequently use the following nice property of polynomial space L1-
computable functions. If f ∈ L1([0, 1]
n) is approximated by sequence of
simple step function {fm} at precision p, then for every i > 0, fi is a con-
stant function on every Q ∈ Bp(i).
An infinite sequence {Sm}m∈N of finite unions of open boxes is polynomial
space computable if there exists a polynomial space TM M such that for all
m > 0, and all d ∈ Dn,
M(0m, d) =


1 if d ∈ Sm
−1 if d is a boundary point of Sm
0 otherwise
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A set S ⊆ [0, 1]n is polynomial space approximable if S is measurable and
there exists a polynomial space computable sequence of sets {Sm}m∈N such
that, for every m > 0,
1. there is a polynomial p such that all endpoints of Sm are in D
n
p(m) and
2. µ(S∆Sm) ≤ 2
−m.
Note that we may assume that the polynomial p is increasing; that is p(i) ≤
p(i+ 1), for all i ∈ N.
3 Uniformly Approximable Sequences
We now generalize Ko’s definition of approximable sets to approximable
arrays of sets. We follow Ko in first defining computability, then leveraging
this to define approximability.
Definition. An infinite array {Skm}k,m∈N of finite unions of open boxes is
uniformly polynomial space computable if there exists a polynomial space
TM M such that for all k,m > 0, and all d ∈ Dn,
M(0m, 0k, d) =


1 if d ∈ Skm
−1 if d is an boundary point of Skm
0 otherwise
If {Skm} is uniformly polynomial space computable andM is a TM satisfying
the definition, we say M computes {Skm}.
Definition. A sequence of sets {Um}m∈N is uniformly polynomial space ap-
proximable if there exists a uniformly polynomial space computable array of
sets {Skm} and a polynomial p such that
1. all endpoints of Skm are in D
n
p(m+k) and
2. µ(Um∆S
k
m) ≤ 2
−k.
If a polynomial p and a uniformly polynomial space computable sequence
{Skm} satisfies (1) and (2), we say that {S
k
m}k,m∈N approximates {Um} at
precision p. Note that we may assume that the polynomial p is increasing.
We now show that we can construct uniformly pspace computable se-
quences from pspace computable sequences. This lemma will be useful, as
polynomial space computability is an easier property to verify than its uni-
form counterpart.
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Lemma 1. Let {Ti}i∈N be a polynomial space computable sequence of sets,
and q1, q2 be polynomials. For every k, m > 0, define the set S
k
m by
Skm =
q2(k)⋃
i=q1(m)
Ti.
Then the array {Skm} is uniformly polynomial space computable.
Proof. It is clear that Skm is a finite union of open boxes for each k and
m > 0. Let M ′ be the polynomial space TM computing {Ti}. For every k,
m > 0, and d ∈ Dn, define the TM M by
M(0m, 0k, d) =


1 if M ′(0i, d) = 1 for any q1(m) ≤ i ≤ q2(k)
−1 else, if M ′(0i, 02k+2, d) = −1 for any q1(m) ≤ i ≤ q2(k)
0 otherwise
.
Clearly, M is computable in polynomial space. Hence, {Skm}k,m∈N is
uniformly polynomial space computable.
Similarly, we are able to construct uniformly pspace approximable se-
quences from other uniformly approximable sequences.
Lemma 2. Let q be a polynomial j ∈ N, and (Vi) be a uniformly polynomial
space approximable sequence, such that µ(Vi) ≤ 2
−i+j . Define the sequence
{Um} by
Um =
∞⋃
i=q(m)
Vi.
Then {Um}m∈N is a uniformly polynomial space approximable sequence.
Proof. Let {Vi} be a uniformly approximable sequence, approximated by
the uniformly pspace computable array {T si } at precision p. For each k,
m > 0, define the set
Skm =
k+j+1⋃
i=q(m)
T 2k+2i .
It is clear that {Skm}k,m∈N is a array of finite unions of open boxes. Let
M ′ be the polynomial space TM computing {T si }. For every k, m > 0 and
d ∈ Dn, define the TM M by
M(0m, 0k, d) =


1 if M ′(0i, 02k+2, d) = 1 for any q(m) ≤ i ≤ k + j + 1
−1 else, if M ′(0i, 02k+2, d) = −1 for any q(m) ≤ i ≤ k + j + 1
0 otherwise
.
It is easy to see that M is a polynomial space TM. Hence, {Skm}k,m∈N is
a uniformly pspace computable sequence. Recall that we are able to assume
that the polynomial p is increasing. Therefore, all endpoints of Skm are in
Dn
p(3k+3). Finally, we have
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µ(Um∆S
k
m) = µ(
∞⋃
i=q(m)
Vi∆
k+j+1⋃
i=q(m)
T 2k+2i )
≤ µ(
k+j+1⋃
i=q(m)
Vi∆
k+j+1⋃
i=q(m)
T 2k+2i ) + µ(
∞⋃
i=k+j+2
Vi)
≤
k+j+1∑
i=q(m)
µ(Vi∆T
2k+2
i ) +
∞∑
i=k+j+2
µ(Vi)
≤
k+1∑
i=q(m)
2−2k−2 +
∞∑
i=k+j+2
2−i+j
≤ 2−k.
So then {Skm}k,m∈N approximates {Um}m∈N at precision p, and therefore
{Um}m∈N is a uniformly polynomial space approximable sequence.
4 Weakly Polynomial Space Randomness
Using uniformly polynomial space approximable sequences, we give an open-
cover definition of polynomial space randomness. This variant is intended to
be similar to the open-cover definitions of the various computable random-
ness notions. However, the resource bounds force us to replace the typical
enumerability requirements with approximability.
Definition. Let a, b ∈ Z. An infinite sequence of open sets {Um}m∈N ⊆
[a, b]n is a polynomial space W-test (pspace W-test) if the following hold.
1. For every m, µ(Um) ≤ 2
−m.
2. There is a uniformly pspace computable array {Skm} approximating
{Um} such that, for all m,
Um ⊆ lim inf
k→∞
Skm,
A point x passes a polynomial space W-test {Um}m∈N if x /∈
∞⋂
m=1
Um.
We say that x is weakly pspace random if x passes every polynomial space
W-test.
The approximability of pspaceW-tests allows us to estimate the measure
of the open covers in polynomial space.
8
Lemma 3. If {Um}m∈N is a pspace W-test, then there exists a polynomial
space TM M such that for every s, r, m ∈ N and u ∈ {0, . . . , 2r − 1}n
|M(0s, 0r,u, 0m)− µ(Um ∩Qr(u))| ≤ 2
−s.
Proof. Let p be a polynomial, and {Um}m∈N be a pspace W-test, approxi-
mated by the uniformly pspace computable array {Skm} at precision p. Let
M ′ be the polynomial space TM computing {Skm}k,m∈N. For every s, r,
m ∈ N and u ∈ {0, . . . , 2r − 1}n, define the TM M by,
M(0s, 0r,u, 0m) = µ(Ssm ∩Qr(u)).
Then,
|M(0s, 0r,u, 0m)− µ(Um ∩Qr(u))| = |µ(S
s
m ∩Qr(u))− µ(Um ∩Qr(u))|
≤ µ((Ssm∆Um) ∩Qr(u))
≤ 2−s.
It remains to be shown that M is a polynomial space machine. To compute
µ(Ssm∩Qr(u)), M enumerates over all dyadic cubes Q of precision p(s+m).
For each Q, M computes the center of Q, the dyadic rational dQ of precision
p(s + m) + 1. If M ′(0m, 0s, dQ) = 1, then M adds µ(Q ∩ Qr(u)) to the
current measure. After enumerating over all Q ∈ Bp(s+m), M outputs the
total measure. Hence, M is a polynomial space machine, and the proof is
complete.
We are now able to relate weakly polynomial space randomness with
Lutz’s pspace randomness. The following lemma shows that pspace ran-
domness implies weakly pspace randomness.
Lemma 4. Let {Um}m∈N be a polynomial space W-test. Then there exists
a pspace martingale d succeeding on all points x ∈
∞⋂
m=1
Um
⋂
[0, 1]n.
Proof. Let {Um}m∈N be a polynomial space W-test. For each m > 0, define
the function dm : Q → [0,∞) by
dm(Qr(u)) =
1
µ(Qr(u))
µ(Um ∩Qr(u)).
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We then have
2−n
∑
a∈{0,1}n
dm(Qr+1(2u+ a)) = 2
−n
∑
a∈{0,1}n
1
µ(Qr+1(2u+ a))
µ(Um ∩Qr+1(2u+ a))
= 2rn
∑
a∈{0,1}n
µ(Um ∩Qr+1(2u + a))
= 2rnµ(Um
⋂
(
⋃
a∈{0,1}n
Qr+1(2u+ a)))
= 2rnµ(Um ∩Qr(u))
=
1
µ(Qr(u))
µ(Um ∩Qr(u))
= dm(Qr(u)),
and so dm is a martingale. Define the function d : Q → [0,∞) by
d(Qr(u)) =
∞∑
m=1
dm(Qr(u)).
Then,
d(Q0(0)) =
∞∑
m=1
dm(Q0(0))
≤
∞∑
m=1
2−m
≤ 1,
and since each dm is a martingale, d is a martingale. We now show that d is
a pspace martingale by constructing a polynomial space TM M computing
dˆ. By Lemma 3, there exists a polynomial space TM M ′ such that
|M ′(0s, 0r,u, 0m)− µ(Um ∩Qr(u))| ≤ 2
−s.
For every s ∈ N and (r,u) ∈ J , define the TM M by
M(0s, 0r,u) =
s+nr+1∑
m=1
1
µ(Qr(u))
M ′(0s+nr+2, 0r,u, 0m)
=
s+nr+1∑
m=1
2nrM ′(0s+nr+2, 0r,u, 0m)
Clearly, M runs in polynomial space. Moreover,
|M(0s, 0r,u)− d(Qr(u))| = |M(0
s, 0r,u) −
∞∑
m=1
dm(Qr(u))|
≤ |M(0s, 0r,u) −
s+nr+1∑
m=1
dm(Qr(u))| +
∞∑
m=s+nr+2
dm(Qr(u)).
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By the definition of M ,
|M(0s, 0r,u)−
s+nr+1∑
m=1
dm(Qr(u))| = 2
nr|
s+nr+1∑
m=1
M ′(0s+nr+2, 0r,u, 0m)− µ(Um ∩Qr(u))|
≤ 2nr
s+nr+1∑
m=1
2−s−nr−2
≤
s+nr+1∑
m=1
2−s−2
≤ 2−s−1.
Combining the two inequalities, we have
|M(0s, 0r,u)− d(Qr(u))| ≤ 2
−s−1 +
∞∑
m=s+nr+2
dm(Qr(u))
≤ 2−s−1 +
∞∑
m=s+nr+2
2nr 2−m
≤ 2−s−1 + 2nr2−s−nr−1
≤ 2−s.
Therefore, d is a pspace martingale.
Assume x ∈
∞⋂
m=1
Um
⋂
[0, 1]n. Let i > 0. Then, since Ui is an open
set, there exists an N such that for all r ≥ N , Qr(u) ⊆ Ui, where Qr(u) is
the unique dyadic cube containing x. Hence, for all r ≥ N , di(Qr(u)) = 1.
Therefore,
lim
r→∞
d(r)(x) =∞,
and so d succeeds on x.
5 Randomness and the Lebesgue Differentiation
Theorem
In this section we prove our main theorem, that the Lebesgue differentiation
theorem characterizes weakly pspace-randomness. Recall the statement of
Lebesgue’s theorem.
Lebesgue Differentiation Theorem. For each f ∈ L1([0, 1]
n),
f(x) = lim
Q→x
∫
Q
fdµ
µ(Q)
for almost every x ∈ [0, 1]n. The limit is taken over all open cubes Q con-
taining x as the diameter of Q tends to 0.
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A point x that satisfies the Lebesgue differentiation theorem is called a
Lebesgue point. We will prove the following theorem,
Main Theorem. A point x is weakly pspace-random if and only if for every
polynomial space L1-computable f ∈ L1([0, 1]
n), and every polynomial space
computable sequence of simple functions {fm}m∈N approximating f ,
lim
m→∞
fm(x) = lim
Q→x
∫
Q
fdµ
µ(Q)
(3)
where the limit is taken over all cubes Q containing x as the diameter of Q
tends to 0.
We first make several remarks regarding the form of our main theorem.
The use of polynomial space L1-computability is not simply for the sake of
generality. It is well-known that if a function is continuous, the Lebesgue
differentiation theorem holds for every point. Thus, to get a non-trivial ran-
domness result, we must allow the function to be discontinuous. Our second
remark concerns the limit of the approximating functions. In the statement
of the classical theorem, the integral limit is equal to f(x); whereas in our
main theorem, it is equal to limm→∞ fm(x). This concession is necessary.
For any point x, it is trivial to construct a polynomial space L1-computable
function f such that
f(x) 6= lim
Q→x
∫
Q
fdµ
µ(Q)
.
Consider the function f which is 0 for all points, except at the given point
x, f(x) = 1. Clearly, f is polynomial space L1-computable, but x does not
satisfy the Lebesgue differentiation theorem.
5.1 Random points satisfy the Lebesgue differentiation the-
orem
The outline of our proof roughly follows that of the classical proof of the
Lebesgue differentiation theorem [19, 22]. However, the restriction to poly-
nomial space computation significantly changes the internal methods. We
first show that if a point x ∈ [0, 1]n is weakly pspace-random, then it must
be contained in an open dyadic cube. This is a useful property of weakly
pspace-random points that we take advantage of in later theorems.
Lemma 5. Let x = (x1, . . . , xn) ∈ [0, 1]
n be weakly pspace-random. Then,
for every i, xi is not a dyadic rational.
Proof. Let x = (x1, . . . , xn) ∈ [0, 1]
n be weakly pspace-random. We show
that x1 cannot be a dyadic rational, the proof for the other components is
similar. For every i > 0, define the set
Si =
⋃
d∈Di[0,1]
(d− 2−2i−2, d+ 2−2i−2)× (0, 1) × . . . × (0, 1).
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For every m > 0, define the set
Um =
∞⋃
i=m
Si.
We now prove that the sequence {Um}m∈N is a pspace W-test. It is clear
that for every m > 0, Um is an open set. Let m > 0, then,
µ(Um) = µ(
∞⋃
i=m
Si)
≤
∞∑
i=m
µ(Si)
≤
∞∑
i=m
2i2−2i−1
≤ 2−m.
It remains to be shown that {Um}m∈N is uniformly pspace approximable.
For every k, m > 0, define the set
T km =
k−1⋃
i=m
Si.
It is easy to verify that {Si} is a polynomial space computable sequence.
Hence, by Lemma 1, {T km} is a uniformly polynomial space computable
sequence. Finally, for every k, m > 0,
µ(Um∆T
k
m) = µ(
∞⋃
i=k
Si)
≤
∞∑
i=k
µ(Si)
≤ 2−k,
and so the sequence {Um} is uniformly polynomial space approximable. It is
clear that for every m, and all x ∈ Um, x ∈ lim infk T
k
m. Therefore, {Um}m∈N
is a polynomial space W-test. By assumption x /∈ ∩Um, therefore x1 is not
a dyadic rational.
Using a similar argument we see that, for all 1 ≤ i ≤ n, xi is not a dyadic
rational.
Let f be a polynomial space L1-computable function, approximated by
the pspace computable sequence of simple step functions {fm}m∈N. We now
show that for every weakly pspace-random point x, the limit lim
m→∞
fm(x)
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exists. We will need the following inequality due to Chebyshev. For every
f ∈ L1([0, 1]
n) and ǫ > 0, define the set
S(f, ǫ) = {x | |f(x)| > ǫ}.
Chebyshev’s Inequality. Let f ∈ L1([0, 1]
n) and ǫ > 0. Then µ(S(f, ǫ)) ≤
‖f‖1
ǫ
.
Theorem 1. Let f ∈ L1([0, 1]
n) be polynomial space L1 computable, approx-
imated by the polynomial space computable sequence of simple step functions
{fm}m∈N. If x is weakly pspace-random, the limit lim
m→∞
fm(x) exists.
Proof. Let p be a polynomial and f ∈ L1([0, 1]
n) be polynomial space L1
computable, approximated by the polynomial space computable sequence of
simple step functions {fm}m∈N at precision p. Recall that we may assume
that p is increasing. For each i ≥ 1, define the set
Si = (S(f2i−1 − f2i, 2
−i) ∪ S(f2i − f2i+1, 2
−i)) ∩ (
⋃
Q∈Bp(2i+1)
Q).
We intersect with the open dyadic cubes of precision p(2i+1) to ensure that
Si is an open set. For each m ≥ 1 define the set
Um =
∞⋃
i=m+4
Si.
We now prove that the sequence {Um}m∈N is a pspace W-test. Using the
properties of simple step functions, it is routine to verify that, for every
i > 0, Si is the union of all open dyadic cubes Q ∈ Bp(2i+1), such that either
|f2i−1(Q)− f2i(Q)| > 2
−i, or
|f2i(Q)− f2i+1(Q)| > 2
−i.
Therefore, for every m > 0, Um is an open set. By Chebyshev’s inequality,
µ(Si) ≤ 2
i(‖f2i−1 − f2i‖+ ‖f2i − f2i+1‖)
≤ 2i(2−2i+2 + 2−2i+1)
≤ 2−i+3.
Using this upper bound on the measure of Si we obtain
µ(Um) ≤
∞∑
i=m+4
µ(Si)
≤
∞∑
i=m+4
2−i+3
≤ 2−m.
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It remains to be shown that the sequence {Um}m∈N is uniformly poly-
nomial space approximable. For every k, m > 0, define the set
T km =
k+3⋃
i=m+4
Si.
It is clear that {Si} is a polynomial space computable sequence. Hence, by
Lemma 1, {T km} is a uniformly pspace computable array. Finally, we have
µ(Um∆T
k
m) = µ(Um∆(
k+3⋃
i=m+4
Si))
≤ µ((
∞⋃
i=k+4
Si))
≤
∞∑
i=k+4
µ(Si)
≤
∞∑
i=k+4
2−i+3
≤ 2−k.
Finally, it is clear that, for every m ∈ N and all x ∈ Um, x ∈ lim infk T km.
Hence, {Um}m∈N is a pspace W-test.
Assume x is weakly pspace-random. Then there exists an N such that
for all m > N , x /∈ Um, and therefore x /∈ Si, for all i > N + 4. By Lemma
5, x cannot have any dyadic rational components; i.e., x ∈ Q, for some
Q ∈ B2i+1. Hence, |f2i−1(x)−f2i(x)| ≤ 2
−i and |f2i(x)−f2i+1(x)| ≤ 2
−i. Let
j > 2N + 8, then |fj(x)− fj+1(x)| ≤ 2
− j
2 . Therefore, the limit lim
m→∞
fm(x)
exists.
We now focus on the limit
lim
Q→x
∫
Q
fdµ
µ(Q)
on the right hand side of our main theorem (equation 3). The restriction
to polynomial space computation creates difficulties in considering arbitrary
open cubes. Intuitively, we overcome this obstacle through the use of trans-
lations of dyadic cubes, which are more amenable to polynomial space com-
putation. Formally, for t ∈ {−13 , 0,
1
3}
n, define the set
Btr = {I
t
r | I
t
r = t+Q, where Q ∈ Br}.
That is, Btr is the set of all translations of dyadic cubes of precision r by
points t ∈ {−13 , 0,
1
3}
n. For every x ∈ [0, 1]n, let Itr(x) denote the (unique)
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element ofBtr containing x. The following theorem of Rute [20], using results
due to Morayne and Solecki [16], shows that it suffices to prove that the right
hand limit of equation 3 exists for these translations.
Theorem 2 ([20]). Let f ∈ L1([0, 1]
n), and x ∈ [0, 1]n. Then the following
are equivalent,
1. the limit lim
Q→x
∫
Q
fdµ
µ(Q) exists, where the limit is taken over all cubes con-
taining x, as the diameter goes to 0
2. the limit lim
k→∞
∫
It
k
(x)
fdµ
µ(It
k
(x))
exists, for all t ∈ {−13 , 0,
1
3}
n.
We now show that the limit
lim
m→∞
∫
Itr(x)
|f − fm|dµ
µ(Itr(x))
exists, for every t ∈ {−13 , 0,
1
3}
n and r > 0. We will need the following
inequality due to Hardy and Littlewood. For every f ∈ L1([0, 1]
n) and
ǫ > 0, define the set
T (f, ǫ) = {x | sup
r,t
∫
Itr(x)
fdµ
µ(Itr)
> ǫ},
where the supremum is taken over all r > 0 and t ∈ {−13 , 0,
1
3}
n.
Hardy/Littlewood Inequality. Let f ∈ L1([0, 1]
n) and ǫ > 0. Then there
exists a constant c such that µ(T (f, ǫ)) ≤ c‖f‖1
ǫ
.
Theorem 3. Let f ∈ L1([0, 1]
n) be polynomial space L1 computable, ap-
proximated by the polynomial space computable sequence of step functions
{fm}m∈N. If x is weakly pspace-random, then
lim
m→∞
∫
Itr(x)
|f − fm|dµ
µ(Itr(x))
= 0,
for every t ∈ {−13 , 0,
1
3}
n and r > 0.
Proof. Let p be a polynomial, and f ∈ L1([0, 1]
n) be polynomial space L1
computable, approximated by the polynomial space computable sequence of
simple step functions {fm}m∈N at precision p. For every i > 0, define the
set
Ti = T (f2i−1 − f2i, 2
−i) ∪ T (f2i − f2i+1, 2
−i).
For every m ≥ 1 define the set
Um =
∞⋃
i=m+4+c
Ti.
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We now prove that the sequence {Um}m∈N is a pspace W-test. Clearly, for
every m > 0, Um is an open set. By the Hardy/Littlewood inequality,
µ(Ti) ≤ 2
i c (‖f2i−1 − f2i‖+ ‖f2i − f2i+1‖)
≤ 2i c (2−2i+2 + 2−2i+1)
≤ c 2−i+3.
Using this upper bound on the measure of Ti we obtain
µ(Um) ≤
∞∑
i=m+4+c
µ(Ti)
≤
∞∑
i=m+4+c
c 2−i+3
< 2−m.
It remains to be shown that the sequence {Um}m∈N is uniformly polynomial
space approximable. By Lemma 2, it suffices to prove that the sequence (Ti)
is uniformly polynomial space approximable. For every k, i, define the sets
V ki = {I
t
r | r ≤ p(2i+1)+k+2, t ∈ {−
1
3
, 0,
1
3
}n, and
∫
Itr(x)
|f2i−1 − f2i|dµ
µ(Itr(x))
> 2−i},
W ki = {I
t
r | r ≤ p(2i+1)+k+2, t ∈ {−
1
3
, 0,
1
3
}n, and
∫
Itr(x)
|f2i − f2i+1|dµ
µ(Itr(x))
> 2−i},
and
Aki =W
k
i
⋃
V ki .
We now show that µ(Ti∆A
k
i ) ≤ 2
−k. Intuitively, we bound the measure
using the property that simple step functions are constant on dyadic cubes.
Let Itr ⊆ Q, for some Q ∈ Bp(2i+1); i.e., I
t
r is fully contained in an open
dyadic cube of precision p(2i+ 1). Assume∫
Itr
|f2i−1 − f2i|dµ
µ(Itr)
> 2−i.
Since |f2i−1−f2i| is a simple step function whose break points are inD
n
p(2i+1),
|f2i−1− f2i| must be a constant function on Q. Thus, |f2i−1(Q)− f2i(Q)| >
2−i, and so Itr ⊆ Q ⊆ A
1
i . Similarly, if∫
Itr
|f2i − f2i+1|dµ
µ(Itr)
> 2−i,
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then Itr ⊆ Q ⊆ A
1
i . So then, the set of points in Ti−A
k
i must be contained in
some translate Itr that is not contained in a dyadic cube of precision p(2i+1);
that is,
Ti −A
k
i ⊆
∞⋃
r=p(2i+1)+k+3
Nr. (4)
We now bound the measure of these points. For r ∈ N define the set
Nr = {I
t
r | t ∈ {−
1
3
, 0,
1
3
}n, and Itr * Q for any box Q of precision p(2i+1)}.
If Itr is not contained in a dyadic cube of precision p(2i + 1), then I
t
r must
contain at least one dyadic rational of precision p(2i+ 1). Hence,
|Nr| ≤ 3
n2np(2i+1) (5)
and so,
µ(Nr) ≤ 3
n2np(2i+1) 2−rn. (6)
By equation 4 and inequality 6, we obtain
µ(Ti −A
k
i ) ≤ µ(
∞⋃
r=p(2i+1)+k+3
Nr)
≤
∞∑
r=p(2i+1)+k+3
µ(Nr)
≤
∞∑
r=p(2i+1)+k+3
3n 2np(2i+1) 2−rn
≤ 3n 2np(2i+1)
∞∑
r=p(2i+1)+k+3
2−rn
≤ 2−k−1.
We would like {Aki } to be a uniformly polynomial space computable
sequence. However, there is a minor technical detail which complicates the
argument. The definition of uniformly pspace computable sequences requires
the endpoints to be dyadic rationals. Unfortunately, translating the dyadic
cubes by t ∈ {−13 , 0,
1
3}
n violates this requirement. In order to overcome
this, we will approximate {Aki } by boxes with dyadic endpoints. For any
open cube Q, define Dki (Q) to be the open dyadic box containing Q such
that
µ(Dki (Q)−Q) < 2
−n(p(2i+1)+2k+3).
Formally, if Q = (a1, b1)× . . .× (an, bn), let
Dki (Q) = (d1, d
′
1)× . . .× (dn, d
′
n)
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where di, d
′
i are dyadic rationals at precision p(2i + 1) + 2k + n + 3, and
di ≤ ai < bi ≤ d
′
i.
Define the set
Ski =
⋃
Q∈Aki
Dki (Q).
It is easy to verify that {Ski } is a uniformly pspace computable array such
that the endpoints of Ski are in D
n
p(2i+1)+2k+n+3, and µ(Ti∆S
k
i ) ≤ 2
−k for
every i, k > 0. It is clear that, for every i and all x ∈ Ti, x ∈ lim infk S
k
i .
Hence, {Ti} is a uniformly polynomial space approximable sequence, and
{Um}m∈N is a pspace W-test.
Assume x is weakly pspace-random. Then there exists an N such that
for all m > N , x /∈ Um. Let i > 2N + 8 + 2c, t ∈ {−
1
3 , 0,
1
3}
n and r > 0.
Choose j > rn+ i. Then,∫
Itr(x)
|f − fi|dµ
µ(Itr(x))
≤
∫
Itr(x)
|f − fj|dµ
µ(Itr(x))
+
∫
Itr(x)
|fj − fi|dµ
µ(Itr(x))
≤ 2rn 2−j +
∫
Itr(x)
|fj − fi|dµ
µ(Itr(x))
≤ 2−i +
j−1∑
m=i
∫
Itr(x)
|fm − fm+1|dµ
µ(Itr(x))
≤ 2−i +
j−1∑
m=i
2−
m
2
≤ 2−i + 2−
i
2
+2
< 2−
i
2
+3.
Since t ∈ {−13 , 0,
1
3}
n and r > 0 were arbitrary,
lim
m→∞
∫
Itr(x)
|f − fm|dµ
µ(Itr(x))
= 0,
for every t ∈ {−13 , 0,
1
3}
n and r > 0.
We are now able to prove that weakly pspace random points satisfy the
Lebesgue differentiation theorem.
Theorem 4. If x is weakly pspace-random, then for every polynomial space
L1-computable f ∈ L1([0, 1]
n), and every polynomial space computable se-
quence of simple functions {fm}m∈N approximating f ,
lim
m→∞
fm(x) = lim
Q→x
∫
Q
fdµ
µ(Q)
where the limit is taken over all cubes Q containing x as the diameter of Q
tends to 0.
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Proof. Let x be weakly pspace-random. By Theorem 2, it suffices to show
that
lim
m→∞
fm(x) = lim
k→∞
∫
It
k
(x) fdµ
µ(Itk(x))
for all t ∈ {−13 , 0,
1
3}
n.
Let ǫ > 0. By Theorems 1 and 3, there exists an N such that for all
i > N ,
|fi(x)− lim
m→∞
fm(x)| <
ǫ
2
, (7)
and ∫
It
k
(x) |f − fi|dµ
µ(Itk(x))
<
ǫ
2
, (8)
for every t ∈ {−13 , 0,
1
3}
n and k > 0. Let i > N . Then, using (7) we obtain
| lim
m→∞
fm(x)− lim
k→∞
∫
It
k
(x) fdµ
µ(Itk(x))
| <
ǫ
2
+ |fi(x)− lim
k→∞
∫
It
k
(x) fdµ
µ(Itk(x))
|. (9)
By Lemma 5, for every r > 0, x ∈ Q for some Q ∈ Br. Since fi is a simple
step function, fi is constant on every Q ∈ Bp(i). So there exists an N
′ so
that for all r > N ′,
fi(x) =
∫
Itr(x)
fidµ
µ(Itr(x))
,
for every t ∈ {−13 , 0,
1
3}
n. Therefore, by inequality 8, for every r > N ′,
|fi(x)−
∫
Itr(x)
fdµ
µ(Itr(x))
| = |
∫
Itr(x)
fidµ
µ(Itr(x))
−
∫
Itr(x)
fdµ
µ(Itr(x))
| (10)
≤
∫
Itr(x)
|f − fi|dµ
µ(Itr(x))
(11)
<
ǫ
2
. (12)
Combining inequalities (9) and (12) we have
| lim
m→∞
fm(x)− lim
k→∞
∫
It
k
(x) fdµ
µ(Itk(x))
| < ǫ.
Since ǫ was arbitrary, the proof is complete.
5.2 Non-random points are not Lebesgue points
We now show that converse of our main theorem holds. That is, we show
that if a point x is not weakly pspace random, the limit lim
Q→x
1
µ(Q)
∫
Q
fdµ does
not exist. Our approach is largely similar from the construction of Pathak,
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et al [19]. However, due to the restriction of polynomial space computation,
the implementation is significantly different. To adapt the construction of
Pathak et al, we first introduce a notion that will partition a pspace W-test
{Um} into a tree of dyadic cubes.
Definition. A dyadic tree decomposition of [0, 1]n is a tree T of dyadic
cubes rooted at [0, 1]n such that the following hold:
1. The children of any cube Q ∈ T are subsets of Q.
2. For any two cubes Q1, Q2 ∈ T, either Q1 and Q2 are disjoint, or one
contains the other.
3. For any cube Q ∈ T,
µ(
⋃
B∈Child(Q)
V ) <
µ(Q)
4
.
A dyadic tree decomposition T is polynomial space approximable if there
exists a polynomial p and uniformly pspace computable array {T km}k,m∈N
such that the following hold.
1. For every k,m ∈ N, T km is a finite union of disjoint dyadic cubes.
2. For every m ∈ N, T km approximates the mth level of T to within 2
−k,
that is, µ(Levelm(T)∆T
k
m) < 2
−k.
The following technical lemma will be used to show that every pspace
W-test admits a pspace approximable dyadic tree decomposition.
Lemma 6. For every uniformly pspace computable array {Rkm}k,m∈N, there
exists a uniformly pspace computable array {Skm}k,m∈N such that
1. For every m,k, µ(∪i≤kR
i
m∆ ∪i≤k S
i
m) = 0, and
2. For every m, ∪kS
k
m is a set of disjoint open dyadic cubes.
Proof. We can, and do assume that, for every k,m, Rkm is a finite union of
disjoint open dyadic cubes, whose endpoints are dyadic rationals at precision
p(k +m). For every m, define S1m = R
1
m. Let m ∈ N and k > 1. Define the
set
Akm = {Q ∈ Bp(k+m) | (∃i < k)Q ⊆ B where B ∈ R
i
m}.
That is, Akm is the set of all cubes in ∪i<kR
i
m broken into dyadic cubes of
precision p(k +m). Define Skm = R
k
m −A
k
m.
It is clear that {Skm}k,m∈N satisfies both properties of the lemma. Note
that {Akm}m∈N,k>1 is a uniformly pspace computable array. It therefore
follows that {Skm}k,m∈N is pspace computable.
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We now show that every pspace W-test admits a pspace approximable
dyadic tree decomposition. We build the tree inductively, using the uni-
formly pspace computable sequence of the previous lemma.
Lemma 7. Let {Um}m∈N be a pspace W-test. Then there exists a pspace
approximable dyadic tree decomposition T such that, for every non-dyadic
x ∈
⋂
Um, x is contained in an infinite path in T.
Proof. Let {Um}m∈N be a pspace W-test. Let {R
k
m}k,m∈N be a uniformly
pspace computable array approximating {Um}m∈N. We can and do assume
that for all k,m ∈ N, µ(Um∆Rkm) < 2
−(k+m). Let {Skm}k,m∈N be the uni-
formly pspace computable array of obtained from {Rkm} satisfying the prop-
erties of Lemma 6. For every m, define the set
Sm = {Q |Q ∈ S
k
m for some k ≥ 1}.
We define the dyadic tree decomposition T inductively. Define the first
level of T to be
Level1(T) = S1.
For i > 1, define level i as follows. For every Q ∈ Leveli−1(T), let m ∈ N
be the smallest integer such that 2−m < µ(Q)8 . Define the set
Child(Q) = {B |B ∈ Sm and B ⊆ Q}.
Finally, define the ith level to be
Leveli(T) =
⋃
Q∈Leveli−1(T)
Child(Q).
We now prove that T is a dyadic tree decomposition of [0, 1]n. By our
construction of T, it is clear that for any Q ∈ T, the children of Q are
subsets of Q. We prove item (2) of definition 5.2 by induction on the level of
the tree. For the root [0, 1]n, the claim is immediate. Let i > 0. Let Q1, Q2
be dyadic cubes at level i. If Q1 and Q2 have different parents, the claim
holds by our inductive hypothesis. Assume that Q1 and Q2 have the same
parent. Then Q1, Q2 ∈ ∪kS
k
m for some m ∈ N, and therefore Q1 and Q2 are
disjoint. Let Q ∈ T and m be the smallest integer such that 2−m < µ(Q)8 .
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By the construction of T,
µ(
⋃
B∈Child(Q)
B) ≤ µ(∪k≥1S
k
m)
≤
∞∑
k=1
µ(Rkm)
≤ µ(Um) + µ(
⋃
k≥1
Um∆R
k
m)
≤ 2−m +
∞∑
k=1
2−(k+m)
= 2−m+1
≤
µ(Q)
4
We now show that T is pspace approximable. We define the array
{T km}k,m∈N inductively on m. For m = 1, set
T k1 =
k⋃
i=1
Si1.
Let m > 1 and k ∈ N. For every Q ∈ T km−1, let j ∈ N be the smallest integer
such that 2−j < µ(Q)8 . Define the set
CkQ = {B ∈ Child(Q) |B ∈ S
i
j for some i ≤ k + 3}.
Since,
µ(
∞⋃
i=k+3
Sij) ≤
∞∑
i=k+3
µ(Sij)
≤
∞∑
i=k+3
µ(Rij∆R
i−1
j )
≤
∞∑
i=k+3
µ(Uj∆R
i
j) + µ(Uj∆R
i−1
j )
≤
∞∑
i=k+3
2−(j+i) + 2−(j+i−1)
≤ 2−(j+k),
we have
µ(Child(Q) − CkQ) ≤ 2
−(j+k+2)
≤
µ(Q)
8
2−k.
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Finally, define
T km =
⋃
Q∈T km−1
CkQ.
We now show that {T km}k,m∈N approximates T by induction on the level
m. It is clear that for all k, µ(Level1(T)∆T
k
1 ) < 2
−k. Let k,m ∈ N. Define
the set
N = {Q |Q ∈ Levelm−1(T)− T
k
m−1}.
Then,
µ(Levelm(T)∆T
k
m) = µ(
⋃
Q∈T km−1
Child(Q)∆T km) + µ(
⋃
Q∈N
Child(Q))
≤
∑
Q∈T km−1
µ(Child(Q) − CkQ) +
∑
Q∈N
µ(Child(Q))
≤
∑
Q∈T km−1
(
µ(Q)
8
2−k) + 2−(k+3)
≤ 2−k.
Since {Skm}k,m∈N is pspace computable, {T
k
m}k,m∈N is a uniformly pspace
computable array. Hence T is a pspace approximable dyadic tree decompo-
sition.
Let x = (x1, . . . , xn) ∈ ∩m≥1Um be a point so that xi is not a dyadic
rational. We prove that there is an infinite path in T containing x by
induction on the level of T. By the definition of pspace W-tests, it is clear
that there exists a dyadic cube Q in S1 such that x ∈ Q. Hence Q ∈
Level1(T). Let i > 1. By our inductive hypothesis, there exists a dyadic
rational cube Q ∈ Leveli−1(T) containing x. Let m be the smallest integer
such that 2−m < µ(Q)8 . Since there exists a dyadic cube Q ∈ Sm containing
x, the conclusion follows.
We are now able to prove the converse of Theorem 4, thereby completing
the proof of our main theorem. The proof of this theorem involves construct-
ing a function that takes advantage of the dyadic tree decomposition of a
pspace W -test succeeding on x. We construct the function so that it assigns
different values to alternating levels of the tree. As we are guaranteed that
x is in an infinite path of the tree, the function oscillates around x.
Theorem 5. If x ∈ [0, 1]n is not weakly pspace random, then there exists
a pspace L1 computable function f such that the limit lim
Q→x
1
µ(Q)
∫
Q
fdµ does
not exist.
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Proof. We first assume that x = (x1, . . . , xn) so that some component xi of
x is a dyadic rational. Without loss of generality assume that x1 = d ∈ D.
Define the function f : [0, 1]n → R to be
f(y) =
{
1 if y ∈ [0, d] × [0, 1] × . . .× [0, 1]
0 otherwise
It is clear that f is pspace L1-computable, and that the limit lim
Q→x
1
µ(Q)
∫
Q
fdµ
does not exist.
Assume that x = (x1, . . . , xn) so that xi is not a dyadic rational for all
i ≤ n. Let {Um}m∈N be a pspaceW-test succeeding on x. Let T be a pspace
computable dyadic tree partition of {Um}m∈N given by Lemma 7. Define
f : [0, 1]n → R as follows. For every Q ∈ T,
f(Q−
⋃
B∈Child(Q)
B) =
{
1 if the level of Q in T is even
0 if the level of Q in T is odd
We now show that f is pspace L1-computable. Let {T
k
m}k,m∈N be the
uniformly pspace computable array approximating T. For every m ∈ N,
define
Tm = {Q |Q ∈ T
m+2
i for some i ≤ m}.
For every Q ∈ Tm, let C
k
Q = {B ∈ Child(Q) |B ∈ Tm}. For every m ∈ N,
define fm : [0, 1]
n → R as follows.
fm(Q−
⋃
B∈Ck
Q
B) =
{
1 if the level of Q in T is even
0 if the level of Q in T is odd
It is clear that fm is a simple step function. On input (0
m, d), the machine
computes the sequence of descending dyadic cubes in Tm containing d, and
outputs appropriately. Since {T km} is pspace computable, computing this
sequence can be done in polynomial space, and {fm} is pspace computable.
We now prove that {fm}m∈N approximates f . Let m ∈ N, and
N = {Q |Q ∈ T− ∪mi=1T
m+2
i }.
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Then,
‖f − fm‖1 =
∫ 1
0
|f − fm|
=
∫
Q
|f − fm|
≤ µ(N)
≤
m∑
i=1
µ(Leveli(T)− T
m+1
i ) +
∞∑
i=m+1
µ(Leveli(T))
≤ 2−(m+1) + 2−(m+1)
≤ 2−m.
Hence f is a pspace L1 computable function.
Finally, we show that the limit lim
Q→x
1
µ(Q)
∫
Q
fdµ does not exist. Let
N ∈ N. By Lemma 7, x is contained in an infinite path of T. Choose a
dyadic cube Q ∈ T containing x such that µ(Q) < 2−N and the level of Q
in T is even. Then, by our construction of f ,
1
µ(Q)
∫
Q
fdµ ≥
1
µ(Q)
∫
Q−Child(Q)
1dµ
=
1
µ(Q)
µ(Q−Child(Q))
≥
3
4
.
Similarly, choose a dyadic cube Q ∈ T containing x such that µ(Q) < 2−N
and the level of Q in T is odd. Then, by construction of f ,
1
µ(Q)
∫
Q
fdµ ≤
1
µ(Q)
∫
Child(Q)
1dµ
=
1
µ(Q)
µ(Child(Q))
≤
1
4
.
Hence the limit lim
Q→x
1
µ(Q)
∫
Q
fdµ does not exist.
Therefore, by Theorems 4 and 5, the Lebesgue differentiation theorem
characterizes weakly pspace randomness.
6 Conclusion and Open Problems
In the computable setting, there is a strong connection between random-
ness and classical theorems of analysis. However, this interaction is not as
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well understood in the context of resource-bounded randomness. An inter-
esting direction is to characterize randomness for different computational
resource bounds using the Lebesgue differentiation theorem. For example,
what notion of polynomial time randomness is characterized by the Lebesgue
differentiation theorem?
We believe the notion of weakly polynomial space randomness will be
useful in further investigations into resource-bounded randomness in anal-
ysis. An interesting avenue of future research is to relate weakly pspace-
randomness with other notions of polynomial space randomness. We showed
that Lutz’s definition of pspace-randomness implies weakly pspace random-
ness, but the converse is not known. We conjecture that weakly pspace
randomness is strictly weaker than Lutz’s notion of pspace-randomness.
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