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ABSTRACT
Chynoweth, Brandon C. PhD, Purdue University, May 2018. Measurements of Transition Dominated by the Second-Mode Instability at Mach 6.
Major Professor:
Steven P. Schneider.
Hypersonic boundary-layer transition can be caused by many diﬀerent mechanisms. This research focuses on studying the growth and breakdown of the secondmode instability. Experiments were performed in the Boeing/AFOSR Mach-6 Quiet
Tunnel located at Purdue University. This facility has freestream noise levels similar to conditions in ﬂight making it an excellent facility to study laminar-turbulent
boundary-layer transition.
Using a ﬂared cone model, measurements were ﬁrst made with a smooth wall
to characterize natural second-mode transition. As the second-mode amplitude increased up to a maximum of nearly 30% of the mean static pressure, streamwise
streaks of heating were observed forming around the circumference of the model.
Once the maximum magnitude was reached and the second-mode began to break
down, the amplitude of the streaks of heating decreased to near laminar levels. As
the intermittency increased, streaks of heating once again formed around the model
circumference resulting in a second increase in heating. This formed a characteristic
hot-cold-hot pattern of heating.
Under noisy ﬂow conditions, Marineau has shown that a linear correlation exists
between the edge Mach number and the maximum second-mode amplitude prior to
breakdown. He has used this relationship to develop a more physics-based transition
prediction method. Results of 24 diﬀerent experiments under quiet ﬂow on the present
ﬂared cone with a smooth wall show the maximum amplitude is about 30%. This
is the ﬁrst breakdown magnitude obtained under fully quiet ﬂow conditions, and
it is more than two times larger than what would be predicted by the noisy ﬂow

xxvii
correlation. Further testing is required with geometries resulting in diﬀerent edge
Mach numbers to determine if a similar correlation exists under quiet ﬂow.
The eﬀect of well controlled roughness elements interacting with the second-mode
instability was investigated using the Rod Insertion Method (RIM) roughness inserts. Three diﬀerent aspects of the roughness elements were studied. For RIM
inserts with 30 evenly spaced elements with a diameter of 838 μm, it was found that
elements 305 μm in height or less interacted with the instability without decreasing
the maximum second-mode magnitude prior to breakdown. The pattern of heating
was altered, but maximum second-mode magnitudes prior to breakdown were still
approximately 30% of the mean surface pressure. Changes in the roughness element
diameters and azimuthal spacing showed that when the element interacted with the
second-mode wave and did not trip the ﬂow the maximum second-mode magnitude
remained relatively unchanged.
Experimental data for the ﬂared cone at a stagnation pressure of 140 psia was
compared to direct numerical simulations performed by Christoph Hader at the University of Arizona. The data compared well qualitatively showing many of the same
trends. Quantitatively the results were not comparable due to the arbitrary forcing
amplitudes used in the numerical simulation. Future simulations with a diﬀerent forcing input may model the experiments better and lead to better transition prediction
methods.
Experiments were performed under quiet ﬂow conditions on a 2.5◦ and 3◦ halfangle straight cones to measure second-mode transition without the eﬀect of surface
curvature. The goal of these slender cones was to measure the maximum second-mode
magnitude prior to breakdown and to see if the streamwise streaks observed on the
ﬂared cone also occur on the slender straight cones. Large second-mode waves were
measured, but due to a reduction in the maximum quiet unit Reynolds number of
the facility, the maximum pressure ﬂuctuation magnitude prior to breakdown was not
successfully measured. No streamwise streaks were observed, but since it is unclear
if transition had occurred the results are inconclusive.

1

1. INTRODUCTION AND BACKGROUND
1.1

Hypersonic Laminar-Turbulent Transition
When a vehicle travels at hypersonic speeds, a layer of viscous ﬂuid forms near

the surface. In this region, known as the boundary layer, the velocity of the ﬂuid is
decelerated from the edge velocity to zero at the surface. Initially, a laminar boundary
layer develops with smooth streamlines that are approximately parallel to the surface
and only small ﬂuctuations in velocity occur. Disturbances in the environment or on
the surface of the body interact with the laminar boundary layer through the process
of receptivity. The disturbances continue to grow in the boundary layer both linearly
and non-linearly until they begin to break down. As breakdown progresses, turbulent
spots begin to appear. The turbulent spots grow and spread in the downstream
direction, eventually coalescing into a fully turbulent boundary layer [1].
Boundary-layer transition aﬀects the heating, skin friction, drag, and moments
that a vehicle may experience in ﬂight. A transitional or turbulent boundary layer
may have heating rates that are three or more times larger than during laminar
conditions. Figure 1.1 shows data from Re-Entry Flight F at Mach 20 [2]. Turbulent
heating rates are nearly ﬁve times those experienced at the onset of transition. Early
boundary-layer transition can cause a heat shield to ablate faster than anticipated
and lead to vehicle failure. If a designer takes the worst-case scenario approach, the
heat shield may be excessively heavy, reducing the maneuverability and range of the
vehicle. Boundary-layer transition may occur asymmetrically, and the vehicle can
experience asymmetric loads. If the control system is not robust enough, the vehicle
may be lost [3].
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Figure 1.1. Flight data from Re-Entry F showing increase in heating
due to transition and turbulence. Re-drawn from Figure 8 in Reference [2].

Morkovin & Reshotko identiﬁed several paths that can lead to turbulence, as
shown in Figure 1.2. Boundary-layer instabilities such as Görtler vortices and secondmode waves follow path A [4]. Factors such as Mach number, the freestream disturbance environment, nose bluntness, and wall temperature can all have signiﬁcant impacts on the transition mechanism and location of the transition region [5]. How these
factors interact with physical mechanisms is still not well understood, and therefore
empirical or semi-empirical transition prediction methods are currently used when
designing vehicles.

1.2

Second-Mode Waves
Mack used linear stability theory (LST) to calculate disturbance frequencies and

growth rates of inviscid instabilities in a compressible boundary layer over an adiabatic
ﬂat plate [6]. The two predominant disturbances in supersonic/hypersonic boundary
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Figure 1.2. Diagram of paths that can lead to laminar-turbulent transition of a boundary layer. Figure redrawn from Fedorov [4].

layers on ﬂat plates and cones at 0◦ angle of attack are the ﬁrst mode and second
mode. At Mach numbers between 1.6 and 4 a low frequency disturbance, called the
ﬁrst mode, is the dominant instability. The instabilities with the largest ampliﬁcation
rates have a wave angle between 55◦ and 60◦ as can be seen in Figure 1.3.

Figure 1.3. Mach number eﬀect on maximum spatial ampliﬁcation
rate on a ﬂat plate with an insulated wall at an Re = 1500. Redrawn
from Reference [6].
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As the Mach number is increased, the second-mode wave begins to dominate due
to the ampliﬁcation rates being larger than those of the ﬁrst-mode waves. The most
unstable second-mode wave is 2-dimensional, but oblique waves are possible. Physically, the second-mode wave is like an acoustic wave trapped within the boundary
layer. With the boundary layer acting similarly to a waveguide, the approximate
wavelength of the second-mode wave is twice the boundary-layer thickness. The frequency, f , of the second-mode disturbance at a certain location can be calculated
using the edge velocity, ve , and the boundary-layer thickness, δ:

f=

ve
2δ

(1.1)

Experimentally measuring the edge Mach number and the frequency of the secondmode waves, Stetson and Kimmel [7] and Kendall [8] both used Equation 1.1 to
show that the wavelength of the second-mode wave is indeed approximately twice the
boundary-layer thickness.
Second-mode waves have been visualized using schlieren imaging on a 7◦ half-angle
cone at Mach 8. The slanted striations, termed rope waves, seen in Figure 1.4(a) are
the second-mode waves within the boundary layer. Increasing the unit Reynolds
number, the beginning of the breakdown of the waves is seen in Figure 1.4(b).

(a) unit Re = 5.7×106/m

(b) unit Re = 6.3×106/m

Figure 1.4. Schlieren images at Mach 8 on a 7◦ half-angle cone at
0◦ angle of attack. Flow is from left to right. Printed with permission
from the author of Reference [9].
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One aspect of second-mode waves that linear stability theory does not correctly
predict is the non-linear saturation and breakdown of the second-mode waves. It
has been shown experimentally that as the amplitude of the second-mode increases,
spectral energy is transfered to harmonics of the primary disturbance frequency [10,
11]. It is unclear if the transfer of energy to harmonics causes breakdown to occur
or whether it simply limits the growth of the second-mode instability. This is a
complicated non-linear process, and the eﬀect of this harmonic energy transfer needs
to be further studied.

1.3

Eﬀects of Roughness on Boundary-Layer Transition
Roughness on the surface of a vehicle can be divided into two categories: isolated

and distributed roughness. Isolated roughnesses are created by discrete elements on
the surface of the vehicle. Examples of isolated roughnesses are rivets, gaps, and
steps caused by misalignment of vehicle components. Distributed roughnesses are
spread across the surface such as an ablating heat shield, etching of the surface due
to particles, or uneven application of surface ﬁnishes or paint. The present work
focuses on isolated roughness. An isolated roughness element, such as a rod or sphere
on the surface of a model, introduces vorticity into the boundary layer, typically
through a horseshoe vortex that forms behind the element. Each horseshoe vortex
is composed of a pair of counter-rotating vortices that spread in the downstream
direction, as visualized in Figure 1.5.
Two non-dimensional quantities are often used to compare results from data of
diﬀerent roughness heights (k). The ﬁrst quantity is the height of the roughness
element compared to the boundary-layer thickness (δ) simply represented as a ratio
of the two values k/δ. Determining δ is not a trivial matter, and for the current work
it will be discussed in further detail in Section 3.3. Another useful quantity is the
Reynolds number based on roughness height (Rek ) deﬁned as
Rek =

ρk uk k
μk

(1.2)
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where the density (ρ), velocity (u), and viscosity (μ) are the values at the streamwise
position and height of the roughness element in the undisturbed boundary layer. At
low speeds, Smith and Clutter showed that roughnesses with a Rek < 10-25 is unlikely
to have an eﬀect on transition [12]. Schneider notes that this may not be true when
there are instabilities such as Görtler present that may amplify the vorticity created
by the element [13].

Figure 1.5. Oil ﬂow visualization of the vortices formed by a sphere
of diameter 0.238 cm (k/δ = 2) on a 7.7◦ wedge at an edge Mach
number of 5.5, Figure 4 from Reference [14].

1.4

The Görtler Instability Interaction With Second-Mode Waves
The Görtler instability is caused by a centrifugal action that causes vortices to form

on concave surfaces, such as a ﬂared cone. Li, et al. [15] performed computations using
parabolized stability equations (PSE) to investigate possible interactions between the
second-mode disturbance and the Görtler instability that could lead to transition.
The simulations were performed on a ﬂared cone 0.47 m long with a constant 3 m
radius of curvature and a nosetip radius of 0.16 mm at a unit Reynolds number of
10.2×106 /m. This geometry and test condition are similar to experiments performed
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in the Boeing/AFOSR Mach-6 Quiet Tunnel at Purdue University. Examining the
instability of only the Görtler mode, a maximum N-factor of just under 6 occurred
at the aft end of the cone for an azimuthal wavenumber of 50 per circumference.
Varying the wavenumber from 50 to 100, the peak N-factor decreases by less than 1.
This demonstrates that there is a large range of azimuthal wavenumbers for which
the Görtler mode is unstable.
The simultaneous development of a Görtler mode with a wavenumber of 50 and
a second-mode disturbance with a frequency of 300 kHz was then computed. At small
amplitudes, the second-mode disturbance developed independently of the Görtler mode.
The slow evolution of each disturbance gave way to rapid variations as both increased
in amplitude, indicating that the two disturbances were interacting. A sharp increase
in the wall shear indicated a distorted mean ﬂow. Increasing the initial amplitude of
the Görtler instability caused the sharp increase in wall shear to move upstream on
the surface of the model.
Kuehl and Paredes [16] performed computations on the Purdue ﬂared-cone geometry to further investigate the eﬀect of the Görtler instability on the second-mode
wave. Their methodology ﬁrst computed the laminar basic state of the ﬂow ﬁeld. Linear PSE calculations of the Görtler modes were then performed on the unperturbed
basic state. Since both calculations were linear, the results were added together resulting in a perturbed basic state. Figure 1.6 is an azimuthal proﬁle of the perturbed
basic state streamwise velocities near the end of the cone. It can be seen that the
Görtler mode causes a modiﬁcation to the boundary-layer height resulting in peaks
and troughs. Both two-dimensional and three-dimensional PSE computations were
performed on the perturbed state. For the conventional 2D computations, a frequency
dependence of the largest second-mode wave was discovered. The largest waves had
higher frequencies in the troughs and lower frequencies at the peaks. The 3D PSE
computations did not show a frequency dependence, but rather only a diﬀerence in
the maximum magnitude of the second-mode wave. The largest amplitudes were
measured at the peak locations while lower amplitudes were measured at the location
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of the troughs. This discrepancy could not be reconciled. It is unclear whether such
a ﬁne detail can be resolved experimentally since the pressure sensors cause some
spatial averaging due to their large size when compared to the azimuthal spacing of
the Görtler vortices.

Figure 1.6. Perturbed basic state showing the peaks and troughs
formed as a result of the Görtler instability. Used with permission
from author of Reference [16].

1.4.1

Second-Mode Instability Transition Prediction Methods

A widely used transition prediction method known as eN was developed in 1956 by
van Ingen [17] and concurrently by Smith and Gamberoni [18]. Using linear stability
theory (LST), a semi-empirical relationship was developed to predict transition using
the amplitude of the most ampliﬁed disturbance within the boundary layer. The N
factor at a certain location can be calculated if the initial disturbance amplitude,
A0 , and the amplitude at the spatial location, A, of the most ampliﬁed disturbance
frequency are known using Equation 1.3.

eN =

A
A0

(1.3)
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Experimentally, A0 cannot be measured, therefore only a ΔN factor can be calculated between two points on the model by using the magnitude of the disturbances
measured at each location. Typically, N factors from between 8 to 11 have been found
to approximately correlate wind tunnel transition data to ﬂight [18, 19].
Even with the success of the eN method, it has several limitations. At the time
of its development, Smith and Gamberoni recognized that this method does not
explicitly take into account surface roughness, free-stream disturbances, or vibrations.
In hypersonic ﬂows, the diﬀering levels of tunnel freestream disturbances between test
facilities cannot be taken into account through this method. Additionally, since it is
based on linearized equations, the non-linear aspects of transition are not considered.
Therefore it is important to develop an improved physics-based prediction method to
better determine where transition will occur.
Early eﬀorts to improve on the eN method were conducted by Mack [20, 21] by
incorporating initial disturbance information. Linear stability theory was used to
calculate the amplitude of ﬁrst and second-mode instabilities on a ﬂat-plate boundary layer with experimental data to approximate the initial wide-band disturbance
amplitudes. The location of transition was still estimated using a simple instabilityamplitude ratio criterion, but using experimental spectra accounted for unit Reynolds
number eﬀects that are not included in classic linear stability theory. The amplitude
of the instabilities were computed along the length of the model and the ratio was
taken with respect to the initial disturbance amplitude in a manner similar to the
eN method. Transition was estimated when the ratio reached a certain magnitude.
In order to obtain good agreement between calculations and experiments, arbitrary
values for the amplitude criteria had to be selected on a experiment by experiment
basis. While the initial disturbance spectra did incorporate a Mach number dependence, it was assumed that the receptivity of the boundary layer to disturbances of
diﬀerent frequencies and wave angles was constant.
While studying the receptivity of high-speed boundary layers to solid particulates,
Fedorov and Kozlov [22] compiled data from ﬁve diﬀerent experiments to determine if
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a correlation existed between the edge Mach number and the magnitude of the secondmode wave near breakdown in various facilities. The blue squares in Figure 1.7 are
the data from Reference [22]. It appears that there is a linear relationship between
the edge Mach number and the maximum second-mode amplitude near breakdown.
In a similar manner, Marineau et al. [23, 24] measured second-mode wave amplitudes
at Mach 10 in the Arnold Engineering Development Complex (AEDC) Hypervelocity
Wind Tunnel 9. Measurements were made on a 7◦ half-angle cone with a sharp nosetip
at angles of attack between -2◦ and 6◦ at a unit Reynolds number of 1.8×106 /m. Data
were acquired on either the windward or leeward ray of the cone. Changes in the angle
of attack resulted in diﬀerent edge Mach numbers. The experimentally measured
maximum second-mode amplitude versus the edge Mach number computed using the
STABL-3D mean ﬂow solver are also shown in Figure 1.7. The red dashed line is
a linear regression ﬁt through the data collected at Tunnel 9. An additional data
point has recently been obtained by Madlen Leinemann in the Mach 6 Ludwieg tube
at HLB Braunschweig, which is a conventional hypersonic facility. The maximum
second-mode magnitude of 12.8% was measured on a 7◦ half-angle cone [25]. This
data point agrees well with other data collected in noisy wind tunnels.
A linear relationship seems to exist, but all the measurements were obtained
in a conventional wind tunnel with noise levels higher than what occur in ﬂight.
Marineau uses this linear relationship in conjunction with computational ﬂuid dynamics and linear stability theory to develop a more physics-based algorithm to predict
the start of transition in a similar manner to Mack’s amplitude method previously
discussed [20, 21]. Based on the edge Mach number, the maximum second-mode amplitude can be estimated by the linear relationship. Using measurements of pitot
ﬂuctuations in the facility, the initial amplitude can be estimated using a receptivity correlation. The maximum second-mode amplitude is estimated using the initial
amplitude estimate and linear theory or PSE. A new estimate of the location of transition is then determined. The edge Mach number at the new estimated location
is used to begin the entire process again. The iterative process is continued until
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Marineau Noisy Data, unit Re = 1.8E6 /m
Data from Fedorov AIAA 2011-3925
HLB Braunschweig Noisy Data
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Figure 1.7. Maximum second-mode amplitude versus edge Mach number under noisy conditions. Blue squares are data presented in Fedorov and Kozlov [22]. Red triangles are data collected at AEDC
Tunnel 9 replotted from Reference [24]. The data from Braunschweig
were provided by Madlen Leinemann [25].

the diﬀerence in transition location between successive calculation is below a speciﬁc
threshold. Details can be found in Reference [26]. Using the algorithm, Marineau has
shown good agreement between predictions and wind tunnel measurements for sharp
cones at both zero degrees angle of attack and non-zero angles of attack at AEDC
Tunnel 9, but limitations still exist. The freestream noise must be well quantiﬁed,
and the receptivity of the boundary layer must be estimated. While the physics-based
approach of Marineau seems promising, the question still remains as to whether the
edge Mach number versus maximum second-mode wave amplitude relationship developed under noisy ﬂow conditions is relevant to actual ﬂight conditions. A similar
set of measurements is required in a quiet hypersonic wind tunnel to further reﬁne
the prediction of transition dominated by the second-mode instability.
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1.5

Second-Mode Dominated Transition: Previous Research in the Boeing AFOSR Mach-6 Quiet Tunnel and Computational Perspectives
Transition due to the second-mode instability was ﬁrst investigated in the Boeing

AFOSR Mach-6 Quiet Tunnel (BAM6QT) at Purdue University on a 7◦ half-angle
cone at zero angle-of-attack by Rufer [27] using a hot wire, but measurements could
only be made under noisy ﬂow conditions because the wave amplitudes under quiet
ﬂow were below the noise ﬂoor of the sensor [28]. Additionally, hot wire measurements
were diﬃcult due to hot wire breakage issues that occurred during tunnel start-up
and un-start conditions. Estorf et al. [29] showed that PCB sensors could be used to
measure the second-mode instability under quiet ﬂow conditions on a 7◦ half-angle
cone. These sensors could only measure pressure ﬂuctuations on the surface of the
model, but the smaller wave amplitudes that occur under quiet ﬂow could now be
measured. Noisy and quiet ﬂow data were then obtained using a 7◦ half-angle cone
with a sharp nosetip by Casper [30]. Under noisy ﬂow conditions, the second-mode
waves grew in the laminar boundary layer, saturated, and broke down resulting in a
turbulent boundary layer. When the same model was tested under quiet conditions,
the second-mode instability was only measured at the furthest downstream sensor.
Therefore, the growth and breakdown under quiet tunnel conditions could not be
studied. Casper began testing with a glow perturber to create a controlled disturbance
in the boundary layer, but data could not be successfully collected due to electrical
noise from the high voltage electronics involved. In order to study transition due to
the second-mode instability without using the glow perturber, it was apparent that
a geometry with higher second-mode ampliﬁcation would be very helpful.
If a narrow band of second-mode frequencies can be ampliﬁed for a large spatial
extent, N-factors indicative of transition under quiet ﬂow should be experimentally
possible. Results from Lachowicz et al. obtained in the NASA Langley Research Center Mach-6 Quiet Tunnel provided the ﬁrst glimpse at a geometry that might lead to
natural transition under quiet conditions [31]. The model was 50.8 cm long with the
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ﬁrst 25.4 cm consisting of a 5◦ half-angle straight cone with a ﬂared portion with a
radius of 2.364 m extending from 25.4 cm to the end of the model. At a freestream
unit Reynolds number of 2.82×106 /m, second-mode waves and their harmonics were
measured indicating that the instability was growing non-linearly. Johnson et. al.
exploited the tuning of the second-mode frequencies to the boundary-layer thickness
to design a vehicle shape for maximum second-mode N-factors. Full Navier-Stokes
computational ﬂuid dynamics simulations were used to show that a fully ﬂared cone,
similar to the straight-ﬂare tested at NASA Langley, created an adverse pressure gradient that resulted in a nearly-constant thickness boundary layer [32]. Wheaton [33]
and Juliano [34] further reﬁned the shape using STABL to design a model capable
of being tested in the BAM6QT. Maximum N-factors were achieved on a ﬂared cone
with a constant 3-meter circular arc. For a second-mode frequency near 260 kHz, the
computed N-factor at the aft end of the model was 23.
A 4-inch-base ﬂared cone based on the design by Wheaton was tested in the
BAM6QT and measurements were made with PCB132A31 pressure sensors. With
a blunt 1-mm nose radius, second-mode waves were measured but transition did
not occur under quiet ﬂow. Harmonics of the primary second-mode instability frequency were measured indicating non-linear growth was occurring [35]. Numerical
computations performed by Balakumar [36] on the NASA straight-ﬂare cone geometry indicated that a sharper nosetip would result in increased receptivity leading to
larger initial disturbance amplitudes and increased N-factors.
A nosetip with a radius of 0.16 mm was fabricated and tested under quiet tunnel
conditions [37]. For unit Reynolds numbers between 8.0 to 12.0×106 /m, the Rernose
ranged from 1280 to 1920 and therefore the nosetip was considered “nearly sharp.”
Under quiet ﬂow an unexpected heating pattern was observed using temperature
sensitive paint as shown in Figure 1.8. At 37.5 cm from the nosetip, streaks of
heating formed around the circumference of the model and harmonics of the primary
second-mode disturbance frequency were measured. The streaks disappeared and
heating returned to near laminar levels at an axial position of approximately 40 cm.
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Near the aft end of the model, the heating increased again and pressure ﬂuctuation
measurements indicated a transitional boundary layer. A more thorough investigation
of the ﬂared cone with smooth wall has been performed as part of the current research
and will be presented later in the dissertation.

Figure 1.8. TSP image of the 4-inch ﬂared cone showing the hot-coldhot streamwise streak pattern under quiet ﬂow. Figure 9.15(c) from
Reference [37], used with permission.

1.5.1

Computations on the Purdue Flared Cone Geometry

Recent computations on the Purdue ﬂared cone geometry have been performed
mainly by two diﬀerent research groups. Dr. Joe Kuehl has used the nonlinear
parabolized stability equations (NPSE) to investigate diﬀerent aspects of secondmode transition, such as the eﬀect of the disturbance frequency bandwidth, nonlinear
saturation and detuning, and spectral broadening. Dr. Herman Fasel’s group at the
University of Arizona has used direct numerical simulations (DNS) of the compressible
Navier-Stokes equations to simulate the entire growth and breakdown process of the
second-mode wave. Results from each group will now be presented.
As of this writing Kuehl has looked at three speciﬁc aspects of second-mode transition. He began by investigating the eﬀect of the second-mode bandwidth on the
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nonlinear growth of the instability [38]. The ﬁrst simulation was performed with a
discrete disturbance at a primary frequency of 287 kHz. As the discrete disturbance
ampliﬁed, it caused both mean ﬂow distortion and harmonic growth. When the mean
ﬂow distortion approached magnitudes similar to the second-mode magnitude, the
second mode growth rate was suppressed brieﬂy until the mean ﬂow distortion began
to diminish. At this point the second-mode strengthened once again. Five subsequent computations were performed with additional modes excited at 2 kHz intervals
around the primary frequency, resulting in 3, 5, 7, 9, and 11 discrete frequencies. It
was found that as more frequencies were forced, increasing the bandwidth, the peak
amplitude of the second-mode wave decreased. They hypothesized that this was due
to an increase in the number of harmonics to which energy could be transferred. Additionally, as the bandwidth increases the growth of the mean ﬂow distortion also
increases. This reduces the energy transfer from the base state to the second-mode,
which is termed nonlinear detuning.
The next study by Kuehl looked at the eﬀect of nonlinear saturation versus nonlinear detuning [39]. As an instability ampliﬁes, nonlinear saturation occurs when
the energy lost from the primary disturbance to mean ﬂow distortion and harmonics
becomes comparable to the energy gained from the basic state ﬂow. This results in a
gradual decrease in the growth rate of the primary disturbance eventually leading to
the cessation of growth. For this study nonlinear saturation refers only to the energy
lost to the harmonics and nonlinear detuning is the decrease in energy transfer from
the basic state into the primary disturbance. It was shown that both processes can
be important to transition on the ﬂared cone, but further consideration was needed
to generalize the results.
Finally, in References [40] and [41] a wave packet implementation introduces a
bandwidth of disturbance frequencies with a Gaussian distribution. These studies
showed that the spectral broadening that occurs may be due to harmonics that provide
feedback to the sidelobes of the primary frequency. As the harmonics grow, the
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feedback causes the primary peak bandwidth to broaden in a similar manner to what
was experimentally observed.
Dr. Fasel and his graduate students have performed computations in an attempt
to simulate the entire second-mode growth and breakdown process. Direct numerical
simulations were performed by Sivasubramanian and Fasel [42] on a 7◦ half-angle cone
at conditions similar to those in the BAM6QT at a stagnation pressure of 150 psia.
These computations investigated three diﬀerent breakdown mechanisms. The secondmode fundamental, subharmonic, and oblique breakdown mechanisms were simulated
to determine which could result in transition. Fundamental breakdown, also called
K-type breakdown, was ﬁrst described by Klebanoﬀ et al. [43]. A high-amplitude twodimensional primary wave at the second-mode instability frequency transfers energy
to lower-amplitude oblique waves. The energy transfer is a non-linear process that
causes ampliﬁcation of the oblique waves and broadening of the disturbance spectrum.
Eventually this process causes transition to turbulence. Subharmonic breakdown
is studied by forcing a disturbance at the primary second-mode frequency as well
as a pair of low-amplitude oblique waves at half the primary frequency. Oblique
breakdown is studied by introducing a pair of oblique waves without forcing the twodimensional primary wave. Simulations on the 7◦ half-angle cone showed that both
fundamental and oblique breakdown create growth rates that could lead to transition.
Subharmonic forcing did not create growth large enough to cause transition at the
conditions in the BAM6QT. Time averaged skin-friction and wall-normal temperature
gradients at the wall for both the fundamental and oblique breakdown scenarios
showed streaks that qualitatively appear similar to those measured experimentally
on the ﬂared cone.
In order to better compare with experimental data, similar computations of both
fundamental and oblique breakdown were performed on the Purdue ﬂared cone geometry by Sivasubramanian and Fasel [44, 45]. The geometry used for the direct
numerical simulation was a 3 meter constant ﬂare cone with a “nearly sharp” nose
radius of 0.16 mm and a length of 0.47 m. Fundamental breakdown occurs when the
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primary axisymmetric wave begins to transfer energy to the secondary oblique wave
in a nonlinear interaction. Parametric studies had to ﬁrst be performed to determine
the frequency of the primary axisymmetric wave and the azimuthal wavenumber of
the secondary oblique wave that leads to the strongest interaction. Reaching a maximum N-factor of 17 at x = 0.47 m, the primary axisymmetric two-dimensional wave
had a frequency of 296 kHz. Low-resolution simulations were then performed forcing
the oblique waves at a frequency of 296 kHz and azimuthal wavenumbers from 40 to
150 to determine when the secondary instability experienced the largest growth rates.
The results indicated that a azimuthal wavenumber between 80 and 90 created the
largest growth rate for the secondary oblique waves. Continuing with high resolution
computations, streamwise counter-rotating vortices cause streaks with a hot-cold-hot
characteristic qualitatively similar to those experimentally imaged in the BAM6QT
facility. As the primary second-mode wave reaches a large amplitude, heating rates
increase. The harmonics of the primary wave begin to amplify, and eventually both
the primary second-mode, harmonics, and oblique modes saturate. The saturation
causes the mean ﬂow to distort, and the second-mode waves begin to decay. As higher
order modes begin strong nonlinear ampliﬁcation, the heat transfer rises again and
overshoots the expected turbulent heating.
Using a similar geometry to References [44, 45], Hader and Fasel [46] continued to
work on the fundamental breakdown scenario in more depth. Stagnation pressures
from 100 to 160 psia (in 10 psia increments) were simulated to determine the frequency
of the primary wave that resulted in the largest N-factor at each pressure. Based on
amplitudes, N-factors, and availability of experimental data at similar conditions, the
results from P0 = 140 psia were used for in-depth computations on the nonlinear
growth and breakdown. The most unstable frequency was approximately 300 kHz.
Spatial growth rates of the secondary oblique wave were computed for azimuthal
wavenumbers between 40 and 100 at two diﬀerent streamwise locations. After initial
computations, more detailed results were obtained for wavenumbers between 60 and
90. At a distance of 37 cm from the nosetip, the largest growth rates were calculated
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for azimuthal wavenumbers between 70 and 80. Further downstream at 39 cm, a
wavenumber of 80 had the largest growth rate. Based on these results, the secondary
instability wave was forced with a wavenumber of 80. The skin-friction-coeﬃcient
and Stanton-number distributions along the length of the model for the fundamental
breakdown study showed the development of the hot-cold-hot streaks. Investigating
streamlines in the disturbance ﬂowﬁeld, it was found that the hot streaks develop
between counter-rotating vortices resulting from steady vortical modes that move
hot air from the freestream towards the wall. At the axial location where the Stanton
number peaks, the vortical mode reaches its largest magnitude and the vortices are
pushed towards the wall. As the counter-rotating vortices begin to lift away from
the wall, the cause of which is not well understood, a decrease in the heating to
the surface occurs. In the cold region, the vortices are completely lifted oﬀ the wall
and the streaks of heating weaken. As energy is transferred to higher modes and
breakdown occurs, the vortices are pushed towards the wall again resulting in the
second increase in heating.
Within the realm of fundamental breakdown, two diﬀerent resonances were investigated by Hader and Fasel [47]. Fundamental resonance studies force a large
two-dimensional primary wave and small-amplitude oblique waves at the same frequency. Subharmonic resonance forces the same large two-dimensional primary wave,
but the small oblique waves are now forced at half the primary frequency. Based on
the growth of pressure ﬂuctuations at the wall, the fundamental resonance created
larger disturbances. Continuing with the fundamental resonance, azimuthal wave
numbers of 40, 80, and 120 were simulated with a 300 kHz primary wave disturbance
frequency. It was found that as the wave number increased the beginning of the
streaks moved further downstream and the length of the streaks also increased. Another interesting result is that when a wave number of 40 was used in the disturbance,
80 streaks of heating occurred. Therefore, using roughness elements to control the
streak pattern and force a wave number of either 40 or 80 may allow for experimental
observation of fundamental breakdown due to the second-mode instability.
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Development of Controlled Roughness Elements on the Flared Cone
Eﬀorts to control the pattern of heating using small roughness elements started
at Purdue University in 2010. Chou ﬁrst experimented with controlling the streak
pattern using nail polish roughness elements placed on the surface of the model [48].
The nail polish was applied using a toothpick to create discrete elements placed azimuthally around the circumference of the cone. Each element was approximately
180 μm high. Results obtained using TSP were inconclusive as to whether the roughness changed the streak pattern.
Luersen [49] expanded on the work using a micro-syringe to dispense nail polish
onto the surface of the 4-inch ﬂared cone model at various distances from the nosetip.
The micro-syringe controlled the volume of nail polish, but variations between element
heights and widths still existed. Typical heights were between 100-125 μm. Figure 1.9
shows the variation between dots created using the micro-syringe method.

Figure 1.9. Nail polish dots on the 4-inch ﬂared cone showing nonuniformity of dot shape. Figure 4.1 from Reference [49], used with
permission.

Placing 32 nail polish dots 21.6 cm from the nosetip, the pattern of streaks was altered. Additional streaks formed downstream of the naturally occurring streaks when
tested at unit Reynolds number of 10.5×106 /m. The nail polish created additional
streaks but did not force the desired wavenumber. Two additional experiments were
performed with 45 dots at x = 26.7 cm and 54 dots at x = 29.2 cm. Neither test
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changed the observed streak wavenumber. In order to obtain better control, a thin
metal cogwheel wafer was machined. The roughness elements on the cogwheel wafer
were well controlled, but expensive and time-consuming to manufacture.
A new ﬂared cone model with a 5-inch base diameter and a 0.25-inch insert between the nosetip and the frustum was fabricated. Three diﬀerent types of roughness
elements were tested using the roughness insert. All roughness elements were placed
25.8 cm from the nosetip on the removable roughness insert. The ﬁrst experiment
tested 50 rub-on transfer dots with a height of 10 μm, nearly 100 times smaller than
the boundary-layer thickness. TSP and pressure ﬂuctuation data indicated no change
in the nature of the second-mode waves. Next, a single diamond-shaped roughness
element with a height of 560 μm was tested at the same location. At a stagnation
pressure of 140 psia, the roughness created a vortex pair that tripped the boundary
layer.
A Nordson Electronic Fluid Dispenser was used to place epoxy dots on the surface
of the model. Details of this process can be found in Reference [49]. Dots were tested
at an azimuthal spacing of 6◦ and 12◦ , resulting in 30 and 15 roughness elements,
respectively. Each had a nominal height of 533 μm. Figure 1.10(a) shows the result of 30 roughness elements at stagnation pressure of 140 psia. The characteristic
hot-cold-hot streaks are no longer present. Instead, a vortex pair develops behind
each roughness element acting like a boundary-layer trip. Reducing the number of
roughness elements to 15, a new heating pattern was created, Figure 1.10(b), but the
natural streak pattern is still suppressed. Luersen hypothesized that smaller elements
would interact with second-mode waves instead of acting as a boundary-layer trip.
Attempts by Luersen to create roughnesses smaller than 508 μm in height using epoxy
dots resulted in a loss of uniformity.
Further testing by Chynoweth [50] created epoxy dots that interacted with the
second-mode wave using the 4-inch base ﬂared cone. The smallest roughness element
that could be repeatedly reproduced had an average height of 200 μm, an azimuthal
width of 400 μm, and a downstream length of 240 μm. Thirty of these dots were placed

21

(a) 30 Epoxy Dots

(b) 15 Epoxy Dots

Figure 1.10. TSP images of 5-inch ﬂared cone model at a unit Re =
10.8×106 /m, ﬂow is from left to right. Images from Reference [49]
used with permission.

14.5 cm downstream from the nosetip and were spaced 12◦ apart around the circumference of the model. The width of a single dot was approximately 3◦ azimuthally
on the surface of the model. Figure 1.11 is an enlarged TSP image with the major
heat transfer features labeled. The epoxy elements are upstream of the region which
was imaged so they do not appear. The three large black dots are PCB132A31 pressure sensors while the smaller black dots are registration marks applied to the model
with a black permanent marker. They are spaced 30◦ apart azimuthally and 2.54 cm
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apart in the streamwise direction. It can be seen that streak pairs have begun to
develop directly downstream from each element. The two streaks in each streak pair
are separated by 3◦ , the same azimuthal width as the roughness elements. Additionally, the center-to-center spacing of adjacent pairs of streaks is the same 12◦ spacing
present between epoxy roughness elements. An additional single streak can be seen
developing between streak pairs. This additional streak persists further in the downstream direction than the streak pairs. The roughness elements have become large
enough to aﬀect the heat transfer pattern associated with the second-mode growth
and breakdown, but they are not so large that they act as a boundary-layer trip.

Figure 1.11. TSP image of 4-inch base ﬂared cone with 200 μm high
epoxy dots applied and pertinent ﬂow features labeled. Flow is from
left to right. Black dots on model surface are either pressure sensors
or ﬁducial markings used as points of reference.

Figure 1.12 shows the power spectral densities of the pressure signals with the
200 μm high roughnesses versus the smooth wall case, when no roughness elements
are used. It can be seen that large amplitude second-mode waves are still present at
distances of 33.0 and 43.2 cm from the nosetip with the roughness elements added.
Since there is no increase in the broadband noise ﬂoor of the sensor, the added
roughness is not acting as a boundary-layer trip. This was the ﬁrst experiment
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in which a controlled roughness was able to inﬂuence the second-mode nonlinear
breakdown without changing to a diﬀerent mechanism.

Smooth Wall, x = 33.0 cm
Smooth Wall, x = 43.2 cm
200μm Roughness, x = 33.0 cm
200μm Roughness, x = 43.2 cm
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Figure 1.12. PSD of the smooth wall case versus the 200 μm high
roughness at x = 14.5 cm at similar freestream unit Reynolds numbers.

Due to an “aging” of the epoxy that enabled creation of these roughness elements,
the epoxy method did not seem practical to pursue further since the roughness could
not be repeated with fresh epoxy. Instead, a new method was developed to create
controlled roughness elements. The Roughness Insert Cone has an insert between
the nosetip and the frustum. The insert can be modiﬁed and diﬀerent roughnesses
can be tested by simply removing the nosetip and exchanging inserts. In order to
improve the repeatability and accuracy of the roughness arrays, the Rod Insertion
Method (RIM) roughness was developed. To create the RIM roughness, a blank insert
(made of Torlon or aluminum) is needed along with plastic or metal rods with the
desired diameter. Holes of the same diameter as the rod (or 0.001-inches less) are
drilled around the circumference of the blank insert at the desired azimuthal spacing.
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Accurate center-to-center placement of the holes is achieved by using a precision
rotation stage. The rods are pressed into the holes and tapped down with a small
hammer. Final height adjustments are made by machining the rods down to the
desired height. A photograph of a completed RIM roughness is shown in Figure 1.13.
The four overlapping dowel holes in the side of the insert allow it to be rotated by
6◦ to control the position of the roughness elements in relation to the sensor array. All
inserts fabricated had similar holes on the side to allow for control of the roughness
element locations with respect to the pressure sensors. Using this method, an insert
can be fabricated in less than one work day while maintaining good control over
element height, spacing, and diameter.

Figure 1.13. RIM roughness constructed of a Torlon insert with 30
evenly spaced brass rods. Four overlapping holes spaced 6◦ apart to
control position of roughness element with respect to sensor ray.

Two diﬀerent RIM inserts were tested by the author as part of his Master’s research: a Torlon one with 30 roughness elements 250 μm in height, and another with
30 elements and heights of 380 μm. Experiments with each insert show they interacted with the second-mode instability without acting like boundary layer trips, but
the results were only preliminary.
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1.6

Objective of Research
The primary goal of the current research is to measure the growth, saturation, and

breakdown of the second-mode instability in a low-noise environment. Of particular
interest is the maximum second-mode magnitude prior to breakdown for comparison
with results from conventional hypersonic facilities. The following experiments should
be performed to meet these objectives:
1. Study the growth and breakdown of the second-mode wave on a ﬂared cone geometry. Experiments at various unit Reynolds numbers provide insight into any
trends that may exist. Additionally, small angles-of-attack and unintentional
roughness can be investigated to determine the sensitivity of the second-mode
wave to imperfections in experimental conditions.
2. Well controlled arrays of roughness elements can be created to control the heating pattern and interact with the second-mode instability. Roughnesses will be
used that alter the natural pattern of heating without tripping the boundary
layer. The eﬀect of roughness height, diameter, and azimuthal wavenumber will
be studied.
3. It is necessary to compare experiments with computational eﬀorts in order to
advance modern transition prediction modeling techniques. Results will be
compared to state-of-the-art direct numerical simulations by others.
4. The ﬂared cone model has a concave surface that may excite the Görtler instability. Testing with two diﬀerent slender straight cones with half-angles of
2.5◦ and 3◦ will provide data on second-mode transition without the eﬀects
of wall curvature. Measuring the maximum second-mode pressure ﬂuctuation
magnitude prior to breakdown will provide data points at an additional edge
Mach number. In addition, temperature sensitive paint measurements will show
if the streamwise streaks of heating that occur on the ﬂared cone also occur on
the straight cones, or if the streaks are a result of the wall curvature.
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2. FACILITY, INSTRUMENTATION, AND DATA
PROCESSING TECHNIQUES
2.1

The Importance of Quiet Wind Tunnels
Hypersonic ground test facilities can have freestream disturbances that originate

from temperature spottiness, vorticity ﬂuctuations, particulates, or acoustic disturbances. The main source of acoustic disturbances, often called tunnel noise, in hypersonic wind tunnels are pressure ﬂuctuations radiated from the boundary layer on the
nozzle wall. These pressure ﬂuctuations can be expressed as the root-mean-square
of the pitot pressure ﬂuctuations divided by the mean pitot pressure. This measurement is relatively simple to obtain in most facilities and can be used to compare the
noise levels of diﬀerent facilities. Fisher and Dougherty gathered ﬂight-test data on
a 5◦ half-angle cone at Mach 2 near an altitude of 11000 m [51]. Freestream disturbances were measured as 0.0199% and 0.0057% for two diﬀerent ﬂights. Conventional
hypersonic wind tunnels can have noise levels several orders of magnitude larger than
what is measured in ﬂight [52]. The increase in pressure ﬂuctuations in noisy facilities
is caused by a turbulent boundary layer on the nozzle wall radiating acoustic noise
into the freestream. The noise interacts with instabilities in the boundary layer and
can cause transition to occur sooner than what is measured in ﬂight.
Since the growth of an instability depends on the freestream noise levels, it is important to have facilities with freestream conditions more similar to those experienced
in ﬂight. A quiet wind tunnel reduces the amount of acoustic noise radiated into the
freestream by maintaining a laminar boundary layer on the nozzle wall. Noise levels
in quiet hypersonic wind tunnels are 0.10% or less [52]. Figure 2.1 is a shadowgraph
image of a cone traveling at Mach 4.3 down a ballistic range, from left to right [53].
The lower surface of the cone has a turbulent boundary layer similar to conventional
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wind-tunnel nozzle walls. The ripples emanating into the ﬂow are acoustic waves, the
major source of noise in conventional facilities. On the upper surface, a portion of the
boundary layer is laminar. In the freestream adjacent to the laminar boundary layer,
noise from pressure ﬂuctuations is absent. While quiet wind tunnels can maintain
low freestream noise conditions, they cannot simulate all aspects of ﬂight. Existing
hypersonic quiet tunnels are generally limited to moderate Reynolds numbers, Mach
6, and cannot replicate high-enthalpy gas dynamics or chemically reacting ﬂows. Efforts are currently being made to better simulate and model the acoustic disturbance
ﬁeld in hypersonic nozzles using direct numerical simulations [54].

Figure 2.1. Shadowgraph of cone traveling down ballistic range from
left to right at Mach 4.3 illustrating the diﬀerence between noise radiated from turbulent versus laminar boundary layer. Photograph from
Reference [52].
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2.2

The Boeing AFOSR Mach-6 Quiet Tunnel (BAM6QT) Test Facility
The Boeing/AFOSR Mach-6 Quiet Tunnel (BAM6QT) has the highest maximum

quiet Reynolds number of any of the hypersonic quiet tunnels presently known to be
operational anywhere in the world. It has been quiet to a unit Reynolds number of
over 12.5×106 /m [55], which is higher than the well-known tunnel at Texas A&M (the
former NASA Langley tunnel) [56]. A new, larger diameter Mach-6 quiet tunnel is
currently being developed by Dr. Thomas Juliano at the University of Notre Dame.
In order to keep operating costs to a minimum, the BAM6QT is a Ludweig tube
design incorporating a long driver tube with a converging-diverging nozzle at the
downstream end. A schematic of the tunnel is shown in Figure 2.2. A run begins
when a pair of diaphragms downstream of the end of the nozzle is burst, causing
an expansion wave to propagate upstream. Once the expansion wave has passed
through the throat, the air behind the expansion wave is accelerated through the
nozzle initiating Mach 6 ﬂow. Approximately every 200 ms, the expansion wave
reﬂects from the contraction causing the stagnation pressure to drop slightly. During
each 200 ms period between reﬂections, the conditions of the ﬂow are quasi-static.
With a run time of approximately 5 seconds, collecting data at range of Reynolds
numbers is possible during a single run.

Figure 2.2. Schematic of Boeing/AFOSR Mach 6 Quiet Tunnel (BAM6QT).
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The BAM6QT incorporates several unique features to maintain a laminar boundary layer on the nozzle wall, maintaining a low-noise environment comparable to ﬂight
conditions. The long divergent portion of the nozzle was designed to minimize the
Görtler instability. Additionally, it is polished to a mirror ﬁnish to reduce any roughness that may lead to early transition of the nozzle wall boundary layer. A series
of ﬁlters eliminates particles larger than 0.01 μm from the air used to pressurize
the driver tube, to help protect the mirror ﬁnish of the nozzle. Just upstream of
the throat, a suction slot connected to the vacuum tank can be used to remove the
nozzle wall boundary layer. This forces a fresh laminar boundary layer to grow on the
nozzle wall starting at the bleed lip. Using the suction slot, the BAM6QT produces
freestream pitot pressure ﬂuctuations that are less than 0.02% of the mean [57]. If
a noise level similar to conventional hypersonic facilities is desired, the operator can
close the bleed valve, creating pressure ﬂuctuations that are approximately 3% of the
mean pitot pressure. For nearly six years, quiet ﬂow could be obtained up to an initial
stagnation pressure of 170 psia, resulting in a unit Reynolds number of 12.5×106 /m.
In December of 2016, a leaky o-ring in the contraction section had to be replaced.
After replacing the o-ring and closing the contraction, the quiet pressure returned
to only 135 psia. As of this writing in January 2018, the maximum quiet pressure
remains at 135 psia. The throat needs to be repolished to improve the performance.
Two diﬀerent Plexiglas windows are available for temperature-sensitive-paint imaging of a model in the test section. The BAM6QT is the ﬁrst quiet tunnel in which
these windows are in the nozzle wall itself, providing good views of the model. The
larger of the windows is a 7-inch by 14-inch rectangle. It was originally rated to 152
psia, but after re-rating the window it is now capable of being used at pressures up
to 178 psia. For higher stagnation pressures, a window frame with a pair of circular
porthole windows 12.7 cm in diameter is available. The porthole window was not
used for any of the current experiments.
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2.2.1

Determining BAM6QT Test Conditions

The nominal Mach number of the BAM6QT facility is 6.0 when operating under
quiet ﬂow conditions. Under noisy ﬂow, the turbulent boundary layer on the wall
reduces the eﬀective area ratio between the throat and the nozzle exit. The reduced
area ratio produces a Mach number of approximately 5.8.
Prior to a run, the initial stagnation pressure (P0,i ) and initial stagnation temperature (T0,i ) are recorded by the operator. The initial stagnation temperature is
obtained from a thermocouple at the far upstream end of the driver tube. Uncertainty
exists in the stagnation temperature because of streamwise and radial variations that
are diﬃcult to quantify. Details of previous eﬀorts to reﬁne stagnation temperature
measurements can be found in References [58] and [29]. The initial stagnation pressure and the stagnation pressure during the run are measured by a Kulite on the wall
near the contraction inlet which is described in detail in Section 2.5. Isentropic relationships are used to determine the stagnation temperature (T0 ) during a run. The
instantaneous stagnation temperature is computed using the following relationship:


T0 = T0,i

P0
P0,i

 γ−1
γ

(2.1)

Isentropic relationships, Equations 2.2 and 2.3, are used to determine the static
temperature (T ) and static pressure (P ) required for computing the unit Reynolds
number. The appropriate Mach number was selected based on whether a run was
performed under noisy or quiet conditions. Additionally, assuming an ideal gas allowed for the use of Sutherland’s Law to compute the dynamic viscosity (μ). The
full MATLAB code used to determine the unit Reynolds number is provided in Appendix B.




γ − 1 2 −1
M
T = T0 1 +
2

 −γ
γ − 1 2 γ−1
P = P0 1 +
M
2

(2.2)
(2.3)
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A Senﬂex multi-element hot ﬁlm array was installed on the tunnel wall near the
end of the nozzle. The hot ﬁlm detects the heat transfer on the tunnel wall. The
uncalibrated hot-ﬁlm data were used qualitatively to determine if the boundary layer
on the test section wall was laminar (quiet) or turbulent (noisy). In addition, when
running models that may result in tunnel starting issues due to blockage, the hotﬁlm array can be used to determine if the nozzle-wall boundary layer is separated.
A Bruhn-6 Constant Temperature Anemometer was used to keep the temperature
through each hot-ﬁlm constant. During each run either one or two hot ﬁlms were
recorded to determine the state of the nozzle-wall boundary layer.
Sample traces from a quiet run and a noisy run at an initial stagnation pressure of
140 psia are shown in Figure 2.3. The lines are oﬀset in voltage for better visualization
of the characteristics of each. At t = 0.2 seconds, the tunnel has started. Data can be
collected for more than 5 seconds during noisy conditions. For a quiet run (red line),
the best ﬂow conditions occur before a small increase in noise begins at t ≈ 2.0 second,
but data can typically be processed up to 3.0 seconds without any adverse eﬀects.
The increase in noise is due to intermittent growth and break down of second-mode
waves in a laminar boundary layer on the nozzle wall as determined by Steen [57]
and Casper [59]. Larger spikes in pressure ﬂuctuations may occur due to turbulent
bursts. Care is taken to not process data under quiet ﬂow for times aﬀected by the
turbulent bursts.

2.3

The Flared Roughness Insert Cone Model
The ﬂared cone used for the current experiments consists of a nosetip, a roughness

insert ring, and a frustum as shown in Figure 2.4. The nosetip has a length of
25.4 cm and an average nosetip radius of 150 μm (0.006 inches) as measured with a
microscope camera and a Zygo ZeGage optical proﬁlometer. The opening half angle
is approximately 1.5◦ . The same nosetip was used for all experiments performed
using the roughness insert cone. The straightness of the nosetip was measured using
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Figure 2.3. Hot ﬁlm traces with voltage oﬀsets exhibiting the qualitative diﬀerences between noisy and quiet ﬂow. Turbulent bursts can
appear at t > 2.0 seconds under quiet ﬂow conditions.

a method suggested by Robin Snodgrass involving a dial indicator and a lathe. The
nosetip was mounted in the lathe and the dial indicator gauge head was carefully
positioned on the surface of the model. A photograph of the nosetip being measured
is shown in Figure 2.5. The lathe was slowly turned by hand, and the total indicator
runout was measured. This provides an estimate of how far the nosetip centerline is
from being perfectly straight. Measurements were made at a distance of 8.7 mm, 2.43
cm, and 7.22 cm from the nosetip using both the Hardinge and Willis-Microcut lathes
located in the ASL machine shop. Based on the average of the six measurements,
the axis is oﬀ-center by 150 μm or less. Calculating the angle between the center at
8.7 mm and 7.22 cm, it is estimated that the nosetip deviates from being perfectly
straight by less than 0.1◦ .
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Figure 2.4. Sketch of the roughness insert cone with the location of
the nosetip, roughness insert, and frustum labeled.

Figure 2.5. Nosetip mounted in the Hardinge lathe with the dial
indicator positioned 8.7 mm from the nosetip.
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The cone was designed with a space 0.635 cm (0.25 inches) wide between the
nosetip and the frustum. This gap is ﬁlled with a removable insert ring. The insert
ring can either be left unmodiﬁed, as in Figure 2.6(a) to test smooth wall cases, or
roughness elements can be added, as in Figure 2.6(b). Three diﬀerent frusta were
constructed to fulﬁll measurement requirements while using the same nosetip and
roughness inserts. The 4-inch base diameter was tested at lower stagnation pressures
where the larger 4.5-inch base diameter often causes blockage issues in the tunnel.
Figure 2.7 is a photograph of the three frusta with select sensor locations indicated. It
can be seen that the models share many common measurement locations to facilitate
comparisons between entries. Appendix C contains detailed drawings with all sensor
locations indicated. The Model 1, 2, and 3 labels in Figure 2.7 are used to easily
identify each drawing in Appendix C. It is important to note that for all three cones,
there are four sensor holes spaced 90◦ apart azimuthally at the 39.0 cm location.
These were used for aligning the model to 0.0◦ using the adjustable angle-of-attack
adapter as discussed in Section 4.1. A step of 50 μm or less was measured between
the inserts and all three frusta as well as between the nosetip and the insert using
the Zygo ZeGage and the Mitutoyo Surftest Surface Roughness Tester.

(a)

(b)

Figure 2.6. Insert rings made of (a) aluminum without roughness and
(b) Torlon with brass rods embedded to create roughness elements.
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Figure 2.7. Photograph of the three frusta showing the diﬀerent sensor patterns. Similar sensor positions are shared by the three frusta
to allow for direct comparison of results. The Model 1, 2, and 3 designations are provided to locate the corresponding detailed drawings
in Appendix C.
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2.4

Slender Straight Cone Models
Two diﬀerent slender cones with straight sides were also fabricated in an attempt

to observe the growth and breakdown of the second-mode instability without the
eﬀect of surface curvature.

2.4.1

The 3◦ Half-Angle Straight Cone

The 3◦ half-angle cone fabricated at Purdue University is composed of two pieces,
a nosetip and a frustum, resulting in a total model length of 94.6 cm. The extreme
length of the model and the need to image the temperature sensitive paint applied
to the aft end of the model, resulted in the nosetip being just 1.52 m from the
throat. Centerline Mach number distributions computed by Schneider indicate that
the Mach number at the nosetip is 5.9 under quiet ﬂow conditions which is near
the 6.0 of the uniform ﬂow farther aft. The nose was made as sharp as was feasible.
Two measurements of the nosetip radius were performed using a Zygo ZeGage optical
surface proﬁler and a microscope equipped with a Moticam 3.0 mega-pixel camera.
The average nosetip radius was 80 μm. At a unit Reynolds number of 12×106 /m,
this results in a nose radius Reynolds number of less than 1000.
Sensor holes with a diameter of 3.25 mm (0.128 in.) were drilled perpendicular
to the model surface to accommodate the installation of either PCB132A31 pressure
sensors or Medtherm Schmidt-Boelter heat transfer gauges. Five holes were placed
along a single ray at axial distances of 76.7, 81.3, 85.7, 90.2, and 93.9 cm from
the nosetip as shown in Figure 2.8. Two additional sensor holes were added +/120◦ away from the main sensor ray at the 76.7 cm location. This was done prior to
the development of the precision angle-of-attack adapter that requires four azimuthal
holes spaced 90◦ apart. The position of the sensors located oﬀ the main ray is shown
in Figure 2.8.
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Figure 2.8. Photograph of 3◦ half-angle cone with sensor positions
marked for reference in TSP images.

2.4.2

The 2.5◦ Half-Angle Straight Cone

The 2.5◦ half-angle cone has a base diameter of 10.16 cm (4.0 in.) and a total
length of 1.164 m (45.84 in.). In a similar fashion to the 3◦ half-angle cone, it is
composed of two pieces, an aluminum frustum and a stainless steel nosetip. The
nosetip sits approximately 1.30 m from the throat when installed. The Mach number
at the nosetip under quiet ﬂow conditions is near 5.7. Currently, it is unclear how
this may aﬀect the measurements. However, computations are certainly capable of
taking this eﬀect into account as the nozzle geometry is well known and the ﬂow can
be readiliy computed in detail. Microscope measurements indicated a nosetip radius
of 45 μm. Using the Zygo ZeGage the radius was measured to be 55 μm, resulting in
an average radius of 50 μm.
The main sensor ray has ten holes each with a diameter of 3.25 mm (0.128 in.)
spaced 91.6, 94.2, 96.7, 99.3, 101.8, 104.3, 106.9, 109.4, 112.0, and 114.5 cm from the
nosetip. Three additional sensor holes are spaced 90◦ apart at the 91.6 cm location so
that the model could be aligned using the precision angle-of-attack adapter. Figure 2.9
is a photograph of the model installed in the BAM6QT showing the main sensor
ray. The yellow portion of the model has been coated in TSP for heat transfer
measurements.
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Figure 2.9. Photograph of the 2.5◦ half-angle cone frustum and main
sensor ray. Distances from the nosetip to each sensor hole are indicated in centimeters.

2.5

Kulite Pressure Sensors
The operation of the BAM6QT requires the use of two Kulite pressure sensors.

Kulite sensors can make both static and dynamic measurements by using a linear
calibration to convert voltage to pressure. A Kulite XCQ-062-15A is installed in the
diﬀuser downstream of the test section. This sensor is mechanically stopped at 15
psia. At pressures greater than 15 psia, the sensor outputs a nearly constant 12 V
signal [60]. This feature is exploited to create a consistent procedure to begin data
collection. During tunnel start-up, the pressure in the diﬀuser section rapidly drops
below 15 psia. The sharp drop, shown in Figure 2.10, creates a voltage decrease that
is used to trigger the oscilloscopes.
A Kulite XTEL-190-500A sensor is ﬂush mounted to the tunnel wall at the beginning of the contraction, upstream of the convergent-divergent nozzle. At this location
the Mach number is approximately 0.003 [57], and the pressure measured on the wall
can be considered the stagnation pressure. Being able to measure static pressures up
to 500 psia [61], the Kulite XTEL-190-500A is suited for all tests performed in the
BAM6QT. When reporting stagnation pressure, the initial stagnation pressure (P0,i )
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refers to the pressure for t < 0 sec. The stagnation pressure at a given time during
the run is labeled as P0 . A calibration for the contraction Kulite was obtained once
per week-long entry. To calibrate the contraction Kulite, the voltage was recorded at
atmospheric pressure and several initial stagnation pressures. It was then calibrated
by comparing to the pressure measured by a Paroscientiﬁc Inc. Model 740 Digiquartz Portable Standard capable of measuring pressures up to 300 psia. An in-dept
uncertainty study was previously performed, and the uncertainty in the stagnation
pressure was determined to be 0.53% [62]. A typical stagnation pressure trace is
shown in Figure 2.10. The quasi-static nature of the stagnation pressure can be seen
by the stair-step shape of the pressure trace. All tunnel condition Kulite voltages
were sampled on Tektronix digital phosphor oscilloscopes in Hi-Res mode.
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Figure 2.10. Plot of voltage trace from the diﬀuser Kulite used to
trigger data collection. Also plotted is a typical stagnation pressure
trace during a run.
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mm calculated using STABL, as discussed in Section 3.3, which leads to second-mode
wavelengths that are two to three times the length of the sensing crystal, possibly
causing some spatial averaging and reducing measured amplitudes. New PCB132B38
sensors have been developed that use centered circular piezoelectric crystals which
could be used in future experiments to reduce uncertainty of the PCB measurements.

Figure 2.11. Photograph of a PCB132A31 sensor without the conductive epoxy. Used with permission from Reference [65].

Data were collected with Tektronix DPO5034B, DPO7054, DPO7104, and MDO3014
Digital Phosphor Oscilloscopes operating under Hi-Res mode to increase vertical resolution and provide digital ﬁltering of high frequencies. Data were collected for 0.5
seconds before the run and 4.5 to 9.5 seconds during the run. The sensors were AC
coupled to eliminate any voltage oﬀset. To satisfy the Nyquist criterion for analyzing
pressure ﬂuctuation frequencies up to 1 MHz, the pressure sensors were sampled at a
rate of 2 MHz or higher.
In order to avoid electrical interference between sensors, tests were originally performed with each PCB wrapped in shrink tubing as shown in Figure 2.12. It was
discovered that gaps could form between the tubing and the sensor, and if not cut
properly the tubing could protrude above the sensor surface resulting in an uncontrolled roughness. A better method was developed by wrapping 1-mil Kapton tape
around the circumference of each sensor prior to installation. This resulted in a reduc-

42
tion of the electrical noise and a more reliable method of ensuring that the insulating
material was ﬂush with the sensing surface.

Figure 2.12. Photograph on left showing the shrink tubing around a
PCB132A31 sensor. Image on right was obtained with a microscope.
A small gap can be seen between the shrink tubing and the sensor
body.

Computing the Power Spectral Density and Pressure Fluctuation Magnitudes of the Second-Mode Instability
A power spectral density (PSD) describes how the power of a signal is distributed
over diﬀerent frequencies. A script was written in MATLAB to compute the PSD
of a time sample using Welch’s method. The mean of the voltage is subtracted to
eliminate any oﬀset, then the data is converted to a pressure using the factory calibration of the PCB132A31 sensor. The pressure ﬂuctuation (P’) is then normalized by
the mean static pressure (Pmean ) at the sensor location using computations obtained
from STABL. Power spectra are computed by averaging Fast-Fourier Transformations
computed using a sliding Blackman window with 50% overlap. The frequency resolution of a PSD can be calculated by dividing the signal sampling rate by the number
of points in each window. The window size was varied based on the sampling rate of
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the sensor to maintain a frequency resolution of 2 kHz. For each run, the PSD was
computed over the same time window as the exposure of the camera used for TSP
images.
A typical PSD is shown in Figure 2.13. Many important features of the secondmode instability can be obtained by a qualitative study of the power spectra. The
peak near 294 kHz is the fundamental second-mode frequency. Since ﬁrst and second harmonics of the fundamental frequency can be seen at 588 kHz and 882 kHz,
respectively, the second-mode instability is experiencing nonlinear growth. For all
sensors upstream of 44.1 cm, there is no broadband increase in the noise ﬂoor. This
electronic noise ﬂoor is not caused by pressure ﬂuctuations in the freestream, but
rather it is a result of the electronics of the sensor, ampliﬁer, and other components.
The spectra at 44.1 and 46.6 cm shows an increase in the PSD levels between the
peaks, indicating that transition may be occurring. The furthest downstream sensor
appears to have broadband disturbances indicating the ﬂow is nearly turbulent. It is

PSD (P’/Pmean)2/Hz

important to have quantitative information about the second-mode wave as well.
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Figure 2.13. Power spectral density for six sensors on the ﬂared cone
at a unit Re = 9.7×106 /m. The second-mode peak is near 294 kHz.
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Once the PSD has been calculated, the process for obtaining the magnitude of
the pressure ﬂuctuation due to the second-mode instability is quite simple. Berridge
showed that the amplitudes of the second-mode waves were best computed by integrating over the frequencies of the fundamental wave and its harmonics [65]. Figure 2.14 shows the PSD from Figure 2.13 plotted on a linear scale. The power of the
primary frequency is orders of magnitude larger than the noise ﬂoor. It is evident that
picking the exact frequencies is not as important as ensuring that the peak frequency
is within the band of frequencies being integrated.
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Figure 2.14. Figure 2.13 replotted using a linear scale. The main
peak near 294 kHz is clearly the dominant driver for the second-mode
magnitude calculation.

For the sensors at 34.0, 39.0, 41.5, and 44.1 cm in Figure 2.14, the magnitude was
computed using three diﬀerent bandwidths. The ﬁrst was from 200 to 400 kHz, encompassing just the primary second-mode frequency. The second bandwidth included
both the primary and ﬁrst harmonic from 200 to 600 kHz. Finally the PSD was integrated from 200 to 1000 kHz so that the primary wave as well as the ﬁrst and second
harmonic were included. Table 2.1 summarizes the results, with the percent diﬀerence
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between the bandwidths including the harmonic versus the bandwidth of the primary
frequency only. Including the ﬁrst harmonic only increases the magnitude by less
than 3%. Further increasing the bandwidth to include the second harmonic does not
have an appreciable eﬀect. The slight increase when including harmonics is much
less than any eﬀect that may occur due to uncertainties in the calibration. Based
on these results, all magnitude data presented will be integrated for a bandwidth of
frequencies +/- 100 kHz from the primary second-mode frequency.
Table 2.1. Comparison of second-mode magnitudes for varying integration bandwidths. The % change is the diﬀerence between each
bandwidth when compared to only the primary frequency bandwidth.
Integration

P’/Pmean

%

P’/Pmean

%

P’/Pmean

%

Bandwidth

34.0 cm

Change

39.0 cm

Change

41.5 cm

Change

200-400 kHz

2.80 %

0.0

28.36 %

0.0

17.20 %

0.0

200-800 kHz

2.87 %

2.5

28.67 %

1.1

17.59 %

2.3

200-1000 kHz

2.88 %

2.9

28.69 %

1.2

17.65 %

2.6

Second-Mode Center Frequency Determination
In order to determine the frequency about which the second-mode instability is
centered, a systematic method had to be developed which could be easily implemented
in MATLAB. When a clear second-mode peak is present, the power in the PSD
typically spans two orders of magnitude or more. By determining the frequencies on
each side of the peak where the PSD passes a certain threshold, the center frequency
can be calculated by averaging the upper and lower frequencies. Figure 2.15 shows a
PSD enlarged to only show the second-mode instability from 150 to 350 kHz. PSD
thresholds of 10−9 , 10−8, 10−7 , and 10−6 were chosen to determine if the threshold
selection had a signiﬁcant eﬀect on the second-mode center frequency. Each colored
pair of vertical dashed lines in Figure 2.15 represents the upper and lower bounds for

46
a threshold level. Averaging the upper and lower frequencies, the calculated center
frequency from the lowest to the highest threshold is 253, 252, 252, and 250 kHz.
Since all the center frequencies are within 1% of each other, only a single threshold
was implemented in the ﬁnal MATLAB script.
Example PSD
-9
10 Threshold
10-8 Threshold
10-7 Threshold
-6
10 Threshold

10
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10
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10
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X
X
X

2

PSD [(P’/Pmean) /Hz]
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10-10
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Frequency [kHz]

Figure 2.15. Sample PSD computation with the upper and lower
bounds using four diﬀerent thresholds shown as the dashed lines. The
average of the upper and lower frequencies is the second-mode center
frequency shown as the colored X symbols.

Intermittency Computations
The transition from laminar to turbulent ﬂow is not an instantaneous process.
A generalized schematic of the turbulent-spot model of transition is shown in Figure 2.16. Spots are randomly generated in the spanwise direction as well as temporally. The spots grow as they convect downstream, and eventually coalesce into fully
turbulent ﬂow. Computing the intermittency provides an estimate of how far into the
transition process the ﬂow is at a certain location. By convention, an intermittency
value of 0 indicates fully laminar ﬂow prior to the onset of transition. The end of
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transition is when fully turbulent ﬂow occurs and is assigned a value of 1. As values
increase from 0 to 1, the ﬂow is assumed to be transitional with a mix of both laminar
regions as well as turbulent spots. A method to calculate the intermittency in hypersonic ﬂows with second-mode waves was developed by Casper et al. for 7◦ half-angle
cones at Mach 5 and 8 [66].

Figure 2.16. Turbulent-spot model of transition. Spots grow and
merge as they convect downstream, eventually coallescing into fully
turbulent ﬂow.

This method relies on a wavelet transformation to distinguish between secondmode waves and turbulent spots. The bandwidth of the frequencies expected to
encompass the second-mode instability and a low frequency bandwidth for turbulence
detection must both be speciﬁed a priori. The pressure sensor signal is processed using
a continuous wavelet transformation with Morlet mother wavelets. Figure 2.17 is a
contour map of the wavelet coeﬃcients for a 0.5 ms sample of data from an experiment
with the ﬂared cone. The second-mode bandwidth for all of the current ﬂared cone
intermittency computations was 225 kHz to 325 kHz. These values were picked based
on the second-mode frequency typically measured. For simplicity, the turbulence
detection bandwidth was picked to be from 112.5 kHz to 162.5 kHz, exactly half of
the second-mode bandwidth.
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Figure 2.17. Wavelet coeﬃcients computed using Morlet mother
wavelets for a pressure ﬂuctuation signal with a duration of 0.5 ms.
Bandwidths indicate where the second-mode instability wave and turbulent spots computations occur.

The average wavelet amplitude over each band is then calculated at each point
in time as shown in Figure 2.18. The low frequency mean coeﬃcients are compared
to the turbulence threshold speciﬁed by the user. If the coeﬃcient is greater than
the threshold, the signal at that time is determined to be a turbulent spot. Next
the high frequency wavelet coeﬃcients at times not determined to be turbulent are
compared to a diﬀerent threshold value. If the coeﬃcient is greater than the high
frequency threshold, the signal is determined to contain an instability wave packet
at that time. The intermittency is the fraction of the total time the signal is determined to be turbulent. In order to use this method, the signal must not have
electrical noise contamination that may provide false positives of turbulent bursts
under laminar conditions. Figure 2.19 shows the pressure signal with the times when
turbulent spots and wave packets were detected. For Figure 2.19, the intermittency
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was computed to be 0.6. Increasing the low frequency threshold from 0.02 to 0.04
decreases the intermittency to 0.3. This illustrates the sensitivity of the intermittency
calculation to the arbitrary thresholds. Even with the uncertainty due to the thresholds, this method is currently the best available way to experimentally estimate the
intermittency of a ﬂow dominated by the second-mode instability. For consistency
all intermittency computations for the ﬂared cone experiments were performed with
the second-mode bandwidth from 225 kHz to 375 kHz, and the low-frequency and
high-frequency thresholds set at 0.02 and 0.03, respectively.

0.4

Wavelet Coefficient

0.35

Mean Low-Frequency Wavelet Coefficient
Turbulence Threshold
Mean High-Frequency Wavelet Coefficient
Instability Packet Threshold

0.3
0.25
0.2
0.15
0.1
0.05
0
1.2102 1.2103 1.2104 1.2105 1.2106 1.2107

Time [sec]
Figure 2.18. Average wavelet coeﬃcients over the second-mode and
turbulence bandwidths. Also included are the thresholds that determine whether the signal contains an instability wave or a turbulent
spot.
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Figure 2.19. Pressure ﬂuctuation signal with times to indicate when
it was determined to be an instability wave versus a turbulent spot.

2.7

Temperature Sensitive Paint (TSP) Measurements

2.7.1

Temperature Sensitive Paint

TSP can be used to obtain global temperature distributions and approximate heattransfer rates. Reference [67] contains an exhaustive discussion on the theory and
application of both pressure sensitive paint and temperature sensitive paint. Ward
et al. performed experiments to tailor the use of TSP in the BAM6QT facility [68].
For the sake of brevity, only the basics will be presented here.
Temperature sensitive paint consists of luminophore molecules and a binder dissolved in a solvent. The luminophore molecule is excited by a photon, usually from a
light source with a particular wavelength. As the molecule relaxes, it emits a photon
at a longer wavelength. The intensity of the light emitted is inversely proportional
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Figure 2.20. Photograph of feathered paint job near upstream end of
frustum. Model was painted with insulating layer, TSP, and then wet
sanded.

dissolve any remaining crystals. The ethanol evaporates once the TSP is applied to
the model, so adding additional ethanol does not alter the quality of the TSP. Next,
20 mL of AMTech AM-500-4 urethane clearcoat is added. The mixture is agitated
again. Finally, 5 mL of AmTech AM-570-12 medium hardener is added and shaken to
ensure uniformity. Typically four to six batches of paint need to be mixed for models
tested in the BAM6QT.
The TSP is applied using a gravity-fed paint gun with approximately 20 psia of
air supplied. The ﬁrst coat was lightly applied, with successive coats being thicker. If
too much paint is applied at one time, drips and runs can form and the entire painting
process must be restarted. A minimum of 20 minutes was allowed to transpire between
coats. It was necessary to apply between 6 and 8 coats of TSP depending on how
thickly the TSP coats were applied. Again, special care was taken to apply less TSP
at the upstream end of the frustum to avoid a forward-facing step. The model was
sanded with 500-, 1000-, 2000-, and 3000- grit wet sand paper after the paint cured
for a minimum of 24 hours.
After wet sanding the surface, registration marks were applied to the surface of
the ﬂared cone model. The registration marks are used to determine the position of
features present in TSP images. The model was mounted to a precision rotary stage
and placed in a vise on the table of a Bridgeport milling machine. The rotation of the
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stage was monitored using a digital readout. A black Sharpie ﬁne-point marker was
inserted into a collet in the mill’s chuck. The pen was slowly lowered until a small
black dot was left on the surface of the cone. The black dots were applied along rays
starting with the most downstream sensor hole. The azimuthal spacing between dots
was either 15◦ or 30◦ and 2.54 cm in the azimuthal direction.

2.7.3

TSP Data Collection and Post-Processing

Three diﬀerent images must be collected in order to convert the light intensities
measured by the camera into temperature changes. Once the tunnel has been pressurized and allowed to settle for a minimum of 10 minutes, a dark image is collected.
This image is taken with the room lights and the blue LED lights oﬀ. Next a ﬂow-oﬀ
image is taken with just the blue LED lights illuminating the cone. Normally between 20 and 30 images were collected and averaged to create one “dark” and one
“oﬀ” image. Flow-on images, subscripted as “on” images, were collected during each
run with only the blue LED lights on.
Data were recorded using an IMPERX Bobcat IGV-B1620 camera purchased from
Innovative Scientiﬁc Solutions, Inc. (ISSI) of Dayton, OH. To avoid saturation of the
CCD element, a 556 nm long-pass ﬁlter was used to allow the light emitted from the
TSP in while ﬁltering out the light from the blue LED lights [70]. Several settings in
the ProAcquire PSP-CCD software developed by ISSI to control the camera had to
be adjusted to capture data at the highest resolution of 1608 pixels by 1208 pixels.
Only a single analog-to-digital converter was used with an overclocked speed setting.
Additionally, the camera depth was adjusted to 14 bit. A maximum frame rate of
15 Hz was achieved for exposure times of 12 ms or less. The exposure time of the
camera was balanced with the opening of the aperture so the intensity of individual
pixels were just below the camera saturation level before each run. This was done to
achieve the highest signal-to-noise ratio during a run when the intensity decreases as
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model temperatures increase. The exposure time, frame rate, and aperture settings
were kept constant when capturing the dark, oﬀ, and on image for a particular run.
Each image captured by the CCD is a matrix of pixels, each assigned an intensity
between 0 and 16384. The matrix corresponding to the intensities for the dark, oﬀ,
and on images are Idark , Iof f , and Ion , respectively. The background noise, Idark , is
ﬁrst subtracted from the oﬀ and on intensities. The temperature change of any pixel
during a run can then be calculated by using the following equation:


ΔT = f

Ion − Idark
Iof f − Idark



(2.4)

The determination of the function f requires a calibration between the intensity
and temperature of the Ru(bpy) molecule. Curve number 7 in Figure 3.13 from
Reference [67] corresponding to Ru(bpy) in Dupont ChromaClear was digitized and
a linear ﬁt was calculated between 280-340 Kelvin. The reference temperature of
-150◦ C was shifted to the initial temperature of the model before a run (Tref ) and
the resulting calibration was found to be:


Ion − Idark
ΔT = (367 − Tref ) 1 −
Iof f − Idark



(2.5)

The calibration is valid over temperatures from 280-340 Kelvin where the inverse
proportionality of the temperature and intensity is nearly linear [67].

2.7.4

Procedure for Calculating Heat-Transfer from TSP

Combining TSP intensity and SB gauge data, it is possible to infer the global
heat transfer to the surface of a model. The method was developed by Professor
John Sullivan of Purdue University. Several assumptions must be made to infer the
global heat-transfer rate by comparing the TSP intensities to the SB gauge. The
heat-transfer process is assumed to be one-dimensional and quasi-static in the radial
direction, and the temperature of the model beneath the insulation layer must be
constant during a run. A nearly uniform paint thickness is needed for even heat
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transfer to the model surface. The paint thickness was measured using an Elcometer
456 capacitance gauge following the procedure outlined by Luersen [49]. Figure 2.21
shows the paint thickness for each entry. Variations in the paint thickness are no larger
than 10% of the mean for any one entry, similar to the thickness variations measured
by Ward [68]. While it is not known how these small variations in thickness will aﬀect
the measurements, the constant thickness assumption appears to be reasonable for
each entry.
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Figure 2.21. TSP thickness measurements showing uniformity of paint layer.

Fourier’s Law for one-dimensional, quasi-static heat transfer (q) normal to the
wall is given by Equation 2.6. In the equation κ is the thermal conductivity, L is the
thickness of the TSP and insulating layer, T is the surface temperature of the TSP,
and Tb is the temperature of the frustum below the layer of insulating paint.

q=

κ
(T − Tb )
L

(2.6)

Equation 2.6 needs to be altered since the temperature change measured by the
camera, Equation 2.5, is the diﬀerence between the temperature during the run and
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the initial temperature of the cone (ΔT = T − Tref ). Determining the heat transfer
requires modifying Fourier’s Law to quantities that can be quantitatively measured
during a run. The following equation is used to determine the heat transfer based on
the temperature change from TSP data and measuring the cone temperature, Tref ,
before a run.

q=

κ
(ΔT + Tref − Tb )
L

(2.7)

Ward et al. attempted to determine q directly from quantities measured on the
right hand side of Equation 2.7. The computed heat transfer rates did not agree
with the heat transfer measured by the SB gauge [68]. Instead, success was found by
assuming that κ/L and Tb are constants that can be calibrated from the experimental
SB gauge and TSP image data. A comparison patch of TSP is selected near the
SB gauge location in the TSP image. The surface area of the comparison patch is
similar in size to that of the SB gauge. A sample TSP image with an SB gauge and a
comparison patch drawn as a red box is shown in Figure 2.22. The comparison patch
and the SB gauge data are least-squares ﬁt to determine the constants.
Figure 2.23 shows the data from the TSP comparison patch and the SB gauge
averaged over individual camera exposures during a single run. The peak in heat
transfer at time t = 0 is caused by the tunnel start-up processes. It is necessary to
include the peak in the calibration so that the large heat-transfer rates that occur
during laminar-turbulent transition can be accurately calibrated. A least-squares
linear ﬁt is used to determine the values of k/L and Tb . Figure 2.24 shows the same
data from Figure 2.23 parametrically plotted along with a least-squares linear ﬁt.
The kink in the curve near 2 kW/m2 was observed by Luersen [49]. He found that a
third-order ﬁt reduced the RMS error, but a physical justiﬁcation for a third-order ﬁt
could not be found. In all present data, a ﬁrst-order linear ﬁt was used to calibrate
the TSP images.
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Figure 2.22. TSP image with comparison patch outlined in red. The
surface area is approximately the same as the SB gauge next to the
box.

While this data reduction technique provides reasonable estimates of the heattransfer rates on the surface of the model, there are several sources of uncertainty
that can aﬀect the results. During tunnel start-up, the model experiences a large spike
in heating that is assumed to dissipate prior to the time when data are processed.
If the heat is not dissipated, the residual heating may cause errors in the calibration
process. A second source of uncertainty occurs if the Schmidt-Boelter gauge is located
near a localized region of increased heating, such as a hot streak. The intense heating
results in a calibration that produces a non-physical increase in global heat-transfer
rates. Finally, when testing with the 2.5◦ and 3◦ half-angle straight cones, the low
heat transfer rates decrease the signal-to-noise ratio. This reduction can cause errors
in the calibration that result in negative heat-transfer rates. Testing in the future
with infrared imaging may help to determine the extent of these uncertainties in the
current TSP calibration technique.
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Figure 2.23. Heat transfer measured by a SB gauge and uncalibrated
temperature change measured using TSP during a typical run.
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Figure 2.24. Experimental heat transfer versus the TSP temperature change compared to the linear ﬁt computed by the least-squares
method.
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3. MEAN FLOW AND STABILITY COMPUTATIONS
USING STABL
The STABL (Stability and Transition Analysis for hypersonic Boundary Layers) software suite was developed by Heath Johnson at the University of Minnesota [71]. It
has a modular design that guides the user through grid generation, mean ﬂow calculation, and stability computation. It is capable of calculating the entire hypersonic
ﬂow ﬁeld Navier-Stokes solution for diﬀerent axisymmetric geometries. STABL mean
ﬂow computations resolve both shock layer conditions and boundary-layer proﬁles.
The stability module generates stability diagrams using linear stability theory. In addition, the parabolized stability equations are solved to calculate the boundary-layer
disturbance growth and N factors.

3.1

Freestream Conditions for Simulations
Four diﬀerent simulations were performed at freestream stagnation pressures of

90, 120, 140, and 160 psia. Freestream conditions were determined from typical
operational values when running the BAM6QT facility assuming an ideal gas with γ =
1.4. The STABL CFD Solver Input File requires the Mach number, freestream density
(in kg/m3 ), and freestream static temperature (in K). A Mach number of 6.0 was used
since all computations were for quiet ﬂow conditions. Isentropic relations were used
to calculate the freestream density and static pressure at Mach 6. Sutherland’s law
without the low-temperature correction was used to calculate the freestream dynamic
viscosity. Previously, the chemical composition of the air was modeled as 76.7% N2
and 23.3% O2 , but after discussion with Heath Johnson it was determined that the
non-reacting air model would decrease computational time without aﬀecting mean
ﬂow or stability results. Stability calculations were performed with chemistry and
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vibrational eﬀects turned oﬀ. Table 3.1 lists the densities and temperatures used in
the STABL input ﬁle for each simulation.
Table 3.1. Densities and Temperatures Used in STABL Calculations
for Four Diﬀerent Stagnation Pressures.
P0 [psia]

ρ∞ [kg/m3 ]

T∞ [K]

90

0.0267

51.3

120

0.0354

51.6

140

0.0411

51.8

160

0.0469

51.9

The input ﬁle also requires the surface temperature of the geometry being simulated. Typical temperatures based on Schmidt-Boelter thermocouple readings for
models tested in the BAM6QT range from approximately 295 to 305 K. Similar values
recorded by Ward on the 7◦ half-angle straight cone showed less than a 1◦ K increase
over pre-run temperatures during a typical run [68]. Therefore, all computations were
performed with an isothermal wall temperature on the model of 300 K.

3.2

Computations on the Flared Cone Geometry

3.2.1

Grid Generation and Convergence Study

For simple geometries such as straight cones, the internal Grid Generation module in STABL can create the entire grid without any external input of the surface
coordinates. Complex geometries such as the ﬂared cone require the generation of
the surface coordinates using an external program such as MATLAB. Four diﬀerent
surface coordinate deﬁnitions were generated using a custom MATLAB script provided in Appendix B. The geometry simulated was a 3-meter arc ﬂared cone with
a base diameter of 11.43 cm (4.5-inches) and a nose radius of of 75 μm, similar to
measurements made of the actual nosetip.
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The nosetip is a region where large gradients may occur and often it is important
to resolve these so errors do not propagate downstream and corrupt the mean ﬂow
computation. Body coordinates were generated using either 25 or 50 points in the
nosetip region in order to determine if the mean ﬂow was aﬀected. The maximum
number of total points along the surface of a body that can be imported into STABL
is 1000. In order to change the number of points in the body and keep it below this
maximum, a stretching parameter was used. This parameter controls the spacing
between adjacent points everywhere except the nosetip where the spacing is held
constant. Two diﬀerent degrees of stretching were used for the 25 and 50 point
nosetips resulting in four diﬀerent cases summarized in Table 3.2. Cases 1 and 2 both
have 25 points in the nose. Case 1 has less stretching between points resulting in 732
body coordinates. With more stretching Case 2 only has 416 points along the body.
Case 3 increases the number of points in the nose to 50 while keeping a closer spacing
between points resulting in 829 body points. Case 4 increases the stretching resulting
in fewer points for a total of 477.
Table 3.2. Parameters and resulting number of points for surface
geometry deﬁnition.
–

Points in Nose

Stretching Parameter

Total Surface Points

Case 1

25

1.01

732

Case 2

25

1.02

416

Case 3

50

1.01

829

Case 4

50

1.02

477

The surface points are imported into STABL, and using the “Lower Shape PowerLaw Upper” grid format, a two-dimensional mesh is generated. There are several
stretching factors, outer grid shape deﬁnitions, and cell options that the user must
input to successfully generate a grid. Only the three most important variables will
now be discussed. The “npj” variable controls the number of grid points in the body
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normal direction. For each case, two diﬀerent grids were generated. The ﬁrst grid
had 400 points in the wall normal direction. A second grid was created using the
same body deﬁnitions but with only 300 points in the wall normal direction. This
was done to investigate the eﬀect on the resolution of the grid and the time required
for mean ﬂow and stability computations. The second set of important variables are
“nslf” and “nsrt” which control the normal spacing of the points at the nose and end
of the geometry, respectively. Setting both parameters to 0.01 clusters the points
near the surface. These values were used for all grids to ensure that the region near
the wall was well resolved.
Mean ﬂow and stability computations were performed for all eight grids (4 cases
with 400 normal points, and 4 cases with 300 normal points) for conditions simulating
a 160 psia run. The highest stagnation pressure will result in the thinnest boundary
layer and the largest gradients in temperature, pressure, velocity, etc. This should
result in the most challenging case for the grid to properly resolve. The mean ﬂow
and stability computations were assessed in the following manner to determine which
grid would be used for further mean ﬂow and stability computations:
1. Mean ﬂow and stability computations are not trivial for complicated geometries.
The time necessary for mean ﬂow and stability computations was noted after
each was performed.
2. For a well resolved mean ﬂow solution the y+ value at the ﬁrst point away from
the wall should be less than unity and the number of points in the boundary layer
should be greater than 100 [33]. The method for determining the boundary-layer
edge will be discussed in further detail in Section 3.3.
3. The convergence of the N-factor envelope will be considered in a similar manner
to the study performed by Jewell [72].
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Computational Time for Mean Flow and Stability Solutions
Table 3.3 summarizes the time necessary for the mean ﬂow and stability solutions
to be computed on a Dell Precision T5500 computer with an Intel Xenon dual-core
processor. It can be seen that with a single species air model, the mean ﬂow computation is relatively fast with all cases converging in under 15 minutes. The stability
computation takes longer, but all cases took less than 2.5 hours. Since simulations
at only four diﬀerent stagnation pressures are necessary, time is not a limiting factor
and based on these results any of the grids would be suitable. Other factors will be
needed to determine which grid to use for further computations.
Table 3.3. Computational time required for mean ﬂow and stability solutions.
–

# Normal Points

Total # Points

Mean Flow

Stability

in Grid

[mins]

[mins]

Case 1

400

291669

9.38

102

Case 1b

300

218569

6.68

96

Case 2

400

165585

5.84

112

Case 2b

300

124085

3.90

108

Case 3

400

330372

10.97

145

Case 3b

300

247572

8.43

122

Case 4

400

189924

8.78

119

Case 4b

300

142324

6.42

109

Assessment of y+ and Number of Points in Boundary Layer
The non-dimensional wall coordinate y+ is deﬁned as
+

y =

y
w



τw
ρw

0.5

(3.1)
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where y is the wall normal distance, τw is the shear stress at the wall, ρw is the density
at the wall, and

w

is the kinematic viscosity at the wall. Bertin [73] notes that if the

value of y+ at the ﬁrst grid point from the wall is not suﬃciently low, inaccuracies
in the computed heat transfer values may occur. The most stringent deﬁnition cited
by Bertin is work by Neumann that suggests that the value of y+ be less than 1 and
ideally closer to or less than 0.1 [74]. Figure 3.1 shows that for all eight grids the
value of y+ is less than 0.06 across the entirety of the geometry. All the grids with
400 wall normal points (Cases 1, 2, 3, and 4) have y+ values that are 20% less than
the grids with 300 wall normal points (Cases 1b, 2b, 3b, and 4b). This is due to the
fact that having more wall-normal points results in the ﬁrst point being closer to the
wall, therefore decreasing y in Equation 3.1.
Case 1
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Case 4b
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Figure 3.1. The value of y+ at the ﬁrst grid point from the wall for all eight cases.

It is important to have enough points in the boundary layer such that any velocity,
temperature, or Mach gradients that exist are well resolved by the solution. Typically
it is desirable to have more than 100 points in the boundary layer. Figure 3.2 shows
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that all eight grids exceed this criteria. The grids with 400 wall normal points have
approximately 40 more points within the boundary layer over the length of the model.
The increased number of points within the boundary layer and the fact that y+ is
smaller at the ﬁrst point both indicate that a grid with 400 wall normal points should

Number of Points in Boundary-Layer

be used.
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Figure 3.2. The number of grid points in the boundary layer normal
to the surface for the eight diﬀerent grids.

Convergence of N-factor Envelope
The ﬁnal assesment of the grid convergence was performed by examining the
N-factor envelope for the stability computation in a similar manner to work done
by Jewell [72]. The N-factor envelope is calculated by extracting the largest Nfactor regardless of frequency at each streamwise location. Figure 3.3 is the N-factor
envelope for each of the eight grids. At a given distance from the nosetip, the N
factors for all cases except for Case 1 are within 5% of one another. This shows that
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all the grids, with the exception of Case 1, are well resolved. The reason for the
diﬀerence in Case 1 is unknown.
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Figure 3.3. N-factor envelope for the eight diﬀerent grids. All reach
similar N-factors except for Case 1.

The combined time for mean ﬂow and stability computations is less than 3 hours
for all grids and the N-factor envelope is well converged for nearly all the cases.
The choice was narrowed to cases 1, 2, 3, and 4 with 400 points in the wall-normal
direction since they had more points in the boundary layer than cases 1b, 2b, 3b, and
4b with only 300 body-normal points. It was decided to run the additional stagnation
pressures of 140, 120, and 90 psia with the grid from Case 3. It has the most points
along the surface of the body resulting in less interpolation between points when
estimating the surface pressure at each sensor location. This grid results in the best
spatial resolution without a signiﬁcant penalty in computational time.
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3.2.2

Static Pressure Ratios

Mean ﬂow solutions were computed at freestream stagnation pressures of 90, 120,
140, and 160 psia. The static pressure on the surface of the model at each sensor location was extracted from the STABL solution ﬁles. By dividing the local static pressure
by the freestream stagnation pressure, the “static pressure ratio” was calculated. The
maximum diﬀerence between the pressure ratio at a given stagnation pressure from
the mean value of all the stagnation pressures was less than 0.1%, indicating that
the ratio is independent of the freestream stagnation pressure as is expected from
boundary-layer theory. The Pmean used to normalize the pressure ﬂuctuation data in
the PSD computations is the instantaneous freestream stagnation pressure multiplied
by the static pressure ratio at a given sensor location to recover the static pressure
at the surface. The pressure ratios for each sensor location are provided in Table 3.4.
Table 3.4. Average static pressure ratios at each sensor location for
the ﬂared cone geometry.

3.3

x [cm]

Static Pressure Ratio

x [cm]

Static Pressure Ratio

33.9

0.00140

42.9

0.00172

35.3

0.00144

44.1

0.00177

36.5

0.00149

45.4

0.00183

37.8

0.00153

46.6

0.00188

39.0

0.00157

47.8

0.00194

40.3

0.00162

49.2

0.00200

41.6

0.00167

51.7

0.00212

Boundary-Layer Edge Determination
The boundary-layer edge plays an important role in hypersonic stability research.

The boundary layer thickness, δ, can be used to normalize isolated roughness heights
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or to estimate the second-mode instability frequency. Current research attempts to
determine if a relationship exists between the maximum second-mode wave magnitude and the edge Mach number, Me . Historically, determining the boundary-layer
edge location is not a trivial calculation. For subsonic speeds, often the edge is simply identiﬁed as the point where the velocity reaches a certain percentage of the
freestream velocity. At supersonic and hypersonic speeds, this simple deﬁnition begins to break down as oblique shocks, heat transfer, and other ﬂow properties start
to have signiﬁcant eﬀects.

3.3.1

STABL Edge Detection Algorithms

Currently STABL has four diﬀerent methods to determine the boundary-layer
edge that involve using the enthalpy proﬁle, but only three were used for the current
study. The methods that were investigated for use on the ﬂared cone were the “Total
enthalpy ﬁrst reached”, the “Peak total enthalpy overshoot”, and the “Return from
enthalpy overshoot.” For each method the user must input an “Edge detection rbl”
value between 0 and 1, the meaning of which varies based on the edge detection
method used. The value will be denoted by RBL from this point forward.
The “Total enthalpy ﬁrst reached” method begins at the wall surface and moves
outward until the enthalpy (h) reaches
h > RBL × h0,∞ + h0,wall × (1 − RBL)

(3.2)

where the subscript “0,wall” indicates the total enthalpy at the wall and “0, ∞”
indicates the total enthalpy in the freestream. The boundary-layer edge is the point
where Equation 3.2 is ﬁrst satisﬁed.
For enthalpy proﬁles that have an overshoot above the freestream value, two different methods are available. The ﬁrst method is the “Peak total enthalpy overshoot.”
In order to properly detect the peak overshoot, an RBL = 1.0 must be used. If other
values are used, the peak will not be properly detected. A second method determines
when the total enthalpy returns to near freestream values after the overshoot has
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occured, and was ﬁrst suggested by Tyler Robarge [75]. The “Return from enthalpy
overshoot” method ﬁrst determines the point where the peak overshoot occurs. Once
the peak is detected, the algorithm moves away from the wall until the enthalpy has
returned to a value near the freestream values. The total enthalpy at the boundarylayer edge satisﬁes
h<

3.3.2

|h0,∞ − hwall |
+ hwall
RBL

(3.3)

Results on the Flared Cone Geometry

Figures 3.4 and 3.5 show the Mach number, velocity, and total enthalpy proﬁles
near the surface of the ﬂared cone at axial distances of 9.742 cm and 26.438 cm
from the nosetip, respectively, for simulations at a stagnation pressure of 160 psia, a
stagnation temperature of 425 K, and a model wall temperature of 300 K. The very
ﬁrst edge detection method tested on the ﬂared cone geometry was a simple velocity
criterion. The edge was determined as the point where the velocity reached 99% of the
post-shock velocity. Figure 3.4 shows the boundary-layer thickness is approximately
0.8 mm at a distance of 9.742 cm from the nosetip. Further downstream the boundarylayer edge is 3.1 mm from the wall and it is not shown in Figure 3.5. This quadrupling
of the boundary-layer thickness does not seem physical, and therefore this method
was ruled out as a possible edge detection method.
Four diﬀerent criteria using STABL were tested on the ﬂared cone geometry based
on personal communications with Dr. Bradley Wheaton [76] and Dr. Eric Marineau
[77] and are summarized in Table 3.5. While it is not possible to pick the “correct”
method, one can judge the quality of the boundary-layer edge detection based on
several factors. Inside the boundary layer, large gradients may exist in the velocity,
Mach number, etc, but outside the boundary layer signiﬁcant gradients should not
occur.
The ﬁrst case tested was based on work done by Marineau with the help of Heath
Johnson. The boundary-layer edge for the data presented by Marineau in Figure 1.7
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Table 3.5. Summary of edge detection methods implemented in STABL.
Method

RBL Value

Case 1

Total enthalpy ﬁrst reached

0.995

Case 2

Total enthalpy ﬁrst reached

0.999

Case 3

Peak total enthalpy overshoot

1.000

Case 4

Return from enthalpy overshoot

0.997

was determined using the “Total enthalpy ﬁrst reached” method with RBL = 0.995.
It can be seen in Figures 3.4 and 3.5 that Case 1 occurs below the enthalpy overshoot
and a signiﬁcant velocity gradient exists outside the boundary layer. Figure 3.6
shows that the edge Mach number is well below 4.0 over the entire length of the
model and a signiﬁcant oscillation in the edge Mach number occurs. Increasing the
RBL parameter to 0.999, Case 2, does not have a signiﬁcant eﬀect on either the
boundary-layer thickness or the edge Mach number distribution.
Since an enthalpy overshoot exists, the two methods that incorporate the overshoot into the edge detection algorithm were tested. Case 3 determined the boundarylayer edge by using the “Peak total enthalpy overshoot” method. It can be seen in
Figure 3.5 that this results in a thicker boundary layer, but the edge Mach number
in Figure 3.6 still has an oscillatory nature for almost the entire length of the model.
Figure 3.7 shows six Mach number distributions at sequential streamwise locations
near the location where one of the oscillations occurs. The black dashed line connects
the Mach number at the edge of the boundary layer as determined using the peak
total enthalpy overshoot criterion. A single oscillation is clearly visible. These proﬁles also show that there is a signiﬁcant gradient in the Mach number distribution
near the boundary-layer edge. The combination of low grid resolution and the large
Mach number gradient cause the oscillations that are observed for Cases one, two,
and three in Figure 3.6.
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Finally the “Return from enthalpy overshoot” method was used. Several diﬀerent
RBL values were tested, but only the results for one are presented as Case 4. With
RBL = 0.997, the boundary-layer edge is just under 1.2 mm from the surface. At
this point, no large gradients in the velocity, edge Mach number, or total enthalpy
exist outside the boundary layer. The edge Mach number proﬁle over the length
of the model also shows a steadily decreasing Mach number without any oscillations.
Based on this observation, the “Return from enthalpy overshoot” with a RBL = 0.997
was used for the boundary-layer edge detection method for all STABL computations
performed on the ﬂared cone geometry. It should be noted that for the four cases
tested, the edge Mach number varied by almost a factor of two. This sensitivity to the
boundary-layer edge detection method should be kept in mind for future geometries
as a diﬀerent edge detection method may be necessary.
Mach
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Figure 3.4. Mach number, velocity, and total enthalpy proﬁles near
the ﬂared cone surface at x = 9.742 cm from the nosetip. Horizontal
lines denote boundary-layer edge using diﬀerent detection methods.

Using the Case 4 method to determine the boundary-layer edge, the thickness was
computed at each sensor location as well as the roughness insert position. Since it
was not feasible to perform mean ﬂow computations at every experimental condition,
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Figure 3.5. Mach number, velocity, and total enthalpy proﬁles near
the ﬂared cone surface at x = 26.438 cm from the nosetip. Horizontal
lines denote boundary-layer edge using diﬀerent detection methods.
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Figure 3.6. Mach number distribution over the entire length of the
ﬂared cone for the four diﬀerent edge-detection cases.
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Figure 3.7. Mach number proﬁles at six sequential locations on the
ﬂared cone simulation showing how the Mach number distribution
and grid resolution result in the oscillations shown in Figure 3.6.

a theoretical correlation was used to interpolate between computations. Mean ﬂow
solutions at 90, 120, 140, and 160 psia were used to extract the boundary-layer thickness at each sensor location. Based on classic boundary-layer theory, the thickness
of the boundary layer should be inversely proportional to the square root of the unit
Reynolds number [78]. A least-squares ﬁt was used to determine an equation that
could be used to calculate the boundary-layer thickness for all unit Reynolds numbers
tested. Figure 3.8 shows the computed boundary-layer thicknesses at three diﬀerent
locations along with a linear ﬁt for each. The ﬁts are excellent. For all 14 sensor
locations as well as the roughness insert location, the computed R2 value of the linear
ﬁt was 0.999 or greater.

Boundary-Layer Thickness (δ) [mm]
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Figure 3.8. Computed boundary-layer thickness at three locations on
the ﬂared cone with a linear curve ﬁt for each.

Since current eﬀorts aim to determine the maximum second-mode pressure ﬂuctuations at certain edge Mach numbers, it is important to quantify the eﬀect of
freestream conditions on Me . The edge Mach number over the length of the ﬂared
cone model is shown in Figure 3.9 for the four stagnation pressures simulated. It can
be seen that the lines are nearly on top of one another. After peaking above 5.8 just
a couple of centimeters from the nosetip, the edge Mach number steadily decreases
over the length of the model. The value of Me was extracted at each sensor location
for the four stagnation pressures. It was determined that at a given location and
stagnation pressure, the edge Mach number is within 0.1% of the mean value for the
four pressures. Therefore in a similar manner to the static pressure ratio, the average edge Mach number at a given location was used. A summary of the edge Mach
number at each location is presented in Table 3.6.
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Figure 3.9. Computed edge Mach number at four diﬀerent stagnation
pressures. All four lines are nearly identical.

Table 3.6. Average edge Mach number at each sensor location.
x [cm]

Me

x [cm]

Me

x [cm]

Me

33.9

5.25

40.3

5.11

46.6

4.99

35.3

5.22

41.6

5.09

47.8

4.96

36.5

5.19

42.9

5.06

49.2

4.94

37.8

5.17

44.1

5.04

51.7

4.89

39.0

5.14

45.4

5.01
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3.3.3

Self-Similarity of Boundary-Layer Proﬁles

Another topic of discussion is whether the boundary-layer velocity proﬁles are self
similar. If the proﬁles are self similar, a scaling may exist that could eliminate one or
more independent variables of the experiments such as the freestream unit Reynolds
number. A scaling that works for a compressible laminar boundary layer on a ﬂat
plate is
η1 =

y
Rex
x

(3.4)

where y is the normal distance from the wall, x is the distance from the nosetip, and
Rex is the Reynolds number based on the distance from the nosetip. A second scaling
was formulated using the following equation
η2 =

y 
Rex
Lm

(3.5)

where the wall-normal distance y is now non-dimensionalized using the total model
length Lm instead of the axial distance from the nosetip.
Boundary-layer velocity proﬁles were extracted at x = 30.04 cm at stagnation
pressures of 90, 120, 140, and 160 psia. The velocity was normalized by the freestream
velocity U∞ . Both the η1 and η2 scalings used in Figure 3.10 cause the data to collapse
onto the same line. Similar results were observed for velocity proﬁles at x = 20.11 cm
and 55.35 cm from the nosetip. This indicates that the data at a single streamwise
location scales with Rex .
To determine if data at diﬀerent streamwise locations might also scale with Rex ,
proﬁles at x = 20.11, 30.04, and 55.35 cm were extracted for the computation at a
stagnation pressure of 90 psia. Figure 3.11 compares the proﬁles with both the η1
and η2 scalings. The proﬁles are clearly not self similar. The same behavior was
observed for results at the higher stagnation pressures of 120, 140, and 160 psia. The
proﬁles are most likely not self similar in the streamwise direction due to the adverse
pressure gradient created by the concave model surface. It seems unlikely that data
collected at diﬀerent streamwise locations will be comparable with a simple scaling
such as Rex .

77

20

20
P0 = 90 psia
P0 = 120 psia
P0 = 140 psia
P0 = 160 psia

15

η2

η1

15

10

5

0
0

P0 = 90 psia
P0 = 120 psia
P0 = 140 psia
P0 = 160 psia

10

5

0.2

0.4

0.6

0.8

0
0

1

0.2

0.4

0.6

u/U

u/U

(a) η1 Scaling

(b) η2 Scaling

0.8

1

Figure 3.10. Boundary-layer velocity proﬁles at x = 30.04 cm scaled
using two diﬀerent similarity parameters. The data scale well with
Rex .
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Figure 3.11. Boundary-layer velocity proﬁles at three streamwise locations at a stagnation pressure of 90 psia. Data at diﬀerent locations
along the model do not scale with Rex .
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In high-speed ﬂows, other parameters rather than the velocity may better indicate
if the boundary layer is self similar. Figure 3.12 shows boundary-layer density proﬁles
normalized by the freestream density and scaled using η1 . Figure 3.12(a) shows that
at 30.04 cm, the data once again scale well with Rex . In Figure 3.12(b) where proﬁles
at three diﬀerent streamwise locations for a stagnation pressure of 90 psia are shown,
the data do not scale with Rex . Similar results were obtained with the η2 scaling,
but they are not presented for brevity. These additional results further indicate that
data at varying streamwise locations will not scale with Rex .
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Figure 3.12. Boundary-layer density proﬁles scaled using η1 showing
similar results as Figures 3.10 and 3.11.

3.3.4

Calculation of Rek

When studying roughness-induced transition, which is not the main goal of this
work, the Reynolds number based on the roughness height Rek is often used to correlate data. This Reynolds number is computed based on the roughness element height,
k, and the conditions in an undisturbed laminar boundary layer at the roughness
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height [79]. STABL can be used to automatically compute Rek . Since simulations
were performed at only four diﬀerent stagnation pressures, it is necessary to determine
how Rek varies with the unit Reynolds number so that the value at each experimental
condition can be interpolated. Figure 3.13 shows the Rek for the ten diﬀerent roughness heights tested on the ﬂared cone geometry. The values of Rek are calculated near
x = 25.86 cm from the nosetip. This is approximately where the roughness elements
on the RIM inserts are positioned during the experiments. The circles are the data
from the four simulations. For each roughness height, it was found that a quadratic
ﬁt resulted in R2 values of 0.999 or greater. This quadratic ﬁt was used to compute
the value of Rek for experiments at stagnation pressures between 90 and 160 psia.
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Figure 3.13. Rek computed at four diﬀerent stagnation pressures for
10 diﬀerent roughness heights. The dash-dot lines are quadratic ﬁts
that result in R2 of 0.999 or greater.
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4. EXPERIMENTAL RESULTS ON THE FLARED CONE
Previous experiments have shown that the ﬂared cone geometry produces large secondmode waves that can cause transition to turbulence, but the measurements were
plagued with uncertainty due to small non-zero angles-of-attack and uncontrolled or
unintended roughness. A new angle-of-attack adapter was fabricated to reduce contamination from non-zero pitch. An in-depth study was performed to characterize the
second-mode stability with a smooth wall conﬁguration. Next, a series of parametric
investigations were performed with RIM roughness elements to determine their eﬀect
on the maximum second-mode magnitude.

4.1

Alignment Results Using the Adjustable Angle-of-Attack Adapter
Measurements have shown that small angles of attack can have large eﬀects on the

azimuthal symmetry of the axisymmetric second-mode wave. In order to eliminate
this variation, it is necessary to have the model very near a 0.00◦ angle of attack.
Sebastian Willems successfully performed experiments on a 3◦ half-angle straight
cone in the BAM6QT that involved small angle-of-attack adjustments made using
a specially designed sting adapter [80]. Using four PCB sensors spaced 90◦ apart
azimuthally, he demonstrated that it is possible to adjust the angle of attack based on
the second-mode frequency. Comparison of peak second-mode frequencies on opposite
sides of an axisymmetric model provides guidance as to how the angle of attack
should be adjusted. A higher frequency indicates a thinner boundary layer (normally
indicative of the windward side) while a lower frequency indicates a thicker boundary
layer (normally seen on the leeward side of a model). When a nearly identical peak
frequency is measured on all four sensors simultaneously, the model is near 0.00◦ angle
of attack.
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Using drawings provided by Sebastian Willems, a similar angle-of-attack adapter
was designed and fabricated at Purdue University. A photograph of the adapter
is shown in Figure 4.1 and the detailed drawings are included in Appendix C. By
turning the screws on opposite sides of the adapter, small adjustments to the angle of
attack can be achieved. One full turn of a screw changes the angle by approximately
0.36◦ . With the four screws, the model can be adjusted in two diﬀerent planes. For
the results presented, movements of the nosetip in the vertical direction are referred
to as pitch adjustments. Movements horizontally away or towards the camera are
termed yaw adjustments.

Figure 4.1. Photograph of the adjustable angle-of-attack adapter.
The metal rod in lower half of photograph is screwed into the model.
The upper piece is the outer housing that screws into existing stings.

In order to use the adjustable angle-of-attack adapter, the model must have four
pressure sensors spaced 90◦ apart. For the ﬂared cone models, these sensors are
positioned 39.0 cm from the nosetip. Since the second-mode frequency is dependent
on the freestream unit Reynolds number, all alignment runs were performed at similar
conditions. Initial stagnation pressures were approximately 135 psia and data was
processed at a unit Reynolds number of 9.7×106 /m. This pressure was chosen because
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it produces large amplitude second-mode waves at the 39.0 cm sensor location that
can easily be used to adjust the angle of attack.
The following steps were performed at the beginning of each test entry and provide
a reliable method to eliminate small angles of attack. The outer housing of the
adjustable angle-of-attack adapter was screwed into an existing sting and installed in
the tunnel. Next the inner stainless steel rod was screwed into the back of the model.
At least three turns of Teﬂon tape were applied to the threads that screw the inner
rod into the outer housing to reduce the likelihood that the model rotates during
a run. These threads are purposefully oversized so that the model can be adjusted
slightly without bending the stainless steel mounting rod. Once the mounting rod is
screwed into the housing, the four socket head screws are tightened to establish the
initial alignment. The initial alignment is controlled by leaving approximately the
same amount of screw between the bottom of the socket head and the outside of the
sting support. Carefully measuring this distance prior to the ﬁrst run helps to reduce
the total number of alignment runs necessary.
The ﬁrst run is performed and the angle of attack is assessed. Figures 4.2 and 4.3
show the TSP image and PSD results after the initial alignment, respectively. These
results are presented because they represent the worst initial alignment for the nine
diﬀerent entries when the adjustable angle-of-attack adapter was used. The TSP
images shows an irregular pattern of heating around the circumference of the model
between 45 and 50 cm. The cause of the region of reduced heat transfer below the
main sensor ray and the the heating that is present on the bottom of the model is
unknown. It appears that they are caused by the non-zero angle of attack since they
do not occur once adjustments are made to the model pitch and yaw. The PSDs of
the four azimuthal sensors are shown in Figure 4.3. The frequencies of the secondmode waves are also included. Comparing the frequencies on opposite sides of the
models, the peak frequency at 180◦ is 36 kHz higher than at 0◦ , and the frequency at
-90◦ is 48 kHz higher than at 90◦ . This indicates that the model is yawed away from
the camera and pitched upwards.
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Figure 4.2. TSP image for ﬁrst run during a test entry. The pattern
of heating between 45 and 50 cm is uneven and not representative of
the hot-cold-hot heating pattern previously observed. (Run 1401, Re
= 9.7×106 /m, P0 = 126.0 psia, T0 = 421 K)
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Figure 4.3. Power spectral densities for the four azimuthal sensors
during Run 1401. The table indicates the center frequency of the
second-mode instability.

Figure 4.4 shows a TSP image after two adjustments were made using the screws
in the adapter. In total, the yaw was adjusted towards the camera by 0.18◦ (half a
screw turn) and the pitch down by 0.18◦ . The streaks of heating have moved upstream
on the model surface, but their beginning is not azimuthally uniform. On the bottom
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of the model the heating begins 36 cm from the nosetip while on the upper side the
heating begins at 41 cm. The PSD in Figure 4.5 indicate that the diﬀerence in the
second-mode frequencies on opposite sides of the model is now less than 20 kHz.
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Figure 4.4. TSP image after two alignment runs. Beginning of heating
is 5 cm further upstream on the bottom of the model than the top.
(Run 1403, Re = 9.7×106 /m, P0 = 118.5 psia, T0 = 406 K)
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Figure 4.5. Power spectral densities for the four azimuthal sensors
during Run 1403. The table indicates the center frequency of the
second-mode instability.
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Two additional alignment runs were necessary to reduce the diﬀerence in the
center frequency of the second-mode wave to less than 6 kHz. The model was pitched
downward by a total of 0.09◦ (1/4 screw turn) and the yaw was adjusted by 0.06◦ (1/6
screw turn) towards the camera. The TSP image in Figure 4.6 shows that the ﬁrst
increase in heating occurs at nearly the same axial distance from the nosetip around
the circumference of the model. Additonally, the power spectra in Figure 4.6 indicate
that the frequency diﬀerence between sensors is less than 4 kHz. For this entry a total
of ﬁve alignment runs were necessary to properly eliminate any small angle-of-attack
eﬀects. On average six runs were required per entry to properly align the model.
These experiments required one day to perform at the beginning of each tunnel entry.
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Figure 4.6. Heat transfer for properly aligned model showing uniform
increase in heating around circumference starting near 39 cm. (Run
1408, Re = 9.7×106 /m, P0 = 116.1 psia., T0 = 400 K)

Figure 4.8 shows the change in diﬀerence between the frequencies measured by
sensors on opposite sides of the model versus the screw adjustment for 22 diﬀerent
runs. Since an Allen key is hexagonal in shape, adjustments could only be made
in fractions of a turn that could be easily estimated visually. The four adjustment
increments were 1/6, 1/4, 1/3, and 1/2 of a turn of the Allen key. The corresponding
adjustment in the angle of attack is 0.06◦, 0.09◦ , 0.12◦ , and 0.18◦ , respectively. It
can be seen that a 1/6 of a turn reduces the diﬀerence in second-mode frequencies
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Figure 4.7. Power spectral densities for the four azimuthal sensors
during Run 1408. The table indicates the center frequency of the
second-mode instability.

on opposite sides of the model by 2 to 15 kHz. Larger adjustments in the screws
resulted in a greater reduction in the diﬀerence in second-mode frequencies. The
largest adjustment made was a half turn of the screw that changed the frequency
diﬀerence by 30 to 48 kHz. The large variation at each screw adjustment amount
could be due to inaccuracies in judging to what degree the screw was turned. An
improved method to determine how much the screw is turned to adjust the angle of
attack may help improve the alignment process.
Even though the use of the adjustable angle-of-attack adapter is still being reﬁned,
future experiments using the ﬂared cone can use Figure 4.8 as a guide. In order for
the change in the frequency diﬀerences to be valid, alignment runs must be performed
at a P0,i = 135 psia. As an example imagine that the frequency on the -90◦ ray was
measured to be 20 kHz higher than the frequency on the 90◦ ray indicating the model
is at a positive angle of attack. Figure 4.8 indicates that pitching the model down by
1/6 of a turn of the screw should reduce the diﬀerence in frequencies to about 5 kHz.
Additional adjustments may be necessary, but typically a frequency diﬀerence of 5%
or less is suﬃciently small for most purposes.
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Figure 4.8. Change in the frequency diﬀerence between sensors on
opposite sides of the model versus the amount of adjustment to the
angle of attack. The upper axis shows that every 1/6 turn of the
screws is approximately a change of 0.06◦ angle of attack.
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4.2

Smooth Wall Results Under Quiet Flow Conditions

4.2.1

Measuring the Maximum of the 2nd-Mode Magnitude

Before presenting results on the ﬂared cone model, it is important to understand
how the data are processed to determine if the maximum of the second-mode magnitude was successfully measured. Figure 4.9(a) shows the PSD of the 13 sensors along
the main ray of the model over the exposure time of a single TSP image at a single
instance during a run. A large second-mode wave centered around a frequency of 295
kHz is measured as well as several harmonics. The magnitudes of the second-mode
pressure ﬂuctuations were obtained by integrating a 200 kHz bandwidth centered at
295 kHz. The results are plotted as a function of Reynolds number based on the sensor location, Rex , in Figure 4.9(b). A second-mode instability can be seen amplifying
up to 44.1 cm, and then decreasing in magnitude until magnitudes level oﬀ just below
5%. While the largest pressure ﬂuctuations are measured by the sensor 44.1 cm from
the nosetip, this is data obtained at a single time and may not represent the absolute
maximum pressure ﬂuctuation magnitude measured over the course of the run.
Recall that the freestream unit Reynolds number decreases during the run. From
0.5 to 3.0 seconds when data is typically processed, Re∞ decreases by approximately
10%. By processing at multiple times during a single run, corresponding to when
TSP data were obtained, a plot of the magnitudes measured at each sensor location
at each time can be produced as shown in Figure 4.10. It is important to realize
that for a given symbol corresponding to a single sensor, all the magnitudes were
processed during the same run at decreasing unit Reynolds numbers. The ﬁrst time
processed is the data point at the highest Rex for each sensor location. As the run
progressed, each data point is processed at a slightly lower unit Reynolds number.
The symbols with black outlines are the data points from the single time processed
in Figure 4.9(b).
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Figure 4.9. PSD and computed magnitudes for the PCB sensors along
the main sensor ray for a single time during Run 1807 (unit Re =
9.6×106 /m, P0 = 127.1 psia, T0 = 427 K).
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The simple Rex scaling that was selected for Figure 4.10 is not perfect. At a
location such as Rex = 4×106 the sensor at 41.5 cm indicated a magnitude of 14%
while the sensor at 44.1 cm measures a magnitude of nearly 23%. It is not surprising
that the data does not scale with Rex since it was shown that the boundary-layer
proﬁles are not self-similar in the streamwise direction with a Rex scaling. This
problem is not a concern for the current research since the goal is only to determine
the maximum second-mode magnitude measured. Looking at the data from the sensor
at 44.1 cm, as Rex decreases the magnitudes increase until they reach a maximum
amplitude of 24.5% at a unit Re = 9.18×106 /m after which the magnitudes decrease
again. This clearly indicates that the sensor at 44.1 cm measures the peak secondmode magnitude during this run. The terms “peak” or “maximum” second-mode
magnitudes will only be used to refer to data when a local maximum is observed in a
similar manner to Figure 4.10. When this maximum is measured, all other PCB data
is processed simultaneously for results at the same freestream unit Reynolds number.
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Figure 4.10. Second-mode magnitudes for 13 diﬀerent sensors processed at 45 times during Run 1807. Symbols with black outlines are
the data points in Figure 4.9(b).

91
4.2.2

Freestream Unit Reynolds Number Eﬀects

In this section, freestream unit Reynolds number eﬀects on the smooth wall results
will be investigated. Before comparing results between diﬀerent unit Reynolds numbers, the heat transfer and pressure ﬂuctuations at the highest unit Reynolds number
will be discussed in detail. Once a solid understanding of the results is established,
comparisons will be made to experiments at four lower Reynolds numbers.

Results at the Maximum Quiet Reynolds Number
After the model was aligned using the adjustable angle-of-attack adapter, an experiment was performed at the maximum quiet unit Reynolds number of 12.1×106 /m.
This experiment and the testing at 11.2×106 /m discussed in the next section were
performed prior to December 2016 when a reduction in the maximum quiet pressure
occurred after opening the contraction. Figure 4.11 gives a general overview of the
heat transfer pattern typically measured on the ﬂared cone geometry under quiet
ﬂow. Near 35 cm from the nosetip, streamwise streaks of increased heating begin to
develop around the circumference of the model. These will be referred to as the primary streaks since they are the ﬁrst structures to form. Starting at 42 cm there is a
cooler region followed by a second increase in heating. The second increase in heating
is also composed of streamwise aligned streaks. These are termed secondary streaks
since they develop after the primary streaks. The primary and secondary streaks produce the characteristic hot-cold-hot heating that is typically measured under quiet
ﬂow conditions on the ﬂared cone geometry. The “primary” and “secondary” streak
nomenclature was developed by Christoph Hader [81] and will be used in the current
work to consistently compare between experimental and computational results. Processing the power spectra for the main sensor ray in Figure 4.11, it is apparent from
Figure 4.12 that there is a second-mode instability centered around a frequency of
338 kHz. The presence of harmonics indicate that the wave is experiencing nonlinear
growth. The PCB sensor at 37.8 cm has the highest amplitude PSD, and a broadband
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increase in noise levels for the sensor at 42.8 cm indicates that the transition process
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Figure 4.11. Smooth wall heat transfer image at the highest
freestream unit Reynolds number processed when the maximum magnitude was measured. Flow is from left to right. (Run 1611, unit Re
= 12.1×106 /m, P0 = 156.7 psia, T0 = 422 K)
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Figure 4.12. Power spectra of the pressure sensors along main sensor
ray in Figure 4.11 when the maximum second-mode magnitude was
measured.
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It is necessary to further process the data to produce quantitative results that
can be compared to data at other unit Reynolds numbers. Figure 4.13(a) shows
three diﬀerent streamwise proﬁles extracted from the TSP image. The red line is the
average of data extracted over the path near the maximum of the ten streaks around
the main sensor ray. The green line is the average of data along ten paths near the
minima between the primary streaks. The blue line is the average of all the data
from -30◦ to +30◦ . Figure 4.13(b) shows the magnitude of the second-mode wave
computed by integrating a 200 kHz bandwidth around the center frequency, along
with the intermittency estimated using a modiﬁed version of the code developed by
Dr. Katya Casper. From 30 to 35 cm, the heat transfer rates for all three streamwise
proﬁles are nearly identical since the streaks of heating have not started to develop yet.
Near 36 cm, the heating along the streak begins to increase rapidly. The maximum
pressure ﬂuctuation magnitude of 30.7% is measured by the sensor at 37.8 cm. Slightly
downstream at 39.2 cm the heat transfer along the streaks reaches a maximum of 8.7
kW/m2 . It is important to note that both the maximum pressure ﬂuctuation and heat
transfer occur when the intermittency calculations indicate the ﬂow is fully laminar.
As the second-mode wave breaks down and the magnitude of the pressure ﬂuctuations decrease, heat transfer rates also begin to decrease. The 10 streak average
streamwise proﬁle indicates that heating rates decrease to approximately 30% of their
peak value. The ﬁrst increase in intermittency is measured by the PCB sensor at 41.5
cm, a location 3.7 cm downstream of where the peak ﬂuctuation was measured. This
point coincides with the region where the secondary streaks begin to develop, causing
an increase in heat transfer rates. As the intermittency continues to increase to almost fully turbulent ﬂow, the pressure ﬂuctuation magnitudes level out to between 2
and 5% as a broadband increase in the power spectra occurs. Figure 4.11 shows that
the secondary streaks persist into the turbulent region. Even though these streak
structures still exist, the three streamwise heat transfer proﬁles all converge to similar amplitudes at 45 cm. This is caused by a broad increase in heating from the
turbulent boundary layer that occurs around the circumference of the model. The
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global increase in heating rates causes the individual streaks to have less of an impact
on the average heating rates.
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Figure 4.13. Streamwise heat transfer proﬁles extracted from the TSP
image in Figure 4.11. Second-mode magnitudes and intermittency are
calculated for the PSDs in Figure 4.12.
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One ﬁnal consideration is the azimuthal spacing of the primary and secondary
streaks, and their positions relative to one another. Azimuthal heat-transfer proﬁles
from the primary and secondary streaks are shown in Figure 4.14. The primary streak
proﬁle at 38.0 cm is just downstream of where the maximum second-mode pressure
ﬂuctuation magnitude was measured. The average spacing between primary streaks
in the 60◦ ﬁeld of view is 4.8◦ which results in an azimuthal wavenumber of 75. The
secondary streak proﬁle in Figure 4.14 was extracted 46 cm from the nosetip. It can be
seen that the streaks have shifted by approximately 2.5◦ . The eﬀect of this shift can
be seen in the streamwise heat transfer proﬁles previously shown in Figure 4.13(a).
Between 35 and 40 cm the primary streaks develop and have the largest amplitudes.
Moving downstream, the proﬁle extracted between the primary streaks actually have
higher heat transfer rates from 40 to 45 cm. This occurs as the secondary streaks
begin to form, oﬀset azimuthally from the primary streaks by half a wavelength.
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Figure 4.14. Azimuthal heat transfer proﬁles at two diﬀerent locations. The primary streak proﬁle was extracted near 38 cm, and the
secondary streak proﬁle was extracted near 46 cm.
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Varying Freestream Unit Reynolds Number
Additional experiments were performed at unit Reynolds numbers of 11.2, 9.5,
8.3, and 7.3×106 /m to determine any trends that may exist. Figure 4.15 shows
the full TSP heat-transfer images for each experiment at the time during each run
when the maximum pressure ﬂuctuation magnitude was measured. The experiments
at unit Reynolds numbers of 12.1 and 11.2×106 /m were performed with a frustum
base diameter of 10.2 cm, and the runs at the three lowest unit Reynolds numbers
were performed with a model with a base diameter of 11.4 cm. The increased base
diameter resulted in a longer model, which is illustrated by the diﬀerence in model
lengths observed in the TSP images. As the unit Reynolds number decreases, the
hot-cold-hot heating pattern moves towards the aft end of the model. At a unit Re
= 8.3×106 /m only the primary streaks are observed.
Recall that during the run, the stagnation pressure steadily decreases. Since the
isentropic relations are used to compute the freestream conditions, this results in the
freestream stagnation temperature decreasing by about 5% during the portion of the
run from 0.5 to 3 seconds. Experiments performed by Ward on a 7◦ half-angle cone
showed that the model temperature remained nearly constant during this same time
period during each run. Assuming the wall temperature remained constant, the ratio
of Twall /T0 for the ﬁve experiments at varying unit Reynolds numbers was computed
and the average was 0.72. The ratio for each of the runs was within 4% of the mean
value. It seems unlikely that a 4% deviation in Twall /T0 will have a signiﬁcant eﬀect
on the experimental results.
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Figure 4.15. Heat-transfer images at decreasing unit Reynolds numbers. As the unit Reynolds number decreases, the pattern of heating
steadily moves downstream.
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Figure 4.16 shows the average streamwise proﬁles near the maxima along the ten
primary streaks around the main sensor ray. As the unit Reynolds number decreases,
the entire heating pattern moves downstream on the surface of the model. The
arrows in Figure 4.16 point to the location of the maximum heat transfer caused by
the primary streaks. The average maximum heat transfer for the ﬁve experiments
is 8.3 kW/m2 , and all primary streak peak heat-transfer rates are within 7% of the
mean. The location of maximum heat transfer versus the freestream unit Reynolds is
presented in Table 4.1. As the unit Reynolds number decreases by approximately 63%
from 12.1×106 /m to 7.3×106 /m, the peak primary streak heating moves downstream
by nearly 10 cm. Calculating Rex based on the distance from the nosetip where the
peak heating occurs, it can be seen that Rex steadily decreases as the unit Reynolds
number also decreases.
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Figure 4.16. Streamwise heat transfer proﬁles at decreasing unit
Reynolds numbers. At each unit Reynolds number, the data shown
is the average from 10 primary streak paths. Maximum heat transfer
rates indicated by the arrows are tabulated on the right.

Previously it was shown that at the highest unit Reynolds number the secondary
streaks were oﬀset from the primary streak by approximately a half wavelength. A
similar comparison of the azimuthal heating pattern of the primary streaks versus the
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Table 4.1. Location of peak heat transfer on primary streak versus
the freestream unit Reynolds number and Rex .
unit Re

Peak Distance

Rex at

×106 /m

from Nosetip [cm]

Peak [×106 ]

12.1

39.2

4.7

11.2

39.9

4.5

9.5

43.1

4.1

8.3

45.2

3.8

7.3

49.9

3.6

secondary streaks is shown in Figure 4.17 for the four highest unit Reynolds numbers.
The primary streak proﬁles were extracted at the streamwise location close to the peak
location in Table 4.1. The secondary streak proﬁles were taken just downstream of
where the ﬁrst increase in intermittency occurred. The secondary streaks are oﬀset
by a half wavelength resulting in a staggering between the primary and secondary
streaks. At 7.3×106 /m the secondary streaks were not observed, but the azimuthal
heating pattern for the primary streaks is still shown.
Using the same azimuthal proﬁles, the circumferential wave number can be estimated. The number of peaks over a 60◦ ﬁeld of view are counted and then the number
is extrapolated to a full circumference. The three highest unit Reynolds numbers have
azimuthal wavenumbers of 78 for both the primary and secondary streaks. The two
lowest Reynolds numbers have wavenumbers of 90. Performing direct numerical simulations at similar conditions, Christoph Hader computed that the most ampliﬁed
secondary instabilities had similar wavenumbers between 80 and 90, but the simulations so far predict the wavenumber of the secondary streaks to be double the
wavenumber of the primary streaks.
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Figure 4.17. Spanwise heat transfer proﬁles at decreasing unit
Reynolds numbers. No secondary streaks were measured at a unit
Re = 7.3×106 /m.
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At the lowest unit Reynolds number of 7.3×106 /m when the maximum secondmode magnitude was measured, the second-mode disturbance is centered around a
frequency of 252 kHz as shown in the power spectral densities in Figure 4.18. First and
second harmonics are observed at all PCB locations indicating that the disturbance is
experiencing non-linear growth. By integrating from 150 to 350 kHz, the magnitude
of the pressure ﬂuctuations can be obtained as shown in Figure 4.19. At the farthest
upstream sensor the pressure ﬂuctuations are 1.7% of the surface pressure. The
magnitude increases until it reaches a maximum of 29.0% at a distance of 47.8 cm
from the nosetip. At this location intermittency calculations indicate the ﬂow is still
fully laminar as with the results at the highest unit Reynolds number. As breakdown
progresses the magnitude of the pressure ﬂuctuation decreases at 49.2 and 51.7 cm,
and the bandwidth of the disturbance begins to increase. At the furthest downstream
location the intermittency has a small increase but there is no broadband increase in
the PSD. These two factors indicate that the ﬂow is just starting to transition at the
aft end of the model.
Increasing the unit Reynolds number to 8.3×106 /m, the second-mode center frequency increases to 264 kHz as is shown in Figure 4.20. The instability growth is
similar to what was observed at 7.3×106 /m, reaching a maximum magnitude of 32.7%
at x = 44.1 cm in Figure 4.21. The intermittency begins to rise 2.5 cm downstream
of this location when the pressure ﬂuctuation decreases to less than 16%. Since
increasing the unit Reynolds number causes the growth and breakdown to occur further upstream on the model, additional features of the transition process can now be
identiﬁed. As the intermittency increases to values of 0.2 and greater, the pressure
ﬂuctuations level out to 6.0% and 5.2% at 49.2 and 51.7 cm, respectively. The power
spectra at these locations show a broadband increase in power causing the valleys to
ﬁll in between the second-mode frequency and its harmonics. The increased intermittency and spectral ﬁlling are strong indications that transition to turbulence is being
observed, but that fully turbulent ﬂow has not been achieved.
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Figure 4.18. Power spectral densities at a freestream unit Re =
7.3×106 /m when the maximum second-mode magnitude was measured. (Run 1909, P0 = 93.5 psia, T0 = 417 K)
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Figure 4.19. Second-mode magnitudes and estimated intermittency
at a freestream unit Re = 7.3×106 /m when the maximum secondmode magnitude was measured. (Run 1909, P0 = 93.5 psia, T0 = 417
K)
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Figure 4.20. Power spectral densities at a freestream unit Re =
8.3×106 /m when the maximum second-mode magnitude was measured. (Run 1908, P0 = 109.5 psia, T0 = 422 K)
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Figure 4.21. Second-mode magnitudes and estimated intermittency
at a freestream unit Re = 8.3×106 /m when the maximum secondmode magnitude was measured. (Run 1908, P0 = 109.5 psia, T0 =
422 K)
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A further increase in the unit Reynolds number to 9.5×106 /m shifts the secondmode frequency to 280 kHz. The power spectra in Figure 4.22 look similar to the
results at 8.3×106 /m. A maximum ﬂuctuation of 36.2% is measured at a distance
of 42.9 cm from the nosetip as shown in Figure 4.23. Not as much of the growth
has been captured due to several upstream PCB sensors malfunctioning during this
experiment. For all PCB sensors further downstream than 45 cm from the nosetip,
the pressure ﬂuctuations level oﬀ to between 3% and 5% of the mean surface pressure.
These sensors correspond to the locations where the intermittency is estimated to be
above 0.1. At the furthest downstream position, the intermittency is over 0.9 and the
ﬂow is almost fully turbulent.
At a unit Reynolds number of 11.2×106 /m, the growth and breakdown is clearly
observed in the power spectral densities in Figure 4.24 and the magnitude data in
Figure 4.25. The increased unit Reynolds number causes a shift in the center secondmode frequency to 313 kHz. The growth of the second-mode instability is clearly
observed starting at less than 8% at the furthest upstream sensor and increasing
to a maximum of 29.4% at x = 39.0 cm. The wave breaks down, and the ﬁrst
increase in intermittency is estimated to occur at x = 41.5 cm from the nosetip.
Once the intermittency increases, the pressure ﬂuctuation magnitudes measured by
the sensor downstream of 41.5 cm remain between 2% and 8%. An intermittency near
0.95, indicating almost fully turbulent ﬂow, is measured at the furthest downstream
location of 46.6 cm from the nosetip. The results at the highest unit Reynolds number
of 12.1×106 /m were discussed at the beginning of the section.
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Figure 4.22. Power spectral densities at a freestream unit Re =
9.5×106 /m when the maximum second-mode magnitude was measured. (Run 1917, P0 = 117.9 psia, T0 = 416 K)
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Figure 4.23. Second-mode magnitudes and estimated intermittency
at a freestream unit Re = 9.5×106 /m when the maximum secondmode magnitude was measured. (Run 1917, P0 = 117.9 psia, T0 =
416 K)
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Figure 4.24. Power spectral densities at a freestream unit Re =
11.2×106 /m when the maximum second-mode magnitude was measured. (Run 1612, P0 = 137.5 psia, T0 = 408 K)
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Figure 4.25. Second-mode magnitudes and estimated intermittency
at a freestream unit Re = 11.2×106/m when the maximum secondmode magnitude was measured. (Run 1612, P0 = 137.5 psia, T0 =
408 K)
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The frequency about which the second-mode is centered was calculated at the location where the maximum second-mode magnitude was measured for each Reynolds
number using the method described in Section 4.2.1. As the unit Reynolds number
is increased, the second-mode frequency should increase since the boundary layer becomes thinner. Figure 4.26 shows that the second-mode frequency is proportional to
the freestream unit Reynolds number as expected. The reason for the larger increase
in the experimental frequency from 11.2×106 /m to 12.1×106 /m is unknown. Two
diﬀerent estimates were available using mean ﬂow solutions from STABL. Method 1
in Figure 4.26 computes the frequency by integrating the time it takes for a wave to
travel from the surface to the relative Mach line in the boundary layer. Method 2
uses the simple method of dividing the velocity at the edge of the boundary layer by
twice the boundary-layer thickness. Experimental results by Stetson et al. showed
that the frequency could vary by about 7.5% from this estimate on a 7◦ half-angle
cone at Mach 8 with a Twall /T0 = 0.82 [82]. The error bars in Figure 4.26 represent
a 7.5% variation from the Method 2 estimates. The experimental data are close to
the bottom of the error bars which corresponds to an estimated frequency computed
by diving the edge velocity by 2.15 times the boundary-layer thickness.
The data from the experiment as well as the two STABL estimates are provided
in Table 4.2. The diﬀerence between the estimate and experimental value is given
as a percentage of the experimental frequency. Values estimated using Method 1 are
within 5% of the experimental value at all unit Reynolds numbers. Agreement within
2% or better is obtained for the four lowest unit Reynolds number cases. The larger
diﬀerence at 12.1×106 /m is due to the sudden increase that occurs in the experimental
frequency. Method 2 consistently overpredicts the frequency by at least 4% for all
unit Reynolds number with diﬀerences as large as 9.2%. This is not surprising since
this method uses boundary-layer edge properties which are sensitive to edge detection
methods as previously discussed.

Second-Mode Frequency [kHz]
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Figure 4.26. Frequency about which the second-mode instability is
centered with two diﬀerent estimates from STABL computations.

Table 4.2. Second-mode center frequency comparison between experiment and STABL estimates. All values in kHz unless otherwise
noted.
unit Re

Experimental

STABL

% Diﬀerence

STABL

% Diﬀerence

×106 /m

Value

Method 1

Method 1

Method 2

Method 2

7.3

252

250

0.8

266

5.8

8.3

264

266

0.8

283

7.3

9.5

280

284

1.5

305

9.2

11.2

313

310

1.2

337

7.5

12.1

338

322

4.6

351

4.0
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Figure 4.27 combines the pressure-ﬂuctuation and heat-transfer data to better
understand the spatial location where important features take place relative to one
another at each unit Reynolds number. The black gradient symbols are the location
where the maximum second-mode magnitude was measured. The red squares indicate where the intermittency ﬁrst increased above a level of 0.01. The blue triangles
are the data from Figure 4.1 indicating where the peak heating due to the primary
streaks occurs. At all unit Reynolds numbers, the maximum magnitudes of the pressure ﬂuctuations is reached prior to either the peak in the heat transfer or the ﬁrst
increase in intermittency. As the second mode breaks down and the pressure ﬂuctuations decrease, the peak in the primary streak heat transfer occurs. As both the heat
transfer and pressure ﬂuctuations magnitude decrease, the ﬁrst increase in intermittency is observed. Unlike current computations where the maximum second-mode
ﬂuctuation is calculated in a region where transition has begun, the experimental
results indicate that transition consistently begins 1 to 2 cm downstream of where
the peak ﬂuctuation magnitude is measured. This discrepancy could be due to the
fact that the computational intermittency is computed in a diﬀerent manner than the
experimental data is processed.
Figure 4.28 shows the same data as Figure 4.27 but with the distance from the
nosetip used to compute Rex . In Figure 4.27 the general trend was a decrease in the
distance from the nosetip for all three locations as the unit Reynolds number was
increased. This trend is reversed in Figure 4.28 with the Rex of the three locations
increasing as the unit Reynolds number is increased. Since the boundary-layer proﬁles
at diﬀerent locations did not scale with Rex , it is not be expected that data obtained
at diﬀerent streamwise locations would scale with Rex .
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Figure 4.27. Locations of the maximum second-mode pressure ﬂuctuation, ﬁrst increase in intermittency, and peak primary streak heattransfer at each unit Reynolds number tested.
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Figure 4.28. Rex based on the location of the maximum second-mode
pressure ﬂuctuation, ﬁrst increase in intermittency, and peak primary
streak heat-transfer at each unit Reynolds number tested.
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Maximum Second-Mode Magnitudes on the Smooth Wall Flared Cone
Figure 4.29 compares the peak second-mode magnitude measured at each freestream
unit Reynolds number. Each measurement was obtained by a diﬀerent PCB132A31
pressure sensor with a diﬀerent factory calibration. Also included is a horizontal
black dotted line at a magnitude of 31.6%, the mean value of the ﬁve measurements.
Research by Berridge [65] previously showed that the factory calibration could result
in an uncertainty of up to 15%, and therefore a ±15% bound was added to the plot as
indicated by the horizontal dotted blue lines. All experimental values are within this
uncertainty band and therefore the small variations could just be a result of using
PCB sensors with the factory calibration. If these sensors are still functional once the
shock-tube calibration apparatus at Purdue University becomes fully operational, a

Peak Second-Mode Magnitude [%]

more accurate calibration could be obtained and the data could be reprocessed.
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Figure 4.29. Peak second-mode magnitude over the range a range
of unit Reynolds numbers. Black dotted line is the mean value with
±15% intervals plotted as dotted blue lines.
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The results from the parametric study at ﬁve unit Reynolds numbers represent
a subset of a much larger data set. In total 24 diﬀerent runs were performed with
the smooth wall ﬂared cone under quiet conditions. Figure 4.30 shows the maximum
magnitudes measured for each run of the larger data set. The average value of the
maximum magnitude is 29.2%. Once again, the horizontal blue dotted lines are ±15%
of the mean magnitude. Sixteen of the 24 measurements lie within these bounds.
All 24 measurements are within 25% of the mean shown as the red dotted line in
the image. The maximum second-mode pressure ﬂuctuation magnitude appears be

Peak Second-Mode Magnitude [%]

nearly invariant of the freestream unit Reynolds number.
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Figure 4.30. Peak second-mode magnitude for 24 diﬀerent runs. All
experiments performed with a smooth wall ﬂared cone model under
quiet conditions at 0◦ angle of attack.
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One of the main goals of the current work is to complement the experimental
data from Marineau by investigating whether the maximum second-mode magnitude
is aﬀected by tunnel noise. On the ﬂared cone, as the unit Reynolds number increases
the location at which the maximum pressure ﬂuctuation is measured moves upstream
on the model. Unlike a straight cone where the edge Mach number is nearly constant
along the length of the body, the edge Mach number for the ﬂared cone steadily
decreases in the streamwise direction as was shown in the STABL computations in
Figure 3.9. For the current experiments this results in edge Mach numbers between
4.96 and 5.17, a variation of about 2% from the mean edge Mach number. This
variation is less than the uncertainty in the edge Mach number computation itself
and therefore all the values will be averaged into a single point.
Figure 4.31 shows the average maximum second-mode magnitude for the smooth
wall ﬂared cone experiments versus the data from Marineau. The experimental results
indicate an average ﬂuctuation of 29.2% at an edge Mach number of 5.1. Error bars
of 2% in edge Mach number are included to show the range over which the edge
Mach numbers varied based on sensor location. The vertical error bars correspond
to the 25% spread from the average value of the experimental results. In order
to compare to the data from Marineau, a linear regression of the noisy data was
computed and is shown as the red dashed line. The noisy tunnel data suggests the
maximum magnitude should be 12.8% based on this linear ﬁt at an edge Mach number
of 5.1. This value is less than half of the average experimentally measured maximum
second-mode magnitude on the ﬂared cone under quiet ﬂow.
As was previously mention in Section 3.3.2, Marineau used a diﬀerent edgedetection method than the current experiments. Using the same criterion as Marineau,
it was shown that the edge was most likely not properly detected on the ﬂared cone
geometry. The boundary-layer proﬁle data from Marineau’s work is not readily available, and therefore the eﬀect of the diﬀerent edge-detection criterion on the data in
Figure 4.31 cannot be determined.
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Marineau Noisy Data, unit Re = 1.8E6 /m
Data from Fedorov AIAA 2011-3925
Flared Cone - Quiet Flow, Smooth Wall
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Figure 4.31. Maximum second-mode magnitude on the ﬂared cone
with a smooth wall under quiet conditions with data from conventional hypersonic wind tunnel facilities.

4.2.3

Results at Small Angles of Attack

The results presented in the previous section were all obtained at an angle of attack
of 0.0◦ with the adjustable angle-of-attack adapter. The alignment runs performed to
adjust the angle of attack provide an important insight into the eﬀect of small angles
of attack on both the temperature sensitive paint and the pressure ﬂuctuation data.
Figure 4.32 is a temperature sensitive paint image of the ﬂared cone model pitched
downwards by approximately 0.25◦ and towards the camera by the same amount.
This was determined by the total adjustment in pitch and yaw that were required to
align the model as described in Section 4.1. The image shows that on the bottom
side of the ﬂared cone the primary streaks begin to develop 5 cm further upstream
than on the upper edge of the model. Since the model is pitched downward, the
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streaks associated with the growth, breakdown, and transition of the second-mode
instability develop further upstream on the leeward side of the model. These results
are consistent with previous experiments at various Mach numbers and cone halfangles at diﬀerent angles of attack showing transition moving forward on the leeward

10

0

5

-5

Uneven Beginning of
Primary Streaks

30
35
40
45
Axial Distance from Nosetip [cm]

0

2

5

Heat Transfer [kW/m ]

Spanwise Reference [cm]

ray and aft on the windward ray [83].

Figure 4.32. Heat transfer on the ﬂared cone model pitched downwards by 0.25◦ and a towards the camera by 0.25◦ . (Run 1501, unit
Re = 9.7×106 /m, P0 = 121.7 psia, T0 = 413 K)

Over the course of 44 alignment runs, data were collected at various angles of
attack, all less than 1◦ . Only 24 runs actually measured the maximum second-mode
magnitude as described in Section 4.2.1. Figure 4.33 shows the maximum secondmode magnitudes as a function of either the yaw (green symbols) or the pitch (red
symbols). There does not appear to be any trend in either the pitch or yaw data to
indicate that angles of attack less than 1◦ have a signiﬁcant impact on the maximum
magnitude of the second-mode instability. The average maximum magnitude (black
dashed line in Figure 4.33) for the data obtained at small angles of attack is 27.8%.
When compared to the average for the data when the model was properly aligned (blue
dashed line), the diﬀerence is not statistically signiﬁcant. These data show that as
long as the model has an angle of attack of less than 1◦ the maximum second-mode
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magnitude remains relatively unchanged, which suggests the maximum magnitude
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might be a good criterion for breakdown to turbulence.
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Figure 4.33. Maximum second-mode magnitudes on the smooth wall
ﬂared cone model at small pitch and yaw angles.

4.2.4

Eﬀects of Roughness Caused by Paint and by Sensor Installation

During an experimental entry in May 2017, it was observed that the primary
streaks were attenuated near the location of the pressure sensors. Figure 4.34 shows
that the streaks start in the same location, but that those near the sensors are significantly shorter in length. This image was processed at a unit Re = 8.4×106 /m when
a maximum second-mode magnitude of 32.7% was measured by the PCB sensor 44.1
cm from the nosetip. It was decided that the possible cause and eﬀects of this distortion should be investigated. Three diﬀerent possible causes were identiﬁed and
will now be discussed in further detail. Each case will be introduced and global heat
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transfer images will be presented. After each cause has been introduced, quantitative
comparisons of the heat transfer caused by the primary streaks and the second-mode
magnitudes and intermittency will be made to determine if there is a signiﬁcant eﬀect
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Figure 4.34. Heat transfer on the ﬂared cone model showing a slight
distortion in the primary streaks near the pressure sensors. (Run
1908, unit Re = 8.4×106 /m, P0 = 109.5 psia, T0 = 422 K)

Possible Cause 1: Steps at the Nosetip-Insert-Frustum Interface
The ﬁrst cause identiﬁed was a possible step at the location where the nosetip,
insert, and frustum interface as shown in Figure 4.35. The black lines in the photograph indicate positions where a Mitutoyo Surftest SJ-310 roughness tester was used
to measure the step height. They are upstream of the +30◦ to -30◦ ﬁeld of view where
the TSP is typically imaged. Five measurements of the step between the nosetip and
smooth insert indicate an average forward facing step height of less than 2 μm. A
similar step height was measured between the smooth insert and the model frustum.
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For a unit Reynolds number of 8.4×106 /m, this results in a step height that is less
than 0.2% of the boundary-layer thickness. Experiments on the ﬂared cone geometry by Luersen [49] using rub on dots that were 1% of the boundary-layer thickness
did not have an eﬀect on the heating pattern. This seems to eliminate the junction
between the nosetip, insert, and frustum as the possible cause of the distortion in
primary streaks in the TSP image.

Figure 4.35. Photograph of the area on the ﬂared cone model where
the nosetip, insert, and frustum mate. Black lines are step measurement locations.

Possible Cause 2: Steps or Chips in the Upstream Edge of the TSP
The next location downstream that could be the possible cause of the distortion
is at the upstream edge of the temperature sensitive paint. Two diﬀerent types of
roughness could arise at this location. Discrete areas of chipping could occur, or a
forward facing step around the circumference could form from the TSP application
process. Visually examining the model, there were no signs of chipping. Roughness
proﬁle measurements at 15 diﬀerent locations indicate that the forward facing step is
less than 10 μm in height. At a unit Reynolds number of 8.4×106 /m, this step height
is still less than 1% of the boundary layer thickness indicating that it is probably not
the source of the distortion to the primary streaks.
In order to determine the paint step height that would be required to alter the
heating pattern, two diﬀerent controlled experiments were performed. Strips of Kap-
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ton tape were applied around the circumference of the model just upstream of the
sensor at 39.0 cm from the nosetip. The ﬁrst strip had a height of 25.4 μm (1-mil).
The TSP image in Figure 4.36 was processed at a unit Re = 8.5×106 /m when the
maximum second-mode magnitude of 32.2% was measured by the sensor at 44.1 cm.
The TSP images shows no change in the heating pattern near the main sensor ray
when compared to the smooth wall case. The altered pattern in the image just past
-30◦ is due to a shard of Kapton tape that broke during the run and protruded into
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Figure 4.36. Heat transfer on the ﬂared cone model with a 1-mil thick
Kapton tape strip placed just upstream of the sensor at 39.0 cm. (Run
1910, unit Re = 8.5×106 /m, P0 = 108.2 psia, T0 = 417 K)

The height of the Kapton tape was increased to 50.8 μm (2-mil), and the experiment was performed again. Figure 4.37 shows that again there is not a signiﬁcant
eﬀect on the TSP image. It is important to note that the maximum second-mode
magnitude was measured at 44.1 cm and occurred at an increased unit Reynolds
number of 8.9×106 /m. This could be caused by a delay in second-mode transition
due to the circumferential roughness strips as was predicted by computations from
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Dr. Xiaolin Zhong’s group at UCLA and experimentally shown in results by Greg
McKiernan and Roy Fisher in the BAM6QT [84].
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Figure 4.37. Heat transfer on the ﬂared cone model with a 2-mil thick
Kapton tape strip placed just upstream of the sensor at 39.0 cm. (Run
1911, unit Re = 8.9×106 /m, P0 = 114.6 psia, T0 = 423 K)

Possible Cause 3: Steps or Isolated Roughnesses from Pressure Sensors
When installing PCB132A31 pressure sensors or Schmidt-Boelter heat transfer
gauges, average step heights of 30 μm or less occur between the sensor and the model
surface. At the locations where the sensors are installed, this is less than 5% of the
boundary-layer thickness. To determine if this is causing the distortion of the heating
pattern, sensors were systematically removed from upstream of the area where the
primary streaks occur. Each PCB sensor that was removed was ﬁrst pushed out
through the model, and the hole was ﬁlled with dental plaster. After 10 minutes the
plaster was sanded to be ﬂush with the model surface. The resulting step height for
sensors replaced with plaster was 5 μm or less.
The heat transfer results when the furthest upstream sensor at 39.0 cm was removed and replaced with dental plaster is shown in Figure 4.38(a). The image is

121
nearly identical to Figure 4.34 with no noticeable improvement in the visualization of
the primary streaks. Next the sensor at 40.3 cm was also removed and the experiment
was repeated. The heat transfer image in Figure 4.38(b) with two sensors removed
again shows no improvement in the heat transfer measurements.
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(a) Sensor at 39.0 cm Removed (Run 1913, unit Re = 8.4×106/m, P0 =
107.5 psia, T0 = 418 K)
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Figure 4.38. Heat transfer images showing little eﬀect of removing
PCB sensors upstream of the primary streaks.
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Quantitative Comparison of Results
The global heat transfer images seem to suggest that the distortion is not the result
of either the paint step or the sensor installation process, but quantitative comparisons
are necessary to validate this claim. Figure 4.39 compares the heat transfer for the
10 streaks closest to the main sensor ray for each roughness condition. The location
of the peak heat transfer and its values are presented in Tables 4.3. The average
location of the maximum heat transfer due to the primary streaks is 45.4 cm from
the nosetip. The location for each run diﬀers from the mean by 1% or less. The
average value of the maximum heat transfer is 8.2 kW/m2 , and all measurements are
within 7% of this value. These values verify that neither placing Kapton strips nor
removing sensors to reduce the roughness had any eﬀect on the streamwise variation
of azimuhtal-average heat transfer results.
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Figure 4.39. Average heat transfer of the ten primary streaks around
the main sensor ray.
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Table 4.3. Primary streak heat transfer data for ﬁve diﬀerent roughness conditions.
Model Conﬁguration

Peak Heating

Peak Heat

Location [cm]

Transfer [kW/m2 ]

Smooth Wall - Original

45.2

7.8

1-mil Kapton Strip

45.9

8.8

2-mil Kapton Strip

45.1

8.1

PCB at 39.0 cm Removed

45.5

8.0

PCBs at 39.0 and 40.3 cm Removed

45.4

8.3

Average of 5 Experiments

45.4

8.2

Azimuthal heat-transfer proﬁles were extracted from the full TSP images just
downstream of the sensor at x = 44.1 cm from the nosetip. This location is near
where the streamwise streaks of heating begin to form. Figure 4.40 shows that all
experiments had similar patterns of streaks around the circumference of the model.
Even though the heat transfer is attenuated for the 8◦ around the main sensor ray,
the azimuthal proﬁles show that a streak develops along the main sensor ray for all
conﬁgurations. For all ﬁve cases, there are 13 streaks in the 60◦ ﬁeld of view that
results in an azimuthal wavenumber of 78. This indicates that the Kapton strips
and the removal of sensors do not play a signiﬁcant role in altering the azimuthal
wavenumber, and that the attenuation of heat transfer that occurs ±4◦ from the
main sensor ray is also not aﬀected by the roughness experiments.
Figures 4.41 show the magnitude of the second-mode wave measured at each
sensor location. The estimated intermittency values for the same data are presented
in Figure 4.42. The growth of the second-mode instability is similar for all ﬁve
experiments. The average magnitude measured at the most upstream sensor is 6.7%.
The instability ampliﬁes for all ﬁve experiments until the maximum is reached 44.1
cm from the nosetip. The average pressure ﬂuctuation magnitude at this location
is 32.2%, and all measurements are within 7% of the mean value. This value is
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Figure 4.40. Azimuthal heat-transfer proﬁles near 44 cm for the four
diﬀerent roughnesses as well as the original smooth wall conﬁguration.

within the ±15% uncertainty of the 24 diﬀerent runs performed with the smooth wall
conditions in Section 4.2.2. As was observed in the parametric study of varying the
unit Reynolds number, the maximum magnitude is measured under fully laminar ﬂow.
The breakdown process begins and the pressure ﬂuctuation magnitude decreases.
Once magnitudes decrease to less than 10%, the intermittency begins to increase.
At the end of the model the pressure ﬂuctuations have decreased below 5% as the
secondary streaks just begin to form.
These results indicate that the distortion is not caused by steps on the model
surface or from the sensor installation process. Similar streamwise heat transfer
proﬁles and second-mode pressure magnitudes were measured for all ﬁve diﬀerent
cases tested. The data agrees with the results of the 24 diﬀerent smooth wall runs
previously performed. The cause of the slight distortion is still unknown, but the
experimental data suggests that there is not a signiﬁcant eﬀect on the development
and break down of the second-mode instability.
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Figure 4.41. Second-mode pressure ﬂuctuation magnitudes for the
four diﬀerent roughnesses as well as the original smooth wall conﬁguration.
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Figure 4.42. Estimated intermittency for the four diﬀerent roughnesses.
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4.3

Results with Roughness Arrays to Control the Heating Pattern
As part of the author’s Master’s Thesis, a new technique was developed to create

roughnesses which interact with the growth and breakdown of the second-mode instability without becoming a boundary layer trip. The Rod Insertion Method (RIM)
is used to create arrays of discrete cylindrical roughness elements. The azimuthal
spacing, diameter, and height of the roughnesses can be well controlled while still
being inexpensive to fabricate at Purdue University. A description of the fabrication
process can be found in Reference [50] and will not be repeated here.

4.3.1

Physical Characterization of RIM Roughnesses

Nineteen diﬀerent RIM roughnesses were fabricated by Jim Younts in the Aerospace
Sciences Laboratory machine shop at Purdue University. The heights and diameters
of the elements were speciﬁed in thousandths of an inch, but results will be presented
in metric units to maintain consistency. Each RIM roughness insert will be referred
to in the following manner: RIM-AW-HEIGHT-DIAM where AW is the azimuthal
wavenumber per circumference, HEIGHT is the design roughness height in micrometers, and DIAM is the design diameter of the elements in micrometers.
The Zygo ZeGage was used to measure the height of each roughness element in
combination with a precision rotation stage. Figure 4.43 is a photograph of a RIM
insert being measured. The precision rotation stage is used to hold the insert so the
surface is nearly perpendicular to the lens. After a roughness element is measured, the
precision rotation stage is used to rotate the insert by a speciﬁc amount to measure
the next elements while accurately measuring the center-to-center spacing of adjacent
elements.
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Figure 4.43. Photograph of RIM insert being measured by the Zygo
ZeGage. The insert is held in place on a precision rotation stage.

Since the ZeGage could only image one element at a time, adjacent images were
stitched together using a MATLAB script. A contour map of the measurements of
RIM 30-254-838 is shown in the upper plot in Figure 4.44. An azimuthal height
proﬁle is extracted from the contour map at an axial reference of zero. This reference
is based on the center of the roughness element at 0◦ as indicated by the black cross
in Figure 4.44. The roughness element centered at 0◦ is placed directly upstream
of the main sensor ray when performing experiments. The ﬁve roughnesses are the
elements directly upstream of the ±30◦ ﬁeld of view of interest during a run. The
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azimuthal wavenumber is 30 with a center-to-center spacing of adjacent elements
of approximately 12◦. The average roughness element height is 234 μm and diﬀers
from the desired height of 254 μm by 9%. In Figure 4.44 the elements appear to be
rounded due to the exaggerated aspect ratio of the plot. This rounding will be further
discussed

Figure 4.44. Upper: Contour map of roughness elements from RIM
45-254-838 upstream of the 60◦ ﬁeld of view where TSP measurements
are obtained. Lower: Azimuthal proﬁle showing element heights along
the axial reference of 0 in the contour plot.

Figure 4.45 is a plot of the desired roughness height versus the average measured
height for all roughness elements tested. The red lines show where a 10% deviation
from perfect agreement occurs. Only the RIM insert with the shortest roughnesses
deviates by more than 10% from the desired height. This is not surprising since that
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roughness had a desired height of 50.8 μm yielding a tolerance of only 5 μm. This
tolerance is nearly impossible to hold in the ASL machine shop. The machinist also
pointed out that the brass rods slightly deform when being machined to the proper
height, which could be the source of the small errors in element heights. While
the RIM inserts are not perfect, these small variations in height are thought to be
acceptable, particularly since they can be measured.
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Figure 4.45. Average roughness height for elements upstream of the
60◦ ﬁeld of view where TSP measurements are processed. Dashed
black line indicates exact agreement, and red lines indicate ±10%
variation in height.
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If computations are to be made of these experiments, it is important to carefully
characterize the shape of the roughness elements so they can be modeled as accurately
as possible. Figure 4.46 shows two photographs of a RIM insert element obtained with
a Moticam microscope camera. In the side view, there is some material on the left
side where the brass rod and the aluminum insert meet. This material is most likely
a result of pressing the rod into the insert. Measurements with the ZeGage indicate
that this excess material is typically 25 μm in height or less.
In Figure 4.44 the tops of the roughness elements appear to be rounded. To
determine if this is a physical result or just an artifact of how the data is postprocessed, two diﬀerent azimuthal proﬁles were extracted from Zygo measurements
along the black dashed line in Figure 4.46. The red line in Figure 4.47 shows the
curvature of the RIM insert as well as the roughness element. The ZeMaps software
is used to remove the curvature from the RIM insert by subtracting a cylindrical
trend from the data so that the roughness height can be measured from a ﬂat surface.
The ﬂattened proﬁle is shown as the black line in Figure 4.47 . Both proﬁles have
a rounded top surface, and therefore the measurement technique is not the cause of
the rounding. Based on the microscope photographs and the azimuthal proﬁles from
ZeGage measurements, it appears that the upper surface is slightly rounded. In order
to verify that the Zygo could make this measurement, a gage pin with a diameter
of 838 μm was measured. The resulting proﬁle did not show the rounding near the
edges, indicating that the RIM insert elements are in fact slightly rounded.
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Figure 4.46. Photographs of a single roughness element obtained using
a microscope equipped with a camera.
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Figure 4.47. Azimuthal proﬁles measured with the Zygo ZeGage along
the black dashed line in Figure 4.46.
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4.3.2

RIM Roughness: Experimental Results

Experiments were performed with RIM inserts to determine the eﬀect of three
diﬀerent physical characteristics of the roughness elements that could alter the growth
and breakdown of the second-mode wave. First, the roughness element diameter and
azimuthal spacing were held constant while the roughness height was varied between
50.8 μm and 508 μm. Next, the spacing and height of the roughness elements were
kept constant while three diﬀerent diameters were tested. Finally, the height and
diameter of the roughness elements were held constant while the spacing between
adjacent elements was changed to see if the azimuthal wavenumber of the elements
inﬂuenced transition caused by the second-mode instability. The results of each of
these sets of experiments will now be discussed and compared to smooth wall data
to determine the eﬀect of controlled streamwise vorticity introduced to interact with
the growth and breakdown of the second-mode wave.

Changing Roughness Height
The ﬁrst set of RIM insert experiments tested the eﬀect of roughness height on the
growth and breakdown of the second-mode instability. Eleven RIM inserts were fabricated with heights starting at 508 μm (0.020 in) and decreasing in 50.8 μm (0.002 in)
increments down to 50.8 μm (0.002 in). The brass rods used to create the roughness
elements all had diameters of 838 μm or an azimuthal width of 2.8◦ . To create an
azimuthal wavenumber of 30, the center-to-center spacing of the roughness elements
was 12◦ . Two experiments were performed with each insert to determine if there
was an additional eﬀect caused by the azimuthal location of the roughness elements
relative to the main sensor ray. For each TSP image, the main sensor ray is centered
at a spanwise reference position of 0◦ . Each RIM insert was ﬁrst positioned such
that a roughness element was directly upstream from the main sensor ray. Next, the
insert was rotated 6◦ with respect to the sensor frustum to position the main sensor
ray directly downstream of the gap between two adjacent roughness elements.
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Figure 4.48 compares the heat transfer images for the four tallest RIM inserts
versus smooth wall data. The data shown are from RIM 30-508-838, 30-457-838, 30406-838, and 30-356-838 positioned such that a roughness element is directly upstream
of the main sensor ray. Qualitatively the global heat transfer images with RIM
inserts are very diﬀerent than the smooth wall case. Without the roughness present,
streamwise streaks form around the circumference of the model starting 41.5 cm from
the nosetip. These streaks begin to disappear near 45 cm and another increase in
heating occurs at the back end. Experiments with RIM inserts containing roughness
elements of heights between 356 and 508 μm show large pairs of streaks that dominate
the heat transfer. With an element directly upstream from the main ray, a pair of
streaks passes directly over the main sensor ray. Analysis of the pressure ﬂuctuation
data will determine if this has an eﬀect on the magnitude of the second-mode waves.
The streamwise heat transfer proﬁles in Figure 4.49 are averaged over the 60◦ ﬁeld
of view centered at the main sensor ray. The peak in heating measured for the smooth
wall near 42 cm is not present for these four RIM inserts. The large vortex pairs
instead cause a gradual increase in heating that begins at the upstream end of the
image and continues to increase until the end of the model. The TSP image with
RIM 30-356-838 shows that a single streak has begun to form between streak pairs
starting about 39.0 cm from the nosetip. The streamwise heat transfer proﬁle for this
roughness insert shows a slight increase in the heating rate near 40 cm, but the peak
is still less than 50% of the heat transfer measured with the smooth wall.
Azimuthal heat transfer proﬁles were extracted from each TSP image at x = 44
cm and are shown in Figure 4.50. A representative RIM roughness proﬁle is also
included to compare the position of the streaks of heating relative to the location of
the individual roughness elements. For all four RIM inserts, the streak pair develops
directly downstream from each roughness element. This is similar to classical results
that have shown horseshoe vortices developing downstream of isolated cylindrical or
spherical roughness elements.
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Rotating the RIM insert by 6◦ positions the main sensor ray downstream of the
gap between adjacent roughness elements. The streak pairs in Figure 4.51 appear to
move in a similar manner. By placing the main sensor ray downstream of the gap
between adjacent elements, a streak pair no longer passes directly over the sensors.
The azimuthal heat transfer proﬁles in Figure 4.52 verify that the streak pairs move by
6◦ and are caused by the roughness elements. The average streamwise heat transfer
proﬁles in Figure 4.53 remain relatively unchanged. A slight hot-cold-hot heating
pattern is measured again with RIM 30-356-838, but the heat transfer rates are still
signiﬁcantly attenuated when compared to the smooth wall case. This RIM insert is
on the edge of interacting with the second-mode wave, but pressure data will show
that it is unclear whether the dominant transition mechanism is the second-mode
instability.
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Figure 4.48. Heat transfer images for the RIM inserts with the four
tallest heights compared to the smooth wall case. The RIM insert is
installed with a roughness element directly upstream from the main
sensor ray. All runs were performed at a unit Re ≈ 9.3×106 /m. RIM
30-508-838 has an azimuthal wavenumber of 30, a height of 508 μm,
and a diameter of 838 μm. (Runs 2014, 2016, 2019, 2021, and 2008
from top to bottom.)
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Figure 4.49. Streamwise heat transfer proﬁles averaged over a 60◦ ﬁeld
of view of the full TSP images in Figure 4.48.
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Figure 4.50. Azimuthal heat transfer proﬁles extracted from the full
TSP image in Figure 4.48 at x = 44 cm. A roughness proﬁle has
been included to show the position of the streak pairs relative to the
roughness element locations.

137

Figure 4.51. Heat transfer images for the RIM inserts with the four
tallest heights compared to the smooth wall case. The RIM insert
is installed with the main sensor ray downstream of the gap between
adjacent roughness elements. All runs were performed at a unit Re
≈ 9.3×106 /m. RIM 30-508-838 has an azimuthal wavenumber of 30,
a height of 508 μm, and a diameter of 838 μm. (Runs 2015, 2018,
2020, 2022, and 2008 from top to bottom.)
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Figure 4.52. Azimuthal heat transfer proﬁles extracted from the full
TSP image in Figure 4.51 at x = 44 cm. A roughness proﬁle has
been included to show the position of the streak pairs relative to the
roughness element locations.
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Figure 4.53. Streamwise heat transfer proﬁles averaged over a 60◦ ﬁeld
of view of the full TSP images in Figure 4.51.
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Figure 4.54 shows the power spectral density for the sensor 41.5 cm from the
nosetip for each experiment previously discussed. Results with both a roughness
element directly upstream from the main ray as well as with the insert rotated 6◦ show
that the second-mode center frequency is not dependent on the roughness height. A
major diﬀerence when comparing the two diﬀerent RIM positions is that when a
roughness element is placed directly upstream from the main sensor ray, harmonics
of the second-mode frequency are suppressed, except with RIM 30-356-838. For
this RIM insert the sensor at 41.5 cm does not have a vortex pair directly over
it. Harmonics were measured for all RIM inserts when the main sensor ray was
not directly downstream from a roughness element. Integrating over the secondmode bandwidth, the magnitude of the pressure ﬂuctuations can be computed. For
both RIM insert positions, Figure 4.55 shows that as the roughness element heights
decrease, the magnitude of the pressure ﬂuctuations increase but remain signiﬁcantly
attenuated when compared to the smooth wall case.
In summary, the results from both the TSP and pressure measurements indicates
that the four tallest RIM inserts cause transition to occur without large secondmode waves. The roughness elements create pairs of vortices that dominate the
ﬂowﬁeld, and streamwise heat transfer proﬁles show a suppression of the hot-cold-hot
heating pattern typically measured with a smooth wall. The second-mode growth and
breakdown process are also attenuated when the large vortices are present. Since the
goal of the current work is to study roughnesses that interact with the smooth-wall
second-mode instability breakdown process, further study as to what mechanism may
be causing transition with the tallest RIM inserts will be left for future research.
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Figure 4.54. Power spectra from the PCB132A31 pressure sensor 41.5
cm from the nosetip processed at the same time as the TSP images
in Figures 4.48 and 4.51.
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Figure 4.55. Second-mode pressure ﬂuctuation magnitudes with RIM
inserts that disrupt the natural growth of the second-mode wave.

Figure 4.56 shows the TSP images for the six RIM inserts that interacted with the
second-mode wave without attenuating the second-mode pressure ﬂuctuations. For
the TSP images in Figure 4.56, the RIM insert is positioned such that a roughness
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element is directly upstream from the main sensor ray. The red circles indicate
the location of the pressure sensor that measured the largest second-mode pressure
ﬂuctuation magnitudes. Figure 4.57 show azimuthal heat transfer proﬁles for four
select cases.
In the TSP image for RIM 30-305-838, a staggered pattern of heating is observed.
The upstream set of streaks in the staggered pattern begins 38.5 cm from the nosetip.
Each streak develops directly downstream from each roughness element. At 40 cm
from the nosetip, additional streaks begin to form between the streaks that started
at 38.5 cm. Figure 4.57(a) is an azimuthal heat transfer proﬁle extracted just downstream of the sensor at x = 40.3 cm. Peaks occur approximately every 6◦ resulting
in an azimuthal wavenumber of 60.
Decreasing the height of the roughness elements, a new heating pattern emerges.
For RIM 30-254-838, 30-203-838, and 30-152-838 a staggered pattern develops, but
instead of single staggered streaks the upstream portion of the stagger is composed of
streak pairs. Unlike the RIM inserts with the tall elements that attenuated the secondmode, Figure 4.57(b) shows that the streak pairs do not develop directly downstream
from each roughness element. Instead they form in the region downstream of the gap
between adjacent roughness elements. Based on the total number of streaks in this
staggered patter the azimuthal wavenumber for these three RIM inserts is 90.
Further decreasing the height of the roughness elements, the TSP images for RIM
30-102-838 and RIM 30-51-838 show that the staggered pattern of heating no longer
occurs. Streamwise aligned streaks of heating occur in a pattern similar to what
is observed with a smooth wall. The azimuthal wavenumber for RIM 30-102-838
is approximately 60. The streaks in the TSP image for RIM 30-51-838 look nearly
identical in location to the streaks for the smooth wall and the azimuthal proﬁles are
compared in Figure 4.57(d). These elements have a minimal eﬀect on the pattern of
heating with the peaks in almost identical locations when compared to the smooth
wall case. The azimuthal wavenumber with RIM 30-52-838 is similar to the smooth
wall results.
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Figure 4.56. Heat transfer images for the RIM inserts with roughness
elements that interacted with the second-mode wave. Each RIM insert
is positioned with a roughness element directly upstream from the
main sensor ray. The red dots indicate where the maximum secondmode pressure ﬂuctuation magnitude was measured. RIM 30-305-838
has an azimuthal wavenumber of 30, a height of 305 μm, and a
diameter of 838 μm. (Runs 2024, 2027, 2030, 2032, 2034, 2037, and
2008 from top to bottom.)
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Figure 4.57. Azimuthal heat transfer proﬁles extracted from the region of primary streak formation. RIM height proﬁle is included to
show relative position of heating features to roughness elements.

Each RIM insert was then rotated by 6◦ to produce the TSP images in Figure 4.58.
The sensor 41.5 cm from the nosetip measures the largest second-mode magnitude for
all experiments except for when RIM 30-102-838 was used. The maximum pressure
ﬂuctuation for RIM 30-102-838 was captured at a slightly lower unit Reynolds number of 9.0×106 /m compared to the 9.1 or 9.2×106 /m of the other six experiments.
This decreased freestream unit Reynolds number results in the maximum occurring
slightly further downstream on the model. The major result from the TSP images in
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Figure 4.58 is that the pattern of heating rotates by 6◦ on the surface of the model
proving that the RIM elements are in fact controlling the heating pattern.
Figures 4.59(a) and 4.59(b) show the heat transfer for each run averaged over a
60◦ ﬁeld of view centered at the main sensor ray. Qualitatively all experiments resulted
in a hot-cold-hot heating pattern similar to what was observed for the smooth wall
condition. The location of the peak heating with each RIM insert is within 3 cm of the
peak heating for the smooth wall case. For the inserts with roughness heights between
305 μm and 203 μm, the peak heating is approximately 20% lower than the smooth
wall value. As the heights are decreased to 152 μm and 102 μm the peak heating
rate is within 10% of the smooth wall value. For the shortest roughness elements, the
peak heating is 15% larger than the smooth wall value for both positions of the RIM
insert.
The maximum second-mode pressure ﬂuctuation was calculated by integrating
a 200 kHz bandwidth around the second-mode frequency. Figure 4.60 shows the
maximum versus the RIM element heights and the relative position of the roughness
elements with respect to the main sensor ray. Also included is the mean maximum
pressure ﬂuctuation for the smooth wall experiments at P’/Pmean = 29.2% along
with a 15% and 25% deviation. The mean of all the RIM experiments is 29.0%,
and all measurements except for one fall within 25% of the smooth wall mean. The
magnitude is also invariant to the position of the roughness elements with respect to
the pressure sensors. This indicates that the RIM inserts with heights from 51 μm to
305 μm interact with the second-mode instability without changing the transition
mechanism. In addition, the maximum second-mode magnitude prior to breakdown
is nearly identical to the smooth wall results.
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Figure 4.58. Heat transfer images for the RIM inserts with roughness
elements that interacted with the second-mode wave. The RIM insert
has been rotated by 6◦ to place the main sensor ray downstream of
the gap between adjacent roughness elements. The red dots indicate
where the maximum second-mode pressure ﬂuctuation magnitude was
measured. RIM 30-305-838 has an azimuthal wavenumber of 30, a
height of 305 μm, and a diameter of 838 μm. (Runs 2025, 2028,
2031, 2033, 2035, 2040, and 2008 from top to bottom.)
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Figure 4.59. Streamwise heat transfer proﬁles averaged across the
60◦ ﬁeld of view centered at the main sensor ray.
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Figure 4.60. Maximum second-mode pressure ﬂuctuation magnitudes
versus roughness element height. Data for both RIM positions relative
to the pressure sensors is shown along with the average P’/Pmean for
the smooth wall data.
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The data just presented are a small subset of the 80 diﬀerent runs with the RIM
inserts. Figure 4.61 shows data from all experiments using RIM inserts. With the
tallest RIM inserts, a peak in the second-mode magnitude was not measured and
the data shown is the magnitude at a distance of 41.5 cm from the nosetip for a
unit Reynolds number near 9.3×106 /m. For RIM inserts with roughness elements of
356 μm in height or greater, large vortices were observed forming downstream from
each roughness element and the hot-cold-hot heating pattern was no longer observed.
It can be seen that for these same heights the maximum second-mode magnitude
prior to breakdown is lower than for the shorter elements. It seems that the additional
vorticity form the taller elements trips. This causes boundary-layer transition to occur
sooner, resulting in decreased second-mode magnitudes. The red triangles indicate
measurements when a roughness element was directly upstream from the main sensor
ray, and blue triangles indicate when the RIM insert was rotated 6◦ . The magnitude
of the pressure ﬂuctuation is not dependent on the position of the sensor ray relative
to the roughness element.
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Figure 4.61. Maximum second-mode pressure ﬂuctuation magnitudes
versus roughness element height for all experiments.

148
Table 4.4 compares the average of the peak magnitude of the second-mode wave
with the RIM inserts to the smooth-wall average. For the RIM inserts with roughness
element heights of 305 μm or less, the peak pressure ﬂuctuation is within 13% of the
average smooth wall case. The average maximum second-mode pressure ﬂuctuation
of the 72 runs with the RIM inserts that interact with the second-mode instability
is 28.2%. This result is very similar to the smooth wall peak ﬂuctuation of 29.2%.
For RIM inserts with roughness heights of 356 μm or larger, average ﬂuctuation
magnitudes diﬀer from the smooth wall value by 25% or more.
Table 4.4. Second-mode magnitudes with RIM inserts compared to
smooth wall results.
Height

Average Peak

Diﬀerence

Height

Average Peak

Diﬀerence

[μm]

P’/Pmean [%]

From Smooth

[μm]

P’/Pmean [%]

From Smooth

51

28.2

3.4%

305

28.6

2.1%

102

28.5

2.4%

356

21.2

27.4%

152

30.3

3.8%

406

8.2

71.9%

203

28.2

3.4%

457

10.1

65.3%

254

25.5

12.7%

508

3.4

88.3%

Figure 4.62 shows the same magnitude data as Figure 4.61, but it is now plotted
with respect to Rek computed using STABL as described in Section 3.3.4. For values
of Rek below 50, the maximum second-mode magnitudes prior to breakdown are
similar to the smooth wall values. At Rek above 50, the second-mode magnitude
prior to breakdown decreases as Rek increases.
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Figure 4.62. Maximum second-mode pressure ﬂuctuation magnitudes
versus Rek for all experiments.

Changing Roughness Diameter
The next investigation looked at the eﬀect of changing the roughness diameter
while keeping the azimuthal spacing and roughness height ﬁxed. The three diﬀerent
diameters tested were 559 μm (0.022 in), 838 μm (0.033 in), and 1320 μm (0.052
in). At their location on the model, these diameters result in azimuthal widths of
1.9◦ , 2.8◦ , and 4.4◦ , respectively. The height of the roughness element was chosen
to be 254 μm (0.010 in) since it was observed that this height interacted with the
second-mode instability without acting as a trip. The azimuthal wavenumber was
ﬁxed at 30, resulting in a 12◦ center-to-center spacing of roughness elements.
The TSP images in Figure 4.63 compare the results of the three diﬀerent rod
diameters to the smooth wall case. For elements with diameters of 559 μm and
838 μm the images were processed at the time during the run when the maximum
pressure ﬂuctuation was measured. A diﬀerent pattern of heating is observed that will
be discussed in further detail when the azimuthal heat transfer proﬁles are discussed.
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The PCB sensor where the maximum was measured has been highlighted using a
red circle. Using the method described in Section 4.2.1, a maximum second-mode
magnitude was not detected when RIM 30-254-1320 was tested, and therefore no
sensor has been highlighted.
Azimuthal heat transfer proﬁles were extracted from each image at an axial distance between 42 and 44 cm to capture the streaks of heating and their azimuthal
location relative to the roughness elements. For RIM 30-254-559 the azimuthal proﬁles in Figures 4.64(a) and 4.64(b) it appears that a single streak forms nearly directly
downstream from each element. An additional streak forms approximately half way
between roughness elements, resulting in an azimuthal wavenumber of 60, which is
double the number of roughness elements. Increasing the diameter to 838 μm shows
that a single streak once again develops downstream from each roughness element,
but now a streak pair forms in the area downstream from each gap between adjacent
elements. This results in an azimuthal wavenumber of 90 which is similar to the
smooth wall case.
The characteristic hot-cold-hot heating pattern is almost completely suppressed
when the diameter was increased to 1320 μm. A very subtle pattern of staggered
streaks forms 41.5 cm from the nosetip in Figure 4.63, but the change in heat transfer is so minute that the azimuthal proﬁles at 44 cm in Figures 4.64(e) and 4.64(f)
barely show this pattern. The most prominent ﬂow features are the pairs of streaks
that begin to develop 45 cm from the nosetip. The azimuthal proﬁles at x = 49 cm
show these form directly downstream from each roughness element. These azimuthal
proﬁles show that between the streak pairs two additonal streaks of much lower magnitude develop. This results in an azimuthal wavenumber of 120. It appears that
the largest diameter elements aﬀect the ﬂow in a similar manner to the tallest RIM
inserts from the previous study.
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(a) Element Upstream of Main Sensor Ray (Runs 1826, 2027, 2041,
and 2008 from top to bottom)

(b) RIM Insert Rotated 6◦ (Runs 1829, 2028, 2042, and 2008 from
top to bottom)

Figure 4.63. TSP images for three diﬀerent roughness element diameters. Red dots indicate location of peak second-mode magnitude.
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Figure 4.64. Azimuthal heat transfer proﬁles with RIM height proﬁles
to show relative location of ﬂow features to roughness elements.

RIM Height [μm]

2
-30 -24 -18 -12 -6

Heat Transfer [kW/m2]

0
12 18 24 30

9
400

8

RIM Height [μm]

Heat Transfer [kW/m2]

9

5

6

(b) RIM 30-254-559, RIM Rotated 6◦

(a) RIM 30-254-559, Element Upstream
10

0

Angle From Main Sensor Ray [deg]

153
Computing the magnitude of the second-mode pressure ﬂuctuations at the same
time as the TSP images, Figure 4.65 shows that the growth and breakdown using RIM
30-254-559 and RIM 30-254-838 is similar to the smooth wall case. The estimated
intermittency in Figure 4.66 shows that the intermittency only begins to increase for
these two inserts 2 cm downstream from the location of the maximum ﬂuctuation
magnitude.
With RIM 30-254-1320 the magnitudes measured by the sensors upstream of 45
cm are signiﬁcantly attenuated. In addition the intermittency for RIM 30-254-1320
shows a region of increased intermittency near 42 cm that does not occur for the other
inserts or the smooth case. This is caused by low frequency content contamination
in the power spectral densities and not an actual increase in the intermittency. This
content may be a result of the large vortex pairs that develop downstream from each
roughness element.
Table 4.5 shows the maximum magnitudes and the diﬀerence from the smooth
wall maximum of 29.2%. Using RIM 30-254-559 and RIM 30-254-838 the magnitudes
are within 10% of the smooth wall results with a roughness element directly upstream
from the main ray (0◦ rotation) and with the RIM rotated 6◦ . For the largest diameter
RIM insert, the maximum pressure ﬂuctuation values have been attenuated by nearly
40% of the smooth wall case for both RIM insert positions. It is unclear whether
transition with the largest diameter element is caused by the non-linear breakdown
of the second-mode instability.
In the previous section, Rek was discussed as a way to correlate the eﬀect of a
roughness element. For the experiments with diﬀerent diameters, the Rek is nearly
identical but the TSP and pressure ﬂuctuation results are not. In Reference [14]
Whitehead shows that the shape of a roughness element may not completely dominate the eﬀect of the roughness at hypersonic speeds, but rather the total frontal area
and the resulting wake also plays an important role. Even though Whitehead’s work
mainly focused on roughness elements to act as boundary-layer trip, future experi-
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ments and computations with the ﬂared cone can be used to investigate the eﬀect of
the roughness-element frontal area on the second-mode transition process.
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Figure 4.65. Second-mode magnitudes processed at the same time as
the TSP images.
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Table 4.5. Average maximum second-mode magnitudes with RIM
inserts compared to smooth wall results.
RIM

unit Re

Maximum

% Diﬀerence From

(Rotation)

[×106 /m]

P’/Pmean [%]

Smooth Wall

30-254-559 (0◦ )

9.0

26.8

9.2

30-254-559 (6◦ )

9.1

29.5

0.0

30-254-838 (0◦ )

9.1

28.8

2.4

30-254-838 (6◦ )

9.0

28.6

3.1

30-254-1320 (0◦ )

9.0

18.0

39.0

30-254-1320 (6◦ )

8.9

16.3

44.8
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Changing Azimuthal Spacing
According to computations by Christoph Hader at the University of Arizona, an
azimuthal wavenumber of 80 should result in the largest growth of the second-mode
instability. Since a RIM insert with 80 roughness elements could not be created due to
the physical constraints of the RIM insert fabrication technique, a diﬀerent approach
was taken. Discussions with Dr. Herman Fasel indicated that forcing with 40 roughness elements, half of the most unstable wavenumber, could produce results similar to
the computations. To experimentally investigate the eﬀect of the azimuthal spacing
on the maximum second-mode magnitude, three diﬀerent RIM inserts were fabricated.
RIM 35-254-838, 40-254-838, and 45-254-838 were constructed with center-to-center
spacing of the roughness elements of 10.3◦ , 9◦ , and 8◦ , respectively. The RIM inserts
with 35 and 45 roughness elements were fabricated to determine the eﬀect of small
variations in the azimuthal wavenumber.
Figure 4.67 shows the TSP images for the three RIM inserts at the time tested
when the maximum second-mode magnitude was measured using the PCB132A31
sensors. For each run the RIM inserts were positioned with a roughness element
directly upstream from the main sensor ray. The increase in the perceived heat
transfer in Figure 4.67(c) is a result of the streak passing near the Schmidt-Boelter
heat transfer gauge. This skews the calibration used to convert the temperature
change to heat transfer. Because of this calibration issue, direct comparisons of heat
transfer rates cannot be performed. Qualitative comparisons can still be made to
determine general trends. To aid in the analysis of the TSP results, azimuthal heat
transfer proﬁles have been extracted from each image at three diﬀerent locations and
are plotted in Figure 4.68 along with the RIM height proﬁle.
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Figure 4.67. Heat transfer images at the time of the maximum pressure ﬂuctuation for the three diﬀerent RIM inserts of varying azimuthal wavenumber.
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Figure 4.68. Azimuthal heat transfer proﬁles extracted from the full
TSP images in Figure 4.67.
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For all three RIM inserts, a set of streaks begins to form 39 cm from the nosetip.
The azimuthal proﬁles 41 cm from the nosetip show these streaks are oﬀset from each
roughness element by half of a wavelength. Near 42 cm from the nosetip a second set
of streaks begins to form directly downstream from each roughness element. The blue
azimuthal proﬁles at 43.5 cm show that the spacing of these streaks corresponds to
the spacing of the roughness elements. The result of the staggered pattern of heating
that forms between 39 and 45 cm from the nosetip is a wavenumber equal to double
the number of roughness elements for all three inserts tested.
Near 46 cm from the nosetip the staggered pattern dissipates and a region of
reduced heat transfer occurs. A ﬁnal increase in heating over the entire circumference
of the model begins at 47 cm. Pressure ﬂuctuation measurements will show that
this region is transitioning to turbulence for all three cases. Even though regions
downstream of 47 cm are turbulent, streaks of heating persist as can be seen in
the azimuthal heat transfer proﬁles in Figure 4.68. The azimuthal wavenumber at
47 cm from the nosetip was computed by performing a fast-Fourier transform on
the azimuthal heat-transfer proﬁles. For RIM 40-254-838 and RIM 45-254-838, the
number of streaks at the furthest downstream proﬁle is 80 and 90 corresponding to
double the wavenumber, respectively. For RIM 35-254-838 the wavenumber is 138,
nearly quadruple the number of roughness elements.
Figures 4.69, 4.70, and 4.71 show the power spectral densities for all the PCB
sensor on the main sensor ray for the three diﬀerent RIM inserts of varying azimuthal
wavenumber. With each insert a second-mode instability with a center frequency near
275 kHz is measured. This instability is ampliﬁed until it reaches a maximum at 44.1
cm from the nosetip. The power spectra of the sensors at 45.4, 46.6, and 47.8 cm show
a steady increase in broadband power levels indicating that transition is occurring.
The PCBs at 49.2 cm and 51.7 cm from the nosetip only show broadband power
without any second-mode waves suggesting the boundary-layer is fully turbulent. At
these locations the intermittency was estimated to be 0.9 or greater.
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Figure 4.72 shows the magnitude of the second-mode pressure ﬂuctuations processed at the same time as the heat transfer images. The sensor 42.9 cm downstream
from the nosetip measures the maximum second-mode magnitude for all three RIM
inserts. Smooth wall data processed at a slightly higher unit Reynolds number of
9.3×106 /m has been provided for comparison. The peak for the smooth wall is measured slightly more upstream at 42.9 cm because of the increased unit Reynolds
number. The tabulated data alongside Figure 4.72 compares only the peak value of
the three RIM inserts versus the smooth wall case. Of the three azimuthal spacings,
the RIM insert with 40 elements measures the largest pressure ﬂuctuation, but the
value is only 4% less than the smooth wall case. RIM 35-254-838 and RIM 45-254-838
diﬀer from the smooth wall case by 7% and 18%, respectively. This deviation could
simply be the result of uncertainty in the PCB calibrations. Further testing with
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Figure 4.69. PSDs of the ten PCB sensors along the main ray processed when the maximum second-mode magnitude was measured using RIM 35-254-838. (Run 2055, unit Re = 9.0×106 /m, P0 = 113.0
psia, T0 = 413 K)
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Figure 4.70. PSDs of the ten PCB sensors along the main ray processed when the maximum second-mode magnitude was measured using RIM 40-254-838. (Run 2054, unit Re = 8.8×106 /m, P0 = 108.7
psia, T0 = 408 K)
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Figure 4.71. PSDs of the ten PCB sensors along the main ray processed when the maximum second-mode magnitude was measured using RIM 45-254-838. (Run 2052, unit Re = 9.2×106 /m, P0 = 118.7
psia, T0 = 417 K)
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Figure 4.72. Second-mode pressure ﬂuctuations with three RIM inserts having 35, 40, and 45 roughness elements. Peak ﬂuctuations are
tabulated for comparison.

4.3.3

Summary of Analyzing the Maxima of the Second-Mode Pressure
Fluctuations

Testing with RIM inserts has provided three diﬀerent parametric studies to determine the eﬀect of roughness on the maximum second-mode magnitude. Based on the
result of the experiments, it appears that the RIM inserts can be separated into two
distinct groups. The ﬁrst two columns in Table 4.6 list the RIM inserts which interact
with the second-mode instability without changing the transition mechanism. Even
though the pattern of heating was altered from what was observed with a smooth wall,
these inserts preserved the streamwise hot-cold-hot heating trend. Additionally, the
second-mode magnitude prior to breakdown remained nearly the same as the smooth
wall value. The second group of RIM inserts changed the dominant transition mechanism. These inserts acted as boundary-layer trips, changing the dominant transition
mechanism. Instead of the hot-cold-hot heating pattern, large pairs of vortices were
observed forming downstream from each roughness element. A decreased maximum
second-mode magnitude prior to breakdown was also measured.
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Table 4.6. RIM inserts sorted by their eﬀect on what mechanism caused transition to occur. RIM 30-51-838 has an azimuthal
wavenumber of 30, element heights of 51 μm, and element diameters
of 838 μm.
Second-Mode Dominant

Boundary-Layer Trip

RIM 30-51-838

RIM 30-305-838

RIM 30-356-838

RIM 30-102-838

RIM 30-254-559

RIM 30-406-838

RIM 30-152-838

RIM 35-254-838

RIM 30-457-838

RIM 30-203-838

RIM 40-254-838

RIM 30-508-838

RIM 30-254-838

RIM 45-254-838

RIM 30-1320-838

The average maximum magnitude of the second-mode wave on the ﬂared cone
with a smooth wall is 29.2% based on 24 experiments. Seventy-two diﬀerent runs
were performed with RIM inserts of varying heights between 51 μm and 305 μm with
30 roughness elements each with a diameter of 838 μm. Note that these are the
roughnesses that did not decrease the maximum prior to breakdown. The average
maximum pressure ﬂuctuation for these 72 runs was 28.2% of the mean pressure. Two
RIM inserts provided pressure data for two diﬀerent roughness element diameters, and
the average maximum magnitude for the four experiments was 28.4%. Finally, varying the azimuthal wavenumber of the roughness elements to 35, 40, and 45 resulted in
an average maximum of 26.6%. Table 4.7 shows that for all the RIM inserts that interacted with the second-mode instability, the average maximum pressure ﬂuctuation
is within 10% of the smooth wall value. Figure 4.73 compares all the results on the
ﬂared cone to the data obtained by Marineau [26] in noisy facilities. It is clear that
for an edge Mach number of approximately 5.1 the quiet tunnel experiments result
in maximum magnitudes more than two times larger than what would be predicted
using the linear correlation of noisy tunnel data. Data at additional edge Mach numbers may create a linear relationship under quiet ﬂow conditions that may lead to
better transition prediction.
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Figure 4.73. Maximum second-mode magnitude versus edge Mach
number with all ﬂared cone data included.

Table 4.7. Average maximum second-mode magnitudes for all experiments on the ﬂared cone with second-mode dominated transition.
Average Maximum

% Diﬀerence From

Magnitude [%]

Smooth Wall

Smooth Wall

29.2

–

Varying RIM Heights

28.2

3.4

Varying RIM Diameters

28.4

2.7

Varying Wavenumber

26.6

8.9
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5. COMPARISON OF EXPERIMENTAL RESULTS WITH
HIGH-RESOLUTION DIRECT NUMERICAL
SIMULATION
In order to improve transition prediction methods, experiments and computations
must be compared and contrasted to understand where improvements in both methods can be made. In this section, experimental results for the ﬂared cone under quiet
ﬂow in the BAM6QT will be compared with high-resolution direct numerical simulations performed by Christoph Hader at the University of Arizona. Even though the
comparison can currently only be performed at a single test condition, it is a strong
base for future investigation of transition due to the second-mode instability.

5.1

Experimental and Computational Conditions
Before results can be compared, it is necessary to determine what aspects of

the ﬂow are well quantiﬁed and where uncertainty exists in both the experiments
and computations. The author worked in close collaboration with Christoph Hader
to make sure that the computations were performed on a geometry with the same
dimensions as the experimental model. Special attention was given to matching the
nosetip radius and opening angle. Next, suitable freestream conditions for comparison
had to be determined. In Table 5.1 the computational values are exact since they
are controlled by the user. Tunnel characterization performed by Steen [57] showed
that the Mach number at the location of the model is approximately 6.0 under quiet
ﬂow. A detailed analysis computed the standard uncertainty of the Mach number
to be 0.1 [62]. The stagnation pressure measured by the Kulite near the beginning
of the contraction was 141.3 psia with an uncertainty of 0.53% which is less than

166
1 psia. The stagnation temperature is measured at the far upstream end of the
BAM6QT, nearly 150 feet from where the model is located during a test. While it is
diﬃcult to determine exactly what eﬀect this has on measurements, the uncertainty
was estimated to be 1.3% or approximately 5 K at a stagnation temperature of 420
K. Comparing the freestream unit Reynolds numbers, the experimental value is less
than 2% larger than what was used for the computations.
Table 5.1. Comparison of experimental and computational freestream conditions.
Experiment

Computation

Mach

6.0±0.1

6.0

P0 [psia]

141.3±1

140.0

T0 [K]

420±5

420

unit Re [/m]

11.02×106

10.82×106

Experimentally, the second-mode wave is excited via a natural receptivity process
which introduces small disturbances into the boundary layer. Figure 5.1 is the PSD
of a pitot measurement along the centerline of the BAM6QT at a stagnation pressure
near 130 psia performed by Laura Steen [57]. Also included is the electrical noise
from data collected prior to the run. It can be seen that instabilities are measure
below 60 kHz, but above this the signal-to-noise ratio is not suﬃcient to measure the
freestream disturbances. The high-frequency spectral content is especially diﬃcult to
measure under quiet ﬂow due to the reduction in freestream disturbance amplitudes.
Measurements by Estorf et al. of second-mode amplitudes on a 7◦ half-angle cone
under quiet ﬂow showed that were approximately 450 times smaller than similar
measurements under noisy ﬂow [28,29]. Future testing with improved electronics and
pressure sensors may better characterize the high-frequency disturbance amplitudes
in the BAM6QT.
In order to simulate fundamental breakdown in computations, a controlled forcing
input excites the second-mode instability using a wall slot with suction and blowing.
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The controlled forcing scheme introduces energy into the ﬂow at a very speciﬁc frequency. For the current computations, this is done with axisymmetric wave at 300 kHz
with an amplitude of 10−4 and a pair of oblique waves also forced at 300 kHz with an
azimuthal wavenumber of 80 per circumference and amplitude of 10−2 . The amplitude
of the forcing is a dimensionless quantity calculated by normalizing the wall-normal
velocity disturbance by the freestream velocity. These values were picked based on a
parametric fundamental resonance study performed by Christoph [46]. This fundamental diﬀerence between the naturally occurring instability in the experiments and
the very speciﬁc forcing that is introduced computationally is believed to be the main
driving factor in the diﬀerences when comparing results.
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Figure 5.1. PSD of pitot pressure measurements along the centerline
of the BAM6QT at a stagnation pressure of approximately 130 psia.
Data from Figure 3.1 in Reference [57].
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5.2

Comparison of Results

5.2.1

Heat Transfer and Stanton Number

Using temperature sensitive paint, the heat transfer at the surface of the model can
be experimentally measured. This heat transfer can be converted to a dimensionless
heat transfer quantity called the Stanton number (Ch ) to compare with computational
results. White [1] deﬁnes the Stanton number for a compressible ﬂow over a ﬂat plate
as
qw
(5.1)
ρe Ue (haw − hw )
where qw and hw are the heat transfer and enthalpy at the wall, repectively, and ρe
Ch =

and Ue are the density and velocity at the boundary-layer edge. The variable haw
is the enthalpy at the wall for an adiabatic wall. Since edge conditions cannot be
easily measured experimentally, the equation is altered to use freestream conditions
resulting in
qw
(5.2)
ρU(haw − hw )
where the ρ and U are the freestream density and velocity. If we now deﬁne the
Ch =

velocity in terms of the Mach number and assume an ideal gas, equation 5.2 becomes
Ch =

pM



qw
γ
RT

(haw − hw )

.

(5.3)

Recognizing that the denominator is close to being the unit Reynolds number Re∞ =
Mp
μ



γ/(RT ) and bringing in the dynamic viscosity (μ), equation 5.3 becomes
Ch =

qw
.
μ Re∞ (haw − hw )

(5.4)

According to Anderson [5], if we assume an approximate recovery factor of one then
haw ≈ h0 . While this may not be the best approximation of the recovery factor, it
is the same value that is used by Christoph Hader to compute the Stanton number
for computational data. Now, assuming that the gas is calorically perfect h ≈ cp T ,
equation 5.4 becomes the following
Ch =

qw
.
μ Re∞ cp (T0 − Tw )

(5.5)
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This equation can be used to compute the experimental Stanton number in a
way similar to that used by Hader. The heat transfer is obtained from the TSP
measurements. The wall temperature is recorded prior to the run, and isentropic
relations are used to compute the freestream density, unit Reynolds number, and
stagnation temperature.
Figure 5.2 compares the experimental and computational Stanton number on the
ﬂared cone geometry. In both cases the characteristic hot-cold-hot heating pattern
is observed, with each region of increased heating composed of streamwise streaks
around the circumference of the ﬂared cone. Computationally the primary streaks
are the result of counter-rotating vortices forcing hot air from the freestream towards
the model surface. As the vortices lift oﬀ the surface, the heating rate at the surface
decreases as less freestream air is entrained in the boundary layer. The secondary
streaks that create the ﬁnal increase in heating occur when the vortices are pushed
back towards the wall increasing the surface temperature. While it is not currently
possible to determine if the same mechanisms are occurring experimentally, the heating patterns are strikingly similar. There are two major diﬀerences between the
results of the experiments and the DNS computations. The global Stanton numbers
measured experimentally are lower than what is computed with the DNS simulations.
There is also a uniform increase in the Stanton number in the DNS that starts near
32.5 cm upstream of the primary streaks and is nearly 5 cm in length. This increase
is not measured experimentally.
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Figure 5.2. Combined DNS results and computational data showing
the diﬀerence in primary and secondary streak locations.

Three diﬀerent streamwise Stanton number proﬁles were extracted from the images in Figure 5.2. The ﬁrst set of data in Figure 5.3(a) is from streamlines that
follow the primary streak formation. The computational data deviates from the laminar values near 30 cm and steadily increases until 37 cm when a rapid increase in
heating occurs. After reaching the peak, the Stanton number quickly decreases to
near laminar levels before slightly increasing again near the end of the cone. The
experimental data show that an increase from laminar values occurs further downstream at 35 cm from the nosetip, but the most striking contrast is that the massive
peak in heating is not observed. After reaching a peak at Ch = 0.002, only 20% of
the computational peak, the experimental Ch decreases back to near laminar levels.
It seems that the controlled forcing of the 300 kHz instability in the computations
causes the rapid increase in heating to occur. A broad range of frequencies is excited
experimentally, allowing for a more complex nonlinear breakdown, so the vortices responsible for the heating are weaker. The diﬀerence may also be caused by the eﬀect
of lateral conduction [85] or averaging that occurs due to the relative pixel resolution
compared to the size of the streaks of heating.
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Figures 5.3(b) and 5.3(c) compare the Stanton number distributions along streamlines passing between the primary streaks and averaged over the entire ﬁeld of view,
respectively. For both cases the Stanton number deviates from the laminar solution
further upstream in the computations. The peak Stanton number occurs 1 to 2 cm
further upstream in the DNS simulations, and peak values are approximately 50%
larger than what is measured experimentally.
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Figure 5.3. Comparison of three diﬀerent experimental and computational streamwise Stanton number proﬁles.
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Azimuthal Stanton number proﬁles extracted from the region of the primary
streaks are shown in Figure 5.4. The experimental Ch values are once again lower
than the computational results. The average spacing between experimental peaks is
4.6◦ . Extrapolating this spacing to the entire circumference results in an azimuthal
wavenumber of 78. The azimuthal wavenumber for the DNS simulations is 80 which
is identical to the wavenumber forcing applied by the oblique waves. The azimuthal
wavenumber experimentally diﬀers by less than 5% from the computational value. It
should be noted that the computational wavenumber was based on the previous simulations of the most ampliﬁed second-mode instability and was not tuned to match
experimental data. In the experiments, the secondary streaks were measured forming
oﬀset from the primary streaks by a half-wavelength. In the simulations the number
of secondary streaks is double the number of primary streaks and no oﬀset is observed.
Even though there is a large discrepancy in the Stanton number results that
remains to be resolved, the DNS simulations capture the general trends measured experimentally. The hot-cold-hot heating pattern is measured. The large overshoot that
occurs computationally may be resolved by performing simulations where a broader
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Figure 5.4. Comparison of azimuthal Stanton number proﬁles extracted in the primary streak region.
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5.2.2

Second-Mode Pressure Fluctuation

Time traces of the experimental and computational pressures at a distance of 39
cm from the nosetip are shown in Figure 5.5. Measurements on the ﬂared cone in the
BAM6QT show that the second-mode ﬂuctuations are amplitude-modulated wave
packets. In contrast the computations create a perfectly periodic signal with no amplitude modulation. Additionally, the RMS of the experimental pressure-ﬂuctuation
signal is less than 30% of the computational value. The eﬀect of this reduction will
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Figure 5.5. Pressure signal traces showing the amplitude modulation
that occurs in experiments but not in DNS simulations. Experimental
results show ﬂuctuations only while the DNS computations show the
entire pressure signal with the mean included.

Figure 5.6 compares the experimental and computational power spectral densities
computed using the same processing code. The frequency resolution for the experimental PSD is 2 kHz, but the resolution for the computational PSD is 30 kHz. The
larger computational resolution is caused by a short-duration signal being sampled
at a very high rate of 30 MHz. A second-mode instability is observed in both PSDs.
For the experimental data, the largest amplitude second-mode wave is measured 39.0
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cm from the nosetip. Downstream of this location, spectral broadening is observed
as breakdown begins. Computationally, this spectral broadening is not captured.
The same bandwidth is excited until the furthest downstream location where a broad
increase in power is observed.
Figure 5.7 compares the magnitudes integrated in a 200 kHz bandwidth centered
at the peak second-mode frequency. At the furthest upstream location, the computational magnitude is 13 times larger than the experimental measurements. As the
second-mode magnitude grows, the discrepancy decreases but computational values
are consistently larger than experimental values. The maximum second-mode magnitude occurs for both data sets at a distance of 39.0 cm from the nosetip. Once the
second-mode wave begins to break down, the pressure ﬂuctuation magnitudes level
oﬀ to similar values, downstream of 40 cm from the nosetip.
Figure 5.8 compares the experimental second-mode frequency to the computational frequency with the largest N-factor. Upstream of 39.0 cm where the maximum
second-mode magnitude is measured, the experimental frequency is about 15% larger
than the computational frequency with the largest N-factor. Once breakdown begins
experimentally and the second-mode peak begins to broaden, the frequency begins
to decrease. This could be caused by vortices lifting oﬀ the surface and causing an
increase in the boundary layer thickness. This phenomenon is not captured by the
DNS simulations.
Future computations by Christoph Hader will focus on changing the input disturbances to reconcile the discrepancies observed in the second-mode magnitude. Previous computations have shown that changing the input forcing alters the primary and
secondary streak formation locations. Matching the experimental magnitudes may
lead to better agreement in the Stanton number comparisons as well.
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6. EXPERIMENTAL RESULTS ON SLENDER
STRAIGHT CONES
One of the inherent questions when testing with the ﬂared cone model is whether
there could be contamination from the Görtler instability caused by the concave
curvature of the model surface. Experiments performed using a straight cone would
eliminate this contamination, but previous work with the 7◦ half-angle cone were
unsuccessful at measuring transition caused by the second-mode instability under
quiet ﬂow conditions. The base diameter of the 7◦ half-angle cone could not be
increased due to blockage issues. In order to increase the length unit Reynolds number
to possibly observe transition while maintaining the same base diameter, two very
slender cones with half angles of 2.5◦ and 3◦ were fabricated. If transition can be
measured on these models, two important pieces of information will be obtained.
The ﬁrst question that can be resolved is whether streamwise streaks of heating
occur around the circumference of the model in a similar manner to the ﬂared cone,
or if this heating pattern is unique to the concave geometry of the ﬂared cone. The
second piece of information testing with slender cones may generate is the maximum
second-mode magnitude at a diﬀerent edge Mach number. If the maximum secondmode magnitude is measured this will provide additional points of comparison to the
plot of the edge Mach number versus maximum magnitude from noisy tunnels.

6.1

3◦ Half-Angle Cone with Sharp Nosetip
Experiments were ﬁrst performed on a 3◦ half-angle cone at Purdue University

by Sebastian Willems in 2012. Using a precision adapter to reduce the angle of
attack to 0◦ , his results indicated that transition due to the second-mode instability had occurred, but TSP data was not simultaneously collected [80]. Until this
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experiment natural transition had never been observed on a straight-walled cone under quiet ﬂow conditions. Pressure ﬂuctuation data at a unit Reynolds number of
12.7×106 /m showed the growth of a large second-mode wave. Near the aft end of the
model, a broadband increase in power, typically observed in transitional and turbulent
boundary layer, occurred. Current eﬀorts have focused on duplicating and expanding
on the results of Willems. Temperature-sensitive-paint measurements were simultaneously obtained with pressure-ﬂuctuation data to compare the transition process on
the straight cone to the process on the ﬂared cone.

6.1.1

Angle-of-Attack Adjustments

The present experiments involving the 3◦ half-angle cone were performed prior to
the development of the adjustable angle-of-attack adapter. Therefore, adjustments
had to be made using the set-screws in the BAM6QT sting support system. This
method is not as accurate as the new adjustable angle-of-attack adapter. Based on the
method used by Willems, the initial alignment runs were performed at a unit Reynolds
number of 2.5×106 /m under noisy ﬂow conditions. The three azimuthally spaced
sensors at a distance of 76.7 cm from the nosetip were used to compare the frequency
of the second-mode instability. Figure 6.1(a) shows the initial power spectral density
prior to any adjustments. An instability frequency of 85 kHz is measured by the
PCB sensor -120◦ form the main ray, but no instability is measured by the sensor on
the main ray or the sensor +120◦ from the main ray. The set screws were adjusted
arbitrarily in an attempt to change the angle of attack. Figure 6.1(b) shows that
the PSDs are nearly identical before and after this adjustment. Since these runs
were performed under noisy ﬂow conditions, it was determined that the signal-tonoise ratio was not suﬃcient to measure the second-mode frequency on the sensor
+120◦ from the main ray. Additional alignment runs were performed under quiet
conditions to increase the signal to noise, but the set screws in the sting mount did
not provide enough adjustment to properly align the model. A new 3◦ half-angle
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extension incorporating four holes spaced 90◦ apart has now been fabricated but not
tested. This extension will be discussed at the end of the this section.
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Figure 6.1. Power spectral densities for the two alignment runs performed under noisy tunnel conditions at a unit Re ≈ 2.5×106 /m. A
poor signal-to-noise ratio results in peaks that cannot be used for
alignment.

6.1.2

Results Under Quiet Flow Conditions

Even though the model could not be properly aligned precisely to 0.0◦ , important data obtained under quiet ﬂow conditions were collected to study the nonlinear growth of the second-mode instability. At the lowest unit Reynolds number of
7.9×106 /m, a second-mode wave centered at a frequency of 125 kHz was measured
as shown in Figure 6.2. The second-mode instability is still growing linearly since no
harmonics of the primary frequency are measured. The peaks at 200 kHz and above
are due to electrical noise as was veriﬁed by data taken prior to the run shown as
the orange dotted line. The pressure ﬂuctuations are less than 5% at all four sensor
locations.
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Figure 6.2. Power spectral densities of the four pressure sensors along
the main sensor ray at a unit Re = 7.9×106 /m. The pre-run electrical
noise shows the peaks above 200 kHz are not instability waves. (Run
103, P0 = 102.7 psia, T0 = 422K)

Increasing the unit Reynolds number to 10.8×106 /m, the second-mode waves begin to experience non-linear growth. Figure 6.3 shows the sensor at 76.7 cm measures
a second-mode instability with a frequency of 145 kHz. As the boundary-layer thickness increases in the downsteram direction, the peak second-mode frequency decreases
to 135 kHz at 85.7 cm from the nosetip. At this location the non-linear ampliﬁcation
ﬁrst becomes evident by the harmonic present at 270 kHz. At this location a pressure
ﬂuctuation magnitude of 19.2% is measured. Further downstream at 90.2 and 93.9 cm
a second-mode instability frequency of 130 kHz measured along with its harmonics.
The TSP image in Figure 6.4 shows that there are no large temperature gradients as
would be expected if the boundary layer was transitioning to turbulence.
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Figure 6.3. Power spectral densities of the four pressure sensors along
the main sensor ray at a unit Re = 10.8×106 /m. (Run 121, P0 =
139.3 psia, T0 = 420 K)

Figure 6.4. TSP image showing the heat transfer at a unit Re =
10.8×106 /m (Run 121, P0 = 139.3 psia, T0 = 420 K). Flow appears
to be laminar over the entire surface of the model.
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The highest unit Reynolds number tested was 12.0×106 /m, which results in a ReL
= 11.4 ×106 based on the model length. Figure 6.5 shows the power spectral density
along the main sensor ray along with the second-mode magnitude at each location. A
second-mode frequency of 150 kHz is measured at the most upstream sensor location.
Moving downstream to 85.7 cm, the frequency decreases to 145 kHz. First and second
harmonics of the second-mode frequency are measured. This location also measures
the largest magnitude second-mode wave of 27.5%. Unfortunately, due to the low
density of pressure sensors along the main sensor ray, Figure 6.6 shows that the peak
maximum second-mode magnitude was not measured via the method described in
Section 4.2.1.
The data from the sensor 90.2 cm from the nosetip show a decrease in the magnitude of the primary second-mode frequency. A broadband increase in the noise level
of the power spectra also indicates a transitional boundary layer. At the furthest
downstream location, only the primary second-mode frequency is visible due to increasing broadband signal levels. The spectra does not appear to be fully turbulent,
since signal levels for frequencies below 100 kHz have not signiﬁcantly increased. Figure 6.7 shows an increase in heat transfer on the lower half of the cone starting 90
cm from the nosetip which appears to be due to transition. No streaks of heating like
those on the ﬂared cone are observed. It should be further noted that increased heat
transfer is not uniform around the circumference of the model. This is most likely
caused by the inability to properly adjust the angle-of-attack to 0.0◦ .
Since the current 3◦ half-angle cone frustum has a base diameter of 10.16 cm (4
inches), an extension was designed with a base diameter of 11.43 cm (4.5 inches).
This extension adds 14.5 cm to the length of the model resulting in a total model
length of 109.1 cm and allows for the use of the adjustable angle-of-attack adapter
while still not creating tunnel blockage issues. A detailed drawing is provided in
Appendix C. It attaches directly to the back of the existing model and is secured
when the angle-of-attack adapter is screwed into place. This extension has six sensor
locations aligned with the main ray of the original frustum, and three additional
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Figure 6.5. Power spectral densities of the four pressure sensors along
the main sensor ray at the highest unit Re = 12.0×106 /m (Run 120,
P0 = 155.3 psia, T0 = 420 K). Pressure ﬂuctuation magnitudes integrated across the second-mode bandwidth.
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Figure 6.7. TSP image showing the heat transfer at a unit Re =
12.0×106 /m (Run 120, P0 = 155.3 psia, T0 = 420 K).

sensor holes are spaced 90◦ apart azimuthally at the furthest upstream location. The
sensors around the azimuth will allow the adjustable angle-of-attack adapter to be
used to reduce small pitch and yaw eﬀects. This extension was not tested as part
of the scope of the current work due to the reduced maximum quiet pressure of the
BAM6QT.

6.2

2.5◦ Half-Angle Cone with Sharp Nosetip
The experiments on the 3◦ half-angle straight cone at a unit Reynolds number of

12.0×106 /m measured large second-mode waves, but transition to fully turbulent ﬂow
was not achieved. Based on the model length the ReL was approximately 11.4×106 .
Fabricating a longer model without increasing the base diameter would increase the
ReL without creating tunnel blockage issues. A straight cone was fabricated with a
half-angle of 2.5◦ . If experiments could be performed at a unit Re ≈ 12.0×106 /m,
this would result in an ReL of nearly 14.0×106 . This increase in ReL would hopefully
lead to the measurement of transition to fully turbulent ﬂow.
Before presenting the experimental data, it is important to discuss how the Mach
number at the surface of the cone and the ratio of freestream stagnation pressure to the
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surface pressure were computed. Even though the location of the nosetip is upstream
of where the onset of uniform Mach 6 ﬂow occurs, for experiments under quiet ﬂow
the edge Mach number and surface pressure were estimated using the Taylor-Maccoll
solution at a freestream Mach number of 6. Since this is an inviscid method, the Mach
number is computed at the surface of the model. The current analysis uses this surface
Mach number as an approximation of Me . For the 2.5◦ half-angle cone an edge Mach
number of 5.8 and a pressure ratio of 7.4×10−4 are calculated for a freestream Mach
number of 6. When testing under noisy ﬂow conditions, the freestream Mach number
where uniform ﬂow occurs is approximately 5.8. A Mach number distribution was not
available for this condition so it is not possible to estimate the Mach number at the
model nosetip. With a freestream Mach number of 5.8, the Taylor-Maccoll solution
computes an edge Mach number of 5.6 and a pressure ratio of 9.2×10−4 . Simulations
should be performed in the future to determine how approximating the ﬂowﬁeld using
the Taylor-Maccoll solution aﬀects the results, but this would be beyond the scope of
the current work.

6.2.1

Angle-of-Attack Adjustments

Since this model has four sensors spaced 90◦ apart azimuthally at x = 91.6 cm,
the adjustable angle-of-attack adapter was ﬁrst used to reduce any asymmetry that
may be caused by a non-zero pitch or yaw. Figure 6.8 is a TSP image of the ﬁrst
run with the model at a unit Reynolds number of 9.5×106 /m. There is an increase
in heating that forms across the model along a diagonal line as indicated in the heat
transfer image. Looking at the PSDs in Figure 6.9, the only sensor with a clear peak
is at the 90◦ position on the top side of the model in the TSP image. The other
three PSDs show a broadband increase in power indicative of a turbulent spectra. It
appears that the the increase in heating is caused by boundary-layer transition.
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Figure 6.8. Heat transfer on the 2.5◦ half-angle cone prior to any yaw
or pitch adjustments showing increased heating along a diagonal line
(indicated by red dashed line) on the surface of the model at a unit
Re = 9.5×106 /m (Run 101, P0 = 126.3 psia, T0 = 427 K).
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Figure 6.9. PSDs of the four azimuthal sensors showing that a secondmode instability is only measured on the sensor at 90◦ .

Since the frequency of the instability could only be measured on one PCB sensor,
no adjustments were made to the angle of attack, and an experiment was performed
at a lower Reynolds number of 8.2×106 /m to move transition downstream on the
surface of the model. Figure 6.10 is the TSP image at this reduced unit Reynolds
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number. The slanted increase in heating has moved downstream on the surface of
the model, but the angle has remained approximately the same. Based on the PSDs
of the four azimuthal sensors in Figure 6.11, it was determined that the cone was
pitched downward since a turbulent spectra is measured at -90◦ but a second-mode
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wave is measured at 90◦ . However, the model was fairly well aligned in yaw.

115

Figure 6.10. Heat transfer on the 2.5◦ half-angle cone prior to any yaw
or pitch adjustments at a unit Reynolds number of 8.2×106 /m (Run
102, P0 = 108.1 psia, T0 = 427 K).
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Figure 6.11. PSDs of the four azimuthal sensors at a unit Reynolds
number of 8.2×106 /m showing the second-mode peak at the 0◦ , 90◦ ,
and 180◦ locations.
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Over the course of the next three runs, the model was pitched upwards in total
by about 0.72◦ (2 full bolt turn) and yawed away from the camera by approximately
0.18◦ (1/2 a bolt turn). Figure 6.12 shows that the four sensors spaced azimuthally
90◦ apart at a distance of 91.6 cm from the nosetip measure a second-mode instability
with a mean center frequency of 115 kHz. For each of the four sensors the center
frequency is within 4% of the mean value indicating that the yaw and pitch have

PSD [(P’/Pmean)2/Hz]

been suﬃciently reduced.
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Figure 6.12. Final PSD of the four azimuthal sensor after all pitch
and yaw adjustments. Data shown at a unit Reynolds number of
9.5×106 /m (Run 106, P0 = 125.7 psia, T0 = 426 K).

6.2.2

Results Under Quiet Flow

In order to measure transition to fully turbulent ﬂow, testing was to be performed near the maximum quiet Reynolds number of 12.0×106 /m. Unfortunately,
the 2.5◦ half-angle cone was not fabricated until after the reduction in quiet pressure
due to replacement of an o-ring in the contraction of the BAM6QT. An experiment
was ﬁrst performed near the reduced maximum quiet Reynolds number of 9.5×106 /m,
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which results in an ReL = 11.1×106 , to determine if any measurements of transition
could be obtained.
Figure 6.13 is a TSP image showing the heat transfer on the 2.5◦ half-angle cone.
The heat ﬂux over the entire model is below 2 kW/m2 . By averaging over the ﬁeld of
view of the camera, a streamwise heat transfer proﬁle calculated. Figure 6.14 shows
the streamwise proﬁle. The heat transfer rate is near 1 kW/m2 over the entire length
of the model that was imaged. Typically when transition occurs, a rapid increase in
heating occurs. Neither the full TSP image nor the streamwise heat transfer proﬁle
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show such an increase.
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Figure 6.13. Heat transfer on the 2.5◦ half-angle cone under quiet
ﬂow at a unit Reynolds number of 9.5×106 /m (Run 106, P0 = 125.7
psia, T0 = 426 K).

Pressure ﬂuctuation measurements were made using PCB132A31 sensors along a
single ray shown at the spanwise reference of 0 cm in the full TSP image. Figure 6.15
shows the PSDs of these measurement. Only every other sensor starting with the most
upstream location is shown to provide a clear picture of what is occurring. A secondmode instability centered near 115 kHz is measured at 91.6 cm. Moving downstream,
the frequency continually decreases as the boundary-layer thickens. Harmonics are
observed indicating that the instability is experiencing non-linear growth. The secondmode ﬂuctuation magnitude at every sensor location is shown in Figure 6.16. At
91.6 cm the ﬂuctuation is just below 5% of the mean surface pressure. It steadily
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Figure 6.14. Heat transfer proﬁle on 2.5◦ half-angle cone computed
by averaging across the ﬁeld of view in Figure 6.13.

increases in the streamwise direction until the furthest downstream sensor where
the magnitude approaches 21% of the surface pressure. For all sensor locations,
intermittency calculations indicated that the boundary layer was fully laminar.
Since the second-mode instability is still growing at the furthest downstream location and the intermittency indicates a laminar boundary layer, it can be determined
that transition was not measured on the 2.5◦ half-angle cone at a unit Reynolds number of 9.5×106 /m. This is not surprising since the ReL of the 2.5◦ half-angle cone
at the reduced maximum quiet pressure is less than the value for the 3◦ half-angle
cone at a unit Reynolds number of 12.0×106 /m when just the beginning of transition was measured. It seems likely that transition can be measured under quiet ﬂow,
but experiments must be performed at a higher freestream unit Reynolds number.
When the maximum quiet pressure is restored to the previous maximum or higher,
experiments should be performed again with the 2.5◦ half-angle straight cone.
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Figure 6.15. Power spectral densities for select sensors along the
main ray of the 2.5◦ half-angle cone at a unit Reynolds number of
9.5×106 /m.
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Figure 6.16. Second-mode pressure ﬂuctuation magnitudes computed
from the PSDs in Figure 6.15 showing a steady increase in the streamwise direction.
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6.2.3

Results Under Noisy Flow

Since it was unknown whether transition could be measured under noisy ﬂow
conditions, the following testing strategy was implemented. The ﬁrst experiment was
performed at a freestream initial stagnation pressure of approximately 15 psia. If the
boundary-layer was already turbulent, further experiments would not be performed
since it was not possible to run at sub-atmospheric pressures at the time of testing.
If the boundary layer was laminar, experiments would be performed at successively
higher pressures until transition was measured.
The ﬁrst experiment was performed at a freestream unit Reynolds number of
1.0×106 /m. Figure 6.17 shows that the heat transfer over the entire model surface
is less than 1 kW/m2 . Between 100 and 110 cm from the nosetip, some of the heat
transfer values are negative. This is caused by a low signal-to-noise ratio caused by
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the reduced heat transfer that occurs at very low Reynolds numbers.
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Figure 6.17. Heat transfer on the 2.5◦ half-angle cone under noisy
ﬂow at a unit Reynolds number of 1.0×106 /m (Run 112, P0 = 11.0
psia, T0 = 417 K).

Figure 6.18 shows the PSDs of the nine pressure sensors along the main ray processed at the same time as the TSP image. What appears to be a second-mode
instability is measured centered at a frequency of 47 kHz. This low frequency is a
result of the thicker boundary layer caused by the reduced freestream unit Reynolds
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number. The magnitude of the pressure ﬂuctuations shown in Figure 6.19 were obtained by integrating from 30 kHz to 60 kHz. Magnitudes steadily increase from just
below 5% of the mean surface pressure up to almost 10% at the end of the model.
The method used to estimate the intermittency produced results that oscillated in
the streamwise direction. This is not a physical result and shows the limitation of
the current method.
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Figure 6.18. PSD showing a second-mode instability under noisy ﬂow
at a unit Re = 1.0×106 /m (Run 112, P0 = 11.0 psia, T0 = 417 K).

Since the results at a unit Reynolds number of 1.0×106 /m showed the secondmode magnitude was still increasing at the furthest downstream sensor, an experiment
was performed at a higher unit Reynolds number. Increasing the initial stagnation
pressure to near 24 psia, the maximum second-mode magnitude prior to breakdown
was successfully measured. The global heat transfer at a freestream unit Reynolds
number of 1.8×106 /m, when the maximum pressure ﬂuctuation occurred, is shown
in Figure 6.20. A slight increase in the heat transfer is observed starting near 110
cm from the nosetip. The ring of intense heating at the very aft end of the model is
caused by a build-up of TSP paint and not a physical result.
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Figure 6.19. Magnitude of the second-mode instability computed by
integrating the PSDs in Figure 6.18 from 30 to 60 kHz.
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Figure 6.20. Heat transfer on the 2.5◦ half-angle cone under noisy
ﬂow at a unit Reynolds number of 1.8×106 /m (Run 111, P0 = 21.5
psia, T0 = 423 K).

The power spectral densities of the sensors along the main ray are shown in Figure 6.21. The second-mode frequency has increased to approximately 60 kHz, and
therefore the magnitudes in Figure 6.22 are now computed by integrating a bandwidth from 30 kHz to 90 kHz. A second-mode instability is measured increasing in
magnitude from 7% of the mean surface pressure up to a maximum of 21% before the
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wave begins to break down. Even though the intermittency could not be computed,
the general increase in broadband power levels seem to indicate that transition is
occurring.
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Figure 6.21. PSD showing a second-mode instability under noisy ﬂow
at a unit Re = 1.8×106 /m (Run 111, P0 = 21.5 psia, T0 = 423 K).
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Figure 6.22. Magnitude of the second-mode instability computed by
integrating the PSDs in Figure 6.18 from 30 to 90 kHz.
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6.3

Summary of Second-Mode Magnitudes on Slender Straight Cones
Figure 6.23 is the plot of the maximum second-mode magnitude versus edge Mach

number with data from the ﬂared cone under quiet conditions as well as with the data
from conventional wind tunnels. Three additional data points have been added for
the 3◦ half-angle cone under quiet ﬂow and for the 2.5◦ half-angle cone under quiet
and noisy ﬂow.
Under quiet ﬂow conditions, the largest second-mode magnitude measured on the
3◦ half-angle cone was 27.5% at a unit Reynolds number of 12.0×106 /m. Since this is
not the peak magnitude, an upward arrow has been added to the data plot to indicate
that the maximum magnitude prior to breakdown is most likely larger than this value.
Even though the peak magnitude was not measured, it can be seen that the largest
magnitude at an edge Mach number of 5.8 is more than 25% greater than what the
noisy linear correlation would predict. The largest pressure ﬂuctuation measured
under quiet ﬂow on the 2.5◦ half-angle cone was 21.1% of the mean surface pressure,
but at the point where it was measured the second-mode appeared to still be growing
in magnitude. Therefore this symbol is also denoted with an upward pointing arrow
indicating the maximum magnitude prior to breakdown is most likely larger than
this value. Under noisy ﬂow conditions, the maximum second-mode magnitude prior
to breakdown was measured to be 21% with an estimated edge Mach number of 5.6.
This is within 3% of what is predicted using the linear correlation. It seems promising
that further testing with the 2.5◦ half-angle cone at a higher unit Reynolds number
and with the 3◦ half-angle cone with the base extension may lead to measurements
of transition due to the second-mode instability under quiet ﬂow conditions without
the eﬀects of surface curvature.
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7. SUMMARY AND RECOMMENDATIONS
7.1

Summary
Prediction of laminar-turbulent boundary-layer transition will remain an impor-

tant aspect for many hypersonic vehicle designs. Data from experiments will continue
to provide insight into the underlying physical mechanisms that lead to transition.
Using this information, new and improved methods will be developed to improve the
accuracy of transition prediction. The current body of work focused on the growth,
breakdown, and transition to turbulence of the second-mode instability. Measurements of the maximum second-mode magnitude prior to breakdown were made with
simultaneous heat-transfer measurements.
Experiments were performed on a 3-meter circular-arc ﬂared cone to study the
growth and breakdown of the second-mode instability that leads to transition at Mach
6. Initial tests were performed on a sharp-nosetip ﬂared cone model with a smooth
wall. Experiments performed under quiet ﬂow conditions showed that the magnitude
of the second mode increases to a maximum P’/Pmean of 30% with a fully laminar
boundary-layer. As the wave is growing, harmonics are observed indicating non-linear
growth. As the growth is occurring, streamwise streaks of increased heating form
around the circumference of the model. Once the maximum pressure ﬂuctuations
occur and the wave begins to break down, the primary streaks reach a maximum
before the heat transfer decreases back to near laminar values. Approximately 2.5
cm downstream of where the peak in the pressure ﬂuctuations occurs, an increase in
intermittency is calculated and a secondary set of streaks begins to form. Pressure
ﬂuctuations near this second increase in heating indicate that transition has begun.
Experiments at ﬁve diﬀerent freestream unit Reynolds number showed that as the
Reynolds number was decreased, the entire heating pattern steadily moved down-
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stream on the surface of the model. Interestingly, the maximum pressure ﬂuctuation
magnitude and the maximum heating caused by the primary streaks was not sensitive
to the unit Reynolds number. Twenty-four experiments had an average maximum
pressure ﬂuctuation of 29.2%. When compared with the linear correlation developed
by Dr. Eric Marineau in noisy facilities, this was more than twice what would be
expected. Variations in pitch and yaw of less than 1◦ caused the primary streaks to
become asymmetric around the model, but the peak pressure ﬂuctuations prior to
breakdown were not signiﬁcantly altered.
Three diﬀerent parametric studies were performed with Rod Insertion Method
(RIM) roughness inserts. The ﬁrst study tested RIM inserts with 30 evenly spaced elements with diameters of 838 μm and varying roughness-element heights from 51 μm up
to 508 μm. For RIM inserts with elements heights of 356 μm or larger, a pair of
vortices formed downstream from each element and the maximum second-mode magnitude prior to breakdown was attenuated. It appears that these heights introduce
additional vorticity that causes transition to occur via a tripping mechanism. For RIM
inserts with roughness elements with heights of 305 μm or less, the elements altered
the pattern of heating in a subtle way, but the second-mode mechanism remained
dominant and the maximum second-mode magnitude prior to breakdown remained
nearly unaltered. For these smaller heights, the average maximum second-mode magnitude prior to breakdown was 28.8%.
The second study looked at the eﬀect of changing the roughness element diameter with RIM inserts having a wavenumber of 30 and element heights of 254 μm.
When diameters of 559 μm and 838 μm were tested, the pattern of heating was
slightly altered but the hot-cold-hot heating pattern continued. The average maximum second-mode magnitude was 28.4%. For the RIM insert with element diameters
of 1320 μm, the characteristic pattern of second-mode-induced heating was no longer
observed and the second mode magnitudes prior to breakdown were decreased.
The ﬁnal parametric study looked at varying the azimuthal wavenumber of the
RIM inserts. Based on computations by Christoph Hader, a wavenumber of 80 should
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result in the largest growth rates. Since 80 elements could not be fabricated due to
the physical constraints of manufacturing process, RIM inserts with wavenumbers of
35, 40, and 45 were fabricated. All three inserts used roughness elements 838 μm in
diameter and 254 μm in height. A signiﬁcant eﬀect of the azimuthal wavenumber was
not observed experimentally. All three RIM inserts resulted in similar heat transfer
patterns. Each RIM insert forced an azimuthal wavenumber of twice the number of
elements. The average maximum second-mode magnitude was 26.6%, less than 10%
diﬀerent than the smooth wall case.
The study of the smooth wall at diﬀerent unit Reynolds numbers and small angles
of attack and the three parametric studies with RIM inserts all resulted in similar
nonlinear growth characteristics for the second-mode instability. With an average
maximum between 26.6% and 29.2% for an edge Mach number of approximately 5.1,
this work deﬁnitively shows that the second-mode magnitude prior to breakdown in
quiet facilities is much larger than what would be predicted based on experiments in
conventional wind tunnels. Testing with geometries that result in diﬀerent edge Mach
numbers would help to determine if a linear correlation exists between the maximum
magnitude and the edge Mach number under quiet ﬂow conditions.
Comparisons of experimental data to DNS simulations showed that the general
trends are captured, but quantitative comparisons of the Stanton number and the
second-mode magnitudes showed a large discrepancy. Reﬁning the computational
input forcing with the guidance of experimental results will lead to improved modeling
of the growth and breakdown of the second-mode wave. Additionally, this work may
result in a better method to predict boundary-layer transition dominated by the
second-mode instability.
Testing with two diﬀerent half-angle straight cones was performed under quiet
ﬂow conditions to determine if the surface curvature of the ﬂared cone may be causing the streaks of increased heating to form around the circumference. Experiments
were performed on the 3◦ half-angle cone at a unit Reynolds number of 12.0×106 /m.
Transition appeared to be measured, but the model was not properly aligned since
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the experiment was performed prior to the development of the adjustable angle-ofattack adapter. The largest second-mode pressure ﬂuctuation magnitude measured
was 27.5%. Due to a low density of PCB sensors along the main ray, this was not the
maximum prior to breakdown and more testing is required to measure the maximum
to compare to the Marineau correlation of edge Mach number versus second-mode
magnitude. With the 2.5◦ half-angle cone at a unit Reynolds number of 9.5×106 /m,
the second-mode instability was measured amplifying along the entire length of the
model. Testing at higher unit Reynolds numbers is necessary to measure the breakdown and transition to turbulence.
The 2.5◦ half-angle cone was also tested under noisy tunnel conditions. The
maximum second-mode magnitude prior to breakdown was 21% of the mean surface
pressure at an edge Mach number of approximately 5.7. This value is within 3% of
what is predicted using the linear correlation from data collected in conventional wind
tunnel facilities. A sharp increase in heat transfer was not measured, but this could
be due to a low signal-to-noise ratio caused by testing at a unit Reynolds number of
1.0×106 /m.

7.2

Suggestions for Future Work

1. While the current work has successfully created roughness elements that interact with the second-mode instability, there are improvements that may be
made to improve the experimental techniques.

Recently infrared measure-

ments have been obtained in the BAM6QT on a 7◦ half-angle cone made from
PolyEtherEtherKeton (PEEK) plastic. It is the author’s suggestion that a ﬂared
cone frustum be fabricated using PEEK to make infrared measurements. These
measurements may help to distinguish ﬁner features of the heating pattern.
2. Current eﬀorts to obtain pressure ﬂuctuation measurements at varying azimuthal angles to determine the axisymmetric extent of the second-mode wave
were not successful. Measurements with sensors spaced across a small spanwise
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extent should be performed to determine coherence lengths, the relative phase
of the disturbance, and other metrics. These experimental results will provide
insight into the axisymmetric nature of the second-mode wave and the eﬀect of
any oblique disturbances that may exist.
3. A large body of work exists on the 7◦ half-angle straight cone, but natural
transition has never been observed under quiet ﬂow. Recently new electronics
for a glow perturber have been developed by Katya Casper. These electronics
signiﬁcantly reduce the electromagnetic interference caused by high voltages.
It is suggested that a 7◦ half-angle model be developed with a glow perturber
to introduce well controlled disturbances into the boundary layer at frequencies
indicative of the second-mode. Both pressure and heat-transfer measurements
should be made to measure the second-mode magnitudes and to determine if
streaks form on model without curvature. This would also result in measurements at a slightly higher edge Mach number of 5.3.
4. Also, two slender straight cones have been fabricated at Purdue University.
The 3◦ and 2.5◦ half-angle cones have both been tested under quiet ﬂow, but
transition to fully turbulent ﬂow was not observed. At a unit Reynolds number
of 12.0×106 /m, it appeared that transition may have begun on the 3◦ halfangle cone, but measurements were plagued by angle-of-attack eﬀects and sparse
sensor placement. A new larger base-diameter extension to the model has been
fabricated that incorporates more sensor ports for better characterization of
the second-mode growth as well as the use of the adjustable angle-of-attack
adjuster. This model should be tested at the maximum quiet pressure once it
has improved above 135 psia. These results would provide data at an edge Mach
number near 5.7. Similar experiments can be performed with the 2.5◦ half-angle
cone.
5. If future testing with the 3◦ half-angle cone successfully measures the secondmode magnitude prior to breakdown under quiet ﬂow conditions, three addi-
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tional nosetips have been fabricated to investigate the eﬀect of nose bluntnesses.
The three nosetip radii are 1.6 mm (1/16 inch), 3.2 mm (1/8 inch), and 6.4 mm
(1.4 inch). These nosetip radii will provide a parametric study of the eﬀect of
nosetip bluntness on second-mode dominated transition.
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A. Tunnel Conditions for Selected Runs
This appendix provides the stagnation pressure and temperature for selected runs
where TSP data are shown. The conditions correspond to the time when the data
were processed for each image. The run numbers are composed of four digits. The
ﬁrst two numbers are the entry followed by the actual run number during that entry.
For example run 1917 is the 17th run from entry 19. For tests with the ﬂared cone,
it is noted whether the experiments was performed with a smooth wall conﬁguration
or roughness present.
Table A.1. Flared Cone - Run Conditions During Entry 14.
Run

P0 [psia]

T0 [K]

Re [×106 /m]

Roughness?

1401

126.0

421

9.7

Smooth

1403

118.5

406

9.7

Smooth

1408

116.1

400

9.7

Smooth

Table A.2. Flared Cone - Run Conditions During Entry 15.
Run

P0 [psia]

T0 [K]

Re [×106 /m]

Roughness?

1501

121.7

413

9.7

Smooth

Table A.3. Flared Cone - Run Conditions During Entry 16.
Run

P0 [psia]

T0 [K]

Re [×106 /m]

Roughness?

1611

156.7

422

12.1

Smooth

1612

137.5

408

11.2

Smooth
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Table A.4. Flared Cone - Run Conditions During Entry 18.
Run

P0 [psia]

T0 [K]

Re [×106 /m]

Roughness?

1826

110.9

409

9.0

RIM 30-254-559

1829

116.7

418

9.1

RIM 30-254-559

Table A.5. Flared Cone - Run Conditions During Entry 19.
Run

P0 [psia]

T0 [K]

Re [×106 /m]

Roughness?

1908

109.5

422

8.3

Smooth

1909

93.5

417

7.3

Smooth

1910

108.2

417

8.5

1-mil Kapton Strip

1911

114.6

423

8.9

2-mil Kapton Strip

1913

107.5

418

8.4

PCB at 39.0 cm Removed

1914

109.1

419

8.5

PCBs at 39.0 and 40.3 cm Removed

1917

117.9

416

9.5

Smooth

Table A.6. Flared Cone - Run Conditions During Entry 20.
Run

P0 [psia]

T0 [K]

Re [×106 /m]

Roughness?

2008

117.9

416

9.3

Smooth

2014

118.5

417

9.3

RIM 30-508-838

2015

118.1

416

9.3

RIM 30-508-838

2016

118.1

416

9.3

RIM 30-457-838

2018

118.0

416

9.3

RIM 30-457-838

2019

118.0

415

9.3

RIM 30-406-838

2020

118.5

417

9.3

RIM 30-406-838

2021

120.0

419

9.3

RIM 30-356-838

2022

110.0

409

8.9

RIM 30-356-838
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Table A.7. Flared Cone - Run Conditions During Entry 20 (Continued).
Run

P0 [psia]

T0 [K]

Re [×106 /m]

Roughness?

2024

116.3

415

9.2

RIM 30-305-838

2025

115.2

413

9.2

RIM 30-305-838

2027

112.7

410

9.1

RIM 30-254-838

2028

112.5

412

9.0

RIM 30-254-838

2030

116.6

416

9.2

RIM 30-203-838

2031

114.8

412

9.2

RIM 30-203-838

2032

114.0

412

9.1

RIM 30-152-838

2033

120.1

420

9.3

RIM 30-152-838

2034

110.7

407

9.0

RIM 30-102-838

2035

109.7

406

9.0

RIM 30-102-838

2037

115.2

412

9.2

RIM 30-51-838

2040

111.3

410

9.0

RIM 30-51-838

2041

110.7

408

9.0

RIM 30-254-1320

2042

107.1

404

8.9

RIM 30-254-1320

2052

118.3

417

9.2

RIM 45-356-838

2054

108.7

408

8.8

RIM 40-254-838

2055

113.0

413

9.0

RIM 35-254-838

Table A.8. 3◦ Half-Angle Straight Cone - Run Conditions During Entry 1.
Run

P0 [psia]

T0 [K]

Re ×106 /m

103

102.7

422

7.9

104

31.9

422

2.6

105

31.9

421

2.6

120

155.3

420

12.0

121

139.3

420

10.8
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Table A.9. 2.5◦ Half-Angle Straight Cone - Run Conditions During Entry 1.
Run

P0 [psia]

T0 [K]

Re ×106 /m

101

126.3

427

9.5

102

108.1

427

8.2

106

125.7

426

9.5

111

21.5

423

1.8

112

11.0

417

1.0
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B. Selected MATLAB Codes
The following code is used to determine the conditions in the tunnel test section
during a run based on the initial stagnation pressure, stagnation temperature, Mach
number, and stagnation pressure at the desired time.

function [Re ft, Re m, T0, mu] = Re Calc(p0, p0 init,T0 init, M)
% Computes different tunnel properties based on the initial stagnation
% pressure and the stagnation pressure that the tunnel has dropped to.
%
% Modified: 21 March 2017 by Brandon Chynoweth to include density
% calculation based on perfect gas law.
%
% INPUTS:
% p0

= Stagnation pressure at a certain time [psia]

% p0 init = Stagnation pressure prior to the run

[psia]

% T0 init = Stagnation temperture prior to run

[deg C]

% M

= Mach number, 6 for quiet flow and 5.8 for noisy flow

%
% OUTPUTS:
% Re ft

= Unit Reynolds number at the same time as p0 input

[/ft]

% Re m

= Unit Reynolds number at the same time as p0 input

[/m]

% T0

= Stagnation temperature at the same time as p0 input [K]

% mu

= Dynamic viscosity at the same time as p0 input

[kg/m*s]

% Constants and conversion to metric units...
g = 1.4;

% Ratio of specific heats

R = 287;

% [J / kg K]

T0 init = T0 init+273.15; % Convert initial stagnation temp to [K]
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% Pressure Conversion factor:

6894.75729 pascals = 1 psia

p0

% Convert p0 input

= p0.*6894.75729;

p0 init = p0 init.*6894.75729; % Convert initial p0 input

[Pa]
[Pa]

% Determine the stagnation temperature, static pressure, and static
% temperature at the same time as p0
T0 = T0 init. *(p0./p0 init).ˆ((g-1)/g)
p = p0 ./ (1+(g-1)/2*M.ˆ2).ˆ(g/(g-1));
T = T0 ./ (1+(g-1)/2*M.ˆ2)

% [K]
% [Pa]
% [K]

% Use Sutherland's Law without the low temperature correction to determine
% the dynamic viscosity:
mu = 0.00001716 .* (T./273).ˆ(3/2) .* (384./(T+111)); % [kg/m*s]

% Compute the density based on the perfect gas law.
rho = p/(R*T); % [kg/mˆ3]

% Finally compute the unit Reynolds number per meter and convert to unit
% Reynolds number per foot for OUTPUTS
Re m = p .* M ./ mu .* sqrt(g ./ (R.*T)); % unit Re [per meter]
Re ft = Re m *0.3048;

% unit Re [per foot]
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The following code was used to create the surface points to import into STABL
to generate a grid for computations.

% Brad Wheaton, 11/18/08
% circular arc rev3.m

% MATLAB code to define a circular arc geometry. Input variables are
% initial half angle, nose radius, body radius of curvature, number of
% points on the nose, and stretching parameter for the spacing betweeen
% points on the body
% Modified and used by Ryan Luersen, 3/30/12
% Modified and used by Brandon Chynoweth, 3/27/2014
% Modified and used by Brandon Chynoweth, 1/31/2017 with more knowledge
% from suggestions from Meelan on surface point spacing and other things...
clear all; close all; clc;

% Inputs
RN = 0.000075; % nose radius in meters
R

= 3; % body radius in meters

y offset = 118.0776*0.0254; % m, y center of arc above centerline
x offset = 2.760*0.0254; % m, x center of arc left of nosetip
body n = 1.02; % stretching parameter on the body
d base = 5.0*0.0254; % base radius in meters
npoints nose = 25; % number of points in nose

% conversions and base radius:
theta c = 1.0;
theta c = theta c*pi/180; % convert to radians
savegeom = 1; % 0 doesn't save, 1 saves coordinates to .dat

% Generate the nosetip points:
xvalues nose = zeros(1,npoints nose); % array to store x values
yvalues nose = zeros(1,npoints nose); % array to store y values
nosethetavalues = linspace(0,pi/2-theta c,npoints nose);
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for i = 1:npoints nose
xvalues nose(i) = RN - RN*cos(nosethetavalues(i));
yvalues nose(i) = RN*sin(nosethetavalues(i));
end
ds nose = sqrt((xvalues nose(npoints nose)-xvalues nose(npoints nose-1))...
ˆ2 + (yvalues nose(npoints nose)-yvalues nose(npoints nose-1))ˆ2);

% Generate the body points:
% Initial theta is the same as half-angle of cone
theta i = theta c; % initial angle for body
x i = xvalues nose(end); % initial x value for body
x = x i; % set current x as initial x value
y = 0; % set y to zero (dummy value for while loop)
i = 1; % set current step number to "1"
% initial distance between point is equal to nose distance between points
ds = ds nose;
while 2*y <= d base % while y is less than the base radius
xvalues body(i) = x;
y = y offset-sqrt(Rˆ2-(x offset+x)ˆ2);
yvalues body(i) = y;
dx = ds/sqrt(1+(xˆ2)/(4*(Rˆ2-xˆ2)));
x = x + dx;
i = i + 1;
ds = body n*ds;
end

% Add body geometry to nose geometry:
% subract off intial x coordinate and add final nose coordinate
xvalues body = xvalues body(2:length(xvalues body)) - xvalues body(1) +...
xvalues nose(npoints nose);
% subtract off initial y coordinate and add final nose coordinate
yvalues body = yvalues body(2:length(yvalues body)) - yvalues body(1) +...
yvalues nose(npoints nose);
xvalues = [xvalues nose xvalues body];
yvalues = [yvalues nose yvalues body];
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% Output pertinent values to the workspace...
fprintf('\nFinal cone length is %f inches',xvalues(end)/0.0254);
fprintf('\nFinal cone length is %f meters',xvalues(end));
fprintf('\nCone base diameter is %f inches',2*yvalues(end)/0.0254);
fprintf('\nNumber of points in the nose is: %i',length(xvalues nose));
fprintf('\nNumber of points in the body is: %i',length(xvalues body));
fprintf('\nTotal number of points in the geometry: %i\n',length(xvalues));

% Plot results:
% First plot the geometry...
figure(1);
plot(xvalues*100,yvalues*100,'-o');
hold on; axis equal; grid on;
% plot(xvalues,-yvalues,'-o')
xlabel('Axial Distance from Nosetip [cm]');
ylabel('Spanwise Reference [cm]');

% Plot the spacing between points...
figure(2)
ds = zeros(1,length(xvalues)-1);
for i = 1:length(xvalues)-1
ds(i) = sqrt((yvalues(i+1)-yvalues(i))ˆ2+(xvalues(i+1)-xvalues(i))ˆ2);
end
plot(ds,'r.')
ylabel('Distance between points (m)');
xlabel('i');
grid on;

% Save the geometry if prompted to do so...
if savegeom == 1
% write geometry to file geometry.dat:
csvwrite('4p5 Inch Flared Cone Body.dat',[real(xvalues'),real(yvalues')])
end
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C. Detailed Drawings

Figure C.1. Drawing of Adjustable Angle-of-Attack Adapter - Part 1.
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Figure C.2. Drawing of Adjustable Angle-of-Attack Adapter - Part 2.
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Figure C.3. Drawing of Assembled Adjustable Angle-of-Attack Adapter.
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Figure C.4. Drawing of Roughness Insert Cone Nosetip.
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Figure C.5. Drawing of RIM Insert for Roughness Insert Cone.
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Figure C.6. Drawing of 4.5-Inch Base Flared Cone (Model 1) With
Sensor Positions.
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Figure C.7. Drawing of 4.5-Inch Base Flared Cone (Model 1) With
Sensor Positions Azimuthal Array Sensor Spacings.
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Figure C.8. Drawing of 4.5-Inch Base Flared Cone (Model 1) With
Internal View. Internal views for Model 2 and 3 not included since
they are nearly identical.
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Figure C.9. Drawing of 4.5-Inch Base Flared Cone (Model 2) With
Sensor Positions.
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Figure C.10. Drawing of 4.5-Inch Base Flared Cone (Model 2) With
Sensor Positions.
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Figure C.11. Drawing of 3◦ Half-Angle Cone Frustum.
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Figure C.12. Drawing of 3◦ Half-Angle Cone Frustum Section View A and Back.
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Figure C.13. Drawing of 3◦ Half-Angle Cone Sharp Nosetip.
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Figure C.14. Drawing of 3◦ Half-Angle Cone Extension.
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Figure C.15. Drawing of Adapter to Use with 3◦ Half-Angle Cone Extension.
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Figure C.16. Drawing of 2.5◦ Half-Angle Cone Frustum.
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Figure C.17. Drawing of 2.5◦ Half-Angle Cone Frustum Internal View.
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Figure C.18. Drawing of 2.5◦ Half-Angle Cone Frustum Back View.
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Figure C.19. Drawing of 2.5◦ Half-Angle Cone Sharp Nosetip.

