We extend the generalised comparison principle for the Monge-Ampère equation due to Rauch & Taylor (Rocky Mountain J. Math. 7, 1977) to nonconvex domains. From the generalised comparison principle we deduce bounds (from above and below) on solutions of the Monge-Ampère equation with sign-changing right-hand side. As a consequence, if the right-hand side is nonpositive (and does not vanish almost everywhere) then the equation equipped with constant boundary condition has no solutions. In particular, due to a connection between the two-dimensional NavierStokes equations and the Monge-Ampère equation, the pressure p in 2D Navier-Stokes equations on a bounded domain cannot satisfy ∆p ≤ 0 in Ω unless ∆p ≡ 0 (at any fixed time). As a result at any time t > 0 there exists z ∈ Ω such that ∆p(z, t) = 0.
Introduction
The Monge-Ampère equation is det D 2 φ = f.
When the right-hand side f of this equation is positive it constitutes an example of a nonlinear second order elliptic equation (see, for example, Chapter 17 of Gilbarg & Trudinger (2001) ) and the study of the Dirichlet boundary value problem for this equation goes back to the works of Alexandrov (1958) , Bakelman (1957) and Pogorelov (1964) and it is related to the prescribed Gaussian curvature problem and the Monge-Kantorovich mass transfer problem. Important results in this theory include Alexandrov maximum principle (Aleksandrov, 1968) , the equivalence between the notion of the generalised solution and the notion of viscosity solution (Caffarelli, 1989) , and, most notably, the interior regularity results (see Caffarelli, 1990) . See Gutiérrez (2001) for a modern exposition of the theory of the Monge-Ampère equation.
Moreover the Monge-Ampère equation with positive right-hand side f shares many striking similarities with the Laplace equation; take for instance the fact that both the Laplace operator ∆φ and the determinant of the Hessian det D 2 φ are invariant under orthogonal transformations, the similarity between the comparison principle (see Corollary 4) and the maximum principle for subharmonic functions, or the occurence of Perron's method in finding solutions to the Dirichlet boundary value problem.
However, very little is known about the Monge-Ampère equation when the righthand side f changes sign since in this case it is a (nonlinear) mixed elliptic-hyperbolic problem. A step in this direction is a generalised comparison principle (see Theorem 7), first studied by Rauch & Taylor (1977) in the case of strictly convex domain Ω.
Their study was partially motivated by the problem of the buckling thin elastic shell, Here we further extend this comparison principle to cover the case of nonconvex
domains Ω and we point out an interesting application in the theory of the twodimensional Navier-Stokes equations.
In the next section we recall some background theory of the Monge-Ampère equation. In Section 3 we prove the generalised comparison principle and discuss its consequences (bounds on the solution of the Monge-Ampère equation). In the last section (Section 4) we discuss the link between the two-dimensional Navier-Stokes equations and the Monge-Ampère equation and we use the bounds on solution to the MongeAmpère equation to show that the pressure p in 2D Navier-Stokes equations on a bounded domain cannot satisfy ∆p ≤ 0, ∆p ≡ 0 at any t > 0.
Let Ω be a bounded, open subset of R n . We will use a number of properties of convex functions (and concave functions), the Monge-Ampère measure and the MongeAmpère equation. In this section we quickly recall the relevant definitions and results; the proofs can be found in the first chapter of Gutiérrez (2001) .
it is strictly convex if λx + (1 − λ)y ∈ Ω for all x, y ∈ Ω, λ ∈ (0, 1). A supporting hyperplane If for some for φ at x 0 ∈ Ω is an affine function
Definition 1. The normal mapping of φ (or subdifferential of φ) is the set-valued mapping ∂φ : Ω → P(R n ), which maps x 0 ∈ Ω into the set of all those m for which
where U x 0 denotes some open neighbourhood of x 0 . Given E ⊂ Ω we define
A convex function φ has at least one supporting hyperplane at each point, that is ∂φ(x 0 ) = ∅ for all x 0 ∈ Ω. If φ ∈ C(Ω) then the family of sets
where R := R ∪ {∞} is the Monge-Ampère measure of φ.
In a sense, M φ(E) measures "how convex" φ is on E. Moreover this measure is finite on compact subsets of Ω and it satisfies the following three properties.
(i) It can be verified using Sard's Theorem that if φ ∈ C 2 (Ω) then M φ is absolutely continuous with respect to the Lebesgue measure and
, where I denotes the unit matrix, and so
In particular, adding a constant function has no effect on the Monge-Ampère measure. On the other hand, adding a quadratic polynomial δ|x − x 0 | 2 to a convex function ψ strictly increases its Monge-Ampère measure, that is We focus on the case of convex functions; the case of concave functions follows analogously by replacing, respectively, M φ, M ψ by M (−φ), M (−ψ) and "minimum" by "maximum".
Theorem 3. (Strong comparison principle)
Let Ω be open and bounded and φ, ψ ∈ C(Ω)
be convex functions such that
(1)
This theorem will be important in obtaining our generalised comparison principle for nonconvex domains (see Theorem 7). We prove it by sharpening the proof of the standard comparison principle, see e.g. Gutiérrez (2001), pp. 16-17.
Proof. Suppose that there exists z ∈ Ω such that
This quadratic polynomial is tangent to Q(x) at z and supports it from below, that
Hence in particular Q ∂Ω < Q| ∂Ω and we obtain
see Figure 2 . Now let
We see that z ∈ G and so G is a nonempty open subset of Ω. Hence |G| > 0 and property (ii) gives
Moreover ∂G = {x ∈ Ω : w(x) = φ(x)} (see Figure 2 ). Indeed, this is equivalent to G ∩ ∂Ω = ∅, but for y ∈ ∂Ω we have
that is φ(y) > w(y) and so y ∈ G. Therefore indeed ∂G = {x ∈ Ω : w(x) = φ(x)} and hence property (iii) gives
This and (2) gives M ψ(G) < M φ(G), which contradicts the assumption (1).
The standard comparison principle (Theorem 1.4.6 in Gutiérrez (2001)) is a corollary of Theorem 3.
Corollary 4. (Comparison principle)
Proof. Suppose otherwise that there exists an x 0 ∈ Ω such that
Because Ω is bounded, for sufficiently small δ > 0 the function
still attains its minimum inside Ω, which contradicts the strong comparison principle open, bounded and strictly convex, µ is a Borel measure in Ω with µ(Ω) < +∞ and g ∈ C(∂Ω), then there exists a unique convex generalised solution ψ ∈ C(Ω) to the
Similarly there exists a unique concave generalised solution to this problem.
Before turning to the generalised comparison principle we recall the following weak convergence result for Monge-Ampère measures.
Lemma 6. Let Ω ⊂ R n be an open, bounded and strictly convex domain, µ j , µ be Borel measures in Ω with µ j (Ω) ≤ A for all j and some A > 0 and µ j µ as
The above lemma is proved in Gutiérrez (2001) , pp. 20-21, in the case g j ≡ g, j = 1, 2, . . .. The case g j ≡ g follows as a straightforward generalisation.
Generalised comparison principle
For φ ∈ H 2 (Ω) let
is positive definite at x},
is negative definite at x}. Let ψ ∈ C(Ω) be a convex function in Ω with M ψ(Ω) < ∞ and let φ ∈ H 2 (Ω) be such
Then
We give a proof that does not use the solvability result of the Monge-Ampère equation on Ω, and so does not require strict convexity of Ω (see Theorem 5). Instead we replace it with the solvability result on a neighbourhood B of a point in Ω and an application of the strong comparison principle (Theorem 3). Since the resulting proof is therefore local in nature -it does not use any global properties of Ω -it allows for Ω to be nonconvex. (In fact the original proof due to Rauch & Taylor (1977) does not use strict convexity of Ω when φ is assumed to be C 2 (Ω); but for φ ∈ H 2 their approximation argument requires the solvability result (Theorem 5), which is only valid for Ω strictly convex.)
Proof. We focus on the case of ψ convex; the case of concave ψ follows by replacing φ, ψ by −φ, −ψ respectively. Assume first that φ ∈ C 2 (Ω) (here we can follow Rauch & Taylor (1977) ). Suppose otherwise that there exists x 0 ∈ Ω such that
and consider the function
Since Ω is bounded, it is clear that for ε 0 sufficiently small the function φ − ψ still does not attain its minimum on ∂Ω. This means that for such an ε 0 fixed there exists x ∈ Ω such that
Moreover, because on A φ both ψ and φ are convex and (2013)), we see that D 2 φ( x) has at least one nonpositive eigenvalue. Let λ ≤ 0 be one such eigenvalue and let α ∈ R n , |α| = 1, be the respective eigenvector. Then, by performing a Taylor expansion in the α direction, we can write, for t ∈ R with |t|
where a 1 ∈ R and o(·) : R → R denotes any function such that o(y)/y y→0 −→ 0. As ψ is convex, it has a supporting hyperplane at x (see 4) ). Hence
where a 2 , a 3 ∈ R. Combining this with (6) and using (5), we obtain
for small values of |t|. This means that the quadratic polynomial
attains its minimum at t = 0. Hence a 1 = a 3 and λ − ε 0 ≥ 0, which contradicts λ ≤ 0 < ε 0 . Now let φ ∈ H 2 (Ω), and similarly as before consider ψ and x given by (4) and (5). Let B be an open ball centered at x and such that B ⊂ Ω.
due to the Hölder inequality). For each j let ψ j be the unique convex solution of the
The existence of such ψ j is guaranteed by the existence theorem (Theorem 5). Because φ j ∈ C 2 , the first part gives
Furthermore, because (det
and because φ j − φ C 0 (∂B) → 0, we can use the convergence lemma (Lemma 6) to obtain that ψ j → Ψ uniformly on compact subsets of B for some subsequence (which we relabel), where Ψ ∈ C 0 (B) is convex and satisfies
Taking the limit j → ∞ in (7) we get Ψ ≤ φ on B and so in particular Therefore (8) becomes
that is Ψ − ψ admits an internal minimum in B. This contradicts the strong comparison principle (Theorem 3).
An immediate consequence of the generalised comparison principle is that a so-lution to the Monge-Ampère equation with sign-changing right-hand side can be bounded above and below by, respectively, the concave and the convex solutions of certain Monge-Ampère problems.
Proof. This follows from the generalised comparison principle (Theorem 7) since
Note that if Ω is strictly convex then the functions Φ conv , Φ conc are uniquely determined by the existence theorem (Theorem 5). What is more, if n is even then det D 2 (−φ) = det D 2 φ and hence Φ conv and Φ conc are solutions to the same problem
In other words, if n is even, then any φ ∈ H 2 (Ω) can be bounded below and above using functions Φ conv and Φ conc which depend only on the positive part of det D 2 φ and the boundary values of φ. The power of Corollary 8 is demonstrated by the following nonexistence result.
Corollary 9. Let n be even, Ω a bounded, open subset of R n , C ∈ R and f a nonpositive function such that f ≡ 0. Then the problem
Proof. Suppose there exists φ ∈ H 2 (Ω), a solution of the above problem. The constant function Φ ≡ C satisfies det D 2 Φ = 0 = f + with Φ| ∂Ω = C. Therefore, by Corollary 8,
4 An application to the 2D Navier-Stokes equations
Let us consider the two-dimensional Navier-Stokes equations
at any t > 0 equipped with incompressibility constraint div u = 0. Taking the divergence of the equations and using the incompressibility constraint we obtain
Now, because any divergence-free 2D vector field can be represented as u = (φ y , −φ x ) for some scalar function φ, we can write
This is the Monge-Ampère equation
This connection between the pressure p and velocity u in 2D Navier-Stokes equations was first studied by Larchevêque (1990 Larchevêque ( & 1993 , who also observed that in the regions of positive ∆p the velocity u has closed streamlines, which he related to the appearance of coherent structures. In contrast to this local analysis, here we use the results of the previous section to show that if ∆p ≡ 0 then it is not possible that ∆p ≤ 0 throughout Ω. Indeed, because the global-in-time solution (u, p) of the twodimensional Navier-Stokes equations is smooth, given C 1 regularity of ∂Ω, we have in particular that u ∈ H 1 0 (Ω), that is φ ∈ H 2 (Ω) and ∇φ = 0 on ∂Ω. In particular φ| ∂Ω = C for some C ∈ R and from the last corollary we obtain that ∆p ≤ 0 (with ∆p = 0) cannot hold throughout Ω.
We also note that ∆p > 0 cannot throughout Ω, which can be shown using elementary methods. Indeed, because the solution (u, p) to the 2D Navier-Stokes equations is smooth (see e.g. Lions & Prodi (1959) , Section 3.3 of Temam (2001) or Section 9.6 of Robinson (2001)) we have in particular that u ∈ C 1 (Ω), that is φ ∈ C 2 (Ω). Therefore, if ∆p > 0 we can follow an idea from Section IV.6.3 of Courant & Hilbert (1962) to write, using (9), φ xx φ yy ≥ det D 2 φ = 1 2 ∆p > 0 and we see (by continuity) that either φ xx , φ yy > 0 in Ω or φ xx , φ yy < 0 in Ω.
Supposing that φ xx , φ yy > 0, we can use the divergence theorem to obtain 0 <ˆΩ ∆φ dx dy =ˆ∂ 
