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Abstract
In this paper, we propose a model reduction algorithm for approximation of large-scale linear time-
invariant dynamical systems. The method is a two-sided projection combining features of the singular value
decomposition (SVD)-based and the Krylov-based model reduction techniques. While the SVD-side of the
projectiondependson theobservabilitygramian, theKrylov-side isobtainedvia iterative rationalKrylovsteps.
The reduced model is asymptotically stable, matches certain moments and solves a restrictedH2 minimization
problem.Wepresentmodifications to theproposedapproachforemploying low-rankgramians in the reduction
step and also for reducing discrete-time systems. Several numerical examples from various disciplines verify
the effectiveness of the proposed approach. It performs significantly better than the q-cover [A. Yousouff, R.E.
Skelton, Covariance equivalent realizations with applications to model reduction of large-scale systems, in:
C.T. Leondes (Ed.), Control and Dynamic Systems, vol. 22, Academic Press, 1985, pp. 273–348; A. Yousouff,
D.A. Wagie, R.E. Skelton, Linear system approximation via covariance equivalent realizations, Journal of
Math.Anal.andAppl.196(1985)91–115]andthe least-squares[S.Gugercin,A.C.Antoulas,Modelreduction
of large scale systems by least squares, Linear Algebra Appl. 415(2–3) (2006) 290–321] methods that have a
similar projection structure to the proposed method. Also, in terms of both theH2 andH∞ error measures,
its performance is comparable to or sometimes better than that of balanced truncation. Moreover, the method
proves to be robust with respect to the perturbations due to usage of approximate gramians.
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1. Introduction
Dynamical systems are the basic framework for modeling and control of an enormous variety
of complex systems. Examples include heat transfer, temperature control in various media, signal
propagation and interference in electric circuits, wave propagation and vibration suppression in
large structures; and behavior of micro-electro-mechanical systems. Direct numerical simulation
of the associated models has been one of the few available means for studying complex underlying
physical phenomena. However, the ever increasing need for improved accuracy requires the inclu-
sion of ever more detail in the modeling stage, leading inevitably to ever larger-scale, ever more
complex dynamical systems. Simulations in such large-scale settings often lead to unmanageably
large demands on computational resources, which is the main motivation for model reduction.
The goal is to produce a much lower dimensional system with input/output behavior close to the
original one.
In this paper, we consider a single-input/multi-output (SIMO) linear time invariant (LTI) system
S given in state-space form as
S :
{
x˙(t) = Ax(t) + b u(t)
y(t) = C x(t), ⇔S :=
[
A b
C 0
]
, (1.1)
where A ∈ Rn×n, b ∈ Rn, and C ∈ Rp×n. In (1.1), x(t) ∈ Rn is the state, u(t) ∈ R is the input,
and y(t) ∈ Rp is the output ofS. Transfer function ofS, denoted by G(s), is given by G(s) =
C(sIn − A)−1b. In the sequel, we will assume that the full-order model S is asymptotically
stable, i.e. Real(λi(A)) < 0 for i = 1, . . . , n; and is minimal, i.e. reachable and observable. We
call a dynamical system stable, if Real(λi(A))  0 for i = 1, . . . , n and all eigenvalues on the
imaginary axis are simple; hence, unlike an asymptotically stable dynamical system, a stable one
might have a pole on the imaginary axis.
The goal of model reduction, in this setting, is to produce a much smaller order system Sr
with state-space form:
Sr :
{
x˙r (t) = Arxr (t) + bru(t)
yr (t) = Crx(t), ⇔Sr :=
[
Ar br
Cr 0
]
, (1.2)
where Ar ∈ Rr×r , br ∈ Rr , and Cr ∈ Rp×r (with r  n), such that the reduced system Sr
will have approximately the same response (output) as the original system to any input u(t) ∈
L2(0,∞), i.e. yr (t) approximates y(t) well.
In this note, we will construct the reduced order models through projection: Sr in (1.2) will
be obtained as
Ar = ZT AV, br = ZT b, and Cr = CV. (1.3)
where V ∈ Rn×r and Z ∈ Rn×r such that ZT V = Ir . The corresponding oblique projector is given
by VZT .
The model reduction algorithms we will consider can be put under three categories, namely
(a) SVD (Gramian) based methods,
(b) Krylov (moment matching) based methods, and
(c) SVD-Krylov based methods.
In SVD-based model reduction, the reducing subspaces V and Z, hence the underlying oblique
projection, depends on the reachability and/or the observability gramians. The Hankel singular
values, singular values of the Hankel operator associated with S, are the key ingredients in this
category and play a similar role to that of the singular values in the optimal 2-norm approximation
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of constant matrices. Balanced Truncation [47,46] is the most common SVD-based method.
When applied to asymptotically stable systems, it preserves asymptotic stability and provides
an a priori bound on the approximation error. However, since the exact balanced truncation
requires dense matrix factorizations, its computational complexity is O(n3) and is expensive to
implement in large-scale settings. Hence, in such cases, one uses approximate low-rank versions of
balanced truncation [31,50,42,15]. For more detail on the efficient implementations of balancing
related model reduction in large-scale settings, see [31,15,56,2,50]. The Optimal Hankel Norm
Approximation [25], and the Balanced Singular Perturbation Approximation [43] are the two
other common SVD-based techniques.
The main ingredients for the Krylov-based methods are the moments ofS. The kth moment
ofS at a point s0 ∈ C is the kth derivative of its transfer function G(s) at s0. Krylov-based model
reduction constructs a reduced modelSr that interpolates a certain number of moments ofS at
selected interpolation points. Under this category, we list the Arnoldi [7] and the Lanczos proce-
dures [44], and the rational Krylov method [26,53,21,18]. Compared to the SVD-based methods,
these methods are numerically more reliable; the computational complexity is ofO(n2r) for dense
systems and can be as low as O(nr2) for sparse systems depending on the sparsity structure; and
the storage requirement is of O(nr). Also, the asymptotic stability of the reduced model can be
obtained through restarting [27]. But there exist no a priori error bounds. However, recently in
[9,30,32], global error expressions have been developed for Krylov-based model reduction.
Recently much research has been done to obtain a model reduction algorithm which connects
the SVD and the Krylov based methods; see, for example, [2,3,51,22,31,33]. The goal of these
works is to combine the theoretical features of the SVD based methods such as stability, global
error bounds, with the efficient numerical implementation of the Krylov-based methods. In this
paper, we propose a model reduction algorithm which achieves this goal. The method is a two-
sided projection where one side reflects the Krylov part of the algorithm, and the other side
reflects the SVD (Gramian) part. The reduced model is asymptotically stable, solves a restricted
H2 minimization problem and matches certain moments.
The rest of the paper is organized as follows: In Section 2, we review the basic facts related
to the model reduction problem in our setting. Section 3 describes the proposed method and
presents the main results followed by the numerical examples in Sections 4. Conclusions are
given in Section 5.
2. Some preliminaries
As stated above, the proposed method carries both gramian (SVD) and moment matching
(Krylov) information. Hence, in this section, we review some basic facts related to these concepts.
2.1. H∞ andH2 norm of a dynamical system
The two main system norms to measure how well Sr approximates S are the H∞ and H2
norms.
Definition 2.1. LetS be an asymptotically stable dynamical system as in (1.1). TheH∞ norm
ofS is defined as ‖S‖H∞ := supω∈R ‖G(jω)‖2 where ‖ · ‖2 is the 2-norm. On the other hand,
theH2 norm is given by ‖S‖H2 :=
(
1
2π
∫ +∞
−∞ ‖G(jω)‖2F dω
)1/2
where ‖ · ‖F is the Frobenius
norm.
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The H∞ norm of the error system S−Sr is a measure of the worst case L2 output error
‖y(t) − yr (t)‖ over all unit energy inputs; whereas theH2 norm of the error system measures the
energy of the output error aggregated over an orthogonal family of unit energy inputs. In Section 4,
we will compare the performance of the proposed approach with other model reduction techniques
via both theH2 andH∞ error measures.
2.2. Lyapunov equations, system gramians and balanced truncation
LetS be as in (1.1). The solutions P and Q to the following Lyapunov equations
AP + PAT + bbT = 0, AT Q + QA + CT C = 0 (2.1)
are called the reachability and the observability gramians, respectively. Under the assumptions
thatS is asymptotically stable and minimal, P, Q ∈ Rn×n are unique symmetric positive definite
matrices. Gramians play a crucial role in SVD-based model reduction such as in applying balanced
truncation as explained below. Square roots of the eigenvalues of the product PQ are the singular
values of the Hankel operator associated withS and are called the Hankel singular values ofS,
denoted by σi(S): σi(S) = √λi(PQ). The Hankel singular values and the rate they decay are
the critical components of the SVD-based model reduction methods. In most cases, σi(S) decay
very rapidly. The faster they decay the easier to reduceS. For more discussion on this issue, see
[6,5].
Let P = UUT and Q = LLT . U and L are sometimes called the Cholesky factors or the
square-roots of P and Q, respectively. Let UT L = WSYT be the singular value decomposition
with S = diag(σ1, σ2, . . . , σn). Let Sr = diag(σ1, σ2, . . . , σr ), r < n. Construct
Z = LYrS−1/2r and V = UWrS−1/2r , (2.2)
where Wr and Yr denote the leading r columns of W and Y respectively; hence Z, V ∈ Rn×r .
Then the rth order reduced order modelSr with transfer function Gr (s) = Cr (sIr − Ar )−1br via
balanced truncation is obtained by reducingS using Z and V in (2.2), i.e. Ar = ZT AV, br =
ZT b, Cr = CVr . The reduced system Sr due to balanced truncation is asymptotically stable
and theH∞ norm of the error system satisfies
‖S−Sr‖H∞  2(σr+1 + · · · + σn). (2.3)
For details, see [6].
2.3. Krylov (moment matching) based model reduction
In model reduction by moment matching (also called multi-point rational interpolation), one
seeks a reduced model Sr whose transfer function Gr (s) interpolates G(s) as well as a certain
number of its derivatives (called moments) at selected points sk in the complex plane. In other
words, the goal is to find the reduced system matrices Ar , br , and Cr so that
(−1)j
j !
djG(s)
dsj
∣∣∣∣
s=sk
=C(skIn−A)−(j+1)b=Cr (skIr −Ar )−(j+1)br = (−1)
j
j !
djGr (s)
dsj
∣∣∣∣
s=sk
for k = 1, . . . , K and for j = 1, . . . , J where K and J denote, respectively, the number of
interpolation points sk and the number of moments to be matched at each sk . The quantity C(skIn −
A)−(j+1)b is the j th moment ofS at sk . If sk = ∞, moments are called the Markov parameters
and are given by CAjb for j = 0, 1, 2, . . . In the projection framework, the multi-point rational
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interpolation problem was first treated by Skelton et al. in [18,57,58]. Grimme [26] showed how
one can obtain the required projection in a numerically efficient way using the rational Krylov
method of Ruhe [53], hence showed how to solve the moment matching (multi-point rational
interpolation) problem using the Krylov projection methods in an effective way. Before we state
this result, we define the Krylov subspace of index j for a matrix F ∈ Cn×n, a vector g ∈ Cn, and
a point s0 ∈ C:
Kj (F, g; s0) :=Span([g Fg F2g · · · Fj−1g]) if s0 = ∞,
Kj (F, g; s0) :=Span([(s0In − F)−1g · · · (s0In − F)−jg]) if s0 /= ∞.
Theorem 2.1 [26]. If
Ran(V)⊇Span[Kj1(A, b; s1), . . . ,KjK (A, b; sK)] and (2.4)
Ran(Z)⊇Span[KjK+1(AT , CT ; sK+1), . . . ,Kj2K (AT , CT ; s2K)], (2.5)
with ZT V = Ir , then the reduced order modelSr in (1.2) matches jk moments ofS at the inter-
polation point sk for k = 1, . . . , 2K, i.e. Gr (s) interpolates G(s) and its first jk − 1 derivatives
at sk.
Theorem [26] states that to solve the multi-point rational interpolation problem by Krylov
projection, one needs to construct the two matrices V and Z spanning the required rational Krylov
subspaces as shown above. Choosing good/optimal interpolation points is the most important
question in Krylov-based model reduction and until very recently this choice has been usually
done in an ad-hoc way. Gugercin and Antoulas [32,30] introduced a systematic, but not optimal,
way of choosing the shifts and showed that this selection strategy worked quite efficiently.
In a very recent paper, Gugercin et al. [35] has proposed an optimal shift selection strategy
for solving the optimal H2 model reduction problem in a solely Krylov-based setting and has
largely resolved the shift selection issue. For more details on Krylov-based model reduction, see
[21,22,26,30,4,6].
Krylov-based model reduction in the MIMO case: Even though Theorem 2.1 explains
how to solve the rational interpolation problem theoretically for the MIMO case as well as the
SISO case, implementation of the underlying Krylov-based method becomes a much harder
task for MIMO systems. The main difficulties are the needs for a block rational Krylov method
and an effective deflation strategy. As for the single interpolation point case, a MIMO version
of the Arnoldi procedure with deflation has been introduced by Boley in [13]. On the other
hand, the problem for the MIMO Lanczos procedure has not been completely solved until very
recently. For the non-symmetric case, many authors have provided only block versions of the
algorithm without the deflation procedure; see for example [8,41,49]. However these block-
wise approaches only tackled the problems with the same number of inputs and outputs. This
obstacle has been overcome in [54,48,17] only for the symmetric case. For the most general
problem, namely the nonsymmetric case with arbitrary number of inputs and outputs, a solution
has been recently presented by Freund et al. in [19] via a vector-wise construction of the un-
derlying Krylov subspace with deflation. As for the MIMO systems and multiple interpolation
points, the author is not aware of an effective implementation to address the MIMO (block)
rational Krylov reduction except the special case of tangential interpolation by Gallivan et al.
[23].
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3. The proposed method
In this section, we propose an SVD-Krylov based model reduction algorithm that produces a
reduced modelSr by projection as in (1.3) with the matrix Z having the specific form:
Z := QV(VT QV)−1, (3.1)
where Q is the observability gramian as defined in (2.1) and V spans a rational Krylov subspace
as in (2.4). The specific choice of V will be explained below. Clearly, ZT V = Ir and the reduced
systemSr in state-space is given by
Sr =
[
Ar br
Cr 0
]
=
[
(VT QV)−1VT QAV (VT QV)−1VT Qb
CV 0
]
. (3.2)
In the reduction step (3.2), V reflects the Krylov-side of the algorithm and Z reflects the SVD-side.
With the choice of Z as in (3.1), the quality of the approximantSr critically depends on the reducing
subspace V; consequently the interpolation points sk used to form V. In this note, in constructing
the rational Krylov subspace V, we will choose the interpolation points in an (sub)optimal way
based on the following theorem, a straightforward extension of Gaier’s discrete-time result [20]
to multivariate continuous-time systems.
Theorem 3.1. Given an asymptotically stable systemS with transfer function G(s) as in (1.1),
let Sr be an rth reduced system with transfer function Gr (s) having fixed stable reduced poles
α1, . . . , αr . Then ‖S−Sr‖H2 is minimized if and only if
G(s) = Gr (s) for s = −α¯1,−α¯2, . . . ,−α¯r . (3.3)
Since the poles {αi} occur in complex conjugate pairs, (3.3) can be rewritten as G(s) = Gr (s)
for s = −α1, . . . ,−αr . Theorem 3.1 states that if Gr (s) interpolates G(s) at the mirror images
of the poles of Sr , then Sr is guaranteed to be an optimal approximation of S with respect to
theH2 norm among all reduced order systems having the same reduced system poles {αi}, i =
1, . . . , r . For the shift selection in the case of general, unconstrained (without fixed reduced poles)
Krylov-based optimalH2 approximation problem, see the recent paper by Gugercin et al. [35].
Theorem 3.1 classifies an optimal shift selection strategy as the mirror images of the poles of
Sr , i.e. as the mirror images of the eigenvalues of Ar . However, since these reduced poles are not
known a priori, one cannot simply set si = −λi(Ar ); successive rational Krylov steps are needed.
Hence, inspired by [35], we propose to run iterative rational Krylov steps where the interpolation
points at the (k + 1)th step are chosen as the mirror images of the eigenvalues of Ar from the kth
step. This forms V at each step. Then, the corresponding Z is obtained from the formula (3.1).
Here is a sketch of the proposed algorithm:
Algorithm 3.1. An iterative SVD-rational Krylov based model reduction method (ISRK):
1. Make an initial shift selection si , for i = 1, . . . , r.
2. Construct V such that Ran(V) = Span{(s1In − A)−1b, . . . , (srIn − A)−1b} with VT V = Ir .
3. Z = QV(VT QV)−1
4. while (the relative change in si)  tol
(a) Ar = ZT AV,
(b) si ←− −λi(Ar ) for i = 1, . . . , r
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(c) Construct V such that Ran(V) = Span{(s1In − A)−1b, · · · , (srIn − A)−1b} with VT V =
Ir .
(d) Z = QV(VT QV)−1
5. Ar = ZT AV, br = ZT b, Cr = CV
6. Gr (s) = Cr (sIr − Ar )−1br .
It follows that upon convergence, si = −λi(Ar ), for i = 1, . . . , r; and hence Gr (s) interpolates
G(s) at the mirror images of the reduced poles, as desired. We note that the orthogonalization
of V in Steps 2 and 4(c) above are for numerical purposes only. Instead, one can simply set
V = [(s1In − A)−1b, . . . , (srIn − A)−1b].
The following theorem lists the properties of the proposed model reduction algorithm:
Theorem 3.2. Given an asymptotically stable and minimal SIMO dynamical system S with
transfer function G(s), let the reduced model Sr with transfer function Gr (s) be obtained via
Algorithm 3.1.Then,Sr is asymptotically stable. Also, letα1, . . . , αr denote the poles ofSr .Gr (s)
interpolates G(s) at −αi, for i = 1, . . . , r, and thereforeSr minimizes theH2 error ‖S− S˜r‖H2
among all rth order reduced models S˜r having the same poles α1, . . . , αr .
Proof. Without loss of generality, we can assume that Q = In. Then Z = V with VT V = Ir .
Hence, the observability Lyapunov equation forS becomes
A∗ + A + C∗C = 0, (3.4)
where ∗ denotes complex-conjugate transpose.1 Multiplying (3.4) by V∗ from left and V from
right, we obtain
A∗r + Ar + C∗r Cr = 0. (3.5)
By the Lyapunov inertia result, (3.5) reveals that Ar is stable. Due to interpolation at the mirror
images of the eigenvalues of Ar upon convergence of Algorithm 3.1, there exists a nonsingular
matrix K such that
AVK + VKA∗r + bb∗r = 0. (3.6)
Multiplying (3.6) by V∗ from left leads to
ArK + KA∗r + brb∗r = 0. (3.7)
Recall that due to (3.4), Ar is stable. Hence, for the asymptotic stability of Ar , what is left to
show is that Ar has no eigenvalues on the imaginary axis. To prove this, we use contradiction and
assume that Ar has an eigenvalue on the imaginary axis, i.e.
z∗Ar = z∗λ, where λ = jω.
Let ‖z‖2 = 1. Then,
z∗Arz = λ and z∗A∗r z = λ∗ = −λ.
1 To unify the notation, through out the proof, we will use complex-conjugate transpose (∗) instead of transpose (T )
even for real parameters.
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Multiplying (3.7) by z∗ and z from left and right, respectively, one gets
b∗r z = 0. (3.8)
Finally, multiplying (3.6) by z from right and using (3.8), we obtain
AVKz = VKzλ.
This final expression reveals that VKz is an eigenvector of A with the corresponding eigenvalue
λ = jω; i.e. A has an eigenvalue on the imaginary axis; which contradicts the fact that the full-
order modelS is asymptotically stable. Therefore, Ar cannot have an eigenvalue on the imaginary
axis; and consequentlySr is asymptotically stable. The second part of the theorem follows from
Theorem 3.1. 
Before presenting some remarks, we note that in the sequel, both Algorithm 3.1 and ISRK
will be used to refer to the proposed method.
Remark 3.1. The reduced order models of the form similar to (3.2) have appeared in the work of
Skelton et al. in [18,57,58]. In [57,58], the dual projection is used where Q is replaced by P and
V is chosen as the observability matrix of order r leading to the so-called q-cover realizations.
Moreover, in [18], these results were generalized to the case where V was replaced by a rational
Krylov subspace. However, the proposed algorithm, ISRK, is different from these approaches in
the specific way we construct V, through iterative rational Krylov steps. In [18,57,58], the reduced
model was guaranteed to be only stable, not asymptotically stable; i.e.Sr might have a pole on
the imaginary axis even though the original model S does not. However, ISRK guarantees the
asymptotic stability ofSr . Moreover, the optimality in theH2 sense does not hold in [18,57,58],
since this optimality requires the interpolation condition given in (3.3). The numerical examples
in Section 4 illustrate that even though the proposed method has a similar structure to that of the
q-cover realization method, it performs drastically better due to the optimality of the interpolation
points.
Remark 3.2. In the discrete-time case, one can apply the projection (3.2) by replacing Q with
the observability gramian of the corresponding discrete-time system. This leads to the least-
squares model reduction approach of Gugercin and Antoulas [33]. Unlike the continuous-time
case, regardless of the choice of V, Sr is guaranteed to be asymptotically stable. These are the
precise reasons that [33] proposed, first, transforming a continuous-time system into discrete-time,
applying the least-squares reduction in discrete-time, and then transforming back to continuous-
time. However, in the proposed approach, we achieve asymptotic stability while staying in the
continuous-time framework. In addition, we obtain the optimality in theH2 sense due to (3.3),
which does not hold for the least-squares model reduction method [33].
Remark 3.3. Recently, for the optimal H2 model reduction problem, Gugercin et al. [35] pro-
posed a solely Krylov-based iterative algorithm, that has a structure similar to that of Algorithm
3.1. However, the method in [35] does not use the observability gramian Q unlike the proposed
method; both Z and V are rational Krylov subspaces. The main difference is that while the starting
point for ISRK is the projection structure in (3.1) and (3.2), [35] uses the interpolation based first-
order necessary conditions for the optimalH2 model reduction problem [45] as a starting point
and generates a reduced model satisfying these conditions. Moreover, even though an unstable
reduced model has been observed extremely rarely, [35] does not guarantee stability since Q is
not used in the reduction process.
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We have implemented Algorithm 3.1 for many different dynamical systems. In each of our
numerical examples, the algorithm has always converged after a small number of steps. Even
though we tried to force a convergence failure for the proposed method by making unrealistically
poor initial shift selections, it has still succeeded to converge in a small number of steps; see
Section 4.4. However, despite this overwhelming numerical evidence, a convergence proof for
ISRK has not been obtained yet and this issue is currently under investigation.
Even though in all of our simulations, a random initial shift selection for ISRK resulted in a
satisfactory reduced model, in some cases even better than those obtained by balanced truncation
as presented in Section 4, here we briefly discuss the initialization issue. It is clear that one should
make the initial shift selection in the region where the mirror image of the spectrum of A lies. This
comes from the fact that upon convergence the proposed algorithm yields interpolation points as
the mirror images of the reduced system poles, and, as in the eigenvalue computations, these
reduces poles will reflect the original pole distribution. One can effectively find the eigenvalues
of A with the smallest/largest real and imaginary parts using, for example, an implicitly restarted
Arnoldi (IRA) algorithm [55]. Then, we suggest choosing the initial shifts in this region; see the
numerical examples in Section 4 for more discussion on this issue.
Newton formulation: Although we have never observed a convergence failure for Algorithm
3.1 which uses the successive substitution framework si ← −λi(Ar ), a Newton iteration frame-
work which guarantees local convergence can be easily developed following the ideas from [35].
Let s denote the set of shifts {si}ri=1 and (s) denote the resulting reduced order poles {λˆi}ri=1.
Then, the convergence criterion s = −(s) can be expressed as a root finding problem for the
function f(s) = (s) + s. Hence, the Newton framework for ISRK can be obtained by replacing
Step 4(b) of Algorithm 3.1 with the Newton step s(k+1) = s(k) − (Ir + J)−1
(
s
(k) + 
(
s
(k)
))
where s(k) and (s(k)) denote, the set of shifts and the reduced poles at the kth step, respectively;
J is the Jacobian and represents the sensitivity of (s) with respect to s, i.e. J(i, j) = ∂λˆi
∂sj
. Define
V = [(s1In − A)−1b, . . . , (srIn − A)−1b] and WT = VT Q, and let xˆi be an eigenvector of unit
length for the generalized eigenvalue problem WT AVxˆi = λˆiWT Vxˆi . Then,
∂λˆi
∂sj
= (xˆ
T
i ej )(bT (sj In−AT )−2Q)(AVxˆi−λˆiVxˆi )+(xˆTi WT A−λˆi xˆTi WT )(sj In−A)−2b)(eTj )xˆi
xˆi
T WT Vxˆi (3.9)
where ej is the j th unit vector. As this analysis illustrates, computation of the Jacobian requires
solving a small r × r generalized eigenvalue problem to compute λˆi and xˆi , and r additional linear
solves to compute (siIn − A)−2b. However, since constructing V already requires computing
(siIn − A)−1b, no additional factorizations are required; only some additional triangular solves
are needed.
Remark 3.4. The MISO and the MIMO cases: The proposed method as implemented in Al-
gorithm 3.1 handles the SIMO case without requiring any block rational Krylov methods. In the
case of a multi-input single-output (MISO) system with transfer function G(s) = c(sI − A)−1B
where A ∈ Rn×n, B ∈ Rn×m and cT ∈ Rn, the dual projection should be used, i.e. Z and V in
Algorithm 3.1 should be replaced by
Z = [(s1I − AT )−1cT , (s2I − AT )−1cT , . . . , (srI − AT )−1cT ] and V = PZ(ZT PZ)−1,
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where P is the reachability gramian of the full-order model; hence avoiding a block rational
Krylov implementation in the MISO case as well. With this dual projection in the MISO case, the
reduced system will have the same properties as in Theorem 3.2, namely the asymptotic stability
and the H2 optimality. This can be easily verified by following the dual steps in the proof of
Theorem 3.2.
In the MIMO case with m > 1 inputs and with the implementation as in Algorithm 3.1, the
main issue will be that for a selection r shifts, V will have mr columns assuming no deflation;
hence leading to an (rm)th order reduced model. Once the poles of this intermediate reduced
system are reflected across the imaginary axis, it will lead to rm shifts; thus causing an (rm2)th
order reduced system in the next step, and so forth. Hence, one should not apply Algorithm 3.1
as it is in the MIMO case. One possible remedy in keeping the reduced order r fixed is to use the
concept of tangential interpolation, see [23,1,10]. This approach is currently under investigation
by the author and will be presented in a separate work.
3.1. Implementation issues in large-scale settings: use of low-rank gramians
It follows from (3.2) and Algorithm 3.1 that the proposed model reduction method requires
computing matrices Z and V such that
Ran(V) = Span{(s1I − A)−1b, . . . , (srI − A)−1b} and
Ran(Z) = Ran(QV)withZT V = Ir . (3.10)
The rational Krylov subspace V can be effectively constructed using the numerically efficient
rational Krylov method [26]. However, in large-scale settings, computing an exact gramian is a
formidable task. Hence, in this section, we discuss the effects of replacing the exact gramian Q
by a low-rank approximation in constructing Z.
3.1.1. Low-rank approximation to Q
In large-scale settings, computing the exact, full-rank observability gramian Q using the stan-
dard approach by Bartels-Stewart [11] as modified by Hammarling [37] is numerically expensive
since this method requires computing the Schur decomposition of A. Therefore, iterative low-rank
schemes have been developed in the literature including [38,39,40,50,31]. The goal is to find a
low-rank approximation Q̂ = L̂L̂T to Q where L̂ ∈ Rn×k and Q̂ = L̂L̂T ≈ Q. Effectiveness of
the low-rank schemes stems from the fact that solutions to the Lyapunov equations associated
with dynamical systems have often low numerical rank [5,52].
In large-scale settings, we propose to replace Q by an effective low-rank approximation. In
addition to reducing the computational cost, using a low-rank approximation will reduce the
memory requirements as well by avoiding the storage of the dense n × n matrix Q. Instead, we
will store only the low-rank factor L̂ ∈ Rn×k . With the low-rank approximation Q̂, the approximate
Z, denoted by Ẑ, can be computed as
Ẑ = Q̂V(VT Q̂V)−1
= VT L̂︸︷︷︸
:=T
L̂T (VT L̂L̂T V)−1 = TL̂T (TTT )−1, (3.11)
where T ∈ Rr×k . The low-rank formulation in (3.11) illustrates how to compute the reduced
modelSr without computing and storing the dense n × n matrix Q.
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Remark 3.5. Effect of using low-rank gramians on stability: As shown in Theorem 3.2, upon
convergence, the proposed algorithm generates an asymptotically stable reduced order model.
However, stability of the reduced system is not always guaranteed when Q is replaced by a
low-rank approximation Q̂. This is similar to the case of approximate balanced truncation [31,
50,34] where approximate low-rank gramians are used to balance the system and stability is
no longer guaranteed. However, as in the case of approximate balanced truncation [31,50,34],
in practice, stability does not seem to an issue when a low-rank gramian Q̂ is used. For every
numerical example where Q is replaced by Q̂, we have always obtained an asymptotically stable
reduced model. These considerations are illustrated by the two numerical examples in Section
4.3.
Next, we state the properties of the reduced order model resulting from Algorithm 3.1 when
Q is replaced by a low-rank approximation:
Theorem 3.3. Given an asymptotically stable and minimal SIMO dynamical systemSwith trans-
fer function G(s), let the reduced model Ŝr with transfer function Ĝr (s) be obtained via Algorithm
3.1 by replacing Q with a low-rank approximation Q̂. Also, let α̂1, . . . , α̂r denote the poles of Ŝr .
Then Ĝr (s) interpolates G(s) at −α̂i , for i = 1, . . . , r. Moreover, if Ŝr is asymptotically stable,
it minimizes theH2 error ‖S− S˜r‖H2 among all rth order reduced models S˜r having the same
poles α̂1, . . . , α̂r .
Proof. Note that the rational Krylov subspace V used in computing Ŝr does not depend on Q.
Therefore, upon convergence, interpolation at −α̂i , for i = 1, . . . , r still holds due to Theorem
2.1. The second part of the theorem, i.e. theH2 optimality, is a direct consequence of Theorem
3.1. 
Theorem 3.3 states that the interpolation property of the proposed method is not affected from
using an approximate gramian. Moreover, the restrictedH2 optimality still holds provided that
the reduced model is asymptotically stable.
3.1.2. Perturbation effects of using low-rank gramians
In the case of approximate gramians, an important error measure to quantify is the deviation
from the exact reduced model. Below, we will give an exact expression for this error and then
discuss the robustness of the proposed method with respect to using low-rank gramians.
Theorem 3.4. Given S with transfer function G(s) = C(sIn − A)−1b, let Q and Q̂ denote,
respectively, the exact and the approximate observability gramians. For a selection of r in-
terpolation points {si}ri=1, let the reduced-model Sr with transfer function Gr (s) = Cr (sIr −
Ar )−1br be obtained as in (3.2), i.e. Ar = ZT AV, br = ZT b, and Cr = CV with V = [(s1In −
A)−1b, . . . , (s1In − A)−1b], andZ = QV(VT QV)−1. On the other hand, let Ŝr with transfer
function Ĝr (s) = Ĉr (sIr − Âr )−1bˆr be obtained similarly as Âr = ẐT AV, bˆr = ẐT b, and Ĉr =
CV where V is as before and Ẑ = Q̂V(VT Q̂V)−1, i.e. Ẑ, and consequently Ŝr , are constructed
using the approximate gramian Q̂. Then, the transfer function of the error system between the
two reduced systems is given by
Gr (s) − Ĝr (s) = Cr (sIr − Ar )−1ZT [In − (sIn − A)V(sIr − Âr )−1ẐT ]b. (3.12)
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Proof. The result follows from observing that Cr = Ĉr , ZT V = ẐT V = Ir and factoring out
(sIr − Ar )−1ZT from left and b from right in Gr (s) − Ĝr (s). 
The error transfer function Gr (s) − Ĝr (s) in (3.12) has size related to how well V(sIr −
Âr )−1ẐT approximates (sIn − A)−1. This is related to the quality of the Ritz approximation
VÂr ẐT to A, which greatly depends on the selection of interpolation points sj . This means that
for a good/optimal selection of interpolation points, we expect V(sIr − Âr )−1ẐT to approximate
(sIn − A)−1 well, hence consequently, Ŝr to be close to Sr . Since the proposed method ISRK
leads to an (sub)optimal shift selection upon convergence, we believe that it will be robust with
respect to the perturbations due to using approximate gramians. These considerations are strongly
supported by the two numerical examples in Section 4.3 illustrating that in terms of both theH2
and H∞ error measures, ISRK is the most robust one among various methods with respect
to the low-rank gramian effects. We also note that both Gr (s) and Ĝr (s) interpolate G(s) at
{si}ri=1 irrespective of the usage of low-rank gramians as shown in Theorem 3.3; hence in (3.12),
Gr (s) − Ĝr (s) = 0 for s = s1, . . . , sr . However, additionally, we expect the optimal interpolation
points to represent a satisfactory global behavior besides an exact local matching, consequently
leading to smallH2 andH∞ error norms for (3.12) as discussed above and as illustrated in Section
4.3. A similar phenomenon occurs in a different setting in employing inexact solves for solving the
shifted linear systems (siIn − A)x = b in Krylov-based model reduction, as recently examined by
Beattie and Gugercin in [14,36]. Ref. [14] illustrates that for good (optimal) interpolation points,
the reduced model obtained via inexact solves is very close to the reduced model obtained via
exact solves, in terms of both theH2 andH∞ behaviors. On the other hand, for poorly selected
interpolation points, inexact solves lead to considerably highH2 andH∞ errors in the resulting
reduced order model. Hence, the good/optimal interpolation points provide not only effective
reduced order models, but also robustness to the perturbations due to either low-rank gramians as
in ISRK or inexact solves as in [14].
3.2. The discrete-time case
In this section, we will examine the implementation of the proposed method in the discrete-time
case. Given an asymptotically stable, SIMO discrete-time dynamical system S with trans-
fer function G(z) = C(zIn − A)−1b where A ∈ Rn×n, b ∈ Rn, and C ∈ Rp×n, the goal is to
construct a reduced-order discrete-time dynamical system Sr with transfer function Gr (z) =
Cr (zIr − Ar )−1br where Ar ∈ Rr×r , br ∈ Rr , and Cr ∈ Rp×r via a discrete-time implementa-
tion of Algorithm 3.1. In discrete-time, asymptotical stability of S means that |λi(A)| < 1. On
the other hand, the h2 norm of S is given by ‖S‖2h2 = 12π
∫ 2π
0 ‖G(ejθ )‖2F dθ . The necessary
modification to Algorithm 3.1 for the discrete-time implementation is clear from the discrete-
time version of Theorem 3.1 due to Gaier [20]: For a discrete-time system S, one should apply
Algorithm 3.1 by replacing the updating step, i.e. Step 4(b), with
si ← 1λi(Ar ) for i = 1, . . . , r. (3.13)
The resulting reduced-order discrete-time system has similar properties to those in the
continuous-time case:
Corollary 3.1. Given an asymptotically stable and minimal SIMO discrete-time dynamical S
with transfer function G(z), let the reduced model Sr with transfer function Gr (z) be obtained
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by Algorithm 3.1 by replacing Step 4(b) with (3.13). Then,Sr is asymptotically stable. Also, let
α1, . . . , αr denote the poles ofSr . Gr (s) interpolates G(z) at 1αi , for i = 1, . . . , r, and therefore
Sr minimizes the h2 error ‖S− S˜r‖h2 among all r th order reduced models S˜r having the same
poles α1, . . . , αr .
3.3. Cost comparison with balanced truncation
In this section, we present a brief cost comparison analysis between ISRK and balanced
truncation (BT). We will first concentrate on the exact reduction case, i.e. the exact gramians
are computed. Since both BT and ISRK require computing Q, we will compare the additional
arithmetics operations with the dominants costs in each method. While for BT, this involves
the cost of computing P (indeed the cost of computing the Cholesky factor U for P) and the
balancing step; for ISRK, it will involve the cost of solving the shifted linear systems in the
construction of V and the cost of the reduction steps, i.e. Steps 4(d) and 5, in Algorithm 3.1.
Even though BT requires solving for P as well as Q, only one Schur decomposition is necessary.
The additional cost for computing the Cholesky factor U is mainly due to the upper triangular
solves in obtaining U; see, for example, the algorithm on page 211 of [6]. At the j th step of
this algorithm, for j = n : −1 : 2, an upper triangular system of size j − 1 needs to be solved.
The cost of solving an upper triangular system of order j is j2. Hence, solving for U in BT
requires additional
∑n
j=2(j − 1)2 ≈ 13n3 arithmetic operations. Moreover, computing UT L and
its SVD adds 2n3 + 21n3 = 23n3 arithmetic operations. For the cost of the SVD, we have used the
operation count for the Golub–Reinsch SVD, see page 254 of [24]. Hence, by neglecting the steps
with much smaller costs, BT requires 703 n
3 additional arithmetic operations besides computing
Q. Even though ISRK does not require computing P, it requires solving r linear systems at each
step of the iteration. However, since the Schur decomposition of A is already computed to obtain
Q, one can solve these shifted linear systems in the Schur basis as triangular systems with n2
arithmetic operations. Assuming that ISRK takes k steps to converge, these linear solves will cost
overall krn2 arithmetic operations. On the other hand, forming QV in obtaining Z and forming
ZT AV will add 4rn2 arithmetic operations by ignoring the terms with O(n) cost such as the cost
of forming VT QV where QV is already computed. Hence, overall, these matrix multiplications
will add 4krn2 arithmetic operations. Therefore, as longs as 5krn2  703 n3, i.e. kr 
14
3 n, ISRK
will be cheaper than BT. The inequality will hold in most cases since r  n and ISRK converges
rather fast; in most cases in less than 4–5 steps. Therefore, we expect that ISRK be cheaper than
BT in most cases if the exact gramians are computed. Note that in this analysis we have not taken
the sparsity of A into account. Even though the sparsity will not affect the cost of BT because
the Schur decomposition is a dense operation, it may further reduce the cost of solving the linear
systems in ISRK based on the sparsity pattern of A. The sparsity of A will, at least, reduced the
cost of the step ZT AV considerably.
Next, we examine the case where the approximate low-rank factors Û and L̂ are used in place
of U and L in applying ISRK and BT. We will assume that the state-space matrices A, b and
C are sparse and concentrate on the ADI-type methods [50,31,42] only. The comparison will
be presented in the amount of matrix factorizations and triangular solves needed. For BT, let m
ADI-shifts be used and let 
 denote the number of steps the ADI takes to converge. Assuming
that one can store the factorizations, the ADI method will require m matrix factorizations. Since
b is a single vector and C has p rows, computing Û and L̂ will require, respectively, 2 and 2p
triangular solves at each step. Hence, overall BT via ADI will cost m factorizations and 2
(p + 1)
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triangular solves. On the other hand, ISRK uses only L̂, hence computing L̂ for ISRK will require
m factorizations and 2
p triangular solves. However, additionally ISRK requires r factorizations
and 2r triangular solves at each step to compute V. Hence, if ISRK takes k steps to converge,
overall it will require rk + m factorizations and 2(rk + 
p) triangular solves. Therefore, we can
state that in case of low-rank gramian approximations, we expect that BT be cheaper. However
as discussed in Section 3.1.2 and illustrated in Section 4.3, ISRK proves more robust to these
perturbations resulting from the usage of low-rank gramians.
4. Numerical examples
In this section, we apply the proposed algorithm to several dynamical systems and compare its
performance with balanced truncation (BT) [47,46], the rational Krylov method (RK) [26], the
least-squares model reduction method (LS) [33], and the (rational) q-cover projection method
(q-cover) [18]. We note that we have not used the Newton formulation in any numerical example,
since Algorithm 3.1 has always converged after a very small number of iterations.
4.1. CD player model
The original model, obtained by finite elements, describes the dynamics between the lens
actuator and the radial arm position of a portable CD player. The model has 120 states, i.e.,
n = 120, with a single input and a single output. For more details on this system, see [30,4,28,16].
First, we examine the convergence behavior of the proposed method. Towards this goal,
we reduce the order to r = 6 and r = 20 using Algorithm 3.1. The initial shifts are complex
and randomly selected in the rectangular region over the complex plane with the real parts of
the shifts bounded by [− maxi (Real(λi(A))),− mini (Real(λi(A)))] and the imaginary parts by
[mini (Imag(λi(A))), maxi (Imag(λi(A)))], for i = 1, . . . , n, reflecting the mirror spectrum of A.
At each step of the iteration, we compute theH2 andH∞ errors due to the current estimate and
plot this error vs the iteration index k. The results are shown in Fig. 1. This figure illustrates that
for both cases r = 6 and r = 20, at each step of the iteration, both theH2 andH∞ error norms are
reduced. Moreover, in each case, the algorithm converges after three steps even for the randomly
selected initial interpolation points.
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Fig. 1. (a)H2 error norm vs the number of iterations (b)H∞ error norm vs the number of iterations.
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4.1.1. Comparison with balanced truncation
Since BT is well known to yield small H∞ and H2 error norms; see [4,28], we present a
detailed comparison between ISRK and BT in terms of both the H∞ and H2 error measures.
Using both BT and ISRK, we reduce the order to r as r varies from 2 to 20 with the increments
of 2; and for each r value, we compare theH2 andH∞ error norms due to BT and ISRK. For
ISRK, the initial interpolation points are chosen randomly as explained above. The results are
depicted in Figs. 2 and 3. In both figures, G(s) denotes the full-order model. Moreover, GISRK(s)
and Gbal(s) denote the reduced models due to ISRK and BT, respectively. While Fig. 2a shows
the H2 error norm vs the reduced order r , Fig. 2b depicts the difference between the H2 error
norms due to the two algorithms, i.e. depicts ‖G(s) − Gbal(s)‖H2 − ‖G(s) − GISRK(s)‖H2 vs r .
As Fig. 2a and b illustrates the proposed algorithm consistently leads to a smallerH2 error and
outperforms BT for all r values. We would like note that this is achieved with a random initial
shift selection and solving only one Lyapunov equation. Since ISRK converges in a very small
number of steps, the overall cost of the proposed method is less than that of BT, see Section
3.3.
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Fig. 2. (a)H2 norm of the error system vs r (b) ‖G(s) − Gbal(s)‖H2 − ‖G(s) − GISRK(s)‖H2 vs r .
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Fig. 4. (a)H2 norm of the error system vs r (b)H∞ norm of the error system vs r .
Next, we present the same analysis for theH∞ error. TheH∞ error norm vs r for both methods
are plotted in Fig. 3a, and the difference between the H∞ errors, i.e. ‖G(s) − Gbal(s)‖H∞ −
‖G(s) − GISRK(s)‖H∞ is plotted in Fig. 3b. These figures reveal that the proposed approach
yields satisfactoryH∞ performance as well. However, unlike theH2 case, for some r values, BT
is slightly better. Although the proposed approach has the optimality in theH2 sense as shown in
Theorem 3.2, a goodH∞ performance is not surprising as Beattie [12] has recently shown that
moment matching at the mirror images of the reduced system poles is asymptotically the optimal
choice for theH∞ performance as well.
4.1.2. Comparison with other methods
In this section, using the CD player model, we compare ISRK with RK [26], LS [33], and
(Rational) q-cover2 [18]. As above, we reduce the order to r = 2 : 2 : 20 and compute both the
H∞ andH2 error norms for all four methods. The interpolation points for RK, LS and q-cover
are selected randomly as above and the same interpolation points are used as initial guesses for
ISRK. Figs. 4a and b depict the resultingH2 andH∞ error norms, respectively. The missing data
points for RK in Fig. 4a mean that the reduced models due to RK are unstable.
Both figures show that even though all of these four methods have the interpolation property,
RK is very sensitive to the shift selection; the random selection results in a very poor performance
and in an unstable reduced model for all cases. On the other hand, with the inclusion of the
gramian information Q in the reduction step, LS and q-cover solve the stability issue and produce
significantly better results compared to RK. However, their performance is still far away from that
of the proposed method: ISRK clearly outperforms LS and q-cover, hence consequently RK.
This illustrates that even though the method is interpolation based, ISRK is much less sensitive
to the initial shift selection and successfully converge to the suboptimal interpolation points via
iterative steps.
2 As mentioned in Remark 3.1, in the original formulation of the q-cover realization [57,58], Gr (s) is obtained as in
(3.2) where Q is replaced by P and V is taken as the leading r columns of the observability matrix. However, in our
examples, we used a rational Krylov subspace for V instead as suggested in [18] which yielded significantly better results
than the original q-cover realization formulation.
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Fig. 5. (a)H2 error norm vs the number of iterations (b)H∞ error norm vs the number of iterations.
4.2. International space station (ISS) 1R module
The full-order system is a model of stage 1R of the International Space Station. It has 270
states, three inputs and three outputs. We consider a single-input/single-output (SISO) subsystem
of this model corresponding to the first input and the first output. For more details on this system,
see [29]. We follow the same analysis presented in Example 4.1.
To examine the convergence behavior of ISRK, we reduce the order to r = 6 and r = 26
using Algorithm 3.1 with the randomly selected initial shifts in the rectangular region bounded
by [− maxi (Real(λi(A))),− mini (Real(λi(A)))] and [mini (Imag(λi(A))), maxi (Imag(λi(A)))],
for i = 1, . . . , n. TheH2 andH∞ errors at each iteration step of the algorithm are shown in Fig.
5a and b, respectively. As in the previous example, the algorithm converges after a very small
number of steps and both theH2 andH∞ error norms are reduced throughout the iteration.
4.2.1. Comparison with balanced truncation
Using both BT and ISRK, we reduce the order to r = 2 : 2 : 40 and compute the corresponding
H2 and H∞ error norms. The initial interpolation points for ISRK are chosen as before. Fig.
6a depicts the H2 error norm vs the reduced order r (the upper plot) and also the difference
‖G(s) − Gbal(s)‖H2 − ‖G(s) − GISRK(s)‖H2 vs r (the lower plot). In this case, for some r values
(12 out of 20 cases), BT is better than ISRK in terms of theH2 performance; however, overall
ISRK is comparable to BT and the H2 error norms due to both methods are close. Fig. 6b
illustrates the H∞ error norms vs r (the upper plot) and the difference ‖G(s) − Gbal(s)‖H∞ −
‖G(s) − GISRK(s)‖H2 vs r (the lower plot). The figure reveals that for 13 out of 20 r values,
ISRK is better than BT in terms of theH∞ performance. BT is well known to yield smallH∞
errors since it uses both P and Q, that are closely related to theH∞ performance. However, the
fact that for some r values, ISRK yields a better H∞ performance than BT is not surprising
since, as mentioned earlier, interpolation at the mirror images of the reduced system poles is
shown to be the asymptotically optimal choice for H∞ model reduction [12] as well. Overall,
for this example, theH∞ error norms of both methods are close to each other like theH2 error
norms. Moreover, since ISRK converged in a small number of steps, it is cheaper than BT for
this example as well.
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Fig. 6. (a)H2 error norm comparison. (b)H∞ error norm comparison.
4.2.2. Comparison with other methods
As in Section 4.1.2, we compare ISRK with RK, LS, and q-cover. Using all four methods, we
reduce the order to r = 2 : 2 : 40 and compute both theH∞ andH2 error norms. The interpolation
points for RK, LS and q-cover are selected randomly and the same points are used as an initial
guess for ISRK. The resultingH2 andH∞ error norms are illustrated in Fig. 7a and b, respectively.
As before, for most r values, RK generated an unstable reduced model leading to the missing
data points in Fig. 7a.
Once more, RK is the worst among these four methods. By reaching the optimal interpolation
points upon convergence, ISRK performs considerably better than LS and q-cover again even
though all three methods use a similar SVD-Krylov based projection structure.
4.3. Perturbation effects of low-rank gramians
In this section, we examine the sensitivity of the proposed method to using a low-rank approx-
imation for the exact gramian. The same sensitivity analysis will be performed for BT, LS and
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Fig. 7. (a)H2 norm of the error system vs r (b)H∞ norm of the error system vs r .
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q-cover as well, and these four methods will be compared. For each method, the exact gramians
(P and/or Q) will be replaced by a low-rank approximation. Then, the difference between the two
reduced models due to the exact and the low-rank gramians for the corresponding method will be
measured in terms of the relativeH∞ andH2 error norms.
4.3.1. Penzl’s model
This example is from [51]. The FOM is a dynamical system of order 1006 with a single-input
and a single-output. State-space realization of the FOM can be found in [51,33,31]. Using the
modified Smith method of [31], both gramians are approximated by approximate gramians of
rank 14, i.e. P ≈ P̂ = ÛÛT and Q ≈ Q̂ = LLT where Û, L̂ ∈ R1006×14. Recall that P̂ and Q̂ are
not explicitly computed and stored; only Û and L̂ are stored as discussed in Section 3.1.1. The
relative errors in the approximate gramians are as follows:
‖P − P̂‖2
‖P‖2 = 5.1522 × 10
−6, ‖Q − Q̂‖2‖Q‖2 = 5.1521 × 10
−6.
Then, using both the exact and the low-rank gramians, we reduce the order of the model to r = 12
via ISRK, BT, LS and q-cover to obtain Gr (s) and Ĝr (s), the exact and the approximate reduced
models, for each method. Table 1 tabulates the relative H2 and H∞ errors between Gr (s) and
Ĝr (s).
Table 1 illustrates that among these fours methods, ISRK is the least sensitive one to using low-
rank gramians. On the other hand, q-cover is the most sensitive one. The relative errors in BT are
approximately twice as those in ISRK. This is expected since in BT, low-rank gramians affect both
sides of the projection due to P and Q unlike in ISRK where the low-rank gramian affects only one
side of the projection. The more important observation is that even though both LS and q-cover use
the same projection structure as ISRK, their relative errors are two order of magnitude higher than
those of ISRK. These results are in strong agreement with the theoretical discussion of Section
3.1.2: Since, upon convergence, ISRK leads to (sub)optimal interpolation points, in the error
expression (3.12), V(sIr − Âr )−1ẐT approximates (sIn − A)−1 well and Ĝr (s) is close to Gr (s);
hence ISRK proves to be robust to using low-rank gramians. However, since LS and q-cover do not
have this optimality property of the interpolation points, they are more sensitive to these perturba-
tion effects. We note that for all four methods, the approximate reduced models have been asymp-
totically stable; the low-rank gramians have not caused instability as discussed in Remark 3.5.
Finally, for ISRK, we examine the maximum deviation from the exact optimal interpola-
tion points due to the usage of low-rank gramians. Towards this goal, we compute the ra-
tio maxi=1,...,r |si−sˆi ||si | , where si and sˆi denote the ith interpolation point due to ISRK upon
convergence, implemented using Q and Q̂, respectively:
max
i=1,...,r
|si − sˆi |
|si | = 2.1224 × 10
−7.
Table 1
RelativeH2 andH∞ errors due to low-rank gramians
ISRK BT LS q-cover
H2 3.3364 × 10−9 7.2144 × 10−9 1.5863 × 10−7 3.9515 × 10−7
H∞ 1.4842 × 10−9 2.2167 × 10−9 4.7013 × 10−8 1.8389 × 10−7
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Table 2
RelativeH2 andH∞ errors due to low-rank gramians
ISRK BT LS q-cover
H2 3.4300 × 10−6 4.6224 × 10−5 4.1120 × 10−3 1.6714 × 10−1
H∞ 4.6249 × 10−6 4.8187 × 10−5 5.4288 × 10−3 2.8166 × 10−1
As this number illustrates, all the interpolation points are correct to, at least, seven significant
digits. This, once more, reveals that employing low-rank gramians in the implementation of ISRK
has not perturbed the resulting optimal interpolation points; consequently neither the resulting
reduced order model.
4.3.2. International space station (ISS) 12A module
The full-order system is a model of stage 12A of the International Space Station with 1412
states, three inputs and three outputs. We consider a single-input/single-output (SISO) subsystem
of this model corresponding to the first input and the first output. For more details, see [29].
Both gramians are approximated by low-rank gramians of rank 300, i.e. P ≈ P̂ = ÛÛT and
Q ≈ Q̂ = L̂L̂T where Û, L̂ ∈ R1412×300. The relative errors in the approximate gramians are
‖P − P̂‖2
‖P‖2 = 2.0881 × 10
−6, ‖Q − Q̂‖2‖Q‖2 = 3.3337 × 10
−6.
As in the previous case, using both the exact and the low-rank gramians, we reduce the order of
the model to r = 14 via ISRK, BT, LS and q-cover to obtain Gr (s) and Ĝr (s), the exact and the
approximate reduced models, for each method. The relative H2 and H∞ errors between Gr (s)
and Ĝr (s) are listed in Table 2.
Table 2 shows that for this example as well, ISRK is the most robust one with respect to the
low-rank gramian perturbations. ISRK is one order of magnitude better than balanced truncation,
three orders of magnitude better than LS and five orders of magnitude better than q-cover, in
terms of both theH2 and theH∞ error measures. As before, all the approximate reduced models
are asymptotically stable. For ISRK, the maximum deviation from the optimal interpolation point
is
max
i=1,...,r
|si − sˆi |
|si | = 4.6065 × 10
−7.
Hence, all the interpolation points are correct to, at least, seven significant digits for this example
as well.
4.4. Poor initial shift selection
In this example, we illustrate that even though we try to force Algorithm 3.1 to diverge by
making unrealistically poor initial shift selections, the algorithm succeeds to converge in a small
number of steps. We use the CD player example of Section 4.1 and reduce the order to r = 2.
For r = 2, ISRK leads to the optimal shifts s1,2 = 1.0979 × 101 ± 3.0285 × j102. For three
different initial shift selections s(i)0 for i = 1, 2, 3, we initiate the algorithm far away from the
optimal solution. Since the shifts occur in complex-conjugate pairs, we will illustrate only one of
the shifts. The three initialization points are chosen as
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Fig. 8. Convergence behavior of ISRK for poor initial shift selection.
s
(1)
0 = 108 + j108, s(2)0 = 106 + j106 and s(3)0 = 104 + j.
Clearly, these selections are away from the optimal solution. Also, since the mirror spectrum of A is
bounded by 2.43 × 10−2 and 8 × 102 in the real axis and by 2.43 and 4.33 × 104 in the imaginary
axis, all of these three selections are away from the mirror spectrum of A as well, once more showing
that they are bad candidates as initial shifts. Fig. 8 depicts the convergence behavior of ISRK for
these three choices by plotting the evolution of the real and imaginary parts of the interpolation
point throughout the iteration: The figure reveals that, in all cases, the proposed method converges
to the optimal solution in a small number of steps even for the poor initialization points.
5. Conclusions
We have proposed a model reduction algorithm which combines the SVD and Krylov-based
methods. It is a two-sided projection method where the SVD-side of the projection depends on
the observability gramian and the Krylov side is obtained via iterative rational Krylov steps. The
reduced model is asymptotically stable and matches the moments of the original system at the
mirror images of the reduced system poles; hence it is the best H2 approximation among all
reduced models having the same reduced system poles. Several numerical example verify the
effectiveness of the proposed approach.
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