Abstract. Validated, fast turnaround simulations of flows in the transition regime are of significant use as computeraided design tools for the design of vacuum systems in low-pressure semiconductor processing equipment. This work compares a generic Navier-Stokes flow solution (CFD) using slip boundary conditions to previous simulations from a DSMC code and data taken in an instrumented vacuum test cell typical of semiconductor equipment chambers. The CFD solution matched up as well or better than the previous DSMC simulations at pressures and flows between 1 and 5 millitorr and 100 and 500 SCCM of nitrogen, respectively. This good agreement is seen because even though the mean free path at the lowest pressure is about 5 centimeters, the local Knudsen number is smaller than 0.1 in the flow, which is a generally accepted upper limit for applicability of CFD solutions with slip boundary conditions. Since CFD solutions can be obtained an order of magnitude or more faster than corresponding DSMC solutions, the CFD approach can be used to speed up design turnaround times. Additionally, there are no commercially available DSMC codes with the support and ease-of-use features that are seen in many CFD software packages, which are already in common use in the semiconductor equipment industry. Hence, such a validated CFD approach to computing transition regime flows in vacuum chambers can be seen as a preferred design tool in industrial environments, particularly when models need to be three-dimensional and/or require complex geometrical constructs.
INTRODUCTION
The ability to compute the flow behavior in semiconductor processing chambers can provide a significant benefit in semiconductor equipment design. At low pressures, the computational requirements of a collisional direct simulation Monte Carlo (DSMC) model can be as much as an order of magnitude or more larger compared to a computational fluid dynamics (CFD) model solving the Navier-Stokes equations. This is especially true in three dimensions with complex geometric detail, which is an increasingly common requirement today in industrial environments where results are often required within short time periods. In this paper, two-dimensional CFD computations are compared to similar DSMC results [1] , as well as compared to experimental data [1] . All models and data use a vacuum test cell that is similar to an industrial semiconductor process chamber. The flow conditions in the chamber are between 100 and 500 SCCM of nitrogen, spanning pressures between 1 and 5 millitorr. This indicates that the flows are well within the transitional flow regime between continuum and free molecular flow, where DSMC models have been proven to provide quite accurate results.
Choi and Rader [2] presented DSMC and CFD models with and without slip boundary conditions using a parallel plate semiconductor reactor configuration. Their results showed that the CFD models worked well, even at pressures as low as 1 millitorr for a gas flow of 50 SCCM. However, their work was not compared to any experimental data.
A similar study to the current work was done for radial flow between parallel disks by Gochberg et al. [3] , a geometry similar to the flow seen on the backside of a silicon wafer when it is electrostatically clamped to an electrode in a semiconductor processing chamber. It showed that for such a simple geometry, the CFD results can be used qualitatively for trend predictions up to local Knudsen numbers as large as 5, and quantitatively to Knudsen numbers between 0.05 and 0.1. A local Knudsen number (which uses the local density gradient as a measure of the characteristic length dimension in its ratio with the mean free path) of 0.1 is a generally accepted upper limit for the applicability of CFD solutions using slip boundary conditions [4] .
An example of the use of flow modeling in the design of semiconductor processing equipment is seen in a recent paper by van Schravendijk, et al. [5] . They used CFD modeling to show the effect of a difference in chamber design for high density plasma chemical vapor deposition equipment (HDP-CVD). In these systems, it is known that a reduction in redeposition from backscattering collisions with neutrals can be accomplished by reducing the pressure in the deposition chamber. Since the minimum pressure in a given HDP-CVD system is determined by the ratio of gas flow to the pumping speed, for a given turbopump, only gas flow reduction can be used to reduce the system pressure. However, reducing gas flows will reduce reactant flows in the system, and therefore, lower deposition rate and system throughput. To obtain the lowest possible chamber pressure while maintaining high deposition rates and throughput, a chamber with very high conductance is required. Modeling results showed that pressure profiles above the wafer in conventional HDP-CVD systems with centrally mounted turbopumps can be improved by 20 % for the same gas flow and pumping speed with a higher conductance chamber design.
Shufflebotham, et al. [1] compared 2D DSMC results to experimentally-measured pressures in a vacuum test cell. Their work did not perform the complementary CFD model that is included in the present work. The CFD modeling approach used by van Schravendijk, et al. [5] is used here and the results are compared to data from reference [1] to help quantify the range of applicability of the computations in vacuum chambers. Results show that the agreement between the CFD modeling results, the DSMC models, and the data remains acceptable even at pressures as low as 1 millitorr in semiconductor processing chambers. In additional, no commercially available DSMC codes have the support and ease-of-use features that are seen in many CFD software packages, which are already in common use in the semiconductor equipment industry.
VACUUM TEST CELL (VTC)
A schematic diagram of the VTC [1] is seen in Figure 1 . The three-dimensional VTC is represented in the models as an axisymmetric, bottom-pumped chamber containing a centrally suspended "electrode". The "electrode" is where the wafer would be placed in actual semiconductor processing. It is called an electrode as the wafer is electrostatically clamped to the electrode during processing in many cases, but not all cases.
The gas injection nozzle in the experiments is a gas ring with 16 small equally spaced holes. Since the pressure in the gas ring is always on the order of 1000 times the pressure in the VTC, the individual gas inlet holes are choked. This means that the velocity of the holes is sonic (Mach 1), and the inlet conditions can be uniquely specified.
Five experiments were run at different flow rates of dry nitrogen (100, 200, 300, 400 and 500 SCCM). The pressure measurements were found to be accurate to ±1%, and flow rates are accurate to ±4%. Other details of the experiments can be found in Shufflebotham et al. [1] , as well as the details of the DSMC model that was performed in that study.
CFD MODEL
The CFD code used in this work was developed by CFD Research Corporation [6] and is called CFD-ACE+ (Version 6.6). This unstructured, general purpose CFD software solves the Navier-Stokes equations that govern fluid flow.
The chamber walls are all at 25 °C with the exception of the electrode walls, which are at 30 °C. The slight elevation of the electrode temperature is due to heating by an internal capacitance manometer. There are no gas phase or surface reactions in the model. Gas properties are calculated using kinetic theory and used in the model as required. The outlet boundary condition is set using a fixed pressure that matches up with the manufacturerspecified pump speed for the Osaka TG2003M turbomolecular pump at the pump entrance.
In the two-dimensional model, the individual gas ring inlet holes are represented by a very tiny slit. The condition at this inlet supports an annular supersonic inlet jet that provides the required mass flow of nitrogen. Slip boundary conditions are used, with thermal and momentum accommodation coefficients set at 0.93 (a commonly used value for nitrogen). The entire model is set up in a similar manner to the DSMC model by Shufflebotham et al. [1] , where there were no "adjustable" parameters in the CFD model.
Meshes are made with "large" and "small" inlet slits and triangular, unstructured meshes with between 60,000 and 127,000 cells. Comparison of runs with different mesh sizes and inlet slit sizes ensures that the results are mesh insensitive, and that a 10X difference in inlet size has no effect on the results used in the comparisons. This is due to the fact that the flow expands quickly from the inlet to low gas velocities through the rest of the chamber. Hence, any inaccuracies near the inlet region do not significantly affect the rest of the solution. The "small" inlet slits (0.01") with 127,000 cell meshes are used in the results presented here. 
RESULTS
Figures 2 and 3 compare the CFD model results with the DSMC model results and the experimental. Figure 2 shows the radial pressure gradients at two locations above the electrode (0.5" and 2.5" above). There is good agreement between both models and the data. The shapes of the radial pressure profiles match up reasonably and the absolute magnitude of the pressures also agrees well, though the CFD pressures are always a few tenths of a millitorr higher than those predicted by DSMC. However, neither the CFD nor the DSMC model is able to capture the inflection seen in the radial pressure data in Figure 2 . In this regard, the agreement between CFD and the data appears just as good the comparison between the DSMC model and the data.
In Figure 3 , neither computational model is able to match the inflection point in the data. However, the DSMC results predicts flat pressure profiles above the electrode, and exhibit a "numerical artifact" (a drop in pressure as described in reference [1] ) in the pressure profiles along the centerline of the geometry at the top of the chamber and at the electrode surface. The CFD models predict pressure profiles that are slightly higher at the top of the chamber, and lower at the electrode surface. Overall, the impression is that the CFD model matches the data just as well as the DSMC results match the data. 
DISCUSSION
At chamber pressures of one millitorr, the mean free path in room temperature nitrogen is approximately 5 centimeters. If one were to think of a Knudsen number as the mean free path in ratio to some chamber dimension, the accepted limit for CFD with slip boundary conditions is exceeded when the characteristic dimension is less than 50 centimeters. Clearly, all dimensions except the overall height of the chamber in this example are less than this limit. This might lead one to believe that only particle methods (i.e. DSMC) will provide accurate simulations in this flow regime. Using the local Knudsen number [4] in the flow field as the determining parameter for the suitability of CFD with slip boundary conditions, internal chamber flows at pressures of one millitorr are below that limit except for small localized regions at the sharp corners of the geometry. Thus, the success of the CFD models in this vacuum chamber application is not surprising when this "rule of thumb" is considered.
However, it has been demonstrated that for some more complex physical phenomena, computing the pressure correctly is not sufficient. For example, when considering particle transport at 5 millitorr, Choi, et al. [7] showed that the more accurate DSMC-generated velocity and temperature fields are needed in order to accurately compute neutral drag and thermophoretic forces acting on particles. Thus, caution should be exercised when attempting to use CFD approaches at low pressures. The fact that pressures can be accurately simulated as demonstrated here is not necessarily proof that all physical phenomena of interest (i.e. particle transport, species transport, chemistry, etc.) will also be accurately predicted.
One other issue that shows up in an analysis of the data in Shufflebotham et al. [1] relates to the synergistic gains that come from the close coupling of modeling and experimental efforts. The original comparison of DSMC and pressure data from the VTC was purposefully done "blind". This means that the DSMC models were performed without knowledge of the experimental results. Thus, there might not be the kind of useful feedback between the two separate processes that can sometimes result in improvements on one or both parts of the comparison. The experimental data in Figure 2 do not include any measurements along the centerline of the chamber, though the data shown in Figure 3 is along the centerline. Unfortunately, the Figure 3 data points were taken at heights above the electrode of approximately 0.4", 2.25", and 4.0", so they do not exactly match up with the data in Figure  2 . However, the first two of these positions are quite close to the heights above the electrode shown in Figure 2 (0.5" and 2.5"). The missing centerline data points in Figure 2 can be added in an approximate manner if one were to take the data points from 0.4" and 2.25" in Figure 3 and place them into Figures 2a and 2b , respectively, at a radius of zero. The data from Figure 3 matches up extremely well with the data in Figure 2a (see Figure 4a) . But the additional data seen as in Figure 4b indicates a pressure drop in the middle of the chamber that is not physically supportable, particularly in a flow that is largely diffusive in nature. This would seem to indicate a minor systematic issue with at least one of the data sets. It should be noted that the percentage increase in measured pressure for the centerline data points in Figure 4b to produce physically reasonable results is reasonably small. Inevitably, small experimental inconsistencies or minor modeling inaccuracies sometimes go unnoticed. But when a computer modeling effort is performed synergistically with the experimental program, this will increase the likelihood that issues like this will be found and many times they can be easily resolved. Clearly, this minor issue has no impact at all on conclusions in the original studies, nor on any made in this work.
CONCLUSIONS
Navier-Stokes (CFD) simulations of nitrogen flows in a vacuum test cell can predict its pressure including the magnitude, and spatial gradients above the electrode where a wafer would be placed in a semiconductor processing tool. Overall, the impression is that the CFD model matches the experimental data just as well as DSMC computational results match the data. This work demonstrates that the added computational expense of DSMC techniques is not required to accurately model flows in semiconductor processing chambers at pressures above one millitorr. The reason for this is because the local Knudsen number in the flows are generally lower than 0.1, except for very small, localized regions at sharp corners on the geometry. This appears to be a good "rule of thumb" for the evaluation of the validity of CFD in low pressure, low velocity internal flows. The CFD approach also provides the ability to more easily simulate three-dimensional and/or complex geometrical constructs, in addition to providing an order of magnitude or more decrease in run time. Commercial CFD software packages like the one used in this work are in common use in the semiconductor industry today, and can be used to save significant time in providing accurate modeling results in industrial design and development processes.
However, accurate pressure prediction is not necessarily sufficient to guarantee that all other physical phenomena can be correctly simulated at low pressures using CFD. Caution should be exercised when looking at other physical processes in low-pressure CFD applications, such as chemistry and particle or species transport.
