Differentiation matrices are in wide use in numerical algorithms, although usually studied in an ad hoc manner. We collect here in this review paper elementary properties of differentiation matrices for univariate polynomials expressed in various bases, including orthogonal polynomial bases and non-degree-graded bases such as Bernstein bases and Lagrange and Hermite interpolational bases. We give new explicit formulations, and new explicit formulations for the pseudo-inverses which help to understand antidifferentiation, of many of these matrices. We also give the unique Jordan form for these (nilpotent) matrices and a new unified formula for the transformation matrix.
Introduction
The transformation of the (possibly infinite) vector of coefficients a = {a k } k≥0 in the expansion f (x) = k≥0 a k φ k (x) (1.1) to the vector of coefficients b = {b k } k≥0 in the expansion
is, of course, linear because the differentiation operator is linear. Here, the φ k (x) are univariate polynomials. We assume that f (x) is a differentiable function and that the set {φ k } n k=0 , which we will now sometimes collect in a row vector φ, is a basis for the set of polynomials of degree at most n. Note that the main purpose of this paper is to give a reasonably comprehensive and unified study of differentiation matrices for univariate polynomials of degree at most n. Note that we represent f (x) and f (x) in the same basis. We discuss in Section 1.1 in more detail reasons why this might be an interesting and useful thing to do, but for now we only claim this is useful in quadrature and in spectral methods for ODE and PDE. We continue now with notation.
The matrix representation of the linear transformation from a to b, The most familiar differentiation matrix is of course that of the monomial basis φ k (x) = x k . The n + 1 × n + 1 differentiation matrix, for polynomials of degree at most n, is in this basis, This operation is so automatic that it is only rarely realized that it even has a matrix representation. Differentiation matrices in other bases, such as the Chebyshev basis, Lagrange interpolational basis, or the Bernstein basis, are also useful in numerical practice, and we will see several instances in Section 1.3.
A systematic study was undertaken in [31] , with the purpose of providing code for differentiation matrices and proving properties for spectral methods for PDE; this present work covers some polynomial bases not mentioned there (e.g., Bernstein and Hermite interpolational bases) and gives some theoretical results not given there, although they cover Fourier and sinc bases, and general weight functions, which we do not.
Levin-type methods for quadrature of oscillatory integrals
Differentiation matrices can be used for quadrature, especially Filon or Levin quadrature, for highly oscillatory integrands (see, e.g., [24] ). One of the present authors is working on this now [9] .
As a simple instance, consider trying to find the value of the integral I (ω) = Although Maple can evaluate and plot this complex result, it can only do so slowly 2 for large values of ω because those functions are somewhat difficult to evaluate. A fast numerical method seems warranted. The method of Levin, which is moment-free, suggests choosing a grid on [0, 1], finding the differentiation matrix for polynomials expressed in the Lagrange basis on that grid, sampling the function 1/(1 + t 4 ) on that grid, fitting a polynomial interpolant p(t) to that data, and then looking for polynomial solutions to the differential equation P + iωP = p by using the differentiation matrix. Then, the integral with 1/(1 + t 4 ) replaced with a polynomial p(t) can be done exactly:
p(t)e iωt dt = P (1)e iω − P (0) , (1.9) by the fundamental theorem of calculus because P (t) exp(iωt) is an exact antiderivative of p(t) exp(iωt). The resulting forward error I (ω) − J (ω) is determined by a weighted integral of the polynomial interpolation error. Differentiation matrices are useful in searching for the polynomial solution of the differential equation because in this case the degree of P (t) is exactly the degree of p(t) and we may find the vector of values of P (t) on the chosen grid by solving the linear system (D + iωI) P = p .
(1.10) Doing this with just four nodes [0, 1/4, 3/4, 1] gives a 6% error for ω = 100 and only a 0.04% error for ω = 1000. Even larger values of ω are even more accurate. See for instance [20] for a discussion of why this is so.
Finding particular symbolic polynomial solutions of ODE
Replacing a quadrature problem with a differential equation that must have a polynomial solution, as we did above, is a counterintuitive notion: differential equations are typically considered to be more difficult to solve than are integrals. However, it works because we are looking for the solution to the DE in a finite-dimensional subspace. This idea has currency in symbolic computation as well as in numerical computation, in the context of the Risch integration algorithm (see for instance [17] for an introduction; for a serious exposition of the theory, see [4] ). Although differentiation matrices have not yet been used in this context (to our knowledge), this is potentially of interest, particularly for the so-called modular methods where the computation is carried out modulo various ideals, and then the true symbolic answer is reconstructed by interpolation. One then wants to be able to solve the problem (a differential equation with a polynomial solution) by solving a linear system, much as in the previous subsection.
To make this idea concrete, consider solving y + y = x 11 /11! on −1 ≤ x ≤ 1. Consider first the case where we do not impose boundary conditions because we are looking for a particular solution expressible in a polynomial basis. Although in practice we would use the Lagrange basis or similar, here for exposition, we use the Taylor basis φ k (x) = x k /k!. In this Taylor basis, the differentiation matrix is particularly simple: Dφ k (x) = φ k−1 (x) if k > 0 and the derivative of φ 0 (x) is the zero vector. This means that D in this basis is simply a full Jordan block of 0 eigenvalues (as we will see in Eq. (2.7)). Then, y + y becomes D 2 + I which has second superdiagonal all 1 but is otherwise I, and is hence obviously nonsingular. Solving (D 2 + I)P = p is straightforward and clearly has a unique solution. For our example, the solution is
To find a solution to a linear ODE with boundary conditions, clearly, we must consider the homogeneous solution, which in this case is not polynomial; this is appropriate for symbolic computation. For numerical computation, the differentiation matrix approach can still work, for instance by using a Lagrange basis and insisting that the differential equation only hold in the interior of the interval and imposing the boundary conditions to ensure a unique solution. This becomes a kind of collocation method and is no longer exact, but can be very effective (see [29, Chapter 7] ). We take this up further in the next subsection.
The importance of boundary conditions
As stated in the previous subsection, the solution of ODE or PDE subject to boundary conditions changes the matrices, making them no longer strictly "differentiation matrices," and completely changing their spectrum. An example will make this clearer. We use the so-called boundary bordering approach below, as it is termed in [3] , p. 110. The idea is to simply add one row to the matrix for each boundary condition, to enforce that boundary condition, and remove one row of the original matrix (for each boundary condition). For instance, to find y in the Chebyshev basis (which will be discussed in detail in Section 1. 
By inspection, this satisfies both the desired derivative equation
and the boundary condition y(1) = 1. Of course this example is just a simple quadrature problem, but the approach is similar for ODE and PDE, as can be seen in either [3] or [29] . Note that the eigenvalues of this bordered matrix are 1, 1, 4, 6, and 8, essentially completely unrelated to the eigenvalues of the underlying differentiation matrix. From this point forward, we restrict attention to differentiation matrices where the boundary conditions are not incorporated.
Example differentiation matrices
It helps exposition to have some example bases in mind, in order to make the general theory intelligible and interesting, so we describe the differentiation matrices for a few polynomial bases in this section. Moreover, these matrices are useful in and of themselves. Many of the example differentiation matrices in this section were computed using the OrthogonalSeries package in Maple, written by Luc Rebillard (and used by him in his paper [25] to solve differential equations by the τ -method).
Before we give these examples, we repeat the following general observation: The columns of D φ are the coefficients of the derivatives φ k expressed in the {φ k }. 
Hermite orthogonal polynomials
The Hermite orthogonal polynomials are not the same as a Hermite interpolational basis. The Hermite orthogonal polynomials are orthogonal with respect to the inner product defined by
The notation [n = m] is a combinatorial notation for what in many references is termed the Kronecker Delta function. Here, [n = m] is 1 when n = m and 0 otherwise. This is called Iverson's convention in [21] . For a discussion of the merit of this notation, see [21] . We agree with Knuth, and use the notation exclusively. The first few Hermite orthogonal polynomials with this normalization are
(1.17)
Somewhat surprisingly, the differentiation matrix for the Hermite orthogonal polynomials is nearly the same as that for the monomials x n : 
Chebyshev polynomials
One of the first nontrivial differentiation matrices to be studied was for Chebyshev polynomials, i.e., 19) where, as before, the Iverson convention [n = m] means 1 if n = m and 0 otherwise. See for instance [24, 29] , or (more briefly) Chapter 2 of [8] . For a thorough and modern introduction with application to the Chebfun software project, see [2] , and the beautiful book [30] .
The derivative of T k (x) is explicitly given in terms of T 0 , T 1 , ..., T k−1 as a sum, in [24] and as a Maple program in [8] .
Here, the notation x means the floor of x, the largest integer not greater than x, and we are using the Iverson convention [k odd] to mean 1 if k is odd and 0 otherwise. From this formula, we may construct the infinite differentiation matrix D Chebyshev , defined by 
As we see, the matrix is strictly upper triangular, just as the monomial basis matrix was; this is because the degree of T k is k − 1. Finite order differentiation matrices for Chebyshev polynomials are merely truncations of this. For a recent application of this matrix to the solution of pantograph equations, see [33] .
Remark Lanczos thought that this was cumbersome, and preferred the more compact antiderivative formulation (see [8] pp. 125-126)
in a limiting sense as k → 1; also T 0 (x)dx = T 1 (x)). This allows a simpler transformation from the derivative
by what we will see is a generalized inverse of D Chebyshev :
The infinite tridiagonal matrix D + Chebyshev , derived from Eq. (1.22), is except for the first row
This matrix is tridiagonal (with 0 on main diagonal). The first row has here been zeroed out, meaning that an arbitrary constant can be added to the integral. We will see that the first row and the final column of truncations of this matrix will not matter for antiderivatives of degree n − 1 polynomials.
Remark If we return to the example of Section 1. 
Legendre polynomials
The Legendre polynomials {P n } n satisfy P 0 (x) = 1, P 1 (x) = x, and
The Legendre polynomials also satisfy the three-term recursion relation
By inspection, the differentiation matrix for polynomials
. . . 1 9 . . .
Like the generalized inverse of the differentiation matrix for the Chebyshev polynomials, the generalized inverse of D Legendre is tridiagonal. The simplicity of these matrices recommend them.
Laguerre polynomials
The Laguerre polynomials L n,a (x) are orthogonal on the interval 0 ≤ x < ∞ with the weight function w(x) = exp(−x)x a . They are sometimes (as they are here)
. Using these conventions, the differentiation matrix for Laguerre polynomials is independent of a, and has D i,j = −1 above the main diagonal, and zero below. The Moore-Penrose inverse of that matrix has zero first row and last column, and has other main diagonal entries 1 and first subdiagonal entries −1. Explicitly, the matrices for polynomials of degree at most 6 are 
(1.31)
Generic Gegenbauer polynomials
The Gegenbauer (ultraspherical) polynomials C a (x) are orthogonal on −1 ≤ x ≤ 1 with weight function w(x) = (1 − x 2 ) a−1/2 . They are normalized for generic values of the parameter a so that
(1.32) If any of 2a, 1+ n, n + a, or n + 2a is zero or a negative integer, analytic continuation must be used and the formulae below do not apply. For generic values of a, though, they have a particularly simple differentiation matrix. Explicitly for n = 6,
The Moore-Penrose inverse is tridiagonal:
(1.34)
Jacobi polynomials
The Jacobi polynomials P a,b (x) generalize the Chebyshev polynomials and the Gegenbauer polynomials. When a = b = −1/2, these are Chebyshev polynomials with a different normalization. When a = b, these are Gegenbauer polynomials with a different normalization. They are orthogonal on the interval −1 ≤ x ≤ 1 with respect to the weight function
For generic values of the parameters, the polynomials are normalized so that
The differentiation matrix for Jacobi polynomials with generic parameters a and b is full in its upper triangle, with complicated entries. Exceptional values that would cause division by zero have to be computed separately. The Moore-Penrose inverse is tridiagonal. Explicitly for n = 4
and
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General differentiation matrix for degree-graded polynomial bases
Real polynomials {φ n (x)} ∞ n=0 with φ n (x) of degree n which are orthonormal on an interval of the real line (with respect to some nonnegative weight function) necessarily satisfy a three-term recurrence relation (see Chapter 10 of [11] , for example). These relations can be written in the form
where the α j , β j , γ j are real,
Besides orthogonal polynomials, one can easily observe that the standard monomial basis and the Newton basis also satisfy Eq. (1.38) with α j = 1, β j = 0, γ j = 0 and α j = 1, β j = z j , γ j = 0, respectively where the z j are the nodes.
Unfortunately, the general differentiation matrix D Degree−Graded is not always as nice as the examples that we have already seen. Moreover, there are an infinite number of orthogonal polynomials (see the Digital Library of Mathematical Functions (www.dlmf.org) for details). Besides the polynomials we have already listed, there are Hahn polynomials (which include as special cases the Meixner, Kravchouk, and Charlier polynomials), or the alternative orthogonal polynomials also known as Chelyshkov polynomials (see, e.g., [7] ), for instance. It would be nice to have a general method to construct differentiation matrices in all these bases. The following lemma gives a recursive method to construct the differentiation matrix for any basis satisfying a three-term recurrence relation as in Eq. (1.38).
Lemma D Degree−Graded has the following structure:
where
Any entry of Q, with a negative or zero index, is not considered in the above formula.
Remark To compute any entry, one must know all the neighboring entries in the row above, and the entry two rows directly above.
Proof We prove this lemma by induction. Taking the derivative of Eq. (1.38) with respect to x, we have
We let j = 0 in Eq. (1.41) and simplify to get
We then let j = 1 in Eq. (1.41) and simplify using Eq. (1.38) with j = 0 and the result from the previous step to get
This means that 
Plugging this into Eq. (1.41), using Eq. (1.38) and adjusting the limits of the sigmas to get φ j (x) in all of them, we have
We can solve the above equation for φ k+1 (x) as follows.
and Eq. (1.42) yields:
So Eq. (1.40) holds for φ k+1 (x) and the proof is complete.
We can now find the matrices that we have for the monomial basis in Eq. (1.6), the Chebyshev basis in Eq. (1.21), and the Legendre basis in Eq. (1.28) directly from Eq. (1.39) simply by plugging in the specific values for the α j , β j , and γ j for each of them.
Another important degree-graded basis of this kind is the Newton basis. In the simplest case, let a polynomial P (x) be specified by the data { z j , P j } n j =0 where the z j 's are distinct. The Newton polynomials are then defined by setting N 0 (x) = 1 and, for k = 1, · · · , n,
Then, we may express
. . .
For j = 0, · · · , n, the a j can be found by divided differences as follows.
where we have [P j ] = P j , and
A similar expression is possible even if the z j are not distinct, if we use confluent divided differences. We return to this later, but note that the Newton polynomials are well-defined for z j that are not distinct. Indeed, if they are all equal, say z j = a, we recover Taylor polynomials (z − a) j −1 . If in Eq. (1.38) we let α j = 1, β j = z j , and γ j = 0, it will become the Newton basis. For n = 4, D Newton , as given by Eq. (1.39), has the following form.
Lagrange bases
Differentiation matrices for Lagrange bases are particularly useful (see [8] Chapter 2 for a detailed derivation). We give a summary here to establish notation. We suppose that function values ρ k are given at distinct nodes τ k (that is,
Then, the barycentric weights β k are found once and for all from the partial fraction expansion
These can be computed in a numerically stable fashion [24] , and once this has been done, the polynomial interpolant can be stably evaluated either by the first barycentric form
or the second,
See [2] for details. Here, we are concerned with the differentiation matrix
(as derived in many places, but for instance see the aforementioned Chapter 11 of [8] ). We have that
Construction of this matrix is an O(n 2 ) process, and evaluation of the vector of polynomial derivatives b by
is also an O(n 2 ) process. Once this has been done, then ρ (z) can be evaluated stably by reusing the previously computed barycentric weights:
If the derivative is to be evaluated very frequently, it may be cost-effective to modify the weights and throw away one node. This is usually not worth the bother. (1.60)
These matrices were displayed explicitly to demonstrate that, unlike the degreegraded case, the differentiation matrices are full, and their properties not very obvious. 3 
which again has no obvious pattern (but see Theorem 11.3 of [8] : at least the singular values are simple). 3 The row sums are zero, by design: the constant function has a constant vector representation, and its derivative should be (must be) zero. This is why D ii is the negative sum of all other entries. Similarly, the sum of all entries of D + ij is zero.
Hermite interpolational bases
A Hermite interpolational basis is likely to be a bit less familiar to the reader than the Lagrange basis. They can be derived from Lagrange bases by letting two or more distinct nodes "flow together" (from whence the word confluency comes Many people use divided differences to express polynomials that fit confluent data, but this does not result in a Hermite interpolational basis (as pointed out in an earlier section, we would instead call that a Newton basis). We can solve the Hermite interpolation problem using a Newton basis, which is a degree-graded basis, and its differentiation matrix can be found through Eq. (1.39).
Let's assume that at each node, z j , we have the value and the derivatives of P (x) up to the s j th order. The nodes at which the derivatives are given are treated as extra nodes. In fact, we pretend that we have s j + 1 nodes, z j , at which the value is P j and remember that k−1 i=0 s i = n + 1 − k. As such, the first s 0 + 1 nodes are z 0 , the next s 1 + 1 nodes are z 1 and so on.
Using the divided differences technique, as given by Eq. (1.46), to find the a j , whenever we get [P j , P j , · · · , P j ] where P j is repeated m times, we have
and all the values P j to P (s j ) j for j = 0, · · · , k − 1 are given. For more details, see, e.g., [23] .
For this confluent Newton basis, like the simple Newton basis, α j = 1, β j = z j , and γ j = 0, but some of the β j are repeated. Other than that, the differentiation matrix can be found for this basis in a manner identical to D Newton . This approach was used in [1] to find the coefficients of the Birkhoff interpolation.
There are other advantages to solving the Hermite interpolation problem by using divided differences, for low degrees; the derivative is then almost directly available, for instance, and one does not really need a differentiation matrix.
But there are numerical stability disadvantages to the confluent Newton basis. The main one is related to the relatively poor conditioning of the basis itself, for highdegree interpolants. (This does not matter much if the degree is low.) The next most important disadvantage is that the condition number of the polynomial expressed in this basis can be different if a different ordering of the nodes is used (it is usually true that the Leja ordering is good, but even so the condition number can be bad). See [10] for numerical experiments that confirm this.
Another well-known solution to the Hermite interpolation problem involves constructing a basis that generalizes the Lagrange property, where each basis element is 1 at one and only one node, and zero at all the others, which allows a direct sum to give the desired interpolant. One possible such definition (there are many variations) for a Hermite interpolational basis is to define it as a set of polynomials H i,j (z) with the index i corresponding to the node indices, so if the nodes are τ i with 0 ≤ i ≤ n then again for H i,j (z) we would have 0 ≤ i ≤ n. The second index j looks after the confluency at each node: 0 ≤ j ≤ s i − 1. Importantly, one needs consecutive derivative data at each node (else one has a Birkhoff interpolation problem [1, 5] ). Then, we have the property (again written with the Iverson convention)
(1.64) that is, unless both the node indices are the same and the derivative indices are the same, the given derivative of basis polynomial is zero at the given node; if both the node indices and the derivative indices are the same, then the Hermite basis element takes the value j !. Using this definition and remembering that ρ i,j = f (j ) (τ i )/j !, one can write the interpolant as a linear combination of this Hermite interpolational basis: p(x) = n i=0
. But there is a better way, that uses a stable partial fraction decomposition to get a collection of generalized barycentric weights β i,j that can be used to write down an efficient barycentric formula for evaluation of the polynomial. To be explicit, form the generalized node polynomial
which is exactly what you would get from the Lagrange node polynomial on letting each group of s i ≥ 1 distinct nodes flow together. Then, the barycentric weights from the partial fraction decomposition of 1/w(z) must now account for the confluency:
(1.66)
We will speak of the numerical computation of these β i,j shortly. Once we have them, we may simply write down barycentric forms of the polynomial that solves the Hermite interpolational problem: the first form is
This form is simple to evaluate, and, provided the confluencies are not too large, numerically stable. This form can be manipulated into a second barycentric form by replacing w(z) with the reciprocal of its partial fraction expansion (Eq. (1.66) ). The second form allows scaling of the generalized barycentric weights, which can prevent overflow. Incidentally, this allows us to give explicit expressions for the H i,j above:
(Equivalent expressions are given in the occasional textbook, but not all works on interpolation do so; the formula seems to be rediscovered frequently.) Given this apparatus, it makes sense to try to directly find the appropriate values of the derivatives at the nodes directly from the given function values and derivative values at the nodes; that is, by finding the differentiation matrix. Rather than give the derivation (a complete one can be found in chapter 11 of There is more than one way to compute the generalized barycentric weights β i,j . The fastest way that we know is the algorithm of [28] , which internally uses a confluent Newton basis. Unfortunately, because it does so, it inherits the poor numerical stability of that approach. The codes referred to above use a direct local Laurent series expansion method instead, as outlined in [19] for instance; this method is slower but much more stable. As discussed in [8] , however, it becomes less stable for higher confluency and cannot be perfectly backward stable even for s i ≥ 3. We will see an example in Section 3.1.
Bernstein polynomials
Theorem 1 (This is a slight variation of the standard formula, which is found in many places, for instance [15] ) The Bernstein differentiation matrix is a tridiagonal matrix. Its entries are as follows:
(1.70)
Here, the row and column indices i and j run from 0 to n. This is slightly different to the differentiation formulation usually seen in the Computer-Aided Geometric Design literature (e.g., [15] ), in that we preserve the basis to express the derivative in, even though that derivative is (nominally only) one degree too high. Degrees of polynomials expressed in Bernstein bases can be elevated, however, and when they are too high, they can be lowered or reduced. Indeed, finding the actual degree of a polynomial expressed in a Bernstein basis can be, if there is noise in the coefficients, nontrivial. Here, we simply keep the basis that we use to express p(x), namely
Proof By explicit computation, we find that the first column of the differentiation matrix (containing −n in the zeroth row and −1 in the first row) correctly expresses the derivative of B n 0 (x):
By the reflection symmetry of B n n (x) with B n 0 (x), the final column is also correct.
Remark 2
As with the Lagrange polynomial bases, the pseudo-inverse of the Bernstein basis differentiation matrix is full. Also as with the Lagrange case, because 1 = B n k (x) (that is, the Bernstein basis forms a partition of unity), application of the Bernstein differentiation matrix to a constant vector must return the zero vector and hence the row sums must be zero.
General properties of differentiation matrices
Definition Let X k φ be the vector of coefficients of x k in the basis φ. That is, if
Set 1 φ = X 0 φ . Let V be the matrix whose k-th column (numbering from zero) is
Eigendecomposition of differentiation matrices
Let D φ be the differentiation matrix for polynomials of degree at most n, expressed in the basis {φ k } n k=0 . Note that if 
Proof d (n+1) ρ(x)/dx (n+1) = 0 for every polynomial of degree at most n; hence,
Remark Therefore, all eigenvalues are zero.
Proposition D φ V = VJ, where
is the Jordan Canonical Form of the differentiation matrix D φ .
for k ≥ 1, by construction. Moreover, the columns X k φ are linearly independent because the monomials 1, x, x 2 , . . . , x n and φ are a polynomial basis. Thus, V is invertible.
Remark The isomorphism of the polynomial representation by coefficient vectors (of the basis φ) is complete for addition, subtraction, differentiation, and scalar multiplication, but the representation of p · q is possible only if deg p + deg q ≤ n. The multiplication rules are interesting as well; we get the usual Cauchy convolution for the monomial basis.
Remark We remind the reader that the nilpotency of these differentiation matrices relies on their being free from the influence of boundary conditions: these are purely polynomial operations.
Pseudoinverse
Observation As long as deg p < n, antidifferentiation works by using the pseudoinverse; one then adds a constant times 1 φ . Call this antidifferentiation matrix S. Then, we want S1 φ = X φ , and S 8) and thus,
Lemma The Moore-Penrose pseudo-inverse of
Proof We need to verify that JJ T J = J, J T J = J and that both J T J and JJ T are symmetric. The last two are trivial. Computation shows . . .
This is likely to be extraordinarily ill-conditioned. However, this gives an explicit JCF for differentiation matrices on Lagrange bases.
Updating as degrees change
For both the Lagrange basis and the Bernstein basis, it is occasionally useful to change the degree of the basis, by degree elevation in the case of Bernstein bases or by removing a node and value in the case of a Lagrange interpolational basis. A similar but more complicated operation can be carried out for the Hermite interpolational bases, but we do not give details here (see [27] for the procedure).
In case the basis changes, it is convenient to have a method to update the differentiation matrix as well. We give a method to do so in this section.
Lemma 1 If b j,n (x) is the jth polynomial of a degree n Bernstein basis, then for
In other words, we can define an (n + 1) × (n + 2) matrix T n+1 as
for i = 1, 2, · · · , n + 1, and j = 1, 2, · · · , n + 2, such that 
That means we can define an n × (n + 1) matrix R n as
elsewhere,
The above two lemmas lead us to the following result:
basis that is scaled so that H n , such that for every n ≥ 1 
We now differentiate this equation with respect to x to get
Using the differentiation matrix, this can be written as
This means
Finally from here, we get
Accuracy and numerical stability
There are several questions regarding numerical stability of differentiation matrices (and, unfortunately, the answers vary with the polynomial, the basis used, and the degree). For the orthogonal polynomial bases and the Bernstein bases, the differentiation matrices have integer or rational entries, and there are no numerical difficulties in constructing them, only (perhaps) with their use. For the Lagrange and the Hermite interpolational bases, the (generalized) barycentric weights need to be constructed from the nodes, and then the entries of the differentiation matrix constructed from the weights. In floating-point arithmetic, this can be problematic for some sets of nodes (especially equally spaced nodes); higher-precision construction of the weights, or use of symmetries as with Chebyshev nodes, may be needed. High or variable confluency can also be a difficulty. Use of higher precision in construction of the barycentric weights and of the differentiation matrix may be worth it, if the matrix is to be used frequently. For all differentiation matrices, there is the question of accuracy of computation of the polynomial derivative by matrix multiplication. In general, differentiation is infinitely ill-conditioned: the derivative of f (x) + εv(x) can be arbitrarily different to the derivative of f (x). However, if both f and the perturbation are restricted to be polynomial, then the ill-conditioning is finite, and the absolute condition number is bounded by the norm of the differentiation matrix D. This is Theorem 11.2 of [8] , which we state formally below. One should check the norm D whenever one uses a differentiation matrix. We remark that the norms of powers of D can grow very large. For instance, experimental evidence suggests that for the Bernstein basis of dimension n + 1 the norms of the nth powers are exactly D n ∞ = 2 n n!. The next power gives the zero matrix, of course. To give a sense of scale, we have D ∞ = 2n and hence this norm to the nth power is much larger yet, being (2n) n so a factor n n /n! ≈ exp(n)/ √ 2πn larger. As a corollary, from the results discussed in [14] the ε-pseudospectral radius of the n + 1-dimensional Bernstein D matrix must then at least be (2 n n!) 1/(n+1) ε 1/(n+1) ∼ 2nε 1/(n+1) /e as n → ∞, for any ε > 0. This implies that for large enough dimension, matrices very near to D will have eigenvalues larger than 1 in magnitude. We believe that similar results hold for many other bases, indicating that higher-order derivatives are often hard to compute accurately by using repeated application of multiplication by differentiation matrices (as is to be expected). An obvious exception to this rule is the Taylor bases, (x − a) k /k!, where the differentiation matrix is simply a shift; clearly, the norm of powers of D is exactly 1 for this basis. This is not surprising: in this basis, the coefficients are already the desired derivatives.
A hermite interpolational example
Consider interpolating the simple polynomial that is identically 1 on the interval −1 ≤ z ≤ 1, using nodes with confluency three. That is, at each node we supply the value of the function (1), the value of the first derivative (0), and the value of the second derivative divided by 2, which is also in this case just 0. We consider taking n + 1 nodes τ j for 0 ≤ j ≤ n, which gives us 3(n + 1) pieces of data and thus a polynomial of degree at most 3n + 2. We then plot the error p(z) − 1 on this interval. We also compute the differentiation matrix D on these nodes with this confluency, and multiply D by the vector containing the data for the constant function 1. This should give us an identically 0 vector (call it Z), but will not, because of rounding error. We compute the infinity norm of Z and the infinity norm of the matrix D.
We take two sets of nodes: first the Chebyshev nodes τ j = cos(π(n − j)/n), and second the equally spaced nodes τ j = −1 + 2j/n. We take n = 3, 5, 8, . . ., 55 (Fibonacci numbers). In Fig. 1 , we find a log-log plot of the norms of D for these n. Remember that the degree of the interpolant is at most 3n + 2. We see that the norm of D grows extremely rapidly for equally spaced nodes (as we would expect). For Chebyshev nodes, there is still substantial growth (for confluency 3; for confluency 2 there is less growth, and for confluency 4 there is more), but for n = 55 Fig. 1 A comparison of norms of the differentiation matrices for Hermite interpolational basis on n + 1 nodes, of confluency 3, between equally spaced nodes (solid boxes) and Chebyshev nodes (circles). We see growth in n for both sets of nodes, but much more rapid growth for equally spaced nodes In Fig. 2 , we see the corresponding norms of Z. The behavior is as predicted.
Remark The confluency really matters. If we use just simple Lagrange interpolation, that is, confluency s i = 1 at each node, then the interpolation on n = 55 Chebyshev nodes is in error by no more than 3.5 · 10 −12 . Of course, the nominal degree is much lower than it was in the Hermite case with confluency 3. When we up the degree to 165, the Lagrange error is no more than 1.5 · 10 −11 . When the confluency is 3, and n = 55 which is comparable, the error is 1.4 · 10 −5 .
Concluding remarks
Differentiation is a fundamental operation, and it is helpful to be able to differentiate polynomials without changing bases. This paper has examined the properties of the matrices for accomplishing this. We found several of the results presented here to be initially surprising, notably that the Jordan Canonical Form for all the differentiation matrices considered here was the same. Likewise, that there is a uniform formula for a pseudo-inverse of all differentiation matrices of the type considered here was also a surprise. We have not talked much about the efficiency of this process, being content with O(n 2 ) processes, even though in some cases (not all) the FFT can be used to improve this to O(n log n). We have given a short section on numerical stability of this approach; short because there is little that can be said in general, although we have given a theorem (Theorem 2) that bounds the absolute error in terms of the norm of the differentiation matrix. The numerical stability of differentiation matrices varies greatly with the basis, the polynomial, and the degree. We have shown by experiment that D can grow at least exponentially with the degree. We observe that for some bases (e.g., the monomial basis, or the Lagrange interpolational basis when the nodes are roots of unity) that D = n, showing only linear growth. The Lagrange interpolational basis on Chebyshev nodes is similarly well-behaved. One can extend this work in several ways. One of the first might be to look at differentiation matrices for compact finite differences. These are no longer always exact, and the matrices arising are no longer nilpotent (though they have null spaces corresponding to the polynomials of low enough degree that they are exact for). The boundary bordering method can be applied in this case as well, and as for the global polynomials studied in this paper, the boundary bordering method changes the spectrum of differentiation matrices for compact finite differences. Spectral properties for compact finite differences have been studied in [22] , although not quite in the same way we mean here.
There are also some further experiments to run on the differentiation matrices we have studied in this paper already. For instance, it would be interesting to know theoretically the growth of D k for various dimensions n; we found that for the Bernstein basis of dimension n + 1 we had D n ∞ = 2 n n!. Since for the monomial basis we have D n ∞ = n!, this suggests that the natural scale for such a comparison is to divide by n! and indeed that seems logical, because then in essence we are comparing the size of Taylor coefficients instead of comparing the size of derivatives and it is the Taylor coefficients that have a geometric interpretation in terms of location of nearby singularities. We leave this study of the dependence of the norm of D k in different bases, confirming our entries in Table 1 , for future work.
