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Abstract
In this paper, the k-th order autoregressive moving average (ARMA(k)) Gaussian wiretap channel with noiseless
causal feedback is considered, in which an eavesdropper receives noisy observations of the signals in both forward
and feedback channels. It is shown that a variant of the generalized Schalkwijk-Kailath scheme, a capacity-achieving
coding scheme for the feedback Gaussian channel, achieves the same maximum rate for the same channel with the
presence of an eavesdropper. Therefore, the secrecy capacity is equal to the feedback capacity without the presence
of an eavesdropper for the feedback channel. Furthermore, the results are extended to the additive white Gaussian
noise (AWGN) channel with quantized feedback. It is shown that the proposed coding scheme achieves a positive
secrecy rate. As the amplitude of the quantization noise decreases to zero, the secrecy rate converges to the capacity
of the AWGN channel.
Index Terms
Secrecy Capacity, Feedback, Colored Gaussian, Schalkwijk-Kailath Scheme
I. INTRODUCTION
It has been more than a half century since the information theorists started to investigate the capacity of feedback
Gaussian channels. As the pioneering studies on this topic, Shannon’s 1956 paper [2] showed that feedback does
not increase the capacity of the memoryless AWGN channel, and Elias [3] [4] proposed some simple corresponding
feedback coding schemes. Schalkwijk and Kailath [5] [6] then developed a notable linear feedback coding scheme to
achieve the capacity of the feedback AWGN channel. Thereafter, the problem of finding the feedback capacity and the
capacity-achieving codes for the memory Gaussian channels (e.g. ARMA(k)) has been extensively studied. Butman
[7] [8], Wolfowitz [9] and Ozarow [10] [11] extended Schalkwijk’s scheme to ARMA(k) Gaussian channels, leading
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to several valuable upper and lower bounds on the capacity. Motivated by these elegant results/insights, in 1989 Cover
and Pombra [12] made a breakthrough on characterizing the n-block capacity of the feedback Gaussian channel.
In 2010, Kim [13] provided a characterization (in the form of an infinite dimensional optimization problem) of the
capacity of the ARMA(k) feedback Gaussian channel based on Cover-Pombra’s n-block capacity characterization.
Unfortunately, except for the first-order ARMA noise, it is non-trivial to compute the capacity by solving this
infinite dimensional optimization. Recently, Gattami [14] showed that the capacity of the stationary Gaussian noise
channel with finite memory can be found by solving a semi-definite programming problem. In addition, Li and Elia
[15] [16] utilized the control-theoretic tools to compute the capacity of the ARMA(k) feedback Gaussian channel
and construct the capacity-achieving feedback codes.
As a natural extension of the above results, the ARMA(k) feedback Gaussian channel with an eavesdropper
that has noisy access of channel transmissions is of much interest. Concretely, two fundamental questions can be
asked: 1). would the feedback capacity of such a channel decrease subject to the secrecy constraint? 2). what would
be the secrecy capacity-achieving codes? In fact, secure communications over feedback channels have attracted a
lot of attention over the last decade. Substantial progresses have been made towards understanding this type of
channels. In particular, although the feedback may not increase the capacity of open-loop AWGN channels, [17]–
[26] showed that feedback can increase the secrecy capacity by sharing a secret key between legitimate users or
roiling the codewords from eavesdroppers’ observations. For instance, [17] and [18] showed the achievement of a
positive secrecy rate by using noiseless feedback even when the secrecy capacity of the feed-forward channel is
zero. Furthermore, [27] presented an achievable scheme for the wiretap channel with generalized feedback, which is
a generalization and unification of several relevant previous results in the literature. Very recently, [28] proposed an
improved feedback coding scheme for the wiretap channel with noiseless feedback, which was shown to outperform
the existing ones in the literature.
On the other hand, the multiple-access (MA) wiretap channel with feedback has also been studied in recent a few
years. [29] derived achievable secrecy rate regions for discrete memoryless Gaussian channels where two trusted
users send independent confidential messages to an intended receiver in the presence of a passive eavesdropper. [30]
developed inner and outer bounds on the secrecy rate region for the MA wiretap channel with noiseless feedback.
In a more general setting where users have multiple-input multiple-output (MIMO) equipments, [31] characterized
the pre-log factor of the secrecy rate in the case with the number of antennas at the source being no larger than
that at the eavesdropper. [32] and [33] investigated the benefits of state-feedback to increase the secrecy degrees of
freedom for the two-user Gaussian MIMO wiretap channel.
However, it is noteworthy that most of the aforementioned results on both the point-to-point and the MA
communications only considered memoryless wiretap channels. Thus motivated, in this paper we consider a memory
wiretap channel (i.e. ARMA(k) Gaussian noise channel) with feedback and make two major contributions.
1) We propose a variant of the generalized S-K scheme, which achieves the feedback capacity of the ARMA(k)
Gaussian noise channel without an eavesdropper and show that the proposed coding scheme also achieves
the same maximum rate of such a channel with an eavesdropper.
2) We further study the AWGN channel with quantized feedback, which is a more realistic channel model for
Fig. 1. ARMA(k) Gaussian wiretap channel with feedback.
the feedback link. We show that the proposed coding scheme provides non-trivial positive secrecy rates and
achieves the feedback capacity of the AWGN channel as the amplitude of the quantization noise vanishes to
zero.
The rest of the paper is organized as follows. In Section II and III, we introduce the system model and the
preliminary results, respectively. Section IV presents the main results of our paper. Section V provides the technical
proofs. Finally, in Section VI, we conclude the paper and outline possible research venues down the road.
Notation: Uppercase and the corresponding lowercase letters (e.g.,Y,Z,y,z) denote random variables and their
realizations, respectively. We use log to denote the logarithm with base 2, and 0log0 = 0. We use x′ to denote
the transpose of a vector or matrix x. The symbol C∞[a,b] denotes the set of bounded continuous functions on [a,b].
RH 2 denotes the set of stable and proper rational filters in Hardy spaceH2, and L2 denotes the 2-norm Lebesgue
space.
II. SYSTEM MODEL
In this section, we present the mathematical system model. First of all, we consider a discrete-time Gaussian
channel with noiseless feedback (Fig. 1). The additive Gaussian channel is modeled as
y(k) = u(k)+w(k), k = 1,2, · · · , (1)
where the Gaussian noise {w(k)}∞k=1 is assumed to be stationary with power spectrum density Sw(e jθ ) for ∀θ ∈
[−pi,pi). Unless the contrary is explicitly stated, “stationary” without specification refers to stationary in wide sense.
Moreover, we assume the power spectral density satisfies the Paley-Wiener condition
1
2pi
∫ pi
−pi
| logSw(e jθ )|dθ < ∞.
Assumption 1. (ARMA(k) Gaussian Channel) In this paper, noise w is assumed as the output of a finite-dimensional
linear time invariance (LTI) minimum-phase stable system H ∈ RH 2, driven by the white Gaussian noise with
zero mean and unit variance. The power spectral density (PSD) of w is colored (nonwhite)1, bounded away from
zero and has a canonical spectral factorization given by Sw(e jθ ) = |H(e jθ )|2.
1Both the (Shannon) capacity [2] and the secrecy capacity [23] for the AWGN channel with noiseless causal feedback have been known.
As shown in Fig.1, the feedback wiretap channel of interest includes a forward channel from Alice to Bob as
described by (1), a causal noiseless feedback yˆ from Bob to Alice, and three noisy observation channels to the
eavesdropper Eve. Note that a classical wiretap channel model can be recovered if the eavesdropper’s channel input
u and yˆ are removed. In this paper, we assume that the eavesdropper is powerful and can access three inputs 2. The
noisy wiretap channels are modeled as
z(k) =u(k)+ v(k),
z˜(k) =y(k)+ v˜(k),
zˆ(k) =yˆ(k)+ vˆ(k), k = 1,2, · · · .
The additive noises v, v˜ and vˆ are assumed to be arbitrarily finite-memory channels, i.e.,
p(v(k)|vk−11 ) = p(v(k)|vk−1k−d), k ≥ d,
p(v˜(k)|v˜k−11 ) = p(v˜(k)|v˜k−1k−d˜), k ≥ d˜,
p(vˆ(k)|vˆk−11 ) = p(vˆ(k)|vˆk−1k−dˆ), k ≥ dˆ,
(2)
where d, d˜ and dˆ respectively represent the size of finite memories and the notation vba represents a sequence
{va,va+1, · · · ,vb} in a compact form. In this paper, we assume these noises have strictly positive and bounded
variance for all k. But they are not necessarily uncorrelated.
We specify a sequence of (n,2nRs) channel codes with an achievable secrecy rate Rs as follows. We denote
the message index by xu0, which is uniformly distributed over the set {1,2,3, · · · ,2nRs}. The encoding process
ui(xu0, yˆi−1) at Alice satisfies the average transmit power constraint P, where yˆi−1 = {yˆ0, yˆ1, · · · , yˆi−1} (yˆ0 = /0) for i=
1,2, · · · ,n, and u1(xu0, yˆ0) = u1(xu0). Bob decodes the message to be xˆu0 by following a decoding function g : yn→
{1,2, · · · ,2nRs} with an error probability satisfying P(n)e = 12nRs ∑2
nRs
xu0=1 p(xu0 6= g(yn)|xu0)≤ εn, where limn→∞ εn = 0.
Meanwhile, the information received by Eve should asymptotically vanish, i.e., limn→∞ 1n I(xu0;z
n
1, z˜
n
1, zˆ
n
1) = 0. The
objective of secure communications is to send xu0 to Bob at an as high rate Rs as possible. The secrecy capacity
Csc is defined as the supremium of all achievable rates Rs. Mathematically,
Csc = sup
feasible coding schemes
Rs
s.t. lim
n→∞
1
n
I(xu0;zn1, z˜
n
1, zˆ
n
1) = 0,
(3)
where the “feasible coding schemes” refer to all feedback codes satisfying the secrecy requirements and the power
constraint. Note that the feedback capacity (without the secrecy constraint) from Alice to Bob, denoted as C f b, can
be recovered by removing the secrecy constraint. This implies Csc ≤C f b.
III. PRELIMINARIES OF FEEDBACK CAPACITY AND CAPACITY-ACHIEVING CODING SCHEME
In this section, we review the characterization of the feedback capacity C f b and then propose a variant of the
generalized S-K scheme, which is a C f b-achieving feedback codes without the presence of an eavesdropper. The
materials here are useful for us to further investigate the channel model with an eavesdropper.
2Note that in [1] only the access to channel input u and channel output y is considered. Based on the generalized results in this paper, however,
the results in [1] with three noisy observation channels to the eavesdropper as assumed in this paper still hold.
A. Feedback Capacity C f b Revisited
Firstly, we present the feedback capacity characterization for the Gaussian channel under Assumption 1. As
proved in [13], the feedback capacity from Alice to Bob for such a channel with the average power budget P can
be characterized by
C f b =max
Q
1
2pi
∫ pi
−pi
log |1+Q(eiθ )|dθ ,
s.t.
1
2pi
∫ pi
−pi
|Q(e jθ )|2Sw(e jθ )dθ ≤ P,
Q ∈RH 2 is strictly causal.
(4)
Remark 1. Under Assumption 1, the optimal Q has no zeros on the unit circle (Proposition 5.1 (ii) in [13]).
When specified to ARMA(1) channel, the above characterization can be simplified and has a closed-form solution.
Lemma 1. (Theorem 5.3 in [13]) For the ARMA(1) feedback Gaussian channel with the average channel input
power budget P > 0, the feedback capacity C f b is given by
C f b =− logx0,
where x0 is the unique positive root of the fourth-order polynomial in x
Px2 =
(1− x2)(1+σαx)2
(1+σβx)
,
and
σ = sign(β −α).
Furthermore, an optimal Q to achieve C f b is given by
Q(eiθ ) =−Pσx0 1+βαx01+ασx0
eiθ (1+βeiθ )
(1+αeiθ )(1−σx0eiθ ) . (5)
Since the optimization in (4) has infinite dimensional search space, except for the ARMA(1) Gaussian channels,
neither the analytical nor the numerical solutions to Q(e jθ ) was known in the literature. One recent result in [14]
casted the above optimization into a semi-definite programming and then used the convex tools to compute C f b.
In addition, [15] [16] provided a numerical approach to compute C f b and explicitly construct the optimal Q(e jθ ),
which can be efficiently solved by the standard convex optimization tools. We refer the interested reader to [15]
[16] for details. To make our paper self-contained, we re-state the main results in [15] [16] as follows.
Proposition 1. (Lemma 4, [16]) Consider a non-white additive noise w under Assumption 1 in the forward channel
and let Q(e jθ ) = a(θ) + jb(θ). The h-upper-bound on the feedback capacity C f b, denoted by C f b(h), can be
characterized by
C f b(h) =max
Γ
1
4pi
∫ pi
−pi
log((1+a(θ))2+b(θ)2)dθ
s.t.
1
2pi
∫ pi
−pi
(
a2(θ)+b2(θ)
)
Sw(θ)dθ ≤ P,∫ pi
−pi
a(θ)cos(nθ)dθ +
∫ pi
−pi
b(θ)sin(nθ)dθ = 0 (strict causality constraint)
n = 0,1,2, · · · ,h,
(6)
where the maximum is taken over a functional set Γ defined as
Γ={a(θ),b(θ) : [−pi,pi]→ R | a(θ),b(θ) ∈L2}. (7)
Furthermore, we have C f b(h)≥C f b(h+1),C f b(h)≥C f b for any h≥ 0, and
C f b = lim
h→∞
C f b(h).
Remark 2. With a bit abuse of notation, we use Sw(θ) instead of Sw(eiθ ) for simplicity. The basic idea to obtain the
characterization (6) is that the strict causality constraint (4) can be equivalently imposed on (the infinite number
of) the non-positive index coefficients of the inverse Fourier transform of Q(eiθ ) by setting them to zeros. The
upper bound follows as we herein only impose a finite number of the Fourier coefficients with non-positive index
−h,−h+1, · · · ,−1,0 to be zero.
Notice that C f b(h) still turns out to be a semi-infinite dimensional problem, in which there are finite number
of constraints but infinite number of feasible solutions in L2. However, one important result, as shown below,
establishes the strong Lagrangian dual of C f b(h). In other words, there is no duality gap between the semi-infinite
dimensional primal problem and its finite dimensional dual problem, a fact that provides a convex optimization
approach to compute C f b(h).
Theorem 1. (Theorem 2 in [15]) Under Assumption 1, let
A(θ) = [cos(θ),cos(2θ), · · · ,cos(hθ)]′,
B(θ) = [sin(θ),sin(2θ), · · · ,sin(hθ)]′.
For λ > 0, η ∈ Rh, and η0 ∈ R, define
r2(θ) = (2λSw(θ)+η ′A(θ)+η0)2+(η ′B(θ))2.
Then, the following statements hold.
a) The Lagrangian dual of (6) is given by
(D) : µh =− max
λ>0,η∈Rh,η0∈R
g(λ ,η ,η0), (8)
where
g(λ ,η ,η0) =
1
2pi
∫ pi
−pi
[
1
2
log(2λSw(θ)−ν(θ))− r
2(θ)
2ν(θ)
+λSw(θ)
]
dθ −λP+η0+ 12 , (9)
with
ν(θ) =
−r2(θ)+
√
r4(θ)+8λSw(θ)r2(θ)
2
. (10)
b) The dual problem (D) in (8) is equivalent to the following convex optimization problem
µh =− max
λ > 0,η ∈ Rh,η0 ∈ R
ν(θ)≥ 0 ∈C∞[−pi,pi]
g˜(λ ,η ,η0,ν(θ)), (11)
where
g˜(λ ,η ,η0,ν(θ)) =
1
2pi
∫ pi
−pi
[
1
2
log(2λSw(θ)−ν(θ))− r
2(θ)
2ν(θ)
+λSw(θ)
]
dθ −λP+η0+ 12 , (12)
and the optimal ν(θ) is characterized by (10).
c) Furthermore, C f b(h) = µh, and an optimal strictly casual filter Qh(e jθ ) = a(θ)+ jb(θ) for C f b(h) exists and is
characterized by
a(θ) =
2λSw(θ)+η ′A(θ)+η0
ν(θ)
−1 a.e.,
b(θ) =
η ′B(θ)
ν(θ)
a.e.,
(13)
where (λ ,η ′,η0,ν(θ)) are obtained by solving (8) (or (11)).
Note that the above optimization is not easily computable due to the integral in the objective function. A natural
approach is to approximate the integral with a finite sum by discretizing θ . We apply such discretization to (11)
(with spacing pim ) and introduce the following finite dimensional convex problem. Given m, consider
µh(m) =− max
λ>0,η ,η0,νi≥0
g˜m(λ ,η ,η0,νi) (14)
where
g˜m(λ ,η ,η0,νi) =
1
2m
2m
∑
i=1
(
1
2
log(2λSw(θi)−νi)+λSw(θi)− r
2(θi)
2νi
−λP+η0+ 12
)
,
and θi =−pi+ pim (i−1).
It is argued in [16] that µh(m) can be an arbitrarily well approximation of µh, i.e., limm→∞ µh(m) = µh. Notice that
the optimization (14) is in a simple convex form. In particular, the log of an affine function is concave. The term
r2(θi)
νi is quadratic (composed with an affine function of the variables) over linear function, therefore convex. Thus,
(14) can be efficiently solved with the standard convex optimization tools, e.g. CVX, a package for specifying and
solving convex programs [34], [35].
In what follows, we describe, given an optimal Q in (4), how to construct an implementable coding scheme that
achieves the feedback capacity from Alice to Bob.
Fig. 2. Representation I: Decomposition of filter K into the feedback encoder (Alice) and decoder (Bob). The eavesdropper channels are not
included. z-transform is used to represent the dynamics of LTI systems.
B. C f b-achieving Feedback Coding Scheme
First of all, once an optimal Q is found for the above optimization, we construct a feedback filter K=−Q(1+
Q)−1 stabilizing the channel within the prescribed input average power budget (see [15] for proofs). Next, based
on the transfer function K, we construct an explicit feedback coding scheme as follows, which is deterministic
(time-invariant) and has doubly exponential decaying decoding error probability.
We first present controller K as a LTI single-input-single-output (SISO) finite-dimensional discrete-time unstable
system with the following state-space model:
K :
xs(k+1)
xu(k+1)
=
As 0
0 Au
xs(k)
xu(k)
+
Bs
Bu
y(k)
u(k) =
[
Cs Cu
]xs(k)
xu(k)
 .
(15)
Based on Remark 1, we assume that the eigenvalues of Au are strictly outside the unit disc while the eigenvalues
of As are strictly inside the unit disc. Without loss of generality, we assume that As and Au are in Jordan form.
Assume Au has m eigenvalues, denoted by λi(Au), i = 1,2, · · · ,m. Next, we review the coding scheme in [16] [36]
(Fig. 2), which decompose K into an encoder (Alice) and a decoder (Bob) with an estimated signal fed back to the
encoder via the noiseless feedback channel.
Representation I: Decoder-estimation-based Feedback Coding Scheme [16] [36] (Fig. 2).
Decoder: The decoder runs K driven by the channel output y.
xs(k+1) = Asxs(k)+Bsy(k), xs(0) = 0,
xˆu(k+1) = Auxˆu(k)+Buy(k), xˆu(0) = 0.
It produces two signals: an estimate of the initial condition of the encoder
xˆu0(k) = A−k−1u xˆu(k+1),
and a feedback signal
uˆ(k) =
[
Cs Cu
]xs(k)
xˆu(k)
 .
Encoder: The encoder runs the following dynamics
x˜u(k+1) = Aux˜u(k), x˜u(0) = xu0,
u˜u(k) = Cux˜u(k).
It receives uˆ and produces the channel input
u(k) = u˜u(k)− uˆ(k).
As will be seen later, the above coding scheme cannot be directly applied to the feedback ARMA(k) Gaussian
channel with an eavesdropper. Therefore, we next propose an equivalent representation of the above decoder-
estimation-based feedback coding scheme. It will be proved that a variant of this new representation achieves the
same maximum rate of the same channel without the eavesdropper.
Representation II: Channel-output-based Feedback Coding Scheme (Fig. 3).
Decoder: The decoder runs K driven by the channel output y.
xˆu(k+1) = Auxˆu(k)+Buy(k), xˆu(0) = 0.
It only produces an estimate of the initial condition of the encoder
xˆu0(k) = A−k−1u xˆu(k+1).
Encoder: The encoder runs the following dynamics driven by the initial state, i.e., the message,
x˜u(k+1) = Aux˜u(k), x˜u(0) = xu0,
u˜u(k) = Cux˜u(k).
It receives y and runs dynamics driven by the received feedback y,
xs(k+1) = Asxs(k)+Bsy(k), xs(0) = 0
xˆu(k+1) = Auxˆu(k)+Buy(k), xˆu(0) = 0,
and produces a signal
uˆ(k) =
[
Cs Cu
]xs(k)
xˆu(k)
 .
Fig. 3. Representation II: Decomposition of filter K into the feedback encoder (Alice) and decoder (Bob). The eavesdropper channels are not
included.
Then, the encoder produces the channel input
u(k) = u˜u(k)− uˆ(k).
By comparing the two representations, we see that the only difference comes from the feedback signal. In
Representation I, the feedback signal uˆ is generated by the decoder, while in Representation II, the feedback signal
is simply the raw channel output. The equivalence can be directly verified by comparing the channel inputs u
(encoder) and the estimate of the message xˆu0 (decoder) of the two representations.
Proposition 2. For a given message xu0 and a sequence of additive noise wk1 (k ≥ 1), the Representation I and
Representation II of the proposed coding scheme produce identical channel input u(k) and message estimate xˆu0(k)
for ∀k.
Remark 3. It is important to notice that the “equivalence” only holds for such a channel without an eavesdropper.
This is because in our model the eavesdropper can access the feedback link. In Representation II, since the channel
output is directly fed back to Alice, the eavesdropper’s access to both the channel output and the feedback link
has no difference from the access to the channel output only. However, this is clearly not true for Representation I,
in which the eavesdropper can extract more useful information from the decoding process (Bob) by accessing the
feedback link.
We next provide some insight on the proposed coding scheme. All the discussions in the rest of this section hold
for both representations.
First of all, in the above proposed coding schemes, since the closed loop is stable, u(k) goes to zero with time
if the noise is not present. Given that
u(k) =u˜u(k)− uˆ(k)
=Cu(x˜u(k)− xˆu(k))−Csxs(k),
(16)
and the system is observable, we have xˆu(k) → −x˜u(k). Thus, −xˆu0(k) is an estimate at time k of x˜u(0) =
xu,0. In the presence of noise, Theorem 4.3 in [36] shows that the above coding scheme leads to xˆu0(k− 1) v
N (−xu,0,A−ku E[xˆu(k)xˆu(k)′](A−ku )′) for large k, where E[xˆu(k)xˆu(k)′] represents the state covariance matrix. Note
that, since the stable closed-loop system is observable and controllable, the matrix E[xˆu(k)xˆu(k)′] is positive definite
(which converges to a steady state value and is independent from the initial state of the system) and so is
A−ku E[xˆu(k)xˆu(k)′](A−ku )′. Since the eigenvalues of Au are strictly outside the unit disc, it is straightforward to
see that the state covariance matrix converges to zero (e.g. element-wise) as k goes to infinity.
In addition, in the above coding scheme the message index xu0 ∈ Rm is allocated at the centroid of an unit
hypercube in the coordinate system depending on Au ∈ Rm×m. We refer interested readers to Theorem 4.3 in [36]
for details. For scalar Au ∈ C, the unit hypercube becomes an interval, e.g. [−0.5,0.5]. That is, 2nRs messages are
represented by the middle points of equally divided 2nRs subintervals within [−0.5,0.5]. In the end, we note that
the causality of the feedback channel is captured by the one-step delay of the state transition on xs and xˆu.
The next lemma indicates that the proposed coding scheme K is C f b-achieving. The proof is omitted as it follows
directly from Theorem 4.3 and Theorem 4.6 in [36].
Proposition 3. Consider stationary Gaussian channels in (4). Given a filter Q(eiθ ) ∈RH 2, the proposed coding
scheme based on the decomposition of K = −Q(1+Q)−1 achieves a reliable transmission rate (in the sense of
Shannon) at
1
2pi
∫ pi
−pi
log |1+Q(eiθ )|dθ =
m
∑
i=1
log |λi(Au)| bits/channel use,
and has double exponential decaying error probability.
This proposition indicates that the achievable rate of the proposed coding schemes (Representation I and Rep-
resentation II) is explicitly characterized by the objective function in (4), leading to the fact that the proposed
coding schemes are capacity-achieving if Q(eiθ ) is an optimal solution to (4). Moreover, this achievable rate is
only determined by the unstable eigenvalues of the system, implying that the capacity-achieving coding scheme K
must be unstable although the closed-loop system is stable.
Thus far, we have presented explicit feedback codes (in the state-space representation) that can achieve the
feedback capacity. In the next section, we show that a variant of this coding scheme K can lead to the asymptotic
zero leakage of the message to Eve. This implies Csc =C f b.
IV. MAIN RESULTS
In this section, we first present our results for the ARMA(k) feedback channel with an eavesdropper, and then
extend our results to the case with quantization noise in feedback.
A. ARMA(k) Feedback Channel with an Eavesdropper
We first present our new development on the properties of the feedback coding scheme for ARMA(k) Gaussian
channels without the presence of an eavesdropper. We then use these properties to establish our main theorem that
characterizes the feedback secrecy capacity and its achieving coding scheme.
The following result shows that, by choosing the particular m-step initializations (in the state-space representation)
for the proposed coding scheme, the channel inputs (k≥m+1) are only determined by the past additive Gaussian
noise w, a fact that is vital to guarantee the asymptotic secrecy from Eve.
Proposition 4. For the proposed coding scheme in Fig. 2 or Fig. 3, assume the first m-step channel inputs
um1 = A
m+1
u xu0 (where A
m+1
u refers to matrix Au with power m+ 1), the estimate message xˆu0(m) = A
−m−1
u y
m
1
(or equivalently, xˆu(m+1) = ym1 ) and xs(m+1) = 0, where m is the number of the eigenvalues of matrix Au. Then
the induced channel inputs u(k) for k ≥ m+1 are only determined by the past Gaussian noise wk−11 .
Proof. See Section V-A.
Proposition 5. With the initializations defined in Proposition 4, the coding scheme K in Fig. 2 or Fig. 3 remains
to be C f b-achieving.
Proof. The proof follows directly from two facts. On the one hand, all these initials have no effect on the average
transmission power on channel inputs, which only depend on the steady state of the underlying LTI systems. On
the other hand, these initials do not change the reliable transmission rate of the coding scheme K, which is defined
in an asymptotic manner and only determined by the unstable eigenvalues in Au (Proposition 3).
This result provides a variant of the coding scheme K, in which the first m steps (k = 1,2, · · · ,m) of the channel
input u are different from others (k≥m+1) and the states xˆu and xs(m+1) of the coding dynamics are particularly
initialized at m+1. By doing so, after the initialization phase (k ≤ m), Alice only transmits the statistical learning
information of “noise” rather than the message for k≥m+1 in the forward channel, such that if only having access
to the forward channel (which is essentially the case for Representation II) Eve cannot learn innovative information
of the message through its noisy wiretap channels except in the first m-steps.
Theorem 2. Consider the ARMA(k) Gaussian wiretap channel with feedback (Fig. 1) under the average channel
input power constraint P > 0. Then,
1) the feedback secrecy capacity equals the feedback (Shannon) capacity, i.e., Csc =C f b, where C f b is obtained
from Section III-A;
2) the feedback secrecy capacity is achieved by the C f b-achieving feedback coding scheme K ( Representation
II) with um1 = A
m+1
u xu0, xˆu0(m) = A
−m−1
u y
m
1 (or equivalently, xˆu(m+1) = y
m
1 ), and xs(m+1) = 0.
Proof. See Section V-B.
This theorem shows that there exists a feedback coding scheme such that the secrecy requirement can be achieved
without loss of the communication rate of the legitimate users. In addition, Section III-B provides such a feedback
coding scheme that achieves the feedback secrecy capacity. In particular, a Csc-achieving feedback code can be
constructed from the optimal Q in (4) by following the procedures in Section III-B (Representation II) with the
initializations defined in Proposition 4. The next corollary shows that the well-known S-K scheme [6] is a special
case of our proposed coding scheme.
Corollary 1. Consider the AWGN wiretap channel with feedback (Fig. 1) under the average channel input power
constraint P > 0. Assume that the additive noise w has zero mean and variance σ2w > 0. Then the proposed coding
scheme K (Representation II) with Au =
√
P+σ2w
σ2w
, Bu =−
√
A2u−1
Au
, Cu =−
√
A2u−1, and As =Bs =Cs = 0 becomes
the original S-K scheme, and achieves the secrecy capacity Cs f =C f b = 12 log(1+
P
σ2w
).
Proof. See Section V-C.
This corollary recovers Theorem 5.1 in [23], showing that the well-known S-K scheme not only achieves the
feedback capacity but also automatically provides the secrecy from the eavesdropper.
Remark 4. As discussed in Remark 3, if the eavesdropper has no access to the feedback link, then the above results
hold for the coding scheme in Representation I as well. That is, the feedback secrecy capacity Csc is achieved by
the C f b-achieving feedback coding scheme K (Representation I) with the selected initializations. The proof of this
argument follows directly from the proof of Theorem 2 by deleting the eavesdropper’s access to the feedback link.
Therefore, we conclude that the channel-output-based feedback coding scheme Representation II is highly necessary
to remove the advantage of the eavesdropper’s access to the feedback link. If no such access, the “equivalence”
between Representation I and Representation II holds for channels with the eavesdropper.
B. Feedback with Quantization Noise
In this section, we extend our result to Gaussian channels with quantized feedback. It is noteworthy that the
capacity of colored Gaussian channels with noisy feedback remains an open problem [37] [38] [39], even when
simplified to the quantization feedback. Therefore, in this paper, as an initial step towards the secrecy capacity
of noisy feedback Gaussian channels, we focus on AWGN channels with quantized feedback. In [40], the authors
presented a linear coding scheme featuring a positive information rate and a positive error exponent for AWGN
channels with feedback corrupted by quantization or bounded noise. In what follows, we show that our proposed
linear coding scheme Representation II, when specified to the AWGN channel with quantized feedback, converges
to the scheme in [40] and, more importantly, leads to a positive secrecy rate. Furthermore, this achievable secrecy
rate converges to the capacity of the AWGN channel as the amplitude of the quantization noise decreases to zero.
Firstly, we define a memoryless uniform quantizer with sensitivity σq as follows [40].
Definition 1. Given a real parameter σq > 0, a uniform quantizer with sensitivity σq is a function Φσq : R→ R
defined as
Φσq(y) = 2σqb
y+σq
2σq
c,
Fig. 4. Coding Structure for the AWGN channel with quantized feedback. The quantization noise q can be recovered by the decoder to help
decoding.
where b·c represents the floor function. Then, the quantization error at instant k, i.e., the feedback noise, is given
by
q(k) =Φσq(y(k))− y(k).
Notice that, for a given channel output y(k), the quantization noise q(k) can be recovered by the decoder as we
assume the decoder knows the quantization rule. In other words, the decoder can get access to both the channel
outputs and the feedback noise while the encoder can only get access to the corrupted channel output. On the
other hand, note that with the quantized feedback the coding schemes Representation I and Representation II are
not equivalent any more due to the different feedback signals. The Representation I may not be applicable here.
Therefore, we tailor the coding scheme Representation II to the AWGN channel with quantized feedback as follows
(Fig. 4). We first let As = Bs =Cs = 0.
Decoder: The decoder runs K driven by the sum of the channel output y and the quantization noise q.
xˆu(k+1) = Auxˆu(k)+Bu(y(k)+q(k)), xˆu(0) = 0.
It produces an estimate of the initial condition of the encoder
xˆu0(k) = A−k−1u xˆu(k+1).
Encoder: The encoder runs the following dynamics
x˜u(k+1) = Aux˜u(k), x˜u(0) = xu0,
u˜u(k) = Cux˜u(k).
It receives y+ v and duplicates the decoding dynamics,
xˆu(k+1) = Auxˆu(k)+Bu(y(k)+q(k)), xˆu(0) = 0,
and produces a signal,
uˆ(k) =Cuxˆu(k).
Then, it produces the channel input
u(k) = u˜u(k)− uˆ(k).
We next show that the above coding scheme can achieve a positive secrecy rate, which converges to the AWGN
capacity as the feedback noise σq decreases. The following definition will be used to characterize this secrecy rate.
Definition 2. [40] For the given positive real parameters σ2w,σq and the power constraint P, define a parameter
rq as follows.
1) If 4σq ≤ P, rq is the nonnegative real solution of the following equation,
σw
√
22rq −1 =
√
P−σq(1+2rq).
2) If 4σq > P, then rq = 0.
It is easy to check that rq satisfies the following three properties [40]
1) rq converges to the AWGN capacity as σq decreases, i.e.,
lim
σq→0+
rq =
1
2
log(1+
P
σ2w
).
2) If σq =
√
P
2 , we have rq = 0.
3) If P max{σ2w,σ2q }, rq ' log(
√
P
σw+σq ). In other words, the ratio of rq and log(
√
P
σw+σq ) converges to 1 as
P→ ∞.
Theorem 3. Consider an AWGN channel with uniformly memoryless quantized feedback defined in Definition
1, where the channel input power constraint is P > 0 and the noise variance of the AWGN channel and the
quantization sensitivity in the feedback link are assumed to be σ2w and σq, respectively. Assume u(1) = A2uxu0, and
xˆu0(1) = A−2u (y(1)+ q(1)) (or equivalently, xˆu(2) = y(1)+ q(1)). Then, the above proposed coding scheme with
Au = 2r,Bu = −1,Cu = Au− 1Au and As = Bs = Cs = 0 achieves a secrecy rate r for all r < rq (rq is defined in
Definition 2).
Proof. See Section V-D.
Combined with the aforementioned property (1) on rq, this theorem implies that the achievable feedback secrecy
rate of the proposed coding scheme converges to the AWGN capacity as σq decreases to zero.
V. TECHNICAL PROOFS
In this section, we present the omitted proofs in Sections IV.
A. Proof of Proposition 4
Based on the Representation I of the proposed feedback coding scheme, we have
u(k) =u˜u(k)− uˆ(k)
=Cu(x˜u(k)− xˆu(k))−Csxs(k)
=Cu(Aux˜u(k−1)−Akuxˆu0(k−1))−Csxs(k)
= · · ·
=Cu(Akuxu0−Akuxˆu0(k−1))−Csxs(k)
=CuAku(xu0− xˆu0(k−1))−Csxs(k).
(17)
Next, for k ≥ m+1 where the initial steps have passed and the signals evolve as described in the coding scheme,
it yields
xˆu0(k) =A−k−1u xˆu(k+1)
=A−k−1u (Auxˆu(k)+Buy(k))
=A−ku xˆu(k)+A
−k−1
u Buy(k)
=xˆu0(k−1)+A−k−1u Buy(k)
=xˆu0(k−1)+A−k−1u Bu(u(k)+w(k))
(a)
= xˆu0(k−1)+A−k−1u Bu(CuAkuxu0−CuAkuxˆu0(k−1)−Csxs(k)+w(k))
=xˆu0(k−1)−A−k−1u BuCuAkuxˆu0(k−1)+A−k−1u BuCuAkuxu0+A−k−1u Bu(w(k)−Csxs(k))+ xu0− xu0
=(I−A−k−1u BuCuAku)xˆu0(k−1)− (I−A−k−1u BuCuAku)xu0+A−k−1u Bu(w(k)−Csxs(k))+ xu0
=(I−A−k−1u BuCuAku)(xˆu0(k−1)− xu0)+A−k−1u Bu(w(k)−Csxs(k))+ xu0,
(18)
where step (a) follows from (17). Let αk = I−A−k−1u BuCuAku and βk = A−k−1u Bu. Moving xu0 to the left side, we
have
xˆu0(k)− xu0 = αk(xˆu0(k−1)− xu0)+βk(w(k)−Csxs(k)).
By iterating the above equation, for k ≥ m+1, we obtain
xˆu0(k)− xu0 =
k
∏
i=m+1
αi(xˆu0(m)− xu0)+
k
∑
i=m+1
k
∏
j=i+1
α jβi(w(i)−Csxs(i)).
where we assume αk+1 = 1. Given um1 = A
m+1
u xu0 and xˆu0(m) = A
−m−1
u y
m
1 , we have
xˆu0(m) = A−m−1u (u
m
1 +w
m
1 ) = xu0+A
−m−1
u w
m
1 .
Then, it yields
xˆu0(k)− xu0 =
k
∏
i=m+1
αiA−m−1u w
m
1 +
k
∑
i=m+1
k
∏
j=i+1
α jβi(w(i)−Csxs(i)).
Furthermore, given xs(m+1) = 0, from (17) we have
u(m+1) =−CuAm+1u (xˆu0(m)− xu0)−Csxs(m+1)
=−CuAm+1u (xˆu0(m)− xu0)
=−Cuwm1 .
(19)
Now, for k ≥ m+2, we present the channel inputs u(k) and recall the evolution of xs(k) as follows,
u(k) =−CuAku(xˆu0(k−1)− xu0)−Csxs(k)
=−CuAku
( k−1
∏
i=m+1
αiA−m−1u w
m
1 +
k−1
∑
i=m+1
k−1
∏
j=i+1
α jβi(w(i)−Csxs(i))
)
−Csxs(k),
and
xs(k) =Asxs(k−1)+Bs(u(k−1)+w(k−1)).
(20)
Starting with u(m+1) =−Cuwm1 and xs(m+1) = 0, the above coupled iterations induce values of u(k) and xs(k)
that depend only on noise wk−11 . Therefore, for k ≥ m+2
u(k), φk(wk−11 ), (21)
where the mapping φk : Rk−1→ R is defined by the iterations in (20). Combining with (19), we conclude that, for
k ≥ m+1, u(k) only depends on wk−11 . Due to the equivalence between Representation I and Representation II
of the coding scheme, this result directly holds for Representation II.
B. Proof of Theorem 2
Following from Proposition 3, the proposed coding scheme derived from the optimal filter Q can achieve the
feedback capacity C f b. Then, in what follows, we only need to show that under the selected initializations of the
proposed coding scheme, the following secrecy requirement is satisfied,
lim
n→∞
1
n
I(xu0;zn1, z˜
n
1, zˆ
n
1) = 0.
In this proof, we use the Representation II of the proposed coding scheme. Following from the model in Fig. 1
and (19), (21) in the proof of Proposition 4, the three inputs z(k), z˜(k) and zˆ(k) to Eve for k ≥ 1 are given by
zm1 = u
m
1 + v
m
1 = A
m+1
u xu0+ v
m
1 ,
z(m+1) = u(m+1)+ v(m+1) =−Cuwm1 + v(m+1),
z(k) = φk(wk−11 )+ v(k), k ≥ m+2,
(22)
and
z˜m1 = u
m
1 + v˜
m
1 +w
n
1 = A
m+1
u xu0+ v˜
m
1 +w
n
1,
z˜(m+1) = u(m+1)+ v˜(m+1)+w(m+1) =−Cuwm+ v˜(m+1)+w(m+1),
z˜(k) = φk(wk−11 )+ v˜(k)+w(k), k ≥ m+2,
(23)
and
zˆm1 = u
m
1 + vˆ
m
1 +w
n
1 = A
m+1
u xu0+ vˆ
m
1 +w
n
1,
zˆ(m+1) = u(m+1)+ vˆ(m+1)+w(m+1) =−Cuwm+ vˆ(m+1)+w(m+1),
zˆ(k) = φk(wk−11 )+ vˆ(k)+w(k), k ≥ m+2,
(24)
where um1 = A
m+1
u xu0 is the selected initializations. Recall that noises v(k), v˜(k) and vˆ(k) are additive noises defined
in (2).
Then, for n≥ k+max{d, d˜, dˆ}+1 and k ≥ m+1 we have
h(xu0|zn1, z˜n1, zˆn1)
(a)
≥h(xu0|zn1, z˜n1, zˆn1,wn1,vnm+1, v˜nm+1, vˆnm+1)
(b)
=h(xu0|zm1 , z˜m1 , zˆm1 ,wn1,vnm+1, v˜nm+1, vˆnm+1)
(c)
=h(xu0|Am+1u xu0+ vm1 ,Am+1u xu0+ v˜m1 +wm1 ,Am+1u xu0+ vˆm1 +wm1 ,wn1,vnm+1, v˜nm+1, vˆnm+1)
=h(xu0|Am+1u xu0+ vm1 ,Am+1u xu0+ v˜m1 ,Am+1u xu0+ vˆm1 ,wn1,vnm+1, v˜nm+1, vˆnm+1)
(d)
=h(xu0|Am+1u xu0+ vm1 ,Am+1u xu0+ v˜m1 ,Am+1u xu0+ vˆm1 ,wn1,vm+dm+1 , v˜m+d˜m+1 , vˆm+d˜m+1)
=h(xu0|Am+1u xu0+ vm1 ,Am+1u xu0+ v˜m1 ,Am+1u xu0+ vˆm1 ,vm+dm+1 , v˜m+d˜m+1 , vˆm+d˜m+1),
(25)
where (a) follows from the fact that conditioning does not increase entropy, step (b) follows from Proposition 4,
step (c) follows from (22), (23) and (24), step (d) follows from the finite memory of wiretap channel noise (v, v˜
,vˆ) and the last step follows from the fact that the noise w is assumed to be independent from others.
Then, we obtain
I(xu0;zn1, z˜
n
1, zˆ
n
1)
=h(xu0)−h(xu0|zn1, z˜n1, zˆn1)
≤h(xu0)−h(xu0|Am+1u xu0+ vm1 ,Am+1u xu0+ v˜m1 ,Am+1u xu0+ vˆm1 ,vm+dm+1 , v˜m+d˜m+1 , vˆm+d˜m+1)
=I(xu0;Am+1u xu0+ v
m
1 ,A
m+1
u xu0+ v˜
m
1 ,A
m+1
u xu0+ vˆ
m
1 ,v
m+d
m+1 , v˜
m+d˜
m+1 , vˆ
m+d˜
m+1)
=I(xu0;Axu0+B),
(26)
where A = [Am+1u ,Am+1u ,Am+1u ,0]T (0 is an (d + d˜ + dˆ)×m zero matrix) and B = [vm1 , v˜m1 , vˆm1 ,vm+dm+1 , v˜m+d˜m+1 , vˆm+dˆm+1 ].
Recall that message xu0 is uniformly selected from {1,2, · · · ,2nRs} that are equally spaced in an m-dimensional
unit hypercube. The covariance matrix of xu0 is 112 Im as n→∞. Following from the fact that for a fixed covariance
a vector Gaussian input distribution maximizes the mutual information, we obtain the following upper bound,
lim
n→∞
1
n
I(xu0;zn1, z˜
n
1, zˆ
n
1))≤ limn→∞
1
n
I(xu0;Axu0+B)
= lim
n→∞
1
n
(
h(Axu0+B)−h(Axu0+B|xu0)
)
= lim
n→∞
1
n
(
h(Axu0+B)−h(B)
)
≤ lim
n→∞
1
2n
logdet
(
E[BBT ]+
1
12
AAT
)
−h(B)
= 0.
(27)
The last step follows from the fact that the right-hand side upper bound is independent from index n. The proof is
complete.
C. Proof of Corollary 1
Based on the Schalkwijk’s scheme in [6], the channel input (encoder) and the message estimate (decoder) for
k = 1 are given below by using the notations in this paper.
u(1) =Auxu0,
xˆu0(1) =A−1u y(k) = xu0)+A
−1
u w(1).
(28)
The dynamics of the Schalkwijk’s coding scheme for k ≥ 2 can be summarized as follows,
u(k) =
√
A2u−1Ak−1u (xˆu0(k−1)− xu0),
xˆu0(k) =xˆu0(k−1)−A−k−1u
√
A2u−1y(k),
(29)
where Au =
√
P+σ2w
σ2w
and σw is the variance of the additive white Gaussian noise in the forward channel.
In our coding scheme, for k = 1,
u(1) =A2uxu0,
xˆu0(1) =A−2u y(1) = xu0+A
−2
u w(1),
(30)
Plugging these selected parameters into (17) and (18), we have channel inputs and the message estimate of our
proposed coding scheme as follows,
u(k) =
√
A2u−1Aku(xˆu0(k−1)− xu0),
xˆu0(k) =xˆu0(k−1)−A−k−2u
√
A2u−1y(k).
(31)
By scaling the message xu0 and the corresponding estimate xˆu0 by factor Au, we recover the dynamics of the
Schalkwijk’s scheme. Note that this constant scaling on the message index xu0 have no effect on the reliable
transmission rate and the power cost at channel input. The proof is complete.
D. Proof of Theorem 3
Starting from the decoder with Au = 2r and Bu =−1, we have the decoding dynamics (k ≥ 2)
xˆu(k) = Auxˆu(k−1)+Bu(y(k−1)+q(k−1))
= Au(Auxˆu(k−2)+Bu(y(k−2)+q(k−2)))+Bu(y(k−1)+q(k−1))
= A2uxˆu(k−2)+AuBu(y(k−2)+q(k−2))+Bu(y(k−1)+q(k−1))
= · · ·
= Akuxˆu(0)+Bu
k−1
∑
i=0
Ak−1−iu (y(i)+q(i))
= Bu
k−1
∑
i=0
Ak−1−iu (y(i)+q(i))
=−
k−1
∑
i=0
2r(k−1−i)(y(i)+q(i)).
(32)
Then, the estimate of the initial state of the encoder (i.e., the message index) is
xˆu0(k−1) = A−ku xˆu(k) =−
k−1
∑
i=0
2−r(i+1)(y(i)+q(i)). (33)
Next, based on (17) with Cs = 0 and Cu = Au− 1Au , we have the dynamics of channel inputs as
u(k) =CuAku(xu0− xˆu0(k−1))
=CuAku(xu0−A−ku xˆu(k))
=CuAku(xu0−A−ku (Auxˆu(k−1)+Bu(y(k−1)+q(k−1))))
=CuAku(xu0−A−k+1u xˆu(k−1))+CuBu(y(k−1)+q(k−1))
(a)
=Auu(k−1)+CuBu(y(k−1)+q(k−1))
=2ru(k−1)+(2−r−2r)(y(k−1)+q(k−1)),
(34)
where step (a) follows from the above first two steps. Notice that our coding schemes of the decoder (33) and the
encoder (34) are identical to the coding schemes (2) and (4) in [40]. In addition, Theorem 3.2 in [40] shows that,
for a given rv (Definition 2), the proposed scheme can achieve any transmission rate r with r < rv.
Now, we need to prove that the proposed coding scheme achieves secrecy with regard to the eavesdropper. In
fact, we can directly follow the proof of Proposition 4 and characterize the channel inputs as
u(1) =A2uxu0, u(2) =−Cu(w(1)+q(1)),
u(k) =−CuAku
(
(1−A−1u BuCu)k−2
w(1)
A2u
+
k−1
∑
i=2
A−i−1u (1−A−1u BuCu)k−1−iBu(w(i)+q(i))
)
, k ≥ 3.
(35)
As a consequence, we note that the channel inputs of the proposed coding scheme only depend on the past forward
channel noise w and feedback quantization noise q. This fact enables us to show that, by following the proof of
Theorem 2, this coding scheme satisfies the secrecy requirement
lim
n→∞
1
n
I(xu0;zn1, z˜
n
1, zˆ
n
1) = 0.
To avoid redundancy, we herein only provide sketchy arguments. Details can be directly obtained by following
(25) to (27).
h(xu0|zn1, z˜n1, zˆn1)≥h(xu0|zn1, z˜n1, zˆn1,wn1,qn1,vn2, v˜n2, vˆn2)
=h(xu0|z1, z˜1, zˆ1,wn1,qn1,vn2, v˜n2, vˆn2)
=h(xu0|A2uxu0+ v1,A2uxu0+ v˜1+w1,A2uxu0+ vˆ1+w1,wn1,qn1,vn2, v˜n2, vˆn2)
=h(xu0|A2uxu0+ v1,A2uxu0+ v˜1,A2uxu0+ vˆ1,wn1,qn1,vn2, v˜n2, vˆn2)
=h(xu0|A2uxu0+ v1,A2uxu0+ v˜1,A2uxu0+ vˆ1,wn1,qn1,v1+d2 , v˜1+d˜2 , vˆ1+dˆ2 )
=h(xu0|A2uxu0+ v1,A2uxu0+ v˜1,A2uxu0+ vˆ1,v1+d2 , v˜1+d˜2 , vˆ1+dˆ2 ).
(36)
Then, we obtain
I(xu0;zn1, z˜
n
1, zˆ
n
1)
≤I(xu0;A2uxu0+ v1,A2uxu0+ v˜1,A2uxu0+ vˆ1,v1+d2 , v˜1+d˜2 , vˆ1+dˆ2 )
=I(xu0;Axu0+B),
(37)
where A= [A2u,A2u,A2u,0]T (0 is an (d+ d˜+ dˆ)×1 zero matrix) and B= [v1, v˜1, vˆ1,v1+d2 , v˜1+d˜2 , vˆ1+dˆ2 ]. The rest of the
proof is omitted as it directly follows from (27).
VI. CONCLUSION
In this paper, we considered the ARMA(k) Gaussian wiretap channel with feedback and showed that a variant
of the generalized S-K scheme, which is a feedback capacity-achieving code, secures transmissions by itself from
the eavesdropper. Namely, the feedback secrecy capacity equals the feedback capacity without the presence of an
eavesdropper. We further extended our scheme to the AWGN channel with quantized feedback and proved that our
scheme can achieve a positive secrecy rate, which converges to the AWGN channel capacity as the quantization
noise decreases to zero.
We conclude this paper by listing a few related research topics, which can facilitate to illustrate the complete
picture of the secrecy communications with feedback. First of all, it is known that the S-K coding scheme nicely
unifies communications, control and estimation for feedback systems. In this paper, by leveraging the tools from both
control and communications, we showd that (a variant of) the S-K scheme automatically provides secrecy for the
legitimate users. Therefore, understanding the secrecy nature of the S-K scheme from an estimation perspective could
be a missing piece of the work. One possible investigation along this line is to extend the fundamental relation
between the derivative of the mutual information and the MMSE [41], known as I-MMSE, from the open-loop
channels to the feedback channels by invoking the direct information [42], [43] rather than the mutual information
[44]. Furthermore, extend the current results to channels with noisy feedback can be very valuable. Toward this end,
it is necessary to construct a feedback coding scheme with a good achievable rate for noisy feedback channels with
no eavesdropper, which itself is a quite nontrivial problem in general. Finally, extensions to the multi-access colored
Gaussian channels with feedback can be of much interest to the community in the field of secrecy communications.
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