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Abstract
The sample mean is among the most well studied estimators in statistics, having many desirable
properties such as unbiasedness and consistency. However, when analyzing data collected using a multi-
armed bandit (MAB) experiment, the sample mean is biased and much remains to be understood about its
properties. For example, when is it consistent, how large is its bias, and can we bound its mean squared
error? This paper delivers a thorough and systematic treatment of the bias, risk and consistency of
MAB sample means. Specifically, we identify four distinct sources of selection bias (sampling, stopping,
choosing and rewinding) and analyze them both separately and together. We further demonstrate that a
new notion of effective sample size can be used to bound the risk of the sample mean under suitable loss
functions. We present several carefully designed examples to provide intuition on the different sources
of selection bias we study. Our treatment is nonparametric and algorithm-agnostic, meaning that it is
not tied to a specific algorithm or goal. In a nutshell, our proofs combine variational representations of
information theoretic divergences with new martingale concentration inequalities.
1. Introduction
In many real-world settings, data are collected in an adaptive manner from several distributions (arms),
as captured by the classic stochastic multi-armed bandits (MAB) framework [Robbins, 1952]. The data
collection procedure (henceforth, algorithm) may have been primarily designed for purposes such as testing
a hypothesis, minimizing regret or identifying the best arm. In each round, the algorithm draws a sample
from one of the arms based on the previously observed data (adaptive sampling). The algorithm may also
be terminated based on a data-driven stopping rule rather than at a fixed time (adaptive stopping).
Even though mean estimation may not have been the primary objective, the sample means of arms
might nevertheless be calculated later on. For example, after identifying the best arm, it is natural to want
an estimate of its mean reward. In “off-policy evaluation” [Li et al., 2015], mean reward estimates from
a current policy are used to evaluate the performance of a different policy before actually implementing
the latter. An analyst can choose a specific target arm based on the collected data (adaptive choosing), for
example focusing on certain “promising” arms. Furthermore, the analyst may wish to analyze the data at
some past times, as if the experiment had stopped earlier (adaptive rewinding).
Among several possible mean estimators, we focus on the sample mean which is arguably the simplest
and most commonly used in practice. In the classical nonadaptive setting, the sample mean has favorable
properties. In particular, it is unbiased, consistent, and converges almost surely to the true mean, µ. Ad-
ditionally, under tail assumptions such as sub-Gaussian or sub-exponential conditions, the sample mean is
tightly concentrated around µ. Lastly, the sample mean has minimax optimal risk with respect to suitable
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loss functions such as the ℓ2 loss for distributions with a finite variance and the Kullback-Leibler (KL) loss
for distributions in a natural exponential family.
The adaptive nature of the data collection and analysis induces a significant complication into the analy-
sis of the sample mean. In particular, it has been well-known that the sample mean is biased under adaptive
sampling and characterizing the bias has been a recent topic of interest due to a surge in practical applica-
tions. Significant progress has been made in characterizing the sign of the bias. While estimating MAB ad
revenues, Xu et al. [2013] gave an informal argument of why the sample mean is negatively biased for “opti-
mistic” algorithms. Later, Villar et al. [2015] encountered this negative bias in a simulation study motivated
by using MAB for clinical trials. Recently, Bowden and Trippa [2017] provided an expression for the bias,
and Nie et al. [2018] derived some sufficient conditions under which the bias is negative. In our recent work
[Shin et al., 2019], we extend both results, which hold only at a predetermined time and for a fixed arm, to
more general adaptive setting that include adaptive sampling, stopping and choosing. There, we describe a
simple monotonicity condition that determines the sign of the bias, including natural examples where it can
be positively or negatively biased. Despite this progress, it is still obscure how large the bias is, and more
generally, how the sample mean estimator behaves around the true mean.
In this paper, we derive sufficient conditions under which the sample mean is consistent under all four
aforementioned notions of adaptivity (sampling, stopping, choosing and rewinding, henceforth called the
“fully adaptive setting”). Then, we study the magnitude of its bias and risk under general moment/tail
conditions. Adaptive mean estimation, in each of the four senses described above, has received significant
attention in both recent and older literature (only studied one at a time, not together). Below, we briefly
discuss how our work relates to these past works, proceeding one notion at a time in approximate historical
order.
We begin by noting that a single-armed bandit is simply a random walk, a setting where adaptive
stopping has been extensively studied, since even the simplest of asymptotic questions are often non-
trivial. For example, if a random walk is stopped at an increasing sequence of stopping times, the cor-
responding sequence of stopped sample means does not necessarily converge to µ, even in probability,
without regularity conditions on the distribution and stopping rules (see Ch.1 of Gut [2009]). The book
by Gut [2009] on stopped random walks is an excellent reference, beginning from the seminal paper of
Wald and Wolfowitz [1948], and summarizing decades of advances in sequential analysis. Some relevant
authors include Anscombe [1952], Richter [1965], Starr [1966], Starr and Woodroofe [1972], since they dis-
cuss inferential questions for stopped random walks or stopped tests, often in parametric and asymptotic
settings. As far as we know, most of these results have not been extended to the MAB setting, which natu-
rally involves adaptive sampling and choosing. Motivated by this, we provide new consistency results that
hold in the fully adaptive setting.
Next, for the problem of estimation following a sequential test, Cox [1952] and Siegmund [1978] de-
veloped an asymptotic expression for the size of the bias of the sample mean. Further, the moment bounds
derived in de la Peña et al. [2004, 2008] for self-normalized processes can be converted into bounds, on the
ℓp-risk of the sample mean. However, both sets of results apply only for a fixed arm (since they work in
the one-armed setting), for a specific stopping rule (a sample mean crossing a boundary) and for a restricted
class of arms (in our context, sub-Gaussian arms) and do not directly apply to adaptively chosen arms in an
MAB setting, unlike the results that our paper derives.
Third, the recent literature on best-arm identification in MABs has often used anytime uniform concen-
tration bounds for the sample mean of each arm around its true mean [Jamieson et al., 2014, Kaufmann et al.,
2016] also known as finite-LIL bounds. Historically, these were called confidence sequences and were de-
veloped by Darling and Robbins [1967a, 1968], Lai [1976], though both theoretical and practical advances
outside the MAB literature have been made recently [Balsubramani, 2014, Balsubramani and Ramdas, 2016,
Howard et al., 2018b]. While these results yield high probability deviation inequalities that allow for adap-
tive rewinding, they cannot be immediately converted into bias and risk bounds. Below, we develop variants
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of these bounds and incorporate them into our risk analysis to to cover all the cases in the fully adaptive
setting.
Last, Russo and Zou [2016] recently derived information-theoretic bounds for the selection bias intro-
duced by adaptive choosing. This work, soon extended by Jiao et al. [2017], showed that if a fixed number
of samples is collected from each distribution, then the bias (or expected ℓ2 loss) of the sample mean of
an adaptively chosen arm can be bounded using the mutual information between the arm index and the ob-
served data. From our MAB perspective, these bounds only hold for a deterministic sampling strategy that
is stopped at a fixed time. Our paper derives new bias and risk bounds based on the mutual information for
the fully adaptive setting.
In sum, characterizing the risk and bias under all four notions of adaptivity simultaneously is an inter-
esting and challenging theoretical problem, and it is also of practical interest. Below, we summarize our
contributions and describe the organization of the paper:
1. We formulate sufficient conditions for consistency of a sequence of sample means in the fully adaptive
setting which only require the existence of a finite mean for each arm (Proposition 1).
2. For the ℓ2 loss and for arms with finite moments, we derive risk bounds for the sample mean in the
fully adaptive setting that includes an adaptive arm choice and adaptive rewinding (Theorem 1 and
Corollary 1.1).
3. By considering certain Bregman divergences between the sample and true mean as loss functions and
for arms with exponentially decaying tails, we derive sharp risk bounds for a fixed target at a stopping
time (Theorem 2) which are in turn used to derive quantitative upper and lower bounds for the bias
under adaptive sampling and stopping (Corollary 2.1).
4. Under the fully adaptive setting including adaptive arm choice and adaptive rewinding, we show that
by inducing a small “adaptive normalizing factor” in a log-log scale, we can extend the above results
to derive bounds on the normalized risk of the sample mean to the fully adaptive setting (Theorem 3
and Corollary 3.1).
The rest of the paper is organized as follows. In Section 2, we briefly formalize the four notions of
adaptivity in the stochastic MAB framework. In Section 3, we provide a sufficient condition for the consis-
tency of the sample mean. Section 4 provides a bound for the ℓ2 risk and bias of the sample mean for arms
with finite moments and Section 5 extends the previous result to arms with exponentially decaying tails by
introducing the Bregman divergence as a loss function. In Section 6, we present proof techniques for main
theorems. We end with a brief discussion in Section 7, and for reasons of space, we defer all proofs to the
Appendix.
2. The stochastic MAB framework
For a fixed integer k∗ ≥ 1, let P1, . . . , Pk∗ be k∗ distributions of interest (also called arms) with finite means
µk = EY∼Pk [Y ]. Throughout this paper, every (in)equality between random variables is meant in the almost
sure sense.
2.1. The data collection process
The data are collected according to the standard MAB protocol, described as follows. See, e.g., Lattimore and Szepesvári
[2019] for a good reference on MABs.
• Let W be a random variable capturing all external sources of randomness that are independent of
everything else. Set t = 1.
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• At time t, let Dt−1 be the data we have so far which is given by
Dt−1 := {W,A1, Y1, . . . , At−1, Yt−1},
where As is the (random) index of the arm sampled at time s and Ys is the observation from the arm
As. Based on the previous data (and possibly the external randomnessW ), let νt(k | Dt−1) ∈ [0, 1] be
the conditional probability of sampling the k-th arm for all k ∈ [k∗] := {1, . . . , k∗} with∑k∗k=1 νt(k |
Dt−1) = 1. Different choices for νt capture commonly used methods, such as random allocation,
ǫ-greedy, upper confidence bound algorithms and Thompson sampling.
• Sample At from a multinomial distribution with probabilities {νt(k | Dt−1)}k∗k=1. Let Yt be an in-
dependent draw from PAt . This yields a natural filtration {Ft}t≥0 which is defined, starting with
F0 = σ (W,A1), as
Ft := σ (W,A1, Y1, A2, . . . , Yt, At+1) , ∀t ≥ 1.
Here, Ft corresponds to “the information known before observing Yt+1”. Then, {Yt} is adapted to
{Ft}, and {At}, {νt} are predictable with respect to {Ft}, meaning that they are adapted to {Ft−1}.
• For each k ∈ [k∗] and t ≥ 1, define the running sum and number of draws for arm k as Sk(t) :=∑t
s=1 1(As = k)Ys, Nk(t) :=
∑t
s=1 1(As = k). Assuming that arm k is sampled at least once, we
define the sample mean for arm k as
µ̂k(t) :=
Sk(t)
Nk(t)
.
Then, {Sk(t)}, {µ̂k(t)} are adapted to {F t} while {Nk(t)} is predictable.
• Let T ≥ 1 be a stopping time with respect to {F t}, meaning that the event {t < T } is measurable
with respect to the filtration F t. If t < T , then increment t. Else return the collected data
DT = {W,A1, Y1, . . . , AT , YT }.
We denote with FT the stopping time σ-field associated with T and the filtration {Ft}, corresponding
to "the information known at time T " [see, e.g., Durrett, 2019, page 367]. In particular, DT is FT -
measurable.
With a slight abuse of notation, we denote with ν = {νt} and T the sampling algorithm and the stopping
rule, respectively. If, for each t, the sampling algorithm νt (or stopping rule T ) is independent of the arm
realization observed so far, namely Y1, . . . , Yt−1 (but not necessarily of the sampling history A1, . . . , At−1),
we call it a nonadaptive sampling algorithm (or stopping rule). In particular, we denote with T a random
nonadaptive stopping rule (e.g., T = 1+Z , where Z is a Poisson random variable independent of everything
else) and with t∗ a deterministic stopping time. Accordingly, we say that the data are collected nonadaptively
when a nonadaptive sampling algorithm and a nonadaptive stopping rule are deployed.
2.2. Target for inference
The selection of the arm whose mean is the target for estimation is made as follows:
• Based on the collected data, the analyst chooses a data-dependent arm index based on a possibly
randomized rule κ : DT 7→ [k∗]. We denote the (random) index κ(DT ) as just κ for short, so that the
selected mean is µκ, a random parameter. Note that κ is FT -measurable, but when κ is nonadaptively
chosen (i.e. it is independent of FT ) we denote it as K when it is a random variable and simply as k
when it corresponds to a fixed arm.
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• Optionally, we may adaptively rewind the clock to focus on a previous random time τ ≤ T to charac-
terize the past behavior of a chosen sample mean µ̂κ(τ). The rewound time τ is assumed to be measur-
able with respect to FT ; in particular, it is not a stopping time. For instance, τ = argmaxt≤T µ̂κ(t)
is a rewound time. We may care about the bias of the sample mean at this “extreme” time τ . If we do
not rewind, then τ = T .
The phrase “fully adaptive setting” refers to the scenario of running an adaptive sampling algorithm
until an adaptive stopping time T , and asking about the sample mean of an adaptively chosen arm κ at
an adaptively rewound time τ . When we are not in the fully adaptive setting, we explicitly mention what
aspects are adaptive. Table 1 below summarizes the various types of notation for the selected arm and the
chosen time.
Table 1: Summary of notations for time and arm indices.
Index Deterministic Random but nonadaptive Adaptive
Time t, t∗ T T (stopping time), τ
Arm k, k∗ K κ
3. Consistency of the sample mean
In sequential data analysis we often estimate the mean not just once but many times as new data become
available. Let τ1 ≤ τ2 ≤ · · · be a sequence of non-decreasing random times, and thus Nk(τ1) ≤ Nk(τ2) ≤
· · · . A natural question is to identify conditions under which the sample mean µ̂κt(τt) is consistent, in the
sense that the sequence µ̂κt(τt)− µκt converges to zero, almost surely or in probability, as t→∞.
It is well known that the condition E [Nk(τt)]→∞ as t→∞ is not sufficient to guarantee consistency
of the sample mean even for a fixed target arm k, as demonstrated in the next example.
Example 1 Let P1 and P2 be standard normal distributions. Set ν1(1) = 1, that is, the algorithm always
picks the first distribution at t = 1. For t ≥ 2, set At = 1(|Y1| > zα/2) + 1 where zα is the α-upper
quantile of the standard normal which means that we pick a single (random) arm forever based on the first
observation Y1. Finally, let t
∗ ≥ 2 be a deterministic stopping time. Then, we have
EN1(t
∗) = 1 + (t∗ − 1)(1 − α) −→∞ as t∗ −→∞.
Note however that
P
(
µ̂1(t
∗) > zα/2
) ≥ P (|Y1| > zα/2) = α, ∀t∗ ≥ 2.
Therefore P
(
µ̂1(t
∗) > zα/2
)
does not converge to zero even if t∗ and EN1(t
∗) approach infinity, and hence
µ̂1(t
∗) does not converge to the true mean µ1 = 0 in probability.
For each fixed k ∈ [k∗], Theorem 2.1 in Gut [2009] immediately yields that
if Nk(τt)
a.s.→ ∞ as t→∞, then µ̂k(τt) a.s.→ µk as t→∞. (1)
Theorem 2.2 in Gut [2009] further implies that, in the previous display (1), we can replace almost sure
convergence with the convergence in probability in both the condition and conclusion. In our next result, we
generalize these claims to the multi-armed setting with an adaptively chosen arm. Note that here we only
need the underlying distributions to have finite first moments.
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Proposition 1 The following statements hold for any sequence of choice functions κt : D(τt) → [k∗] that
are based on data up to time τt:
if Nκt(τt)
a.s.→ ∞ as t→∞, then µ̂κt(τt)− µκt a.s.→ 0 as t→∞, and (2)
if Nκt(τt)
p→∞ as t→∞, then µ̂κt(τt)− µκt
p→ 0 as t→∞. (3)
The proof of the proposition is deferred to Appendix E.1.
Since |µ̂κt(τt)− µκt| =
∑k∗
k=1 1 (κt = k) |µ̂k(τt)− µk|, if we instead assume the stronger condition
that Nk(τt) → ∞ for all k ∈ [k∗], almost surely or in probability, Theorem 2.1 and 2.2 in Gut [2009]
immediately imply consistency of the sample means. However, the following example demonstrates that
even if the number of draws for each fixed arm does not converge to infinity, Proposition 1 can guarantee the
consistency of the chosen sample mean.
Example 2 Let P1 and P2 be two identical continuous distributions with finite means. Set ν1(1) = 1 and
ν2(2) = 1, meaning that we begin by sampling each arm once. For all times t ≥ 3, we set At = 1(Y1 >
Y2)+ 1, meaning that we pick a single (random) arm forever. Finally, let t
∗ ≥ 3 be a deterministic stopping
time. The number of draws from each arm does not diverge to infinity either almost surely or in probability
as t∗ →∞ since for k = 1, 2, we have
P (Nk(t
∗) ≤ 1) = 1
2
, ∀t∗ ≥ 3.
Now, let κ = 1 (N1(t
∗) ≤ N2(t∗)) + 1, that is, we choose the arm with more data when we stop. Then, the
number of draws from the chosen arm is always equal to t∗− 1 and the sufficient condition in Proposition 1
is trivially satisfied. Thus, even though Nk(t
∗) does not diverge to∞ (almost surely or in probability) for
any fixed k, our proposition still guarantees that µ̂κ(t
∗)− µκ a.s.−→ 0 as t∗ →∞.
The above example demonstrates the additional subtlety in the conditions for consistency when moving
from a fixed arm to an adaptively chosen one.
4. Risk of sample mean under arms with finite moments
Having established that the sample means are consistent estimators of the true means of the arms, in the
subsequent sections, we will turn to the more challenging tasks of deriving finite sample bounds on the
magnitude of both the bias and risk under different nonparametric assumptions on the arms. Specifically,
we will be concerned with two notions of ℓ2 risk for the sample mean estimator: the classic or unnormalized
one, corresponding to the squared error loss and given by
[Unnormalized ℓ2 risk] E
[
(µ̂κ(τ)− µκ)2
]
, (4)
and a weighted or normalized variant, defined as
[Normalized ℓ2 risk] E
[
Nκ(τ) (µ̂κ(τ)− µκ)2
]
. (5)
As we will see shortly, the unnormalized risk is a function of both the sampling algorithm and the stopping
rule, while the normalized risk is upper bounded by a term that only depends on the choosing rule. The
two types of risk bounds are rather different in both their form and interpretability, and each elucidate
complementary aspects of the problems. In addition to normalized and unnormalized ℓ2 bounds, we will
also give analogous ℓ1 bounds.
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For each p ≥ 1 and k ∈ [k∗], we define the centered p-norm of arm k as
σ
(p)
k :=
(∫
|x− µk|p dPk(x)
)1/p
. (6)
From Jensen’s inequality, we know that if p1 ≤ p2 then σ(p1)k ≤ σ
(p2)
k for each k ∈ [k∗]. With a slight abuse
of notation, below we will denote the standard deviation of the k-th arm with σk instead of σ
(2)
k .
4.1. Unnormalized and normalized ℓ2 risks under nonadaptive sampling and stopping
Recall that if the sampling algorithm (or stopping rule) is independent of the realizations of the arms, we
call it a nonadaptive sampling algorithm (or stopping rule, respectively). Under nonadaptive sampling and
stopping, the unnormalized ℓ2-risk of the sample mean for arm k is given by
E (µ̂k(T )− µk)2 = E
[
E
[
(µ̂k(T )− µ)2 | {At}Tt=1
]]
= E
[
σ2k
Nk(T )
]
,
(7)
where the second equality comes from the independence assumption on the sampling algorithm and stopping
rule and the fact that E (µ̂k(n)− µk)2 = σ
2
k
n where µ̂k(n) is a sample average of n i.i.d. observations from
a distribution with mean µk and variance σ2k. Next, define the effective sample size for arm k as
neffk := [E (1/Nk(T ))]
−1 . (8)
Then, under nonadaptive sampling and stopping, the ℓ2 risk of the sample mean for arm k can immediately
be derived to equal
E (µ̂k(T )− µk)2 =
σ2k
neffk
.
Clearly, the effective sample size neffk depends on both the nonadaptive sampling algorithm and the stopping
rule, as it quantifies the combined effects of these rules on the ℓ2 risk of µ̂k(T ). In contrast, the normalized
risk is agnostic to the choices of such rules. In detail, we show next that the minimax normalized ℓ2 risk for
estimating the mean of the kth arm over all nonadaptive data collection procedures is σ2k, and this risk value
is achieved by the sample mean.
Proposition 2 For any fixed k ∈ [k∗], let Pk(µk, σk) be the class of distributions on an arm k with mean µk
and variance σ2k. Let V and T be classes of nonadaptive sampling algorithms and stopping rules satisfying
Nk(T ) ≥ 1. Finally, let Q = Q(Pk, ν, T ) be the induced distribution on observations from the arm k with
Pk distribution under nonadaptive sampling ν and stopping T . Then, the minimax normalized ℓ2 risk is
given by
inf
µ̂k
sup
Pk∈Pk(µk ,σk)
ν∈V,T∈T
EQ
[
Nk(T ) (µ̂k(T )− µk)2
]
= σ2k, (9)
where the infimum is over all estimators. Furthermore, for any given Pk ∈ Pk(µ,σ2k), ν ∈ V and T ∈ T, the
sample mean estimator achieves the minimax risk.
The proof of the proposition is based on standard decision-theoretic arguments and can be found in
Appendix E.2.
In practice, we often do not know ahead of time which arm k would be the most interesting to study
before looking at the data. For instance, we may want to estimate the mean for the arm with the largest
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observed empirical mean, or the second largest, or even the smallest. In this case, the target of inference is
µκ, where κ is an adaptive choice which possibly depend on the collected data DT .
Following Jiao et al. [2017], to quantify dependence between κ and DT , we adopt an information theo-
retic dependence measure (fq-divergence):
Iq(κ;DT ) := Dfq
(
P(κ,DT )|Pκ ⊗ PDT
)
, (10)
where q ≥ 1, fq(x) := |x− 1|q and Dfq(Q′|Q) :=
∫
fq
(
dQ′
dQ
)
dQ, assuming that Q′ ≪ Q. It can be easily
checked that Iq(κ;DT ) ≥ 0 and that Iq(κ;DT ) = 0 if and only if κ and DT are independent. It can be also
showed that Iq(κ,DT ) can be upper bounded as
Iq(κ,DT ) ≤ 1 +
k∗∑
k=1
p2k
(∣∣∣∣ 1pk − 1
∣∣∣∣q − 1) ,
where pk := P (κ = k) , ∀k ∈ [k∗]. In particular,
Iq(κ,DT ) ≤ k
∗ − 1
k∗
[
(k∗ − 1)q−1 + 1] < 1 + (k∗)q−1,
for 1 ≤ q ≤ 2 [see Jiao et al., 2017, Lemma 1].
For nonadaptive sampling and stopping (and hence T = T ), Jiao et al. [2017] showed how to bound
the bias of adaptively chosen random variables with finite moments by using Iq(κ;DT ). More precisely,
suppose each µ̂k − µk has zero mean and its p-norm is given by (E (µ̂k − µk)p)1/p = σ(p)k . Also, for any
r ≥ 1, let ‖σ(p)κ ‖r be the r-norm of σ(p)κ , naturally defined by
‖σ(p)κ ‖r =
(
k∗∑
k=1
P(κ = k)
(
σ
(p)
k
)r)1/r
. (11)
Then, Jiao et al. [2017] proved that, for any p, q > 1 with 1/p+ 1/q = 1, the bias of µ̂κ can be bounded as
|Eµ̂κ − µκ| ≤ ‖σ(p)κ ‖pI1/qq (κ,DT ). (12)
This result can be extended to a bound on the ℓ2 risk of an adaptively chosen sample mean (under nonadap-
tive sampling and stopping) as follows.
Proposition 3 Consider a nonadaptive sampling algorithm and stopping rule, and assume that each arm
has a finite 2p-norm for a given p > 1. Then, the normalized ℓ2 risk of the sample mean can be bounded as
E
[
Nκ(T ) (µ̂κ(T )− µκ)2
]
≤ ‖σκ‖22 + Cp
∥∥∥σ(2p)κ ∥∥∥2
2p
I1/qq (κ,DT ), (13)
where Cp is a constant depending only on p and q > 1 is such that 1/p + 1/q = 1.
The proof of Proposition 3 can be found in Appendix E.3 and is based on a variational representation of
the fq-divergence along with the Marcinkiewicz–Zygmund inequality [Marcinkiewicz and Zygmund, 1937].
Note that if P (κ = k) = 1 then the mutual dependence term I1/qq (κ,DT ) is equal to 0 and we recover the
exact ℓ2 risk σ2k. Similarly, if the selected arm K is chosen in a random but nonadaptive manner, we have
that I1/qq (K,DT ) = 0 and thus, the bound in (13) reduces to ‖σK‖22.
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4.2. Normalized ℓ2 risk and unnormalized ℓ1 risk under fully adaptive settings
The techniques used in the previous section deliver risk bounds only under nonadaptive sampling and stop-
ping rules but they do not generalize readily to fully adaptive settings. In particular, the bias bound in
Jiao et al. [2017] and the risk bound in Proposition 3 are not directly applicable because each µ̂k(τ)− µk is
no longer centered, due to the bias caused by adaptive sampling, stopping and rewinding. Furthermore, the
bound for the bias given in equation (12) no longer holds under the fully adaptive setting because the bias
can be non-zero even if κ is independent of D.
Below we show that the normalized ℓ2 risk bound for nonadaptive sampling and stopping strategies
given in Proposition 3 generalizes to the fully adaptive setting, assuming the existence of higher moments
and with a slightly stronger risk normalization factor of Nk(τ)/ logNk(τ), which can be regarded as a
(small) price for adaptivity.
For any t such that Nk(t) > 1 for all k ∈ [k∗], we define
N˜k(t) :=
Nk(t)
logNk(t)
, k ∈ [k∗]. (14)
We now present the main result of this section.
Theorem 1 Suppose each arm has a finite 2(p + ǫ)-norm for some p ≥ 1 and ǫ > 0. Consider any
adaptive sampling algorithm such that mink∈[k∗]Nk(t0) ≥ 3 almost surely for some deterministic time t0,
and adaptive stopping rule T ≥ t0. Then, for any adaptive rewound time t0 ≤ τ ≤ T and adpatively
chosen arm κ, it holds that
E
[
N˜κ(τ) (µ̂κ(τ)− µκ)2
]
≤ C1,ǫ‖σκ‖22 + Cp,ǫ‖σκ‖22pI1/qq (κ,DT ) , (15)
where q > 1 satisfies 1/p + 1/q = 1 and C1,ǫ is a positive constant depending only on ǫ, and Cp,ǫ is a
positive constant depending only on p, ǫ.
Compared to the nonadaptive risk bound in Proposition 3, the bound (15) under the fully adaptive set-
ting only suffers a multiplicative logarithmic normalization term logNκ(τ) under slightly stronger moment
condition. It is also important to note that the bound (15) depends on the second moment terms {σk}k∗k=1
only, and not on any higher moment.
The proof of Theorem 1, given in Section B.2, combines the novel deviation inequality for the normal-
ized ℓ2 loss of Lemma 1 below, which holds for a fixed arm k, with the variational representation of the
fq-divergence which handles adaptive choosing.
Lemma 1 Consider an adaptive sampling algorithm and stopping rule. For a fixed arm k ∈ [k∗] with a
finite 2p-norm, where p > 1, and any random time τ such that Nk(τ) ≥ 3 almost surely, it holds that, for
any δ ≥ 0,
P
(
N˜k(τ)
(
µ̂k(τ)− µk
σk
)2
≥ δ
)
≤ Cp
δp
, (16)
where Cp is a constant depending only on p.
We believe this is the first polynomially decaying tail bound on the ℓ2 risk of the sample mean that holds
at any arbitrary random time and only assuming arms with finite first 2p moments. This inequality is thus
possibly of independent interest; its proof is based on the ℓp-version of the Dubins-Savage inequality given
by Khan [2009]; see Appendix B.1.
Now, for any r > 0, define the r-th order logarithmically discounted sample size of an adaptively chosen
arm as
n˜eff,rκ :=
[
E
[
1/N˜ rκ(τ)
]]−1/r
, r > 0, (17)
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where the expectation is over the randomness in all four sources of adaptivity. This quantity is nonrandom,
and the subscript κ merely differentiates it from the effective sample size of a fixed arm, and is not to be
interpreted as residual randomness. It is easy to check that n˜eff,rκ is decreasing with respect to r, by Jensen’s
inequality. The following corollary provides bounds for the unnormalized ℓ2r risk of the sample mean for
all r ∈ (0, 1) based on n˜eff ,rκ . The proof of the corollary can be found in Appendix B.3.
Corollary 1.1 Suppose each arm has a finite 2(p + ǫ)-norm for some p ≥ 1 and ǫ > 0. Then, for any
r ∈ (0, 1), the r-quasi-norm of the ℓ2-loss is bounded as
[
E (µ̂κ(τ)− µκ)2r
]1/r
≤ C1,ǫ‖σκ‖
2
2 + Cp,ǫ‖σκ‖22pI1/qq (κ,DT )
n˜
eff,r/(1−r)
κ
. (18)
In particular, by choosing r = 1/2, the above results immediately yields a bound for the ℓ1 risk:
E |µ̂κ(τ)− µκ| ≤
√√√√C1,ǫ‖σκ‖22 + Cp,ǫ‖σκ‖22pI1/qq (κ,DT )
n˜eff,1κ
. (19)
Note that if the choosing rule κ is equal to k (so that Iq(κ,DT ) = 0), the ℓ1 risk bound (19) matches
to the nonadaptive standard ℓ1 risk bound, of order of σk/
√
n, with the sample size n replaced by the
logarithmically discounted effective sample size n˜eff,1k . In Section 5.2, we derive an alternative bound that
depend on the undiscounted effective sample size neffk , for a fixed target arm and at a stopping time, by
assuming stronger tail conditions.
One may wonder whether the logarithmic discounting factor in the normalized risk is necessary to derive
a finite upper bound. For arms with finite variance, we can show that in general there is no finite upper bound
on the normalized risk E
[
Nk(T ) (µ̂k(T )− µk)2
]
by using the following example.
Example 3 Suppose each arm has a finite variance σ2k. For a fixed k, assume that Nk(t) → ∞ almost
surely as t→∞. For any b ≥ 3, we define the following stopping rule.
Tb := inf
{
t ≥ 1 : Nk(t) ≥ b and Sk(t)− µkNk(t)
σk
√
Nk(t) log logNk(t)
≥ 1
}
. (20)
Due to the law of the iterated logarithm, we know that P (Tb <∞) = 1. From the definition of Tb, we
immediately infer that
σ2kE [log logNk(Tb)] ≤ E
[
Nk(Tb) (µ̂k(Tb)− µk)2
]
. (21)
Since the left hand side approaches infinity as b → ∞, we see that there is no finite upper bound on the
normalized risk E
[
Nk(T ) (µ̂k(T )− µk)2
]
in general.
The above example demonstrates that some correction to the normalized risk, such as the logarithmic
discounting of the sample size in (14), is necessary to derive a finite risk bound like in Theorem 1. It is
unclear whether the logarithmic discounting we used is optimal or if a smaller factor would have sufficed.
In the next section we show that, for arms with exponentially decaying tails, we can deploy a smaller
discounting factor, measured on a log-log scale, that leads to upper and lower bounds matching up to a
constant term; see Theorem 3.
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5. Risk bounds for arms with exponential tails
In this section we will assume stronger tail-decaying conditions on the arms and derive risk bounds based
on Bregman divergences for the sample means under various degree of adaptivity.
5.1. Sub-ψ arms and Bregman divergences as loss functions
For fixed numbers λmin < 0 < λmax, let Λ = (λmin, λmax) ⊆ R be an open interval that contains 0. A
function ψ : Λ→ [0,∞) is called CGF-like if it obeys natural properties of a cumulant generating function
(CGF), specifically that it is a non-negative, twice-continuously differentiable and strictly convex function
ψ(0) = ψ′(0) = 0.
A probability distribution P is called sub-ψ if the CGF of the centered distribution exists and is equal to
or upper bounded by a “CGF-like” function ψ, that is,
logEY∼P [e
λ(Y−µ)] ≤ ψ(λ), ∀λ ∈ Λ ⊆ R. (22)
This assumption is quite general and applies to all distributions with a CGF, including natural exponential
family distributions, sub-Gaussian and sub-exponential distributions. Throughout this section, we assume
each arm is in a sub-ψ class unless otherwise specified.
Our analyses make frequent use of ψ∗µ : Λ
∗ → R, the convex conjugate of ψµ(λ) := λµ+ψ(λ) defined
as
ψ∗µ(z) := sup
λ∈Λ
λz − ψµ(λ), ∀z ∈ Λ∗ :=
{
x ∈ R : sup
λ∈Λ
λx− ψµ(λ) <∞
}
. (23)
For arms in a sub-ψ class, it turns out to be natural to define the loss function as the Bregman divergence
with respect to ψ∗µ:
Dψ∗µ(µ̂, µ) = ψ
∗
µ(µ̂)− ψ∗µ(µ)− ψ∗′µ (µ) (µ̂− µ) . (24)
For instance, if the underlying distribution is sub-Gaussian, then the Bregman divergence reduces to the
scaled ℓ2 loss. For more examples, see Appendix A. More generally, the Bregman divergence is equivalent
to the KL loss when the underlying distribution is a natural univariate exponential family with a density
pθ(x) = exp {θx−B(θ)} , θ ∈ Θ ⊂ R,
with respect to a reference measure γ, where Θ ⊂ {θ ∈ R : ∫ eθxγ(dx) <∞} is the natural parameter
space and B : Θ→ R is a strictly convex function given by θ 7→ ∫ eθxγ(dx). We assume throughout that Θ
is nonempty and open.
For a fixed θ ∈ Θ, define Λθ := {λ ∈ R : λ+ θ ∈ Θ} and, for each λ ∈ Λθ, let ψ(λ) = ψ(λ; θ) :=
B(λ+θ)−B(θ)−λB′(θ). Using the properties of the log-partition function B, it can be easily checked that
pθ is sub-ψ. Since B is strictly convex, there is a one-to-one correspondence between the natural parameter
space and the mean value parameter space M = {µ ∈ R : µ = B′(θ), θ ∈ Θ}. For any µ0, µ1 in the mean
parameter space, let θ0, θ1 be corresponding natural parameters. The KL divergence between pθ1 and pθ0
induces a natural loss between µ1 and µ0 which is often called the KL loss:
ℓKL(µ1, µ0) := DKL (pθ1‖pθ0) .
The following well-known fact, based on the properties of the CGF of an exponential family and the duality
of Bregman divergence, formally captures how the KL loss is related to the Bregman loss. For completeness,
we present a proof in Appendix E.4.
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Fact 1 Let ψ be the CGF of a centered distribution in a one-dimensional exponential family. Then, for any
µ1 and µ0 in the mean parameter space, we have
ℓKL(µ1, µ0) = Dψ∗µ0
(µ1, µ0) = ψ
∗
µ0(µ1) = ψ
∗(µ1 − µ0). (25)
Further, the last two equalities hold for any CGF-like ψ.
Since the identity (25) recovers the ℓ2 loss for sub-Gaussian arms and the KL loss for exponential family
arms, the Bregman divergence Dψ∗µκ (µ̂κ(τ), µκ) is a natural loss function for the mean value parameter
when the arms are sub-ψ.
Below, wewill show that in the deterministic setting where a fixed number n of independent observations
are drawn from a single fixed distribution, the minimax Bregman risk for distributions belonging to an
exponential family is of order 1n , and that the sample mean is minimax rate-optimal. To get a lower bound,
we need an additional regularity condition on the loss function. For any function d : M ×M → [0,∞),
we say that d satisfies the local triangle inequality condition [Yang and Barron, 1999] if there exist positive
constants M ≤ 1 and ǫ0 such that for any µ0, µ1, µ2 ∈ M, if max {d(µ1, µ0), d(µ2, µ0)} ≤ ǫ0, then
d(µ1, µ0) + d(µ2, µ0) ≥M max {d(µ1, µ2), d(µ2, µ1)}. The local triangle inequality condition is satisfied
by the square root KL divergence between Gaussian distributions with M = 1. For general exponential
family distributions, we may restrict the parameter space to make the condition satisfied. In particular, if
infθ∈ΘB
′′(θ) > 0 and supθ∈ΘB
′′(θ) <∞, the condition satisfied withM =
√
infθ∈ΘB′′(θ)
supθ∈ΘB
′′(θ) ∈ (0, 1).
Under the local triangle inequality condition, we can prove that the minimax rate of convergence is 1n
and it can be achieved by the sample mean. The proof can be found in Appendix E.5. Note that, for the
sub-Gaussian case, the risk reduces to the normalized ℓ2 risk we studied in the previous section.
Proposition 4 Let {Xi}ni=1 be an i.i.d. sample from a distribution in a natural exponential family {pθ : θ ∈
Θ}. For each θ ∈ Θ, let µ be the mean parameter and ψµ is the cumulant generating function corresponding
to θ. Then the risk of the sample mean, µ̂(n) = 1n
∑n
i=1Xi, is bounded as
EPθ
[
nDψ∗µ(µ̂(n), µ)
]
≤ 2, ∀θ ∈ Θ. (26)
Also, if
√
Dψ∗µ satisfies the local triangle inequality condition, then, for a large enough n, the minimax risk
is lower bounded as
inf
µ̂
sup
θ∈Θ
EPθ
[
nDψ∗µ(µ̂(n), µ)
]
≥ M log 2
16
. (27)
Proposition 4 provides the inspiration for the results of the subsequent sections, where we will establish
various upper bounds on both normalized and unnormalized versions the Bregman divergence risk under
various degrees of adaptivity. Specifically, starting with the simple settings of a fixed target arm at a stopping
time, we derive a tight upper bound on the unnormalized Bregman risk based on the effective sample. Then
we move to the fully adaptive setting and show that by inducing a small “adaptive normalizing factor” in a
log-log scale, we can extend the bound (26) on the normalized risk of the sample mean to the fully adaptive
setting.
5.2. Bregman divergence risk bounds for a fixed target arm at a stopping time
Recall that for each k ∈ [k∗], the effective sample size for arm k is defined as neffk := [E [1/Nk(T )]]−1.
Similarly, for any r > 1, the r-th order effective sample size is defined as neff ,rk := [E [1/N
r
k (T )]]−1/r. Our
next result exhibits a general risk bound on the Bregman risk that depends on the effective sample size.
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Theorem 2 Consider an adaptive sampling algorithm and stopping rule, and a fixed arm k. If there exists
a time t0 such that T ≥ t0 and Nk(t0) ≥ b > 0 almost surely, then the risk of µ̂k(T ) is bounded as
E
[
Dψ∗µk
(µ̂k(T ), µk)
]
≤ min
{
2e
1 + log(neffk /b)
neffk
, inf
r>1
Cr
neff ,rk
}
, (28)
where, for any r > 1,
Cr := inf
q∈(1,r)
2q/r
e
r2
(r − q)(q − 1) . (29)
In particular, Cr →∞ as r→ 1.
Note that the bound in (28) is always non-negative since neffk ≥ b by assumption. Further, if we always
begin by sampling every arm once, then we may take t0 = k∗ and b = 1. Of course, if we can choose a
larger b, then the bound will be stronger. The proof of Theorem 2 can be found in Appendix C.2 and is
based on the following deviation inequality for the unnormalized Bregman divergence loss, which is proved
in Appendix C.1.
Lemma 2 Under the assumptions in Theorem 2 we have that, for any δ ≥ 0,
P
(
Dψ∗µk
(µ̂k(T ), µk) ≥ δ
)
≤ 2 inf
q≥1
[
Ee−(q−1)δNk(T )
]1/q
≤ 2e−δb. (30)
We remark that the results in Caballero et al. [1998], de la Peña et al. [2008] imply similar deviation
inequalities and moment bounds for sub-Gaussian arms. The bound in Lemma 2 can be viewed as a gener-
alization to sub-ψ arms.
We now convert the risk bound (28) into a bound on the expected ℓ1 loss, and on the bias |µ̂k(T )− µk|.
A minor complication arises due to the fact that the function ψ∗ is strictly convex around 0 and, therefore,
not invertible. Instead, we consider two invertible variants of ψ∗, both defined on Λ∗ ∩ [0,∞) and taking
values in [0,∞):
z 7→ ψ∗+(z) = ψ∗(z) and z 7→ ψ∗−(z) = ψ∗(−z).
Corollary 2.1 Suppose the assumptions in Theorem 2 hold. For each k ∈ [k∗] and b > 0, define
Uk,b := min
{
2e
1 + log(neffk /b)
neffk
, inf
r>1
Cr
neff,rk
}
. (31)
Then, the bias of the sample mean is bounded as
−ψ∗−−1 (Uk,b) ≤ E [µ̂k(T )]− µk ≤ ψ∗+−1 (Uk,b) . (32)
Furthermore, if ψ∗ is symmetric around zero, then the ℓ1 risk can be bounded as
E |µ̂k(T )− µk| ≤ ψ∗+−1 (Uk,b) . (33)
The proof can be found in Appendix C.3. As one explicit example, if the underlying distribution is sub-
Gaussian, ψ∗−1+ (l) = σ
√
2l and the ℓ1 risk of the sample mean is bounded as
E |µ̂k(T )− µk| ≤ σ
√
2Uk,b = σmin
{√
4e
1 + log(neffk /b)
neffk
, inf
r>1
√
2Cr
neff,rk
}
. (34)
We remark that the above bound on the bias is not improvable beyond the log factor in general by using the
following stopped Brownian motion example [Siegmund, 1978, Ch. 3].
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Example 4 If we define a stopping time as the first time W (t) exceeds a line with slope η and intercept
b > 0, that is TB := inf{t ≥ 0 : W (t) ≥ ηt+ b}, then for any slope η ≤ µ, we have E
[
W (TB)
TB
− µ
]
= 1/b.
Note that a sum of Gaussians with mean µ behaves like a time-discretization of a Brownian motion with
drift µ; since EW (t) = tµ, we may interpret W (TB)/TB as a stopped sample mean, and the last equation
implies that its bias is 1/b for any slope η ≤ µ. In particular, if we set η = µ, it is easy to deduce that
E[1/TB ] = 1/b2 and thus that
1/neff = E [1/TB ] = 1/b2.
As a result, the bias ofWTB/TB as a stopped sample mean is exactly equal to
√
1/neff which matches (34)
up to a log factor.
We end this section by discussing whether tight risk bounds can be obtained based on ENk(T ). By
Jensen’s inequality, it can be easily checked that neffk ≤ ENk(T ). One may wonder if it is possible to obtain
tighter bounds on both bias and risk that scale with 1/ENk(T ) instead of neffk . However, we can show that
this is not possible in general. For instance, in the previous stopped Brownian motion case with η = µ, we
checked that the bias is equal to 1/b = 1/
√
neff > 0. However, under the same setting, it is well-known
that ENk(T ) =∞. Therefore, the bias (namely 1/b) can never be bounded by 1/EN(T ) = 0. Also, a risk
bound in terms of 1/ENk(T ) would imply consistency whenever ENk(T )→∞, but Example 1 shows that
µ̂k can be inconsistent even when ENk(T )→∞.
5.3. Bregman divergence risk bounds under fully adaptive settings
Let I(κ;DT ) be the mutual information between κ and the dataset DT . When the dataset DT is collected in
a deterministic manner, Russo and Zou [2016] showed how to bound the bias and expected ℓ1 and ℓ2 loss of
adaptively chosen centered sub-Gaussian random variables by using I(κ;DT ). In particular, if each µ̂k−µk
has mean zero and is (σ/
√
n)-sub-Gaussian, then Russo and Zou [2016] proved that
√
n |Eµ̂κ − µκ| ≤ σ
√
2I(κ;DT ), (35)
E
[√
n |µ̂κ − µκ|
] ≤ σ (1 + c1√2I(κ;DT )) (36)
E
[
n (µ̂κ − µκ)2
]
≤ σ2 (1.25 + c2I(κ;DT )) , (37)
where c1 < 36 and c2 ≤ 10 are universal constants.
For the reasons discussed in Section 4, however, these bounds are not directly applicable to the fully
adaptive setting since each µ̂k − µk is no longer centered, due to the bias caused by adaptive sampling,
stopping and rewinding. In particular, the bound for the bias given in equation (35) no longer holds under
the fully adaptive setting because the bias can be non-zero even if κ is independent of DT .
In this subsection we show that, by introducing an additional small “penalty for adaptivity”, measured
on the log-log scale, the bounds for deterministic and nonadpative sampling and stopping can be basically
extended to the fully adaptive setting. Towards that end, and assuming that Nk(t0) > 3 for all k ∈ [k∗], we
set
≈
Nk(t) :=
Nk(t)
log logNk(t)
, ∀k ∈ [k∗],∀t ≥ t0. (38)
We now present the main result of this section.
Theorem 3 For any adaptive sampling and stopping rule and any adaptively chosen arm κ, the risk of µ̂κ(τ)
at any adaptively rewound time τ ≤ T such that, for some deterministic time t0 > 0 and a constant b ≥ 3,
τ ≥ t0 and Nk(t0) ≥ b almost surely, it holds that
E
[
≈
Nκ(τ)Dψ∗µκ (µ̂κ(τ), µκ)
]
≤ Cb [I (κ;DT ) + 1.25] , (39)
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where Cb := 4e
(
1 + 1log log b
)
.
Note that for the sub-Gaussian case, the inequality (39) is reduced to the following bound on the normal-
ized ℓ2 risk.
E
[
≈
Nκ(τ) (µ̂κ(τ)− µκ)2
]
≤ 2Cbσ2 [I (κ;DT ) + 1.25] . (40)
By comparing the above bound with the bound (37) of Russo and Zou [2016], we can notice that our bound
(39) under the fully adaptive setting only suffers a multiplicative normalization term which is of order
log logNκ(τ). Also, for a fixed target, the following example demonstrates that, in general, the bound (39)
cannot be improved upon, aside from constants.
Example 5 (Example 3 revisited) In the same setting of Example 3, we further assume that each arm has a
normal distribution variance σ2k. Then, from the definition of the stopping time Tb and the bound (39), we
have following upper and lower bounds on the normalized ℓ2 risk for a fixed target.
σ2k ≤ E
[
≈
Nk(Tb) (µ̂k(Tb)− µk)2
]
≤ 2.5Cbσ2k, (41)
in which upper and lower bounds are matched to each other up to a constant factor.
The proof of Theorem 3 in Appendix D.2 relies on the following deviation inequality for the normalized
Bregman divergence loss, along with the Donsker-Varadhan variational representation of the KL divergence.
Lemma 3 Consider an adaptive sampling algorithm and stopping rule. For a fixed k ∈ [k∗] and a random
time τ , assume Nk(τ) ≥ b almost surely. Then, for any δ ≥ 1,
P
(
≈
Nκ(τ)Dψ∗µk
(µ̂k(τ), µk) ≥ Cbδ
)
≤ 2 exp {−δ} . (42)
The proof of the lemma is deferred to Appendix D.1. Similar inequalities have been developed in
the context of always valid confidence sequences or finite-LIL bounds. Except in the sub-Gaussian case,
the existing inequalities cannot be directly converted into bounds on the Bregman divergence. In a recent
preprint, Kaufmann and Koolen [2018] derived concentration inequalities for the additive KL loss across
several arms. However, their bounds contain complicated terms without closed-form expressions making it
difficult to develop bounds for the risk.
Next, for any r > 0, define the r-th order iterated logarithmically discounted effective sample size of an
adaptively chosen arm as
≈
neff,rκ :=
[
E
[
1/
≈
N rκ(τ)
]]−1/r
, ∀r > 0, (43)
where the expectation is over the randomness in all four sources of adaptivity. This quantity is nonrandom,
and the subscript κ merely differentiates it from the effective sample size of a fixed arm, and is not to be
interpreted as residual randomness. We can also easily check that
≈
neff,rκ is decreasing with respect to r by
using Jensen’s inequality. The following corollary shows how to control risks of various orders by using
≈
neff,rκ . The proof of the corollary can be found in Appendix D.3.
Corollary 3.1 For any r ∈ (0, 1), the r-quasi-norm of the divergence can be bounded as[
EDrψ∗µκ
(µ̂κ(τ), µκ)
]1/r
≤ Cb
≈
n
eff,r/(1−r)
κ
[I (κ;DT ) + 1.25] . (44)
In the sub-Gaussian setting, by choosing r = 1/2, the above results immediately yields the bound for the ℓ1
risk
E |µ̂κ(τ)− µκ| ≤ σ√≈
neff
√
2Cb [I (κ;DT ) + 1.25], (45)
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which is also comparable with the bound (36) on the ℓ1 risk given by Russo and Zou [2016],
E |µ̂κ(n)− µκ| ≤ σ√
n
(
c1
√
2I(κ;DT ) + 1
)
. (46)
We quickly point out that the above theorem and corollary immediately yield results for the setting
where we adaptively rewind to time τ , but choose a fixed arm κ = k, since I(κ,DT ) = 0 in this case. We
also remark that by letting r → 1, we get ≈neff ,r/(1−r)κ → b/ log log b which implies the following bound on
the risk:
EDψ∗µκ (µ̂κ(τ), µκ) ≤ Cb
log log b
b
[I (κ;DT ) + 1.25] . (47)
It is an open question whether it is possible to get a bound based on ≈neff instead of b in the fully adaptive
setting.
6. Summary of the main theorems and proof techniques
In this paper, we have analyzed the behavior of the sample mean under four types of adaptivity implied by
arbitrary rules for sampling, stopping, choosing and rewinding. Table 2 summarizes the risk bounds we
have derived under different conditions on the distributions of the arms and under different data collection /
analysis procedures.
Table 2: Summary of normalized and unnormalized risk bounds under different conditions.
Recall that N˜κ := Nκ/ logNκ and
≈
Nκ := Nκ/ log logNκ.
Tail condition Data collection Risk bound
σ
(2)
k <∞ Nonadaptive E
[
Nk(T ) (µ̂k(T )− µk)2
]
= σ2k (Prop 2)
maxk σ
(2p)
k <∞ Adaptive choosing E
[
Nκ(T ) (µ̂κ(T )− µκ)2
]
≤ ‖σκ‖22 + Cp
∥∥∥σ(2p)κ ∥∥∥2
2p
I
1/q
q (κ,DT ) (Prop 3)
maxk σ
(2(p+ǫ))
k <∞ Fully adaptive E
[
N˜κ(τ) (µ̂κ(τ)− µκ)2
]
≤ C1,ǫ‖σκ‖22 + Cp,ǫ‖σκ‖22pI1/qq (κ,DT ) (Thm 1)
sub-ψ
Adaptive sampling
and stopping
E
[
Dψ∗µk
(µ̂k(T ), µk)
]
≤ min
{
2e
1+log(neff
k
/b)
neff
k
, infr>1
Cr
neff,r
k
}
(Thm 2)
sub-ψ Fully adaptive E
[
≈
Nκ(τ)Dψ∗µκ (µ̂κ(τ), µκ)
]
≤ Cb [I (κ;DT ) + 1.25] (Thm 3)
The derivation of the upper bounds for the various notions of risks of the chosen means are based on the
variational representations of the fq-divergence (Theorem 1) and of the KL divergence (Theorem 3). These
are given respectively by
1
q
Dfq (P ||Q) = sup
f∈Cp
EP [f(X)]− EQ [f(X)]− EQ
[ |f(X)|p
p
]
, (48)
and
DKL(P ||Q) = sup
f∈Cexp
EP [f(X)]− logEQ
[
ef(X)
]
, (49)
where P , Q are probability measures on X . In the first equation (48), Cp denotes the set of measurable
functions f : X 7→ R such that EQ |f(X)|p < ∞, with p, q > 1 satisfying 1/p + 1/q = 1, while in the
second equation (49), Cexp is the set of measurable functions f : X 7→ R such that EQ
[
ef(X)
]
<∞.
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Now, for each k ∈ [k∗], set Pk = L (DT |κ = k), Q = L (DT ) and
fk =
{
λN˜k(τ) (µ̂k(τ)− µk)2 (Theorem 1),
λ
≈
Nk(τ)Dψ∗µk
(µ̂k, µk) (Theorem 3).
(50)
By plugging these choices of Pk, Q and fk in the right hand sides of (48) and (49), we obtain lower bounds
on the fq divergence and the KL divergence between the conditional and unconditional laws of the data.
Next, based on these lower bounds, we derive upper bounds on the normalized risk of the chosen mean
in Theorem 1 and 3. Detailed derivations can be found in Appendix B.2 (Theorem 1) and Appendix D.2
(Theorem 3).
This style of proof was originally developed by Russo and Zou [2016] and Jiao et al. [2017] for the fixed
sample size setting. The main technical hurdle to extend it to the fully adaptive setting is to find tight upper
bounds on the expectations of the pth power and the exponential moment of the normalized losses, defined
for each k ∈ [k∗] by
E
[∣∣∣λN˜k(τ) (µ̂k(τ)− µk)2∣∣∣p] (Theorem 1),
E
[
exp
{
λ
≈
Nk(τ)Dψ∗µk
(µ̂k, µk)
}]
(Theorem 3),
where λ > 0 is a parameter to be chosen appropriately. To derive upper bounds independent of the sampling
algorithms and of the stopping rules, we use the deviation inequalities in Lemma 1 and 3 in conjunction with
the following facts:
E|X|p ≤ 1 +
∫ ∞
1
P(|X| > δ1/p)dδ,
E
[
eX
] ≤ e+ ∫ ∞
1
P(X > δ)eδdδ.
In the proofs of Lemma 1 and 3 we deploy martingale inequalities to obtain high probability bounds
on events where the running sum {Sk(t)} eventually exceeds certain linear functions of the number of
draws {Nk(t)}. Specifically, in Lemma 1 we use the ℓp-version of the Dubins-Savage inequality [Khan,
2009], while in Lemma 3 our arguments are directly inspired by the proof of the exponential line-crossing
inequality of [Howard et al., 2018a].
The derivation of the bound in Theorem 2 is based on the deviation inequality for unnormalized loss in
Lemma 2 and the fact that E|X| = ǫ+ ∫∞ǫ P(|X| > δ)dδ for any choice of ǫ ≥ 0; utilizing both, we have
the following intermediate bound:
E
[
Dψ∗µk
(µ̂k(T ), µk)
]
≤ ǫ+ 2
∫ ∞
ǫ
[
E exp
{
−q
p
δNk(T )
}]1/q
dδ, (51)
where ǫ ≥ 0 and p, q > 1 with 1/p + 1/q = 1. By carefully choosing ǫ, p and q we then arrive at the final
bounds in terms of effective sample sizes. The proof the deviation inequality in Lemma 2 is based on the
following process:
{exp {λ (Sk(t)− µkNk(t))−Nk(t)ψ(λ)}} ,
which is martingale with respect to the filtration {Ft}t≥0, for any fixed λ ∈ Λ.
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7. Discussion and future work
We build on a line of interesting work that considered one type of adaptivity at a time. For example, the im-
portant work of Russo and Zou [2016] and its extensions by Jiao et al. [2017] can be viewed as understand-
ing the bias of the sample mean under nonadaptive sampling, nonadaptive stopping and adaptive choosing.
Similarly, the work by Nie et al. [2018] can be seen as providing a qualitative understanding of the sam-
ple mean under “optimistic” adaptive sampling, but for a deterministic arm stopped at a deterministic time.
Further, while these past works have primarily focused on the bias, our work answers natural questions
involving the estimation risk and consistency.
Several interesting questions remain fruitful for future research. The first one revolves around the choice
of loss function for calculating the risk. Arguably, we picked the most natural loss function, which is the ℓ2
loss for heavy-tailed arms and the Bregman divergence with respect to the convex conjugate of the CGF, also
known as the KL-loss for exponential families. However, it is likely that the bounds achieved as implications
of our results are not tight for other loss functions, and newer direct techniques may be more suitable. A
second, related, question involves proving minimax lower bounds for risk (for various loss functions) under
all kinds of adaptivity. The work of Sackrowitz and Samuel-Cahn [1986] on Bayes and minimax approaches
towards evaluating a selected population may be a relevant starting point.
A final question revolves around possibly moving away from the sample mean, specifically whether there
exist generic methods to either (a) alter the process of collecting the data to produce an unbiased estimator
of the mean, or (b) to debias the sample mean posthoc given explicit knowledge of the exact sampling,
stopping and choosing rule used. For aim (b), sample splitting was proposed by Xu et al. [2013], techniques
from conditional inference were suggested by Nie et al. [2018], and a “one-step” estimator was suggested
by Deshpande et al. [2018]. However, all three methods seemed to account for adaptive sampling, but not
adaptive stopping or choosing, but their techniques seem to provide a good starting point. More recently,
ideas from differential privacy were exploited by Neel and Roth [2018] for aim (a). It remains unclear what
the theoretical and practical tradeoffs are between these methods, and how much they improve on the risk
of the sample mean in a nonparametric and nonasymptotic sense in the fully adaptive setting.
Overall, we anticipate much progress on the above and other related questions in future years, due to the
pressing practical concerns raised by the need to perform statistical inference on data collected via adaptive
schemes that are common in the tech industry.
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Appendix A Examples of the Bregman divergences as a loss function
In this section, we present examples of Bregman divergences under commonly used assumptions on the
underlying distribution.
Using the same notation as in Section 5.1, the convex conjugate of the function λ ∈ Λ 7→ ψµ(λ) :=
λµ+ ψ(λ) is the function ψ∗µ on Λ
∗ := {x ∈ R : supλ∈Λ λx− ψµ(λ) <∞} given by
ψ∗µ(z) := sup
λ∈Λ
λz − ψµ(λ), z ∈ Λ∗. (52)
The Bregman divergence with respect to ψ∗µ is then defined as
Dψ∗µ(µ̂, µ) = ψ
∗
µ(µ̂)− ψ∗µ(µ)− ψ∗′µ (µ) (µ̂− µ) , µ̂, µ ∈ Λ∗. (53)
Below we provide some examples demonstrating thatDψ∗µ(µ̂, µ) is a natural loss for the mean estimation
problem when the underlying distribution is sub-ψ.
Example 6 If the data are generated from a sub-Gaussian distribution with parameter σ, then ψµ(λ) is
defined for all λ ∈ R as ψµ(λ) := µλ+ σ22 λ2, the Bregman divergence is defined over R and is equal to the
scaled ℓ2 loss:
Dψ∗µ(µ̂, µ) :=
(µ̂− µ)2
2σ2
. (54)
Example 7 If the data are generated from sub-exponential distributions with parameter (ν, α), then ψµ(λ)
is defined for λ ∈ (−1/α, 1/α) as ψµ(λ) = µλ+ ν22 λ2, and the Bregman divergence is defined over R and
is given as:
Dψ∗µ(µ̂, µ) =
{
1
2ν2 (µ̂− µ)2 , if |µ̂− µ| ≤ ν
2
α ,
1
2α |µ̂− µ| , if |µ̂− µ| > ν
2
α .
(55)
Example 8 If the data-generating distribution P satisfies the Bernstein condition∣∣∣EX∼P (X − µ)k∣∣∣ ≤ 1
2
k!σ2bk−2, for k = 3, 4, . . . ,
for some b > 0, where σ2 = EX∼P (X − µ)2, then, it can be shown that P is sub-ψ, where ψµ(λ) is defined
for λ ∈ (−1/b, 1/b) as ψµ(λ) = µλ+ λ2σ22(1−b|λ|) . In this case, the Bregman divergence is defined on R and
can be lower bounded by
Dψ∗µ(µ̂, µ) ≥
1
2
(µ̂− µ)2
σ2 + b |µ̂− µ| . (56)
Example 9 If the data are generated from a Bernoulli distribution, then recalling that the uncentered CGF
is given by ψµ(λ) = log(1 − µ + µeλ), for µ ∈ (0, 1), the Bregman divergence is defined on (0, 1) and is
given by
Dψ∗µ(µ̂, µ) = µ̂ log
µ̂
µ
+ (1− µ̂) log 1− µ̂
1− µ. (57)
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Appendix B Proof of Theorem 1 and related statements
Recall that we assume that there exists a time t0 such that, almost surely, T ≥ τ ≥ t0 and Nk(t0) ≥ 3 for
all k ∈ [k∗]. For ease of readability, we drop the subscript k throughout this section. We begin with the
proof of the adaptive deviation inequality (16) of Lemma 1, which is a fundamental component of the proof
of Theorem 1 and related statements.
B.1 Proof of Lemma 1
The proof strategy involves splitting the deviation event into simpler sub-events and then find exponential
bounds for the probability of each sub-event. In detail, for each t ≥ 0 and j ≥ 2, define the events
Ft :=
{
N(t) > e,
N(t)
4σ2
(µ̂t − µ)2 > eδ logN(t)
}
,
Gt := {µ̂(t) ≥ µ} , and
Hjt :=
{
ej−1 ≤ N(t) < ej} .
We remark that the use of constant e above is purely for mathematical convenience; any other constant would
have also sufficed. To bound the probability of the aforementioned events, we prove the following lemma.
Lemma 4 For any fixed δ > 0, there exists a deterministic λj ≥ 0 such that{
Ft ∩Gt ∩Hjt
}
⊂ {λj [S(t)− µN(t)]− λ2jσ2N(t) ≥ δj} , (58)
and a deterministic λ′j < 0 such that{
Ft ∩Gct ∩Hjt
}
⊂
{
λ′j [S(t)− µN(t)]− λ′j2σ2N(t) ≥ δj
}
. (59)
Proof of Lemma 4. The proof borrows arguments from the proof of Theorem 11 in Garivier and Cappé
[2011]. On the event Ft ∩ Gt ∩ Hjt , since e ≤ ej−1 ≤ N(t) < ej and v 7→ log vv is non-increasing on
[e,∞), we have that
1
4σ2
(µ̂(t)− µ)2 > eδ logN(t)
N(t)
≥ δj
ej−1
> 0. (60)
Now, pick a deterministic real number zj ≥ 0 such that
1
4σ2
z2j =
δj
ej−1
.
Since µ̂(t) − µ ≥ 0 and x 7→ x2 is an increasing function on [0,∞), our choice of zj along with the
inequalities in (60) implies that µ̂(t) − µ ≥ zj , on the event Ft ∩ Gt ∩Hjt . Define λj := zj2σ2 , then, on the
event Ft ∩Gt ∩Hjt , we have that
λj [µ̂(t)− µ]− λ2jσ2 ≥ λjzj − λ2jσ2 =
1
4σ2
z2j =
δj
ej−1
≥ δj
N(t)
.
Re-arranging, we get that
λj [S(t)− µN(t)]− λ2jσ2N(t) ≥ δj.
which proves the first statement in the lemma. For the second statement, set z′j := −zj . Note that, since
µ̂(t)−µ < 0 and x 7→ x2 is an decreasing function on (−∞, 0], the choice of z′j and the inequalities in (60)
yield that µ̂(t)− µ < zj , on the event Ft ∩Gct ∩Hjt . Let λ′j :=
z′j
2σ2
. Then, by the same argument used for
µ̂(t)− µ ≥ 0 case, the second statement holds which completes the proof.
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We now return to the proof of Lemma 1. The adaptive deviation inequality (16) can be re-written as the
following inequality,
P
(
N(τ)
4σ2
(µ̂(τ)− µ)2 ≥ eδ logeN(τ)
)
≤ Cp
δp
, (61)
where Cp is a constant depending only on p. To prove the above inequality, it suffices to show that it holds
uniformly over time (e.g., see Lemma 3 in Howard et al. [2018b]). Therefore, below, we prove the following
uniform concentration inequality:
P
(
∃t ∈ N : N(t) ≥ e, N(t)
4σ2
(µ̂(t)− µ)2 ≥ eδ logN(t)
)
≤ Cp
δp
. (62)
The event on the left-hand side of (62) is equal to
⋃∞
t=1 Ft, and its probability can be bounded follows:
P
(
∞⋃
t=1
Ft
)
= P
 ∞⋃
t=1
∞⋃
j=2
[
Hjt ∩ Ft ∩ (Gt ∪Gct)
]
= P
 ∞⋃
t=1
∞⋃
j=2
(
Hjt ∩ Ft ∩Gt
) ∪
 ∞⋃
t=1
∞⋃
j=2
(
Hjt ∩ Ft ∩Gct
)
≤ P
 ∞⋃
t=1
∞⋃
j=2
(
Hjt ∩ Ft ∩Gt
)+ P
 ∞⋃
t=1
∞⋃
j=2
(
Hjt ∩ Ft ∩Gct
) .
By Lemma 4, we have that
P
 ∞⋃
t=1
∞⋃
j=2
(
Hjt ∩ Ft ∩Gt
)
≤ P (∃t ≥ 0,∃j ≥ 2 : λj [S(t)− µN(t)]− λ2jσ2N(t) > δj) (by Lemma 4.)
≤
∑
j≥2
P
(∃t ≥ 0, λj [S(t)− µN(t)]− λ2jσ2N(t) > δj) ,
where the last inequality stems from the union bound. To get a bound for each probability term, we
use the following inequality from Khan [2009] which is a generalization of the Dubins-Savage inequality
[Darling and Robbins, 1967b].
Proposition 5 (ℓp-version of the Dubins-Savage inequality [Khan, 2009]) Let
{
M(t) =
∑t
s=1Xs
}
be a
martingale with respect to a filtration {F t}t≥0 such thatM(0) = 0 and E
[
X2pt | F t−1
]
<∞ for all t ≥ 1.
Let νt be the conditional variance given by νt = E
[
X2t |Ft−1
]
. Then, there exist a constant C ′p depending
only on p such that for any a ≥ 0, b > 0, the following inequality holds.
P
(
∃t ≥ 0 : M(t) ≥ a+ b
t∑
s=1
νs
)
≤ 1(
1 + ab/C ′p
)p . (63)
Applying inequality (63) with M(t) = λj [S(t)− µN(t)],
∑t
s=1 νs = λ
2
jσ
2N(t), a = δj and b = 1, we
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have the following bound, ∑
j≥2
P
(∃t ≥ 0, λj [S(t)− µN(t)]− λ2jσ2N(t) > δj)
≤
∑
j≥2
1(
1 + δj/C ′p
)p
≤ C
′p
p
δp
∑
j≥2
1
jp
:=
C ′′p
δp
.
Similarly, it can be shown that
P
 ∞⋃
t=1
∞⋃
j=2
(
Hjt ∩ Ft ∩Gct
) ≤ C ′′p
δp
.
By combining two bounds, we get that
P
(
∃t ≥ 0 : N(t) > e, N(t)
4σ2
(µ̂t − µ)2 > eδ logN(t)
)
≤ 2C
′′
p
δp
,
which implies the desired bound on the adaptive deviation probability in (16) with Cp := 2(4e)pC ′′p . This
completes the proof of Lemma 1.
B.2 Proof of Theorem 1
The proof of Theorem 1 borrows arguments from Jiao et al. [2017], like the following lower bound of Dfq .
Lemma 5 Let P ,Q be probability measures onX and let f : X 7→ R be a function satisfying EQ [fp(X)] <
∞ for some p ≥ 1. Then, for q such that 1/p + 1/q = 1, we have
1
q
Dfq(P ||Q) ≥ EP [f(X)]− EQ [f(X)]− EQ
[ |f(X)|p
p
]
. (64)
To apply the above inequality, we need the following bound on the expectation of the 2p-norm of the
stopped adaptive process, which is based on the adaptive deviation inequality in Lemma 1.
Claim 1 Under the assumptions of Theorem 1, for each k ∈ [k∗] and for any α ≤ p we have that∥∥∥∥∥ Nk(τ)logNk(τ)
(
µ̂k(τ)− µk
σk
)2∥∥∥∥∥
α
≤ Cα,ǫ, (65)
where Cα,ǫ is a constant depending only on α and ǫ.
Proof of Claim 1. Since α ≤ p, arm k also has a finite 2(α + ǫ)-norm. Therefore, applying Lemma 1 with
p = α, we get
E
[
Nk(τ)
logNk(τ)
(
µ̂k(τ)− µk
σk
)2]α
≤ 1 +
∫ ∞
1
P
(
Nk(τ)
logNk(τ)
(
µ̂k(τ)− µk
σk
)2
> δ1/α
)
dδ
≤ 1 + Cα+ǫ
∫ ∞
1
1
δ1+ǫ/α
dδ = 1 +
Cα+ǫ
ǫ/α
.
(66)
The claim readily follows by letting Cα,ǫ :=
(
1 + Cα+ǫǫ/α
)1/α
.
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We now have all the components in place to complete the proof of Theorem 1. For k ∈ [k∗], set Pk =
L (DT |κ = k), Q = L (DT ) and
fk = λ
Nk(τ)
logNk(τ)
(µ̂k(τ)− µk)2 .
for a λ > 0. Then, from Lemma 5, we can lower bound Iq (κ,DT ) as follows:
1
q
Iq (κ,DT ) =
k∗∑
k=1
P(κ = k)
{
1
q
Dfq (L (DT |κ = k) ||L (DT ))
}
≥
k∗∑
k=1
P(κ = k)
{
EPk [fk]− EQ [fk]− EQ
[ |fk|p
p
]}
=
k∗∑
k=1
P(κ = k)
{
λE
[
Nk(τ)
logNk(τ)
(µ̂k(τ)− µk)2 | κ = k
]
−λE
[
Nk(τ)
logNk(τ)
(µ̂k(τ)− µk)2
]
− λ
p
p
E
[
Nk(τ)
logNk(τ)
(µ̂k(τ)− µk)2
]p}
≥
k∗∑
k=1
P(κ = k)
{
λE
[
Nk(τ)
logNk(τ)
(µ̂k(τ)− µk)2 | κ = k
]
− (λC1,ǫσ2k + (λCp,ǫσ2k)p/p)}
= λE
[
Nκ(τ)
logNκ(τ)
(µ̂κ(τ)− µκ)2
]
−
(
λC1,ǫ‖σκ‖22 +
λpCpp,ǫ
p
‖σκ‖2p2p
)
.
Since this inequality holds for any λ > 0, we get
E
[
Nκ(τ)
logNκ(τ)
(µ̂κ(τ)− µκ)2
]
= C1,ǫ‖σκ‖22 + inf
λ>0
1
λ
{
Iq (κ,DT )
q
+
λpCpp,ǫ
p
‖σκ‖2p2p
}
= C1,ǫ‖σκ‖22 + Cp,ǫ‖σκ‖22pI1/qq (κ,DT ) ,
thus completing the proof of the theorem.
We conclude this section with a short proof of Corollary 1.1.
B.3 Proof of Corollary 1.1
For any p, q > 1 with 1p +
1
q = 1, Hölder’s inequality along with the bound on the adaptive risk in (15)
implies that[
E (µ̂κ − µκ)2/p
]p
=
[
E
(
Nκ
logNκ(τ)
)−1/p( Nκ
logNκ(τ)
)1/p
(µ̂κ − µκ)2/p
]p
≤
[
E
(
Nκ
logNκ(τ)
)−q/p]p/q
E
[
Nκ
logNκ(τ)
(µ̂κ − µκ)2
]
≤
[
E
(
Nκ
logNκ(τ)
)−q/p]p/q [
C1,ǫ‖σκ‖22 + Cp,ǫ‖σκ‖22pI1/qq (κ,DT )
]
=
1
n˜eff,q/p
[
C1,ǫ‖σκ‖22 + Cp,ǫ‖σκ‖22pI1/qq (κ,DT )
]
.
By setting r := 1/p, we infer inequality (18), completing the proof.
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Appendix C Proofs of Theorem 2 and related statements
The proof of Theorem 2 is based on the deviation inequality given in Lemma 2, which we prove first.
C.1 Proof of Lemma 2
The proof of the deviation inequality in Lemma 2 is based on the following bound on the expectation of the
exponential of the stopped process. Similar versions of this bound has been exist in the literature: see, e.g.,
see Garivier and Cappé [2011], Howard et al. [2018a]. For the completeness, we provide the proof of the
bound.
Claim 2 Under the assumptions of Theorem 2, for any λ ∈ Λ, it holds that
E [exp {λ (Sk(T )− µkNk(T ))−Nk(T )ψ(λ)}] ≤ 1. (67)
Proof of Claim 2. Set Lkt (λ) := exp {λ (Sk(t)− µkNk(t))−Nk(t)ψ(λ)}. First note that, for any t ≥ 0,
E [exp {λ [(Sk(t+ 1)− µkNk(t+ 1))− (Sk(t)− µkNk(t))]} | Ft]
= E [exp {λ1(At+1 = k) [Yt+1 − µk]} | Ft]
= E [1(At+1 = k) exp {λ (Yt+1 − µk)}+ 1(At+1 6= k) | Ft]
= 1(At+1 = k)E [exp {λ (Yt+1 − µk)} | Ft] + 1(At+1 6= k) (since 1 (At+1 = k) ∈ Ft.)
≤ 1(At+1 = k) exp {ψ(λ)}+ 1(At+1 6= k) (since k-the distribution is sub-ψ.)
= exp {1(At+1 = k)ψ(λ)}
= exp {[Nk(t+ 1)−Nk(t)]ψ(λ)} .
Thus, we obtain that
E
[
Lkt+1(λ) | Ft
]
= E [exp {λ (Sk(t+ 1)− µkNk(t+ 1))−Nk(t+ 1)ψ(λ)} | Ft]
= E [exp {λ [(Sk(t+ 1)− µkNk(t+ 1)) − (Sk(t)− µkNk(t))]} | Ft]
· exp {λ (Sk(t)− µkNk(t))−Nk(t+ 1)ψ(λ)} (since Sk(t), Nk(t), Nk(t+ 1) ∈ Ft.)
≤ exp {[Nk(t+ 1)−Nk(t)]ψ(λ)} exp {λ (Sk(t)− µkNk(t))−Nk(t+ 1)ψ(λ)}
≤ exp {λ (Sk(t)− µkNk(t))−Nk(t)ψ(λ)}
= Lkt (λ).
In particular,
E
[
Lk1(λ) | F0
]
= 1 := Lk0 , ∀λ ∈ Λ.
Therefore {Lkt (λ)}t≥0 is a non-negative super-martingale, and the result follows from the optional stopping
theorem.
Returning to the proof of Lemma 2, we first consider the case P(T ≤ M) = 1 for some constant
M > 0. Since Nk(T ) ≤ T , we must also have that P(Nk(T ) ≤ M) = 1. Next, for any ǫ ≥ 0 and
λ ∈ [0, λmax/p) ⊂ Λ, we have
P (Sk(T )/Nk(T )− µk ≥ ǫ) = P (Sk(T ) ≥ Nk(T )(ǫ+ µk))
= P (exp {λSk(T )− λ(ǫ+ µk)Nk(T )} ≥ 1)
≤ E [exp {λSk(T )− λ(ǫ+ µk)Nk(T )}] ,
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where in the final step we have used Markov’s inequality. By using Hölder’s inequality with any conjugate
pairs p, q > 1 with 1/p + 1/q = 1, the last term can be bounded as follows:
E [exp {λ (Sk(T )− µkNk(T ))− λǫNk(T )}]
= E
[
exp
{
λ (Sk(T )− µkNk(T ))− Nk(T )
p
ψ(pλ)
}
exp
{
Nk(T )
(
1
p
ψ(pλ)− λǫ
)}]
≤ [E exp {pλ (Sk(T )− µkNk(T ))−Nk(T )ψ(pλ)}]1/p
[
E exp
{
qNk(T )
(
1
p
ψ(pλ)− λǫ
)}]1/q
≤
[
E exp
{
qNk(T )
(
1
p
ψ(pλ)− λǫ
)}]1/q
.
where the last inequality follows from Claim 2. Thus we have established the following intermediate bound
on the deviation probability:
P (Sk(T )/Nk(T )− µk ≥ ǫ) ≤
[
E exp
{
qNk(T )
(
1
p
ψ(pλ)− λǫ
)}]1/q
. (68)
Since ǫ ≥ 0, the convex conjugate of ψ at ǫ can be written as
ψ∗(ǫ) = sup
λ∈Λ
{λǫ− ψ(λ)} = sup
λ∈[0,λmax)
{λǫ− ψ(λ)} .
Thus,
sup
λ∈[0,λmax/p)
{
λǫ− 1
p
ψ(pλ)
}
=
1
p
sup
λ∈[0,λmax)
{λǫ− ψ(λ)}
=
1
p
sup
λ∈Λ
{λǫ− ψ(λ)}
=
1
p
ψ∗(ǫ).
Using this identity, the deviation probability can be further bounded as
P (Sk(T )/Nk(T )− µk ≥ ǫ)
≤ inf
λ∈[0,λmax/p)
[
E exp
{
qNk(T )
(
1
p
ψ(pλ)− λǫ
)}]1/q
=
[
E exp
{
−qNk(T ) sup
λ∈[0,λmax/p)
(
λǫ− 1
p
ψ(pλ)
)}]1/q
=
[
E exp
{
−q
p
ψ∗(ǫ)Nk(T )
}]1/q
.
Using the same argument, it also follows that
P (Sk(T )/Nk(T )− µk ≤ −ǫ) ≤
[
E exp
{
−q
p
ψ∗(−ǫ)Nk(T )
}]1/q
.
Since ψ∗ is a non-negative convex function with ψ∗(0) = 0, for any δ ≥ 0, there exist ǫ1, ǫ2 ≥ 0 with
ψ∗(ǫ1) = ψ
∗(−ǫ2) = δ such that
{z ∈ R : ψ∗(z) ≥ δ} = {z ∈ R : z ≥ µk + ǫ1, z ≤ µk − ǫ2} .
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Therefore, for any δ ≥ 0 and p, q > 1 with 1/p + 1/q = 1, we conclude that
P
(
Dψ∗µk
(µ̂k(T ), µk) ≥ δ
)
= P
(
ψ∗µk(Sk(T )/Nk(T )) ≥ δ
)
(By the equality (25) in Fact 1.)
≤ P (Sk(T )/Nk(T ))− µk ≥ ǫ1) + P (Sk(T )/Nk(T ))− µk ≤ −ǫ2)
≤ 2
[
E exp
{
−q
p
δNk(T )
}]1/q
.
For general T , let TM := min {T ,M} for allM > 0. Since TM is a stopping time with P(TM ≤M) = 1,
we have
P
(
Dψ∗µk
(µ̂k(TM ), µk) ≥ δ
)
≤ 2
[
E exp
{
−q
p
δNk(TM )
}]1/q
(69)
for any δ ≥ 0 and p, q > 1 with 1/p + 1/q = 1. Then, we have
P
(
Dψ∗µk
(µ̂k(T ), µk) ≥ δ
)
≤ lim inf
M→∞
P
(
Dψ∗µk
(µ̂k(TM ), µk) ≥ δ
)
≤ lim inf
M→∞
2
[
E exp
{
−q
p
δNk(TM )
}]1/q
≤ 2
[
E exp
{
−q
p
δNk(T )
}]1/q
,
where the first inequality comes from the Fatous’s lemma and the continuity of the Bregman divergence, the
second one from the inequality (69) and the last one from the monotone convergence theorem, along with
the facts that
0 ≤ exp
{
−q
p
δNk(TM )
}
≤ 1, ∀M > 0,
and that exp
{
− qpδNk(TM)
}
is decreasing in M and converges almost surely to exp
{
− qpδNk(T )
}
as
M →∞.
Finally, from the identity q/p = q − 1, we have that
P
(
Dψ∗µk
(µ̂k(T ), µk)
)
≤ 2 inf
q>1
[E exp {−(q − 1)δNk(T )}]1/q . (70)
Since choosing q = 1 gives a valid, albeit trivial, bound, we can take the infimum over q ≥ 1, which proves
the first inequality in (30). The second inequality follows from the assumption that Nk(T ) ≥ b and the
inequality
2 inf
q≥1
[E exp {−(q − 1)δNk(T )}]1/q ≤ 2 inf
q≥1
[exp {−(q − 1)δb}]1/q
= 2exp {−δb} .
This completes the proof of Lemma 2.
C.2 Proof of Theorem 2
In Lemma 2, we have established the the deviation inequality
P
(
Dψ∗µk
(µ̂k(T ), µk) ≥ δ
)
≤ 2
[
E exp
{
−q
p
δNk(T )
}]1/q
, (71)
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for any p, q > 1 with 1p +
1
q = 1. We first prove Theorem 2 by consider the case of P(T ≤ M) = 1 for
a M > 0. Since Nk(T ) ≤ T , we then have that P(Nk(T ) ≤ M) = 1. By using the above deviation
inequality and the well-known identity E|X| = ∫∞0 P(|X| > δ)dδ for any integrable random variable X,
we have
EDψ∗µk
(µ̂k(T ), µk)
= EDψ∗µk
(Sk(T )/Nk(T ), µk)
=
∫ ∞
0
P
(
Dψ∗µk
(Sk(T )/Nk(T ), µk) > δ
)
dδ (since the divergence is non-negative).
≤ 2
∫ ∞
0
[
E exp
{
−q
p
δNk(T )
}]1/q
dδ (by the deviation inequality (71)).
= 2
ep
b
∫ ∞
0
[
E exp
{
−q
p
(Nk(T )− b/e) δ
}]1/q b
ep
exp
{
− b
ep
δ
}
dδ
:= 2
ep
b
∫ ∞
0
[f(δ)]1/q p(δ)dδ,
where we have set f(δ) = E exp
{
− qp (Nk(T )− b/e) δ
}
and p(δ) = epb exp
{− epb δ}. Note that p is the
Lebesgue density of a probability measure on [0,∞). Since δ 7→ δ1/q is a concave function on [0,∞), using
Jensen’s inequality we have that∫ ∞
0
[f(δ)]1/q p(δ)dδ ≤
[∫ ∞
0
f(δ)p(δ)dδ
]1/q
.
Therefore, EDψ∗µk (µ̂k(T ), µk) can be further bounded by
2
ep
b
[∫ ∞
0
f(δ)p(δ)dδ
]1/q
= 2
ep
b
[∫ ∞
0
E exp
{
−q
p
(Nk(T )− b/e) δ
}
b
ep
exp
{
− b
ep
δ
}
dδ
]1/q
= 2
(ep
b
)1/p [
E
∫ ∞
0
exp
{
−q
p
(
Nk(T )− b
ep
)
δ
}
dδ
]1/q
= 2
(ep
b
)1/p E 1
q
p
(
Nk(T )− bep
)
1/q (since Nk(T ) ≥ b > b
ep
)
= 2
(e
b
)1/p
p
E 1
q
(
Nk(T )− bep
)
1/q
≤ 2
(e
b
)1/p
p
[
E
1
Nk(T )
]1/q
,
where in the last inequality we have used the bound
Nk(T )− b
ep
=
1
p
(Nk(T )− b/e) + Nk(T )
q
>
Nk(T )
q
.
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Thus, for any p, q > 1 with 1/p+ 1/q = 1, we have shown that
EDψ∗µk
(µ̂k(T ), µk) ≤ 2
(e
b
)1/p
p
[
E
1
Nk(T )
]1/q
. (72)
Since the above bound holds for any p, q > 1 with 1/p + 1/q = 1, by taking infimum over all p > 1, we
then have that
EDψ∗µk
(µ̂k(T ), µk) ≤ 2 inf
p>1
(e
b
)1/p
p
[
E
1
Nk(T )
]1−1/p
=
2
neff
inf
p>1
p
(
eneff
b
)1/p
=
2
neff
exp
{
inf
p>1
[
log p+
1
p
log(eneff/b)
]}
=
2
neff
exp
{
log log(eneff/b) + 1
}
= 2e
1 + log(neffk /b)
neffk
,
where the second equality is justified by the continuity of the exponential and logarithmic functions. The
third equality follows from the fact that if a ≥ e,
log p+
1
p
log a ≥ log log a+ 1, ∀p ≥ 1,
with equality if and only if p = log a. Since, by assumption Nk(T ) ≥ b, we have that neffk ≥ b and therefore
we can set p = log(eneff/b) ≥ 1. Thus, the first part of the claimed bound on the risk in (28) is proven.
To prove the second part of the upper bound, we use the deviation inequality in a slightly different way
which is motivated from the proof of Theorem 12.1. in de la Peña et al. [2008]. Specifically, for any ǫ > 0
and r > 1, we have
EDψ∗µk
(µ̂k(T ), µk)
= EDψ∗µk
(Sk(T )/Nk(T ), µk)
=
∫ ∞
0
P
(
Dψ∗µk
(Sk(T )/Nk(T ), µk) > δ
)
dδ
≤ ǫ+
∫ ∞
ǫ
P
(
Dψ∗µk
(Sk(T )/Nk(T ), µk) > δ
)
dδ
≤ ǫ+ 2
∫ ∞
ǫ
[
E exp
{
−q
p
δNk(T )
}]1/q
dδ (by the deviation inequality (71)).
= ǫ+ 2
∫ ∞
ǫ
δ−r
[
Eδqr exp
{
−q
p
δNk(T )
}]1/q
dδ
≤ ǫ+ 2
∫ ∞
ǫ
δ−r
[
E sup
τ>0
τ qr exp
{
−q
p
τNk(T )
}]1/q
dδ.
It can be easily checked that the supremum is achieved at τ = prNk(T ) . Therefore we have that
sup
τ>0
τ qr exp
{
−q
p
τNk(T )
}
=
(
pr
Nk(T )
)qr
e−qr,
which implies that
EDψ∗µk
(µ̂k(T ), µk) ≤ ǫ+ 2
∫ ∞
ǫ
δ−r
[
E sup
δ>0
δqr exp
{
−q
p
δNk(T )
}]1/q
dδ
= ǫ+ 2
∫ ∞
ǫ
δ−r
[
E
(pr
N
)qr
e−qr
]1/q
dδ
= ǫ+ 2
(pr
e
)r [
E
(
1
N qr
)]1/q ∫ ∞
ǫ
δ−rdδ
= ǫ+
2
(r − 1)ǫr−1
( pr
eneff ,qr
)r
.
Since the above bound holds for any ǫ > 0, by taking infimum on the RHS over ǫ > 0, we have the following
upper bound.
EDψ∗µk
(µ̂k(T ), µk) ≤ 2
1/rpr2
e(r − 1)
1
neff,qr
.
By setting r′ = qr, we can write the above inequality as
EDψ∗µk
(µ̂k(T ), µk) ≤ Cq,r′ 1
neff ,r′
, (73)
where
Cq,r′ =
2q/r
′
e
r′2
(r′ − q)(q − 1) .
Since this upper bound holds for any choice of r′ > q > 1, the second part of the upper bound is proved.
For general T , let TM := min {T ,M} for allM ≥ t0. Since TM is a stopping time with TM ≥ t0 and
P(TM ≤M) = 1, we have that
EDψ∗µk
(µ̂k(TM ), µk) ≤ min
{
2e
1 + log(neff∧Mk /b)
neffk
, inf
r>1
Cr
neff∧M,rk
}
, ∀M ≥ t0, (74)
where neff∧M,rk is the corresponding effective sample size [E [1/N
r
k (TM)]]−r with neff∧Mk = neff∧M,1k . Then,
we have
EDψ∗µk
(µ̂k(T ), µk) ≤ lim inf
M→∞
EDψ∗µk
(µ̂k(TM ), µk)
≤ lim inf
M→∞
min
{
2e
1 + log(neff∧Mk /b)
neffk
, inf
r>1
Cr
neff∧M,rk
}
≤ min
{
2e
1 + log(neffk /b)
neffk
, inf
r>1
Cr
neff,rk
}
,
as desired, where the first inequality comes from Fatous’s lemma, the second one follows from the in-
equality (74) and the last one comes from the monotone convergence theorem along with the facts that
0 ≤ 1/N rk (TM ) ≤ 1/br for all M ≥ t0 and that {1/N rk (TM)}M≥t0 is a non-negative decreasing sequence
converging to 1/N rk (T ) almost surely which also implies neff∧M,rk → neff ,rk asM →∞.
The proof of Theorem 2 is completed. In the following subsection, we present a simple proof of Corol-
lary 2.1.
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C.3 Proof of Corollary 2.1
By the equation (25), we have that
Dψ∗µk
(µ̂k(T ), µk) = ψ∗µk (µ̂k(T )) = ψ∗ (µ̂k(T )− µk) .
Since ψ∗ is convex, applying the Jensen’s inequality to the risk bound in the equation (28) of Theorem 2,
we get that
ψ∗ (E [µ̂k(T )− µk]) ≤ E [ψ∗ (µ̂k(T )− µk)]
= EDψ∗µk
(µ̂k(T ), µk) ≤ Uk,b.
If the bias E [µ̂k(T )− µk] is positive, ψ∗ can be replaced with ψ∗+, which implies that
ψ∗+ (E [µ̂k(T )− µk]) ≤ Uk,b.
Since ψ∗+ is an increasing and invertible function, we get the desired upper bound on bias, namely
E [µ̂k(T )− µk] ≤ ψ∗+−1 (Uk,b) .
Applying the same argument to the case of a negative bias, we arrive at the analogous lower bound
−ψ∗−−1 (Uk,b) ≤ E [µ̂k(T )− µk] .
This completes the proof of the expression (32).
If ψ∗ is symmetric around zero, ψ∗(z) = ψ∗+(|z|) for all z ∈ Λ∗. Therefore, by the same steps,
ψ∗+ (E |µ̂k(T )− µk|) ≤ E
[
ψ∗+ (|µ̂k(T )− µk|)
]
= E [ψ∗ (µ̂k(T )− µk)]
= EDψ∗µk
(µ̂k(T ), µk) ≤ Uk,b.
Applying ψ∗+
−1 to the both sides, we arrive at the bound on the expected ℓ1 loss given in (33) which com-
pletes the proof.
Appendix D Proofs of Theorem 3 and related statements
In this section, Theorem 3 and related statements are proved. Recall that we assume that there exists a time
t0 such that, almost surely, T ≥ τ ≥ t0 and Nk(t0) ≥ b ≥ 3 for all k ∈ [k∗]. Let h : [log b,∞) → [1,∞)
be a non-decreasing function such that
∑∞
j=1
1
h(log b+j) ≤ 1 and v ∈ [b,∞) 7→
log h(log v)
v is non-increasing.
It can be easily checked that the function hb(x) := x2/ log b satisfies the condition above.
For ease of readability, we drop the subscript k throughout this section. We first provide the proof to the
adaptive deviation inequality of Lemma 3, which is a fundamental component of the proof of Theorem 3
and related statements.
D.1 Proof of Lemma 3
The proof strategy of the adaptive deviation inequality (42) is based on splitting the deviation event into
simpler sub-events and then find exponential bounds for the probability of each sub-event. In detail, for
each t ≥ 0 and j ∈ log b+ N := {log b+ i : i ∈ N}, define the events
Ft := {N(t) ≥ b,N(t)ψ∗(µ̂t − µ) > e (δ + log h (logN(t)))} ,
Gt := {µ̂(t) ≥ µ} , and
Hjt :=
{
ej−1 ≤ N(t) < ej} .
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To bound the probability of these events, we rely on the following result, which we establish using arguments
borrowed from the proof of Theorem 11 in Garivier and Cappé [2011].
Lemma 6 Let h : [log b,∞) → [1,∞) be a non-decreasing function which makes v 7→ log h(log v)v non-
increasing on [b,∞). Then, for any fixed δ > 0, there exist a deterministic λj ≥ 0 such that{
Ft ∩Gt ∩Hjt
}
⊂ {λj [S(t)− µN(t)]− ψ(λj)N(t) ≥ δ + log h(j)} , (75)
and a deterministic λ′j < 0 such that{
Ft ∩Gct ∩Hjt
}
⊂ {λ′j [S(t)− µN(t)]− ψ(λ′j)N(t) ≥ δ + log h(j)} . (76)
Proof of Lemma 6. On the event Ft ∩ Gt ∩ Hjt , since b ≤ ej−1 ≤ N(t) < ej and v 7→ log h(log v)v is
non-increasing on [b,∞), we have that
ψ∗ (µ̂(t)− µ) > eδ
N(t)
+
e log h (logN(t))
N(t)
≥ δ
ej−1
+
log h(j)
ej−1
> 0. (77)
Since, by assumption, ψ is a non-negative convex function such that ψ(0) = ψ′(0) = 0. its convex
conjugate ψ∗ is an increasing function on [0,∞) with ψ∗(0) = 0. Therefore, we can pick a deterministic
real number zj ≥ 0 such that
ψ∗(zj) =
δ
ej−1
+
log h(j)
ej−1
.
Note that, since µ̂(t) − µ ≥ 0 and ψ∗ is an increasing function on [0,∞), our choice of zj along with the
inequalities in (77) implies that µ̂(t)− µ ≥ zj , on the event Ft ∩Gt ∩Hjt .
Let λj be the convex conjugate of zj with respect to ψ, which is given by
λj = argmax
λ∈Λ
λzj − ψ(λ) = ψ∗(zj).
Since zj ≥ 0, λj is also non-negative. Therefore, on the event Ft ∩Gt ∩Hjt , we have that
λj [µ̂(t)− µ]− ψ(λj) ≥ λjzj − ψ(λj)
= ψ∗(zj)
=
δ
ej−1
+
log h(j)
ej−1
≥ δ
N(t)
+
log h(j)
N(t)
.
Re-arranging, we get that
λj [S(t)− µN(t)]− ψ(λj)N(t) ≥ δ + log h(j).
which proves the first statement in the lemma. For the second statement, since ψ∗ is a decreasing function
on (−∞, 0] with ψ∗(0) = 0 we can pick a deterministic real number z′j < 0 such that
ψ∗(z′j) =
δ
ej−1
+
log h(j)
ej−1
.
Note that, since µ̂(t) − µ < 0 and ψ∗ is an decreasing function on (−∞, 0], the choice of z′j and the
inequalities in (77) yield that µ̂(t)− µ < zj , on the event Ft ∩Gct ∩Hjt . Let λ′j be the convex conjugate of
z′j . Since z
′
j < 0, it is also the case that λ
′
j < 0. Then, by the same argument used for µ̂(t) − µ ≥ 0 case,
the second statement holds which completes the proof.
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Now, we continue to prove Lemma 3. In Fact 1, we showed that Dψ∗µ(µ̂, µ) = ψ
∗(µ̂ − µ). Thus, the
adaptive deviation inequality (42) can be re-stated in the general setting as the inequality
P
(
N(τ)
log h (logN(τ))
ψ∗ (µ̂(τ)− µ) ≥ Ch,bδ
)
≤ 2 exp {−δ} , ∀δ ≥ 1, (78)
where Ch,b := e
(
1 + 1log h(log b)
)
, which can be derived from the following more general inequality.
P (N(τ)ψ∗ (µ̂(τ)− µ) ≥ e (δ + log h (logN(τ))))
≤ 2 exp {−δ} , ∀δ ≥ 0. (79)
To show the above bound, it is sufficient to show that the inequality holds uniformly for all time. (e.g., see
Lemma 3 in Howard et al. [2018b]). Therefore, in this proof, we prove the following uniform concentration
inequality:
P (∃t ∈ N : N(t) ≥ b,N(t)ψ∗ (µ̂(t)− µ) ≥ e (δ + log h (logN(t))))
≤ 2 exp {−δ} , ∀δ ≥ 0. (80)
The event on the left-hand side of (80) is equal to
⋃∞
t=1 Ft, and its probability can be bounded as follows:
P
(
∞⋃
t=1
Ft
)
= P
 ∞⋃
t=1
⋃
j∈log b+N
[
Hjt ∩ Ft ∩ (Gt ∪Gct)
]
= P
 ∞⋃
t=1
⋃
j∈log b+N
(
Hjt ∩ Ft ∩Gt
) ∪
 ∞⋃
t=1
⋃
j∈log b+N
(
Hjt ∩ Ft ∩Gct
)
≤ P
 ∞⋃
t=1
⋃
j∈log b+N
(
Hjt ∩ Ft ∩Gt
)+ P
 ∞⋃
t=1
⋃
j∈log b+N
(
Hjt ∩ Ft ∩Gct
) .
For each λ and t, define Lt(λ) := exp {λ (S(t)− µN(t))−N(t)ψ(λ)}. We show in the proof of Lemma 2,
that, for each λ ∈ Λ, {Lt(λ)}t≥0 is a non-negative super-martingale with EL0(λ) = 1. By Lemma 6, we
have that
P
 ∞⋃
t=1
∞⋃
j=log b+N
(
Hjt ∩ Ft ∩Gt
)
≤ P (∃t ≥ 0,∃j ∈ log b+ N : λj [S(t)− µN(t)]− ψ(λj)N(t) > δ + log h(j)) (by Lemma 6.)
= P
(
∃t ≥ 0,∃j ∈ log b+ N : exp (λj [S(t)− µN(t)]− ψ(λj)N(t)) > h(j)eδ
)
= P
(
∃t ≥ 0,∃j ∈ log b+ N : Lt(λj) > h(j)eδ
)
≤
∑
j∈log b+N
P
(
sup
t≥0
Lt(λj) > h(j)e
δ
)
,
where the last inequality stems from the union bound. Since {Lt}t≥0 is a non-negative super-martingale
with L0 = 1, by applying Ville’s maximal inequality [Ville, 1939], we conclude that∑
j∈log b+N
P
(
sup
t≥0
Lt(λj) > h(j)e
δ
)
≤ e−δ
∞∑
j=1
1
h(log b+ j)
≤ e−δ.
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Similarly, it can be shown
P
 ∞⋃
t=1
⋃
j∈log b+N
(
Hjt ∩ Ft ∩Gct
) ≤ e−δ.
By combining two bounds, we get that
P (∃t ≥ 0 : N(t) ≥ b,N(t)ψ∗(µ̂t − µ) > e (δ + log h (logN(t)))) ≤ 2e−δ,
which implies the desired bound on the adaptive deviation probability in (78).
D.2 Proof of Theorem 3
The proof of Theorem 3 relies on the Donsker-Varadhan representation of the KL divergence and arguments
in Russo and Zou [2016], Jiao et al. [2017]. For completeness, we cite the following form of Donsker-
Varadhan representation theorem [see, e.g. Donsker and Varadhan, 1983, Jiao et al., 2017]:
Lemma 7 Let P , Q be probability measures on X and let C denote the set of functions f : X 7→ R such
that EQ
[
ef(X)
]
< ∞. If DKL(P ||Q) < ∞ then for every f ∈ C the expectation EP [f(X)] exists and
furthermore
DKL(P ||Q) = sup
f∈C
EP [f(X)]− logEQ
[
ef(X)
]
, (81)
where the supremum is attained when f = log dPdQ .
To apply Donsker-Varadhan representation, we need the following bound on the expectation of the
exponentiated stopped adaptive process, which is based on the adaptive deviation inequality in Lemma 3.
Claim 3 Under the assumptions of Theorem 2, for each k ∈ [k∗] we have that
E exp
{
1
2Ch,b
[
Nk(τ)
log h (logNk(τ))
Dψ∗µk
(µ̂k, µk)
]}
≤ 3.46. (82)
Proof of Claim 3. Using the inequality
EeX = E
∫ ∞
−∞
1(δ < X)eδdδ =
∫ ∞
−∞
P(X > δ)eδdδ
≤
∫ ∞
1
P(X > δ)eδdδ +
∫ 1
−∞
eδdδ
=
∫ ∞
1
P(X > δ)eδdδ + e,
(83)
we can bound the left hand side of (82) as follows:
E exp
{
1
2Ch,b
[
Nk(τ)
log h (logNk(τ))
Dψ∗µk
(µ̂k, µk)
]}
≤ e+
∫ ∞
1
P
(
1
2Ch,b
[
Nk(τ)
log h (logNk(τ))
Dψ∗µk
(µ̂k, µk)
]
> δ
)
eδdδ
= e+
∫ ∞
1
P
(
Nk(τ)
log h (logNk(τ))
Dψ∗µk
(µ̂k, µk) > 2Ch,bδ
)
eδdδ.
By applying the adaptive deviation inequality (42) Lemma 3, the last term can be further bounded by e +∫∞
1 2e
−δdδ = e+ 2/e < 3.46. The claimed result readily follows.
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Coming back to the proof of Theorem 3, for each k ∈ [k∗], set Pk = L (DT |κ = k), Q = L (DT ) and
fk =
1
2Ch,b
[
Nk(τ)
log h (logNk(τ))
Dψ∗µk
(µ̂k, µk)
]
.
Then, from the Donsker-Varadhan representation, we can lower bound the mutual information between the
adaptive query κ and the data DT in the following way:
I(κ;DT ) =
k∗∑
k=1
P(κ = k)DKL (L (DT |κ = k) ||L (DT ))
≥
k∗∑
k=1
P(κ = k)EPk [fk]− logEQ
[
efk
]
=
k∗∑
k=1
P(κ = k)
{
1
2Ch,b
E
[
Nk(τ)
log h (logNk(τ))
Dψ∗µk
(µ̂k, µk) | κ = k
]
− logE
[
exp
{
1
2Ch,b
[
Nk(τ)
log h (logNk(τ))
Dψ∗µk
(µ̂k, µk)
]}]}
≥
k∗∑
k=1
P(κ = k)
{
1
2Ch,b
E
[
Nk(τ)
log h (logNk(τ))
Dψ∗µk
(µ̂k, µk) | κ = k
]
− log 3.46
}
≥ 1
2Ch,b
E
[
Nκ(τ)
log h (logNκ(τ))
Dψ∗µκ (µ̂κ, µκ)
]
− 1.25,
where the second inequality is due to the inequality (82) in Claim 3. The risk bound (39) now follows from
rearranging with h(x) = x2/ log b and Cb := 4Ch,b which completes the proof.
The only remaining proof in this section is that of Corollary 3.1, which we present below.
D.3 Proof of Corollary 3.1
For any p, q > 1 with 1p +
1
q = 1, Hölder’s inequality along with the bound on the adaptive risk in (39)
implies that
[
ED
1/p
ψ∗µκ
(µ̂κ, µκ)
]p
=
[
E
(
Nκ(τ)
log logNκ(τ)
)−1/p( Nκ(τ)
log logNκ(τ)
)1/p
D
1/p
ψ∗µκ
(µ̂κ, µκ)
]p
≤
[
E
(
Nκ(τ)
log logNκ(τ)
)−q/p]p/q
E
[
Nκ(τ)
log logNκ(τ)
Dψ∗µκ (µ̂κ, µκ)
]
≤
[
E
(
Nκ(τ)
log logNκ(τ)
)−q/p]p/q
Cb [I(κ;DT ) + 1.25]
=
Cb
≈
neff,q/p
[I(κ;DT ) + 1.25] .
By setting r := 1/p, we proves the inequality (44), as desired.
Appendix E Proofs of propositions and facts
In this section, we provide formal proofs of propositions and facts which are omitted in the main text.
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E.1 Proof of Proposition 1
For any k ∈ [k∗], the strong law of large numbers and Theorem 2.1. in Gut [2009] implies that
if Nk(τt)
a.s.→ ∞ as t→∞ then µ̂k(τt) a.s.→ µk as t→∞. (84)
For each k ∈ [k∗], define events Ek and Fk such that
Ek = (µ̂k(τt)→ µk as t→∞) , (85)
Fk = (Nk(τt)→∞ as t→∞) . (86)
The statement (84) implies that P(Ek ∪F ck ) = 1. If not, suppose P(Fk) = 1, then 0 < P(Eck ∩Fk) = P(Eck)
which contradicts to the statement P(Ek) = 1. Hence we also have P(D) = 1 whereD :=
⋂
k∈[k∗]Ek ∪F ck .
Now, we prove that, for any random sequence {κτt ∈ [k∗]},
if Nκτt (τt)
a.s.→ ∞ as t→∞ then µ̂κτt (τt)− µκτt
a.s.→ 0 as t→∞. (87)
For notational simplicity, let Yk(t) := µ̂k(τt),Mk(t) := Nk(τk), and Ct := κτt . First, define events G and
H such that
G = (YCt(t)→ µCt as t→∞) , (88)
H = (MCt(t))→∞ as t→∞) . (89)
Note that
|YCt(t)− µCt | → 0,
⇔
k∗∑
k=1
1 (Ct = k) |Yk(t)− µk| → 0,
⇔ ∀k ∈ [k∗],1 (Ct = k) |Yk(t)− µk| → 0,
⇔ ∀k ∈ [k∗],1 (Ct = k)→ 0 or |Yk(t)− µk| → 0.
Hence, if |YCt(t)− µCt | 6→ 0, there exists k ∈ [k∗] such that
1(Ct = k) 6→ 0 and |Yk(t)− µk| 6→ 0.
Under the event D, it further implies that there exists k ∈ [k∗] such that
1(Ct = k) 6→ 0 and Mk(t) 6→ ∞,
which also impliesMCt(t) 6→ ∞. Hence, we haveD∩Gc ⊂ Hc which is equivalent toH ⊂ Dc∪G. Since
P(D) = 1, if P(H) = 1 we have
1 = P(H) ≤ P(Dc ∪G) ≤ P(Dc) + P(G) = P(G),
which proves the claimed statement (87). From the standard subsequence argument, it also implies that
if Nκτt (τt)
p→∞ as t→∞ if µ̂κτt (τt)− µκτt
p→ 0 as t→∞, (90)
as desired.
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E.2 Proof of Proposition 2
For any fixed nonadaptive sampling scheme ν ∈ V, stopping time T ∈ T satisfying Nk(T ) ≥ 1, and
for Gaussian arms with mean µ1, . . . , µk∗ and variance σ2, the likelihood function of given data DT =
{A1, Y1, . . . , AT , YT } with respect to µ := (µ1, . . . , µk∗) is proportional to the following expression:
P (DT |µ) ∝
T∏
t=1
νt (At|Dt−1) pAt (Yt|µAt)
∝
[
T∏
t=1
νt (At|Dt−1)
]
exp
{
− 1
2σ2
T∑
t=1
(Yt − µAt)2
}
=
[
T∏
t=1
νt (At|Dt−1)
]
exp
{
− 1
2σ2
T∑
t=1
k∗∑
k=1
1 (At = k) (Yt − µk)2
}
Now, put an independent Gaussian prior with precision ρ > 0 to each µk, that is, π(µk) ∝ exp
{−ρ2µ2k} , ∀k ∈
[k∗]. Then, the posterior distribution of µ can be expressed as follows:
π (µ|DT ) ∝
[
T∏
t=1
νt (At|Dt−1)
]
exp
{
− 1
2σ2
T∑
t=1
k∗∑
k=1
1 (At = k) (Yt − µk)2
}
exp
{
−ρ
2
k∗∑
k=1
µ2k
}
∝
k∗∏
k=1
exp
{
− 1
2σ2
T∑
t=1
1 (At = k)
(
µ2k − 2Ytµk
)− ρ
2
µ2k
}
=
k∗∏
k=1
exp
{
− 1
2σ2
[(
Nk(T ) + ρσ
2
)
µ2k − 2Nk(T )Y k(T )µk
]}
∝
k∗∏
k=1
exp
{
−Nk(T ) + ρσ
2
2σ2
(
µk − Nk(T )
Nk(T ) + ρ/σ2
Y k(T )
)2}
,
where Y k(T ) is the sample average of observations from k-th arm. Therefore, the posterior distribution
of (µ1, . . . , µk) is coordinate-wisely independent given data and, for each arm, the posterior distribution is
given as
µk|DT ∼ N
(
Nk(T )
Nk(T ) + ρ/σ2
Y k(T ),
σ2
Nk(T ) + ρσ2
)
.
Hence, for each k, µ̂Bk :=
Nk(T )
Nk(T )+ρ/σ2
Y k(T ) is the Bayes estimator for ℓ2 loss under the Gaussian
prior with precision ρ. Denote PN |µ be the distribution of the data DT under Gaussian arms with mean
µ = (µ1, . . . , µk∗) and variance σ2, and let PN,π be the posterior predictive distribution under a prior π on
µ. Then, we have the following lower bound on the Bayes risk.
inf
µ̂k
Eµ∼πEDT∼PN |µNk(T ) (µ̂k − µk)
2 = inf
µ̂k
EDT∼PN,πNk(T )Eµ∼π(·|DT ) (µ̂k − µk)
2
≥ EDT∼PN,πNk(T ) infµ̂k Eµ∼π(·|DT ) (µ̂k − µk)
2
= EDT∼PN,πNk(T )Eµ∼π(·|DT )
(
µ̂Bk − µk
)2
≥ EDT∼PN,π
[
σ2Nk(T )
Nk(T ) + ρσ2
]
= EDT∼PN,π
[
σ2
1 + ρσ2/Nk(T )
]
,
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where the last equality comes from the assumption Nk(T ) ≥ 1.
Based on the Bayes risk calculation above, we can find a lower bound on the minimax normalized ℓ2
risk for each ρ > 0 as follows:
inf
µ̂k
sup
Pk∈Pk(µk ,σk)
ν∈V,T∈T
EQNk(T ) (µ̂k − µk)2 ≥ inf
µ̂k
Eµ∼πEDT∼PN |µNk(T ) (µ̂k − µk)
2
≥ EDT∼PN,π
[
σ2
1 + ρσ2/Nk(T )
]
.
Since we assume sampling and stopping strategies are nonadaptive, the distribution of Nk(T ) does not
depend on π. Therefore, by the monotone convergence theorem with ρ ց 0, we have the following lower
bound on the minimax normalized ℓ2 risk.
inf
µ̂k
sup
Pk∈Pk(µk ,σk)
ν∈V,T∈T
EQNk(T ) (µ̂k − µk)2 ≥ σ2. (91)
From the nonadaptivity of data collecting procedure, it can be easily shown that, for any choice of
Pk ∈ Pk(µk, σk), ν ∈ V, T ∈ T and the corresponding Q = Q(Pk, ν, T ), we have
EQNk(T )
(
Y k(T )− µk
)2
= σ2k,
which shows that the minimax risk is equal to σ2k and the sample mean estimator achieves it as claimed.
E.3 Proof of Proposition 3
The proof of Proposition 3 relies on a lower bound of Dfq and arguments in Jiao et al. [2017] which is
summarized in Lemma 5 in Section B.2.
To apply the lemma, we first prove the following bound on the expectation of the p-norm of the normal-
ized ℓ2 loss.
Claim 4 Under the assumptions of Proposition 3, for each k ∈ [k∗] and for any fixed p > 1 we have that∥∥∥Nk(T ) (µ̂k(T )− µk)2∥∥∥
p
≤ Cp
(
σ
(2p)
k
)2
, (92)
where Cp is a constant depending only on p.
The proof of the claim is based on the Marcinkiewicz-Zygmund (M-Z) inequality. We cite the following
form of the inequality for completeness.
Lemma 8 ( Marcinkiewicz and Zygmund [1937]) For any p ≥ 1, if X1, . . . Xn are independent random
variables with E[Xi] = 0 and E|Xi|p <∞ for all i = 1, . . . , n then the following inequality holds.
E
[∣∣∣∣∣
n∑
i=1
Xi
∣∣∣∣∣
p]
≤ BpE
( n∑
i=1
|Xi|2
)p/2 , (93)
where Bp > 0 is a constant depending only on p.
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Proof of Claim 4. For simple notations, let Wt := 1 (At = k) and Zt = Yt − µk. Then from the M-Z
inequality, we have
E
∣∣∣Nk(T ) (µ̂k(T )− µk)2∣∣∣p
= E
∣∣∣∣∣ 1√Nk(T )
T∑
t=1
WtZt
∣∣∣∣∣
2p
= E
E
∣∣∣∣∣ 1√Nk(T )
T∑
t=1
WtZt
∣∣∣∣∣
2p
| {Wt}t≥1

≤ BpE
[
E
[(
1
Nk(T )
T∑
t=1
Wt|Zt|2
)p
| {Wt}t≥1
]]
(by M-Z inequality andW 2t = Wt)
≤ BpE
[
E
[(
1
Nk(T )
T∑
t=1
Wt|Zt|2p
)
| {Wt}t≥1
]]
(by Jensen’s inequality with Nk(T ) =
T∑
t=1
Wt)
≤ Bp
(
σ(2p)
)2p
,
which implies the claimed inequality with Cp := (Bp)1/p.
Now, we have all building blocks to complete the proof of Proposition 3. For each k ∈ [k∗], set
Pk = L (DT |κ = k), Q = L (DT ) and
fk = λNk(T ) (µ̂k(T )− µk)2 .
for a λ > 0. Then, from Lemma 5, we can lower bound Iq (κ,DT ) in the following way:
1
q
Iq (κ,DT ) =
k∗∑
k=1
P(κ = k)
{
1
q
Dfq (L (DT |κ = k) ||L (DT ))
}
≥
k∗∑
k=1
P(κ = k)
{
EPk [fk]− EQ [fk]− EQ
[ |fk|p
p
]}
=
k∗∑
k=1
P(κ = k)
{
λE
[
Nk(T ) (µ̂k(T )− µk)2 | κ = k
]
−λE
[
Nk(T ) (µ̂k(T )− µk)2
]
− λ
p
p
E
[
Nk(T ) (µ̂k(T )− µk)2
]p}
≥
k∗∑
k=1
P(κ = k)
{
λE
[
Nk(T ) (µ̂k(T )− µk)2 | κ = k
]
−
(
λσ2k + (λCp(σ
(2p)
k )
2)p/p
)}
= λE
[
Nκ(T ) (µ̂κ(T )− µκ)2
]
−
(
λ‖σκ‖22 +
λpCpp
p
‖σ(2p)κ ‖2p2p
)
.
Since this inequality holds for any λ > 0, we get
E
[
Nκ(T ) (µ̂κ(T )− µκ)2
]
= ‖σκ‖22 + inf
λ>0
1
λ
{
Iq (κ,DT )
q
+
λpCpp
p
‖σ(2p)κ ‖2p2p
}
= ‖σκ‖22 + Cp‖σ(2p)κ ‖22pI1/qq (κ,DT ) ,
which completes the proof.
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E.4 Proof of Fact 1
Let θ1 and θ0 be natural parameters corresponding to µ1 and µ0 such that µ1 = B′(θ1) and µ0 = B′(θ0).
From well-known fact about the KL divergence in exponential family theory,
ℓKL(µ1, µ0) = DKL (θ1‖θ0)
= B′(θ1) (θ1 − θ0)−B(θ1) +B(θ0).
Since µ = B′(θ) and ψµ(λ) := λµ+ ψ(λ; θ) = B(λ+ θ)− B(θ), its derivative with respect to λ is equal
to ψ′µ(λ) = B
′(λ+ θ). Thus,
DKL (θ1‖θ0) = B′(θ1) (θ1 − θ0)−B(θ1) +B(θ0)
= ψ′µ0(θ1 − θ0) (θ1 − θ0)− ψµ0(θ1 − θ0)
= ψµ0(0)− ψµ0(θ1 − θ0)− ψ′µ0(θ1 − θ0) (0− (θ1 − θ0)) (since ψµ0(0) = 0.)
= Dψµ0 (0, θ1 − θ0)
= Dψ∗µ0
(
ψ′µ0(θ1 − θ0), µ0
)
= Dψ∗µ0
(µ1, µ0),
where the last equality comes from the fact that ψ′µ0(θ1 − θ0) = B′(θ1) = µ1. The second-to-last equality
stems instead from the duality of the Bregman divergence, which we state below.
Fact 2 Let f : Λ → R be a strictly convex and continuously differentiable on a open interval Λ ⊂ R. For
any θ1, θ0 ∈ Λ, let µ1, µ2 be the corresponding dual points satisfying f ′(θj) = µj for j = 0, 1. Then, we
have
Df (θ0, θ1) = Df∗(µ1, µ0), (94)
where f∗ is the convex conjugate of f .
Therefore, we have the first claimed equality, ℓKL(µ1, µ0) = Dψ∗µ0 (µ1, µ0). To show the second one,
first note that ψ′µ0(0) = B
′(θ0) = µ0, so that ψ∗µ0(µ0) = ψ
∗′
µ0(µ0) = 0. Therefore, we have that
Dψ∗µ0
(µ1, µ0) = ψ
∗
µ0(µ1)− ψ∗µ0(µ0)− ψ∗′µ0(µ0) (µ1 − µ0) = ψ∗µ0(µ1),
which verifies the second claimed equality. The last equality can be established as follows:
ψ∗µ0(µ1) = sup
λ
λµ1 − ψµ0(λ)
= sup
λ
λµ1 − [λµ0 + ψ(λ)]
= sup
λ
λ (µ1 − µ0)− ψ(λ)
= ψ∗(µ1 − µ0),
as desired.
E.5 Proof of Proposition 4
By following similar arguments to the ones used in the proof of Lemma 2, we first show that, for any δ > 0,
the following deviation inequality holds.
P
(
Dψ∗µ(µ̂(n), µ) ≥ δ
)
≤ 2e−nδ. (95)
Proof of inequality (95). For any ǫ ≥ 0 and λ ∈ [0, λmax) ⊂ Λ, we have
P (Sk(n)/n − µk ≥ ǫ) = P (Sk(n)− nµk ≥ nǫ)
= P
(
eλ(Sk(n)−nµk) ≥ eλnǫ
)
≤ e−λnǫE
[
eλ(Sk(n)−nµk)
]
,
where in the final step we have used Markov’s inequality. The last term can be bounded as follows:
e−λnǫE
[
eλ(Sk(n)−nµk)
]
= e−λnǫ
n∏
i=1
E
[
eλ(Xi−µk)
]
= e−λnǫ
n∏
i=1
E
[
eψ(λ)
]
= en(ψ(λ)−λǫ).
Since the bound holds for any λ ∈ [0, λmax), we have the following intermediate bound on the deviation
probability:
P (Sk(n)/n − µk ≥ ǫ) ≤ inf
λ∈[0,λmax)
en(ψ(λ)−λǫ). (96)
Since ǫ ≥ 0, the convex conjugate of ψ at ǫ can be written as
ψ∗(ǫ) = sup
λ∈Λ
{λǫ− ψ(λ)} = sup
λ∈[0,λmax)
{λǫ− ψ(λ)} .
Using this identity, the deviation probability can be further bounded as
P (Sk(n)/n − µk ≥ ǫ) ≤ inf
λ∈[0,λmax)
en(ψ(λ)−λǫ)
= exp
(
−n sup
λ∈[0,λmax)
{λǫ− ψ(λ)}
)
= e−nψ
∗(ǫ)
Using the same argument, it also follows that
P (Sk(n)/n − µk ≤ −ǫ) ≤ e−nψ∗(−ǫ)
Since ψ∗ is a non-negative convex function with ψ∗(0) = 0, for any δ ≥ 0, there exist ǫ1, ǫ2 ≥ 0 with
ψ∗(ǫ1) = ψ
∗(−ǫ2) = δ such that
{z ∈ R : ψ∗(z) ≥ δ} = {z ∈ R : z ≥ µk + ǫ1, z ≤ µk − ǫ2} .
Therefore, for any δ ≥ 0, we conclude that
P
(
Dψ∗µk
(µ̂k(n), µk) ≥ δ
)
= P
(
ψ∗µk(Sk(n)/n) ≥ δ
)
(By the equality (25) in Fact 1.)
≤ P (Sk(n)/n)− µk ≥ ǫ1) + P (Sk(n)/n)− µk ≤ −ǫ2)
≤ 2e−nδ,
as desired.
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Now, we return to the proof of Proposition 4. Based on the deviation inequality (95), the risk under the
non-adaptive setting can be bounded as
EθDψ∗µ(µ̂(n), µ) =
∫ ∞
0
P
(
Dψ∗µ(µ̂(n), µ) ≥ δ
)
dδ
≤ 2
∫ ∞
0
e−nδdδ
=
2
n
,
which completes the proof of the upper bound. To get a lower bound on the minimax risk, we use the
following lemma.
Lemma 9 (Modified version of Theorem 2.2 in Tsybakov [2008]) Let {Pθ : θ ∈ Θ} be a family of proba-
bility measures parameterized by θ ∈ Θ and let s > 0. Suppose a loss function l : Θ×Θ 7→ [0,∞) satisfies
the local triangle inequality condition with positive numbers M ≤ 1 and ǫ0. Also assume that there exist
θ1, θ0 ∈ Θ such that ℓ(θ1, θ0) ≥ 2s for some s ≤ ǫ0. Then, if DKL(Pθ1‖Pθ0) ≤ α <∞, we have
inf
θ̂
sup
θ∈Θ
Pθ
(
ℓ(θ̂, θ) ≥ s
)
≥ M
4
exp(−α). (97)
Note that, for any θ1, θ0 ∈ Θ, the KL divergence can be written as
DKL(P
n
θ1 ||Pnθ0) = nDKL(θ1||θ0) = nDψ∗µ0 (µ1, µ0),
where µ1 and µ0 are corresponding mean parameters. If n is large enough such that
log 2
2n ≤ ǫ0, we can
always find θ1, θ0 ∈ Θ such that Dψ∗µ0 (µ1, µ0) =
log 2
n . Then, the condition in Lemma 9 can be satisfied
with ℓ = Dψ∗µ , s =
log 2
2n and α = log 2. Therefore,
inf
µ̂
sup
µ
EθDψ∗µ(µ̂, µ) ≥ s infµ̂ supµ P
(
Dψ∗µ(µ̂, µ) ≥ s
)
≥ sM
4
exp(−α)
=
M log 2
16n
,
as desired.
Appendix F Equivalence between nefft →∞ and N(t) a.s.→ ∞
Before we state and formally prove our claim, we first state a useful fact.
Fact 3 (Theorem 13.7 in Williams [1991] with X = 0) Let {Xt}t∈N be a sequence of random variables
with finite first moments. Then E |Xt| → 0 if and only if the following conditions are satisfied:
1. Xt
p→ 0.
2. {Xt}t∈N is uniformly integrable.
Recall that nefft = [1/N(t)]
−1, we are now in place to prove the following claim.
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Proposition 6 As long as N(t) ≥ b > 0, we have that nefft → ∞ as t → ∞ if and only if N(t)
p→ ∞
t→∞.
Proof. The assumption of N(t) ≥ b > 0 ensures that the sequence {1/N(t)}t∈N is uniformly integrable.
Substituting Xt = 1/N(t) into the aforementioned fact, we have that
nefft →∞ as t→∞ ⇔ E [1/N(t)]→ 0 as t→∞
fact⇔ 1/N(t) p→ 0 as t→∞
⇔ N(t) p→∞ as t→∞,
as desired.
Proposition 7 If {N(t)} is a nondecreasing sequence, we have thatN(t) p→∞ as t→∞ impliesN(t) a.s.→
∞ as t→∞.
Proof. If N(t)
p→ ∞ as t → ∞, there exists a subsequence goes to∞ almost surely. Therefore, we must
have lim sup
t→∞
N(t) =∞ almost surely. By the monotonicity of {N(t)}, we have lim sup
t→∞
N(t) = lim
t→∞
N(t)
which implies that N(t)
a.s.→ ∞ as t→∞.
Returning to the MABs setting, the previous propositions show that, as long as Nk(t) ≥ b > 0, the
condition neffk,t → ∞ implies that Nk(t)
a.s.→ ∞ since {Nk(t)} is monotone for each arm k ∈ [k∗]. For a
sequence of chosen arms, however, if the sequence {Nκt(Tt)} is not monotone, neffκt,t → ∞ does not imply
Nκt(τt)
a.s.→ ∞ as shown in the next example.
Example 10 Consider a two-armed bandit; pull the first arm at time 1 and the second arm forever after.
Thus, N1(t) = 1 for all t ≥ 1, and N2(t) = t− 1 for all t ≥ 2 with N2(1) = 0. Define τt = t + 1 and let
{κt} be a sequence of random choice functions defined by a uniform random variable U ∈ Unif [0, 1] such
that κt = 1 if U ∈
[
j
2k
, j+1
2k
]
where k and j are given by k = ⌊log2(t)⌋ and t = 2k + j. if U /∈
[
j
2k
, j+1
2k
]
,
define κt = 2. It is clear Nκt(τt)
p→ ∞, and the Proposition 6 implies that neffκt,t → ∞. However, for any
given U , Nκt(τt) 6→ ∞ and thus P (Nκt(τt)→∞) = 0.
Appendix G Alternative bounds using sub-Gaussian self-normalized process
For sub-Gaussian arms, it is known that E
[
exp
{
λ (S(T )− µN(T ))− σ2λ22 N(T )
}]
≤ 1 for all λ ∈ R.
In this sub-Gaussian case (only), one may use the following moment bound from the literature on self-
normalized processes.
Fact 4 (Theorem 2.1 in de la Peña et al. [2004]) If E
√
N(T ) <∞,
E exp
{
N˜E(T )(µ̂(T )− µ))
2
4σ2
}
≤
√
2, (98)
where N˜E(T ) := N2(T )/
(
N(T ) +
(
E
√
N(T )]
)2)
.
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We can use the above fact and the Donsker-Varadhan representation to derive an alternative bound for
the l2 risk of the chosen sample mean at a stopping time T as follows:
I(κ;D) =
k∗∑
k=1
P(κ = k)DKL (L (D|κ = k) ||L (D))
≥
k∗∑
k=1
P(κ = k)EPk [fk]− logEQ
[
efk
]
=
k∗∑
k=1
P(κ = k)
{
E
[
N˜Ek (T )
(µ̂k(T )− µk))2
4σ2
| κ = k
]
− logE
[
exp
{
N˜Ek (T )
(µ̂(T )− µ))2
4σ2
}]}
≥
k∗∑
k=1
P(κ = k)
{
E
[
N˜Ek (T )
(µ̂k(T )− µk))2
4σ2
| κ = k
]
− log 2
2
}
= E
[
N˜Eκ (T )
(µ̂κ(T )− µκ))2
4σ2
]
− log 2
2
.
By rearranging terms, we have the following bound on the ℓ2 risk.
E
[
N˜Eκ (T ) (µ̂κ(T )− µκ))2
]
≤ 4σ2
[
I(κ;DT ) + log 2
2
]
. (99)
Recall that, for sub-Gaussian arms, the bound in Theorem 3 can be written as
E
[
≈
Nκ(τ) (µ̂κ(τ)− µκ))2
]
≤ 2Cbσ2 [I(κ;DT ) + 1.25] . (100)
Bounds (99) and (100) are matched to each other up to a constant factor. However, corresponding
normalized ℓ2 risks in LHS shows interesting differences. First, the bound (99) based on Fact 4 holds only
at a stopping time but our bound holds at an arbitrary random time. Second, the bound (99) is applicable
only to the sub-Gaussian case since it is non-trivial to extend the Fact 4 to general sub-ψ cases. Third, if
the random sample sizeN is highly concentrated at a constant, the normalizing factor N˜Eκ tends to be larger
than our normalizing factor
≈
Nκ and thus the bound (99) yields a tighter control on the ℓ2 risk. On the other
hand, if the random sample size N has a large variability, our normalizing factor
≈
Nκ tends to be larger than
N˜Eκ since (E
√
N)2 can be significantly larger than N with a high probability. In this case, our bound (100)
yields a tighter control on the ℓ2 risk than the bound (99).
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