This study investigated the effects of non-spherical disturbance on the model parameters of some classical regression models. The aim was to examine the impacts of multicollinearity on the efficiency of classical Ordinary least squares (OLS) relative to the ridge regression (RR) and principal component regression (PCR) models. Data were simulated from a multivariate normal distribution with mean zero and variance-covariance matrix at various sample sizes 25, 50, 100, 200, 500 and 1000. To assess the asymptotic efficiency and consistency of these regression models in the presence of multicollinearity, the evaluation criteria used were the Variance, Absolute bias, Mean Square Error (MSE) and Mean Square Error of Prediction (MSEP). Results from this work showed that the RR model had smaller variance, absolute bias and MSE when it was compared with OLS. Also, the ridge estimator had the least MSEP when compared to both the OLS and PCR models. Hence, it can be concluded that the ridge estimator performed better than the OLS and PCR when explanatory variables are highly correlated.
INTRODUCTION
Consider the population regression model with two explanatory variables, (1) where ( ) and variance of is:
The correlation indicates collinearity between and , as this correlation approaches 1 the matrix X becomes singular and variance of a coefficient estimate ( ) approaches infinity. If the predictors are not dependence that is the correlation coefficient for these variables are zeros, the Eigenvalues of the data matrix X are equal to one and matrix X is of full rank such variables are called orthogonal or uncorrelated variables. On the other hand, if the variables are nonorthogonal (correlated), at least one of the Eigenvalue will be close to zero. (see El-Dereny and Rashwan (2011)) 1 X/ tends towards zero, and that multicollinearity cannot be eliminated completely but can be reduced by adopting methods such as RR, principal components regression (PCR) etc.
Alabi et al (2008) reported that when the independent variables are correlated, the OLS estimates leads to the problem of large standard errors of the parameters which can cause low t-test value and result to acceptance of a null hypothesis.
Feng-jeng (2008) solved the difficult problem of multicollinearity in the fitted regression model and further discussed that the problem of multicollinearity arise when there are approximate linear relationships between two or more predictors. A new estimator for solving multicollinearity problem in terms of parameter estimation known as maximum entropy was developed by Akdeniz (2011 
LINEAR REGRESSION MODEL
This study makes use of multiple regression model where n sample observations of a dependent variable Y, explanatory variable X and the relationship between X and Y are observed. The project commences with the case of a K regressors that is, k= 1, 2 …K. and this is written as:
Where (i=0, 1, 2 …k) are the regression coefficient and ε is the error term. Thus, the linear equation can be written in matrix form as:
Where Y is a vector of n× 1 observations of the dependent variable, X is an n× (k+1) matrix of independent variables, β is a (k+1) ×1 vector of unknown parameters and ε is an n×1 vector of errors ( )
Ordinary Least Squares Method
The least square estimators ̂ of ( ) are the ones that minimize the sum of squares ̂ = ( ) The variance-covariance matrix of the parameter is 
RIDGE REGRESSION
Ridge regression is a method of tackling the threat of multicollinearity; RR coefficients are the values of that minimize a penalized residual sum of squares:
According to Hoerl and Kennard, the ridge parameter is:
where ∑ is called the shrinkage penalty and is the turning parameter. The shrinkage penalty can shrinks the parameter estimates towards zero but not exactly zero. When the parameter is zero, the ridge regression estimate will produce the same estimate as Ordinary Least square estimate. However as tends to infinity, the ridge parameter estimate approaches zero. Variance of ridge regression estimate is:
PRINCIPAL COMPONENT REGRESSION (PCR)
Principal Component Regression is also one of the techniques used in handling multicollinearity problem, and it requires some mathematical computations that do not exist in Normal regression analysis. This method rewritten the linear regression models in terms of uncorrelated independent variables and the new variables formed as a result of the linear combination of the original independent variables is called principal components. From linear regression model in equation two above, suppose there exist a square matrix G such that = equals identity matrix I ( is called the inverse of and the matrix is also an inverse ) and
Let
where is the diagonal matrix in order of decreasing Eigen values of that is, , therefore equation (2) The variance-covariance matrix is:
DATA GENERATING PROCEDURE
In this research work, five explanatory variables values were generated with the same sample size n. The sample sizes are 25, 50, 100, 200, 500 and 1000 each of this sample sizes were generated over 1000 iteration to inspect the effect of the estimators with respect to this sample sizes. Data were generated using equation (3.1) above but in this case, we make use of five predictors and the regression parameters , , , , and are set to be 20, 40, 30, 50, 80 and 55 respectively. The variables are generated using multivariate normal distribution and make use of two correlation structures, these are:
( )
The error term was generated using a normal distribution with mean zero and variance ten (10) and the relationship below is used to generate the regressand variable
The purpose of all these simulation studies is to compare OLS and RR estimators through their absolute bias and MSE and so also to compare OLS, RR and PCR with respect to their mean square error of prediction (MSEP) to examine the predictive ability of each estimator.
RESULTS
Considering positive high correlation structure that is, r1=r2=r3=0.7; r4=r5=r6=0.8; r7=r8=r9=0.93; r10=0.95 the VIF for the simulated data set are as follows: Both methods (OLS and RR) produced close estimates to the true value across the sample sizes. Taking a look at their variances the ridge regression estimate has minimum variance compared to the ordinary least squaresxs estimate. Increasing the sample sizes improve the variance of the two estimates. At a point in time, OLS estimates and RR estimates converge. Table 3 present the Absolute bias of the estimators which is used to measure the consistency of the estimators, it was discovered that the RR has smaller absolute bias to that of the OLS estimate. Hence, this is an indication that ridge regression estimator is better than the Ordinary least square estimator though both are consistent and as the sample sizes become larger, the two estimators meet. Table 4 presents the Mean Square Error MSE which is used to measure the efficiency of the estimators to the true values, it was observed that the RR estimator produce smaller MSE under the small, medium and large sample sizes compared to OLS estimator. While at large sample size the two estimators tends to produce similar mean square error (MSE) result. Considering the predictive ability of the estimators, using their Mean Square Error of Prediction as a result were shown in table 4.5 above, It was observed that the OLS and PC estimators performed better than RR at sample size 25. For sample size 50 and above, the ridge regression estimator outperformed the other two estimators.
CONCLUSION
In the simulation of this study, it was observed that in both variance and MSE, the RR outperformed the OLS estimator and as the sample size increases the two estimators improved in their absolute bias and so also the MSE, thus this lessens the strength of multicollinearity. Accessing the predictive ability of the three estimators using mean square error of prediction (MSEP), it was examined that RR has lower MSEP compared to the other estimators and that OLS and PCR have the same value of MSEP. 
