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Abstract
The focus of this work is modeling and simulation of low temperature plasma discharges
(LTPs). The first part of the thesis consists of the study of dielectric barrier (DBD)
plasma actuators. Use of DBD plasma actuators on airfoil surfaces is a promising
method for increasing airfoil efficiency. Actuators produce a surface discharge that
causes time averaged thrust in the neutral gas. The thrust modifies the boundary layer
properties of the flow and prevents the occurrence of separation bubbles. In simulating
the working of an actuator, the focus is on the spatial characteristics of the thrust
produced by the discharge over very short time and space scales. The results provide
an understanding of the causes of thrust, and the basic principles behind the actuator
operation.
The second part of this work focusses on low pressure plasma discharges used for
silicon nanoparticle synthesis. When reactive semiconductor precursor gases are passed
through capacitively coupled plasma (CCP) radio frequency (RF) reactors, nano sized
particles are formed. When the reactors are operated at high enough powers, a very high
fraction of the nanoparticles are crystallized in the chamber. Nanoparticle crystallization
in plasma is a very complex process and not yet fully understood. It can be inferred from
experiments that bulk and surface processes initiated due to energetic ion impaction of
the nanoparticles are responsible for reordering of silicon atoms, causing crystallization.
Therefore, study of plasma-particle interactions is the first step towards understanding
how particles are crystallized. The specific focus of this work is to investigate the
experimental evidence that hydrogen gas presence in argon discharges used for silicon
nanocrystal synthesis, leads to a superior quality of nanocrystals. Influence of hydrogen
gas on plasma composition and discharge characteristics is studied. Via Monte Carlo
iv
simulation, distribution of ion energy impacting particles surface is studied. It is seen
that hydrogen ions cause a reduction in particle floating potential, thereby lowering the
ion impaction energies. The hydrogen ion current is also effective in delivering increased
number of atomic H radicals to the particle surface, which are known to promote particle
crystallization. The work therefore sheds light on the ways in which trace amount of
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Chapter 1
Introduction
The main focus of this thesis is the study of low temperature plasma discharges including
atmospheric pressure plasmas, and low pressure dusty plasmas used for nanoparticle
synthesis, via simulation and analysis. In this introductory chapter, a brief description
is given of low temperature plasmas and their relevance to processes technology, lighting
and other uses. This is followed by a description of the discharges that are the focus of
the thesis, and the motivation to study them. In the subsequent section, the outline of
the thesis is explained.
1.1 Plasma
Plasmas can be loosely described as ionized gases. They consist of neutral gas, and a
fraction of it dissociated into charged species such as electrons and ions. At macroscopic
length scales, plasmas exhibit charge neutrality, i.e., there are as many positive charges
as negative charges in the plasma volume. When plasma is in contact with a surface, the
charge neutrality disappears in the vicinity of the surface. The highly mobile electrons
charge up the surface negatively, creating an electric field pointing from the plasma
7
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volume to the surface. However, the charged species in the plasma volume arrange
themselves so as to shield this electric field. The order of length over which electrostatic






Here, ε0 is the permittivity of free space, ne is the electron number density, Te is the
electron temperature, q is the unit charge in Coulomb, and k is the Boltzmann constant.
A defining property of plasmas is that λD << L, the characteristic length scale of the
chamber; i.e., there is enough charge to shield a perturbation in the electric field within
a short length of its origin [4].
Plasmas constitute the most energized and the fourth state of matter. It turns
out that most of the universe is made up of plasma. Naturally occurring plasmas,
due to the high energy needed to sustain them, are hard to find on earth. A few
examples are lightning, and St. Elmo’s fire during storms. Plasmas can be created in
the laboratory, however, by ionizing gases under the influence of electro magnetic fields
between electrodes.
Discharges in the laboratory can be classified into local thermal equilibrium (LTE)
or non-LTE plasmas. In LTE plasmas, the charged species and the neutral gas are at
thermal equilibrium with each other. These plasmas are characterized by large currents
∼ 1 − 105A [5], and by temperatures between 4,000 K to 80,000 K and often occur
at high pressures, where there is enough collisionality between the plasma species to
attain thermal equilibrium. On the other hand, typically at low pressures, the electric
field transfers energy most efficiently to electrons. The electrons reach a very high
temperature, with the mean between 20,000 K to 80,000 K. Energy transfer between
electrons and the heavier ions, atoms/molecules is inefficient due to collisionality, and
as a result, the heavy particles remain at much lower temperature. This results in
non-LTE plasma discharges. The electrons are not in thermal equilibrium with other
species or even with each other. Non-LTE plasmas shall hereafter be referred to as low
9
temperature plasmas (LTPs).
The exception to LTPs are dielectric barrier discharges (DBD) because they can
occur at room temperature at atmospheric pressure. DBDs provide the convenience
of producing LTP without controlling the pressure. The schematics of typical DBD
configurations is shown in Figure 1.1 [6]. When the plasma discharge occurring in the
gap between the electrodes reaches the dielectric barrier, charged particles accumulate
on its surface and reduce the electric field that caused the breakdown in the first place,
thus extinguishing the discharge. Thus, atmospheric pressure DBDs are in fact a series
of localized, short lived micro discharges. DBDs operate at low currents due to the
current limiting nature of the dielectric layer. Low current implies low degree of ioniza-
tion. Consequently there is low interaction between electrons and heavy particles that
precludes equilibration of temperatures, giving rise to an LTP.
Dielectric-barrier Discharges 3
plasmas at atmospheric pressure and the strong influence of the local field
distortions caused by space charge accumulation. Extensive research activi-
ties employing modern diagnostic and modeling tools started around 1970.
Originally aimed at a better understanding of the plasma physical and
plasma chemical processes in ozonizers, these research efforts resulted not
only in improved ozone generators, but also in a number of additional appli-
cations of dielectric-barrier discharges: surface modification, plasma chemi-
cal vapor deposition, pollution control, excitation of CO2 lasers and excimer
lamps and, most recently, in large-area flat plasma display panels used in
wall-hung or ceiling attached television sets. These new applications of
DBDs have reached market values substantially larger than the original
ozone market. The annual market for plasma displays alone is expected to
surpass US$10 billion by the year 2005.
2. THE DIELECTRIC-BARRIER DISCHARGE
Typical planar DBD configurations are sketched in Fig. 2. As a conse-
quence of the presence of at least one dielectric barrier these discharges
require alternating voltages for their operation. The dielectric, being an insu-
lator, cannot pass a dc current. Its dielectric constant and thickness, in com-
bination with the time derivative of the applied voltage, dU!dt, determine
the amount of displac ment urrent that n be passed through the dielec-
tric(s). To transport current (other than capacitive) in the discharge gap the
electric field has to be high enough to cause breakdown in the gas. In most
applications the dielectric limits the average current density in the gas space.
It thus acts as a ballast which, in the ideal case, does not consume energy.
Preferred materials for the dielectric barrier are glass or silica glass, in spe-
cial cases also ceramic materials, and thin enamel or polymer layers. In
some applications additio al protective or fu ctional coati gs are ap lied.
At very high frequencies the current limitation by the dielectric becomes less
effective. For this reason DBDs are normally operated between line fre-
quency and about 10 MHz. When the electric field in the discharge gap is
Fig. 2. Basic dielectric-barrier discharge configurations.
Figure 1.1: Schematics of typical dielectric barrier discharges.
1.1.1 Applications of LTPs
Owing to their wide range of controllability via operating parameters, LTPs can be
tailored for many applications. LTPs have the unique ability to interact with their
bounding surfaces while not causing thermal damage to them. LTPs at very low pres-
sures are used for surface etching, plasma enhanced chemical vapor deposition and
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surface treatments, and in vapor lamps. LTPs at atmospheric pressure are used for
air and water treatment [7]. The property of DBDs at atmospheric pressure to spread
on surfaces has led to their use in wound healing, and sterilization [8]. Under certain
configurations, DBDs were seen to induce flow in the neutral gas; giving rise to DBD
plasma actuators. They have been employed for active flow control over aerodynamic
surfaces [9].
For most applications, it is desirable that the plasma discharge consists only of ion
and electrons. However, particulate formation was seen in LTPs when reactive gases
were added in the feed, or due to sputtering of material from chamber/substrate surfaces
[10]. Plasmas containing particles are called dusty plasmas, while those that do not are
pristine plasmas. While extensive efforts are made to eliminate particulate formation
in plasmas used for etching, nanocrystal synthesis takes advantage of this very phe-
nomenon. LTPs at very low pressures have become an attractive medium of synthesizing
a variety of semiconductor nanocrystalline materials [11]. Capacitively or inductively
coupled flow-through reactors are used for the gas phase synthesis of nanoparticles. A
reactive precursor gas is mixed with an inert gas and passed through the plasma reac-
tor. The precursor dissociates and coagulates to form nanosized particles. When the
discharges are operated at high enough powers, the particles crystallize. A high fraction
of crystals in very narrow size ranges are produced by RF plasma discharges.
1.2 Motivation
Experimental studies have shed light on the working of DBD plasma actuators. The
smallest time scale phenomena in the actuator operation is that of micro discharge cre-
ation and propagation lasting over a few nanoseconds, while the largest corresponds to
the response of neutral fluid to the plasma-produced thrust. The small time scale events
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are best studied via simulation, providing a thorough understanding of plasma actua-
tion. The work done in this thesis aims for that understanding, which has corroborated
the findings of several groups.
The second part of the work focuses on importance of hydrogen presence in argon-
silane (Ar : SiH4) capacitively coupled plasma radio frequency (CCP RF) discharges
used for the synthesis of hydrogen terminated silicon nanocrystals. The influence of
hydrogen gas can be inferred from various experimental studies.
Kortshagen’s lab has reported the highest photoluminescence quantum yield from
gas phase synthesized silicon nanoparticles that are subjected to hydrogen gas in the
afterglow part of the discharge [12]. Groups that have added hydrogen to the argon
silane mixture in the feed gas stage, for plasma enhanced chemical vapor deposition
(PECVD) have reported higher crystallinity in the deposited Si film [13]. Molecular
dynamic simulations of H radical interaction with Si films during PECVD showed the
role of H in crystallizing the films [14].
Hydrogen gas is released into the plasma discharge due to the dissociation of silane
gas, even in the absence of external addition. It plays a role in causing particle crystal-
lization and terminating the surface bonds [12]. However, there has been very little work
done in the past with regard to gas phase synthesis of nanocrystals. Conclusions from
studies of PECVD cannot be extended to gas phase synthesis of nanocrystals. The effect
of hydrogen ionization in argon plasma on the nanoparticle-plasma interaction was not
studied before. Hydrogen and argon ions have vastly different masses and collision char-
acteristics. Ion flux to surfaces (in this case nanoparticle surfaces) in plasmas containing
multiple species of ions is very different from a single ion case. It becomes important
to determine the nanoparticle charge, current constitution and impaction energies if we
want to better understand the process of nanocrystal formation.
The objectives of this thesis can be summed up as follows:
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1. Simulate the working of an atmospheric pressure DBD plasma actuator and ex-
plain the cause, and the spatial and temporal nature of the thrust generated by
it.
2. Study the effect of H2 gas presence in Ar CCP RF discharge, and observe its effect
on charging and energy interactions of nanoparticles with plasma.
1.3 Outline of thesis
In chapter 2 of the thesis, the system of equations governing plasma discharges are
described. These equations seldom need to be solved in their most rigorous form, and
depending on the specific discharge under consideration, several simplifying assumptions
can be made, reducing the equations to more easily solvable forms. The assumptions
pertaining to discharges simulated in the thesis and the resulting simplified equations
are discussed.
Chapter 3 describes DBD plasma actuator simulations. It presents the discharge
characteristics for positively and negatively pulsed electrodes and explains the mecha-
nism of thrust generation in an actuator.
Chapter 4 describes volume averaged simulation of argon hydrogen plasma in the
presence of nano sized dust. Plasma composition, electron energy distribution and
nanoparticle charging are studied as a function of the operating conditions of a cylin-
drical CCP RF discharge chamber.
Chapter 5 describes the study of nanoparticle interaction with plasma in the pres-
ence of more than one type of ion. Ar+ and H+3 ions are considered in argon gas to
illustrate that the constitution of ion current, and the energy distribution functions of
ions impacting the nanoparticles are dependent on pressures as well as the collision
characteristics of constituent species of ions.
Chapter 2
Basic equations of plasma
discharge
In this chapter, the system of basic equations required for describing a plasma discharge
are discussed. In section 2.1, equations that describe the discharge most rigorously
are stated. In the subsequent sections, the sets of equations used in this thesis for
describing atmospheric pressure discharges, volume averaged simulations, and Monte
Carlo simulations are derived from the basic equations and the simplifying assumptions
made during the derivations are justified.
2.1 Governing equations
A given charged species in plasma is most accurately described by a distribution function
in six dimensional phase space f(r,v, t) of positions and velocities. The conservation
equation of the distribution function is given by the Boltzmann equation.
∂f
∂t












In Equation 2.1, m is the mass and v is the velocity of the species. The right hand side
of the equation keeps track of the instantaneous changes to the distribution function
occurring due to very short time scale collisions. The term F consists of the forces
acting on the charged particles. Considering that the particles are being acted on only
by electric and magnetic fields, E and B, the force term is expressed as the following




= q [E(r, t) + v ×B(r, t)] (2.2)
The charged particles in the plasma respond to, as well as influence, the electro-
magnetic fields. Therefore, describing a plasma self-consistently involves the simultane-









ε0O ·E = ρ (2.5)
µ0O ·H = 0 (2.6)
In the above equations, µ0 and ε0 are permeability and permittivity of free space,
H is the magnetic field strength, J is the current density, and ρ is the charge density.
This set of coupled equations is extremely cumbersome to solve. Thankfully, for most
situations needing plasma simulations, the equations can be simplified and yet describe
the physics sufficiently accurately. We shall examine a few such cases in the following
sections, that are pertinent to the discharges modeled in this thesis.
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2.1.1 Fluid approximation
In this section we discuss the fluid approximation of plasma, and situations where it
can be applied to describe the plasma. The distribution function can be integrated over
the velocity space to obtain its ’moment’. The zeroth moment would be the integration
of the distribution multiplied by 1(n =
∫∞
−∞ f(v)dv). This yields the total number of
particles in the considered volume. The first moment is the velocity averaged over the
distribution (u =
∫∞
−∞ vf(v)dv); the second is the square of velocity averaged over the
distribution, and so forth. Mean values of quantities such as density, velocity and energy
are obtained from the moments of the distribution. When the Boltzmann equation is
integrated this way, we obtain transport equations for the mean quantities, given by









+ (u · O)u
]
= qn (E + u×B)− O ·Π + f |c (2.8)
G and L are species gain and loss. It can be seen that in order to solve equation 2.7,
knowledge of mean velocity is required. The equation for obtaining mean velocity (Eq.
2.8) requires the knowledge of the pressure tensor Π, related to the mean energy of the
particles. This way, we would have an infinite number of moments of the Boltzmann
equation without having a closed system. It is impractical to describe the system using
more than three moments; mass, momentum and energy. The equations are closed,
by using the equation of state for ideal gas to relate pressure, p to number density, n
via temperature, T . We assume here that the species are in an equilibrium Maxwellian
distribution.
p = nkT (2.9)
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Using Equation 2.9 and multiplying the Boltzmann equation (2.1) with 1/2mv2 and








+ O · 3
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Here q is the heat flow vector, q = −κTOT , where κT is the thermal conductivity of the
fluid. The RHS term includes changes to thermal energy due to all types of collisions.
How do we decide when it is alright to apply the fluid model? In most instances, we
are interested in studying the plasma over time and length scales much larger than those
over which collisions occur. The characteristic length scale, L of the discharge (which
is typically the size of the chamber in which the discharge is ignited) needs to be much
larger than the collision length λ = vmean/νm, where vmean and νm are the mean velocity
and collision frequency respectively. The transport time scale τ ≈ (L/λ)2/νm should be
much longer than the time between collisions 1/νm. Another common assumption is that
the charged particles in the extremities of the velocity space are behaving no differently
from the particles having the mean velocity. This assumption would not hold good
for electrons, for instance, because electrons in the high energy tail of the distribution
tend to participate in inelastic collisions and are responsible for ionization, while the
lower energy electrons participate in elastic and excitation collisions. In addition to the
above assumptions, multiple collisions over the time and length scale of interest cause
the microscopic patterns in the plasma to ’average out’, allowing us to treat the species
as a fluid.
2.1.2 Nonmagnetized discharges
When the time variation of electric field, and current density are small in the discharge,
the magnetic fields can be neglected. In such a case, O × E ≈ 0 and the electric field
can be expressed as the gradient of a scalar potential. Equation 2.5 remains of the
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Maxwell’s equations, which is the Poisson’s equation for the electrostatic field.
ε0O · (−Oφ) = ρ (2.11)
2.1.3 Atmospheric pressure LTPs
This section pertains to the modeling of atmospheric pressure dielectric barrier dis-
charges, where magnetic fields are absent. The high collisionality in the discharge, and
the fact that the plasma is a low temperature discharge enables us to make further
simplifications to the fluid equations. Let us consider the momentum conservation (2.8)
equation first. The charged species are being acted upon only by the electric field, so
F = qE. The collisions of charged species with neutral gas atoms/molecules act as fric-
tion, dissipating the energy gained in the field. It is valid to assume at high pressures,
that the work done by the electric field on the charged particle is completely consumed
in overcoming the friction due to collisions, and the spatial gradients in concentration.
Therefore, the left hand side of Equation 2.8 is neglected. The friction due to colli-
sions is related to the frequency of momentum transfer collisions and the velocity of the
species f |c = mνmu. The momentum equation thus reduces to Equation 2.12, which is









This leads to the expression of flux Γ, given by Equation 2.13, where µ = |q|/mνm is
the mobility and D = kT/mνm is the diffusivity of that species.
Γ = ±µnE −DOn (2.13)
It is seen that diffusivity and mobility have temperature dependence (mobility has
temperature dependence because collision frequency is temperature dependent). In
LTPs, charged particles which are as heavy as the gas medium, such as ions, can be
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assumed to be at the gas temperature in the bulk of the discharge. Using the drift-
diffusion approximation for electrons, and coming up with the transport coefficients
is more involved. Electrons in LTPs are much hotter than the room temperature ions.
The electron energy relaxation time is much larger than time scales of interest, therefore
much of the energy gained by electrons along the electric field ends up as heat, due to the
momentum transfer collisions with gas molecules that randomize the electron velocity.
Clearly, we need to solve an equation for electron energy balance to determine their
temperature. Of the Boltzmann equation, and the fluid equation for energy balance,
which one do we choose?
The electron-electron collisions which help the electrons to thermallly equilibrate are
very rare in weakly ionized plasma implying that their distribution strongly deviates
from Maxwellian. Another important observation is that most electrons possess an
energy lower than that needed for ionizing the gas (ionization potentials are usually
above 10 eV). Therefore it becomes very important to know exactly what fraction of
electrons are capable of ionization. Clearly, the fluid equation that assumes a Maxwellian
distribution is not suitable. We need to solve the Boltzmann equation, to obtain the
electron energy distribution function.
A simplified form of the steady state Boltzmann equation in zero dimensions (the
electron kinetic equation) is solved to obtain the electron energy distribution function
(EEDF). We shall only discuss the main assumptions that are made in the kinetic equa-
tion. The electron energy distribution is assumed to be a function only of the reduced
electric field (E/N where E is the electric field, and N is the number density of the gas).
This is applicable if E/N can be assumed to be constant over the distance travelled by
an election between two collisions, and if the field does not change over the time it takes
for the electron to be heated under its influence. The EEDF is assumed to have no
directional dependence. All the relevant collision cross sections between electrons and
19
the gas are considered for calculating the electron energy losses. Finally, EEDFs are
obtained for a given gas pressure, and composition, for a range of electric fields. The
distribution functions are then integrated to obtain the mean energy, ionization rates,
and transport coefficients of electrons as a function of the electric fields.
The above functions are used to determine the diffusivity and mobility of electrons,
and reaction rates, based on the electric field at each point in space. The set of self
consistent equations describing an atmospheric pressure LTP for singly charged ions nk,
and electrons ne, at gas density N , therefore, reduce to the following.
∂nk
∂t
+ O · (±µknkE −DkOnk) = G− L (2.14)
∂ne
∂t
+ O · (−µe(E/N)neE −De(E/N)One) = G− L (2.15)





The above set of equations is used for modeling the atmospheric pressure dielectric
barrier discharge on a plasma actuator, as seen in Chapter 3.
2.1.4 Zero D models of low pressure discharges
Volume averaged, or zero dimensional models of plasma discharges are used in order
to study qualitative discharge characteristics and obtain approximate values of relevant
quantities such as plasma density, and electron temperature. They are useful tools
because they are computationally inexpensive, and easy to set up. Discharges that can
be solved self-consistently by volume averaging need to be in simple closed geometries,
and at low pressures, such that micro-discharge and streamer formations are absent.
Low pressure RF discharges are most suited to study with the help of volume averaged
simulations. Chapter 4 describes in detail the derivation of the volume averaged model
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to describe a CCP RF discharge in the presence of dust particles. In the present section,
we merely speak about the general assumptions that are made to arrive at the equations.
The most important feature of zero dimensional models is that spatial profile of the
discharge has to be assumed, as it cannot be computed. Consequently, the Poisson’s
equation for electrostatic field is not solved either. As a result, the equations describing
the quasi-neutral, bulk plasma cannot describe the sheaths. A sheath is a thin region
in the plasma, that forms adjacent to a surface; in this case the chamber containing the
discharge. Sheaths are typically deficient in electrons. In electropositive plasma sheaths
produce an electric field pointing towards the surface, and create a balance between the
flux of highly mobile electrons and the heavier ions. Different sets of equations are used
to describe the sheath characteristics, and the bulk plasma characteristics; the quantity
that connects them both is the electric current continuity in the discharge. A steady
state equation for species transport, now representing only the bulk of plasma is reduced
to Equation 2.17.
O · (±µnE−DOn) = G− L (2.17)
A diffusion coefficient (Da) is obtained by equating the flux of elections and ions, and
eliminating the electric field; this is called the ambipolar diffusion coefficient. This way,
the electric field is eliminated and we obtain Equation 2.18.
O · (−DaOn) = G− L (2.18)
The flux at the edge of quasineutral part of the discharge, i.e. at the plasma sheath
boundary can be assigned a Bohm velocity −D(On)s = nsuB, uB =
√
kTe/M . Consider
a cylindrical discharge chamber with radially uniform plasma. Assuming the plasma to
be uniform in the bulk of the discharge, with the density sharply falling to ns at the
plasma sheath boundary, we can integrate Equation 2.18, along the cylinder length l .
We obtain Equation 2.19 where the ions lost to area A of the electrodes are generated
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in volume V of bulk plasma.
nsuBA = (G− L)V (2.19)
The density of the species, at the plasma sheath boundary ns(n, l, λi) is determined
by heuristic relations obtained from steady state plasma solutions over a wide range of
pressures [3]. Under the specification of total power absorbed in steady state, the energy
balance equation, Equation 2.10 reduces to Equation 2.20 where all absorbed power is
considered to be consumed by electron atom collisions denoted by subscript (e, n), and
species loss to wall denoted by (i, w), as they fall through the sheath potential. The
term εe,n denotes the energy associated with every type of inelastic collision process i.
εi,w denotes the energy carried by every ion as it accelerates within the sheath and is




εe,nνe,n(f(E)) + nsuBAεi,w (2.20)
The dependence of electron processes on the EEDF requires us to have knowledge
of the EEDF, or include the electron kinetic equation in the system of equations. Since
we do not have knowledge of the EEDF we include time dependent Boltzmann equation
solver in the equation system.
This system of equations is further developed in Chapter 4, accounting for RF
sheaths, and presence of nanoparticles. The model is useful for estimating discharge
characteristics as functions of operating conditions of the plasma.
2.1.5 Particle in Cell Monte Carlo simulations
Particle in Cell Monte Carlo (PIC-MC) methods are useful in simulating plasma dis-
charges when microscopic details of the discharge need to be obtained. In MC simula-
tions plasma particles are followed over multiple collisions and their position, velocity,
and acceleration are constantly monitored. The behavior of a large number of particles
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over multiple collision events over time can be considered as the time averaged behavior
of the system. Collisions are considered to occur instantaneously and are determined by
the Null Collision method [15]. Between collisions the position, velocity and acceleration
of the particles are calculated using Newton’s equations of motion.
The goal of MC simulations in the present work is to obtain histograms of ener-
gies with which ions impinge nanoparticles in low pressure discharges. We consider a
spherically symmetric system to reduce the independent variables to (r, θ, t). Therefore
the simulation domain is one dimensional; one end of the domain is the surface of the
spherical nanosized particle. The other end is situated inside the undisturbed plasma
volume. Electrons are considered to be a fluid in Maxwellian distribution. Ions are
considered to be discrete particles; they enter the domain at Maxwellian distribution
from the undisturbed part of the discharge and are tracked until they exit the domain.
The electric field in the domain is obtained by solving Poisson’s equation.
MC simulations enable us to capture features that are otherwise lost while perform-
ing averaging operations. Further, due to the very few assumptions made on transport
equations of plasma species, MC simulations can be used as a benchmark to check the
validity of fluid equations and analytical models, as shall be seen in Chapter 5.
Chapter 3
Simulation of Plasma Actuator
3.1 Introduction
A dielectric barrier discharge (DBD) plasma actuator, in its most basic design, consists
of two electrodes attached to opposite sides of a dielectric sheet, with an offset in
their positions. A schematic is shown in Figure 3.1. Typically, the dielectric material
consists of glass, kapton, alumina, or ceramics, and its thickness ranges from 0.1 to a
few millimeters. One side of the actuator faces a nonconducting material, while one
side is exposed to air. The electrodes are typically a few millimeters long. When
the electrodes are powered with a high enough amplitude of time-varying voltage, air
break down occurs and plasma is formed on the dielectric surface as shown in Figure
3.2. Typically, an AC voltage of a few kV amplitude is applied at a frequency of 3-15
kHz. The discharge is seen to impart a time-averaged net force, inducing a flow in the
neutral quiescent fluid in its vicinity. The component of this force vector parallel to the
actuator surface points away from the exposed electrode; this direction shall be called
’streamwise’ direction hereafter. The force inducing property of plasma actuators is
useful for active flow control over airfoils and other flow passage surfaces.
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Figure 3.1: Schematic of a basic plasma actuator.
Figure 3.2: Schematic of the working of an actuator.
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When fluid flows past an airfoil, lift is generated in the direction perpendicular to
the fluid motion (Figure 3.3). An airfoil is most efficient if the streamlines follow the
shape of the foil, as seen in Figure 3.4. In many flow situations, this is hard to achieve.
The flow creates a boundary layer over the foil surface where viscous effects on the fluid
momentum are predominant. The fluid accelerates as it flows from the leading edge
of the foil, which is a higher pressure region, to the upper surface, a lower pressure
region. As it continues to flow from this low pressure region back to the high pressure
region in the downstream portion of the foil, the fluid encounters an adverse pressure
gradient. In a situation where the adverse pressure gradient is sufficiently large, the fluid
in the boundary layer (where viscous forces are also present) decelerates. At a point
where the velocity drops to zero, the boundary layer separates from the foil surface,
creating reverse flow eddies, adversely affecting the performance of the foil. Preventing
this boundary layer detachment is an important part of improving airfoil performance.
Figure 3.3: Schematic depicting the resultant force on an airfoil immersed in a flowing
fluid.
A DBD plasma actuator is an attractive option for this purpose. The plasma actu-
ator is flush mounted on the trailing edge of the foil, where the fluid flow experiences
deceleration. The force imparted by the surface discharge to the flowing fluid induces
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Figure 3.4: Streamlines of flow over an airfoil, depicting no separation.
additional streamwise momentum to the stalling flow.
As a result of the acquired momentum, the flow continues to stick to the foil surface.
This is depicted in the flow visualization image taken from Post et al. [1] in Figure 3.5,
where fluid flowing past a 16 degree angle-of-attack airfoil at Re = 158× 103 separates
from the foil. When a plasma actuator on the airfoil surface is turned on, it is seen to
prevent the separation. The actuator can also be operate to perturb the boundary layer
flow, affecting its stability.
Figure 3.5: Effect of plasma actuator on boundary layer separation seen in flow visual-
ization over an airfoil at 16 degrees angle of attack: Re = 158× 103 [1].
Study of DBD plasma actuators is multidisciplinary. The fluid mechanics aspect of
the study, which is beyond the scope of this discussion, focusses on placement of the
actuators on airfoils, frequency of plasma ignition, and the resultant effects on boundary
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layer characteristics [16, 17, 18, 19]. The plasma physics aspect of the study, which shall
be discussed herein, focusses on understanding the discharge physics responsible for force
generation, and ways to manipulate the discharge in order to maximize the same. Several
groups conducted experiments on plasma actuators powered by AC sinusoidal voltage,
to observe the space and time evolution of the DBD, and measure the thrust produced
[20, 21, 2, 22, 23]. It was observed that the gas breakdown occurred over a small part
of the voltage cycle, and the plasma consisted of several microdischarges that formed
and extinguished on times scales much smaller than the voltage frequency. Moreover
the characteristics of the discharge formed during the positive half of the cycle (exposed
electrode is anode) were markedly different from the one formed during the negative half
cycle. A relatively weak field is required to extract electrons from the exposed electrode,
when it is negatively biased, compared to the high field needed to extract electrons
from the vicinity when the electrode is positively biased. Therefore, when the exposed
electrode was positively biased, the microdischarges were streamer like, characterized
by high electric field. During the negative cycle, the plasma discharge ignited at a
lower electric field and resembled a glow discharge, constituted by weak short-lived
microdischarges. Figure 3.6 [2] is a high speed photograph (20 µs exposure) of the
discharge during positive and negative voltage half cycles; it shows a dramatic difference
in the spatial structure. This spatial dissimilarity between the discharge during the two
halves of the cycle was the cause of the time-averaged streamwise direction of the thrust.
The basic understanding of the DBD actuator physics led to experiments that stud-
ied optimization of the actuator geometry and operating parameters [24, 25, 26]. The
thrust increased with increased voltage frequency and amplitude of AC voltage. Ac-
tuators powered by nanosecond pulses superimposed on a biased voltage were seen to
produce more force compared to the standard sinusoidal AC voltage, at the cost of
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Figure 3.6: A high speed photograph showing the difference in the spatial structure
of discharge caused by negative half cycle of voltage (above) and positive half cycle
(below)[2]. The top view of the actuator is seen.
power consumption [27].
Plasma actuator performance is marked by phenomena occurring over a vast range
of time scales. The time scale for a microdischarge formation is tens of nanoseconds.
The charging of dielectric surface occurs over multiple microdischarge events, over a
few microseconds. The period of a voltage cycle is of the order of 0.1 ms. Finally, the
response time of the quiescent fluid to the thrust is in the order of milliseconds. Experi-
mental studies of the actuator operation, especially those focussed on understanding the
discharge physics tend to be limited by the spatial and temporal resolution of the mea-
surement apparatus. Therefore the small timescale phenomena are better understood
when aided by modeling and simulation studies. Equivalent electrical circuit models,
two dimensional fluid models, Monte-Carlo simulations have been used to describe DBD
discharge on the actuator. Orlov et al. [28] have used a circuit model to correlate the
actuator thrust to the applied voltage amplitude and frequency. However, the circuit
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model is not self-consistent and requires proportionality factors obtained through exper-
iments. Boeuf and coworkers have used fluid models to simulate the actuator discharge
for time varying voltage [29, 24, 30, 31, 32]. In a recent paper [32], they simulated the
discharge over multiple cycles of AC voltage, reproducing the streamer-like and diffuse
plasma, as seen in experiments. However, photoionization, which plays a crucial role
in creating the discharge was not considered. Likhanskii et al. [33] have included pho-
toionization as a source term for electrons and ions, and have modeled discharge caused
by nanosecond pulses.
The present work is confined to the simulation of a single microdischarge event when
a positive and negative voltage pulse is applied to the exposed electrode, and discussion
of the resultant discharge characteristics. The results obtained herein corroborate the
conclusions of Boeuf and Miles (Likhanskii et al) groups. COMSOL Multiphysics version
3.5 in conjunction with MATLAB was used for the simulation.
3.2 Description of Model
A simulation of DBD plasma actuator was performed on a two dimensional domain
as shown in Figure 3.7. The medium was atmospheric air. A simplified air chemistry
model, which consists of generic species of singly charged positive ions, negative ions,
and electrons, was used. The air chemistry was taken from Kang et al [34]. A dielectric
of 0.1 mm thickness was considered.
3.2.1 System of Equations
As discussed in the previous chapter, the transport of charged species at atmospheric
pressure can be described by the fluid equations, using the drift-diffusion approximation
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Figure 3.7: Schematic of a the simulation domain.
to calculate the flux.
∂ne
∂t
+ O · (−DeOne + neve) = αne |ve| − ηne |ve| −Beineni + Sph (3.1)
∂ni
∂t
+ O · (−DiOni + nivi) = αne |ve| −Beineni −Binninn (3.2)
∂nn
∂t
+ O · (−DnOnn + nnvn) = ηne |ve| −Binneni (3.3)
ne, ni, nn denote the densities of electrons, positive ions and negative ions respec-








[cm−1] are the field dependent Townsend ionization coefficient, and attachment co-
efficient respectively (E is in V/cm). The electron ion recombination rate Bei =
2 × 10−7 cm3/s, and Sph is the rate of electron production due to photoionization,
calculated using the model developed by Bourdon et al [35], and used for plasma ac-
tuator simulation by Likhanskii et al [36]. The negative ion-positive ion recombination
rate Bin = 2 × 10−7 cm3/s. The mobilities of each species are given as µe = 6.06 ×
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103 E−0.25 cm2/V s (E is in V/cm), µi = 2.43 cm
2/V s, and µn = 2.7 cm
2/V s. Diffusiv-
ities of the species are given by De = 1800 cm
2/s, Di = 0.062 cm
2/s, Dn = 0.69 cm
2/s.
Positive and negative ions are assumed to be at room temperature, and electron tem-





The velocity of each species, was calculated as in Equation 3.5.
vk = sgn(qk)µkE (3.5)
The transport equations are coupled with Poisson’s equation (Eq. 3.6) for the electric
field. Here εr is 1 in air, and it is equal to the relative dielectric permittivity in the
dielectric medium, taken to be 6 in the present work.
O · O (εrV ) =
e
ε0
(ni − ne − nn) (3.6)
The current to the dielectric layer (Equation 3.7) is integrated over time to calculate
the accumulated charge (Equation 3.8). Here γ is the secondary electron emission
coefficient. It is the fraction of positive ions that cause the desorption of an electron
from the dielectric surface, due to their energy of impaction. Its value is taken to
be 0.01 on the dielectric surface, and 0.1 on the exposed electrode. We assume that
recombination occurs between species of opposite charge on the dielectric surface. Total
current to the actuator surface is given by Equation 3.7. Charge accumulated on the
dielectric surface is given by integration of this current over time (Equation 3.8).







The boundary conditions for the species continuity equations solved only in the region
of the domain where air is present are tabulated in Table 3.1. Poisson’s equation is
solved in the air as well as the dielectric regions; its boundary conditions are tabulated
in Table 3.2. The boundaries are numbered in Figure 3.8.
Figure 3.8: Boundaries of the simulation domain. Boundary conditions given by num-
bers are given in Tables 3.1 and 3.8.
Table 3.1: Boundary conditions for continuity equations
Boundary Electrons Positive/Negative ions
3,4,5 Flux = 0 Flux = 0
1,2 Flux = nevth/4 + γ (−DiOni + nivi) Flux = −DkOnk + nkvk
The continuity equations and Poisson’s equation are solved simultaneously, subject
to the above boundary conditions. An initial uniform background density of 105 cm−3 is
set for all species. A time dependent solver called the Direct Pardiso (a solver available
in COMSOL) is used. The BDF method is selected for time stepping; the minimum
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Table 3.2: Boundary conditions for Poisson’s equation
Boundary Boundary condition
3,4,5 OV · n̂ = 0
1,6,7 V (t) = Vapplied
2 (OV )+ − (OV )− = σ/ε0
8,9 V = 0
10,11 εrOV · n̂ = 0
size of time step is determined by the solver. The relative and absolute tolerances are
set to 10−3, and 10−4 respectively. A non uniform triangular mesh was used; with the
finest elements of the mesh close to the dielectric surface and of the size ≈ 10−6 m.
The time step needs to be of the order of picoseconds to simulate the streamer
event. Due to constraints on computational time, our work is limited to the simulation
of streamer events over a time period of a few nanoseconds.
3.3 Simulation results
A Gaussian pulse of 3.5 kV amplitude, and 3 nanoseconds Full Width at Half Maximum
(FWHM) is applied to the exposed electrode. When the pulse is positive with respect
to the grounded electrode, a streamer originates at the edge of the exposed electrode
when the electric field becomes high enough. The streamer consists of mainly electrons
and positive ions, with the negative ions having a density two orders of magnitude
less than the other two. Figure 3.9 shows the origin and propagation of the cathode
directed streamer at different times during the pulse (seen in the inset). The plasma
is denoted by the positive ion density in the figure, whose value reaches 1015 cm−3
in the quasineutral region of the discharge. It is seen that the head of the streamer
consists of a net positive charge, populated by the positive ions being repelled from the
exposed electrode. The accompanying plots of the potential show that the discharge
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is a conducting medium, at the same potential as the exposed electrode. Positive ions
in the streamer accumulate on the dielectric surface, and this process is slower than
the streamer propagation, which is seen to be ≈ 108 cm/s. The dielectric surface close
to the exposed electrode reaches the potential of the electrode, as seen at 5.5 and 6.0
nanoseconds, due to ion accumulation.
A negative pulse of 3.5 kV amplitude produces an anode directed streamer where
electrons are emitted from the exposed electrode. Electron emission from metal is easier
to achieve, than, for example, electron emission from the dielectric medium and air as
is needed during positive biasing. The plasma ignites at a lower electric field value in
this instance. Figure 3.10 shows the positive ion density and potential at different times
during the voltage pulse, as the anode directed discharge ignites and propagates. It
is seen that the discharge ignites not at the edge of the exposed electrode but on the
dielectric surface where an electron avalanche is caused by the electrons reaching the
dielectric surface, along the yet undistorted field lines. This is followed by a cathode
directed streamer seen at 5 nanoseconds. After the streamer strikes the exposed elec-
trode, the plasma begins to propagate on the dielectric surface, as a discharge directed
towards the buried grounded electrode which is now positively biased with respect to
the exposed electrode. The head of the discharge consists of a net negative charge,
populated by electrons. From the potential plot at 5.0 and 5.5 nanoseconds we can see
that the surface of the dielectric is at the same potential as the exposed electrode, unlike
the corresponding potential plots in Figure 3.9 where the charge accumulation on the
dielectric surface was seen to be a slower process. The electrons being more mobile and
light are able to charge up the dielectric surface more efficiently than can the heavy
positive ions.
As the charged species move along the electric field lines, they are accelerated. We
assume that the energy gained by the species is completely transferred to the neutral
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Figure 3.9: Positive ion density and potential of a discharge during the application
of a positive pulse (seen in the inset), denoting the propagation of a cathode directed
streamer.
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Figure 3.10: Positive ion density and potential of a discharge during the application
of a negative pulse (seen in the inset), denoting the propagation of a anode directed
streamer.
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gas molecules due to collisions. Therefore, the force acting on the neutral gas per unit
volume can be calculated by Equation 3.9. This force can be referred to as a ’body
force’, because it acts on the ’volume’ of the neutral gas.
f = qE (ni − ne − nn) (3.9)
Figure 3.11 compares the x-component of body force (parallel to the surface of the
actuator) produced by the cathode and anode directed streamers discussed above. The
left column depicts the evolution of force as the cathode directed streamer propagates.
The quasineutral part of the plasma does not exert a body force because of zero net
space charge. However, the plasma sheath on the dielectric surface, and the head of the
streamer are non-quasineutral. These regions exert a stream wise direction force.
The right column depicts the x-component of the body force generated by an anode
directed plasma. During the ignition of the negative-pulse discharge, a cathode directed
streamer is formed, moving towards the exposed electrode, creating an anti-streamwise
direction body force. After this streamer strikes the exposed electrode, the plasma
propagates on the dielectric with a net negative charge leading the streamer head,
exerting a weak force, in the streamwise direction. The anti-streamwise force near
the exposed electrode is confined to a small region; the weak streamwise force, on the
other hand, arises from the discharge spread over the dielectric. Figure 3.12 compares
the normal component of the body force obtained due to the different pulses. Both
positive and negative voltage pulses cause a body force directed towards the surface of
the actuator.
The variation of x-direction electric field with time on the actuator surface for the
positive and negative pulses is shown in Figure 3.13. For the positive pulse (Figure
3.13a), the breakdown of gas is preceded by the creation of a high field at the edge of
the exposed electrode. The high field streak on the actuator surface is the field at the
head of the propagating streamer. At 6 nanoseconds there begins to be a zero field
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Figure 3.11: Streamwise direction force per unit volume for positive and negative applied
voltage pulses at the exposed electrode, seen in Figure 3.9 and Figure 3.10, respectively.
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Figure 3.12: Normal direction force per unit volume for positive and negative applied
voltage pulses at the exposed electrode, seen in Figure 3.9 and Figure 3.10, respectively.
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region extending from the exposed electrode. This is the extension of the electrode
caused by positive charge deposition on the dielectric surface. Figure 3.13b reveals that
during the the negative pulse the head of the streamer is driven by an electric field
whose x-component is in the anti-streamwise direction. During the fall of the voltage
pulse, though, a streamwise direction field is seen, indicating a reversal of polarity. The
voltage on the exposed electrode falls, while the dielectric remains charged by electrons;
the dielectric now behaves as a cathode. The y-direction electric field during the rise
and fall of the voltage pulses is seen in Figure 3.14. Figure 3.14a indicates a sheath
region with a strong electric field pointing to the dielectric surface. During the negative
pulse (Figure 3.14b) the normal field points towards the dielectric surface, but is seen
to be weaker.
From the spatial and temporal profiles of body force contours and the electric field,
it can be inferred that the plasma actuator provides a strong streamwise force during
the part of the time varying voltage cycle when the exposed electrode is positively
biased with respect to the dielectric. When the exposed electrode is negatively biased,
there is a anti-streamwise force during a part of the plasma discharge, as the cathode
directed electrode avalanche grows towards the exposed electrode. Once the plasma
strikes the electrode, it propagates on the dielectric, led by a streamer head consisting
of net negative space charge, and providing a weak streamwise force to the neutral gas.
In reality, the actuator operates under sinusoidal voltage in the kHz range. Its per-
formance depends on longer scale processes, such as multiple streamer creation and
quenching events in each half cycle, and dielectric charging over multiple voltage cycles.
From the simulation, however, it is possible to establish the basic reason for creation
of the streamwise thrust. During the positive half of the sinusoidal voltage, multiple
discharge events occur, consisting of localized, short-lived cathode directed streamers.
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Figure 3.13: Component of the electric field in the direction parallel to the actuator
surface during the application of, (a) positive pulse, and (b) negative pulse seen in
figures 3.9 and 3.10, respectively.
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Figure 3.14: Component of the electric field in the normal direction to the actuator
surface during the application of, (a) positive pulse, and (b) negative pulse seen in
figures 3.9 and 3.10, respectively.
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Each produces a strong streamwise force. During the negative half of the voltage, mul-
tiple anode directed discharges are formed. These discharges impart anti-streamwise
force in the short region near the exposed electrode, and weak streamwise force over
the dielectric surface. The force can be described as ’Push-push’, the ’Push’ denot-
ing a strong streamwise force during the positive voltage, and ’push’ denoting a weak
streamwise force during the negative voltage.
It can be inferred that when the actuator is operating over multiple AC voltage
cycles, charge deposited over the dielectric from the previous discharge event would
influence the subsequent discharge. For instance, positive ions accumulated over the
dielectric tend to be pulled toward the exposed electrode during the following negative
voltage pulse, resulting in an anti-streamwise force. This would cause a small time
averaged streamwise thrust. And therefore, controlling/draining the charge accumu-
lated over the dielectric surface would modify the body force. Actuator experiments by
Opaits et al [37] have indeed shown that draining of charge from the dielectric surface
using a semiconducting layer led to an increased time-averaged thrust. Song et al [38]
introduced a 100 nm thick amorphous Si:H film and a third downstream electrode. They
saw that the charge carrier mobility of the silicon film caused dissipation of the surface
charge, influenced the electric field lines, and overall, enhanced the actuator thrust.
3.4 Conclusion
A two dimensional fluid simulation was performed to understand the working of a DBD
plasma actuator. The difference in spatial and temporal structures of cathode and anode
directed DBD’s on the actuator, and dielectric charging characteristics were discussed.
A positive voltage pulse on the exposed electrode created a streamer like discharge with
high electric field at the head of the streamer, causing a strong streamwise direction
force on the neutral gas. A negative voltage on the other hand was seen to create a thin
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diffuse discharge propagating on the dielectric surface; the discharge at the edge of the
exposed electrode imparted an anti-streamwise force, while the discharge propagating on
the dielectric imparted a weak streamwise force. In both cases, a normal force directed
to the actuator surface was seen. The thrust creation by actuator was thus explained
at the level of the smallest timescale processes.
Chapter 4
Volume averaged simulations of
argon-hydrogen CCP RF dusty
plasmas
4.1 Introduction
In this chapter we develop a zero dimensional model for calculating discharge charac-
teristics of low pressure, capacitively coupled (CC) radio frequency (RF) dusty plasma
in argon hydrogen mixtures, in the presence of nano sized particles (or ’dust’ particles).
Presence of trace quantities of hydrogen in low-pressure argon plasma discharge
is known to alter the discharge composition and characteristics. Hydrogen ionizes as
readily as argon because the ionization potentials of both gases are very close. Bogaerts
et al [39],[40] have shown that for H2 concentration varying between one and ten percent
in an argon DC glow discharge at 75 and 133 Pascal, ArH+, H+3 become important
ion species along with Ar+. The plasma composition is both pressure and gas ratio
dependent. The effect of H2 gas presence on electron energy distribution was shown by
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Van Dyken et al[15] through Particle in Cell Monte Carlo simulations. The presence of
H2 promoted the content of very low energy electrons, and reduced the average electron
energy [40]. Plasma density was seen to reduce with the addition of hydrogen gas to
argon[41].
In the light of this knowledge, our concern is with argon silane CCP RF discharges
used for the synthesis of silicon nanoparticles. Silane dissociates in argon plasma and
forms long chain molecules, which then agglomerate to form silicon nanoparticles[42].
These particles crystallize in the plasma chamber to form hydrogen terminated silicon
nanocrystals. The byproduct of this chemical activity is also atomic and molecular
hydrogen.
Our goal is to study the role that the trace amount of hydrogen plays in influencing
plasma particle interactions. The interaction of nanoparticles with plasma contributes
to their crystallization. The type of ions, and the energy distribution of ions impacting
the surface of the nano particles may be correlated to their functional properties [43].
The first step in understanding plasma particle interactions is estimating particle
charge and plasma composition in the discharge. In the present work we make quali-
tative estimates of plasma characteristics of a low-pressure RF argon hydrogen plasma
discharge containing dust particles. Average particle potential and plasma composition
are calculated. We use a volume-averaged model to describe the plasma. While details
concerning the spatial non-uniformities of the plasma are not captured in a volume-
averaged simulation, it offers the advantage of simple and quickly solvable system of
equations that are able to describe the essential physics of the discharge.
4.2 Argon hydrogen plasma chemistry
Argon hydrogen plasma chemistry has been well documented. Reaction rates for ion-
gas interaction have been taken from Boagerts[39]. The ions are considered to be at
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room temperature and in a Maxwellian distribution. Table 4.1 lists the ion reactions
with atoms and molecules and the corresponding rate coefficients. Cross sections of
interaction between electrons and neutral molecules and atoms have been taken from
LXCAT[44]. Figures 4.1, 4.2, 4.3, 4.4, 4.5 depict the cross sections of interaction of
electrons with ground state argon atoms, H2 molecules, and H atoms.
Table 4.1: List of ion - atom/molecule reactions
Reaction Reaction rate [m3s−1]
Ar++H2 → ArH++H 6×10−16
Ar++H2 → Ar+H+2 8×10−17
Ar+H+2 → ArH++H 1.7×10−15
ArH++H2 → Ar+H+3 1.5×10−15
H+2 +H2 → H+H
+
3 2×10−15




































Figure 4.2: Cross sections for electron impact ionization, and momentum transfer of

































































Figure 4.5: Cross sections for electron excitation of ground state H atoms.
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4.3 Description of Model
We consider a cylindrical plasma chamber as shown in 4.6 consisting of parallel plane
electrodes. One electrode is grounded while another is connected to an RF voltage
supply. The chamber has a high aspect ratio, with 6 cm radius and 4 cm width. We
assume that the plasma is uniform in the radial direction so that the discharge can be
considered one-dimensional.
Figure 4.6: Schematic of CCP RF discharge chamber.
We describe this one-dimensional capacitively coupled RF discharge using a global
model. The most important feature of the global model is that the analysis of the
bulk plasma, or the quasineutral part of the discharge is distinct from the analysis of
the sheath region formed close to the surface of the RF electrodes, where a positive
space charge is present. The properties of bulk plasma (or just plasma) are coupled
to the properties of the sheath via the current flowing through the discharge. The
51
mathematical model is based on the analysis of capacitive discharges found in ’Principles
of Plasma Discharges and Materials Processing’[3].
4.3.1 Bulk plasma
Steady-state analytical solutions exist for the profile of the plasma in the axial direction
of the cylinder, for single as well as multiple ion cases. The level of collisionality in the
discharge, and the geometry of the chamber govern the shape of the profile. In a highly
collisional discharge, the profile follows a cosine function. At reduced collisionality, an
arc of a circle approximately describes the profile. These solutions break down in the
sheath regions, where plasma is not quasineutral. In our volume-averaged simulation,
we assume that the plasma density is uniform throughout the volume (see 4.7). This
assumption results in only an approximate estimate of plasma density. The deviation
from exact solution reduces as the pressures decreases.
Figure 4.7: Plasma density profiles in different pressure regimes, compared to the profile
assumed in the volume averaged simulation.
Additionally, dust particles are present in the discharge under consideration. They
are massive and negatively charged. We can assume that they remain in the core of the
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chamber, and that there is no dust particle flux to the wall. Electrons are depleted in
the core due to the presence of dust. However, the electron and positive ion densities
at the plasma-sheath boundary are equal. The sheaths consist of only positive ions
and electrons. Figure 4.8 is a depiction of the density profiles assumed in the volume-
averaged model.
Figure 4.8: Plasma density profile as assumed in the global model.
A mass balance equation is solved in the plasma region for every species of ions
and the electrons. In each balance equation, the species is created in the volume of the
discharge due to collisions of electrons and ions, with molecules and atoms. The species
is lost due to current to nanoparticles in the volume, and due to conduction current to
the electrodes. The conduction current to electrodes consists of the flux of ions exiting




kcx,ijninj = V npνloss−np,i + niAeffvs,i (4.1)
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Here V is the effective plasma volume, ne is the electron density, νiz is the ioniza-
tion frequency averaged over the electron energy distribution function, kcx,ij is a rate
coefficient for charge transfer with atoms and molecules, np is the nanoparticle density,
νloss−np,i is the ion loss frequency to nanoparticles, Aeff is the effective area of the
plasma (which shall be discussed later), ni is the ion density in the plasma, and vs,i is
the velocity with which the ions transit the plasma-sheath boundary.
4.3.2 Plasma Sheaths
RF current passes through the sheaths on the surface of the electrodes. Characterizing
the current flow through the sheaths and the voltage drop across them is important
because these quantities determine the power coupled to the discharge via electron
heating (as seen in the later sections). RF sheaths are also considerably thicker than
DC sheaths, and their thickness needs to be calculated in order to estimate the effective
volume of the plasma. Analysis of RF sheaths is made simpler by the following: (a)
Ions in the discharge respond only to time averaged potentials (b) Electrons respond to
instantaneous potentials and carry the discharge current. Figure 4.9 is a schematic of
an RF sheath. The ion sheath is steady in time, however an electron front oscillates in
phase with the applied RF voltage. The time averaged density profile is depicted with
a dashed line.
4.3.2.1 Collisionless sheaths
Based on the above assumptions, and using conservation of mass and energy across the
collisionless sheath, an analytical solution is obtained for ion and time averaged electron
density profiles in the sheath. The profiles depend on the frequency of applied voltage,






















Here ni is the ion density in the sheath, ns is the sheath edge density, J1 is the total
current density, e is the unit charge, ε0 is the vacuum permittivity, Te is the electron
temperature, ω is the frequency of applied voltage. Also 2φ(x) = 2ωt.
Using the above solution and solving the Poissons equation in the sheath with ap-
propriate boundary conditions, we obtain the collisionless Child Law sheath [45]. This
equation connects the DC ion conduction current crossing the plasma-sheath boundary








Here Ji is the ion current, Ki ≈ 0.82 is a numerical constant, M is the mass of the
ion, V̄ is the time averaged potential drop across the sheath as experienced by the ions
and sm is the thickness of the ion sheath. If V1 is the amplitude of the RF voltage across
the sheath, then V̄ ≈ 0.83V1. Additionally, most of the voltage drop can be assumed to
occur at the sheath. Hence if Vrf is the peak-to-peak RF voltage, V1 = 0.5Vrf .
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4.3.2.2 Collisional sheaths
When the mean free path of the ions is smaller than the sheath thickness, then the mass
and energy conservation equations for the ions, across the sheath thickness should take
into account the collisions undergone by the ions. Carrying out an analysis similar to
the collisionless sheaths, a Child Law sheath is obtained for the collisional case, wherein
the ion mean free path affects the ion current. The relation between average voltage











4.3.3 Conduction current at the plasma-sheath boundary
The ion current on the right hand side of the Child Law sheath consists of the flux of
ions exiting the plasma and entering the sheath. Since we are not solving the Poissons
equation to obtain the electric field self consistently, we need to make an estimate of
this ion flux. This involves making an estimate of sheath edge velocity and sheath edge
density.
4.3.3.1 Sheath edge velocity
Let us begin by commenting on a case where a single type of positive ion is present in a
low-collisionality discharge. If the mean free path of collision of the ion is smaller than
the width of the sheath, it can be shown that the ion needs to exit the plasma with its







In a situation where multiple positive ions are present, the constraint is placed on
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The constraint is satisfied if each type of ion reaches its individual Bohm velocity at
the sheath edge. Ions would reach their individual Bohm velocities only if they remain
collisionless in the much wider pre-sheath region that precedes the sheath. This occurs
only in extremely low-pressure discharges. In most cases, the sheath and pre-sheath
become collisional for some species of ions while they remain collisionless for others. In
such a situation, individual Bohm velocities cannot be assigned to every species of ions.
Argon hydrogen discharges contain ions such as Ar+, H+2 , H
+, H, ArH+, H+3 in
different concentrations. In a simple approximation, the most dominant species among
the ions was assigned the Bohm velocity. Electric field at the sheath edge was calculated





The velocity of the other ions is calculated based on their mobility and the electric field.
uj = Ē · µj (4.9)
4.3.3.2 Sheath edge density
While we consider the ion density to be uniform throughout the plasma volume, the
density falls from the centerline to the edges, so that the sheath edge density is only
a fraction of the centerline density. In the present model, we assume that the fall in
the density occurs sharply close to the sheath edge, as seen in 4.7. We therefore use a
heuristic formula that predicts the sheath edge to centerline density in a parallel plane












Here, ni,s and ni,0 are the plasma-sheath boundary, and centerline densities of a
species of ion respectively. l is the distance between the electrodes, λi is the ion-neutral
mean free path, and sm is the mean thickness of the sheath.
In the situation where multiple ions are present, we consider the most dominant ion
to determine the sheath to centerline density ratio. It is also reasonable to assume that
all the species of ions in the system have identical spatial profiles. The effective area of




Using the sheath edge densities and the ion ion velocities the total ion conduction





The above expression is used in the left hand side of the Child Law sheath (Equations
4.4, 4.5). Although the Child Law sheath was derived for a single ion reaching Bohm
velocity at the plasma-sheath boundary, a current density consisting of multiple ions
is being used. This is inexact; however it is a reasonable approximation because the
Child Law sheath is being solved using the properties of the most dominant ion in the
discharge.
4.3.3.3 Most dominant ion species in discharge
The simulation, at the outset, considers the Ar+ ion to be the most dominant in the
plasma. The species balance equations solved in the bulk plasma yield steady state
densities of all species of ions. The H+3 ion is seen to be the most dominant of all light
ions. When the following relation between the densities of heavy ions (Ar+,ArH+) and
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the H+3 is violated, the simulation begins to consider H
+
3 as the most dominant
(nAr+ + nArH+) < 3.6nH+3
(4.13)
The relation is based on the fact that the Bohm velocities of ions vary as the square
root of their masses. In collisionless plasma, therefore, if the fluxes of Ar+, ArH+
(∼ 40amu) and H+3 (∼ 3amu) are equal, then their densities must be in the ratio of√
40/3. The above expression only qualitatively estimates the switch of the plasma
from being a heavy ion dominated one to a light ion dominated one. The switch is also
an abrupt one, and in reality, we would expect the transition to be smoother.
4.3.4 Electron heating
Electron heating is strongly coupled to the current flowing through the RF discharge.
The Ohmic heating of electrons in the bulk, as well as the stochastic heating, due to
oscillating sheaths, can be expressed in terms of the total current density. The Ohmic








We can express the total current density in terms of the RF voltage amplitude
V1, the frequency of the applied voltage, the electron temperature, and plasma-sheath
boundary density. This expression is valid for single ion plasma, with the ions exiting
the plasma sheath boundary with Bohm velocity.
J21
ns
≈ 1.73eε0ω2T 1/2e V
1/2
1 (4.15)
Next, we make following assumptions.
• The heuristic relation holds for the case of multiple positive ions in pristine plasma.






• When nanoparticles are present in the discharge, the ion density profile deviates
only slightly from the relation. However, the electron density deviates considerably
due to loss to nanoparticles. At the sheath edge though, we assume that the ion
and electron densities are equal ns,e =
∑
ns,i. Therefore, the bulk to sheath edge






























1 (l − 2sm)(πR
2) (4.17)
The expression for stochastic electron heating is derived assuming that the velocity
electron sheath oscillation is smaller than the electron thermal velocity. At the two








4.3.5 Electron power balance
In steady state, the power gained by electrons is dissipated via collisions in the plasma
Lc, electron current loss to nanoparticles in the volume Le,np, and via conduction current
loss to electrodes Le,w.
P̄ohm + P̄stoc = Lc + Le,w + Le,np (4.19)






























Electron flux to the wall is equal to the ion flux.
neue,s = niui,s (4.23)
The electron conduction current passes through the electrode at a short moment
in the RF cycle when the oscillating sheath thickness goes to zero. In Equation 4.21
εe ≈ 2Te is the average energy of the electrons. The electrons carry with them an
additional energy of Vsh + 1/2Te as they are lost to the wall. Here Vsh is the wall
floating potential.
4.3.6 Total power balance
Finally, the total power dissipated in the discharge is given by electron power loss,
electron and ion currents to the nanoparticles Lt,np, well as ion heating in the RF
sheaths as the fall through a time averaged potential V̄ , Li,w.

















4.3.7 Current to nanoparticles
Steady state current to nanoparticles is calculated using the Orbital Motion Lim-
ited(OML) theory [46]. OML theory is valid when the radius of the nanoparticle is
























4.3.8 Electron energy distribution
Electron energy distribution is obtained by using a zero dimensional time dependent
Boltzmann equation solver. In addition to the cross sections of interaction between
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electrons and gas atoms and molecules, coulomb scattering and inelastic scattering
cross sections of electrons with nanoparticles are used by the Boltzmann solver. The
Boltzmann equation is not solved simultaneously with the rest of the unknown quan-
tities. Therefore an initial electron energy distribution function (EEDF) is obtained
using an arbitrary reduced electric field value. The system of equations is solved for
this EEDF. Based on the error obtained, a second guess is made on the reduced electric
field, and is input to the Boltzmann solver along with the updated value of electron and
ion densities obtained from the solution to the system of equations. This loop is exited
after the absolute value of the error goes below a prescribed tolerance.
4.4 Simulation results
The following parameters need specification for the simulation: gas composition in terms
of Ar : H2 gas ratio, the gas pressure, the nanoparticle size and density, the chamber
and electrode geometry and size. Either the total power absorbed by the discharge or
the peak-to-peak amplitude of voltage applied at the powered electrode needs to be
specified.
Simulations are performed for conditions typically found in capacitively coupled RF
discharges used for silicon nanoparticle synthesis. The radius of the cylindrical discharge
chamber is 6 cm, and the width is 4 cm. The chamber has parallel plate electrodes of
6 cm radius. The nanoparticle size is fixed at Rp = 50 nm.
4.4.1 Effect of hydrogen addition
In this section, discharge characteristics are examined for different argon hydrogen gas
ratios, at different chamber pressures. The nanoparticle density is low at 103 cm−3.
Total power absorbed is fixed at 3 W.
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Figure 4.10 shows the reduction of plasma density as hydrogen concentration in ar-
gon increases. The plasma quenching as a function of H2 content is seen to be pressure
dependent. At 10 Pa, the quenching is slower compared to the discharge at 50 Pa. Hy-
drogen gas has the greatest effect on the discharge when it is present in trace quantities;
with the increase of H2 concentration, its effect on plasma density reduces. Figure 4.11
shows the composition of plasma in terms of the constituent ion species at 10, and 50
Pa.
The reduction in plasma density can be explained as follows. In both pure argon and
argon-hydrogen discharges, electron impact ionization of Ar is the primary production
process. The Ar+ ion undergoes an efficient H atom transfer reaction withH2 to produce
ArH+. The ArH+ ion undergoes a proton transfer reaction with H2 to produce H
+
3 .
As the H2 concentration increases there is an increase in the density of H
+
3 , a light ion
whose lifetime in the discharge chamber is shorter than the heavy Ar+, and ArH+ ions.
The presence of shorter lifetime ions leads to reduction of steady state plasma density.
H+3 ion fraction becomes predominant for lower fractions of H2 gas, as the pressure
increases. This is because the increased collisionality at higher pressures leads to more
ion-molecule collisions that form H+3 . H
+ and H+2 remain less dominant through the
investigated pressure range. H2 has a smaller effect on plasma density and composi-
tion at higher concentrations because there is lesser argon available for electron impact
ionization, inhibiting plasma production in the first place.
Figures 4.12 and 4.13 plot the electron energy distribution at different fractions of
H2 gas in Ar. There is an increase in the fraction of low energy electrons, accompanied
by a reduction of population around the 10 eV range. Clearly these electrons are losing
energy to the excitation of hydrogen molecules to various vibrational and rotational
levels, because the ionization potentials of both argon and hydrogen are around 15 eV.
The high energy tail however shows an increase in the population with increasing H2.
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This is due to the need to keep up the ionization in the discharge as the plasma density,
and consequently electron density reduces.
The average particle floating potential reduces due to the presence of hydrogen gas
(Figure 4.14). The plasma composition varies differently with H2 addition at differ-
ent pressures. This is reflected in the different curve profiles of the particle potential
variation. The constitution of ion current to the nanoparticles varies with the ion com-
position. Figure 4.15 plots the flux of each type of ion normalized to the total ion flux
impacting the nanoparticle surface, for 1 percent and 4 percent H2 gas concentrations.
At 1 percent, H+3 and Ar
+ ions are equally dominant. At 4 percent H2, H
+
3 is the most
dominant ion.
4.4.2 Effect of increasing nanoparticle density
In this section, discharge characteristics are examined for different nanoparticle densi-
ties, at 50 Pa chamber pressure. Total power absorbed is fixed at 3 W.
As the nanoparticle density increases, more electrons are lost to the nanoparticles;
this reduces the electron density in the volume. At fixed power, the reduced number of
electrons absorb more power (as evidenced in the plots of EEDF, 4.18) and there is an
increase in the fraction of high energy electrons. This causes increased ionization, leading
to an increased ion density as shown in Figure 4.16. The fraction of different species of
ions do not show significant variation with increase in the nanoparticle density, as shown
in Figure 4.17. Figure 4.18 compares the EEDFs at different nanoparticle densities for
two different concentrations of H2. With the increase in nanoparticle density, there
is an increase in the fraction of electrons in the low energies as well as in the high
energy tail. The increase in the high-energy fraction is for maintaining ionization in the
discharge even as the electron density in the volume reduces. The increase in the low
energy fraction, as seen in Figure 4.19 is due to the coulomb collisions of the electrons
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Figure 4.10: Plasma density as a function of H2 : Ar ratio. Power absorbed: 3 W,
nanoparticle density: 103 cm−3.
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Figure 4.11: Ion composition of plasma as a function of H2 : Ar ratio. Power absorbed:










































Figure 4.12: Electron energy distribution at different fractions of H2 gas. Power ab-
































Figure 4.13: Electron energy distributions shown in Figure 4.12 zoomed at lower ener-
gies.
68



















Figure 4.14: Particle floating potential as a function of H2 fraction. Power absorbed: 3
W, nanoparticle density: 103 cm−3.
with the nanoparticles. The coulomb scattering cross section for interaction between
electrons and nanoparticles is large for low energy electrons. This scattering prevents
the diffusion of electrons in energy space, from low to high energies, leading to the
peak seen between 0 and 0.5 eV. Particle potential reduces as the nanoparticle density
increases, as seen in Figure 4.20, due to the decrease in electron density. The fraction
of each species in the ion current to nanoparticles does not show a significant change
with increase in nanoparticle density, as seen in Figure 4.21. The flux of each species
has been normalized to the total ion flux, in the figure.
4.4.3 Comparison with experiments
Probe measurements were performed in the laboratory to study discharge characteristic
in CCP RF plasmas and their variation with argon hydrogen ratio in the feed gas. Table
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Figure 4.15: Fractions of ion species in the ion current to nanoparticles at (a) 1 percent
H2, and at (b) 4 percent H2, in argon. Discharge pressure: 50 Pa, power absorbed: 3























Dashed line - Electron density
Solid line - Ion density
Figure 4.16: Plasma density as a function of nanoparticle density. Pressure: 50 Pa,
Power absorbed: 3 W.
4.2 lists the parameters that were fixed in the experiment as well as simulations.
A comparison of measured and calculated plasma density, shown in Figure 4.22
indicates that the simulation is able to calculate the plasma density within a reasonable
approximation, as well as capture the trend of density reduction with increased H2
concentration. The measured and calculated electron energy distributions show a similar
trend as well, as seen in Figure 4.23. There is a reduction of electron fraction in the 5-15
eV range with the addition of H2 because the thresholds for rotational and vibrational
excitations undergone by hydrogen molecules fall in that range. The electrons are













































Figure 4.17: Ion composition of plasma as a function of nanoparticle density. Pressure:






























































































Figure 4.20: Particle potential as a function of nanoparticle density. Pressure: 50 Pa,
Power absorbed: 3 W.
Table 4.2: Plasma discharge parameters for simulation and experiment
Parameter Experiment Simulation
Cylinder radius 7.62 cm 6.00 cm
Cylinder width 5.08 cm 4.00 cm
RF voltage (peak-to-peak) 300 V 300 V
Nanoparticle density Zero Negligible (103 cm−3, 50 nm)
Chamber pressure 66 Pa 66 Pa
% H2 in Ar 0, 10, 20 0.01, 10, 20
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Figure 4.21: Fractions of ion species in the ion current to nanoparticles at nanoparticle
density of (a) 103 cm−3 and, (b) 1.7× 107 cm−3, in argon. Discharge pressure: 50 Pa,
power absorbed: 3 W, 1 percent H2 concentration.
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A self consistent volume averaged model of argon hydrogen dusty plasma was presented
in this chapter. Given the operating conditions of the discharge, and the size and
density of spherical dust particles inside it, the model predicts the plasma density and
composition, the electron energy distribution and the average particle charge. It is seen
that trace quantities of hydrogen present in argon discharge alter the plasma density
and composition. The average particle potential reduces in the presence of H2, leading
to impaction of ions at lower energies. If H2 gas concentration is 1 percent or more in
the discharge, in pressures between 10-50 Pa, hydrogen ions, especially H+3 constitute
a considerable fraction of ion current to the nanoparticles. The hydrogen ions may play
an important role in the nanoparticle surface reactions. The consequences of H2 effects
on discharge characteristics in the context of influencing nanocrystal synthesis will be
discussed in the following chapter.
Chapter 5
Particle Charging and Ion
Impaction in Ar −H2 Dusty
Plasmas
5.1 Introduction
The focus of this chapter is the study of plasma interaction with nanoparticles in a
low temperature discharge. Particle in Cell Monte Carlo (PIC-MC) simulations were
performed to determine the steady state charge that a nano-sized particle would acquire
in a discharge. The simulations reveal details of how the particle interaction with
plasma changes as the discharge pressure is increased. Pure argon plasma was firstly
studied. Subsequently, a composition that mimics a discharge in argon gas mixed with
trace quantity of hydrogen gas was studied (Ar+ and H+3 ions were considered in this
composition). PIC-MC simulations show that ion current to the nanoparticle firstly
increases and subsequently decreases as the discharge pressure is increased. In the
case where two different types of ions are present as in the case of argon-hydrogen
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discharge, the individual ion currents peak at different pressures based on the nature of
their collisional interaction with the background gas. Finally an analytical model was
developed to calculate the potential of a nano-sized particle if the particle size, plasma
pressure and composition are known.
5.1.1 Motivation
With the advent of new technologies in lighting [47], energy conversion [48] and medic-
inal biology [49], nanocrystalline materials of specific sizes and optical and electronic
properties have become important [11]. CCP RF discharges are being used to gas-
phase synthesize semiconductor nanocrystals (NCs) with extremely desirable and tun-
able properties [50]. The reactors are typically flow-through and operate in the pressure
ranges of a few hundreds of mTorr through a few tens of Torr. The generic stages in
the synthesis process are as follows.
Argon mixed with a small percentage of silane precursor is flowed through a low
pressure discharge chamber. Immediately on injection, almost all of the precursor gas
dissociates in the plasma to form chemically reactive species. These species nucleate and
chemically cluster to form a high density of small size silicon particles. The chemistry
of argon silane plasmas, and routes of cluster formation are well described in references
[9, 51, 42, 52]. The small sized clusters can be positively or negatively charged. They can
also be neutral. Once the clusters reach a critical diameter, they begin to agglomerate
to form larger particles. The large particles become negatively charged due to the high
mobility of electrons compared to positive ions in the plasma. The similar charge on
particles repels them from one another and also from the negatively charged chamber
walls, thus preventing diffusion losses to the walls. The similar charge on the particles
also prevents further agglomeration resulting in a monodisperse sample of particles.
They continue to grow, however, due to the infrequent impingement of reactive positively
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charged species from the discharge, until they are convected out of the chamber by the
flowing gas, and are collected downstream on a mesh. Depending on the gas flow rate,
the particles continue to reside in the chamber after attaining their final size. Their total
residence time is typically in the range of a few milliseconds [11]. Depending on the
power absorbed by the discharge, either amorphous or crystalline silicon nanoparticles,
whose surface is terminated by hydrogen, are obtained. Termination of a silicon bond
on the surface of the nanoparticle is called ’passivation’. Surface passivation is seen to
improve the electronic properties of the nanocrystal.
Why does plasma synthesis produce highly crystalline mono disperse particles? The
answer lies in the complexities of particle formation agglomeration in the discharge. It
likely also lies in the interaction of plasma with the agglomerated nano-sized particles. In
this context our study becomes relevant. It is also particularly relevant to study particle
interaction with plasma in argon-hydrogen discharge for the following reason. Atomic
and molecular hydrogen is released in the discharge due to the stepwise dissociation
reactions undergone by silane [51] in argon plasma. At typical operating powers, silane
completely dissociates in the discharge, implying that if Ar : SiH4 mixture consists of
even 1% silane, ∼ 2% H2 is released in atomic and molecular form. Thus, the clusters
and particle aggregates reside in a hydrogen rich environment before they are deposited.
A brief review is presented here of the work done to understand hydrogen interaction
with silicon. Molecular dynamics simulations of PECVD by Sriraman and co-workers
studied the interaction of Si film surface with H radicals. They indicate that hydrogen
atoms diffuse through the silicon surface, causing the silicon matrix to transform from
being disordered to an ordered one [14], thus aiding crystallization. Experimental studies
of PECVD that added hydrogen gas to the feed gas mixture, concluded that the particles
constituting Si film became smaller, and more crystalline with significant H2 addition,
and the deposition rate decreased [53, 13]. These effects are in line with the theory that
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excess hydrogen suppresses dissociation reactions of silane, causes smaller agglomerates
which in turn, are easier to crystallize. Surface hydride coverage also varied with the
change in feed gas constitution. Particles formed in pure argon silane discharge were seen
to be terminated by di-, and trihydrides, while under the effect of excess H2 dilution,
silicon mono-hydride was predominant on the surface [54]. The silicon surface could
also contain a ’dangling bond’ also called a defect due to its undesirability, where the
silicon atom is not terminated by any entity. A general trend of increasing defect density
with the atomic weight of the inert gas was observed [55].The most interesting results,
however, are seen in experiments of gas phase Si NC synthesis in flow through plasma
reactors [12]. Hydrogen was added, not at the gas inlet stage, but in a region of the
discharge where the particles have already attained their final size. We could call this
region the afterglow region because the experiment was conducted in a vertical flow
through reactor, and hydrogen was added to the discharge below the electrodes, and
just above the area where particles are collected. The chamber pressure was at 1.4
Torr, the discharge was powered by a 13.56 MH radiofrequency power supply. This
experimental setup produced SiNC with the highest ever recorded photoluminescence
quantum yield (PLQY). The H2 gas is added after the particle formation stage was
seen to be cooling the particles, due to its high thermal conductivity, thus locking their
crystal structure. Additionally an excess of H radicals were delivered to the particle
surface, aiding in passivation. Thus, hydrogen plays a complex role in determining the
properties of the nanoparticles.
The scope of the present work is however, limited to understanding how the most
basic interaction of a nano-sized particle in plasma, namely, particle charging, is effected
when hydrogen ions are present. No simulation work, to the knowledge of the author,
was done to understand the role of hydrogen in effecting plasma-particle interactions in
flow-through argon discharges. Experimental and simulation work on plasma enhanced
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chemical vapor deposition (PECVD) using argon silane discharges, that is available in
the literature [56, 57], cannot be extended to flow through reactors. PECVD involves
the formation of a planar Si film on an electrode that may be biased. While in the
flow-through discharges, Si is present as spherical particles immersed in the discharge
at a floating potential. Given that considerable H2 is released in Ar − SiH4 discharge,
and the experimental evidence of effects on Si properties depending on Ar : H2 : SiH4
ratios in the feed gas mixture, study of hydrogen gas influence becomes important. In
case of the nanoparticles, the particle potential limits the energy with which ions impact
its suface. Collisions, on the other hand, effect the standard deviation of the energy
distribution. When a heavy atom like argon impacts the particle, its energy is efficiently
transferred. When a light ion like triatomic hydrogen impacts it, the energy transfer is
inefficient due to difference in the masses of the particle and ion. Additional energy from
the impaction may be consumed in disassociation of the ion into atomic hydrogen, or
in creating a dangling bond[58]. In this context, study of particle charging in a plasma
containing a mixture of argon and hydrogen ions becomes relevant.
5.1.2 Background
A small sized particle (whose radius is much smaller than the Debye length) immersed
in plasma quickly becomes negatively charged due to the highly mobile electrons accu-
mulating on its surface. An electric field develops around it to repel further influx of
electrons and attract the positively charged ions. The ions, on impacting the particle
can be assumed to combine with the available free electrons on the surface and get
neutralized. In a quasi-steady state a balance is created between the electron and the
ion fluxes to the particle, and the particle is said to acquire a steady state charge. The
net resultant charge, though, is typically negative. The particle is therefore at a lower
potential compared to the undisturbed part of the plasma around it. There are well
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established theories to calculate the floating potential of a dust particle. Among them,
OML theory is the most frequently used [59]. The basic premise of OML theory is that
motion of ions moving towards the nanoparticle is only governed by energy and angular
momentum conservation. Therefore, an ion would either reach the nanoparticle surface
or just be deflected by the field and not reach the surface. By this definition, ion-neutral
and electron neutral collisions are ignored. OML theory also ignores the fact that the
interaction potential between an ion and the nanoparticle consists of two components;
one comprising the attractive potential due to the unlike charges of the ion and the
particle, and a repulsive potential associated with the angular momentum of the ion.
As a result of these competing potentials, some ions become trapped in potential wells
around the particle. The presence of these trapped ions causes the potential drop around
the particle to be ’shielded’ from the rest of the plasma. Therefore, the applicability of
OML theory becomes severely restricted to very low pressure, collisionless plasmas. As
the pressure begins to increase, even when the ion mean free path is greater than the
Debye length, collisions begin to effect the particle charge. Several works have studied
effect of trapped ions, and ion-neutral collisions on particle charging[?, ?]. No work to
the knowledge of this author however, was done to study charging in the presence of
multiple types of ions.
In the following sections, particle charging in argon discharge is studied via PIC-MC.
Subsequently, charging in the presence of two different ions is studied. The aim is to
understand the role of collisions in effecting particle charging.
5.2 Monte Carlo simulations
A PIC-MC simulation is carried out on a spherically symmetrical one dimensional do-
main; the schematic is seen in Figure 5.1. One end of the domain is the particle surface,
while the other is located in the undisturbed part of the plasma where ions and electrons
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are in a Maxwellian distribution. The nanoparticle being considered in the simulation is
perfectly spherical and does not experience the presence of other particles in its vicinity;
i.e. it is an isolated particle. The domain is 5 Debye Lengths long, and is discretized
into 1000 cells with the cell size increasing slightly exponentially towards the outer edge.
A detailed description of the PIC-MC simulation algorithm is given in Gatti et al [60].
In this section the same is discussed very briefly to familiarize the reader with the code.
5λDLSimulation domain = 
Flux of ions in Maxwellian 
distribution  Spherical nanoparticle 
Figure 5.1: A schematic of the spherically symmetric one dimensional domain used for
MC simulations.
At time zero, the nanoparticle is assigned the potential calculated by the OML
theory. The initial potential profile in the domain is given by the Debye-Huckel theory.
No ions are present at time zero, and the domain is gradually populated with ions
entering from the outer edge. Equations of motion are solved for every ion, and its
position, velocity and acceleration is tracked. The electrons are considered to be in
maxwellian distribution and are treated as a fluid. Collisions of ions with neutral gas
are considered. Null collision method [61] is used to determine if an ion has collided
with a gas atom after every time step. Two types of collision are considered: charge
exchange, and elastic scattering. In case of an elastic collision, random collision angles
are generated, and new ion velocity and acceleration are calculated. In case of an
inelastic collision, such as charge exchange, the newly formed ion is assigned a velocity
from the Maxwellian distribution of the neutral gas.
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After marching in time for half a micro second, once the ions relax into the potential,
the simulation switches to a self-consistent mode, with the Poisson’s equation being
solved to obtain the potential profile at every time step. For the boundary conditions of
the Poisson’s equation, the potential on the particle surface is determined by the electron
and ion currents, and thus, the net charge on the surface. On the outer boundary, the
gradient of the potential is considered zero. The density profile of ions is obtained form
the spatial location of the individual ions being tracked. However, electron density
profile is being determined by the Boltzmann relation, and is therefore dependent on
the potential profile. Since the potential profile and electron density profile depend on
each other, the Poisson’s equation is solved by iteratively updating the electron density
and potential profiles.
At the end of a time step, the ion reaching the particle surface are tracked and
a histogram of the energies of ion impaction is recorded. The simulation runs for 80
microseconds, by which time the particle potential obtains a time averaged steady state
value. The size of the time step is limited by the need for resolving the ion motion in
the region closest to the particle surface, where there is maximum acceleration. It turns
out to be about 1 picosecond.
5.2.1 Collision tracking
Gatti and coworkers had defined a region around the nanoparticle called the ’capture
sphere’. It shall be described in detail in section 5.3.3. The radius of this sphere is the
distance at which the Debye-Huckel potential around the nanoparticle drops to a ’small’
value. At the edge of the capture sphere, a charged particle born in that location would
have a potential energy equal to the gas kinetic energy. Once an ion enters the capture
sphere, the collisions it undergoes are tracked until (a) the ion reaches the nanoparticle
surface, or (b) leaves the capture sphere. Figure 5.2 describes the kind of collision
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information collected.
Figure 5.2: Figure describing collision tracking in PIC MC simulations.
5.2.2 Ion-neutral Collisions
The ion-neutral interactions in the discharge are determined by the collision cross sec-
tions. Two types of collisions are considered between argon ions and argon gas atoms:
resonant charge transfer and elastic scattering. Both types of collision are equally likely
to occur, and are described using the same cross-section [60]. The elastic scattering
was considered to be isotropic. Energy and momentum of the center of mass were con-
served. in the event of a charge exchange collision, the ion acquired the pre-collision
kinetic energy and momentum of the neutral gas atom. Among the hydrogen ions, only
the triatomic hydrogen was considered. The neutral gas consisted only of argon. Since
the most dominant type of interaction between H+3 and argon is elastic scattering [39]
at low energies, it was the only type of collision that was considered. The cross-sections
for Ar −Ar+ collisions and Ar −H+3 collisions are seen in Figure 5.3
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Figure 5.3: Cross sections for ion natural collisions between argon and Ar+ ions and
argon and H+3 ions.
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From the PIC-MC simulations the steady state charge of the nanoparticle was cal-
culated. The energy distribution of ions impacting the particle were recorded. The role
of charge-exchange and elastic scattering to particle charging was studied.
5.3 Results and discussion
5.3.1 PIC-MC simulations: Pure argon discharge
Consider the case of a pure argon discharge where the Ar+ ion density at 1016 m−3.
The electrons are at a mean temperature of 3.4 eV. The steady state floating potential
acquired by a 500 nm particle over a wide range of pressures is shown in Figure 5.4. The
corresponding variation of ion flux to the particle is shown in Figure 5.5. It is seen that
as the pressure is increased, the magnitude of floating potential reduces and reaches a
minimum; subsequently it increases again.
Corresponding to these plots, the distribution of ion energies impinging on the par-
ticle (ion energy distributions or IEDF) are plotted in Figure 5.6. There are two ’com-
ponents’ of the IEDF on the plots, which correspond to ion energy due to the radial
velocity component and the tangential velocity component respectively. At all pres-
sures, the IEDF is limited by the particle potential (marked by a dashed line). At 1
Pascal, when the mean free path of ions is >> than the Debye length, the ions reach
the nanoparticle surface at an energy corresponding to the particle potential. As the
pressure increases, the considerable fraction of low energy ions impact the particle. The
tangential component begins to reduce and the radial component increases. The IEDF
plot clearly suggest that ion collisions are responsible for the particle potential drop.
Trapped ions undergo a collision that leads to their energy loss. The subsequently fall
towards the particle along the electric field lines. As the collisions continue to increase
with pressure, the current begins to be inhibited by them. This results in a higher
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particle potential an a high standard deviation of the IEDFs.
However, two different types of collisions were considered in the above simulations:
the charge exchange, and the elastic scattering. A charge exchange collision in the
vicinity of the particle leads to the creation of a low energy ion. On the other hand,
elastic scattering collision changes causes loss of angular momentum of the ion. So it is
not clear how these collisions individually contribute to particle charging.
Two understand the individual effect of each type of collision, three sets of simula-
tions were performed. (1) Only the Ar − Ar+ charge exchange collisions were effective
in the discharge, (2) Only the Ar − Ar+ elastic scattering collisions were active, and
(3) both were active. Of the ions that impacted the nanoparticle, histograms of colli-
sions inside the capture sphere in each case were plotted in Figure 5.7 at three different
pressures. The ion flux is normalized. Note that the collision cross sections of charge
exchange collision (henceforth cex.) and elastic collisions (henceforth elas.) are approx-
imately equal ( 80 × 10−20 m−2). At 10 Pascal, the cex. have begun to contribute to
charging but elas. have not. At 100 Pa there is a peak of the collision histogram for the
cex. case. This shows the ion trapping effect inside the capture sphere. An ion inside
the sphere has higher kinetic energy because of the influence of electric field. When it
undergoes a charge exchange collision, a low energy ion is created which is trapped in
the potential inside the sphere. It is eventually captured by the ion. Such a peak is
absent in the case of elas. The highest fraction of ions impacting the particle are still
the ones that underwent zero elastic collisions. This shows that current enhancement
due to elastic scattering is not because of energy loss, but because of the loss of angular
momentum. In the third column, the histograms represent either type of collision. Even
though the collision frequency has doubled (due to both type of collisions activated),
the collision histogram is not a ’sum’ of the first two histograms. Figure 5.8 plots the
energy distribution of ions impacting the nanoparticle for the fist two sets of simulations
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discussed above. At low pressure the ions reach the nanoparticle mono energetically.
The radial and tangential ’components’ of the energy are widely distributed. However,
in the case of cex. only, the radial component becomes higher and the tangential, lower
with increased pressure. This indicates that the charge exchange collisions are produc-
ing low energy ions that travel along the filed lines and impact the nanoparticle. For the
elas. only case, however, the radial and tangential components continue to be broadly
distributed even at higher pressures.
Figure 5.9, the steady state particle potential is compared for the there sets of
simulations. Charge exchange collisions are seen to have a greater contribution to
particle charge. However, at 10,000 Pa, in highly collisional plasma, both contribute
similarly to charging.Table 5.1 shows argon ion current (that is normalized to the current
when both types of collisions are active) for the three sets of simulations at different
pressures. Note that the ion current does not double due to the presence of both types
collision, although the collision cross section doubles. Form the above discussion, it can
be concluded that in pure argon discharge, charge exchange collisions have the most
impact on particle charging.
Table 5.1: Normalized ion current to particle in pure argon discharge
Type of collisions present 10 Pa 100 Pa 316 Pa
Only charge exchange 0.87 0.88 0.96
Only elastic scattering 0.66 0.76 0.79
Both are present 1 1 1
5.3.2 PIC-MC simulations: Argon hydrogen discharge
To mimic a typical low pressure discharge in argon hydrogen mixture, equal fractions
of argon and triatomic hydrogen ions (H+3 ) were considered to be present in argon
gas. This mimics a situation where trace quantity of hydrogen mixed with argon has
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Figure 5.4: Floating potential versus pressure for a Rp = 500nm particle, for a discharge
containing nAr+ = 1× 1016 m−3, Te = 3.4 eV.
.
Figure 5.5: Steady state ion flux versus pressure for a Rp = 500nm particle, for a

































































Figure 5.6: Ion energy distributions, and distributions of energy associated with radial
and tangential ion velocity components for 500nm particle a pure argon discharge,












































































































































Figure 5.7: Histogram of collisions in the capture sphere undergone by ions constituting
flux to the nanoparticle surface when only the charge exchange collision are present
(column 1), only elastic scattering is present (column 2) and both are present. 500nm













































































Figure 5.8: Ion energy distribution in pure argon discharge when only the charge ex-
change collisions are considered (left column) and only when elastic scattering is con-
sidered (right column).
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Figure 5.9: Floating potential versus pressure for a Rp = 500nm particle, for a discharge
containing nAr+ = 1× 1016 m−3, Te = 3.4 eV.
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produced a considerable fraction of hydrogen ions. The main aim of this section is to
study how the presence of two different types of ions in the plasma effects steady state
nanoparticle charging. Figure 5.10 depicts the steady state floating potential of a 500nm
particle in a discharge containing nAr+ = 5×1015 m−3, and nH+3 = 5×10
15 m−3. Figure
5.11 compares the potential with that in pure argon discharge. However, Figure 5.12
reveals that the Ar+ and H+3 currents peak at different pressures. The total collision
cross section of Ar+ with argon gas is 160×10−20 m2, that of H+3 ions with argon gas is
80×10−20 m2. The hydrogen ions are, however lighter. In ’collisionless’ regime at below
Pascal, the hydrogen ion current is higher because of their higher thermal velocity. At
intermediate pressures, argon ion flux peaks first, followed by hydrogen flux. Hydrogen
flux enhancement is completely because of elastic scattering.
Figure 5.13 plots the IEDF for individual ion fluxes to the particle at different
pressures. Argon IEDF broadens with increasing pressure, indicating energy loss due
to charge exchange collisions. Hydrogen IEDF is slower to broaden. The collision
histograms in Figure 5.14 also indicate the ion trapping phenomenon of argon, showing
a peak at 1 collision, at 100 Pascal. A single collision between H+3 and Ar on the other
hand seems to prevent ion collection by particle; multiple elastic scattering events lead
to current enhancement.
5.3.3 Analytical model
An analytical model was developed by Gatti and coworkers [60] to calculate the particle
potential in pure argon discharge. In this chapter, the analytical model is modified and
extended to accommodate the presence of two different species of ions in the plasma.
The basis of this model is that ion-neutral collisions in the vicinity of the nanoparticle
aid ion capture. It remains to define this distance around the nanoparticle. Also a
relationship needs to be established between an ion-neutral collision and a probability
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Figure 5.10: Steady state floating potential for a 500nm particle. nAr+ = 5×1015 m−3,
and nH+3
= 5× 1015 m−3, Te = 3.4 eV.
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Figure 5.11: Steady state floating potential comparison for pure Ar discharge in Figure
5.4 , and Ar − H2 discharge. Rp = 500nm particle. nAr+ = 5 × 1015 m−3, and
nH+3
= 5× 1015 m−3, Te = 3.4 eV.
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Figure 5.12: Steady state ion flux for a , Rp = 500nm particle. nAr+ = 5 × 1015 m−3,
and nH+3
= 5× 1015 m−3, Te = 3.4 eV.
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Figure 5.13: Ion energy distributions for each type of ion for a 500nm particle, nAr+ =
5× 1015 m−3, nH+3 = 5× 10
15 m−3,Te = 3.4 eV.
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Figure 5.14: Histogram of collisions undergone by ions forming the current, inside the
capture sphere for a 500nm particle. nAr+ = 5 × 1015 m−3, and nH+3 = 5 × 10
15 m−3,
Te = 3.4 eV.
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that it will lead to the ion impacting the nanoparticle.
Clearly, the region around the nanoparticle where collisions are important, needs to
have a non negligible electric field. For a 500 nm particle in plasma with low degree of
ionization, the Debye-Huckel potential describes the variation of potential with distance
from the particle. We define a ’capture sphere’ around the particle such that its radius
is given by the distance from the nanoparticle at which the potential energy of a newly
created ion is equal to the kinetic energy of the background gas. Let us define a ’trapping
event’ inside the capture sphere such that, if a trapping event occurs, then the ion cannot
escape the capture sphere and eventually impacts the nanoparticle. For hydrogen ions
in argon gas, elastic scattering is the most dominant type of interaction between the
H+3 and Ar. In this case a trapping event would consist of the number of collisions
needed for a hydrogen ion to lose enough kinetic energy such that it cannot escape the
field anymore. Trapping is therefore associated with energy relaxation of the ion. Let
Ev,0 be the initial kinetic energy of an ion inside the capture sphere, E
∗
v be the kinetic
energy of neutral gas atoms, and Ev be the kinetic energy of the ion after one collision.
Fraction of energy lost after one collision is given by Equation 5.1 [62]. Here tc is the









Average kinetic energy loss of a single particle of mass m1 traveling in a gas composed
of particles of mass m2 and average kinetic energy E
∗
v is given by Equation 5.2 [63].Let





2 = −β (5.2)







Root Mean Square (RMS) displacement during relaxation time τ is given by Equation




For an H+3 ions in argon gas whose masses are 3 and 40 a.m.u respectively, the ratio of
RMS displacement to mean free path λmfp is equal to 2.33. The probability of zero,
one or greater-than-one trapping events occurring in the capture sphere can therefore
be calculated by replacing the mean free path with RMS displacement in the equations
given by Gatti et al, as shown in equation 5.5. Here K = 1.22 is a numerical constant















Pi,c>1 = 1− Pi,c=0 − Pi,c=1
(5.5)
While calculating the trapping probability for argon ions, we cannot however use
the same formulation. Argon ions undergo both charge exchange and elastic scattering
with equal likelihood. However these interactions result in different type of energy
exchange between colliding particles. From the PIC-MC it is seen that the particle
current increases only slightly when both the collisions are considered, compared to the
cases when only either one of them is considered. The effect of charge exchange and
elastic collisions occurring simultaneously is not a sum of the effects of each type of
collision. From the normalized current calculations using PIC-MC, it is seen that the
mean free path associated with argon ion trapping is approximately twice the mean free
path of collision.
When the probability of trapping is zero, ion current to the particle is described
by the OML current. At high pressures, the current is described by mobility limited
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hydrodynamic ion flux. In intermediate pressures, there is a transition between the
collisionless current and the highly collisional one. In order to describe the ion current
over a wide range of pressures, the OML and the hydrodynamic currents can be weighted
by zero probability of a trapping event and probability that more than one trapping
event will occur in the capture sphere, respectively. A third component of this unifying
expression consists of thermal current to capture sphere weighted by the probability
that exactly one trapping event will occur inside the same. The current components are























Ii,HY D = e4πRpniµi |Vp| (5.8)
The unifying expression of ion current is given by Equation 5.9.
Ii = (Pi,c=0Ii,OML + Pi,c=1Ii,CEC + Pi,c>1Ii,HY D) (5.9)
Electrons are assumed to be in Maxwellian distribution. Their mean free path of collision
with gas atoms remains larger than the characteristic length scales over a wide range of
pressures. The OML expression for repulsive potential is used to describe the electron

















The steady state charge on the nanoparticle Zk is calculated using Equation 5.11 and
the corresponding particle potential is given by Equation 5.12.
dZk
dt






Figures 5.15 and 5.16 display a good agreement between the floating particle potential
and ion flux obtained via PIC-MC simulations and the analytical model for pure argon
discharge. The nanoparticle size was 500nm, electron temperature was 3.4 eV and Ar+
ion density was 1× 1016m−3.
Figure 5.15: Comparison of particle potential obtained through PIC-MC simulations
and analytical model for 500nm particle. nAr+ = 1× 1016 m−3, Te = 3.4 eV.
It was seen that Gatti’s analytical model could be extended to accommodate multiple
types of ions. In the extended model, the ion current is given by the summation currents
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Figure 5.16: Comparison of steady state ion flux obtained through PIC-MC simulations
and analytical model for 500nm particle. nAr+ = 1× 1016 m−3, Te = 3.4 eV.
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Figures 5.17 and 5.18 show a comparison of the particle potential and fluxes of
individual ion species for the argon hydrogen discharge, obtained from PIC-MC and
from the analytical model.
Figure 5.17: Comparison of particle potential obtained through PIC-MC simulations
and analytical model for 500nm particle. nAr+ = 5 × 1015 m−3, and nH+3 = 5 ×
1015 m−3,Te = 3.4 eV.
108
Figure 5.18: Comparison of steady state ion flux obtained through PIC-MC simulations
and analytical model for 500nm particle. nAr+ = 1×1016 m−3, and nH+3 = 5×10
15 m−3,
Te = 3.4 eV.
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5.4 Conclusion and scope
In this chapter it was shown that hydrogen ions need to be considered while studying
nanoparticle plasma interaction in Ar : SiH4, and Ar : H2 : SiH4 discharges. Particle
charging and constitution of ion current to the particle surface depend on the collision-
ality of the individual ion species within the discharge. Therefore the discharge pressure
determines the fraction of each species of ions impacting the nanoparticle.
It was seen that at a given pressure, while the particle floating potential limits the
maximum energy of ion impaction ,the standard deviation of ion energy distribution is
influenced by the ion collisionality in the discharge. As a result, the IEDFs of individual
species may vary. Argon ions have a wider distribution of ion impact energy compared
to H+3 ions.
Heavy and light ions impact nanoparticles with different outcomes. A heavy ion
like Ar+ impacting the particle transfers its kinetic energy efficiently to the particle.
Whereas, when a light ion like H+3 , only a small fraction of the ion kinetic energy is
transferred, due to the difference of masses between the particle and ion. The rest of
the energy is consumed in scattering the ion, or dissociating it into atomic H radicals, or
creating dangling bonds [58]. Heavy Ar+ ion impaction can be hypothesized to disrupt
the arrangement of Si atoms in the particle, thereby promoting rearrangement into a
low energy lattice structure. Impaction of hydrogen ions, on the other hand, can be
inferred to be useful for the delivery of H radicals to the particle surface, that work in
multiple ways to promote crystallization [14, 65].
It can be said that pressure and gas composition can be used as parameters to
control the constitution and IEDF of the ions impacting the nanoparticles in Ar : H2
discharges, to enhance desirable properties of the resulting nanocrystals.
Chapter 6
Conclusion and Discussion
In summary, simulation of DBD plasma actuators showed the spatial characteristics of
force generated by anode, and cathode directed discharges on the actuator. A cathode
directed discharge produced a higher body force. This asymmetry was due the differ-
ence in charge accumulation characteristics of the dielectric when it is an anode and a
cathode. The simulations support the hypothesis that charge drainage from the surface
would enhance the thrust produced by the actuator, as was seen by experimental work.
A self consistent volume averaged simulation was developed to study discharge char-
acteristics of a CCP RF argon hydrogen plasma in the presence of nano sized particles.
This is a useful tool to estimate the plasma composition, power dissipation path ways,
and electron energy distributions by fixing the operating parameters of the discharge,
and the nanoparticle size and density. The simulation established the importance of
considering hydrogen chemistry even if it is present in trace quantities in argon dis-
charge.
An analytical model for particle charging in plasma in the presence of more than one
species of ions which have different masses, and ion-neutral interaction characteristics
was developed. Contribution of charge exchange and elastic scattering collisions to
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particle charging was studied. Particle charging in pure argon discharge was compared
to charging in a discharge containing argon and H+3 ions. It was shown that hydrogen
ions tended to reduce the floating potential of nano sized particles, and the ion current
was made up of hydrogen as well as argon ions. Via the potential, and current, hydrogen
ion presence in argon dusty plasma influenced the energy distributions ions impacting
the nanoparticle surface. It was shown via simulations that it is possible to control
the constitution and energy distribution of ion impacting a nanoparticle surface by
controlling the pressure and gas composition of the discharge. This capability would
offer an additional means to control the surface processes occurring on the nanoparticle.
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