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Processes of Class Sigma, Last Passage Times, and Drawdowns∗
Patrick Cheridito†, Ashkan Nikeghbali‡, and Eckhard Platen§
Abstract. We propose a general framework for studying last passage times, suprema, and drawdowns of a large
class of continuous-time stochastic processes. Our approach is based on processes of class Sigma and
the more general concept of two processes, one of which moves only when the other is at the origin.
After investigating certain transformations of such processes and their convergence properties, we
provide three general representation results. The first allows the recovery of a process of class Sigma
from its final value and the last time it visited the origin. In many situations this gives access to
the distribution of the last time a stochastic process attains a certain level or is equal to its running
maximum. It also leads to recently discovered formulas expressing option prices in terms of last
passage times. Our second representation result is a stochastic integral representation that will
allow us to price and hedge options on the running maximum of an underlying that are triggered
when the underlying drops to a given level or, alternatively, when the drawdown or relative drawdown
of the underlying attains a given height. The third representation gives conditional expectations of
certain functionals of processes of class Sigma. It can be used to deduce the distributions of a variety
of interesting random variables such as running maxima, drawdowns, and maximum drawdowns of
suitably stopped processes.
Key words. processes of class Sigma, last passage times, drawdowns, relative drawdowns, maximum draw-
downs, options on running maxima
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1. Introduction. The aim of this paper is to develop a framework for studying various
properties of continuous-time stochastic processes such as the behavior of last passage times,
running maxima, and drawdowns. As applications, we discuss the pricing and hedging of
options depending on running maxima and drawdowns of an underlying process as well as
distributions of running maxima, maximum drawdowns, and maximum relative drawdowns
of suitably stopped processes. Our approach is based on processes of class (Σ) and the
more general concept of two processes of which one moves only when the other is at zero.
Nonnegative local submartingales of class (Σ) were introduced by Yor [27] and further studied
by Nikeghbali [14, 15]. They are related to relative martingales (see work by Aze´ma and
colleagues [3, 1]). Here we extend the class (Σ) so that it also includes semimartingales
which are not local submartingales, and we study the more general situation of a continuous
∗Received by the editors November 30, 2009; accepted for publication (in revised form) November 29, 2011;
published electronically April 3, 2012.
http://www.siam.org/journals/sifin/3/77878.html
†ORFE, Princeton University, Princeton, NJ 08544 (dito@princeton.edu). This author’s work was supported in
part by NSF grant DMS-0642361.
‡Institute of Mathematics, University of Zurich, Winterthurerstrasse 190, 8057 Zurich, Switzerland (ashkan.
nikeghbali@math.uzh.ch).
§School of Mathematical Sciences and Finance Discipline Group, University of Technology, Sydney, PO Box 123
Broadway, NSW 2007, Australia (eckhard.platen@uts.edu.au).
280
D
ow
nl
oa
de
d 
02
/0
6/
13
 to
 1
30
.6
0.
47
.8
4.
 R
ed
ist
rib
ut
io
n 
su
bje
ct 
to 
SIA
M 
lic
en
se 
or 
co
py
rig
ht;
 se
e h
ttp
://w
ww
.si
am
.or
g/j
ou
rna
ls/
ojs
a.p
hp
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Copyright © by SIAM. Unauthorized reproduction of this article is prohibited. 
PROCESSES OF CLASS SIGMA, LAST PASSAGE TIMES, AND DRAWDOWNS 281
ﬁnite variation process that does not move unless a given semimartingale is at the origin. In
section 2 we give precise deﬁnitions and provide preliminary results on convergence, positive
parts, and products of processes of class (Σ). Then we study a family of transformations that
map a pair consisting of a semimartingale and a continuous ﬁnite variation process to a new
semimartingale and leave the class (Σ) invariant when applied to semimartingales of class (Σ)
together with their ﬁnite variation parts. In section 3 we prove three general representation
results. The ﬁrst gives conditions under which a process X of class (Σ) converges to a limit
X∞ and can be recovered from X∞ and the last time L it visited zero. In situations where
E [Xt] can be calculated, this gives access to the distribution of the random time L. It
also allows us to give simple proofs of recent results by Madan, Roynette, and Yor [10] and
Profeta, Roynette, and Yor [23] expressing option prices in terms of last passage times of
the underlying price processes. Our second representation result shows how to write certain
functionals of a semimartingale as stochastic integrals, and the third one gives a formula
for their conditional expectations. They have applications in the study of running maxima
Y t := supu≤t Yu of continuous-time stochastic processes Y as well as drawdowns DDt :=
Y t − Yt, relative drawdowns rDDt := (Y t − Yt)/Y t = 1 − Yt/Y t, maximum drawdowns
DDt, and maximum relative drawdowns rDDt. In section 4 we apply the stochastic integral
representation of section 3 to analyze options on running maxima that are triggered when
the underlying ﬁrst falls to a given level or, alternatively, when the drawdown or relative
drawdown attains a certain height. We ﬁrst discuss perpetual options and then consider
options with ﬁnite time horizons. Our options are related to lookback options, the crash
option introduced by Vecer [26], and the Russian option of Shepp and Shiryaev [25]. However,
due to their particular form, our options are always replicable by dynamic trading even if
the market is incomplete. Moreover, we will be able to derive closed form expressions for
their prices and hedging strategies. In section 5 we exploit our third representation result
to calculate distributions of running maxima, maximum drawdowns, and maximum relative
drawdowns of processes Y which admit a continuous increasing function s such that s(Y ) is a
local martingale. This includes local martingales and diﬀusion processes. Running maxima,
drawdowns, and maximum drawdowns have been studied by a number of authors and play an
important role in various applications such as ﬁnance, ﬂood control, or change point detection.
We extend a formula of Lehoczky [9] for the distribution of the running maximum of a process
that is stopped when the drawdown hits a given level. Then we deduce the distributions of
maximum drawdowns and maximum relative drawdowns of suitably stopped processes. In
contrast to most of the existing literature, our methods do not need Markov assumptions.
2. Deﬁnitions and preliminaries. Let (Ω,F , (Ft)t≥0,P) be a ﬁltered probability space
satisfying the usual assumptions. Equalities and inequalities between random variables are
understood in the P-almost sure sense. All stochastic processes will be indexed by t ∈ R+, and
all semimartingales will be assumed to be ca`dla`g. In the whole paper X is a semimartingale
with decomposition X = N +A, and L denotes the random time
L := sup {t ∈ R+ : Xt = 0} with the convention sup ∅ = 0.
Xt denotes the running supremum supu≤tXu. We recall that X is said to be of class (D) if
the family of random variables
{|XT |1{T<∞} : T a stopping time} is uniformly integrable.Dow
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Definition 2.1. By Σ(X) we denote the set of all adapted continuous finite variation pro-
cesses B starting at 0 and satisfying
∫ t
0
1{Xu =0}dBu = 0 for all t ∈ R+.
We say X is of class (Σ) if A ∈ Σ(X). If X is of class (Σ) and (D), we say it is of class
(ΣD).
Note that Σ(X) is a vector space and, in particular, contains 0. But if X is of class (Σ),
it is a special semimartingale with canonical decomposition X = N + A, and it follows that
the process A ∈ Σ(X) making X −A a local martingale is uniquely given by X. Every local
martingale is of class (Σ), and all uniformly integrable martingales are of class (ΣD). Lemma
2.2 below shows that if a process X of class (Σ) is nonnegative, then A has to be increasing
and X is a local submartingale. This case includes the absolute value |M | of continuous local
martingales M as well as drawdown processes M − M of local martingales whose running
supremaM are continuous. It will also follow from Lemma 2.2 that for every constant K ∈ R,
the process (K −M)+ is of class (Σ) if M is a local martingale with no positive jumps. Many
other processes, such as suitably transformed diﬀusions or the Aze´ma submartingale in the
ﬁltration generated by the Brownian zeros, fall into the class (Σ). In Lemma 2.3 we prove
that the product of processes of class (Σ) with vanishing quadratic covariation is again of
class (Σ), and Lemma 2.4 shows that the class (Σ) is stable under transformations of the form
X → f(A)X, where f : R→ R is a locally bounded Borel function.
We start by studying positive and negative parts of processes of class (Σ), nonnegative
processes of class (Σ), and the convergence of Xt for t → ∞.
Lemma 2.2. Assume X is of class (Σ). Then the following hold:
(1) X+ and X− are local submartingales.
(2) If X has no negative jumps, then X+ is again of class (Σ). If X has no positive jumps,
then X− is of class (Σ).
(3) If X is nonnegative, then it is a local submartingale with At = supu≤t(−Nu) ∨ 0.
(4) If X is of class (ΣD), then N is a uniformly integrable martingale and A is of integrable
total variation; in particular, there exist integrable random variables X∞, N∞, A∞ such
that Xt → X∞, Nt → N∞, At → A∞ almost surely and in L1.
Proof. (1) Since A is continuous, one has
∫ t
0 1{Xu−>0}dAu =
∫ t
0 1{Xu>0}dAu = 0. So
Tanaka’s formula yields
(2.1) X+t = X
+
0 +
∫ t
0
1{Xu−>0}dXu + Vt = X
+
0 +
∫ t
0
1{Xu−>0}dNu + Vt
for the increasing ﬁnite variation process
Vt =
∑
0<u≤t
1{Xu−≤0}X
+
u +
∑
0<u≤t
1{Xu−>0}X
−
u +
1
2
lt
and the local time l of X at 0 (see, for instance, Protter [24]). This shows that X+ is a local
submartingale. The same is true for X− because −X is also of class (Σ).Do
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(2) If X has no negative jumps, (2.1) reduces to
(2.2) X+t = X
+
0 +
∫ t
0
1{Xu−>0}dNu +
∑
0<u≤t
1{Xu−≤0}X
+
u +
1
2
lt.
∫ t
0 1{Xu−>0}dNu is a local martingale, and the local time l is continuous and has the property∫ t
0 1{Xu =0}dlu = 0, t ∈ R+. It remains to show that the process Yt =
∑
0<u≤t 1{Xu−≤0}X
+
u
can be decomposed into the sum of a local martingale and an adapted continuous increasing
process C satisfying C0 = 0 and
(2.3)
∫ t
0
1{X+u =0}dCu = 0 for all t ≥ 0.
SinceN and
∫ t
0 1{Xu−>0}dNu are local martingales and A is continuous, there exists a sequence
of stopping times Tn, n ∈ N, increasing to ∞ such that
E
[
(XTn)
+
]
= E
[
(NTn +ATn)
+
]
< ∞ and E
[∫ Tn
0
1{Xu−>0}dNu
]
= 0, n ∈ N.
So it follows from (2.2) that E [YTn ] ≤ E [(XTn)+] < ∞ for all n ∈ N. Hence, by Theorem VI.80
of Dellacherie and Meyer [5], there exists a right-continuous increasing predictable process C
starting at 0 such that Y − C is a local martingale. Since A is continuous, the jumps of X
coincide with those of N . Due to the local martingale property of N and the fact that the
jumps are positive, they have to occur at totally inaccessible stopping times. From Theorem
VI.76 of Dellacherie and Meyer [5], one obtains E [ΔCT ] = E [ΔYT ] = 0 for every predictable
stopping time T < ∞, which shows that C must be continuous. Moreover, there exists a
sequence of stopping times Rn, n ∈ N, increasing to ∞ such that
E
[∫ t∧Rn
0
1{X+u− =0}dCu
]
= E
[∫ t∧Rn
0
1{X+u− =0}dYu
]
= E
⎡
⎣ ∑
0<u≤t∧Rn
1{X+u− =0}1{Xu−≤0}X
+
u
⎤
⎦ = 0
for all n ∈ N. By monotone convergence one obtains
E
[∫ t
0
1{X+u− =0}dCu
]
= E
[∫ t
0
1{X+u− =0}dYu
]
= E
⎡
⎣ ∑
0<u≤t
1{X+u− =0}1{Xu−≤0}X
+
u
⎤
⎦ = 0.
This shows (2.3) and proves that X+ is of class (Σ). That X− is of class (Σ) if X has no
positive jumps follows from the same arguments applied to −X.
(3) If X is nonnegative, it follows from (1) that it is a local submartingale. Hence,
At ≥ Au ≥ −Nu ∨ 0 for all t ≥ u, and therefore, At ≥ supu≤t(−Nu) ∨ 0. Now assume
(2.4) P
[
At > sup
u≤t
(−Nu) ∨ 0
]
> 0
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and introduce the random time T = sup
{
s ≤ t : As = supu≤s(−Nu) ∨ 0
}
. Since A is con-
tinuous and supu≤s(−Nu) ∨ 0 increasing, one has AT = supu≤T (−Nu) ∨ 0. Moreover, since
Xu > 0 on the stochastic interval {(u, ω) : T (ω) < u ≤ t}, it follows from
∫ t
0 1{Xu =0}dAu = 0
that At = AT , a contradiction to (2.4). Hence, At = supu≤t(−Nu) ∨ 0.
(4) If X is of class (D), then X+ and X− are submartingales of class (D). Therefore, both
have a Doob–Meyer decomposition into the sum of a uniformly integrable martingale and a
predictable increasing process of integrable total variation:
X+t = N
1
t + V
1
t , X
−
t = N
2
t + V
2
t .
Since the predictable ﬁnite variation part of a special semimartingale is unique, one must have
Nt = N
1
t − N2t and At = V 1t − V 2t . So N is a uniformly integrable martingale, and A is of
integrable total variation. It follows that there exist integrable random variables X∞, N∞, A∞
such that Xt → X∞, Nt → N∞, At → A∞ almost surely and in L1.
The next lemma shows that the product of processes of class (Σ) with vanishing quadratic
covariations is again of class (Σ).
Lemma 2.3. Let X1, . . . ,Xn be processes of class (Σ) such that
[
Xi,Xj
] ≡ 0 for i = j.
Then
∏n
i=1X
i is again of class (Σ).
Proof. Since [X1,X2]t = 0, integration by parts yields
X1t X
2
t = X
1
0X
2
0 +
∫ t
0
X1u−dN
2
u +
∫ t
0
X2u−dN
1
u +
∫ t
0
X1udA
2
u +
∫ t
0
X2udA
1
u.
∫ t
0 X
1
u−dN2u +
∫ t
0 X
2
u−dN1u is a local martingale, and
∫ t
0 X
1
udA
2
u+
∫ t
0 X
2
udA
1
u a continuous ﬁnite
variation process starting at 0 which moves only when X1t = 0 or X
2
t = 0. Hence, X
1X2 is of
class (Σ). If n ≥ 3, then [X1X2,X3]
t
= 0, and the lemma follows by induction.
In the following lemma and the subsequent corollary we extend results of Nikeghbali [15]
to our framework that will be needed later in the paper.
Lemma 2.4. Let B ∈ Σ(X) and let f : R→ R be a locally bounded Borel function. Denote
F (x) =
∫ x
0 f(y)dy. Then
(2.5) f(Bt)Xt = f(0)X0 +
∫ t
0
f(Bu)d(Xu −Bu) + F (Bt) and F (B) ∈ Σ(f(B)X).
In particular, if X is of class (Σ), f(A)X is again of class (Σ) with decomposition
(2.6) f(At)Xt = f(0)X0 +
∫ t
0
f(Au)dNu + F (At),
and if X is of class (Σ) such that f(A)X is of class (D), then Mt = f(At)Xt − F (At) is a
uniformly integrable martingale and therefore,
(2.7) f(AT )XT − F (AT ) = E [M∞ | FT ] for every stopping time T.
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Proof. It can easily be checked that for B ∈ Σ(X), f(Bt)Xt is ca`dla`g. To show (2.5), we
ﬁrst assume that f is C1. Then
f(Bt)Xt = f(0)X0 +
∫ t
0
f(Bu)dXu +
∫ t
0
Xuf
′(Bu)dBu.
But since B ∈ Σ(X), the last integral vanishes. So
(2.8) f(Bt)Xt = f(0)X0 +
∫ t
0
f(Bu)d(Xu −Bu) + F (Bt).
It follows from the functional monotone class theorem that this equation extends to all
bounded Borel functions f since the set of bounded C1 functions is stable under multipli-
cation and
∫ t
0 fn(Bu)d(Xu − Bu) converges to
∫ t
0 f(Bu)d(Xu − Bu) in probability if fn is a
sequence of bounded Borel functions increasing pointwise to a bounded Borel function f .
From there, one obtains (2.8) for locally bounded Borel functions f by localization with a
sequence of stopping times. Clearly, one also has
∫ t
0
1{f(Bu)Xu =0}dF (Bu) =
∫ t
0
1{f(Bu)Xu =0}f(Bu)dBu = 0, t ∈ R+,
for all locally bounded Borel functions f . So we have proved (2.5).
If X is of class (Σ), (2.5) becomes
f(At)Xt = f(0)X0 +
∫ t
0
f(Au)dNu + F (At) and A ∈ Σ(f(A)X).
So it follows that f(A)X is again of class (Σ).
Finally, ifX is of class (Σ) and f(A)X of class (D), one obtains from Lemma 2.2 thatMt =
f(At)Xt − F (At) is a uniformly integrable martingale. Formula (2.7) is then a consequence
of Doob’s optional stopping theorem.
Remark 2.5. If M is a local martingale starting at m ∈ R with continuous running supre-
mum M , then X = M −M is of class (Σ) with decomposition Xt = (m−Mt) + (M t −m).
So one obtains from Lemma 2.4 that for every locally bounded Borel function f : R→ R and
F (x) =
∫ x
0 f(y)dy, the process
(2.9) F (At)− f(At)Xt = F (M t −m)− f(M t −m)(M t −Mt)
is again a local martingale. This transformation was used by Aze´ma and Yor [2] in their
solution of the Skorokhod embedding problem. Oblo´j [18] showed that if M is a continuous
local martingale, then every local martingale starting at 0 which can be written as H(Mt,M t)
for a deterministic function H is of the form (2.9).
One can use Lemma 2.4 to calculate the probability that processes of the form f(At)Xt
stay below a given constant, which, without loss of generality, can be taken to be 1. This will
prove useful in the study of drawdowns and relative drawdowns in section 5.D
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Corollary 2.6. Let X be a nonnegative process of class (Σ) with no positive jumps such that
A∞ = ∞, f : R+ → R+ a Borel function, and T < ∞ a stopping time. Then
P[f(At)Xt < 1 for all t ≥ T | FT ] = P[f(At)Xt ≤ 1 for all t ≥ T | FT ]
= (1− f(AT )XT )+ exp
(
−
∫ ∞
AT
f(x)dx
)
.
(2.10)
Moreover, in both cases
(1) K is an FT -measurable random variable such that K > AT and TK = inf {t : At ≥ K},
(2) K is an FT -measurable random variable such that K ≥ AT and TK = inf {t : At > K},
one has
P[f(At)Xt < 1 for all t ∈ [T, TK ] | FT ] = P[f(At)Xt ≤ 1 for all t ∈ [T, TK ] | FT ]
= (1− f(AT )XT )+ exp
(
−
∫ K
AT
f(x)dx
)
.
(2.11)
Proof. Let us ﬁrst assume that f is bounded and F (∞) = ∫∞0 f(y)dy < ∞. Then one
obtains from Lemma 2.4 that Yt = f(At)Xt is a nonnegative process of class (Σ) with no
positive jumps. For a given stopping time T < ∞, denote R = inf {t ≥ T : Yt ≥ 1}. By (2.6),
Yt decomposes as
Yt = f(0)X0 +
∫ t
0
f(Au)dNu + F (At),
and
eF (At)Yt = f(0)X0 +
∫ t
0
eF (Au)f(Au)dNu + e
F (At)
is again of class (Σ). In particular, eF (At)(1− Yt) is a local martingale, and
Mt = 1{t≥T}
(
eF (AR∧t)(1− Yt∧R)− eF (AT )(1− YT )
)
is a bounded martingale such that M0 = 0 and Mt → M∞ almost surely and in L1 for an
integrable random variable M∞. Note that M∞ = 0 on {T = R} and M∞ = −eF (AT )(1−YT )
on {T < R < ∞}. Moreover, since A∞1{L<∞} = AL1{L<∞} is real-valued, it follows from
A∞ = ∞ that L = ∞. Hence, there exists a sequence Tn, n ∈ N, of stopping times increasing
to ∞ almost surely such that YTn = 0 for all n ∈ N, and one obtains
M∞ = lim
n→∞ e
F (ATn )(1− YTn)− eF (AT )(1− YT ) = eF (∞) − eF (AT )(1− YT )
almost everywhere on {R = ∞}. So E [M∞ | FT ] = 0 yields
eF (AT )(1− YT )+ = P[R = ∞ | FT ]eF (∞),
which is equivalent to
(2.12) P[f(At)Xt < 1 for all t ≥ T | FT ] = (1− f(AT )XT )+ exp
(
−
∫ ∞
AT
f(x)dx
)
.
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The equality
(2.13) P[f(At)Xt ≤ 1 for all t ≥ T | FT ] = (1− f(AT )XT )+ exp
(
−
∫ ∞
AT
f(x)dx
)
follows from the same argument applied to the stopping time R˜ = inf {t ≥ T : Yt > 1}. That
(2.12) and (2.13) still hold for general Borel functions f : R+ → R+ can be seen by approxi-
mating f with fn = f ∧n1[0,n], n ∈ N. Note that the functions fn increase to f , and for every
x ≥ 0 there exists an n0 ∈ N such that fn(x) = f(x) for all n ≥ n0. Therefore, one has⋂
n∈N
{fn(At)Xt < 1 for all t ≥ T} = {f(At)Xt < 1 for all t ≥ T}
as well as ⋂
n∈N
{fn(At)Xt ≤ 1 for all t ≥ T} = {f(At)Xt ≤ 1 for all t ≥ T} .
In case (2) one obtains (2.11) from (2.10) simply by setting f equal to 0 on (K,∞). In case
(1), setting f equal to 0 on [K,∞) gives
P[f(At)Xt < 1 for all t ∈ [T, TK) | FT ] = P[f(At)Xt ≤ 1 for all t ∈ [T, TK) | FT ]
= (1− f(AT )XT )+ exp
(
−
∫ K
AT
f(x)dx
)
.
But this is equivalent to (2.11) since XTK = 0.
3. Representation results.
3.1. Representations in terms of last passage times. The results in this subsection are
inspired by a representation formula for relative martingales by Aze´ma and Yor [3] and recent
formulas by Madan, Roynette, and Yor [10] and Profeta, Roynette, and Yor [23] relating prices
of put options to last passage times. Some of our formulas involve conditional expectations of
random variables which are conditionally integrable but not necessarily integrable. To cover
this case, we deﬁne the conditional expectation of any random variable Y with respect to a
sub-σ-algebra G of F as
(3.1) E [Y | G] = sup
m∈Z
inf
n∈Z
E [m ∧ (n ∨ Y ) | G] .
Then
E [Y Z | G] = Y E [Z | G]
for all G-measurable random variables Y and integrable random variables Z.
Theorem 3.1. Let X be a process of class (Σ) and let f : R→ R be a Borel function. Then
the following hold:
(1) If X is of class (D), then there exist integrable random variables X∞, N∞, A∞ such
that Xt → X∞, Nt → N∞, At → A∞ almost surely as well as in L1 and
(3.2) f(AT )XT = E
[
f(A∞)X∞1{L≤T} | FT
]
for every stopping time T.D
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(2) If q : R→ R \{0} is a Borel function such that q(A)X is of class (D), then there exist
random variables X∞, N∞, A∞ such that Xt → X∞, Nt → N∞, At → A∞ almost
everywhere on {L < ∞}, and
(3.3) f(AT )XT = E
[
f(A∞)X∞1{L≤T} | FT
]
for all stopping times T < ∞.
In particular, in both cases one has
(3.4) XT = E
[
X∞1{L≤T} | FT
]
for all stopping times T < ∞.
Proof. (1) If X is of class (ΣD), it follows from Lemma 2.2 that N is a uniformly integrable
martingale and A is of integrable total variation. So there exist integrable random variables
X∞, N∞, A∞ such that Xt → X∞, Nt → N∞, At → A∞ almost surely as well as in L1. For
a given stopping time T , denote
dT = inf {t > T : Xt = 0} with the convention inf ∅ = ∞.
Since X∞1{L≤T} = XdT and AT = AdT , it follows from Doob’s optional stopping theorem
that
E
[
X∞1{L≤T} | FT
]
= E [NdT +AdT | FT ] = NT +AT = XT .
Moreover, one has A∞ = AT almost everywhere on {L ≤ T}, and therefore,
E
[
f(A∞)X∞1{L≤T} | FT
]
= E
[
f(AT )X∞1{L≤T} | FT
]
= f(AT )XT .
(2) If there exists a Borel function q : R→ R \ {0} such that q(A)X is of class (D), then
h(x) = |q(x)| ∧ 1 is a bounded Borel function and Y = h(A)X is still of class (D). By Lemma
2.4, it is also of class (Σ). So one obtains from (1) that Yt → Y∞ almost surely as well as in
L1 and
YT = E
[
Y∞1{L≤T} | FT
]
for every stopping time T.
Since
∫ t
0 1{Xu =0}dAu = 0 for all t ∈ R+, At converges to AL almost everywhere on {L < ∞}.
Hence, it follows from h = 0 that Xt → X∞ = Y∞/h(AL) and Nt → N∞ = X∞ −AL almost
everywhere on {L < ∞}. On {L = ∞}, set X∞ = N∞ = A∞ = 0. If T is a stopping time
satisfying T < ∞, then
f(AT )XT =
f(AT )
h(AT )
YT = E
[
f(AT )
h(AT )
Y∞1{L≤T} | FT
]
= E
[
f(A∞)X∞1{L≤T} | FT
]
.
Corollary 3.2. Let X be a process of class (Σ) and let f : R → R be a Borel function.
Assume that at least one of the following two conditions holds:
(1) N is a uniformly integrable martingale.
(2) X− and N+ are of class (D).
Then there exist random variables X∞, N∞, A∞ such that Xt → X∞, Nt → N∞, At → A∞
almost everywhere on {L < ∞} and
f(AT )XT = E
[
f(A∞)X∞1{L≤T} | FT
]
for all stopping times T < ∞.Do
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In particular,
XT = E
[
X∞1{L≤T} | FT
]
for all stopping times T < ∞.
Proof. In both cases e−|At|Xt is of class (D). So the corollary follows from part (2) of
Theorem 3.1.
Remark 3.3. If X satisﬁes the assumptions of part (2) of Theorem 3.1 or Corollary 3.2,
then there exists a random variable X∞ such that Xt → X∞ almost everywhere on the set
{L < ∞}, and one has
(3.5) Xt = E
[
X∞1{L≤t} | Ft
]
, t ∈ R+.
In particular, the whole process Xt, t ∈ R+, can be recovered from X∞ and L. This extends
the representation of a uniformly integrable martingale as
Mt = E [M∞ | Ft] , t ∈ R+;
see Najnudel and Nikeghbali [13] for related results. In the special case where X∞ = 1 and
the expectations E [Xt], t ∈ R+, can be calculated, one obtains from (3.5) all the probabilities
P[L ≤ t], t ∈ R+, and hence, the distribution of L. We refer to Nikeghbali and Platen [16] for
examples.
Remark 3.4. For representations of the form (3.2), (3.3), or (3.4) to hold, it is not suﬃcient
that a process X of class (Σ) has an almost sure ﬁnite limit limt→∞Xt. For example, Xt =
1 − exp(Bt − t/2) is of class (Σ) with X0 = 0 and limt→∞Xt = 1 almost surely. But
Xt = P[L ≤ t | Ft] cannot hold since there is a positive probability that Xt is negative
and P[L ≤ t | Ft] is always between 0 and 1.
Processes of class (Σ) that are not of class (D) but satisfy (3.3) and (3.4) can be constructed
from strict local martingales as follows: Take a nonnegative continuous strict local martingale
M starting atm ∈ R+\{0} such that limt→∞Mt = 0 almost surely (for instance,Mt = ‖Wt‖−12
for a three-dimensional Brownian motion W starting from a point x ∈ R3 \ {0} and ‖.‖2 the
Euclidean norm on R3). M is a supermartingale but not a martingale. So there exists u ∈ R+
such that E [Mu] < m, and it follows from Lemma 2.1 and Proposition 2.3 of Elworthy, Li,
and Yor [7] that E
[
M t
]
= ∞ for all t ≥ u. Hence, X = M − M is a nonnegative process
of class (Σ) with limt→∞Xt = M∞ almost surely and E [Xt] = ∞ for all t ≥ u. Clearly, X
satisﬁes condition (2) of Corollary 3.2. So
f(AT )XT = E
[
f(A∞)X∞1{L≤T} | FT
]
for every Borel function f : R → R and stopping time T < ∞, even though X∞ is not
integrable and the conditional expectation has to be understood in the sense of (3.1).
As a consequence of Lemma 2.2 and Theorem 3.1 one obtains the following formulas
relating put option prices to last passage times.
Corollary 3.5 (Madan, Roynette, and Yor [10]). Let K be a constant andMa local martingale
with no positive jumps such that M− is of class (D). Denote gK = sup {t ∈ R+ : Mt ≥ K}.
Then
(3.6) (K −MT )+ = E
[
(K −M∞)+1{gK≤T} | FT
]
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for every stopping time T . In particular, if M∞ = m ∈ R, then
(3.7) E
[
(K −MT )+ | Ft
]
= (K −m)+P[gK ≤ T | FT∧t], t ∈ R+.
Proof. K −M is a local martingale with no negative jumps. So it follows from Lemma
2.2 that (K −M)+ is a local submartingale of class (Σ). Since M− is of class (D), (K −M)+
is of class (D) too, and (3.6) follows from Theorem 3.1 by noting that
gK = sup
{
t ∈ R+ : (K −Mt)+ = 0
}
.
Formula (3.7) then follows from (3.6) by taking the conditional expectation with respect to
Ft.
Remark 3.6. If K is a constant and M is a local martingale with no negative jumps such
thatM+ is of class (D), one can apply Corollary 3.5 to −K, −M , and gK = sup {t : Mt ≤ K}.
This gives
(3.8) (MT −K)+ = E
[
(M∞ −K)+1{gK≤T} | FT
]
for all stopping times T . In particular, if M∞ = m ∈ R, one obtains
(3.9) E
[
(MT −K)+ | Ft
]
= (m−K)+P[gK ≤ T | FT∧t], t ∈ R+.
However, if, for instance, Mt = exp(Wt − t/2) for a Brownian motion W , the assumptions
of Corollary 3.5 are satisﬁed, but M+ is not of class (D). So even though M∞ = 0, formula
(3.9) does not hold. Indeed, for K ≥ 0 and 0 = t < T ∈ R+, the right-hand side is zero, but
E [(Mt −K)+] > 0. For a more detailed discussion of this case, we refer the reader to section
6 in Madan, Roynette, and Yor [10].
The following extension of Corollary 3.5 has been proved by Profeta, Roynette, and Yor
[23] with methods from the theory of enlargement of ﬁltrations. We can deduce it under
slightly weaker assumptions from Lemma 2.3 and Theorem 3.1.
Corollary 3.7 (Profeta, Roynette, and Yor [23]). LetK1, . . . ,Kn be constants andM1, . . . ,Mn
local martingales that are bounded from below and have no positive jumps. Assume [M i,M j ] ≡
0 for i = j and denote gi = sup{t ∈ R+ : M it ≥ Ki}. Then
(3.10)
n∏
i=1
(Ki −M iT )+ = E
[
n∏
i=1
(Ki −M i∞)+1{gi≤T} | FT
]
for every stopping time T . In particular, if M i∞ = mi ∈ R for all i = 1, . . . , n, then
(3.11) E
[
n∏
i=1
(Ki −M iT )+ | Ft
]
=
n∏
i=1
(Ki −mi)+P
[
n∨
i=1
gi ≤ T | FT∧t
]
, t ∈ R+.
Proof. By Lemma 2.2, Xi = (Ki −M i)+ are local submartingales of class (Σ) such that[
Xi,Xj
] ≡ 0 for i = j. So we obtain from Lemma 2.3 that ∏ni=1Xi is again of class (Σ),
which, since all M i are bounded from below, is bounded. Now (3.10) follows from Theorem
3.1, and (3.11) is a direct consequence of (3.10).D
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3.2. Stochastic integral representations and conditional distributions. We now use
Lemma 2.4 to derive stochastic integral representations for functionals of processes B in
Σ(X). In section 4 they will be applied in situations where f(Bt)Xt can be stopped with a
stopping time R such that f(BR)XR = 1.
Proposition 3.8. Assume X is a nonnegative semimartingale and B is an increasing process
in Σ(X). Let f : R+ → R+ be a Borel function for which there exists a sequence of numbers
an ∈ R+, n ∈ N, increasing to a ∈ (0,∞] such that f1[0,an] is bounded for all n, and f(x) = 0
for x ≥ a. Denote F (x) = ∫ x0 f(y)dy and suppose that Bt < a for all t ∈ R+. Then for every
Borel function h : [0, a) → R satisfying
(3.12)
∫ a
0
|h(y)|e−F (y)dF (y) < ∞,
one has
h(Bt)f(Bt)Xt + h
F (Bt)(1− f(Bt)Xt)
= h(0)f(0)X0 + h
F (0)(1 − f(0)X0) +
∫ t
0
(h− hF )(Bu)f(Bu)d(Xu −Bu)(3.13)
for all t ∈ R+, where
hF (x) := eF (x)
∫ a
x
h(y)e−F (y)dF (y), 0 ≤ x < a.
Proof. Set fn := f1[0,an] and F
n(x) :=
∫ x
0 f
n(y)dy, n ∈ N. If h is bounded, the functions
hn(x) := eF
n(x)
∫ a
x
h(y)e−F
n(y)dFn(y), 0 ≤ x < a,
are bounded too, and Φn(x) := hn(0) − hn(x) can be written as Φn(x) = ∫ t0 ϕn(y)dy for
ϕn := (h− hn)fn. It follows from Lemma 2.4 that
ϕn(Bt)Xt − Φn(Bt) = ϕn(0)X0 +
∫ t
0
ϕn(Bu)d(Xu −Bu), t ∈ R+,
which for n → ∞ becomes
ϕ(Bt)Xt − Φ(Bt) = ϕ(0)X0 +
∫ t
0
ϕ(Bu)d(Xu −Bu), t ∈ R+,
for
Φ(x) := hF (0)− hF (x) and ϕ(x) := (h− hF )f.
This shows (3.13) in the case where h is bounded. For Borel functions h satisfying the
integrability condition (3.14) the formula follows by approximation.
Corollary 3.9. Assume that X is a nonnegative semimartingale and B is an increasing
process in Σ(X). Let f : R+ → R+ be a Borel function for which there exists a sequence
an ∈ R+, n ∈ N, increasing to a ∈ (0,∞] such that f1[0,an] is bounded for all n ∈ N, andDo
w
nl
oa
de
d 
02
/0
6/
13
 to
 1
30
.6
0.
47
.8
4.
 R
ed
ist
rib
ut
io
n 
su
bje
ct 
to 
SIA
M 
lic
en
se 
or 
co
py
rig
ht;
 se
e h
ttp
://w
ww
.si
am
.or
g/j
ou
rna
ls/
ojs
a.p
hp
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Copyright © by SIAM. Unauthorized reproduction of this article is prohibited. 
292 PATRICK CHERIDITO, ASHKAN NIKEGHBALI, AND ECKHARD PLATEN
f(x) = 0 for x ≥ a. Denote F (x) = ∫ x0 f(y)dy and suppose that f(Bt)Xt → 1 almost surely.
Then L < ∞, BL = B∞ < a, and Xt → 1/f(B∞) > 0 almost surely. Moreover, for every
Borel function h : [0, a) → R satisfying
(3.14)
∫ a
0
|h(y)|e−F (y)dF (y) < ∞,
one has
(3.15)
h(B∞) = h(Bt)f(Bt)Xt+hF (Bt)(1−f(Bt)Xt)+
∫ ∞
t
(h−hF )(Bu)f(Bu)d(Xu−Bu), t ∈ R+,
where
hF (x) := eF (x)
∫ a
x
h(y)e−F (y)dF (y), 0 ≤ x < a.
Proof. Since f(Bt)Xt → 1 almost surely, one has L < ∞, BL = B∞ < a, and Xt →
1/f(B∞) almost surely. Proposition 3.8 gives
h(Bt)f(Bt)Xt + h
F (Bt)(1 − f(Bt)Xt)
= h(0)f(0)X0 + h
F (0)(1 − f(0)X0) +
∫ t
0
(h− hF )(Bu)f(Bu)d(Xu −Bu), t ∈ R+,
which, together with
h(Bt)f(Bt)Xt + h
F (Bt)(1− f(Bt)Xt) → h(B∞) almost surely,
implies (3.15).
Theorem 3.10. Let X be a nonnegative process of class (Σ) and let f : R+ → R+ be a
Borel function for which there exists a sequence an, n ∈ N, increasing to a ∈ (0,∞] such that
f1[0,an] is bounded for all n ∈ N, and f(x) = 0 for x ≥ a. Denote F (x) =
∫ x
0 f(y)dy and
assume that the process f(A)X is of class (D) and f(At)Xt → 1 almost surely.
(1) If F (a) < ∞, then A ≡ 0 and X ≡ 1/f(0) > 0.
(2) If F (a) = ∞, then L < ∞, AL = A∞ < a, and Xt → 1/f(A∞) > 0 almost surely.
Moreover, for every stopping time T one has
(3.16) f(AT )XT = P[L ≤ T | FT ],
and for all Borel functions h : [0, a) → R satisfying
(3.17)
∫ a
0
|h(y)|e−F (y)dF (y) < ∞,
(3.18) E [h(A∞) | FT ] = h(AT )f(AT )XT + hF (AT )(1 − f(AT )XT ),
where
hF (x) := eF (x)
∫ a
x
h(y)e−F (y)dF (y), 0 ≤ x < a.
In particular, conditioned on FT , the distribution of A∞ is given by
(3.19) P[A∞ > x | FT ] = 1{AT>x} + 1{AT≤x}(1− f(AT )XT )eF (AT )−F (x), x ≥ 0.Do
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Proof. It follows from Corollary 3.9 that L < ∞, AL = A∞ < a, and Xt → 1/f(A∞) > 0
almost surely. Now set fn := f ∧ n and Fn(x) := ∫ x0 fn(y)dy. By Lemma 2.4, the processes
fn(A)X are of class (ΣD). So one obtains from Theorem 3.1 that
(3.20) fn(AT )XT = E
[
fn(A∞)X∞1{Ln≤T} | FT
]
for every stopping time T,
where Ln := sup {t ∈ R+ : fn(At)Xt = 0}. But since fn(At)Xt → fn(AL)/f(AL) > 0 almost
surely, one has Ln = L, and (3.16) follows from (3.20) by letting n tend to ∞. It follows from
Proposition 3.8 that
h(At)f(At)Xt + h
F (At)(1 − f(At)Xt)
= h(0)f(0)X0 + h
F (0)(1 − f(0)X0) +
∫ t
0
(h− hF )(Au)f(Au)dNu.
If h is bounded, hF is bounded too, and it follows from (3.16) that
h(At)f(At)Xt + h
F (At)(1− f(At)Xt)
is a bounded martingale with limit h(A∞). So (3.18) follows by optional stopping. If h is
unbounded but satisﬁes the integrability condition (3.17), equation (3.18) follows by decom-
posing h into h = h+ − h− and monotone approximation.
Formula (3.18) applied to h ≡ 1 gives eF (At)−F (a)(1− f(At)Xt) = 0 for all t ∈ R+. Hence,
for F (a) < ∞, one must have f(At)Xt = 1 for all t, which shows (1). If F (a) = ∞, (3.18) is
equivalent to (3.19). This completes the proof of (2).
4. Options depending on running maxima, drawdowns, and relative drawdowns. Let
S and S0 be semimartingales. S models the value of a ﬁnancial asset such as a stock, stock
index, interest rate contract, or foreign currency cash investment. S0 describes a second asset
that we assume to be strictly positive and use as a reference unit. Often S0 is chosen to be
a money market account evolving like exp(
∫ t
0 rudu), where rt is the instantaneous risk-free
interest rate. But it can be any self-ﬁnancing portfolio of liquid assets as long as its value
is strictly positive. For instance, in the benchmark approach of Platen [19] or Platen and
Heath [20], S0 is the growth optimal portfolio. The price of S expressed in reference units is
Yt = St/S
0
t . In the whole section we assume Y to be continuous and to start from a constant
y ∈ R.
4.1. Drawdown and relative drawdown. The drawdown process DDt := Y t − Yt is a
nonnegative semimartingale, and Y − y is an increasing process in Σ(DD). If y > 0, the
relative drawdown process rDDt := DDt/Y t = 1 − Yt/Y t is well deﬁned and again is a
nonnegative semimartingale. By Lemma 2.4, it can be written as
(4.1) rDDt = −
∫ T
0
dYu
Y u
+ log(Y t)− log(y).
In the special case where Y is a local martingale, DD and rDD are both nonnegative local
submartingales of class (Σ) with semimartingale decompositions DDt = (y − Yt) + (Y t − y)
and (4.1), respectively. The following result is a consequence of Proposition 3.8 and will beD
ow
nl
oa
de
d 
02
/0
6/
13
 to
 1
30
.6
0.
47
.8
4.
 R
ed
ist
rib
ut
io
n 
su
bje
ct 
to 
SIA
M 
lic
en
se 
or 
co
py
rig
ht;
 se
e h
ttp
://w
ww
.si
am
.or
g/j
ou
rna
ls/
ojs
a.p
hp
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Copyright © by SIAM. Unauthorized reproduction of this article is prohibited. 
294 PATRICK CHERIDITO, ASHKAN NIKEGHBALI, AND ECKHARD PLATEN
crucial for the derivation of prices and hedging strategies for the options discussed in the next
two subsections.
Proposition 4.1. Let λ : [y,∞) → R be a Borel function such that 1/(x − λ(x)) is positive
and locally bounded on [y,∞). Denote
(4.2) Tλ := inf
{
t ∈ R+ : Yt = λ(Y t)
}
and Λ(x) :=
∫ x
y
dz
z − λ(z) , x ≥ y.
Then for all Borel functions h : [y,∞) → R satisfying
(4.3)
∫ ∞
y
|h(z)|e−Λ(z)dΛ(z) < ∞,
one has
(4.4) h(Y t)
Y t − Yt
Y t − λ(Y t)
+ hΛ(Y t)
Yt − λ(Y t)
Y t − λ(Y t)
= hΛ(y) +
∫ t
0
(hΛ − h)(Y u)
Y u − λ(Y u)
dYu, t ∈ R+,
where
hΛ(x) := eΛ(x)
∫ ∞
x
h(z)e−Λ(z)dΛ(z), x ≥ y.
In particular, if Tλ < ∞, then
(4.5) h(Y Tλ) = h(Y T )
Y T − YT
Y T − λ(Y T )
+ hΛ(Y T )
YT − λ(Y T )
Y T − λ(Y T )
+
∫ Tλ
T
(hΛ − h)(Y u)
Y u − λ(Y u)
dYu
for every stopping time T ≤ Tλ.
Proof. Formula (4.4) follows from Proposition 3.8 applied to X = DD, B = Y −y, a = ∞,
f(x) =
1
x+ y − λ(x+ y) ,
and h˜(x) = h(x + y) instead of h. Equation (4.5) is a consequence of (4.4) since for t = Tλ,
the left side of (4.4) becomes h(Y Tλ).
4.2. Perpetual options. Let us ﬁrst consider an option paying h(Y Tc) units of the bench-
mark portfolio at time Tc, where h : [y,∞) → R is a Borel function and Tc equals one of the
following stopping times:
1. Stop-loss trigger. Tc = inf {t ∈ R+ : Yt = c} for a constant c ∈ (0, y).
2. Drawdown trigger. Tc = inf {t ∈ R+ : DDt = c} for a constant c ∈ (0, y).
3. Relative drawdown trigger. Tc = inf {t ∈ R+ : rDDt = c} for a constant c ∈ (0, 1).
(In the third case we assume y > 0 so that the relative drawdown rDD is well deﬁned.)
The monetary payoﬀ of the option is h(Y Tc)S
0
Tc
. But in the special case where S0 ≡ 1
(e.g., a money market account with zero interest), one has Y = S, and the option just pays
h(STc) units of currency. If Tc is a stop-loss trigger, our option is similar to a lookback call
paying (ST −K)+ at some deterministic maturity T . In case Tc is a drawdown trigger, it is
related to the crash option introduced by Vecer [26], which pays c dollars the ﬁrst time whenD
ow
nl
oa
de
d 
02
/0
6/
13
 to
 1
30
.6
0.
47
.8
4.
 R
ed
ist
rib
ut
io
n 
su
bje
ct 
to 
SIA
M 
lic
en
se 
or 
co
py
rig
ht;
 se
e h
ttp
://w
ww
.si
am
.or
g/j
ou
rna
ls/
ojs
a.p
hp
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Copyright © by SIAM. Unauthorized reproduction of this article is prohibited. 
PROCESSES OF CLASS SIGMA, LAST PASSAGE TIMES, AND DRAWDOWNS 295
St − St exceeds c. In fact, in the special case where S0 ≡ 1, our option is a generalization
of the crash option. If Tc is a relative drawdown trigger, our option is related to a Russian
option, which, in the case where the underlying follows a geometric Brownian motion, was
shown to be optimally exercised at the ﬁrst time when the relative drawdown hits a certain
level c (see Shepp and Shiryaev [25]).
If one supposes lim inft→∞ Yt = 0 almost surely, then Tc < ∞ for all three speciﬁcations of
Tc above. So the option will be triggered eventually, but in general Tc is not dominated by a
constant T ∗ < ∞. Theoretically, an option like this requires counterparties with unlimited life
spans, for instance, two ﬁnancial institutions that are assumed to exist forever. Alternatively,
one can understand such options as approximations or benchmark cases for options with ﬁnite
maturity.
Note that the three stopping times above are of the form Tλ = inf
{
t ∈ R+ : Yt = λ(Y t)
}
for
1. λ ≡ c,
2. λ(x) = x− c,
3. λ(x) = x(1− c),
respectively. In all three cases, 1/(x − λ(x)) is positive and locally bounded on [y,∞). So
Proposition 4.1 applies, and formula (4.5) shows that the option can be perfectly replicated
by trading in S and S0. Its price at any stopping time T ≤ Tc is
(4.6)
(
h(Y T )
Y T − YT
Y T − λ(Y T )
+ hΛ(Y T )
YT − λ(Y T )
Y T − λ(Y T )
)
S0T
since this is the amount needed to replicate the payoﬀ with a self-ﬁnancing trading strategy.
The replicating strategy consists of holding at each time T ≤ u ≤ Tλ
(4.7)
(hΛ − h)(Y u)
Y u − λ(Y u)
units of S
and
h(Y u)
Y u − Yu
Y u − λ(Y u)
+ hΛ(Y u)
Yu − λ(Y u)
Y u − λ(Y u)
− (h
Λ − h)(Y u)
Y u − λ(Y u)
Yu
=
h(Y u)Y u − hΛ(Y u)λ(Y u)
Y u − λ(Y u)
units of S0.(4.8)
For the three speciﬁcations of Tc above, Λ and h
Λ take the following forms:
1. Λ(x) = log(x− c)− log(y − c), hΛ(x) = (x− c) ∫∞x h(z)(z−c)2 dz,
2. Λ(x) = (x− y)/c, hΛ(x) = 1cex/c
∫∞
x h(z)e
−z/cdz,
3. Λ(x) = log(x/y)/c, hΛ(x) = 1cx
1/c
∫∞
x h(z)z
−(1+c)/cdz.
So in all three cases the option is replicable, and there exist explicit expressions for the price
and hedge of the option that do not depend on the particular form of S, S0, or Y .D
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4.3. Options with ﬁnite maturity. We now consider the same options as in subsection
4.2, except that there exists a deterministic maturity T ∗ < ∞ at which the option is settled if
Tc has not occurred until then. More precisely, the option payoﬀ occurs at time Tc ∧ T ∗ and
consists of
(4.9) h(Y Tc)1{Tc≤T ∗} +H1{Tc>T ∗}
units of S0, where H is the settlement amount in the case that Tc does not happen until T
∗.
If one sets
(4.10) H = h(Y T ∗)
Y T ∗ − YT ∗
Y T ∗ − λ(Y T ∗)
+ hΛ(Y T ∗)
YT ∗ − λ(Y T ∗)
Y T ∗ − λ(Y T ∗)
,
one obtains from formula (4.4) that the option can be replicated by trading in S and S0. Now
this is true even if P[Tc = ∞] > 0. So it is not necessary to assume lim inft→∞ Yt = 0 almost
surely. It follows from the same arguments as in subsection 4.2 that the price of the option
at any stopping time T ≤ Tc ∧ T ∗ is given by (4.6) and the hedging strategy by (4.7)–(4.8).
In particular, if H is speciﬁed as in (4.10), the option is still replicable, and the price and
hedging strategy can be given in closed form. On the other hand, if H is diﬀerent from (4.10),
for instance, H = 0, it cannot be expected that the option is replicable by trading in S and
S0. This will depend on the particular form of Y . And even if it is replicable, the hedging
strategy and therefore also the price of the option will depend on the form of Y .
In the following we take a closer look at two special cases.
Nonnegative payoﬀ with zero settlement. If h is nonnegative, then so is the random
variable (4.10) on the set {Tc > T ∗}, and it follows that the option with payoﬀ function h and
settlement H = 0 is superreplicated by the hedging strategy (4.7)–(4.8).
Hedging without borrowing. If
(4.11) h(z)z ≥ hΛ(z)λ(z) for all z ≥ y,
it follows from (4.8) that the hedge of the payoﬀ (4.9) with H equal to (4.10) does not require
taking short positions in S0. So, provided that S is continuous and it is possible to lend money
at zero interest or keep it in a safe, one can assume S0 ≡ 1 and therefore Yt = St.
Alternatively, if condition (4.11) holds, S is continuous, and S0 is increasing (i.e., S0t ≥ S0u
for t ≥ u), one can use the hedging strategy corresponding to (S, 1) and an option with cash
payoﬀ
(4.12) h(STc)1{Tc≤T ∗} +H1{Tc>T ∗} at time Tc ∧ T ∗
with
H = h(ST ∗)
ST ∗ − ST ∗
ST ∗ − λ(ST ∗)
+ hΛ(ST ∗)
ST ∗ − λ(ST ∗)
ST ∗ − λ(ST ∗)
and Tc deﬁned in terms of Y = S, on the pair (S, S
0). Then it is no longer self-ﬁnancing, but
it replicates (4.12) if the returns of the investments in S0 are continuously withdrawn from
the hedging portfolio. Indeed, for
ϑt :=
(hΛ − h)(St)
St − λ(St)
and Vt := h
Λ(S0) +
∫ t
0
ϑudSuD
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one obtains from formula (4.4) that
VTc∧T ∗ = h(STc)1{Tc≤T ∗} +H1{Tc>T ∗}
and from (4.11) together with (4.8) that Vt−ϑtSt ≥ 0 . So if one starts with initial capital V0
and keeps ϑt shares of S and the cash amount Vt−ϑtSt invested in S0, one obtains a portfolio
that replicates the payoﬀ (4.12) at time Tc ∧T ∗ and, in addition, yields cumulative cash ﬂows
of
(4.13)
∫ t
0
(Vu − ϑuSu)dS
0
u
S0u
, 0 ≤ t ≤ Tc ∧ T ∗.
Equivalently, one could construct a self-ﬁnancing investment strategy in (S, S0) that super-
replicates the option by reinvesting the cash ﬂows (4.13) in S0.
5. Distributions of maxima, maximum drawdowns, and maximum relative drawdowns.
In this section we ﬁrst generalize a result of Lehoczky [9] on the distribution of the maximum
of a stopped diﬀusion process. Then we calculate distributions of maximum drawdowns and
maximum relative drawdowns of suitably stopped processes. Several authors have studied
the distribution of the maximum drawdown of a Brownian motion (with or without drift)
over a deterministic time interval [0, T ]; see, for instance, Berger and Whitt [4], Douady,
Shiryaev, and Yor [6], Graversen and Shiryaev [8], and Magdon-Ismail et al. [11]. Vecer [26]
and Pospisil and Vecer [21, 22] calculated expectations of drawdown-related random variables
with PDE and partial integro-diﬀerential equation methods. With the techniques developed
here we will be able to derive conditional distributions of maximum drawdowns of a wide class
of continuous-time stochastic processes on intervals of the form [T,R] for suitable stopping
times T and R.
In the whole section, Y is a stochastic process starting from a constant y ∈ R and taking
values in an interval I ⊂ R. We assume that there exists a strictly increasing continuous
function s : I → R such that Mt := s(Yt) is a local martingale with continuous running
maximum M . Then the drawdown M −M of M is a nonnegative process of class (Σ) with
semimartingale decomposition (m−M) + (M −m), where m := s(y). If Y already is a local
martingale with continuous running maximum Y , one can choose s(x) = x. Or if Y is a
diﬀusion of the form
(5.1) dYt = μ(Yt)dt+ σ(Yt)dWt, Y0 = y ∈ I,
where W is a Brownian motion and μ, σ : I → R are deterministic functions such that
(5.2) γ(x) = 2
∫ x
y
μ(z)
σ2(z)
dz and
∫ x
y
e−γ(z)dz are ﬁnite for all x ∈ I,
s can be chosen as s(x) = α + β
∫ x
y e
−γ(z)dz for arbitrary constants α ∈ R and β > 0. For
instance, if Yt = Wt+ μt for μ ∈ R \ {0}, then I = R and one can take s(x) = −sign(μ)e−2μx.
Or if Y is a Bessel process of dimension δ = 2(1 − ν) > 2 starting at y > 0, one can choose
I = (0,∞) and s(x) = −x2ν .Do
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Let us now consider a stopping time of the form
Tλ := inf
{
t ∈ R+ : Yt ≤ λ(Y t)
}
for a Borel function λ mapping the interval [y,∞) ∩ I to the closure I¯ of I in [−∞,∞] such
that λ(x) < x for all x ∈ [y, sup I). We extend s continuously to s : [y, sup I] → [−∞,∞] and
denote
(5.3) gλ = sup
{
t ≤ Tλ : Yt = Y t
}
and Λ(x) =
∫ x
y
ds(z)
s(z)− s ◦ λ(z) .
Then Λ is a well-deﬁned increasing function from [y, sup I] to [0,∞]. We start with a result
on the distribution of the maximum attained by Y until time Tλ.
Proposition 5.1. Let an, n ∈ N, be an increasing sequence in (y, sup I) with limit a ∈
(y, sup I] and let εn, n ∈ N, be a decreasing sequence in (0,∞) such that λ(x) ≤ x − εn for
y ≤ x ≤ an. Assume that
(5.4) Y Tλ < a and YTλ = λ(Y Tλ).
Then Λ(a) = ∞, gλ < Tλ, YTλ < Y gλ = Y Tλ , and
(5.5) P[gλ ≤ T | FT ] = s(Y T )− s(YT )
s(Y T )− s ◦ λ(Y T )
for every stopping time T ≤ Tλ. Moreover, for all Borel functions h : [y, a) → R satisfying∫ a
y
|h(z)|e−Λ(z)dΛ(z) < ∞,
one has
(5.6) E
[
h(Y Tλ) | FT
]
=
h(Y T )[s(Y T )− s(YT )] + hΛ(Y T )[s(YT )− s ◦ λ(Y T )]
s(Y T )− s ◦ λ(YT )
,
where
hΛ(x) = eΛ(x)
∫ a
x
h(z)e−Λ(z)dΛ(z), x ≥ y.
In particular,
(5.7) P[Y Tλ > x | FT ] = 1{Y T>x} + 1{Y T≤x}
s(YT )− s ◦ λ(Y T )
s(Y T )− s ◦ λ(YT )
eΛ(Y T )−Λ(x) for x ≥ y.
Proof. Xt = s(Y t∧Tλ) − s(Yt∧Tλ) is a nonnegative process of class (Σ) starting at 0 with
decomposition (s(y)− s(Yt∧Tλ)) + (s(Y t∧Tλ)− s(y)). The function f : R+ → R+ given by
f(x) := 1{x<s(a)−s(y)}
1
x+ s(y)− s ◦ λ ◦ s−1(x+ s(y))Do
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satisﬁes the assumptions of Theorem 3.10 with a˜n = s(an)− s(y) and a˜ = s(a)− s(y) instead
of an and a. Condition (5.4) guarantees that the process
f(s(Y t∧Tλ)− s(y))Xt = 1{Y t∧Tλ<a}
s(Y t∧Tλ)− s(Yt∧Tλ)
s(Y t∧Tλ)− s ◦ λ(Y t∧Tλ)
takes values in [0, 1] and converges to 1 almost surely. So it follows from Theorem 3.10 that
Λ(a) =
∫ a˜
0 f(x)dx = ∞, gλ < Tλ, YTλ < Y gλ = Y Tλ , and
P[gλ ≤ T | FT ] = s(Y T )− s(YT )
s(Y T )− s ◦ λ(Y T )
for all stopping times T ≤ Tλ. Formulas (5.6)–(5.7) follow from Theorem 3.10 applied to the
function
h˜(x) = h(s−1(x+ s(y))), 0 ≤ x < a˜.
Remark 5.2. If Y is a nonnegative local martingale starting at 1 such that Y is continuous
and Yt → 0 almost surely, then formula (5.7) with T = 0, s(x) = x, and λ ≡ 0 yields that
1/Y∞ is uniformly distributed on the interval (0, 1). This is Doob’s maximal identity, which
was studied in depth by Mansuy and Yor [12] and Nikeghbali and Yor [17].
Remark 5.3. If Y is of the form dYt = μ(Yt)dt+ σ(Yt)dWt for a Brownian motion W such
that (5.2) holds, set γ(x) = 2
∫ x
y μ(z)/σ
2(z)dz and s(x) = α + β
∫ x
y e
−γ(z)dz for constants
α ∈ R and β > 0. If λ : [y,∞) ∩ I → I¯ is a Borel function satisfying the assumptions of
Proposition 5.1 for some a ≤ ∞, the function Λ deﬁned in (5.3) becomes
Λ(x) =
∫ x
y
e−γ(z)dz∫ z
λ(z) e
−γ(u)du
,
and one obtains from Proposition 5.1 that for all stopping times T ≤ Tλ,
P[gλ ≤ T | FT ] =
∫ Y T
YT
e−γ(z)dz∫ Y T
λ(Y T )
e−γ(z)dz
and
(5.8) P[Y Tλ > x | FT ] = 1{Y T>x} + 1{Y T≤x}
∫ YT
λ(Y T )
e−γ(z)dz∫ Y T
λ(Y T )
e−γ(z)dz
exp
(
−
∫ x
Y T
e−γ(z)dz∫ z
λ(z) e
−γ(u)du
)
for x ≥ y. In the special case λ ≡ c, (5.8) reduces to
P[Y Tλ > x | FT ] = 1{Y T>x} + 1{Y T≤x}
∫ YT
c e
−γ(z)dz∫ x
c e
−γ(z)dz
for x ≥ y,
and for λ(x) = x− c it becomes
P[Y Tλ > x | FT ] = 1{Y T>x} + 1{Y T≤x}
∫ YT
Y T−c e
−γ(z)dz∫ Y T
Y T−c e
−γ(z)dz
exp
(
−
∫ x
Y T
e−γ(z)dz∫ z
z−c e
−γ(u)du
)
D
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for x ≥ y. For T = 0, this gives
P[Y Tλ > x] = exp
(
−
∫ x
y
e−γ(z)dz∫ z
z−c e
−γ(u)du
)
for x ≥ y,
which (in the case y = 0) is formula (3) of Lehoczky [9].
If y > 0 and λ(x) = x(1− c), one obtains
P[Y Tλ > x | FT ] = 1{Y T>x} + 1{Y T≤x}
∫ YT
Y T (1−c) e
−γ(z)dz∫ Y T
Y T (1−c) e
−γ(z)dz
exp
(
−
∫ x
Y T
e−γ(z)dz∫ z
z(1−c) e
−γ(u)du
)
for x ≥ y.
The following proposition gives suﬃcient conditions for assumption (5.4) to hold.
Proposition 5.4. Assume Y is continuous and let a ∈ (y, sup I]. Then both of the following
conditions imply (5.4):
(1) s(y) > 0, s(Yt) → 0 almost surely, Yt < a for all t, and s ◦ λ(x) ≥ 0 for all x ∈ [y, a).
(2) s(Y∞) = Λ(a) = ∞.
Proof. Under assumption (1) one has Y∞ < a and
s(Y t)− s(Yt)
s(Y t)− s ◦ λ(Y t)
≥ s(Y t)− s(Yt)
s(Y t)
→ 1 almost surely.
It follows that Y Tλ < a and YTλ = λ(Y Tλ).
If condition (2) holds, then
∫∞
0 f(x)dx = ∞ for the function
f(x) = 1{0≤x<s(a)−s(y)}
1
x+ s(y)− s ◦ λ ◦ s−1(x+ s(y)) .
Since Xt = s(Y t)− s(Yt) is a nonnegative continuous process of class (Σ) with decomposition
Xt = (s(y)− s(Yt)) + (s(Y t)− s(y)), it follows from Corollary 2.6 that
inf
{
t ∈ R+ : f(s(Y t)− s(y))Xt ≥ 1
}
< ∞.
This implies Tλ < ∞, and (5.4) follows.
In the following results we derive distributions of maximum drawdowns and maximum
relative drawdowns. We denote by DDt = Y t − Yt the drawdown of Y and, provided that
y > 0, by rDDt = DDt/Y t = 1− Yt/Y t the relative drawdown of Y .
Proposition 5.5. Assume Y is continuous with s(y) > 0 and s(Yt) → 0 almost surely.
Let T < ∞ be a stopping time and let K be an FT -measurable random variable such that
0 ≤ s(K) < s(YT ). Denote TK = inf {t ≥ T : Yt = K}. Then one has for all x ≥ 0
(5.9) P
[
sup
t∈[T,TK ]∩R+
DDt > x | FT
]
= 1{Y T−K>x} + 1{Y T−K≤x}
s(YT )− s(K)
s(K + x)− s(K) .Do
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If, in addition, y > 0, then
(5.10)
P
[
sup
t∈[T,TK ]∩R+
rDDt > x | FT
]
= 1{1−K/Y T>x} + 1{1−K/Y T≤x<1}
s(YT )− s(K)
s(K/(1 − x))− s(K) .
Proof. First assume that T = 0 and K is a constant. Then Y with λ ≡ K and a = sup I
fulﬁlls condition (1) of Proposition 5.4. Indeed, it is part of the assumptions that s(y) > 0,
s(Yt) → 0 almost surely, and s ◦ λ(x) = s(K) ≥ 0 for all x ∈ [y, a). To see that Yt < a for all
t, denote R = inf {t ∈ R+ : s(Yt) = 0} and notice that Mt∧R = s(Yt∧R) is a nonnegative local
martingale starting at s(y) > 0 and converging to zero almost surely. Therefore, it follows
from Doob’s maximal identity that s(y)/s(Y R) is uniformly distributed on the interval (0, 1)
(see Remark 5.2). In particular, s(a) = ∞, and hence, Yt < a for all t. It now follows from
Proposition 5.4 that the conditions of Proposition 5.1 are fulﬁlled. Moreover,
sup
t∈[T,TK ]∩R+
DDt = Y TK −K and sup
t∈[T,TK ]∩R+
rDDt = 1−K/Y TK .
So (5.9) and (5.10) can be deduced from formula (5.7). In the general case, the proposition
follows by considering the process Y˜t = YT+t in the ﬁltration F˜t = FT+t and conditioning on
FT .
Proposition 5.6. Assume Y is continuous and s(Y∞) = ∞. Let T < ∞ be a stopping
time and let K be a [0,∞]-valued FT -measurable random variable such that Y T < K ≤ Y∞.
Denote TK = inf
{
t ≥ T : Y t = K
}
. Then
(5.11) P[Yt ≥ λ(Y t) for all t ∈ [T, TK ] ∩ R+ | FT ] =
(
s(YT )− s ◦ λ(Y T )
s(Y T )− s ◦ λ(Y T )
)+
eΛ(Y T )−Λ(K).
Proof. Xt = s(Y t)−s(Yt) is a nonnegative process of class (Σ) with decomposition (s(y)−
s(Yt)) + (s(Y t)− s(y)) and
f(x) =
1
x+ s(y)− s ◦ λ ◦ s−1(x+ s(y))
is a nonnegative Borel function from [0, s(sup I)− s(y)) to R+. Since Yt ≥ λ(Y t) is equivalent
to f(s(Y t) − s(y))Xt ≤ 1 and TK = inf
{
t ≥ T : s(Y t)− s(y) = s(K)− s(y)
}
, one obtains
from Corollary 2.6 that
P[Yt ≥ λ(Y t) for all t ∈ [T, TK ] ∩R+ | FT ]
=
(
s(YT )− s ◦ λ(Y T )
s(Y T )− s ◦ λ(Y T )
)+
exp
(
−
∫ s(K)−s(y)
s(Y T )−s(y)
f(x)dx
)
=
(
s(YT )− s ◦ λ(Y T )
s(Y T )− s ◦ λ(Y T )
)+
exp
(
Λ(Y T )− Λ(K)
)
.
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Corollary 5.7. If the assumptions of Proposition 5.6 hold, then
(5.12)
P
[
sup
t∈[T,TK ]∩R+
DDt ≤ x | FT
]
=
(
s(YT )− s(Y T − x)
s(Y T )− s(Y T − x)
)+
exp
(
−
∫ K
Y T
ds(z)
s(z)− s(z − x)
)
for every constant x > 0 such that y − x ∈ I¯. If, in addition, y > 0, then
(5.13)
P
[
sup
t∈[T,TK ]∩R+
rDDt ≤ x | FT
]
=
(
s(YT )− s([1− x]Y T )
s(Y T )− s([1− x]Y T )
)+
exp
(
−
∫ K
Y T
ds(z)
s(z)− s([1− x]z)
)
for each x > 0 such that inf {(1− x)z : z ∈ [y, sup I)} ∈ I¯.
Proof. Formula (5.12) follows from Proposition 5.6 applied to the function λ(z) = z − x.
The condition y − x ∈ I¯ ensures that λ([y,∞) ∩ I) ⊂ I¯. Formula (5.13) is obtained from
Proposition 5.6 applied to the function λ(z) = (1 − x)z. inf {(1− x)z : z ∈ [y, sup I)} ∈ I¯
implies that λ([y,∞) ∩ I) ⊂ I¯.
Remark 5.8. In the case where Y is a local martingale, one can choose s(x) = x, and
formulas (5.12)–(5.13) become
P
[
sup
t∈[T,TK ]∩R+
DDt ≤ x | FT
]
= 1{x>0}
(
1− DDT
x
)+
exp
(
Y T −K
x
)
and
P
[
sup
t∈[T,TK ]∩R+
rDDt ≤ x | FT
]
= 1{x>0}
(
1− rDDT
x
)+ (Y T
K
)1/x
.
On the other hand, if Y is of the form dYt = μ(Yt)dt+ σ(Yt)dWt such that (5.2) holds and
∫ Y ∞
y
e−γ(y)dy = ∞,
then for every [0,∞]-valued FT -measurable random variable K satisfying Y T < K ≤ Y∞,
one can denote TK = inf {t ≥ T : Yt = K} and obtain from Corollary 5.7 that for all x ≥ 0,
P
[
sup
t∈[T,TK ]∩R+
DDt ≤ x | FT
]
=
⎛
⎝
∫ YT
Y T−x e
−γ(z)dz∫ Y T
Y T−x e
−γ(z)dz
⎞
⎠
+
exp
(
−
∫ K
Y T
e−γ(z)dz∫ z
z−x e
−γ(u)du
)
for every constant x > 0 such that y − x ∈ I¯. If, in addition, y > 0, then
P
[
sup
t∈[T,TK ]∩R+
rDDt ≤ x | FT
]
=
⎛
⎝
∫ YT
(1−x)Y T e
−γ(z)dz∫ Y T
(1−x)Y T e
−γ(z)dz
⎞
⎠
+
exp
(
−
∫ K
Y T
e−γ(z)dz∫ z
(1−x)z e
−γ(u)du
)
for each x > 0 such that inf {(1− x)z : z ∈ [y, sup I)} ∈ I¯.Do
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