Abstract-The paper describes software components to support the recursive parallel programming for the .NET Framework. They are dynamic link libraries providing the necessary functionality for developing and debugging applications for parallel execution on a local network. Communication module library classes provide user friendly software tools to establish "each with each" network con nection and reliable asynchronous transmission for serializable objects. Classes of the recursive paral lel programming library provide representation of parallel computation branches as migratory pro cesses, their initial distribution over the network, the transmission parameters and return results with the necessary synchronization, dynamic reallocation of work for load balancing and also sharing data processing. By this example it also describes some variants of the recursive parallel algorithm to solve the problem of finding a maximum clique in a non oriented graph and the results of testing the con sidered components.
INTRODUCTION
Basic principles of recursive parallel (RP) calculations are presented in [1] , which also describes the basic algorithms and mechanisms to support this style of programming, and the first version of the soft ware tools to support RP applications development. This version used the modified language C as the main programming language. We developed some other versions of the software tools and libraries later includ ing libraries to develop RP programs for Win32 on C++ [2, 3] . But all these libraries required to create peculiar projects and assumed compliance with some requirements which were not always obvious.
The advent of the .NET Framework gave us the opportunity to simplify the process of developing RP applications, and to use any programming language supported by this runtime environment as well as any user interface (console, WPF or Windows Forms based). We were able to reduce restrictions on the client application code, they are caused by using shared data only, but this problem is inherent to any parallel program.
Of course, programming tools flexibility for a libraries developer slightly decreased compared with Win32: manual thread control grew down, there were no fibers. However, .NET Framework classes give us more confidence in the reliability and safety of the code. It is a higher priority in the development of such complex tools and compensates for the lack of flexibility management.
The author has developed two main .NET components [4, 5] to perform recursive parallel computing on a local network: the communication module and the library to support RP programming. Each of them is a dynamic link library that can be used in programs for the .NET Framework version 4.0 with any type of interface. They are provided to the user as DLL files which should be included in the project. The developer can use Visual Studio 2010 or later to create and debug his application. Of course, he can use all the fea tures of the development environment, including IntelliSense. In addition, for each component an advanced help file in CHM format is provided.
COMMUNICATION MODULE
The module is available as a dynamic library CommModule.dll (help file CommModule.chm). The main features of this component are listed below. 1 The article is published in the original.
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When the program starts (regardless of the applied application interface), the user can see WPF dialog to connect all RP applications running on different computers in a network "each to each" using the TCP protocol.
When establishing the connection, it is not required to enter any names or IP address-the first stage of the compound uses broadcast over UDP. Since this protocol does not guarantee delivery of messages, the library provides the ability to send additional messages that will make the partners take the necessary actions to complete the connection. After the completion of this step, each computer has received an identification number and control is passed to the client application.
For the convenience of debugging RP programs on a single computer the ability to run multiple copies of the application is provided (up to four in the current version-the author believes that this is sufficient), they will communicate with each other just as if they ran on different workstations. The client even can automatically arrange on the screen windows of different copies of the application with any user interface (including the console window).
Classes of the communication module provide convenient methods for reliable transmission of any serializable object to a remote computer and provide full restoration of its state there. They also offer means to send custom messages on the network and to organize their processing after receiving. All the necessary steps to synchronize, transform complex object into a byte stream and restore them to the remote computer are carried out automatically.
The scope of the proposed communication module is not limited to use in support of recursive parallel programming style, although originally it was meant just for this. The component can be useful in any net work apps for the .NET Framework, as it allows to easily install a fully meshed connection and to pass objects of any complexity, without worrying about technical problems.
LIBRARY TO SUPPORT THE RECURSIVE PARALLEL PROGRAMMING STYLE
The component is provided as a dynamic library RPM_ParLib.dll (help file RPM_ParLib.chm). While running, it uses a communication module CommModule.dll, which should be in the same directory. The following describes the basic functionality of the library. These features, as well as mechanisms for its implementation do not differ much from the previous version described in [1] , but the proposed version of the library is based on using as a programming language not C, but C# (or rather, any programming lan guage for the .NET Framework). Therefore, the use of the proposed methods is based on the principles of object oriented programming (OOP) and is typical for all OOP languages.
When the application starts, the library establishes the network connection of all RP applications run ning on different computers in a local network "each to each." It uses the above mentioned communica tion module for networking.
After establishing the initial connection, the user can select the "main" processor module (PM), which can be one of the running instances of an application (whether on different workstations, or they are run ning on the same). We call it "main" only because it is the first to start calculating, further management of the entire follow up work is decentralized.
The whole calculation process should be designed as a recursive method or several methods that allow a recursive call. As in C# there are no global methods, the developer must declare a class derived from the library class ParMethodBase as "wrapper" for his recursive method and all the necessary code put in an override method ParMethod (). It takes as the only parameter an instance of a class derived from the library class ParamBase, which is used as a container for input parameters and to return the results. Actually, the requirement to use these two classes is the only one for RP apps developers. All functionality is imple mented by invoking the methods of these classes.
The library provides convenient methods to split the computation process on the parallel branches using recursion, automatic initial distribution of work on the system, dynamic load balancing at runtime, the results return from remote modules, and simple (at least for the application developer) synchroniza tion. Of course, when you write a code, you must understand the basic features of the parallel program behavior, in particular, the importance of proper synchronization of parallel branches and the proper use of shared data. There are some special methods and properties in the library for finer tuning mechanisms for the distribution of work, however, but their default values are good enough for beginners.
Just as in [1] , this version of the library has two memory classes to work with common data: firstly, the data, a copy of which is present on each PM, secondly, the data that are distributed on separate modules, but can be accessed from any PM. These data are placed at runtime dynamically; there are several meth ods to access them both in reading and in writing with different semantics of the request. However, for effi ON THE RECURSIVE PARALLEL PROGRAMMING 577 cient execution of parallel programs one should carefully consider how to place these data and how to access them, since the transfer of data over the network causes considerable time delays.
3. ADVANTAGES OF THE PROPOSED COMPONENTS You need not create a project of any special type for the use of the proposed software, almost any tem plate Visual Studio to create .NET Framework applications is suitable. The developer only needs to design the main recursive procedure and its parameters as described above, that is, by using appropriate library classes and their heirs.
An application developer does not have to take care of the method and mechanism of work distribu tion. While creating the source code you does not even need to know the number and characteristics of the computers that make up the network for computation, your code is invariant to these characteristics. The programmer only needs to generate a sufficient number of parallel procedure activations-the library will take care of the rest. This does not exclude the possibility of manual partitioning and distribution of work on the system. However, the programmer must properly understand how to perform this partition and what is a "sufficient number." This issue is discussed below.
The synchronization of computation and the use of common data in parallel applications are very dif ficult (especially for beginners); to troubleshoot and eliminate errors caused by improper synchronization is a difficult problem, even with the use of modern means of debugging. RP programming paradigm offers a very simple model of synchronization understandable even for a beginner. However, mechanisms to ensure proper implementation of the "simple model" are not so simple, but it is not a problem of appli cation developers.
The development and debugging of programs on a real network are not always possible, especially at the early stages of writing a code. As mentioned above, in the libraries it is implemented the ability to sim ulate the network operation by running multiple instances of an application on one computer. This signif icantly simplifies the debugging, while you can attach Microsoft Visual Studio debugger to any running process "on the fly."
TEST PROBLEM AND SOLUTION ALGORITHM
We used the "Finding Maximum Clique of an Undirected Graph" problem as a test. Recall that a clique is any complete subgraph of an undirected graph (i.e., a subgraph in which each vertex is connected to each one). The challenge is to find the maximum clique size.
It is notorious that the problem of a clique is a so called NP complete problem for which at the moment a polynomial complexity algorithm is unknown. Since the polynomial complexity algorithm of finding a solution is not known, there is only one way-brute force, however, not complete but optimized. One of the best to date algorithms for solving the problem is Bron Kerbosch algorithm (a variant of the branch and bound technique) [6] .
This algorithm uses three sets of graph vertices: 1. compsub-a set containing at each step of computation a complete subgraph for the step; it is constructed recursively; 2. candidates-a set of nodes that can increase compsub; 3. not-a set of vertices that were used to expand compsub at the previous steps of the algorithm. The algorithm is constructed as a recursive procedure that is applied to the followings three sets: 6. Remove the vertex v from compsub and candidates and add it to not Here, in contrast to the version of [6] , the set compsub is used as a parameter of Bron_Kerbosch () pro cedure, and so it can be used as part of a parallel algorithm. The described algorithm (serial) has been implemented also and it has been used to estimate the acceleration, which can be achieved by parallel exe cution.
To Here the additional parameter bound specifies the maximum amount of a list of candidates for further partitioning of computations on parallel branches (this restriction is necessary to reduce the overhead of parallelizing [1] ). It is obvious that the actions of paragraphs 5 and 7 can be performed in parallel. For brevity, there is no estimate of the possible outcome on the remaining branches of our calculations (we use branch-and-bound technique).
In [7] to test the C++ version of RP library, the same algorithm was used. It was also noted that the complexity of computations on parallel branches 5 (call it the "left" branch) and 7 (the "right" branch) were significantly different. For the experiment described there, this function may even be considered use ful because it allows us to estimate the quality of the distribution mechanism, which was the main purpose of the experiment.
To evaluate the performance of RP libraries for programming on the.NET Framework as a first step, the author implemented a parallel algorithm to solve the problem of the clique described above on C# using the components [4] and [5] . As input data for the test, we used a random graph with a given number of vertices N and the probability of an edge equal to p. It became clear that the expected acceleration was not achieved-it barely exceeded 2 on the graph with N = 100, p = 0.5 even on a network with 10 work stations. As it turned out, despite the apparent naturalness of this method of the recursive parallelization, it has a significant drawback.
If the density of the graph is relatively low, the complexity of the calculations on "left" and "right" branches differ so much that the division into two computing branches leads to "nipping off" very small pieces of calculations, so that the mechanism of dynamic load balancing is unable to distribute all the job. In the experiment described in [7] , the probability of an edge was equal to 0.9, so the work could be dis tributed more or less evenly, so we got good performance and acceleration with a small number of com puters on the network.
As an alternative method of constructing the parallel algorithm, consider the following. Let SubTask n be a subset of all calculation branches built for the following initial values of the three main subsets of Bron Kerbosch algorithm:
1. compsub consists of one vertex n; 2. candidates consists of the vertices connected to n; 3. not consists of the vertices with numbers from 0 to n -1 (zero based indexing is more convenient for programming). Obviously, we can process SubTask n , where n ranges from 0 to N -1 independently. Moreover, the intersection of these sets is empty, and their union includes all the cliques. To find solutions for each set Sub Task n , we can use serial Bron Kerbosch algorithm. It would be possible here to apply parallelism, but, apparently, it is not necessary, at least if N is several times greater than the number of available CPUs, and it is almost always true, when it is reasonable to use the parallel algorithm. Now, the recursive parallel algorithm for the solution of our problem can be built according to the tra ditional scheme [1] : we split the set of subsets SubTask n , where n ranges from 0 to N -1, in half, then again, and so on, until we reach a predetermined threshold, and then we use the usual cycle. This variant also was implemented and showed good acceleration, however, it turns out this one could be improved.
The reason that we still have the opportunity to increase the efficiency of parallel execution of our algo rithm is how the complexity of subtasks SubTask n behaves with increasing n. The fact that it decreases is obvious enough but the character of its dependence on n is of most interest.
To answer this question, it was generated a set of random graphs with the number of vertices N from 50 to 300 and the probability of an edge p from 0.1 to 0.9. This set was then used to explore the behavior of the parallel algorithm. Statistics on the complexity of subtasks SubTask n was collected. We took the nec essary number of recursive calls of the serial procedure Bron_Kerbosch () as a measure unit. The typical character of this value dependence of n is shown by the graph in figure. Here, N = 300, the upper graph corresponds to the value p = 0.5, and the lower one-to p = 0.4. The graphs show clearly enough the exponential character of reducing the complexity of the subtasks SubTask n with increasing n. The rate of reduction of the complexity is even higher for larger values of p. For this reason it is unreasonable, to split the calculations in accordance with the standard scheme, because the complexity of serial activations varies widely and there is a need for multiple transfer of the job from one PM to another.
The proposed modification of the algorithm is that the work is first divided into sets SubTask n with even and odd values of n. At the next level, the group contains SubTask n with the same remainder of dividing n by 4, and so on. Once the number of activations generated reaches a predetermined level, simple iterations begin. Such a division provides a sufficiently even distribution of job for "leaf" activations (which are not subject to the recursive division), the results of experiments presented below are of this algorithm variant.
THE RESULTS OF THE EXPERIMENTS
For the tests we used computers based on the quad core Intel Core i3 processor with a clock frequency of 3.07 GHz and 4 GB of RAM running under 64 bit OS Windows 7. The network bandwidth was 100 Mb/s. The algorithm described above was implemented in C# using libraries [4, 5] . The following table shows the execution time of the algorithm depending on the number of workstations. Note that in repeating the experiment variation of time parameters within 10% is quite usual.
It may be noted that in some cases the acceleration exceeds the amount of the used PM not only in relation to the time of the parallel algorithm on a computer, but also in relation to the time of its serial variant. This is mainly due to the fact that the parallel algorithm as opposed to serial uses multiple cores. The complexity of the parallel branches p = 0.5
The complexity of the branches of the parallel algorithm for finding a maximum clique.
In addition, the acceleration is influenced by the fact that the information about the current record is immediately transmitted to all the performers, and a significant number of dead end computation branches are cut off earlier. Therefore, even when running two copies of the application on one computer, they do work faster than one copy.
