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Abstract
High-quality, usable, and effective software is essential for supporting astronomers in the discovery-focused tasks of data
analysis and visualisation. As the volume, and perhaps more crucially, the velocity of astronomical data grows, the
role of the astronomer is changing. There is now an increased reliance on automated and autonomous discovery and
decision-making workflows rather than visual inspection. We assert the need for an improved understanding of how
astronomers (humans) currently make visual discoveries from data. This insight is a critical element for the future
design, development and effective use of cyber-human discovery systems, where astronomers work in close collaboration
with automated systems to gain understanding from continuous, real-time data streams. We discuss how relevant human
performance data could be gathered, specifically targeting the domains of expertise and skill at visual discovery, and
the identification and management of cognitive factors. By looking to other disciplines where human performance is
assessed and measured, we propose four early-stage applications that would: (1) allow astronomers to evaluate, and
potentially improve, their own visual discovery skills; (2) support just-in-time coaching; (3) enable talent identification;
and (4) result in user interfaces that automatically respond to skill level and cognitive state. Throughout, we advocate
for the importance of user studies and the incorporation of participatory design and co-design practices into the planning,
implementation and evaluation of alternative user interfaces and visual discovery environments.
Keywords: data-intensive astronomy, visual discovery, skilled performance, expertise, user interfaces, user-centred
design
1. Introduction
Progress in astronomy has relied on a series of inter-
related processes: planning an observation or simulation;
collecting or otherwise generating the relevant data; per-
forming data analysis, visualisation, model-fitting and re-
lated activities; and publishing and presenting results. All
of these processes are essential for the production and dis-
semination of discoveries, new knowledge, or insights. In-
dividual processes are generally iterative, and do not nec-
essarily occur in the linear order presented here.
Over time, there have been profound and fundamental
changes regarding the role of the astronomer in conducting
these processes – particularly, but not exclusively, as they
apply to observational astronomy. The revolutionary im-
pact of the telescope on astronomy notwithstanding, the
way that data is collected and made available for anal-
ysis has been transformed multiple times (see Figure 1).
Each stage has a resulted in an increase in the quantity
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and quality of data, and a reduction in the direct connec-
tion between the astronomer and the instrument (Norris,
2009).
Artistic astronomy reached its peak with the hand-
drawn sketches of Sir John Herschel, William Parsons (3rd
Earl of Rosse), James Nasmyth, E´tienne Le´opold Trou-
velot, and their contemporaries (see examples in the plates
of Ball, 1900), coincident with the dawning of the photo-
graphic age in the 19th century (Barnard, 1898a,b). Pho-
tographic plates and analogue chart-recorders entered ob-
solescence with the move to fully digital recording devices
(e.g. Lesser, 2015, and references therein for the history of
charge-coupled devices in astronomy).
As digital data became easier to share, the use of dedi-
cated data archives emerged [e.g. through the Virtual Ob-
servatory and related online archives (Brunner et al., 1998;
Szalay and Brunner, 1999; Brunner et al., 2001; Quinn and
Go´rski, 2004)], along with presenting opportunities to de-
velop, adopt and apply data mining and automated dis-
covery methods.
The growth in both the quantity (volume) and rate of
data (velocity) from new astronomical instruments, sensors
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Figure 1: The impact of technology transformations on the way astronomers work and make discoveries. Starting from the artist, working
alone or within a small team, each technology transformation brings a change in the approach, the scale of the endeavour, and the role of the
individual.
and numerical techniques presents both an increased dis-
covery potential and a challenge to astronomers to ensure
they make full use of their data (Berriman and Groom,
2011).
1.1. Visualisation for discovery
The human visual system is regularly proposed as be-
ing the gold standard1 for novel discovery in astronomy,
but with limited research to support that claim. In other
fields, more attention has been paid to the cognitive and vi-
sual effects that may limit human capabilities (e.g. Aeffner
et al., 2017, for assessment of methods for automating dig-
ital tissue image analysis in pathology), and cases where
automated methods may out-perform human capabilities
[e.g. Hooge et al. (2017), and references therein, and Hosny
et al. (2018), for an overview of advances in artificial in-
telligence in radiology].
Many observing programs are predicated on their po-
tential to uncover “unknown unknowns” by opening up
previously unexplored regions of parameter space (Har-
wit, 2003). Indeed, as Norris (2017) states, “most major
discoveries in astronomy are unplanned”, indicative of the
advantages of approaching data with an open mind. How-
ever, future success in discovering the unexpected actu-
ally requires a great deal of pre-planning today, and many
strategies require knowledge of “known knowns” as tem-
plates. See also Fabian (2009) on the need to be sufficiently
prepared for serendipitous discovery in astronomy.
In many instances, discovery of the first exemplar of a
new astronomical object or new phenomena (Norris, 2017)
1A concept emerging from medical diagnosis, a gold standard may
not be an indicator of absolute ground truth, but is the best available
method at the time (Versi, 1999; Classeen, 2005).
has relied on visualisation, for example, looking at a photo-
graphic plate or CCD image, the output of a chart recorder
(e.g. Hewish et al., 1968), or identifying complex structure
in a scatter plot, such as the “stickman” in the Center for
Astrophysics redshift survey (de Lapparent et al., 1986).
As data continues to be created more rapidly, there
is a corresponding reduction in the time available for vi-
sual inspection of individual spectra, two-dimensional im-
ages, three-dimensional data cubes, and a host of other
derived and related multi-dimensional data products. In
the past, it was feasible that a majority of photographic
plates, digital pixels or voxels recorded could be inspected
by a human. Annie Jump Cannon, Williamina Flem-
ing, Henrietta Leavitt, and other ‘human computers’ dili-
gently reviewed around half a million plates while em-
ployed by the Harvard College Observatory (e.g. Nelson,
2008). Through online citizen science projects, most no-
tably Galaxy Zoo(Lintott et al., 2008), visual analysis and
classification has been successfully outsourced, increasing
the number of human inspectors well beyond the mem-
bership of the research teams who gathered the data (see
also the review by Marshall et al., 2015). Looking ahead,
this opportunity to view everything is almost entirely elim-
inated. Indeed, the expectation is that the vast majority of
new astronomical data, from observation and simulation,
will never be looked at by a human.2
This is a new stage in the evolution of astronomy and
astronomers. Here, continuous processing of tera-, peta-,
and exabyte scale data streams will be required, where
2If we consider the Square Kilometer Array (SKA) as the bench-
mark, generating 300 PB/yr (Scaife, 2020), and conservatively es-
timate 2–3 PB/yr would be directly inspected, then > 99% of this
data volume will never be viewed by astronomers.
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intelligent autonomous systems learn to identify salient
features in data, and present them to astronomers for
confirmation and customised analysis. Human capabili-
ties for knowledge discovery and insight will be augmented
through an ever tighter integration with intelligent com-
puting systems. Through the use of cyber-human discov-
ery systems3 (see right-hand column of Figure 1), the next
generation of astronomers will work in ever-closer partner-
ship with the “machines” to make discoveries and advance
knowledge of the Universe.
1.2. Cyber-human discovery systems
While increased reliance on automated discovery seems
inevitable, in the near-term, human intervention will con-
tinue at all stages of the data collection and processing
cycle. Visual inspection tasks will include quality control
(“is the data usable?”); validation (“did the source-finder
work effectively?”); and discovery (“are these objects con-
sistent with previous discoveries or do they represent a
new type of object?”). At the same time, reducing the
reliance on slow, error-prone, inefficient human cognitive
capabilities by handing ever more complex discovery and
decision-making tasks to machines, may have a positive
impact on scientific progress overall (Gil et al., 2014).
Our ability to visualise data, draw insight, and make
decisions is limited by the capabilities of the technology
we use to complete these tasks. High-quality, usable, and
effective software is essential for supporting astronomers
in the discovery-focused tasks of data analysis, visualisa-
tion and visual analytics. Additionally, a variety of dif-
ferent data displays and interaction devices are available,
yet most astronomers still work mostly with a desktop or
laptop-style monitor.
Rots (1986), Norris (1994), Richmond (1994), Gooch
(1995), and Fluke et al. (2006) have all been optimistic
about the availability of technology and its potential to
improve the way that we visualise and interact with data
in astronomy. Using a solution because it is available (e.g.
through habit or based on training that was available) does
not necessarily mean it is the most appropriate option,
or provides the greatest opportunity for an individual to
work at their maximal skill level. Contrast the different vi-
sual experiences provided by a low-resolution smart-phone
screen held at arm’s length with that of a 4K projection in
a dedicated collaborative visualisation workspace.4 Addi-
tionally, the nature of a display may contribute, positively
or negatively, to cognition, understanding and training:
3This name deliberately echoes the emergence of cyber-physical
systems in Industry 4.0, where machines interoperate with physical
processes, making real-time, data-driven decisions.
4Smart phone users need not despair, as individuals can and do
learn to work effectively with the limitations of a device, and continue
to make discoveries. Understanding of this facsimile accomodation
emerged in studies comparing viewer responses to original large-scale
artworks and small-scale reproductions (Locher et al., 1999).
people learn better in conditions that have greater contex-
tual interference and require more engagement (e.g. Magill
and Hall, 1990; Barreiros et al., 2007).
There is a need, therefore, to ensure that the astronomer’s
discovery potential is maximised for processes where the
human visual system is still actively engaged. At the same
time, we need to recognise that there are important dif-
ferences in the way individual astronomers see and inter-
pret data (e.g. Schneps et al., 2007, 2011) and make deci-
sions about, or discoveries, from data. Additionally, such a
strong focus on visual discovery does not recognise the po-
tential to use multi-sensory methods, such as data sonifica-
tion, which can better engage vision-limited scientists [e.g.
Candey et al. (2005) and see Section 5.1]. This topic of
the personalisation of data-driven discovery environments
has been subject to only limited systematic investigation
by the community that it affects the most.
By understanding more completely how astronomers
make discoveries – or want to make discoveries – and link-
ing this to factors such as experience level, skill, or cog-
nitive state, improvements could already be made to indi-
vidualise the display of data. This could include user expe-
riences that accommodate natural interaction experiences
(gaze-based interaction, hand gestures rather than mouse-
based navigation) or promote easier and more wide-spread
use of emerging display technologies (virtual, augmented
and mixed reality as prime examples), perhaps by simpli-
fying the data interchange processes (Fluke et al., 2009;
Vogt et al., 2016).
The majority of astronomy visualisation software does
not specifically provide a method to optimise – automat-
ically or manually – the display of data to an individ-
ual’s strengths, skill level, cognitive load or physical state.
Future user interfaces for astronomers could measure and
adapt to the cognitive or physical state of the astronomer,
providing additional content to an individual in anticipa-
tion that the user was entering a phase of high discovery
potential, or limiting the data flow as the astronomer be-
comes cognitively overloaded and needs a break.
1.3. Overview
In this paper, we consider two aspects of the human
component within future cyber-human discovery systems
for astronomy:
• Expertise and skill: the ability to complete a visual-
discovery or decision-making task depends on the
astronomer’s expertise (most easily linked to career
stage or familiarity with a task) and skill level (de-
pendent on inherent ‘talent’ at performing visual pro-
cessing tasks); and
• Cognitive and physical factors: regardless of exper-
tise or skill level, other factors can impose time-
dependent variations in proficiency, such as atten-
tion (the astronomer is focused on all aspects of the
task), workload (the astronomer is in control of when
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they are completing tasks), and cognitive state (the
astronomer has sufficient cognitive capacity and is
not fatigued).
We propose the need to gather human performance
data in order to establish a baseline of skill level and cog-
nitive factors in astronomers when performing visual dis-
covery tasks. Such data is relevant for an improved un-
derstanding of how the needs of astronomers will be sup-
ported within cyber-human discovery systems. We explain
how this could be achieved with off-the-shelf hardware and
software.
By understanding skill level and cognitive factors, im-
proved user interfaces could be developed that respond
automatically to the individual. This could be achieved
through provision of just-in-time coaching or adaptations
of the way visual content is presented to maximise the
potential for an individual to make a discovery in a data-
intensive/data-streaming context.
Additionally, we advocate for increased use of partici-
patory design and co-design practices, to improve the user
experience and suitability of visual displays of data in all
of their forms.
2. Background and related work
In this section we provide an overview of related re-
search linked most closely to studying human factors in as-
tronomy, and the utilisation of participatory design meth-
ods for developing data visualisation interfaces. We intro-
duce and define the complementary dimensions of exper-
tise and skill as they relate to performing visual discovery
tasks.
2.1. Augmented intelligence and human-in-the-loop
Zheng et al. (2017), amongst others, writes about the
emerging close relationship between the human and the
machine in terms of (hybrid-)augmented intelligence. The
augmentation can occur through a cognitive model, where
understanding of the human brain, including biological
factors, is used to develop new software and hardware
which more closely replicates the way a human would think
about or solve a problem.
Alternatively, the augmentation requires a human-in-
the-loop. Here, human judgment and critical reasoning
is applied to the outputs of an intelligent system, e.g.
through training and validations steps, thus raising the
level of confidence in the outcomes of the artificial intel-
ligence. For related work, see, for example, Borne (2009)
for a discussion of human and machine collaboration for
annotation of features in data streams, and Fuchs et al.
(2009), examining how interactive visual analysis can be
used to help steer a machine learning system to reach a
more reasonable hypothesis.
Rogowitz and Goodman (2012) proposed a framework
for human-in-the-loop discovery. They highlighted the
continuous and close coupling between the user’s decisions
and judgements, and the algorithmic processes that trans-
form and modify the data. The user steers the discovery
process by selecting regions of interest, which can be rep-
resented with a variety of visualisation techniques most
appropriate for the data. Once a feature of interest is iden-
tified, an algorithmic step seeks to obtain a mathematical
description, paving the way for a more targeted search for
similar features in a larger dataset. This approach requires
the active presence of the user in the initial knowledge dis-
covery stage, however, the user must still have the cogni-
tive capacity and relevant experience to identify interesting
and important features.
2.2. Human factors in astronomy
In order to design effective cyber-human discovery sys-
tems, we need to understand more about the human as-
pects of astronomy. Human factors research is well es-
tablished in other fields, ranging from talent identification
and coaching for elite sport performance; expert diagnos-
tic analysis and inspection of medical imaging; aviation,
including attainment of flying skills and air traffic control
operations; fire command and control; and military oper-
ations. While individual astronomers develop an intuition
about how discoveries are made in their own field, there
have been few investigations into human performance fac-
tors in astronomy more generally.
Social scientists (Garfinkel, 1981) analysed the process
of discovery using a tape recording from 16 January 1969.
On that night, John Cocke and Michael Disney conducted
observations at Steward Observatory, culminating in the
first optical detection of a pulsar (Cocke et al., 1969).
The recording enables a comparison between the actions
taking place at the telescope, with the documentation of
the discovery in the resultant Nature publication. While
the technical description of the discovery in (Cocke et al.,
1969) is presented in the voice of the ‘transcendental ana-
lyst’ adopted by most scientific authors, (Garfinkel, 1981)
witnesses the ‘first time through’ nature of the observing
run as the ‘shop practices’ of two astronomers result in a
potential discovery turning into a reality. The discussion
between the astronomers is as much about the importance
of the discovery as it is about the properties of the pulsar
itself.
A pioneering effort to provide a cyber-human discov-
ery system in astronomy was completed by Aragon et al.
(2008b,a). Their Sunfall Data Taking system supported a
team of astronomers to make collaborative, real-time de-
cisions when observing for the Nearby Supernova Factory
(SNfactory) project (Aldering et al., 2002). The SNfac-
tory collaboration utilised the SuperNova Integral Field
Spectrograph (SNIFS) on the University of Hawaii 2.2m
telescope (Mauna Kea, Hawaii), producing a nightly data
rate of 50-80 GB which needed to be processed within 12-
24 hours.
Aragon et al. (2008b) compared the role of an observa-
tional astronomer to that of a pilot: working at altitude, at
night, responding to a variety of rapidly changing weather
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conditions while ensuring safety of staff and a multi-million
dollar asset. In aviation and the aerospace industry, this
ability to make time-pressured decisions that require de-
tailed attention and an understanding of cause and effect,
is referred to as situation awareness. Endsley’s widely-
used model of situation awareness (Endsley, 1995) com-
prises three stages: (1) perception of the current state of
the important factors in the environment; (2) comprehen-
sion and synthesis of information to gain a clear overview;
and (3) projection or prediction of what will happen next
within the environment, based on knowledge of likely pat-
terns.
Using the framework of situation awareness to inform
the design, the Sunfall Data Taking system helped re-
duce human errors, such as failing to follow-up targets.
Leveraging principles from participatory design (see be-
low), Sunfall combined visualisation, machine learning and
data management, paying careful attention to the deploy-
ment of a graphical user interface that minimised cognitive
load. User evaluation, through interviews and analysis of
logs, showed an overall positive impact of Sunfall on im-
proving situation awareness, efficiency and collaboration.
Concerned by the lack of evidence that tiled display
walls (TDW5) had a genuine role to play in astronomy,
Meade et al. (2014) recruited 45 non-astronomers and 12
astronomers to participate in a series of image search tasks.
Individual and collaborative inspection was investigated,
with tasks performed on both a standard desktop display
(1680×1050 pixels) and the OzIPortal at the University of
Melbourne (comprising 24 flatscreen LCD monitors, each
with 2560 × 1600 pixels, arranged in a 6 × 4 matrix for a
total of 15360×6400 pixels). Small features were identified
in images on the standard display by panning and zoom-
ing, while physical navigation was used to walk around and
view different regions on the TDW. Results were reported
in terms of search success rates (i.e. how often a target
was found) and analysis of a post-test survey.
While the search success rates for both the standard
display and TDW were comparable, with astronomers out-
performing non-astronomers, the post-test survey revealed
that both cohorts felt that the TDW was easier to use
for the image search task and was more suitable. These
insights provided the impetus to use a TDW as part of
a wider display ecology for collaborative, real-time data
exploration for the Deeper Wider Faster rapid transient
search project (Meade et al., 2017; Andreoni and Cooke,
2019; Andreoni et al., 2020).
2.3. Eye tracking
Often used as a method for identifying individual dif-
ferences in the inspection of images, eye tracking meth-
ods (Yarbus, 1967; Duchowski, 2007; Tatler et al., 2010;
Holmqvist et al., 2012) have been used sparingly in as-
tronomy. This may be due to a lack of awareness in the
5A TDW is constructed by combining smaller, commodity moni-
tors to create an ultra-high-resolution display.
astronomy community, an inability to access and experi-
ment with eye tracking solutions, or simply be a missed
opportunity for interdisciplinary collaboration.
By recording where, when and for how long viewers
look at different parts of an image, insight can be gained
on how a particular visual display of information is inter-
preted, and whether an alternative representation of data
might be more effective. In many visual processing tasks
(c.f. anticipation or “reading the play” in sport), eye track-
ing permits a move to process measures and not just out-
come measures (e.g. accuracy, completeness), i.e. how the
visual activity was performed, not just what the outcome
was.
Two main methods for presenting and interpreting eye-
tracking data are attention maps, which measures the ac-
cumulated time spent looking at different parts of an im-
age, and gaze plots, which provide spatio-temporal infor-
mation of how a viewer’s gaze moves around an image.
See Kurzhals et al. (2016), and references therein, for a
comprehensive review of eye tracking research within the
field of visual analytics.
Based in part on eye-tracking experiments, Schneps
et al. (2011) found evidence that individuals with dyslexia
may have a neurological benefit when it comes to iden-
tifying features in image-based data. While dyslexia is
usually associated with difficulties with reading, other as-
pects of visual processing are potentially enhanced – such
as an ability to identify symmetric signals in noisy data,
which requires a higher level of peripheral to central visual
processing (see also Schneps et al., 2007).
Arita et al. (2011) completed a user study with 20 par-
ticipants, to examine whether there were differences in the
gaze patterns between four expert astrophysicists and six-
teen novices (i.e. with limited background knowledge of
astronomy). The goal was to determine whether novices
and experts looked at images differently, and whether this
could be used to create visualisations that were better able
to draw the attention of one or both cohorts.
Participants were shown a sequence of Hubble Space
Telescope images, along with simulation images created
with the Spiegel visualisation framework (Bischof et al.,
2006), and their gaze patterns were recorded with a Mi-
rametrix S1 eye-tracker. Tasked with providing a verbal
description of the quality of each image, the eye-tracking
data was presented as an average fixation duration. The
expert cohort spent slightly more time focusing on a smaller
region of each image, whereas novices tended to scan a
larger part, but the two results were highly correlated. In
the Arita et al. (2011) study, the open-ended nature of the
visual task – based on a self-assessment of quality – meant
that specific visual search and discovery strategies, either
within or between the groups, were not examined.
2.4. Participatory design
By necessity, most visualisation software and algorithms
for use in astronomy have also been implemented by do-
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main experts in astronomy. Consequently, developers of-
ten have limited understanding of best practice in support-
ing human computer interaction. This can lead to appli-
cations for data exploration, visualisation and discovery
that are rich with features, highly-customised to perform
the data analysis tasks required by astronomers, but which
are low on usability or accessibility by particular user co-
horts.
Participatory design (or co-design) is a truly collabo-
rative process between designers, developers and domain
experts. The aim is to understand more fully what the
user does or wants to be able to do, in order to create
a solution that more closely meets these goals than oc-
curs in more traditional design (requirements are gathered
and a solution is delivered). Participatory design often in-
volves a cycle of design iterations, where prototypes are
constructed, used, evaluated, and improved.
Early discussion of the design of graphical user inter-
faces for astronomy include: descriptions of fundamental
principles (Pasian and Richmond, 1991); commentary on
the state of data analysis systems in astronomy and the
need for new solutions to cope with the equally-relevant
data volume, velocity and variety challenges of the time
(Pasian, 1993); and the potential for portable or multi-
platform interfaces, as presented through the StarTrax-
NGB interface for the High Energy Astrophysics Science
Archive (HEARSARC; White et al., 1993; Richmond et al.,
1994).
In astronomy, examples of participatory design such as
in Aragon et al. (2008b) – where there is an emphasis on
usability of the system achieved through collaborative de-
sign between the end-users and the software developers –
are rare or rarely documented. Bertini and Pinkney (1993)
and Pinkney and Bertini (1994) refer to their use of partic-
ipatory design to develop a Visual Browsing Tool (VBT)
integrating with the Astrophysics Data System, that could
be used to explore heterogeneous data collections via a vi-
sual query language.
Schwarz et al. (2011), Pietriga et al. (2012), and Schilling
et al. (2012) made use of multiple participatory design
workshops to design a user interface for the complex mon-
itoring operations of the Atacama Large Millimeter Array
(ALMA; Brown et al., 2004) radio-telescope. A solution
that reduced the cognitive load of users, and supported
clear and rapid decision making – particularly regarding
critical incidents – was essential. Visual and easily-accessible
geographical data (i.e. locations of the moveable anten-
nas), antenna status, and the resultant impact of a faulty
antenna on baselines were all identified as improvements
to the original control system design. The methodology
used in planning the ALMA operations control system
was adopted for prototyping of a potential web-based, and
hence remotely-accessible, user interface for the Cherenkov
Telescope Array (Sadeh et al., 2016).
Assessing the suitability of existing three-dimensional
visualisation tools for use in interactive analysis of ra-
dio astronomy spectral data cubes, Punzo et al. (2015)
enlisted 15 participants in a review of four alternatives:
Paraview6, 3DSlicer7, Mayavi28, and ImageVis3D.9 Each
user spent one hour working with the four options, and
then provided feedback on usability, considering factors
such as intuitiveness of the user interface and suitability
for typical spectral cube analysis tasks. At the end of this
user study, 3DSlicer was selected as the most promising
for further enhancement, resulting in the SlicerAstro10
project (Punzo et al., 2016, 2017).
Rampersad et al. (2017) describes an iterative design
process, starting on a foundation of user requirement gath-
ering and paper-based prototyping, prior to implementa-
tion of a graphical user interface that could be evaluated
on the basis of its usability. The outcome was a proposed
interface for visualisation of data cubes with an improved
aesthetic quality (e.g. greater use of on-screen icons), com-
pared to other existing solutions. This resulted in more
intuitive ways to access functionality, which could poten-
tially improve the experience for new learners by limiting
the need for users to remember complex task sequences.
By engaging with domain experts at various stages of the
design process, the prototyping process also identified new
modes of interaction that would improve visualisation and
analysis workflows, such as comparing data cubes or ex-
porting high-fidelity images.
In most cases, the interface development occurs in stages,
with input from experts and evaluation of the usefulness
or success of the ideas that are generated. A potential
problem, though, is the lack of experts to take part in
the participatory design or user studies (e.g. Meade et al.,
2014; Punzo et al., 2015; Rampersad et al., 2017).
A second pitfall is that not all experts will agree on the
optimal design, as all experts, and indeed, all astronomers
are individuals. Writing in the context of access to data
archives, Pasian (1993) identified the need for a collabo-
rative approach between astronomers and computer scien-
tists: “user interfaces need to be designed by astronomers,
and possibly implemented by industry, but in close contact
with the astronomers themselves...so as to follow the way
of thinking which is culturally shared by the community of
users.” However, a single culturally shared solution, by
design, does not allow for variations in the presentation of
data that would better suit or support individuals in their
access to, exploration of, or analysis of data.
Finally, in order to identify relevant experts, we need to
articulate the characteristics that suggest an astronomer
has expertise, while recognising that there is another di-
mension relating to an individual’s underlying, latent or
natural skill level.
6https://www.paraview.org
7https://www.slicer.org
8https://github.com/scibian/mayavi2
9http://www.sci.utah.edu/software/imagevis3d.html
10https://github.com/Punzo/SlicerAstro/wiki
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3. Understanding skilled performance
Expertise can be gained simply by repeating a par-
ticular task a sufficient number of times, such that the
required steps become automatic. But there is more to
being an expert than proficiency at a task. Experts will
generally possess a broader background knowledge, and
can hold multiple mental models or competing hypothe-
ses about the information presented to them before they
make a decision. For a comprehensive study into the many
facets of expertise, see Ericsson et al. (2018).
For Arita et al. (2011), the threshold for expertise was
low – defined as having completed a Masters degree in
astronomy. Such a definition of expert is not suitable
for selecting a specific set of visual discovery skills that
could best be supported or enhanced within an individu-
alised or adaptive cyber-human discovery system. A sim-
ilar problem was faced in the Meade et al. (2014) TDW
user study, where the expert category comprised research
astronomers, but not necessarily including individuals who
possessed well-developed visual search strategies for im-
ages. To understand what an expert does, we need to
clearly define the type of expertise we aim to explore, and
then gain the participation of astronomers who possess
that expertise.
Possessing expertise (i.e. knowing how to complete the
task) does not necessarily ensure that an individual also
possesses a high or elite skill level (i.e. an ability to com-
plete a task measurably faster, more accurately or more
effectively than another person – including those who may
have a comparable, or higher, level of expertise). An indi-
vidual with elite-level talent might be expected to identify
features of interest more readily than another astronomer
with a lower skill level. However, an astronomer with la-
tent elite skill at a particular visual discovery task might
not be able to discriminate between known categories of
sources, noise and spurious signals, or accurately identify
“unknown unknowns” – activities that rely more on ex-
pertise.
Hatano and Inagaki (1986) framed expertise in terms
of routine expertise, e.g. knowing how to complete tasks
competently according to a set procedure, and adaptive
expertise, where there is greater flexibility in thinking and
problem-solving particularly when approaching new or novel
scenarios (Bohle Carbonell et al., 2014). Without on-going
training, or deliberate practice [see, for example, the work
of Ericsson (2007, 2008) and Ericsson and Towne (2010),
with a focus on expertise and superior performance in clin-
ical medicine], the routine expert may never evolve to be-
come an adaptive expert (Chi, M. T.H., 2011; Bohle Car-
bonell et al., 2014).
Within the context of visual discovery by astronomers,
the focus of this work, we capture the two dimensions of
expertise and skill in Figure 2, identifying four quadrants:
• Routine novice: a newcomer to visual discovery, highly
competent, but not showing signs of elite-level capa-
bilities;
Figure 2: Skill level and career stage. We capture the two dimensions
of expertise, which is linked to career stage, and skill, identifying four
quadrants: routine novice, elite novice, routine expert, elite expert –
see Section 3 for details. Potential career trajectories are discussed
in Section 5.2. A novice may already possess an elite talent-level (F),
or a higher skill level may be obtained without external intervention
through self-directed improvement (C). With the aid of coaching,
skill level may be boosted to a higher level, such that elite potential
can be unlocked and utilised (D). Over time, there may be some level
of degradation in skill level, or the definition of what attainment of
an elite talent level may change (career trajectories leading to B or
G). Without an objective test, or exposure to an opportunity to
apply skills, an individual’s latent skill level may not be identified
until some way into her/his career (D).
• Elite novice: a newcomer to visual discovery, with
latent skills that allow them to operate at an elite
level or unlock this elite potential through coaching;
• Routine expert: achieves expert status through re-
peated experience with visual discovery activities,
but skill level never reaches the elite level; and
• Elite expert: combines the attributes of expertise
and elite skill, which likely include attributes of adap-
tive expertise.
Consider the case of sports talent identification. Two
athletes may have the same physical capabilities and fit-
ness, as measured by vertical jump heights, performance
on beep tests, or by measuring muscle fibre. These results
are usually indicators of elite potential, as they provide a
quantitative way to separate the casual or active partici-
pant in a sport from a higher tier of achievement. However,
additional factors may set the athletes apart, based on
psychological or cognitive attributes: which athlete makes
better decisions more often under pressure? In the long
term, such factors might be more indicative that the ath-
lete will demonstrate elite skill in a variety of conditions.
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In astronomy, there are no equivalent measures of la-
tent visual-discovery skill. A common approach to training
involves a graduate student being shown how to perform
a visual discovery task by a supervisor or collaborator,
and then left to achieve the task through trial and error.
This well-established method for research training allows
for progression from novice to expert over a career, but
may not be sensitive to, or unlock substantial growth in,
skill level.
A comparison of expert and novice perception and un-
derstanding of astronomical images was undertaken by
Smith et al. (2011) using a combination of online surveys
and focus-group discussions. Factors considered included
the use of colour, the presence of text, and whether having
background stars in images influenced the level of under-
standing. Gathering data from an extensive cohort (8866
responses), it was found that text descriptions enhanced
comprehension, and that there were differences between
the novices and experts (astrophysicists) in the aesthetic
judgements regarding the use of colour.
Fluke et al. (2017) undertook a pilot study in perfor-
mance analysis for visual discovery using the SportsCode11
software. Originally developed by Sportstec, SportsCode
is a sports performance and coaching tool offered by Hudl.12
Presenting a slice-by-slice animation of a radio spectral
data cube, an expert astronomer was able to apply descrip-
tive text-based codes and graphical annotations to signal
and noise components. Moreover, they identified a need
to better understand talent identification, e.g. for visual
discovery in astronomy, as a way to provide more targeted
training and coaching of astronomers in the data-intensive
era.
4. Gathering human performance data
A simple approach to gathering information on novice
and expert behaviours and processes for visual discovery is
to observe astronomers in action [see Table 1 and the sum-
mary in Section 5.5 for methods of assessing user interac-
tions, based on Lam et al. (2012)]. Unfortunately, this is a
labour intensive process, and likely restricted to a small
number of participants or a very localised setting. In-
stead, we look to technology-based approaches, that could
be integrated into a visual discovery workflow – particu-
larly in cases where low cost, off-the-shelf solutions can be
adopted.
We consider four main options: (1) user interactions
and log analysis; (2) think aloud and verbal reporting us-
ing speech-to-text conversion; (3) eye tracking; and (4)
biometric sensing of cognitive and physical factors.
4.1. User interactions and log analysis
Automatic recording of user interactions with visual
discovery interfaces provides insight on the sequence and
11https://www.hudl.com/elite/sportscode
12http://www.hudl.com
duration of tasks. In some instances, time-stamped log
files are generated based on user operations with data,
which could be inspected to determine how long particu-
lar tasks take to be completed by different user cohorts.
However, it is rare for established astronomy visualisation
software to include more detailed records of every event
during an interactive session.
By deploying a visual discovery workflow in a web-
browser, it becomes easier to automate the collection of
additional user interactions. This can include time-based
recording of mouse actions (movements, clicks, scrolling,
etc.), text entry, and the sequence within a user interface
that tasks are performed.
This approach was used extensively in the Deeper Wider
Faster (DWF) observing campaign. DWF is a geographically-
distributed, temporally-coordinated, multi-wavelength pro-
gram searching for very short duration transient events
in real-time (Andreoni and Cooke, 2019; Andreoni et al.,
2020). During each campaign, a stream of “postage stamp”
difference images of transient candidates is generated by
the Mary pipeline (Andreoni et al., 2017) and presented to
a team of astronomers for real-time inspection and classi-
fication.
Thus, a fundamental aspect of DWF data analysis is
near continuous, real-time decision-making as to whether
candidates are interesting (i.e. fast transients for which
immediate follow-up observations are actioned) or not (e.g.
asteroids, known variable stars, processing artifacts). Meade
et al. (2017) provide a description of the display ecology
used to support this visual inspection during early DWF
campaigns.
As DWF evolved, however, there was a need for a be-
spoke inspection and classification system that provided
users with immediate access to difference images, light
curves, and other transient diagnostics. Accordingly, the
browser-based PerSieve platform was developed (Hegarty
et al. in prep). PerSieve is integrated with the DWF
processing pipeline via a PostgreSQL13 candidate man-
agement database, which is updated by Mary in real time.
PerSieve’s web portal then uses the Bokeh14 graphics li-
brary to provide interactive in-browser visualisation and
assessment of incoming transient candidates. This ap-
proach allows continuous, user-based logging of interac-
tions with the PerSieve interface, which can give signifi-
cant insight into the users’s visual discovery workflow.
During two of the DWF observing campaigns (Febru-
ary and June 2018), particular attention was placed on
studying user expertise, with each user self-rating as ei-
ther novice, intermediate or expert. While a full descrip-
tion of the software, data collection and interpretation
is to be presented elsewhere (Hegarty et al. in prep),
the PerSieve experience showed that novice and expert
users approached their decision-making in a very differ-
ent way. A preliminary investigation of time-based inter-
13https://www.postgresql.org
14https://docs.bokeh.org
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action workflows with the user interface showed that, in
general, experts were able to definitively classify objects
as interesting/not-interesting more quickly than novices.
Missing from this study was sufficient information on why
or how these decisions were made.
4.2. Think aloud and verbal reporting
An active way of gathering the “whys” and “hows”
of visual discovery is to get astronomers to talk through
their processes. This can be performed while the task is be-
ing completed – think-aloud protocols [Ericsson and Simon
(1980, 1998), and compare with the specific case of novel
discovery in astronomy as reported by Garfinkel (1981)] –
or as a summary at the end of the task – a verbal report
(McPherson, 2000).
A challenge of any verbal description is the presence
of a suitable vocabulary. Consider the case of looking for
“unknown unknowns” – how do you get a novice or an
expert to articulate what they are looking for when they
may not have a word for it? Moreover, a wider vocabu-
lary, as might be expected of an expert, can lead to verbal
overshadowing.15 For analysis of think-aloud or post-task
verbal reports to be most useful as a means of distinguish-
ing novice and expert behaviour, there is a need for as-
tronomers to eschew obfuscation, while also being true to
accepted usage of astronomical jargon and the individual’s
personal language idiosyncrasies.
As with the limitations of in situ observations of as-
tronomers at work alluded to at the start of this Section,
there is a need to automate the collection and transcrip-
tion of audio. This can be achieved using speech-to-text
services, however, the quality of the transcription can de-
pend strongly on the rate of speech, language, the audio
quality of the environment, and the type of domain-specific
vocabulary employed. Closed-source and commercial so-
lutions may perform more robustly than open-source al-
ternatives, but the availability of cloud-based speech-to-
text application programming interfaces (APIs), such as
Google Speech-to-Text16, Microsoft Cognitive Services17,
IBM Watson18, offer a sufficient amount of flexibility.
Automation of the interpretation of transcribed audio
can also be supported, for example, through the method-
ological framework of computational grounded theory (Nel-
son, 2020). Here, a multi-stage process of computer-aided
content analysis, which can include machine learning and
natural language processing, starts with the detection of
important features in the text, followed by further refine-
ment of the identified themes, and concludes with a pat-
tern confirmation step.
15For example, some wine experts may just have more words, not
more actual taste skills than others.
16https://cloud.google.com/speech-to-text
17https://azure.microsoft.com/en-us/services/
cognitive-services/
18https://www.ibm.com/cloud/watson-speech-to-text
4.3. Eye tracking
Astronomical visual discovery is performed by having
an astronomer look at data. As introduced in Section 2.3,
eye tracking technologies can be used to determine where,
when, and in what order different parts of an image are
viewed – and which parts are ignored.
Assessing the wide variety of eye-tracking technologies
that exist is beyond the scope of this article. In general
terms, eye-tracking can be achieved using wearable devices
integrated within glasses, as a peripheral camera, or via
a webcam. In most cases, the position and rotation of
the eye (or eyes for binocular systems) is determined, and
then using additional information on orientation of the
user’s head, eye tracking data can be converted into gaze
tracking.
For the time being, high-quality eye-tracking (accu-
racy below 1 degree) comes at a financial cost. How-
ever, through the use of machine learning and artificial
intelligence techniques, webcam based tracking (currently
accurate to around 2-5 degrees) is improving (Harezlak
et al., 2014). As with speech-to-text conversion, low-cost
and easy to deploy systems would increase both the scope
of user studies in measuring visual discovery skills of as-
tronomers, along with becoming a practical new input de-
vice that could enhance visual discovery workflows. In the
next Section, we discuss several user applications in as-
tronomy that could arise by utilising eye and gaze tracking
more regularly.
Not only does eye tracking provide information on how
astronomers perform visual discovery tasks, it can also
be used to determine an individual’s cognitive state. Re-
gardless of skill level or expertise, cognitive factors (tired-
ness, external distractions, emotional state and mood etc.)
can all impact on how, and how effectively, tasks are per-
formed.
4.4. Cognitive and physical factors
The longer we complete a repetitive task, the more the
cognitive and physical (or psychophysiological) factors are
likely to play a part. Continuous visual inspection and
decision-making requires a high-level of mental effort, but
is often associated with minimal physical effort.
Cognitive state, such as attention, can be measured us-
ing eye-trackers. As Henderson et al. (2013) have shown,
the task that a viewer is completing while viewing a scene
can be determined by eye movements processed using mul-
tivariate pattern analyses (e.g., scene search, memorisa-
tion). Cognitive state is inferred by extension of under-
standing the mental task being undertaken. In addition,
pupillometry has long been used as an indicator of cogni-
tive engagement and effort during task completion (Beatty
and Kahneman, 1966). Specifically, pupil changes are as-
sociated with the demands of a task (e.g. Laeng et al.,
2012).
Additional measurements of physical state [e.g. heart
rate and heart rate variability – see Laborde et al. (2017)
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for a discussion of experimental planning, measurement
and analysis] can be obtained with biometric sensors, such
as one-lead electrocardiography, or implemented as wear-
able devices [see the comparative analysis by Reali et al.
(2019) – care must be taken if employing or interpreting
results from some wearables]. As an example of a study
that could be adapted to astronomy, Laborde et al. (2015)
used heart rate variability to assess the impact of differ-
ent coping strategies (e.g. emotional intelligence, attention
strategy, perceived stress intensity) employed by a cohort
of 96 sports science students while performing visual search
tasks under pressure.
In a continuous data-streaming/decision-making work-
flow, tiredness and fatigue will likely arise naturally, and
will require careful management. For shorter experimen-
tal user studies, cognitive fatigue can be induced through
protocols such as the Stroop color word interference test
(Stroop, 1935) or the Time load Dual-back paradigm (TLoaD-
Back; e.g. Borraga´n et al., 2016). Self-reporting of cog-
nitive state can also be used, for example through ques-
tionnaires such as the NASA Task Load Index (Hart and
Staveland, 1988), however, cognitive fatigue is a subjective
phenomenon.
5. Applications, opportunities and challenges
We now look at four potential early-stage applications
that could utilise the human performance measures de-
scribed in Section 4: (1) understanding and improving vi-
sual search strategies; (2) talent identification; (3) just-in-
time coaching; and (4) adaptive user interfaces.
We limit our proposed applications to visual-processing
tasks, i.e. any action requiring an astronomer to look at
a representation of data and identify a feature of interest
(i.e. visual discovery). Our goal is to build understand-
ing of the nature of expertise and skill in visual discovery
amongst astronomers, and assess the impact of cognitive
and physical factors, which could impede human perfor-
mance when working with continuous streaming of data
and/or real-time decision-making.
5.1. Application: Understanding and improving visual search
strategies
As astronomy heads closer to the Square Kilometer
Array-era of continuous data-streaming, the efficiency at
which astronomers are able to perform visual discovery
tasks will rely on both latent skill and expertise. The
paucity of user studies (Section 2) presents an immediate
opportunity to start gathering data on novice and expert
performance.
Utilising the measurements of human performance data
introduced in the previous Section, especially eye-tracking
and speech-to-text conversion, would allow us to answer
questions about visual discovery by novices and experts.
These include: Where do astronomers look when they are
examining images? Do they concentrate on the main ob-
ject? Do they ever look at the whole image, using either
a systematic approach or a more haphazard one? How do
factors such as “dynamic range” (difference between max-
imum pixel value and minimum pixel value), noise level,
and even colour map change an individual’s scanning pat-
terns? How do eye movements change with increasing skill
or expertise, and what is the impact of fatigue?
Access to this knowledge about individuals, or specific
cohorts (optical astronomers vs. radio astronomers, early
candidature vs. late candidature graduate students, etc.),
may lead to new ways to present images that are fine-tuned
to maximise discovery potential.
An approach that we intend to investigate in future
work is the creation of a set of baseline visual discovery
tasks, which could be presented to an international co-
hort of astronomers through a web application. Such a set
of standardised tasks would enable studies of routine ex-
pertise (Section 3). Adaptive expertise, however, requires
novel tasks, which might be drawn from outside of the do-
main of expertise (Bohle Carbonell et al., 2014), and so is
beyond the scope of this current work.
While our user experiments emphasise visual discovery
activities, cyber-human discovery systems are likely to be
enhanced through multi-sensory input and output. Data
sonification – mapping features within a dataset to volume,
pitch, tonal quality – has been investigated in astronomy
and space physics by, for example, Candey et al. (2005);
Dı´az-Merced et al. (2008, 2012); Tutchton et al. (2012) and
Cooke et al. (2019).
Sonification often takes adavantage of the auditory sys-
tem’s ability to focus on and isolate low signal-to-noise
features, particularly in temporal data streams. An ad-
ditional advantage of sonification is that it can provide a
more accessible approach to data exploration and analy-
sis for non-sighted researchers. Identification of, and sup-
port for, expertise at multi-sensory investigation is a much
broader topic for future work.
5.2. Application: Just-in-time coaching
How do we coach novices or newcomers to visual dis-
covery in astronomy? With limited time for training, does
the “master-apprentice model” still work, or can we also
make use of autonomous systems to identify behaviour and
provide just-in-time coaching and training more effectively
and efficiently?
With less time spent by humans looking at data, the
way astronomers learn to make discoveries or data-driven
decisions will need to evolve as well. Instead of gather-
ing expertise by spending an extended period of gradu-
ate study learning the fine details of data reduction with
IRAF (Image Reduction and Analysis Facility; Tody, 1986,
1993),19, MIRIAD (Sault et al., 1995),20 or CASA (Com-
mon Astronomy Software Applications McMullin et al.,
2007),21 astronomers of the future will need different skills
19https://ascl.net/9911.002
20https://www.atnf.csiro.au/computing/software/miriad/
21https://casa.nrao.edu
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to ensure that the discoveries, anomalies and artifacts iden-
tified by intelligent systems are classified and followed-up
correctly (Norris, 2010).
While astronomers might not be explicitly taught how
to view images most effectively, there are additional cul-
tural factors that play a role. Artists discovered, and
are taught, the principles of using composition of features
within an image to lead the eye and hold the viewer’s
attention (English, 2017) – a strategy used by the Hub-
ble Heritage Team (Rector et al., 2007). See also Borkin
et al. (2013), who investigated the related question: “what
makes a visualisation memorable?”
Indeed, it is an open question whether training should
be explicit, or could implicit methods be more appropri-
ate and effective? An example here is in terms of pro-
viding an increased volume of training, with the expecta-
tion that performance may be less likely to “break down”
under pressure and hence be more robust (e.g. Masters,
1992). A related issue is the quantity and nature of feed-
back that should be provided during training: intuitive
decision-making is strengthened through feedback on cor-
rectness, but explanations are not essential (e.g. Hogarth,
2008; Schweizer et al., 2011). For performance measures
based on eye-tracking, it may be sufficient to provide as-
tronomers with copies of the attention maps and gaze plots
generated, such that they can self-assess whether they are
looking at the right features in an image. This approach
is in line with the guidance hypothesis (Schmidt, 1991) to
avoid overreliance on feedback, and prompt effective learn-
ing and problem solving for performance enhancement.
By gathering human performance data, it may be pos-
sible to identify particular strengths and weaknesses in
an individual’s approach to visual discovery tasks in real-
time. With this information, it becomes possible to pro-
vide tailored coaching, rather than referring the person to
undertake self-directed training or further education.
The career trajectories in Figure 2 are not exhaus-
tive, but indicate plausible changes in skill level as ca-
reer stage progresses, with and without the intervention of
user-specific coaching:
• A → B: a routine novice, who undergoes no coach-
ing, experiencing a natural decline in skill level over
time. This decline may be due to competing pri-
orities that occur as a career progresses (e.g. less
time spent on visual discovery tasks, non-adoption
of methodological changes) or physical factors, such
as age-related vision deterioration.
• A → C: a routine novice, who is able to unlock in-
creasingly elite potential through self-directed meth-
ods, such as seeking alternative approaches to visual
discovery.
• A→ D → E: a routine novice who is provided with
specific coaching that is able to unlock latent elite
potential;
• F → G: a novice with inherent elite skill who re-
ceives no additional coaching.
In Figure 2, the Career Stage axis may span a very
different range of time for different astronomers. Indeed,
with appropriate coaching, it is likely that expertise could
be gained more quickly rather than simply through the
passage of time. Consider the case of medical diagnosis:
as hospitals continue to scale-up in terms of the number of
patients assessed and treated, there has been a dramatic
rise in the rate at which imaging data is presented for re-
view. Due to the near-continuous nature of new scans and
images for reporting, particularly in emergency medicine
settings, medical interns (i.e. novices) need to develop ex-
pertise much faster in order to ensure accuracy and time-
liness in their decisions.22
By gathering data on different work patterns, and de-
veloping mechanisms for identifying or classifying those
into different categories of expertise (e.g. through machine
learning or other forms of artificial intelligence), individu-
als could be presented with just-in-time training to support
them through a particular visual discovery process. This
could be in the form of automated prompts showing how
an expert achieved a particular task, such as confirming
that the quality of an image from a data reduction work
flow was appropriate, or demonstrating how a decision was
made that a potential transient source signature belonged
to a particular class.
Moreover, the impact of specific coaching strategies
could be measured and assessed through a longitudinal
study of a cohort of novices. Here, development in visual
discovery skills would be tracked over time via an on-going
record of eye movements, verbal reports, etc.
5.3. Application: Talent identification
The ability to provide more targeted or nuanced train-
ing to an individual with latent elite skill level relies on
identifying that talent. For competitive sports, talent iden-
tification is a skill in its own right, as it often leads directly
to a team achieving a winning advantage.
Currently, there is no understanding as to what char-
acterises an elite talent at visual discovery in astronomy.
Is it the ability to work at a higher data rate? Is sustained
performance more important than bursts of potential? Is
elite skill linked to coping strategies, emotional regulation,
or an ability to sustain attention under pressure?
Through human performance data, we can explore whether
there are indeed identifiable differences in the way that
novice and expert astronomers make data-driven, visual
discoveries. This knowledge might then allow for potential
elite talent to be identified and nurtured, perhaps leading
to the design of better methods to coach and train novices.
22Dr Peter Santos (Western Health), private communication
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5.4. Application: Adaptive user interfaces
When astronomers look at data, they need to see it in
the right way and at the right time. However, not all as-
tronomers will necessarily gain the same insight or make
the same decision regarding the nature of a signal, detec-
tion or discovery presented by an autonomous workflow.
A path with future potential is the development of
adaptive user interfaces, which ensure that astronomers
are provided with the right visualisations automatically.
Such an approach would depend on autonomous systems
that sense an astronomer’s mood, cognitive state, or latent
skill level as they undertake a visual processing task. Eye
movements, respiration, heart rate and heart-rate variabil-
ity are all indicators of attention and cognitive state, which
can be measured continuously by sensors.
An adaptive interface might automatically reduce the
quantity or nature of information presented as an astronomer
becomes fatigued. Conversely, during elevated periods of
attention and cognition, bringing in new or more data
might allow for an enhanced discovery potential – the as-
tronomer is “in the zone”, or experiencing flow (Nakamura
and Csikszentmihalyi, 2009), and is more able to link to-
gether ideas and generate new knowledge. In this state,
performance feels effortless, with high concentration, and
a strong feeling of control over the task. An adaptive in-
terface can play a significant role in providing information
at a moderate, optimal level of challenge to promote flow
and break through, as advocated in learning of other com-
plex tasks (i.e., the challenge point, Guadagnoli and Lee,
2004).
5.5. Challenges of participatory design and user studies
Lam et al. (2012), and details therein, provides a com-
prehensive overview of the seven main strategies available
for assessing user interactions with, and suitability of, data
analysis and visualisation environments (summarised in
Table 1). Application of six of the seven strategies is nec-
essary in the development and evaluation of cyber-human
discovery systems, sharing many features with co-design or
participatory design practices. The seventh scenario, eval-
uating visualisation algorithms (VA), is less relevant for
studying human performance. Instead, VA examines suit-
ability or quality of a visualisation algorithm, considering
factors such as computational efficiency of the implemen-
tation.
Both quantitative (e.g. log analysis in CDA and UP
scenarios) and qualitative methods (e.g. interviews, ques-
tionnaires in UWP, CTV and UE) provide insight on ques-
tions of suitability, usability, and effectiveness of visuali-
sation strategies. Observing how astronomers actually use
the solutions they currently have (UWP, UE) in order
to gain insight and perform data-driven decision-making
needs to occur in tandem with controlled experiments or
laboratory observations.
Controlled experiments may, by necessity, result in some-
what contrived investigations. Meade et al. (2014) used an
artificial task of locating words and astronomical objects in
images on both TDWs and desktop displays in a user study
containing many more non-astronomers than domain ex-
perts. In comparison, the efficacy of a display ecology that
incorporated a TDW was assessed by Meade et al. (2017)
during actual DWF observing campaigns. Thus, a rele-
vant consideration when planning user studies is one of
ecological validity: how real does the experience need to
be to have value?
In some disciplines where the use of eye-tracking is well-
established, especially sports performance analysis (e.g.
Kredel et al., 2017, reviews 40 year of eye-tracking re-
search), challenges are imposed by the need to track nat-
ural gaze behaviour in both “real world” and laboratory
conditions. It can be challenging to produce valid labo-
ratory conditions that accurately replicate the visual env-
iornment and decision-making processes that occur during
competitive sport. For astronomy, where much of the vi-
sual discovery work occurs at the desktop, real world and
laboratory condition scenarios have substantial overlap.
Perhaps the greatest barrier to user studies is the avail-
ability, or willingness, for relevant users – astronomers –
to participate. Here, the use of in situ (i.e. field obser-
vations) may increase the pool of participants, but with
a greater need to integrate additional data gathering so-
lutions (e.g. cameras, microphones, sensors) into a work-
place. One way this can be achieved is by building in
human performance monitoring, as has been trialled suc-
cessfully during Deeper Wider Faster observing campaigns
(Hegarty et al. in prep).
Laboratory observations or controlled experiments re-
quire a commitment from astronomers to step aside from
their other responsibilities, albeit for a brief period of time,
and engage in a user study. This often occurs at a venue
away from their usual place of work, particularly if spe-
cific hardware is required as part of the user evaluation. A
compromise may be to provide an online experience, sub-
ject to the availability of readily available hardware such
as web cameras, computers with in-built microphones, and
so on. Here, astronomers would participate in a set of test
scenarios from their office while their interactions with an
interface were logged, gaze and attention were tracked, and
spoken explanations were recorded.
For such an approach to be acceptable, and success-
ful, participants would need to have any concerns about
privacy allayed – handing over control over a personal web-
camera stream to a third party service could rightly cause
concerns about how that data was being used.
6. Conclusions
The role of the astronomer in making discoveries, draw-
ing insight, and generating new knowledge continues to un-
dergo transformations: from artist to photographer; from
working with small digitally-derived data sets to Virtual
Observatories connecting geographically distributed archives.
The next transformation is underway, as data volumes
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Table 1: Six scenarios for assessing user interactions with, and suitability of, data analysis and visualisation environments from Lam et al.
(2012). The seventh scenario, evaluating visualisation algorithms (VA), is less relevant for studying human performance.
Code Description Methods
UWP Understanding environments and work practices Field observations, interviews,
What are the work or analysis practices that are used? laboratory observation
VDAR Evaluating visual data analysis and reasoning Case studies, laboratory observation,
Does a visualisation tool support development of insight? interviews, controlled experiments
CTV Evaluating communication through visualisation Controlled experiments,
With regards to learning, how effective is a visualisation method? field observations and interviews
CDA Evaluating collaborative data analysis Heuristic evaluation, log analysis,
How effective is the visualisation strategy field or laboratory observation,
at encouraging and supporting collaboration?
UP Evaluating user performance Controlled experiments,
What do objective measurements of user performance (time, field logs
accuracy) tell us about suitability of a visualisation strategy?
UE Evaluating user experience Informal evaluation, usability test,
What does subjective feedback, written or oral, field observation,
inform us on perceptions of suitabaility/efficiency? laboratory questionnaires
and, perhaps more importantly, data velocities exceed the
capabilities of individuals or even teams of humans to con-
tend with.
These changes were driven by the emergence of new
technologies: photography (daguerreotypes, wet and dry
collodion processes, glass photographic plates, and charge-
coupled devices); computers and computing networks; and
most recently, the rise of artificial intelligence and machine
learning. Astronomers have adapted in order to capitalise
on the opportunities these new technologies bring, in order
to advance scientific knowledge of the Universe.
Taking a simplified view of the progress of scientific
revolutions (Kuhn, 1970), such transformations and tran-
sitions do not occur instantaneously, but can extend over
time before they are recognised. Photographic plates and
charge-coupled devices co-existed for some time before the
former solution entered obsolescence. Additionally, suc-
cessful elements of former stages can continue to grow in
value: management of petabyte and exabyte-scale data
collections within well-structured data archives, as per Vir-
tual Observatories, will be an essential component of the
infrastructure for cyber-human discovery systems.
As astronomy heads closer to the Square Kilometer
Array-era of continuous data-streaming, with an ever more
significant reliance on automated processing, the role of
the astronomer will evolve. Effective cyber-human discov-
ery systems will be required, which adapt to the needs,
skills, and cognitive state of the individual, while sup-
porting a tighter (human-in-the-loop) working relationship
with autonomous systems.
Before proposing any changes in the way astronomers
participate in visual discovery or real-time decision mak-
ing, we need to improve our understanding of current pro-
cesses. Moreover, it is important to recognise that a va-
riety of skill levels exists amongst the astronomical com-
munity: some astronomers are (or could be trained to be)
more effective at visual processing tasks than others.
In this paper, we considered two classes of human fac-
tors that may impact on the effectiveness of cyber-human
discovery systems in astronomy: (1) the differences be-
tween expertise and skill; and (2) the influence of cognitive
and physical factors.
Automating assessment of skill level, attention, and
cognitive state in order to provide adaptive interfaces (Sec-
tion 5.4) or just-in-time coaching support (Section 5.2),
requires measurement of user workflows and biometric fac-
tors. The former can be achieved by capturing user inputs
or interactions with a visualisation tool, which can be eas-
ier to achieve for newly-developed applications. The lat-
ter requires additional hardware to perform tasks such as
eye-tracking, audio (i.e. speech) recording, or monitoring
heart rates, skin conductivity, etc.
Integration of sensor hardware must be approached in
a way that minimises the invasiveness of such measure-
ments, while also establishing (more likely in a controlled
experiment) that such additional measurements do pro-
vide necessary insight for assessing skill level, attention or
cognitive state. This is the essence of the cyber-human dis-
covery system, where there is a more complete integration
between human activities and automation/computation.
Engaging and leveraging the human visual system will
remain a fundamental feature of astronomy – at least for
the foreseeable future – but with digital technologies play-
ing an assistive role. Human factors such as expertise,
skill, cognitive and physical factors all impact on an in-
dividual astronomer’s ability to work most effectively, ef-
ficiently and successfully when aided by automated pro-
cesses. Astronomers of the future will not work the same
way as astronomers of the past, nor should they.
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