A maximum bandwidth broadcast problem in multi-interface networks is considered, where each transmission, simultaneously serving a group of nodes, achieves a total bandwidth equal to the product between the smallest node bandwidth in the group and the cardinality of the group. Two variants of the problem are studied, called the K-Maximum Bandwidth Broadcast in Single-Interface Networks (MBB) and K-Maximum Bandwidth Broadcast in Multiple-Interface Networks (MBBM) problems. It is shown that the former problem can be optimally solved in polynomial time, while the latter one is computationally intractable (i.e. NP-hard). Polynomial time algorithms are devised for optimally solving some particular cases of MBBM where a common order holds and the number of used interfaces is polylogarithmic in the number of nodes.
INTRODUCTION
Broadcasting is certainly one of the most important operations when dealing with communication networks. Such an operation is usually provided among the basic primitives implemented in a network in order to set up the normal behavior of a network or to make some upgrades. According to the considered model and environment, many algorithms Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. To copy otherwise, to republish, to post on servers or to redistribute to lists, requires prior specific permission and/or a fee. have been proposed so far to solve the broadcast problem. Here we are interested in multi-interface networks where a source node s can communicate with all the nodes of the network by means of different interfaces. Each node admits a maximum receiving bandwidth for each interface it holds. In particular, for each interface i and for each node j, the value bi,j represents the maximum bandwidth at which node j can receive by means of interface i. Note that, by setting bi,j = 0 we may assume that node j does not hold interface i. The broadcast operation allows s to transmit concurrently over all possible interfaces, but each node can receive only from one interface at a time. Moreover, for each interface used by s, the maximum bandwidth of the corresponding transmission must be the smallest one among all the values associated to the nodes receiving via such an interface. The goal is then to decide which nodes receive over which interface in order to maximize the transmission bandwidth of s over all the interfaces chosen for the transmission task. This choice might depend on various parameters related to the employed technology, available interfaces, or input variables. The problem is certainly of practical interest but its formalization also represents an intriguing combinatorial problem.
At the best of our knowledge, only a few papers have considered a broadcasting model of multi-interface networks in which each transmission, simultaneously serving a group of nodes, has an overall bandwidth equal to the product between the smallest node bandwidth in the group and the cardinality of the group. Indeed, such a model has been used in the local rate maximization problem, one of the four stages of the distributed and localized heuristics presented in [5, 6] for computing distributed 2-hop trees for broadcasting in multi-radio multi-rate multi-channel wireless mesh networks.
In this paper, we introduce two variants of the maximum bandwidth broadcast problem, called the K-Maximum Bandwidth Broadcast in Single-Interface Networks (MBB) and K-Maximum Bandwidth Broadcast in Multiple-Interface Networks (MBBM) problems. The former problem is defined in Section 2, where polynomial time algorithms are also proposed to optimally solve it. The latter problem is formulated in Section 3, where it is shown that it is computationally intractable (i.e. NP-hard) in general and polynomial time algorithms are devised for optimally solving some particular cases. Specifically, MBBM is polynomially time solvable when there are at most two interfaces, while it can be reduced to a Resource Constrained Shortest Path (RCSP) problem when a common order holds (CMBBM). Although RCSP is also NP-hard in general, CMBBM is polynomial when the number of used interfaces is polylogarithmic in the number of nodes.
SINGLE INTERFACE
Let S be a set of N nodes, each equipped with a unique interface to communicate with the other nodes. For each node j, let bj be the maximum bandwidth that can be used to communicate toward node j. A transmission that simultaneously serves a subset of nodes Ai ⊆ S is assumed to transfer data at a rate equal to minj∈A i {bj}. Given a number K of communications, with K ≤ N , the K-Maximum Bandwidth Broadcast in Single-Interface Networks (MBB for short) can be stated as follows.
MBB: K-Maximum Bandwidth Broadcast in Single-Interface Networks Input:
A set S of N nodes, a bandwidth function b : S → R + 0 and an integer K ≤ N . Solution: A partition A1, A2, . . ., AK of S which associates each subset of nodes to one different communication. Goal :
In words, we want to determine which subsets of nodes the source s (external to the network) has to reach simultaneously in order to maximize the bandwidth achievable by a broadcast trasmission which performs at most K communications.
In the following, let mini = minj∈A i {bj} denote the maximum bandwidth achievable when the group Ai of nodes is reached with the same communication and let the set of nodes S = {1, 2, . . . , N } be indexed in such a way that bi ≥ bj whenever i < j. Lemma 1. Let S = {1, 2, . . . , N } be the set of nodes indexed in such a way that bi ≥ bj whenever i < j. Then, there exists an optimal solution for the MBB problem which partitions the nodes into K groups A1, . . . , AK , where each group is made of consecutive nodes.
Proof. Consider an optimal solution σ whose groups are not made of consecutive nodes. Order the partition A1, . . . , AK of σ in such a way that mini ≥ minj, for 1 ≤ i ≤ j ≤ K. Clearly, minK = min 1≤j≤N {bj} = bN , i.e. N ∈ AK . Let At be the group not made of consecutive nodes with the largest index. Let and p be, respectively, the smallest node which is missing in the group At and the smallest node in At out of order. Note that the node with bandwidth mint cannot be out of order, or equivalently it has index N − P K j=t+1 |Aj|, because At+1, . . . , AK consist of consecutive nodes and min1 ≥ · · · ≥ minK . Thus, the missing node has index
Denoted with At the group to which belongs in σ, and recalling that is the smallest node out of order, mint = b holds. Now, exchange node with node p. The new solution σ achieves a transmission bandwidth larger than or equal to that of σ because the minimum bandwidth in group At remains the same, while mint cannot decrease. Repeating the above process until no node out of order can be found, we build an optimal solution whose groups are made of consecutive nodes.
Hereafter, thus, it is assumed that the nodes are sorted by non-increasing bandwidth, and the optimal solutions will be sought within the class of segmentations. A segmentation is a partition A1, . . . , AK , such that if i ∈ At and p ∈ At then h ∈ At whenever i ≤ h ≤ p. A segmentation 1, . . . , B1 | {z } of its right borders, where border Bj is the index of the last node that belongs to group Aj. Notice that it is not necessary to specify BK , the index of the last node of the last group, because its value will be N for any solution. From now on, BK−1 will be referred to as the final border of the solution. The cardinality of Bj, i.e. the number nj of items in the group, is nj = Bj − Bj−1, where B0 = 0 and BK = N are assumed. Clearly, in each group bB j = minj.
Polynomial time algorithms
For any two integers n ≤ N and k ≤ K, let OP T n,k denote an optimal solution for grouping nodes 1, . . . , n into k groups and let opt n,k be its corresponding cost. Let C i,h be the cost of assigning consecutive nodes i, . . . , h to one group, i.e. C i,h = (h − i + 1) min i≤t≤h bt = (h − i + 1)b h . Hence, optn,1 = C1,n = nbn for every n. For k > 1, the following recurrence holds:
By the recurrence in Equation 1, a dynamic programming algorithm, say DP, can be immediately derived to solve the MBB problem.
Indeed, in order to find OP TN,K , consider the K × N matrix M with MK,N = optN,K . The entries of M are computed row by row by applying the recurrence of Equation 1. Clearly, MK,N contains the cost of an optimal solution for the MBB problem. In order to actually construct an optimal partition, a second matrix F is employed to keep track of the final borders of segmentations corresponding to entries of M . In the recurrence of Equation 1, the value of which maximizes the right-hand-side is the final border for the solution OP T n,k and is stored in F k,n . Hence, the optimal segmentation with K communications is given by OP TN,K = (B1, B2, . . . , BK−1) where, starting from BK = N , the value of B k is equal to F k+1,B k , for k = 1, . . . , K − 1.
Lemma 2. Let S = {1, 2, . . . , n} be the set of nodes indexed in such a way that bi ≥ bj whenever i < j. Then, the optimal solution for the MBB problem which partitions the nodes into k groups A1, . . . , A k has cost no smaller than the optimal solution for the MBB problem which partitions the same nodes into k − 1 groups, that is opt n,k ≥ opt n,k−1 .
Proof. Consider the optimal solution OP T n,k−1 = (B1, B2, . . . , B k−2 ) which uses exactly k − 1 groups and add a new border B k−1 such that B k−2 < B k−1 < n. Let SOL n,k = (B1, B2, . . . , B k−2 , B k−1 ) denote such a solution with k groups. By Equation 1, opt n,
This proves that there is a solution with k groups whose cost is no smaller than the optimal solution with k − 1 groups, and hence opt n,k ≥ sol n,k ≥ opt n,k−1 .
As a consequence of Lemma 2, the optimal solution with at most K communications always has exactly K communications and its cost is found in MK,N .
To evaluate the time complexity of the DP algorithm, observe that O(N ) comparisons are required to fill every entry of the matrix M , which implies that O(N 2 ) comparisons are required to fill a row. Since there are K rows, the complexity of the DP algorithm is O(N 2 K). To improve on the time complexity of the DP algorithm for the MBB problem, the properties of optimal solutions have to be further exploited. Clearly, since the problem always admits an optimal solution, there is always a left-most optimal solution. Although the left-most optimal solutions do not need to be unique, it is easy to check that there exists a unique (B1, B2, . . . , BK−1) such that (B1, B2, . . . , Bi) is a left-most optimal solution for partitioning into i + 1 groups the nodes 1, 2, . . . , Bi+1, for every i < K.
The algorithm to be presented will compute a left-most optimal solution for every i < K, and thus il will find the unique strict left-most optimal solution. Proof. Let the costs of LM ON−1,K and OP TN,K be, re-
By contradiction, assume that B K−1 = BK−1 − 1. We prove that if the optimal solution for N nodes is achieved by moving the last border towards left, then LM ON−1,K cannot be the optimal solution for the first N − 1 nodes.
Consider the feasible solution SOLN,K for partitioning N nodes into K communications obtained from (B1, B2, . . . , BK−1) just adding node N to the K-th communication. Let solN,K = optB K−1 ,K−1 +(N −BK−1)bN be the cost of such a solution. By the optimality of OP TN,K , we have:
Consider now the feasible solution FN−1,K = (B 1 , . . . , B K−1 ) obtained by truncating the solution OP TN,K to node N − 1 along with the optimal solution LM ON−1,K . Let optN−1,K and solN−1,K be the costs associated to LM ON−1,K and FN−1,K , respectively.
By the optimality of LM ON−1,K , it follows that:
Recalling that bN ≤ bN−1, it follows:
In words, Lemma 3 implies that, given the nodes sorted by non-increasing bandwidths, if one builds an optimal solution for N nodes from an optimal solution for N − 1 nodes, then the final border BK−1 can only move to the right. Such a property can be easily generalized as follows to problems of increasing sizes. From now on, let B i j denote the j-th border of LM O i,k , with k > j ≥ 1.
Corollary 1. Let the nodes 1, 2, . . . , N be sorted by nonincreasing bandwidths, and let l < c < r ≤ N . Then,
Proof. Follows directly from Lemma 3.
In the following we prove that, given n nodes with 1 ≤ n ≤ N , if an optimal solution for K trasmissions is built from an optimal solution for K − 1 trasmissions, then the final border of the optimal solutions cannot move to the left. Formally, let LM ON,K−1 = (B1, B2, . . . , BK−2) and OP TN,K = (B 1 , B 2 , . . . , B K−1 ). Then, B K−1 ≥ BK−2.
Since from now on we can compare solutions with different number n of nodes as well as different number k of transmissions, a not ambiguous notation for the j-th border of LM O n,k is B n,k j . However, to simplify notation, since in our analysis we always refer to the last border of solutions (i.e., j = k − 1), to denote the last border of SOL n,k we simply write B n k−1 instead of B n,k k−1 . Moreover, let δ(n, k) = opt n,k − opt n,k−1 , 1 ≤ n ≤ N and 2 ≤ k ≤ K, be the difference of the costs of the two optimal solutions OP T n,k and OP T n.k−1 .
Lemma 4. Let the nodes 1, 2, . . . , N be sorted by nonincreasing bandwidth.
Recalling that B 
The claim holds recalling that, by Lemma 2, δ(n, k) ≥ 0.
Moreover:
Lemma 5. For fixed k and n, with 2 ≤ k ≤ K − 1 and 1 ≤ n ≤ N , the final borders of OP T n,k+1 and LM O n,k , satisfy
By the optimality of OP T n,k+1 , it holds:
and sol n,k+1 , one has:
or, equivalently:
On the other side, let B n k ≥ B n k−1 . By the optimality of OP T n,k+1 and OP T n,k , one has:
Summing side by side, one gets:
and thus:
which is equivalent to:
The Now, it remains to be proved that if for a given 2 ≤ k ≤ K −1 the final borders of OP T n,k+1 are greater than those of LM O n,k , 1 ≤ n ≤ N , then the cost differences δ(n, k + 1) = opt n,k+1 − opt n,k are increasing with n.
For this purpose, let h r w i n,k+1
denote the difference between the costs of two solutions SOL n,k+1 and SOL n,k with last borders in w and r, respectively. Formally, let SOL n,k+1 = (B = sol n,k+1 − sol n,k . Note that when SOL n,k+1 = OP T n,k+1 and SOL n,k = OP T n,k , it holds
. In the former case, i.e., w ≤ , since opt n,k = opt r,k−1 + (n − r)bn ≥ sol n,k = opt w,k−1 + (n − w)bn, it holds:
Recalling that, by hypothesis, δ(w, k) ≤ δ( , k) when w ≤ , it yields:
In the latter case, i.e., w ≥ , observe that:
= opt w,k + (n − w)bn − opt r,k−1 − (n − r)bn
Moreover,
Finally, recalling that the nodes are sorted by non-increasing bandwidth, i.e., bn ≥ bn+1, and that w ≥ , one has:
Thus, one gets:
In conclusion:
Lemma 7. Let the nodes 1, 2, . . . , N be sorted by nonincreasing bandwidth. 
where L = max{B The MBB-Dichotomic algorithm is shown in Figure 1 . It uses the two matrices M and F , whose entries are again filled up row by row (Loop 1). A generic row k is filled in stages (Loop 2). Each stage corresponds to a particular value of the variable t (Loop 3). The variable j corresponds to the index of the entry which is currently being filled in stage t. The variables l (left) and r (right) correspond to the indices of the entries nearest to j which have been already filled, with l < j < r.
If no entry before j has been already filled, then l = 1, and therefore the final border F k,1 is initialized to 1. If no entry after j has been filled, then r = N , and thus the final border F k,N +1 is initialized to N . To compute the entry j, the variable takes all values between max{F k−1,j ; F k,l } and min{j − 1; F k,r }. The index which maximizes the recurrence in Loop 4 is assigned to F k,j , while the corresponding maximum value is assigned to M k,j .
To show the correctness, consider how a generic row k is filled up. In the first stage (i.e. t = 1), the entry M k, Proof. The whole execution of Loop 3 of Figure 1 corresponds to the execution of a stage for a particular value of t. The total number of comparisons involved is equal to the sum of the number of values the variable takes in Loop 3,
Input:
N nodes sorted by non-increasing bandwidths, and K communications; Initialize:
for t from 1 to log N do Loop 3:
for from max{F k−1,j ; F k,l } to min{j − 1;
Figure 1: The MBB-Dichotomic algorithm.
which is at most:
Theorem 2. The MBB Problem can be solved by the MBB-Dichotomic algorithm in O(KN log N ) time.
Proof. From Lemma 8, one stage of Figure 1 , corresponding to the execution of Loop 2 for a particular value of t, involves O(N ) comparisons. Since Loop 2 runs log N times and Loop 1 is repeated K times, the overall time complexity is O(N K log N ).
MULTIPLE INTERFACES
Let S be a set of N nodes and I be a set of H interfaces. Each node j is associated with a subset of interfaces Ij. Let bi,j be the maximum bandwidth that can be used by a communication toward node j by means of interface i. If i ∈ Ij then bi,j = 0. Hence, for the ease of notation, by properly setting the values bi,j we can always assume that all nodes hold all the interfaces. A transmission that simultaneously serves a subset of nodes Ai ⊆ S by means of interface i is assumed to transfer data at a rate equal to minj∈A i {bi,j}. The K-Maximum Bandwidth Broadcast in Multi-Interface Networks (MBBM for short) can be stated as follows.
MBBM: K-Maximum Bandwidth Broadcast in Multi-Interface
Networks Input:
A set S of N nodes and a set I of H interfaces. A bandwidth function b : S × I → R + 0 and an integer K ≤ H. Solution: A subset I of K interfaces and a partition A1, A2, . . ., AK of S which associates each subset of nodes to one different interface in I . Goal : Maximize P i∈I |Ai| minj∈A i {bi,j}.
In other words, we want to determine which subset of interfaces and, for each interface, which subset of nodes the source has to reach by means of a specific interface in order to maximize the bandwidth of communication during a broadcast transmission, assuming that each node cannot be reached simultaneously by means of different interfaces.
The MBBM problem can be also visualized by considering a matrix D with H rows, one for each interface, and N columns, one for each node, where each entry D[i, j] = bi,j. Then, the solution provides the selection of the subset I of K rows, and for each selected row i ∈ I , the selection of some columns Ai in such a way that each column is associated with one and only one row.
In the multiple interface case, we introduce the generalized multi-interface segmentation in order to characterize optimal solutions for the MBBM problem.
Let I = {r 1 , r 2 , . . . , r K } be a subset of K rows and let A r 1 , . . . , A r K be a partition of the N columns of D, where A r i denotes the subset of columns assigned to interface r i , with 1 ≤ i ≤ K. Moreover, let the K rows r 1 , r 2 , . . ., r K be indexed according to the induced minimum values of the bandwidths in the corresponding A r i columns obtaining that r Lemma 9. The optimal solution for MBBM is a multiinterface segmentation.
Proof. Given an optimal solution using K interfaces, we can order the K out of H chosen rows r 1 , r 2 , . . ., r K according to the induced minimum values of the bandwidths in the corresponding columns, obtaining that r Repeating the same until the last row r K is considered or until all the N columns are assigned, we obtain a multiinterface segmentation that provides at least the same bandwidth of the original optimal solution. Hence there is an optimal solution which is a multi-interface segmentation.
Although the optimal solutions of MBBM still satisfy a kind of segmentation, the major difficulty consists in choosing the K rows along with their permutation that lead to the optimal solution. Thus, introducing multiple interfaces makes the problem much harder.
Complexity
In this section we study the complexity of MBBM and we prove that the problem is computationally intractable.
Theorem 3. MBBM is NP-hard.
Proof. We prove that the underlying decisional problem, denoted by MBBMD, is in general NP -complete. We need to add one bound B ∈ R + 0 such that the problem will be to ask whether there exists a partition of S composed of K subsets which induces a minimum bandwidth of transmission of at least B.
The problem is in NP . In fact, given a partition for an instance of MBBMD, checking whether it ensures a bandwidth of at least B requires linear time in the size of the instance.
The proof then proceeds by means of a polynomial reduction from the well-known Exact Cover by 3-Sets problem. Such a problem is known to be NP -complete [2] and it can be stated as follows:
X3C : Exact Cover by 3-Sets Input:
Set X with |X| = 3q and a collection C of 3-element subsets of X. Question: Is there an exact set cover for X, i.e. a subset C ⊆ C such that |C | = q and every element of X belongs to exactly one member of C ?
Given an instance of X3C , we build an instance of MBBMD in polynomial time as follows. Let K = q, the set of nodes S of MBBMD is composed of N = |X| = 3q nodes and |I| = H = |C|. Hence, we define two mappings. One is between X and S, the other is between subsets C and interfaces I. For each subset c ∈ C, if an element x corresponding to node j belongs to c which corresponds to an interface i, then bi,j = 1, otherwise bi,j = 0. It follows that each interface can be used to reach at most 3 nodes while it guarantees one unit of bandwidth for each node. Finally, let B = 3q. We need to prove that a solution to X3C is possible if and only if there exists a solution to the corresponding instance of MBBMD.
(⇒): Let us suppose that X3C admits a solution. The covering must consist of q triples. From the MBBMD perspective, the q triples correspond to K subsets A1, A2, . . ., AK chosen to transmit data to the 3q nodes. Each subset corresponds to one different interface. By construction, for each j ∈ S there is a unique subset Ai in the induced solution of MBBMD such that bi,j = 1, hence A1, A2, . . ., AK represent a partition of S. Summing up over all the bandwidth allowed by the corresponding interfaces, we obtain:
Let us suppose that MBBMD admits a solution. By construction, each of the K chosen interfaces can be used to transmit one unit of bandwidth to at most 3 nodes. Since we have K = q and B = 3q, each interface must necessarily be used to transmit one unit of bandwidth to 3 nodes. Hence, the partition of S provided by the assumed solution corresponds to a set of K triples in X3C that covers all the elements in X, that is X3C admits a solution.
Particular cases
In this section, some special cases are considered where the MBBM problem can be efficiently solved. The following theorem can be stated.
Proof. If K = 1, it is easy to check which row of D admits the highest minimum among all the columns, and this clearly determines the selection of the best row. Overall, O(N H) time is required.
If K = 2, we may consider every pair of rows. For each pair, let us sort all the columns according to the non-increasing order of the first chosen row. Once chosen the right couple of rows and the right order (either with respect to the first chosen row or to the second one), we only need to find the best border B1 among N possibilities by Lemma 9.
The overall complexity of the above described algorithm is O (N H(log N + H) ). Indeed, one can choose one of the H rows at a time, order the columns in O(N log N ) time according to the just chosen row, consider all the H − 1 pairs of rows consisting of the just chosen row and every other row, and find in O(N ) time the best border B1, for a total of O(H (N log N + N H) ) time.
Consider now the particular case when there is a way of indexing the columns of D that simultaneously sorts all the rows of D. In other words, arranged the columns of D in such a way that a given row is sorted in non-increasing order, all the rows of D are sorted in non-increasing order of their bandwidths. When this property holds we say that the instance respects a common order. From now on, let CMBBM denote the MBBM problem when the common order holds. In CMBBM, we assume the rows of D indexed so that all the rows are sorted. In practice, the CMBBM problem might arise when the bandwidth achievable by a node with any interface depends, in the same way, on the distance of the node from the source s.
When the common order holds, a multi-interface segmentation becomes a partition A1, . . . , AK of the columns of D where each group Ai belongs to a different row (i.e., it is assigned to a different interface) and consists of consecutive columns. In such a case a multi-interface segmentation can be denoted by the K-tuple (B1; i1), (B2; i2) , . . . , (BK−1; iK−1), (N ; iK ) where border Bj is the index of the last column that belongs to group Aj assigned to interface ij. Note that in this case it is necessary to indicate also the last border BK = N since we do not know to which interface group AK is assigned.
To design an optimal enumeration algorithm for CMBBM, one should consider all the possible multi-interface segmentations of the columns of matrix D and, for each subset of K rows, find the best solution using at most such rows. An improved enumeration algorithm can be achieved exploiting a reduction to a Resource Constrained Shortest Paths (briefly, RCSP) problem on directed multigraphs, which is defined as follows [4] .
RCSP: Resource Constrained Shortest Paths

Input:
A directed multigraph G = (V, E) with two special vertices s and t, an integer K (which is the number of resources) and a (positive integer) resource availability vector (R1, R2, ..., RK ). Each edge e ∈ E has a positive weight w(e) and a (positive integer) resource request vector (r1(e), r2(e), ..., rK (e)). Solution: A feasible path p from s to t such that P e∈p ri(e) ≤ Ri for 1 ≤ i ≤ K.
Goal :
Minimize P e∈p w(e) over all the feasible paths p.
To reduce CMBBM to RCSP when the set I consists of K interfaces, define a vertex i for column i of D, with 1 ≤ i ≤ N , and add vertex s = 0. Let vertex t be equal to N and the resource availability vector be such that Ri = 1, for 1 ≤ i ≤ K. For every pair of vertices i, j such that 0 ≤ i < j ≤ N and every 1 ≤ k ≤ K add the edge e = (i, j) with w(e) = −(j − i)bj and resource request vector (r1(e), r2(e), ..., rK (e)) with all entries equal to zero except for r k = 1. Clearly, |V | = O(N ) and |E| = O(KN 2 ). Note that RCSP requires positive edge weights, while the weights introduced in the reduction are negative because the CMBBM problem is a maximization problem. However, since the so constructed multigraph is acyclic, the RCSP problem is well defined even if the edge weights are negative.
A feasible shortest path from s to t represents an optimal solution for the CMBBM problem when H = K. Note that if an optimum path p has P e∈p ri(e) = 0 for some 1 ≤ i ≤ K, it means that in the optimum solution interface i is not used.
