Abstract. Discriminative methods such as SVM, have been validated extremely efficient in pattern recognition issues. We present a systematic study on smile detection with different SVM classifiers. We experimented with linear SVM classifier, RBF kernel SVM classifier and a recentlyproposed local linear SVM (LL-SVM) classifier. In this paper, we focus on smile detection in face images captured in real-world scenarios, such as those in GENKI4K database. In the meantime, illumination normalization, alignment and feature representation methods are also taken into consideration. Compared with the commonly used pixel-based representation, we find that local-feature-based methods achieve not only higher detection performance but also better robustness against misalignment. Almost all the illumination normalization methods have no effect on the detection accuracy. Among all the SVM classifiers, the novel LL-SVM is verified to find a balance between accuracy and efficiency. And among all the features including pixel value intensity, Gabor, LBP and HOG features, we find that HOG features are the most appropriate features to detect smiling faces, which, combined with RBF kernel SVM, achieve an accuracy of 93.25% on GENKI4K database.
Introduction
Facial expression recognition has been an active topic for the last two decades. Common methods such as feature-point-based expression classifiers [1] [2] [3] , 3D face modeling [4] [5] and dynamic analysis of video sequences [6] [7] [8] have achieved great success, while few have specially focused on smile detection. Shinohara and Otsu [9] used a Fisher weight map as an assist to gain an accuracy of 97.9% on 96 testing face images. The result is desirable, but the data is limited. Another smile detector presented in [10] achieves an accuracy of 96.1% on 4928 testing face images. However, the face images used in these studies are captured in limited conditions, and are mainly frontal. Many of the testing images were collected by asking subjects to deliberately pose certain expressions, thus exaggerating the effect of the expressions, which would seldom occur in our daily life. In this paper, we focus on face images collected in real-world scenarios, and present a systematic study on smile detection with different SVM classifiers using various features. To measure the real-world performance on smile detection, we choose the GENKI4K database and some of the image examples are shown in Fig 1. As regards classifiers, support vector machine has been universally accepted as an outstanding classifier for both of its efficiency and accuracy. Most SVMbased works adopt RBF kernel SVM, but one point deserves mentioning is that as the size of the training data increases, RBF is much more time-consuming compared to linear SVM. Another classifier, Orthogonal Coordinate Coding (OCC) SVM, seems to strike a balance between accuracy and efficiency, which we will discuss later. This paper is organized as follows. In Section 2, we will give a brief introduction to the features we used. Then some SVM classifiers will be discussed in Section 3, including the improved OCC. We also provide a sensitivity analysis in Section 4 and Section 5 will demonstrate the conclusions.
Features
This section introduces three well-known local features for image description, which have been evaluated in previous research on face recognition [11] [12] [13] . We would like to evaluate and compare their performance on smile detection tasks.
Local Binary Pattern
The original LBP operator, introduced by Ojalaet al. [14] , is a powerful means of texture description. The operator labels the pixels of an image by thresholding the 3 × 3 neighbourhood of each pixel with the center value and considering the result as a binary number. Then the histogram of the labels are used as a texture descriptor.
Later research extended the operator to use neighbourhood of different sizes [15] . Using circular neighbourhood and bilinearly interpolating the pixel values allow any radius and number of pixels in the neighbourhood.
Rotation invariance was later taken into consideration in LBP-based representation due to the circular property of the pattern. The experiment done by Ojala et al. (Ojala et al., 2002) indicates that only a particular subset of local binary patterns (those containing at most two bitwise transitions from 0 to 1 or vice versa) are typically present in most of the pixels contained in real images, and these patterns are referred to as uniform [15] .
Concretely, the LBP operator is employed to obtain the LBP value of each pixel of the image in the uniform mode. Then the whole image is divided into same-sized small blocks of which a histogram is calculated, containing information about the distribution of the local texture, such as edges, spots and flat areas. Finally, regional histograms are concatenated to build a global description of the face image.
Histogram of Oriented Gradient
The basic idea behind the Histogram of Oriented Gradient descriptors is that local appearance and shapes within an image can be described by the distribution of intensity gradients or edge directions. The implementation of these descriptors can be achieved by dividing the image into small connected regions, called cells, and for each cell compiling a histogram of gradient directions or edge orientations for the pixels within the cell. The combination of these histograms then forms a descriptor. To improve accuracy, the local histograms can be contrast-normalized by calculating a measure of the intensity across a larger region of the image, called a block, and then using this value to normalize all cells within the block. The normalization results in better invariance to changes in illumination or shadowing.
With normalized pixel values, we calculate the gradient of each pixel point. Then we divide the face image into small cells, for example, 5*5, and calculate the histogram of each cell to form the cell descriptor. And we combine several cells to a block, and concatenate each cell descriptor into a block descriptor. Finally, block descriptors are concatenated to build a global description of the face.
Gabor Features
A Gabor filter can be seen as a sinusoidal plane of a particular frequency and orientation, modulated by a Gaussian envelop [16] [17] . A 2-D Gabor function g(x, y) and its Fourier transform G(u, v) are defined as
where j = √ −1 , and W is the frequency of the modulated sinusoid
where σ u = 1/2πσ x , σ v = 1/2πσ y A self-similar filter dictionary can be obtained by associating an appropriate scale factor α and a rotation parameter θ with the mother wavelet g(x,y) . M and N represent the scales and orientations of the Gabor wavelets, respectively.
where
and θ = nπ/K, while K is the total number of orientations.
SVM
As a supervised learning model, the well-known support vector machine has already gained its dominance in classification issues. An interesting property of SVM is that it is an approximate implementation of the Structural Risk Minimisation (SRM) induction principle that aims at minimising a bound on the generalisation error of a model, rather than minimising the mean square error over the data set.
The original SVM was proposed to solve binary classification problems by finding the optimal separating hyperplane. It has achieved great success in linear separable problems. However, most practical problems are not linearly separable. To cope with this problem, previous research has found solutions by using kernel tricks, which maps the data to a higher dimension. The kernel function effectively solves the nonlinear problems, but in the meantime, it also brings limitations in practice: First, the complexity is highly dependent on the size of the training data, which means as the size of the training set grows, it takes increasingly long time to test a smile. Another limitation is the lack of theoretic support on how to choose kernel functions and setting parameters for specific problems.
Recently, a novel locally linear SVM has been proposed, which has smooth decision boundary and bounded curvature.
The standard linear SVM classifier is adopted as our first classifier, which takes the form
where H(x) = 0 is the boundary plane, x ((i)) is the support vector and y (i) , α i is the responding label and weight respectively. b is the bias value.
As for kernel SVM, it takes the form
where K(x, x j ) stands for the kernel we choose. We choose an SVM classifier with square kernel as our second classifier, which is K(x, z) = (x T z) 2 . For our third classifier, we adopt an RBF kernel, which is
To introduce the orthogonal coordinate coding, first we take another look at the standard linear SVM classifier function:
The thought behind locally linear SVM is that w is adapted with different input x, which could be described as
where v belongs to the coding anchor points and c v (x) is the related coefficient. Imagine we select m anchor points, then W T would be an m by n matrix and each row w (v) T is the corresponding anchor vector.
To preserve local characteristics, large amounts of anchor points are needed, which plays a significant role in the performance of locally linear SVM. As a result, if the input data is sparse, it could lead to many holes in the feature space. To solve this problem, Ziming Zhang [18] proposed a new LL-SVM exploiting an orthogonal coordinate coding (OCC) scheme, which encodes data using orthogonal anchor planes rather than anchor points.
Given an input matrix
..], if we select N orthogonal vectors to code X, the algorithm is presented as follows 
Experiment
In this section we analyze the effect of illumination normalization, face image scales, face alignment and various controlled misalignments on smile detection.
Data
By far, almost all the expression recognition studies have been carried out on facial expression databases that were collected under tightly controlled conditions containing limited number of subjects. [19] [20] . Hence, it leads to a lack of diversity in illumination conditions and individual differences which is unavoidable in our real world. To address this problem, we carried out our experiments on the publicly-available GENKI4K database. The face images were taken not by laboratory scientists, but by common people from all over the world taking photographs of themselves for personal purpose. The database consists of 4000 face images, of which 2162 are smile faces, and 1838 are nonsmile faces as shown in Fig 1. As we can see, the images vary significantly in illumination conditions as well as poses and resolutions. In our experiment, the images were first converted to gray scale. As for scaling and alignment, one set of images are normalized to into canonical faces of three different sizes: 24 × 24, 36 × 36 and 48 × 48 pixels, which is done using the face detector provided by Open CV 1.0. Another set of images are normalized to the same three levels but based on the manually labeled eye positions. Fig 2  illustrates some examples of the aligned face images and the unaligned ones.
Procedure
As regards feature extraction in the training and testing processes, we choose pixel value intensity, LBP, HOG, and Gabor features. Three classifiers, including linear SVM, OCC SVM and RBF kernel SVM, were applied in the experiments. We divide the face images into 4 similar sets and each contains similar number of smile faces and nonsmile faces. All of the sets are applied to a fourfold crossvalidation, which means when one set is used as the test data, the other three sets are used as training data. The procedure repeats four times for each set. Test variables are shown in Table 1 .
A. Illumination Normalization
Face images from Fig. 1 and Fig. 2 witness a wide range of illumination conditions. To alleviate the impact of illumination conditions, we adopt several illumination normalization methods proposed in previous research for our experiment: 1) Gaussian disposition : It first filters out the uncontrolled illumination changes by dividing the intensity value of each pixel in the original image by the one after performing Gaussian Smooth [21] .
2) Histogram equalization (HE): HE is a simple and widely-used technique for normalizing illumination effects.
3) Discrete cosine transform (DCT): The DCT-based normalization [22] sets a number of DCT coefficients corresponding to low frequencies as zero to achieve illumination invariance. We apply each of these methods to grayscale face images and then conduct face detection with the four features and three SVM classifiers mentioned above. The results can be seen in Table 2 . Abnormally, it seems all the illumination normalization methods fail to work except the case of HE method employed with OCC and RBF SVM classifiers using LBP feature. All the other methods with the four features, however, bring the recognition rate down. It might be caused by the complexity of illumination conditions in the real world. Another possible explanation could be the characteristics of a smile face mainly rely on the structure of the face itself and the state of the organs, especially the mouth. Since these illumination normalization methods do not work as expected, the following experiments omit the illumination normalization step. 
B. Scales and Alignment
The alignment method is conducted as follows: Firstly, we manually find the eye locations of each face image. Then we rotate the images to make the two eyes in the same horizontal line. Finally, we scale and crop the face images to ensure the two eyes to be at fixed positions.
All the methods achieve better classification rate with manually aligned faces than with unaligned ones, as can be seen from Table 3 . Besides, it can be noticed that with unaligned face images, small-size images (24 × 24) are inferior to the larger ones in terms of classification rate. In contrast, as the size varies, the rate with aligned faces seems much more robust.
The classification rates for different face image sizes are illustrated in Table  3 and Fig 3. Almost all the best classification rates are achieved with the image size 48 × 48, but compared with the size of 36 × 36, there is no statistically significant difference. When the image size goes down to 24 × 24, almost all the classification rates have a more noticeable drop.
It can also be observed that, regardless of the image size and the feature chosen, the OCC and RBF SVM classifiers perform almost equally well, much better than the linear SVM classifier does.
As for features, all the other features outperform the pixel value intensity. HOG feature performs the best almost under any condition, especially with the original faces of 48 × 48 and 36 × 36 sizes. The classification rates with LBP and Gabor features achieve similar results. However, with the size of 24 × 24, the advantage of the other features over pixel value intensity becomes less obvious. One possible reason is that when the image size gets smaller, local texture could not be represented by the LBP and Gabor features appropriately.
C. Sensitivity Analysis
In this section, we give an analysis on the sensitivity of smile classifiers to various detection and alignment inaccuracies as Baluja and Rowley did in [23] . We use the manually aligned faces and add translations in horizontal and vertical directions from -3 to +3 pixels, in-plane rotation of the faces from −45
• to +45
• , and Gaussian noise with the variance from 1 to 7. As expected, we observe significant advantages of the three other features over pixel value intensity for they are more robust against image rotation, translation and Gaussian noise.
From the sensitivity analysis against rotation shown in Fig. 4 , we can see that Gabor feature shows the lowest sensitivity against rotation, since its recognition rate remains the highest among the four features under the same conditions.
As for sensitivity against translation, which is shown in Fig. 5 , HOG feature turns out to be the best among all the features.
As shown in Fig. 6 , with the variance of Gaussian noise increasing from 1 to 7, the average classification rate with pixel value intensity decrease from 90.7% to 73.1%, LBP feature from 91.3% to 78.9% and HOG feature from 92.43% to 79.38%. Moreover, we observe that with the variance of Gaussian noise grows, the OCC and RBF SVM classifiers depict increasingly notable advantage over the linear SVM classifier.
Besides, in almost all the sensitivity analyses above, the OCC classifier perform equally well with RBF SVM classifier, outperforming the linear SVM classifier.
Summary and Conclusions
Database: Most of the existing facial expression databases were collected under strictly controlled conditions containing limited number of subjects, which lack diversity in illumination conditions and individual differences. To address this problem, we select the publicly-available GENKI4K database which was built with world-wide self-portrait photos under various conditions. Illumination and size: As the results elucidated, there is no method found to fit the real-world scenarios, for the tested illumination normalization methods do not work properly to increase the smile detection rates and sometimes even prove to lower the rates. It might be caused by the diversity of the real-world environment. The size of input face images exerts limited impact on the smile detection rates. Almost all the best classification rates are achieved with the image size of 48 × 48, but the rates given by the size of 36 × 36 present no statistically difference. In general, the size of the images does not make much difference, but if it is too small, it may affect some of the features such as LBP and Gabor.
Alignment: As expected, the recognition rate is improved obviously with the alignment method. Under the same conditions including size, features and classifiers, the aligned face images all gain a better result. Surprisingly, under the same settings except for the alignment, on average, our result is 5.88 % higher than Shan and Caifeng's method in [24] . Our alignment method proves to be very effective. Besides, it is very simple and easy to conduct.
Features and Classifiers:
Among the features of pixel value intensity, LBP, Gabor and HOG features, HOG feature can best represent a smiling face. In all the cases tested, it always gains the highest accuracy. All the other three features perform better than pixel value intensity, but one point deserves mentioning is that when the size of face images is small, LBP and Gabor features tend to be inferior to pixel value intensity. As for the classifiers, in terms of accuracy, OCC and RBF SVM classifiers perform almost equally well and both outperform the linear SVM with pixel value intensity. And when it comes to time consumption, OCC SVM classifiers are ten times faster than the RBF kernel. Compared with linear SVM and RBF SVM, it seems that OCC SVM balances well between accuracy and efficiency.
