[Sparse Denoising Autoencoder Application in Identification of Counterfeit Pharmaceutical].
Near-infrared(NIR)As a fast and non-destructive testing technology, spectroscopy techniques is very suitable for pharmaceutical discrimination. Autoencoder network, as a hot research topic, has drawn widespread attention in machine learning research in recent years. Compared with traditional surface learning algorithm models, Autoencoder network has more powerful modeling capability as a typical deep networks model. Based on the unsupervised greedy layer-wise pre-training, autoencoder trains the network layer by layer while minimizing the error in reconstructing. Each layer is pre-trained with an unsupervised learning algorithm, learning a nonlinear transformation of the input of each layer which is the output of the previous layer. Pre-whitening process could get the inner structural features of the data more effectively. The supervised fine-tuning is followed with the unsupervised pre-training which sets the stage for a final training phase. The deep architecture is fine-tuned with respect to a supervised training criterion with gradient-based optimization. In this paper, firstly, the preprocessing step and pre-whitening transformation were used to treat near-infrared spectroscopy data of erythromycin ethylsuccinate, The pre-whitening transformation would reduce the correlation of the features, which gave each feature the same variance. Experimental results showed that the pre-whitening process had improved the classification accuracy of Sparse Denoising Autoencoder (SDAE) effectively. The SDAE with two hidden layers combined with pre-whitening was used to build the classification model for the identification of counterfeit pharmaceutical. The BP neural networks was compared with SVM algorithm for the classification accuracy and mean absolute difference (MAD). SDAE algorithm had higher classification accuracy than BP neural networks which had the same network structure with the SDAE networks, and SDAE algorithm also performed better than the SVM algorithm when the train datasets achieved a certain amount. As to the generalization performances, SDAE algorithm had less mean absolute difference of classification accuracy than SVM and BP Neural Networks. This result showed that SDAE algorithm could be effectively used to discriminate the counterfeit pharmaceutical.