Introduction
We introduce some notation to be used in this paper. Let S(R n ) be the class of Schwartz functions on R n and let φ be a non-negative C ∞ (R n ) function supported in {|x| ≤ 1} with φ = 1. For j ∈ Z define the operator P j on S(R n ) by
where φ 2 j (x) = 2 −jn φ(2 −j x), x ∈ R n . Now let ψ be a non-negative C ∞ (R n ) function supported in {1 ≤ |ξ| ≤ 4} such that j∈Z ψ(2 j ξ) = 1 for ξ = 0. For j ∈ Z, define the operator Q j on S(R n ) by
Let η be a non-negative C ∞ (R n ) function supported in {1 ≤ |x| ≤ 4} such that j∈Z η(2 j x) = 1 for x = 0. Let T and T j be singular integral operators with kernels K(x, y) and K(x, y)η(2 −j (x − y)), respectively. Recently, Carbery proved the following theorem in [C, Theorem 1] .
Theorem C. Let T be a singular integral operator bounded on
where · Mp is the operator norm on L p (R n ) and I is the identity operator on
We show in Theorem 4.1 that Theorem C is sharp. We also obtain in Theorem 2.1 a weighted analogue of Theorem C. Theorem 2.1 is then applied to obtain two multiplier results on power-weighted L p -spaces; see Theorems 3.1 and 3.4.
Weighted analogue of Theorem C
Let w be a non-negative locally integrable function on
be the space of all measurable functions f on R n such that f p,w < ∞, where
We shall simply write L p α (R n ) and · p,α if w(x) = |x| α . The weight w is said to satisfy the Muckenhoupt A p condition if there is a constant C such that
for all balls B ⊂ R n , where |B| denotes the Lebesgue measure of B. The main result in this section is the following weighted version of Theorem C.
The proof of Theorem 2.1 depends on the following weighted version of Calderón-Zygmund decomposition whose proof is standard and is therefore omitted. Theorem 2.2. Let w ∈ A p , 1 ≤ p < ∞, and let f ∈ S(R n ). For α > 0, there exist a sequence of mutually disjoint balls {B i } and measurable functions g and b i , i ∈ N, such that 
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where φ is a non-negative radial
It follows from hypothesis (2.1) and Carbery's arguments in [C, Theorem 1] 
, where the second inequality follows from [ST, Theorem 6, p. 162] and the last inequality is by Theorem 2.2 (iii). It now follows from (2.2) and (2.3) that
Theorem 2.1 has the following simple corollary.
Proof. Let T be the convolution operator defined on
Using Theorem 2.1 and [ST, Theorem 6, p.162] , we can prove the corollary in the same manner as Theorem 3 is proved in [C] . Details of the proof are therefore omitted.
Multipliers on power-weighted
Corollary 2.3 indicates the amount of regularity needed for each m i so that m is a multiplier of weak type (p, p) on L p w (R n ). Our next theorem shows that for certain power weights, such a regularity condition is implied by m i satisfying a certain Lipschitz condition. We say a distribution f is in the Lipschitz space Λ β r,s (R n ) for
with the usual modification if s = ∞.
where m i is as in Corollary 2.3.
We need the following two lemmas in the proof of Theorem 3.1.
where m i is as in Corollary 2.3. Then m is a multiplier on L q (R n ).
Proof. Recall that k∈Z ψ(2 k ξ) = 1 for ξ = 0 and write
Choose p such that 1 < p < q and β > n(2 − p)/2p. We shall estimate τ ijk Mp for k = i by interpolation between τ iji M2 and τ iji M1 . Clearly, we have
where the last inequality follows from (3.2) and ψ ∞ ≤ 1. Note that
where the penultimate inequality follows from (3.2) and ψ(2
Now for x ∈ B and t ∈ N, there exists a constant C t such that
where the last inequality follows from (m i ) ∨ ∞ ≤ m i 1 ≤ C2 −ni . Now choose t = 3n and we have
Since i < j and β < n/2, we have (τ iji )
Interpolating between (3.3) and (3.4) yields τ iji Mp ≤ C2 (i−j)(β−n(2−p)/2p) for 1 < p < 2.
Similar estimates of τ ijk Mp for k = i − 1, i + 1 give
Routine calculations as in [C, p.395] show that for |γ| ≤ n and t > 2n, there exists a constant C t such that I Mp ≤ C t m i ∞ 2 (j−i)(n+|γ|−t) and III Mp ≤ C t m i ∞ 2 (j−i)(n+|γ|−t) . Consequently for j > i and t = 3n, we have
It follows from Corollary 2.3 that m is a multiplier of weak type
, it follows from Herz [He, Lemma 1.5*] that
Thus we have sup i∈Z m i M 2,2β < ∞. Hence m is a multiplier on L 2 2β (R n ).
We now turn to the proof of Theorem 3.1.
Proof of Theorem 3.1. (i). Note that supp
Theorem 6.3.1 of [BL] and hypothesis (3.1) of Theorem 3.1 imply that m satisfies the hypotheses of both Lemmas 3.2 and 3.3. Thus m is both a multiplier on L q (R n ), 1 < q < 2, and a multiplier on L 2 2β (R n ). The result now follows from the Stein-Weiss interpolation of L p spaces with change of measures; see [SW, Theorem 2.11] .
(ii). The proof of Lemma 3.2 can be easily modified to show that m is a multiplier on
It follows from Lemma 3.3 that m is a multiplier on L 2 2α (R n ) for all |α| < n/2. The result again follows from the Stein-Weiss interpolation with change of measures.
As an application of Theorem 3.1 we consider the following multiplier discussed in (3.6) of Baernstein and Sawyer [BS, p.22] .
Let a and b be positive real numbers and let s be an integer larger than b/a. Let m be a strongly singular multiplier such that
where Θ ∈ C ∞ (R n ), Θ = 0 on |ξ| < 1, Θ = 1 on |ξ| ≥ 2. The next theorem shows that m is a multiplier on certain power-weighted L p (R n ). 
where C is independent of i. Assume that b/a is not an integer and let b/a = ν + σ, where ν is a non-negative integer and 0 < σ < 1. For 1 ≤ j ≤ n we have 
It follows from [BL, Theorem 6.3 
If b/a is an integer, we write b/a = ν + 1, where ν ≥ 0. Then for 1 ≤ j ≤ n we have
where
. Routine calculation as in the case where b/a is a non-integer then shows that
ib/a . The theorem now follows from Theorem 3.1.
Sharpness of Theorem C
In this section we prove that Theorem C is sharp in the following sense.
n(2 − p)/2p, it follows from the proofs of Theorem 3 of [C] and Lemma 3.2 that T will satisfy (i) if we have
} and so m k = 0 for k ≥ 0. Thus we only need to prove (4.1) for k < 0. Let ξ ∈ R n and let A ξ = {j ∈ Z n : |ξ − j| ≤ 1}. Then A ξ is a finite set with at most 2 n elements. Let β = n(1−α)/2 and we have |Φ(j)| ≤ 2 (k+2)β for j ∈ A ξ , ξ ∈ supp m k . Furthermore, k < 0 implies that there exists a constant C so that D µ S(· − j)ψ(2 k ·) ∞ ≤ C for all multi-indices µ with 0 ≤ |µ| ≤ n and all j ∈ A ξ , ξ ∈ supp m k . Consequently we have
If β is not an integer, we write β = ν + σ with 0 < σ < 1. Then ν is an integer less than n/2. For i = 1, 2, · · · , n we have
Thus we have m k Λ Consequently, the sequence {m k } ∞ −∞ satisfies (4.1) and we have T satisfying (i). Since β = n(1 − α)/2 > n(2 − p)/2p, (4.1) and Lemma 3.2 imply that m is a multiplier on L p (R n ). Hence T satisfies (ii). Lastly, if T were of weak type (r, r) on L r (R n ) for 1 < r < p, then T would be bounded on L q (R n ) since r < q < p. Hence m would be a multiplier on L q (R n ). By deLeeuw's theorem [L, Proposition 3.3 ] the restriction Φ of m to Z n would then be a multiplier on L q (T n ), but this contradicts our earlier observation that Φ is not a multiplier on L q (T n ). Thus T satisfies (iii).
