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Abst rac t - -A  methodology to reconstruct the dynamics associated with a given signal is presented. 
The methodology is based on the expansion of the function characterizing the dynamical system in 
terms of orthonormal functions calculated by means of a QR decomposition f the generating functions 
matrix. (~ 1999 Elsevier Science Ltd. All rights reserved. 
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1. INTRODUCTION 
For the analysis of signals associated with the evolution in time of a physical system, we suppose 
that the sequence of observations follow a discrete volution rule, or that they are the solution at 
different ime steps of an initial value problem associated with a system of differential equations 
of the form 
d~ G (~(t)) (1) 
dt 
where G is an endomorfism of R d assumed to be differentiable. 
In realistic situations, the observations of a dynamical system are measured every sampling 
period, being the evolution the system described by a finite sequence of data 
i (1 )  . . . .  , Z (N) ,  (2) 
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the natural assumption is then to describe the sequence volution using a discrete map 
Z(n+ 1) =,5(Z(n)) ,  (3) 
where the function F is also a differentiable endomorfism of ~d.  Furthermore, given a continuous 
problem like (1), it is always possible to approximate its solution using a discretization for the 
derivative, obtaining a discrete map with the same structure as (3). Thus, in the following we 
will suppose that the evolution of the sequence (2) is governed by a discrete map like (3). The 
properties of the derivative matrix, DF(Z(n)), characterize the different kinds of evolution for 
the dynamical system. In particular, the stability of the system can be characterized in terms of 
the Lyapunov exponents [1,2]. The spectrum of Lyapunov exponents i determined by following 
the evolution of small perturbations of an orbit using the linearized ynamics of the system. 
 e(n+ 1) 
The evolution of the perturbation Aa7 satisfies 
A~(k + L) = DF  (a~(k + L - 1)) DF  (aT(k + L - 2)). , .  D, ~ (aT(k)) AaT(k) = Dl~ L (~(k)) Aa~(k), 
and Oseledec [3] proved that the limit 
lim DF g (~ DP L (~ 
L----* oo 
exists, and the resulting matrix has eigenvalues ealr,... ,e "~eT, which are independent of the 
point ~ of the orbit. The real numbers ,~i are the global Lyapunov exponents of the system and 
they are dynamical invariants, in the sense that they do not change under a change of coordinates, 
and T is the sampling period of the signal. 
For the particular case where the discrete map (3) is a linear map 
Z(n+l)=AZ(n),  
we have that the eigenvalues of the matrix A, e£~T,..., e;~T are other dynamical invariants. A~, 
i = 1 , . . . ,  d are now complex numbers and they constitute what we have called the complex 
Lyapunov exponents of the system [4]. 
2. DYNAMICS RECONSTRUCTION 
For a given signal, the function F of the discrete map (3) is unknown a priori, but we will 
suppose that it can be approximated asa truncated expansion in terms of orthonormal functions 
rrj(~), j = 1 , . . . ,g ,  
K 
= (4) 
j= l  
The orthonormal functions atisfy a relation 
/ dZp (~) (~) (~.) = 6,~,~, (5) 7rrn 7rn 
where the integration is extended to the orbit of the dynamical system, and 6mn is the Kroneker 
delta function. As the only information we have about the orbit is a finite sequence of points, (2), 
we use the density 
N 
P = E 
/=1 
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and the orthogonality relation (5) is reduced to 
N 
/=1 
which makes use of the Euclidean scalar product for the vectors whose components are the 
functions ~ri(1) evaluated at the points of the signal• 
To construct he orthonormal functions, we select a set of generating functions 
and we write 
{~, (e),. . . ,  ~ (e)} 
K 
/=1 
where Rzj are unknown coefficients. 
Evaluating the generating functions at the points of the trajectory, we define the matrices 
X = [ ~1 (.i(1)) ••" ~K (~(1)) 
L~' (Z(N)) . . .  ~K (Z(N)) 
and using (7), we obtain the relation 
I I  = 
~r, ( i (N))  
• .. ~(~(~))  ] ,  
• - .  ~rK (:F(N)) J 
(6) 
(7) 
we obtain 
K K 
DF~j(I.(I)) = E E C'~m,IR-l~,nm O~nr9 (X(/)) " 
m=l  n=l ~Xj  
where II is an orthogonal matrix and R is the matrix of the unknown coefficients Rij. Hence, 
once we have selected a particular set of functions (6), we construct the matrix X and perfi)rm a 
QR decomposition [5], then we can identify the orthogonal matrix Q with the matrix II and the 
upper triangular matrix with R. 
The coefficients Cij of the expansion (4) can be obtained using the orthonormality relations of 
the columns of II as 
N N 
c~j = ~ ~j (~(~)) F~ (~(1)) = ~ n~jx~(z + 1). 
l-~l /=1 
Only in the case that the vectors Fi(2(l)), I = 1 , . . . ,  N belong to the subspace generated by 
the vectors ~(2( I ) ,  1 = 1 . . . . .  N, the expansion (4) will be an exact one. In other cases, this 
expansion will be an approximation and the reconstruction of the dynamics from the signal will 
be better or worse depending on the election of the set of functions ~j (2). 
This approach of reconstructing the dynamics from a given signal is similar to the one proposed 
by Giona et al. [6,7], but they obtain the orthonormal multidimensional polynomials by the direct 
application of the Gram-Schmidt procedure. This process has large requirements in memory and 
CPU time for the computations and this limits the number of polynomials that it is possible to 
use for the expansion of the function/~. 
To compute the Lyapunov exponents of the dynamical system, it is necessary to obtain the 
Jacobian matrices of the function F for each point of the trajectory 
oF~ "~ DF~j (i(/)) = ~ (~(/)). 
With the proposed approach, it is easy to evaluate these derivatives. Thus, using the expression 
K K K K 
m=l  n=l  n=l  m=l  
x = HR, (s) 
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3. NUMERICAL  RESULTS 
To test the performance of the proposed methodology to reconstruct the dynamics of a given 
system from a set of data corresponding to its phase space, we have studied two problems, the 
Ikeda map and a continuous double oscillator. The generating functions used in both cases for 
the reconstruction of the dynamics have been the multidimensional polynomials of degree k, that 
is the the set of polynomials 
. . ,  il id 
~X 1 ~. . . ,X  d ~.* .}  , 
where the indices i l , . . .  ,id fulfill il ÷ ...  + id ~_ k. 
The Ikeda map [1,2,7] is defined by 
( 00) 
zn+l=1.0+0.76Znexp i 0 .4 - i l+ lzn l  2 +vn, 
where z~ = xn + iyn is a complex variable. As experimental signals present noise associated with 
the measurements, wehave added a term of Gaussian noise, vn, with zero mean and variance, ~ .  
For this problem, we have computed the Oseledec Lyapunov exponents from the reconstructed 
map, performing a QR decomposition of the Jacobian matrix at each point along the trajec- 
tory [1,2]. We have generated 25000 points for the Ikeda map, and the results for the Lyapunov 
exponents for different levels of noise and different degree of the orthonormal polynomials are 
presented in Table 1. The accepted values for the Lyapunov exponents of the Ikeda map are 
• Xl = 0.35 and .X2 = -1.0 [2]. 
Table 1. Computed Lyapunov exponents for the Ikeda map. 
Variance of Order of Polynomials/Number of Functions 
Noise a 2 
4/15 5/21 
0 0.381, -1.188 0.351, -1.033 
1 x 10 -6 0.382, -1.190 0,352, -1.027 
1 x 10 -4 0.381, -1.178 0.350, -1.034 
1 × 10 -2 0.388, -1.085 0.355, -1.104 
1 0.295, - 1.168 0.321, - 1.099 
We observe that with this approach for the dynamics reconstruction based on the QR de- 
composition of the generating functions matrix, X, it is possible to calculate a large number of 
orthonormal functions in a moderate amount of time and that the global fit of the signal does 
not have a large dependence on the noise level. 
The second dynamical system studied has been the double oscillator, 
d2x dx 
dr--- 7 + w2x -= O, x(O) = 1, -~(0) = 1, 
d2y 
+ = o, y (o )  = 1, = 1, 
dt 2 
with w 1 ---- 1.2 and w2 -- 1.25. With the solution of this system, we have generated 4000 points of a 
four-dimensional signal with a sampling period of 0.1. The obtained signal has been contaminated 
adding different levels of Gaussian oise, and from the contaminated signal we have reconstructed 
the dynamics using polynomials of degree 1. From the reconstructed function for the discrete 
map, we have computed the global Lyapunov exponents [4] as an average along the orbit of the 
complex Lyapunov exponents. The imaginary part of these exponents give us the frequencies 
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Variance of Complex Eigenvalues 
Noise a 2 
~, ~ ~, ~ 
0 (2.919 × 10 -7 ,  =t=1.250) (7.262 x 10 -s ,  -t-1.200) 
1 x 10 -6 (-1.999 × 10 -a,  ±1.250) (-5.369 × 10 -7 , /=1.200) 
1 X 10 -2  (-8.486 X 10 -3 ,  +1.250) (-8.255 x 10 -a,  -t-1.200) 
1 (-8.090 x 10 - i ,  ±1.241) (-7.726 x 10 -1, ±1.210) 
of the oscillators and the real part, the damping factors. The obtained results for the complex 
Lyapunov exponents are presented in Table 2. 
We observe that the reconstruction technique allows to obtain the oscillation frequencies very 
accurately, but the real parts of the complex Lyapunov exponents are more sensitive to the 
contamination with additive noise. This behaviour of the methodology is also observed when 
it is applied to experimental signals for the study of the stability regime of a nuclear power 
reactor [8]. In this way, the methodology has a performance comparable with the methodology 
based on autoregressive models, and both methods give accurate results when the reactor works 
near unstable conditions (that is, the reactor behaves as an almost undamped oscillator) and 
when the reactor works in a more stable configuration, the accuracy of the results is worsen. 
With the dynamics reconstruction methodology, it is possible to avoid the dependence of the 
results on the autoregressive model order and the necessity of stationarity for the signals. 
4. CONCLUSIONS 
We have shown in this work that the method proposed for the global reconstruction of the 
dynamics of a given system, based on the QR decomposition f the generating functions matrix 
is a simple and general method for the functional reconstruction f time series. This method is 
also reliable and robust against noise contamination. 
The success obtained in the computer simulation results for discrete and continuous dynamical 
systems make this method an efficient tool to analyze the functional form of the model underlying 
the data of a given signal, and to study possible changes in the parameters of the associated 
dynamical system. 
We also want to remark that this methodology can be used straightforward to perform local 
reconstructions of the dynamics by partitioning the signal into different records and reconstructing 
each of the records to obtain the local maps. 
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