An interactive software tool for design and performance andysis of language models (LMs) is described. The tool obviates on-line simulation of the recognition system in which the LM is to employed. By exploiting parallels with signal detection theory, a profile of the LM is given in an receiveroperating-characteristic-like (ROC) display.
INTRODUCTION '(ROC-LM" D e s i g n Tool.
The bendts of LMs in modern speech recognition (SR) systems are well-understood (e.g. [I, Ch. 131). Many classes of LMs, including adaptive (e.g. [2, 41) and hybrid (e.g. [3]) languages, have been researched, but few simple models, notably n-grams, prevail. A serious impediment to the development and testing of LMs is the inability to assess their performance without time-consuming experimentation. In this papa, we develop a new LM design / evaluation tool ("ROCLM Design Tool") that does not require simulation with the actual SR system. The ROCLM tool exploits parallels between binary signal detection theory and the LM problem. An LM must be "large" to "cover" the task language (TL). A "large" LM assures proper "detection" of a TL sentence. Conversely, a large LM tends to "over-generate" out-of-TL hypotheses, risking "false alarms" (acceptance of out-of-TL sentences).
For a fixed performance criterion (e.g., recognition rate) analogous to signal-to-noise ratio in detection theory, and for a fixed set of acoustic models, contours of "coverage f over-generation" pairs, (CM, OM), can be mapped in a tww dimensional ROGlike plane [SI. A point on a contour applies to any LM that j s characterized by the given pair. For a specific LM of interest, the designer can monitor performance in the plane as certain LM design features are varied.
L i t a t i o n s of the Current
System. The present version of the ROCLM tool has practical limitations that will be alleviated by ongoing research. The most limiting present assumption is that word (or other linguistic) boundaries are known in the acoustic observations. Other theoretical assumptions (for which the practical implications are not yet entirely understood) are the assumption of constant sentence length in the TL, and the assumption of uniform distributions of elements in the TL and LM. These later assumptions can certainly be relaxed through further theoretical work (see [6] ). Other assumptions (validated by current research) regarding statistics of acoustic likelihoods are described below.
FORMULATION
General SR Problem. The general SR task can be viewed as formal signal detection problem as illustrated in Fig. 1 [5]. The vocabulary, V, is an exhaustive set of NV words, including a "nd" word, that arises in the TL. If the maximum sentence length is Imw, there are 0 (NL = Nbmax) possible sentences (word strings), say, L = (91 ,..., sNt).
For each si, there is a (assumed finite) set of acoustic representations ('pronunciations"), denoted A = { a i , . . . , aNA}.
The pronunciations and acoustic strings arising from frame procesing are in one-to-one correspondence and need not be distinguished.
The underlying probability space is (a, Zn, P), where P reflects the "true" (TL) distribution Of pdrs wij = ( S i , a j ) € Q.
Formally, when a sentence s; is "pronounced as" a,, wi, E fl is select& this occtus with probability P ( W i j ) . Outcome W i J is then analyzed by the "transmitter" nsing a source c h s C fieri h ( w i j ) = si. At the "receiver" (recognizer), the ob- The mapping Q may be viewed as a "noisy probability distribution" over SZ learned in the training process. It represents an attempt to estimate the TL "true" distribution P . In the language space L, there are two critical subsets associated with these distributions. Formally, the task language (TL), LT E L, is defined as the subset LT = {silP(si) # 0 ; s i E L}, whereas the language model (LM), LM C L, and Q(LM) = 1. For convenience, we also define subsets LMT = LM LT, LF = LT -LMT, and LG = LM -LMT (Fig. 2) .
To avoid tedious arguments, we henceforth assume that P and Q are approximately uniform over their support sets. Generalizations are discussed in 161 and are the subject of ongoing research.
Language Detection (LD) Problem. The heart of the speech recognition system is the detection rule 612. In turn, the "performance" of the rule 6~ reflects the quality of the training as reflected in the distribution Q. The recognition performance can be characterized in terms of the question "How w e l l does Q a p p r o h a t e P over the space SZ = L x A?". In this work, however, we are interested in the quality of the LM, and this part of the training is reflected in the distribution Q(si) over the subspace L and the corresponding is LM = {siIQ(si) # 0;si E L}. Therefore P ( L r ) = 1 term Q(s,), or Z9(st), in 6~. The "LD problem" which is structured similarly to Fig. 1 , is a formal construct only, idlowing the quantified study of the LM as reftected in Q ( s , ) imd 6~.
Ih the LD problem, the fundamental probability space is (L, 2L, P) where L is as defined above, and P is uniform over tdl si f L. The distributions P and Q induced on L in the i:ecognition problem (Fig. 1 The LD problem is equivalent to a classical "binary chaniael" problem (e.g. [S, p. 91) with the following hypothesis structure (letting sl E L be a test sentence in a given trial): In these heuristic terms, the performance of a LM is parameterized by "coverage" and "over-generation." The coverage, 2For completeness (although the "output step" is not used in the following developments): The coat hnction is the product g L ( c t , 6 , ) = CL x 62, and the expectation of 6 with respect to the distributionp is the LD rate, f i~ I EdL = P(LMT).
-& Figure 2 : Illustration of the four channel probabilities, conditional LD, false-alarm, miss, and correct-rejection, rates.
CM, of the LM is exactly equivalent to the conditional hit rate of the LD problem and it re&& the probability that a sentence in the TL will be hypothesized ("covered" in the sense of Fig. 2) by the LM. Note, therefore, that
( L M I L T ) = P ( L M ) = P(LMT). (5)
The over-genemtion, OM, is defined to be the "a posteriori false-alarm rate" OM differs from the proper false-alarm rate P(D1lBo) only by a scale factor, which, in tarn, avoids the occurrence of very small numbers in the analysis. OM, so-defined, is a normalized measure of the size of the LM.
Integrating the LD and SR Problems. Having achieved the goal of defining the key measures CM and OM, we abandon the use of distribution P and return to the exclusive use of P and its estimate Q. Using the developments above, it can be shown that 
THE ROC-LM DESIGN TOOL
The ROCLM Design Tool is segmented into two interactive components. The ikst is concerned with the recognition environment including the performance of the acoustic models and the properties of the TL. These factors are assumed fixed once the LM assessment begins. The second component is concerned with the LM itself.
In the ROCLM operation, a point in the "ROCLM plane" 
EXAMPLE APPLICATION
As an example, we consider an adaptive, hybrid, LM design problem. In this problem a "partial" (or "local") document consisting of the "small" training set Hioc E LT does not contain enough sentences to robustly train the LM. Therefore, the larger "static" corpus Hst E LT is used t o adaptively supply more information. The number of training sentences fxom Hst represents a parameter of the LM design that must be optimized with respect to the LM performance god. Increasing the amount of Hst used wiU increase the CM of a given LM while also increasing its OM. The TL in this example is an artificial digit-string language described in 11, Ch. The salient features of the ROCLM output m e e n for this problem are seen in Fig. 4 . Each of the contours shows sets of (CM, O M ) pairs that result in a constant recognition rate for the acoustic models (whole-word digit HMMs based on the 
