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Abstract
Operators on unbounded domains may acquire eigenvalues that are embedded in the essential spectrum.
Determining the fate of these embedded eigenvalues under small perturbations of the underlying operator is
a challenging task, and the persistence properties of such eigenvalues are linked intimately to the multiplic-
ity of the essential spectrum. In this paper, we consider the planar bilaplacian with potential and show that
the set of potentials for which an embedded eigenvalue persists is locally an infinite-dimensional manifold
with infinite codimension in an appropriate space of potentials.
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1. Introduction
Determining the dependence of the spectrum of operators on perturbations is an important
issue that is of relevance in many applications. Of course, much is known in this direction: the
persistence of point eigenvalues and the behaviour of the essential spectrum under small bounded
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results along these lines. Here, we consider differential operators that are posed on unbounded
domains and are interested in the interaction between eigenvalues, with proper eigenfunctions in
the underlying domain of the operator, and the essential spectrum. More precisely, we study the
fate of eigenvalues that are embedded in the essential spectrum under small perturbations of the
operator. Typically, such eigenvalues will disappear under generic perturbations of the potential,
and it is therefore of interest to determine the class of perturbations for which an embedded eigen-
value persists. For the bilaplacian on cylindrical domains, we showed in our previous work [8]
that the set of perturbations for which an embedded eigenvalue persists is an infinite-dimensional
manifold of finite codimension. Furthermore, we showed that the codimension of this set is given
by the multiplicity of the essential spectrum, defined as the number of independent continuum
eigenfunctions or, more rigorously, via the spectral resolution of the Fourier transform of the
bilaplacian (see e.g. [3, Definition 2 in §85]). In this paper, we continue the investigation that we
began in [8] and consider the bilaplacian posed on the plane: the challenge is that the essential
spectrum of the planar bilaplacian has infinite multiplicity. Thus, we may expect that the set of
potentials for which an embedded eigenvalue persists is an infinite-dimensional manifold of in-
finite codimension, and this is indeed what we shall prove for an appropriate class of potentials.
For a different approach on persistence of embedded eigenvalues, see [2].
Before stating our results, we briefly outline why embedded eigenvalues are of interest. Our
first motivation comes from quantum mechanics: the eigenfunctions associated with eigenvalues
of an energy operator correspond to bound states that can be attained by the physical system
modelled by the energy operator. If such an eigenvalue is embedded in the essential spectrum,
then its fate under perturbations of the potential determines whether the associated bound states
persist or not (see [10,16] for examples). The second example comes from inverse scattering
theory, where eigenvalues correspond to coherent soliton structures of the underlying integrable
system, while the essential spectrum describes radiative scattering behaviour. Thus, bifurcations
of solitons are reflected by the disappearance or persistence of embedded eigenvalues [13,14].
Finally, embedded eigenvalues provide a common mechanism for the destabilisation of travel-
ling waves in near-integrable Hamiltonian partial differential equations, and we refer to [17] for
further background information and pointers to the literature.
As mentioned above, we focus in this paper on the persistence of embedded eigenvalues for
the planar bilaplacian. Our primary reason for considering the bilaplacian is that this operator is
complex enough to exhibit the underlying difficulties, while not adding technical complications
that have nothing to do with the issue we are interested in. In other words, the planar bilaplacian
provides a useful paradigm for the issues that we expect to encounter for other more complicated
differential operators. Note also that the applications we mentioned above all involve self-adjoint
operators, a feature shared by the bilaplacian.
We now describe the precise setting that we consider. Let r0 > 0, and assume that θ ∈
C∞0 (Br0(0);R) is a radially symmetric potential. Hence, we use polar coordinates (r, ϕ), write
θ = θ(r), and consider the multiplication operator on L2(R2) (also denoted by θ ) defined by
[θu](r, ϕ) := θ(r)u(r,ϕ).
We define L := 2 + θ on L2(R2), where 2 is the bilaplace operator which is densely defined
on L2(R2) with domain H 4(R2). It is known that the spectrum of 2 is σ(2) = [0,∞). Since
θ has compact support, the essential spectra of L and 2 coincide, and so σc(L) = [0,∞). We
assume that θ is chosen so that L has a simple positive eigenvalue λ0:
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We are mainly interested in the case where λ0 is an embedded eigenvalue, i.e. when λ0  0,
since when λ0 is isolated from the rest of the spectrum, the persistence of eigenvalues is well
known, [11, pp. 213–215]. We also exclude the case λ0 = 0 which lies on the boundary be-
tween spectrum and resolvent set. We denote by u∗(r, ϕ) the eigenfunction associated with the
embedded eigenvalue λ0. Since θ is radially symmetric and the laplacian  is invariant under
rotations of the underlying cartesian coordinates, we see that the functions u∗(r, ϕ + ϕ0) are,
for each fixed ϕ0, also eigenfunctions of L belonging to the eigenvalue λ0. The simplicity of
λ0 required in assumption (A1) therefore implies that u∗ is a radial function, and we henceforth
write u∗ = u∗(r). It is clear by existence and uniqueness of solutions of ODEs that u∗(r) cannot
vanish for all r  r1, and so we assume that
(A2) r1 > r0 is such that u∗(r1) = 0.
Lemma 1 below shows that our hypotheses can be satisfied. We now perturb the potential θ by
potentials ρ in the weighted L2-space R := L2([0, r1],H 1/2(S1), r dr) of functions that map the
interval [0, r1] into H 1/2(S1), where the interval [0, r1] is the domain of the radial variable r ,
while H 1/2(S1) describes the dependence on the angular variable ϕ. Our main result is as fol-
lows.
Theorem 1. Let 0 < r0  r1, θ ∈ C∞0 (Br0(0);R) be radially symmetric, and assume that (A1)
and (A2) hold. Then there exist δ > 0 and a neighbourhood O of 0 in R = L2([0, r1],H 1/2(S1),
r dr) such that the set
Remb :=
{
ρ ∈ O; L + ρ has an embedded eigenvalue in (λ0 − δ,λ0 + δ)
}
is a smooth manifold in R of infinite dimension and codimension.
Before commenting on the ideas behind the proof of Theorem 1, we illustrate that our hy-
potheses can be met.
Lemma 1. There exists a smooth radial potential θ(r) with compact support such that L =
2 + θ satisfies hypothesis (A1).
Proof. Let K0(r) denote the modified Bessel function of the second kind and define a smooth,
strictly positive function u0(r) via
u0(r) =
{
1, 0 r  1,
K0(r), 2 r
together with a smooth interpolation in the intermediate region r ∈ [1,2]. Note that u0 decays to
exponentially as r → ∞ and can be chosen so that u0(r) > 0 for all r . Thus, the radial potential
θ := 1 (−2 + 1)u0 = 1 (+ 1)(−+ 1)u0 = {1, 0 r  1,0, 2 ru0 u0
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more, we have
Lu0 =
(
2 + θ)u0 = 2u0 + 1
u0
[(−2 + 1)u0]u0 = u0,
and u0 is a positive radial eigenfunction belonging to the embedded eigenvalue λ0 = 1 of L.
It remains to show that λ0 = 1 is simple. Using the radial symmetry of θ , the results presented
in the rest of this paper imply that it suffices to show that the equation
[
∂2r +
1
r
∂r − k
2
r2
]2
u = (1 − θ)u for r ∈ (0,2),
ur(0) = urrr (0) = 0, u(r) = Kk(r) for r  2 (1)
does not have a solution u(r) for each integer k  1. We will now outline why (1) will not have
solutions for k  1 provided θ is modified appropriately but omit the straightforward details.
Using variations of parameters, it can be shown that (1) cannot have solutions for k  1. If it does
have solutions for some or all of the remaining finitely many integers k  1, then we can modify
the potential θ to remove these solutions while retaining the eigenfunction for k = 0. Indeed, any
solution of (1) for k  1 is of the explicit form u(r) = r
 for some integer 
 = 
(k)  1 since
θ(r)− 1 = 0 for 0 r  1. Replacing u0 in the above construction of θ by u0 + v0 for bounded
functions v0 with support in ( 12 ,1) and using the necessary expressions (64) derived in Section 7
for the persistence of eigenvalues, it is then not difficult to see that any nonzero choice of v0  0
removes the solutions of (1) for k  1 for 0    1. 
The idea for proving Theorem 1 is to characterise embedded eigenvalues as roots of a regular
function, since such a characterisation would allow us to use the implicit function theorem. As
it appears difficult to find a functional-analytic characterisation of embedded eigenvalues, we
pursue here a dynamical-systems formulation similar to that used in our precursor work [8] for
the bilaplacian on cylinders. The eigenvalue problem can be written as a system of differential
equations in the radial evolution variable r posed on an appropriate function space X of functions
that are defined in the angular variable ϕ. The issue is that this system is ill-posed in the sense
that, for given initial data, solutions may not exist. Using a similar approach as in Scheel [19],
we will show, however, that this dynamical system has an exponential dichotomy: there are two
infinite-dimensional subspaces Xcu and Xs of X at r = r1 so that solutions with initial data in
Xcu exist and stay bounded for r  r1, while solutions with data in Xs exist and decay as r → ∞.
The intersection of these spaces corresponds to eigenfunctions of the underlying operator, and
our goal is therefore to characterise those perturbations for which this intersection is nontrivial.
We show that there are infinitely many conditions that characterise such intersections and prove
that we can solve them using an implicit function theorem. A key issue is the space for the
perturbation ρ. For the conditions of the implicit function theorem to be satisfied, the space for
ρ needs to be L2([0, r1];H 1/2(S1), r dr), a space with very low regularity. This low regularity
forces us to work with different function spaces for r  r1 (where ρ has its support) and for
r  r1 (where we have an explicit formulation of the solutions of the system in terms of Bessel
functions), and so we need to take extra care when matching the solutions at r = r1.
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formulations of the eigenvalue problem. In Sections 3 and 4, we prove the existence of expo-
nential dichotomies for the bilaplacian and for the operator L, respectively, near the core r = 0.
We then construct dichotomies for L in the far field for r  1 in Section 5 and discuss simi-
lar properties for the adjoint spatial dynamical system in Section 6. These results are then used
in Section 7 where we match the solutions from the core and the far field by using Lyapunov–
Schmidt reduction and prove Theorem 1. The paper is concluded with suggestions for extensions
and some open problems.
2. Spatial-dynamics formulation
If λ is an eigenvalue of L + ρ, then there exists u ∈ H 4(R2) such that
2u+ (θ + ρ)u = λu. (2)
Let r3 > r2 > max(1, r1). We introduce a new radial variable
s(r) =
{
log r if r  r2,
r if r  r3,
(3)
and for r ∈ (r2, r3), we define s such that s ∈ C∞(R+;R) is strictly increasing. Note that this
implies that there exist constants c and C such that 0 < c < C and c  s′(r)  C for every
r2  r  r3. We define θ˜ and ρ˜ by θ˜ (s(r)) = θ(r), etc. Since s is an increasing function, it is
invertible, and we denote the inverse function by r(s). Let sj := s(rj ), j = 1, . . . ,3. Under the
coordinate transformation (3), the space R transforms into the space R˜ given by
R˜ := L2((−∞, s1];H 1/2(S1), e2s ds),
that is, the weighted L2 space with values in H 1/2(S1) and weight e2s .
Setting v = u, Eq. (2) is equivalent to the system
u = v,
v = (λ− θ˜ − ρ˜)u, (4)
where in the variables s and ϕ, the laplacian is given by
 = 1
r ′(s)2
[
∂2
∂s2
+
(
r ′(s)
r(s)
− r
′′(s)
r ′(s)
)
∂
∂s
+
(
r ′(s)
r(s)
)2
∂2
∂ϕ2
]
.
Rewriting this intermediate system as a first order system, with u1 = u, u2 = u′, u3 = v and
u4 = v′, where ′ denotes differentiation with respect to s, we obtain a system of the form
U ′(s) = A(s;λ, ρ˜)U, (5)
where A(s;λ, ρ˜) is given by
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⎛⎜⎜⎝
0 1 0 0
− r ′(s)2
r(s)2
∂2 r
′′(s)
r ′(s) − r
′(s)
r(s)
r ′(s)2 0
0 0 0 1
(λ− θ˜ − ρ˜)r ′(s)2 0 − r ′(s)2
r(s)2
∂2 r
′′(s)
r ′(s) − r
′(s)
r(s)
⎞⎟⎟⎠ (6)
where ∂ denotes differentiation with respect to ϕ, i.e., ∂ = ∂
∂ϕ
. The expression for A(s;λ, ρ˜)
simplifies significantly for s < s2 or s > s3; see Sections 3 and 5.
The perturbation ρ˜ ∈ R˜ is, in general, not continuous or even bounded, so we need to study
weak solutions of (5). Let
X = H 2(S1)×H 1(S1)×H 1(S1)×L2(S1),
Y = H 3(S1)×H 2(S1)×H 2(S1)×H 1(S1).
Definition 1. Let J be an interval of R. A function U : J → X is a weak solution of (5) in J if
1. U ∈ L2loc(J ;Y)∩H 1loc(J ;X),
2. for every V ∈ C∞0 (J ;X) we have
−
∫
J
U(s)V ′(s) ds =
∫
J
A(s;λ, ρ˜)U(s)V (s) ds.
Lemma 2. Let λ ∈ R. The eigenvalue equation (2) has a solution u ∈ H 4loc(R2) if and only if (5)
has a weak solution U ∈ H 1loc(R;X)∩L2loc(R;Y)∩L∞(R−;X).
Proof. Suppose that u ∈ H 4loc(R2) is a solution of (2), and let U := (u,u′,u, (u)′)T , where ′
denotes differentiation with respect to s.
We first consider u as a function of r , and let BR(0) be a ball centered at 0, with R any positive
radius. Then
u ∈ H 1((0,R);H 3(S1), r dr)∩L2((0,R);H 4(S1), r dr)
⊂ H 1((0,R);H 2(S1), r dr)∩L2((0,R);H 3(S1), r dr),
u′ = r ′ du
dr
∈ H 1((0,R);H 2(S1), r dr)∩L2((0,R);H 3(S1), r dr)
⊂ H 1((0,R);H 1(S1), r dr)∩L2((0,R);H 2(S1), r dr),
u ∈ H 1((0,R);H 1(S1), r dr)∩L2((0,R);H 2(S1), r dr),
(u)′ = r ′ d(u)
dr
∈ H 1((0,R);L2(S1), r dr)∩L2((0,R);H 1(S1), r dr),
where r ′ = dr/ds = r for r < r2. By the Sobolev embedding theorem, U ∈ C([0,R];X), and so
U(s(r)) has a limit as r → 0+, or equivalently, as s → −∞. Hence, viewing U as a function of s,
U ∈ L∞(R−;X). We also see that U ∈ H 1loc(R;X)∩L2loc(R;Y). It is clear from the construction
that U is a weak solution of (5).
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u = U1. Viewing u as a function of r rather than of s, it is clear that u ∈ H 1loc(R+;H 2(S1)) ⊂
C((0,∞);C(S1)), and so by (4),
2u = (λ− θ − ρ)u ∈ L2loc
(
R+;H 1/2
(
S1
)
, r dr
)⊂ L2loc(R+;L2(S1), r dr)= L2loc(R2 \ {0}).
Since we also have
u ∈ L∞([0, r2];H 2(S1))⊂ L∞([0, r2];C(S1)),
λ− θ − ρ ∈ L2([0, r2];H 1/2(S1), r dr)⊂ L2([0, r2];L2(S1), r dr),
we see that 2u = (λ − θ − ρ)u ∈ L2([0, r2];L2(S1), r dr) = L2(Br2(0)). We have proved that
u ∈ H 4(Br2(0))∩H 4loc(R2 \ {0}) = H 4loc(R2).
Since it is also clear that u solves (2), the proof is complete. 
Note that a weak solution satisfies U ∈ C(R;X) (see e.g. [9, p. 286]), and so the following
definition for an exponential dichotomy makes sense (see also [7] for the standard definition for
ODEs and [15] for an extension to PDEs):
Definition 2. Let J be an unbounded subinterval of R. We say that Eq. (5) has an exponential
dichotomy in X on J if there exists a family of projections P(s) for s ∈ J such that for any s ∈ J ,
P(s) ∈ L(X), P(s)2 = P(s) and P(·)U ∈ C(J ;X) for every U ∈ X, and there exist constants
K > 0 and κs < κu with the following properties:
(i) For each t ∈ J and U ∈ X there exists a unique weak solution Φs(s, t)U of (5) defined for
s  t , s, t ∈ J such that Φs(t, t)U = P(t)U and
∥∥Φs(s, t)U∥∥
X
Keκs(s−t)‖U‖X
for all s  t , s, t ∈ J .
(ii) For each t ∈ J and U ∈ X there exists a unique weak solution Φu(s, t)U of (5) defined for
s  t , s, t ∈ J such that Φu(t, t)U = (I − P(t))U and
∥∥Φu(s, t)U∥∥
X
Keκu(s−t)‖U‖X
for all s  t , s, t ∈ J .
(iii) The solutions Φs(s, t)U and Φu(s, t)U satisfy
Φs(s, t)U ∈ RanP(s) for every s  t, s, t ∈ J,
Φu(s, t)U ∈ kerP(s) for every s  t, s, t ∈ J.
We also need the definition of time-dependent exponential dichotomy, which will be used for
J = [s1,∞) and with X s := H 1 ×L2 ×H 1 ×L2 with the s-dependent norm
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1
s2
‖u1‖2H 1(S1) + ‖u1‖2L2(S1) + ‖u2‖L2(S1)
+ 1
s2
‖u3‖2H 1(S1) + ‖u3‖2L2(S1) + ‖u4‖L2(S1),
where uj are the components of U , j = 1, . . . ,4.
Definition 3. Let J be an unbounded subinterval of R. We say that Eq. (5) has a time-dependent
exponential dichotomy in X s on J if there exists a family of projections P(s) for s ∈ J such that
for any s ∈ J , P(s) ∈ L(X s), P(s)2 = P(s) and P(·)U ∈ C(J ;X ) for every U ∈ X , and there
exist constants K > 0 and κs < κu with the following properties:
(i) For each t ∈ J and U ∈ X t there exists a unique solution Φs(s, t)U of (5) defined for s  t ,
s, t ∈ J such that Φs(t, t)U = P(t)U and
∥∥Φs(s, t)U∥∥X s Keκs(s−t)‖U‖X t
for all s  t , s, t ∈ J .
(ii) For each t ∈ J and U ∈ X t there exists a unique solution Φu(s, t)U of (5) defined for s  t ,
s, t ∈ J such that Φu(t, t)U = (I − P(t))U and
∥∥Φu(s, t)U∥∥X s Keκu(s−t)‖U‖X t
for all s  t , s, t ∈ J .
(iii) The solutions Φs(s, t)U and Φu(s, t)U satisfy
Φs(s, t)U ∈ RanP(s) for every s  t, s, t ∈ J,
Φu(s, t)U ∈ kerP(s) for every s  t, s, t ∈ J.
In the following sections, we will consider the intervals
J− := (−∞, s1] and J+ := [s1,∞),
and show that the system (5) has an exponential dichotomy on J− and a time-dependent expo-
nential dichotomy on J+.
3. Dichotomies for the system at −∞
For s  s1, r(s) = es , and hence the system (5) is given by
⎧⎪⎪⎨⎪⎪⎩
u′1 = u2,
u′2 = −∂2u1 + e2su3,
u′3 = u4,
u′ = (λ− θ˜ (s)− ρ˜(s, ·))e2su − ∂2u .
(7)4 1 3
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u′1
u′2
u′3
u′4
⎞⎟⎟⎠=
⎛⎜⎝
0 1 0 0
−∂2 0 0 0
0 0 0 1
0 0 −∂2 0
⎞⎟⎠
⎛⎜⎝
u1
u2
u3
u4
⎞⎟⎠ ,
or
U ′ = A−U. (8)
We expand U = (u1, u2, u3, u4)T as a Fourier series in the ϕ variable, and denote the k-th
Fourier coefficient by Ûk(s). For j ∈ R, we define the weighted l2 spaces l2j with norm defined
by ∥∥{ak}k∈Z∥∥2l2j :=∑
k∈Z
(
1 + k2)j |ak|2.
The function space induced by X is
X̂ := l22 × l21 × l21 × l2. (9)
The system (8) decouples in the Fourier space and for k ∈ Z we have
Û ′k(s) = Â−(k)Ûk(s), (10)
where
Â−(k) :=
⎛⎜⎝
0 1 0 0
k2 0 0 0
0 0 0 1
0 0 k2 0
⎞⎟⎠ .
The eigenvalues of Â−(k) are ±|k|, and for k = 0 both eigenvalues have geometric multiplic-
ity 2. The eigenvectors for k = 0 are (±1/k2,1/|k|,0,0)T and (0,0,±1/|k|,1) (we normalise
the eigenvectors so that their X̂ norm is approximately constant and bounded away from 0 as
k → ∞). Let
Mk :=
⎛⎜⎝
−1/k2 0 1/k2 0
1/|k| 0 1/|k| 0
0 −1/|k| 0 1/|k|
0 1 0 1
⎞⎟⎠
and
Dk :=
⎛⎜⎝
−|k| 0 0 0
0 −|k| 0 0
0 0 |k| 0
⎞⎟⎠ ,
0 0 0 |k|
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M−1k =
1
2
⎛⎜⎝
−k2 |k| 0 0
0 0 −|k| 1
k2 |k| 0 0
0 0 |k| 1
⎞⎟⎠ .
For k = 0, the eigenvalue 0 has algebraic multiplicity 4 and geometric multiplicity 2, so Â−(0)
is not diagonalisable. Note however that Â−(0) is already in Jordan normal form. We define
M0 = I and D0 = Â−(0).
Lemma 3. The operator A− : X → X is a closed densely defined operator with spectrum
σ(A−) = Z.
Proof. Recall that X = H 2(S1) × H 1(S1) × H 1(S1) × L2(S1), and Y = H 3(S1) × H 2(S1) ×
H 2(S1) × H 1(S1). It is easy to check that the domain of A− is Y , which is dense in X. To
see that A− is closed, let Uj ∈ Y be such that Uj → U in X and A−Uj → f in X. We write
Uj = (u1,j , u2,j , u3,j , u4,j )T , etc. By the definition of A− we have
u1,j → u1 in H 2,
u2,j → u2 in H 1,
u3,j → u3 in H 1,
u4,j → u4 in L2,
while
u2,j → f1 in H 2,
−∂2u1,j → f2 in H 1,
u4,j → f3 in H 1,
−∂2u3,j → f4 in L2.
It follows that u2 = f1 ∈ H 2, and that u1,j converges in H 3. Since u1,j → u1 in H 2 ⊃ H 3, and
since limits (in H 2) are unique if they exist, we also have u1,j → u1 in H 3, and so −∂2u1 = f2.
It follows in exactly the same way that u4 = f3 ∈ H 1, that u3 ∈ H 2 and that −∂2u3 = f4. This
shows that U ∈ Y and A−U = F , and so A− : X → X is closed.
The operator A− : X → X induces an operator Â− : X̂ → X̂ defined by
(Â−Û )k := Â−(k)Ûk.
Then Â− is a densely defined operator on X̂ with domain Ŷ := l23 × l22 × l22 × l21 .
It is clear that (A− −μI) : X → X has a bounded inverse if and only if (Â− −μI) : X̂ → X̂
has a bounded inverse. It is also clear that k ∈ σ(Â−) for k ∈ Z. To prove that there are no other
points in the spectrum of A−, let μ ∈ C \ Z.
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(M̂Û)k = MkÛk,
and note that M̂ is a linear homeomorphism between these spaces. Define also the unbounded
operator D̂ on l2 × l2 × l2 × l2 by
(D̂Û)k = DkÛk.
Note that D̂ is a closed densely defined operator with domain l21 × l21 × l21 × l21 , and that σ(D̂) = Z.
If μ ∈ C \ Z, then
(Â− −μI)−1 = M̂(D̂ −μI)−1M̂−1.
It is now easy to see that (Â− − μI)−1 : X̂ → X̂ is bounded, and consequently also
(A− −μI)−1 : X → X. 
Having established that the spectrum of A− consists exactly of its eigenvalues, we define the
(generalised) spectral projections P s , P c, Pu in X, corresponding to the negative, the zero and
the positive eigenvalues of A−, respectively. Let Xs = P sX, etc. so that X = Xs ⊕ Xc ⊕ Xu,
where Xs and Xu are infinite-dimensional whereas Xc is four-dimensional. We also define cor-
responding spectral projections P sk , Puk of Â−(k), in the spaces Xk , k ∈ Z \ {0} and note that if
U =∑k∈Z Ûkeik· ∈ X, then
P sU =
∑
k∈Z\{0}
P sk Ûke
ik·,
P uU =
∑
k∈Z\{0}
Puk Ûke
ik·,
P cU = Û0.
Lemma 4. The operator A− possesses an exponential dichotomy in X on J− = (−∞, s1] with
constant K and rates κs = 0 and κu = 1, and another exponential dichotomy in X on J− with
constant K and rates κs = −1 and κu = 0.
Proof. Let η ∈ (0,1) be arbitrary. We apply Lemma 2.1 of [15] for the operators A− − ηI and
A−+ηI , and obtain exponential dichotomies with constant K and rates κs = −η and κu = 1−η,
and κs = −1 + η and κu = η, respectively. The existence of exponential dichotomies for A−
with rates κs = −1 and κu = 0, and κs = 0 and κu = 1, respectively then follows by using the
transformation V = e±η·U .
We only consider the operator A− − ηI , since the proof for A− + ηI is similar. The result
follows from Lemma 2.1 of [15] if we can verify condition (H1) of [15] for the operator A− −ηI ,
namely:
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∥∥(A− − ηI − iμI)−1∥∥L(X)  C1 + |μ|
for every μ ∈ R.
As in the proof of Lemma 3, it suffices to prove that there exists a constant C˜ such that
∥∥(D̂ − ηI − iμI)−1Û∥∥
l2×l2×l2×l2 
C˜
1 + |μ| ‖Û‖l2×l2×l2×l2
for every Û ∈ l2 × l2 × l2 × l2. Note that for k = 0 we have
∣∣(Dk − ηI − iμI)−1Ûk∣∣2 = |Ûk|2
(k − η)2 +μ2 
2
min(η2, (1 + η)2)(1 + |μ|)2 |Ûk|
2,
and it is not difficult to see that a similar estimate holds for |(D0 − ηI − iμI)Û0|2. Hence
∥∥(D̂ − ηI − iμI)−1Û∥∥2
l2×l2×l2×l2
∑
k∈Z
∣∣(Dk − ηI − iμI)−1Ûk∣∣2  C˜2
(1 + |μ|)2
∑
k∈Z
|Ûk|2. 
4. Dichotomies near the core
The system (7) can be abbreviated and written as
U ′ = (A− +B(s;λ, ρ˜))U, (11)
where
B(s;λ, ρ˜) := e2s
⎛⎜⎝
0 0 0 0
0 0 1 0
0 0 0 0
λ− θ˜ (s)− ρ˜(s, ·) 0 0 0
⎞⎟⎠ . (12)
We will show that the system (11) has an exponential dichotomy on the interval J− = (−∞, s1].
To show this, we would like to apply Theorem 1 of [15]. This is not possible, however, since
ρ˜ ∈ R˜ is not smooth enough in s. We are interested in ρ˜ small and consider therefore first ρ˜ = 0,
and show that the λ-perturbed system
U ′ = (A− +B(s;λ,0))U (13)
possesses an exponential dichotomy in X on J−. Then we will use the implicit function theo-
rem to show that also the system (11) possesses an exponential dichotomy. Note that from its
definition, it follows immediately that B(s;λ,0) ∈ L(X).
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system (8). Using the same notation in the Fourier spaces as before, we get for k ∈ Z
Û ′k(s) =
[
Â−(k)+B(s;λ,0)
]
Ûk(s). (14)
As Â−(k) = MkDkM−1k , we rescale both Ûk and s to get estimates which are uniform in k. For
k = 0, define τ = |k|(s − s1) and Vk(τ) = M−1k Ûk(τ/|k| + s1). Then (14) becomes
d
dτ
Vk =
[
D1 + 1|k|M
−1
k B
(
τ/|k|;λ,0)Mk]Vk. (15)
A short calculation shows that
∣∣M−1k B(τ/|k|;λ,0)Mk∣∣ e2τ/|k|2 supss1{1,
∣∣λ− θ˜ (s)∣∣/k2}.
Hence there exists a constant C such that for all k = 0, |M−1k B(τ/|k|;λ,0)Mk| 2Ce2τ/|k| and
0∫
−∞
1
|k|
∣∣M−1k B(τ/|k|;λ,0)Mk∣∣dτ 
0∫
−∞
2Ce2τ/|k|
|k| dτ = C. (16)
By the proof of the roughness theorem for ordinary dichotomies (see [7] for details), the
system (15) has an exponential dichotomy which we denote by Ψ u/sk (τ, σ ), with constants
K , κu = 1, κs = −1. We choose the dichotomy in such a way that RanΨ s−(s1, s1;λ,0) ⊂
span{e1, e2}, where ej , j = 1, . . . ,4, are the standard basis vectors of C4 (again see [7]). This
implies that the stable and unstable solutions satisfy∣∣Ψ sk (σ, τ )Vk∣∣Ke−(σ−τ)|Vk|, τ  σ  0,∣∣Ψ uk (σ, τ )Vk∣∣Ke(σ−τ)|Vk|, σ  τ  0.
The norm in X induces a norm on the Fourier space Xk with
‖Ûk‖2Xk :=
∥∥Ûkeik·∥∥2X = (k2 + 1)2([Ûk]1)2 + (k2 + 1)([Ûk]2)2 + (k2 + 1)([Ûk]3)2 + ([Ûk]4)2.
As seen in the proof of Lemma 3, Mk is a linear homeomorphism between C4 and Xk . Thus if
we denote the exponential dichotomy of the unscaled system (14) by Φu/sk , then Φu/sk (s, t) =
MkΨ
u/s
k (|k|(s − s1), |k|(t − s1))M−1k , and they satisfy for Ûk ∈ Xk∥∥Φsk(s, t)Ûk∥∥Xk Ke−|k|(s−t)‖Ûk‖XkKe−(s−t)‖Ûk‖Xk , t  s  s1,∥∥Φuk (s, t)Ûk∥∥Xk Ke|k|(s−t)‖Ûk‖XkKe(s−t)‖Ûk‖Xk , s  t  s1, (17)
for some constant K , which is independent of k.
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bility of B(s;λ,0) shows that, for any  > 0,∣∣Φ0(s, t)Û0∣∣Ke(s−t)|Û0|, t  s  s1,∣∣Φ0(s, t)Û0∣∣Ke−(s−t)|Û0|, s  t  s1. (18)
Thus for the full solutions, we can define the stable and center-unstable solutions
Φs−(s, t;λ,0)U =
∑
k∈Z\{0}
Φsk(s, t)Ûke
ik·, s  t  s1,
Φcu− (s, t;λ,0)U = Φ0(s, t)Û0 +
∑
k∈Z\{0}
Φuk (s, t)Ûke
ik·, t  s  s1,
and the unstable and center-stable solutions
Φcs− (s, t;λ,0)U = Φ0(s, t)Û0 +
∑
k∈Z\{0}
Φsk(s, t)Ûke
ik·, s  t  s1,
Φu−(s, t;λ,0)U =
∑
k∈Z\{0}
Φuk (s, t)Ûke
ik·, t  s  s1.
These solutions are related to dichotomies for (13) in X on J−.
Lemma 5. Let −1 = κs < κcu < 0 < κcs < κu = 1 and λ ∈ R. Then the system (13) has an expo-
nential dichotomy in X on J− with constant K and rates κcu and κs , and another with constant
K and rates κu and κcs . The dichotomies can be chosen such that RanΦs−(s1, s1;λ,0) = P s
and RanΦcs− (s1, s1;λ,0) = P cs . Moreover, for any t ∈ (−∞, s1] and U0 ∈ X, the solutions
Φcu− (·, t;λ,0)U0 and Φs−(·, t;λ,0)U0 belong to C∞((−∞, t);X) and C∞((t, s1);X), respec-
tively. Similarly, the solutions Φu−(·, t;λ,0)U0 and Φcs− (·, t;λ,0)U0 belong to C∞((−∞, t);X)
and C∞((t, s1);X), respectively. All solutions also depend smoothly on the parameter λ.
Proof. The scaling e±ηsU for 0 < η < 1 and the dichotomy estimates in (17) and (18) imme-
diately prove the first part of the lemma. The dichotomies satisfy RanΦs−(s1, s1;λ,0) = P s and
RanΦcs− (s1, s1;λ,0) = P c + P s since we have chosen the Ψ u/sk above to satisfy RanΨ s−(s1, s1;
λ,0) ⊂ span{e1, e2} (cf. the definition of Dk).
The smoothness with respect to s follows since θ is smooth in s and smoothness in λ can be
proved using an implicit function theorem argument. First observe that for any λ, λ˜ close to each
other, the solutions Φcu and Φs satisfy the integral equations
0 = −Φcu− (s, t; λ˜,0)+Φcu− (s, t;λ,0)+ (λ˜− λ)
[ s∫
−∞
Φs−(s, τ ;λ,0)e2τB0Φcu− (τ, t; λ˜,0) dτ
−
t∫
Φcu− (s, τ ;λ,0)e2τB0Φcu− (τ, t; λ˜,0) dτ +
s1∫
Φcu− (s, τ ;λ,0)e2τB0Φs−(τ, t; λ˜,0) dτ
]
,s t
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[ t∫
−∞
Φs−(s, τ ;λ,0)e2τB0Φcu− (τ, t; λ˜,0) dτ
−
s∫
t
Φs−(s, τ ;λ,0)e2τB0Φs−(τ, t; λ˜,0) dτ +
s1∫
s
Φcu− (s, τ ;λ,0)e2τB0Φs−(τ, t; λ˜,0) dτ
]
,
for s  t  s1 and t  s  s1, respectively, where B0 is the matrix
B0 :=
⎛⎜⎝
0 0 0 0
0 0 0 0
0 0 0 0
1 0 0 0
⎞⎟⎠ . (19)
Define the function spaces
Xs :=
{
Φs; Φs(s, t) ∈ L(X) is defined and continuous for t  s  s1
with
∥∥Φs∥∥
s
:= sup
tss1
e−κs(s−t)
∥∥Φs(s, t)∥∥L(X)},
Xcu :=
{
Φcu; Φcu(s, t) ∈ L(X) is defined and continuous for s  t  s1
with
∥∥Φcu∥∥
cu
:= sup
sts1
e−κcu(s−t)
∥∥Φcu(s, t)∥∥L(X)}.
For λ fixed, the integral equations can be written as F(Φcu,Φs; λ˜) = 0, where F : Xcu × Xs ×
R → Xcu ×Xs . The estimates of the exponential dichotomies immediately give that F is indeed
a mapping between those spaces, for example,
∥∥∥∥∥
s∫
−∞
Φs−(s, τ ;λ,0)e2τB0Φcu− (τ, t; λ˜,0) dτ
∥∥∥∥∥L(X) 
s∫
−∞
K2eκ
s(s−τ)e2τ eκcu(τ−t) dτ
= K
2e2s1eκ
cu(s−t)
2 + κcu − κs .
The other integrals can be estimated in a similar way. Since D(Φcu,Φs)F (Φcu(s, t;λ,0),
Φs(s, t;λ,0);λ) = I , the implicit function theorem can be applied and the smoothness with
respect to λ follows immediately. 
Remark 1. The ϕ-independence of θ˜ is not essential in Lemma 5. The lemma can be proved for
smooth ϕ-dependent functions θ by using Theorem 1 of [15] and verifying the conditions (H1),
(H2), (H3) and (H5) of that paper.
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dichotomies for the full system (11) with ρ˜ ∈ R˜. We work in exponentially weighted spaces, and
for an unbounded interval J ⊂ J− and η ∈ R, we let Cη(J ;X) be the space defined by
Cη(J ;X) :=
{
U ∈ C(J ;X); ‖U‖Cη := sup
s∈J
eηs
∥∥U(s)∥∥
X
< ∞
}
.
Hence C0(J,X) is the space of continuous functions with an X-norm that is uniformly bounded
in J .
Lemma 6. Let J ⊂ J− and pick u ∈ C0(J ;H 2(S1)) and ρ ∈ L2(J ;H 1/2(S1)), then ρu ∈
L2(J ;H 1/2(S1)).
Proof. We need to prove that for s fixed,∥∥ρ(s)u(s)∥∥
H 1/2(S1)  C
∥∥u(s)∥∥
H 2(S1)
∥∥ρ(s)∥∥
H 1/2(S1). (20)
Indeed, if this is proved, the claim follows, since
‖ρu‖2
L2(J ;H 1/2(S1)) =
∫
J
∥∥ρ(s)u(s)∥∥2
H 1/2(S1) ds
 C2
∫
J
∥∥ρ(s)∥∥2
H 1/2(S1)‖u‖2H 2(S1) ds
 C2 sup
s∈J
∥∥u(s)∥∥2
H 2(S1)
∫
J
∥∥ρ(s)∥∥2
H 1/2(S1) ds
= C2‖u‖2
C0(J ;H 2(S1))‖ρ‖
2
L2(J ;H 1/2(S1)).
To prove (20), let u ∈ H 2(S1) and ρ ∈ H 1/2(S1) (we suppress the variable s for simplicity of
notation). Let ρˆk and uˆk be the Fourier coefficients of ρ and u, respectively. We have
‖u‖2
H 2 =
∑
k∈Z
uˆ2k
(
1 + k2)2,
‖ρ‖2
H 1/2 =
∑
k∈Z
ρˆ2k
(
1 + k2)1/2.
Then (ûρ)k =∑j∈Z uˆj ρˆk−j , and so ‖uρ‖2H 1/2 =∑k∈Z(∑j∈Z uˆj ρˆk−j )2(1 + k2)1/2. Let v and
σ be the functions with Fourier coefficients uˆk(1 + k2)1/4 and ρˆk(1 + k2)1/4, respectively. Note
that v ∈ H 3/2(S1) and σ ∈ L2(S1).
Now observe that
1 + k2 = 1 + ((k − j)+ j)2  2(1 + j2)+ 2(1 + (k − j)2),
and hence
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1 + k2)1/4  21/4((1 + j2)1/4 + (1 + (k − j)2)1/4)
for any j ∈ Z. Thus
‖uρ‖2
H 1/2 
√
2
∑
k∈Z
(∑
j∈Z
uˆj ρˆk−j
(
1 + j2)1/4 +∑
j∈Z
uˆj ρˆk−j
(
1 + (k − j)2)1/4)2
 2
√
2
∑
k∈Z
((∑
j∈Z
uˆj ρˆk−j
(
1 + j2)1/4)2 +(∑
j∈Z
uˆj ρˆk−j
(
1 + (k − j)2)1/4)2)
= 2√2(‖vρ‖2
L2 + ‖uσ‖2L2
)
 2
√
2
(
sup
ϕ∈S1
∣∣v(ϕ)∣∣2‖ρ‖2
L2 + sup
ϕ∈S1
∣∣u(ϕ)∣∣2‖σ‖2
L2
)
 C2
(‖v‖2
H 3/2‖ρ‖2L2 + ‖u‖2H 2‖σ‖2L2
)
 C2
(‖u‖2
H 2‖ρ‖2H 1/2
)
for some constant C > 0. This completes the proof. 
For each ρ˜ ∈ R˜ and s ∈ J−, let
δB(s; ρ˜) := B(s;λ, ρ˜)−B(s;λ,0) = −e2s ρ˜(s)B0,
where B0 has been defined in (19). Note that for any s ∈ J−,∥∥δB(s; ρ˜)∥∥L(X)  sup
u1∈H 2(S1)‖u1‖H2=1
∥∥e2s ρ˜(s)u1∥∥L2(S1)  C sup
u1∈H 2(S1)‖u1‖H2=1
sup
ϕ∈S1
∣∣u1(ϕ)∣∣∥∥e2s ρ˜(s)∥∥L2(S1)
 Ce2s
∥∥ρ˜(s)∥∥
L2(S1), (21)
where we use the notation C for the different constants occurring. It follows that
s1∫
−∞
∥∥δB(s; ρ˜)∥∥2L(X) ds  C2
s1∫
−∞
e2s
∥∥ρ˜(s)∥∥2
L2(S1)e
2s ds  C2e2s1
s1∫
−∞
∥∥ρ˜(s)∥∥2
L2(S1)e
2s ds
 C2e2s1‖ρ˜‖2R˜. (22)
Lemma 7. For η ∈ (−1, κcu), where κcu is as in Lemma 5, pick Ucu− ∈ Cη(J−;X), and ρ˜ ∈ R˜.
Let s ∈ J−. Then the integral
I :=
s∫
−∞
A−eA−P
s(s−τ)P sδB(τ ; ρ˜)Ucu− (τ ) dt
belongs to X.
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H(τ) = (0,0,0,−e(η+1)τ ρ˜(τ )u(τ ))T =: (0,0,0, h(τ ))T ,
where u(τ) is the first component of Ucu− (τ ). Then eη·u ∈ C0(J−;H 2(S1)) and e·ρ˜ ∈
L2(J−;H 1/2(S1)), and so by Lemma 6, h ∈ L2(J−;H 1/2(S1)). For k ∈ Z, let Hk(τ) and hk(τ )
be the Fourier coefficients of H(τ) and h(τ), respectively. Let P˜ sk := M−1k P skMk . To show that
I exists in X, it suffices to show that {Ik}k∈Z ∈ X̂ (see (9)), where
Ik :=
s∫
−∞
e(1−η)τMkDkeDkP˜
s
k (s−τ)M−1k P
sHk(τ) dτ
= 1
2
s∫
−∞
e(1−η)τ e−|k|(s−τ)hk(τ ) dτ
(
0,0,1,−|k|)T .
We therefore need to prove that
{
|k|
s∫
−∞
e(1−η)τ e−|k|(s−τ)hk(τ ) dτ
}
k∈Z
∈ l2.
Using that η < 0 and hk ∈ L2(J−) (as h ∈ L2(J−;H 1/2(S1))), we note that
|k|
∣∣∣∣∣
s∫
−∞
e(1−η)τ e−|k|(s−τ)hk(τ ) dτ
∣∣∣∣∣ |k|e−|k|s
( s∫
−∞
e2(1−η+|k|)τ dτ
)1/2( s∫
−∞
hk(τ )
2 dτ
)1/2
= |k| 1√
2(1 − η + |k|)e
(1−η)s‖hk‖L2((−∞,s])
 e(1−η)s1
(
1 + |k|2)1/4‖hk‖L2(J−).
Since {(1 + |k|2)1/4‖hk‖L2(J−)}k∈Z ∈ l2, the proof is complete. 
Lemma 8. For −1 < η < κcu, where κcu < 0 is as in Lemma 5, pick Ucu− ∈ Cη(J−;X) and
ρ˜ ∈ R˜. Then the integrals
s∫
−∞
Φs−(s, τ ;λ,0)δB(τ ; ρ˜)Ucu− (τ ) dτ and
s∫
−∞
B(s;λ,0)Φs−(s, τ ;λ,0)δB(τ ; ρ˜)Ucu− (τ ) dτ
exist in X for each s ∈ J−.
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∥∥∥∥∥
s∫
−∞
Φs−(s, τ ;λ,0)δB(τ ; ρ˜)Ucu− (τ ) dτ
∥∥∥∥∥
X
 C
s∫
−∞
∥∥Φs−(s, τ ;λ,0)∥∥L(X)e2τ∥∥ρ˜(τ )∥∥L2(S1)∥∥Ucu− (τ )∥∥X dτ
 C
s∫
−∞
e2τ eκ
s(s−τ)∥∥ρ˜(τ )∥∥
L2(S1)
∥∥Ucu− (τ )∥∥X dτ
 C
∥∥Ucu− ∥∥Cη(J−;X)eκss
( s∫
−∞
e2(1−κs−η)τ dτ
)1/2( s∫
−∞
e2τ
∥∥ρ˜(τ )∥∥2
L2(S1) dτ
)1/2
 C
∥∥Ucu− ∥∥Cη(J−;X) 1√2(1 − κs − η)e(1−η)s‖ρ˜‖R˜.
Using that B(s;λ,0) ∈ L(X), it follows that both integrals converge in X. 
Lemma 9. Let −1 < η < κcu, where κcu < 0 is as in Lemma 5. Let Ucu− ∈ Cη(J−;X) and ρ˜ ∈ R˜.
For every s ∈ J−, the integral
s∫
−∞
A−Φs−(s, τ ;λ,0)δB(τ ; ρ˜)Ucu− (τ ) dτ (23)
exists in X.
Proof. By (3.1) of [15], for τ  s  s1,
Φs−(s, τ ;λ,0) = eA−P
s(s−τ)P s −
τ∫
−∞
eA−P
s(s−ξ)P sB(ξ ;λ,0)Φcu− (ξ, τ ;λ,0) dξ
+
s∫
τ
eA−P
s(s−ξ)P sB(ξ ;λ,0)Φs−(ξ, τ ;λ,0) dξ
−
s1∫
s
eA−P
cu(s−ξ)P cuB(ξ ;λ,0)Φs−(ξ, τ ;λ,0) dξ.
Note that we used here that RanΦs−(s1, s1;λ,0) has been chosen so that it coincides with RanP s .
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in Lemma 7. The other three integrals are
I1 :=
s∫
−∞
A−
τ∫
−∞
eA−P
s(s−ξ)P sB(ξ ;λ,0)Φcu− (ξ, τ ;λ,0) dξ δB(τ ; ρ˜)Ucu− (τ ) dτ,
I2 :=
s∫
−∞
A−
s∫
τ
eA−P
s(s−ξ)P sB(ξ ;λ,0)Φs−(ξ, τ ;λ,0) dξ δB(τ ; ρ˜)Ucu− (τ ) dτ,
I3 :=
s∫
−∞
A−
s1∫
s
eA−P
cu(s−ξ)P cuB(ξ ;λ,0)Φs−(ξ, τ ;λ,0) dξ δB(τ ; ρ˜)Ucu− (τ ) dτ.
We carry out the calculations for I1, since the others are similar. Let (φjl(ξ, τ )), j, l = 1, . . . ,4,
be the entries of the matrix corresponding to Φcu− (ξ, τ ;λ,0), and as in the proof of Lemma 7, let
h(τ) = −e(η+1)τ ρ˜(τ )u(τ ). Recall that h ∈ L2(J−;H 1/2(S1)). A short calculation shows that
B(ξ ;λ,0)Φcu− (ξ, τ ;λ,0)δB(τ ; ρ˜)Ucu− (τ )e2ξ+(1−η)τ
⎛⎜⎝
0
φ34(ξ, τ )h(τ)
0
(λ− θ˜ (τ ))φ14(ξ, τ )h(τ)
⎞⎟⎠ .
Note that φ34(ξ, τ ) and φ14(ξ, τ ) map L2(S1) boundedly into H 1(S1) and H 2(S1), respectively,
and that by Lemma 5 for ξ  τ  s1∥∥φ34(ξ, τ )∥∥L(L2;H 1)  ∗Keκcu(ξ−τ),∥∥φ14(ξ, τ )∥∥L(L2;H 2)  ∗Keκcu(ξ−τ).
Introducing the notation f (ξ, τ ) := e−κcu(ξ−τ)φ34(ξ, τ )h(τ), and g(ξ, τ ) := e−κcu(ξ−τ)(λ −
θ˜ (τ ))φ14(ξ, τ )h(τ), we note that max(‖f (ξ, τ )‖H 1,‖g(ξ, τ )‖H 2)K‖h(τ)‖L2 , for ξ < τ < s1.
The Fourier coefficients of f (ξ, τ ) and g(ξ, τ ) are denoted by fˆk(ξ, τ ) and gˆk(ξ, τ ), respectively.
To prove that I1 ∈ X, it suffices to prove that {Jk}k∈Z ∈ X̂, where
Jk : =
s∫
−∞
MkDk
τ∫
−∞
e2ξ+(1−η)τ eκcu(ξ−τ)eDkP˜ sk (s−ξ)M−1k P
s
⎛⎜⎝
0
fˆk(ξ, τ )
0
gˆk(ξ, τ )
⎞⎟⎠ dξ dτ
= 1
2
s∫
−∞
τ∫
−∞
e2ξ+(1−η)τ eκcu(ξ−τ)e−|k|(s−ξ)
⎛⎜⎝
fˆk(ξ, τ )
−|k|fˆk(ξ, τ )
gˆk(ξ, τ )
−|k|gˆk(ξ, τ )
⎞⎟⎠ dξ dτ, (24)
where P˜ s = M−1P sMk as before. The first component of Jk can be writtenk k k
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2
e−|k|s
s∫
−∞
e(1−κcu−η)τ
τ∫
−∞
e(1+κcu+|k|)ξ eξ fˆk(ξ, τ ) dξ dτ
 1
2
e−|k|s
s∫
−∞
1√
2(1 + κcu + |k|)e
(2+|k|−η)τ
( τ∫
−∞
e2ξ fˆk(ξ, τ )
2 dξ
)1/2
dτ
 1
4
e(2−η)s√
(1 + κcu + |k|)(2 + |k| − η)
( s∫
−∞
τ∫
−∞
e2ξ fˆk(ξ, τ )
2 dξ dτ
)1/2
.
The square of the l22 norm of the first component of {Jk}k∈Z can then be estimated by
e2(2−η)s
16
∑
k∈Z
1 + k2
(1 + κcu + |k|)(2 + |k| − η)
s∫
−∞
τ∫
−∞
(
1 + k2)e2ξ fˆk(ξ, τ )2 dξ dτ
 e
2(2−η)s
16(1 + κcu)
∑
k∈Z
s∫
−∞
τ∫
−∞
e2ξ hˆk(τ )
2 dξ dτ
= e
2(2−η)s
32(1 + κcu)
∑
k∈Z
s∫
−∞
e2τ hˆk(τ )
2 dτ
 e
2(3−η)s1
32(1 + κcu)‖h‖
2
L2(J−;L2(S1)).
The other three components of {Jk}k∈Z are estimated in a completely similar way, and by adding
these estimates we see that I1 ∈ X. 
We are now ready to prove the existence of exponential dichotomies for the full system.
Theorem 2. Let −1 < κs < κcu < 0 and 0 < κcs < κu < 1. Then there exists a neighbourhood
U of 0 in R˜ such that for any ρ˜ ∈ U and any λ ∈ R, the system (5) has an exponential dichotomy
on J− with constants K and rates κcu, κs , and another with constants K and rates κu, κcs .
Moreover, the projections and evolution operators depend smoothly on λ ∈ R and ρ˜ ∈ U . The
dichotomies are denoted by Φs−(s, t;λ, ρ˜), Φcu− (s, t;λ, ρ˜), and Φcs− (s, t;λ, ρ˜), Φu−(s, t;λ, ρ˜),
respectively. The associated projections will be denoted by P s−(s;λ, ρ˜)(:= Φs−(s, s;λ, ρ˜)),
P cu− (s;λ, ρ˜), P cs− (s;λ, ρ˜), and Pu−(s;λ, ρ˜), respectively.
Proof. We will show that there exists a neighbourhood of 0 in R˜ such that if ρ˜ belongs to this
neighbourhood then there exist exponential dichotomies for the system (11) with this ρ˜. Let
U0 ∈ X and t ∈ J− be fixed but arbitrary. We will use the implicit function theorem to solve the
system of integral equations for the pair of functions (Ucu− ,Us−) as functions of the parameters
λ ∈ R and ρ˜ ∈ R˜ near 0
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s∫
−∞
Φs−(s, τ ;λ,0)δB(τ ; ρ˜)Ucu− (τ ) dτ
−
t∫
s
Φcu− (s, τ ;λ,0)δB(τ ; ρ˜)Ucu− (τ ) dτ
+
s1∫
t
Φcu− (s, τ ;λ,0)δB(τ ; ρ˜)Us−(τ ) dτ, for s  t  s1,
0 = Φs−(s, t;λ,0)U0 −Us−(s)−
t∫
−∞
Φs−(s, τ ;λ,0)δB(τ ; ρ˜)Ucu− (τ ) dτ
+
s∫
t
Φs−(s, τ ;λ,0)δB(τ ; ρ˜)Us−(τ ) dτ
−
s1∫
s
Φcu− (s, τ ;λ,0)δB(τ ; ρ˜,0)Us−(τ ) dτ, for t  s  s1. (25)
By Lemma 5, the dichotomies Φcu− (s, t;λ,0)U0 and Φs−(s, t;λ,0)U0 exist and have constants K ,
κ˜s = −1 and κ˜cu ∈ (−1,0).
Let η ∈ (κs, κcu) and rewrite Eq. (25) as F(Ucu− ,Us−;λ, ρ˜) = 0, where F : Cη((−∞, t];X)×
Cη([t, s1];X)× R × R˜ → Cη((−∞, t];X)×Cη([t, s1];X) is the right-hand side of (25).
We first verify that F is indeed a map between the above spaces. We do the estimates for the
first integral in the first equation of (25). The other estimates are similar. Lemma 5 gives that for
any s ∈ (−∞, t] and Ucu ∈ Cη((−∞, t];X):
eηs
∥∥∥∥∥
s∫
−∞
Φs−(s, τ ;λ,0)δB(τ ; ρ˜)Ucu− (τ ) dτ
∥∥∥∥∥
X
K sup
τ∈(−∞,s]
(
eητ
∥∥Ucu− (τ )∥∥X)
s∫
−∞
e(κ
s−η)(s−τ)∥∥δB(τ ; ρ˜)∥∥L(X) dτ
K
∥∥Ucu− ∥∥Cη((−∞,t],X)
s∫
−∞
(
e2(κ
s−η)(s−τ) + ∥∥δB(τ ; ρ˜)∥∥2L(X))dτ
K
∥∥Ucu− ∥∥Cη((−∞,t],X)
(
1
2(η − κs) + e
2s1‖ρ˜‖2R˜
)
, (26)
where we have used (22). After taking the supremum over all s ∈ (−∞, s1] we see that the
function defined by the first integral in (25) belongs to Cη(J−,X). Using similar estimates for
the other integrals, we can conclude that F is indeed a map between the spaces as stated.
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Φcu− (·, t;λ,0)U0 and Φs−(·, t;λ,0)U0 are smooth in λ by Lemma 5 (using that the H 1 norm
is weaker than the C1 norm on bounded intervals), and since δB depends smoothly on ρ˜ (indeed,
δB is a bounded linear mapping with respect to ρ˜). Note that
F
(
Φcu− (·, t;λ,0)U0,Φs−(·, t;λ,0)U0;λ,0
)= 0.
The Fréchet derivative of F with respect to its two first variables evaluated at (Φcu− (·, t;λ,0)U0,
Φs−(·, t;λ,0)U0;λ,0) is −I on Cη((−∞, t];X) × Cη([t, s1];X). In particular, this derivative
is a linear homeomorphism on this space, and so the implicit function theorem is applicable,
and we obtain solutions Φcu− (·, t;λ, ρ˜)U0 := Ucu− and Φs−(·, t;λ, ρ˜)U0 := Us− of the integral
equation (25), which exist in a neighbourhood of (λ0,0) in R×R˜. Smoothness of these solutions
with respect to parameters also follows from a corollary of the implicit function theorem (see e.g.
[5, p. 115]).
Next, we need to verify that Φcu− (·, t;λ0, ρ˜)U0 and Φs−(·, t;λ0, ρ˜)U0 are weak solutions
of (11), and that they satisfy the conditions of Definition 2. We first check that Φcu− (·, t;λ, ρ˜)U0
is a weak solution on the interval (−∞, t]. By Lemma 5, Φcu− (·, t;λ,0)U0 is a C∞ solution of
U ′ = (A− +B(s;λ,0))U
on (−∞, t], and hence it is also a weak solution of this equation. Next we deal with the integral
terms. For the first integral we use the abbreviation
g(s) :=
s∫
−∞
f (s, τ ) dτ, with f (s, τ ) = Φs−(s, τ ;λ,0)δB(τ ; ρ˜)Φcu− (τ, t;λ0, ρ˜)U0.
Thus f is C∞ in the first variable and L1 in the second. From its definition, it follows immedi-
ately that g is continuous. We will see that g is weakly differentiable and that
g′(s) = f (s, s)+
s∫
−∞
∂f
∂s
(s, τ ) dτ. (27)
In order to prove this, we need to check that the integral on the right-hand side of (27) exists, and
that the equality (27) holds. The integral in the right-hand side of (27) is
s∫
−∞
∂f
∂s
(s, τ ) dτ =
s∫
−∞
(
A− +B(s;λ,0)
)
Φs−(s, τ ;λ,0)δB(τ ; ρ˜)Φcu− (τ, t;λ, ρ˜)U0 dτ,
and it exists in X by Lemmas 8 and 9.
Next, we calculate the distributional derivative of g and let V ∈ C∞0 ((−∞, t];X) be a test
function. Then by Fubini’s Theorem and integration by parts
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−∞
g′(s)V (s) ds = −
t∫
−∞
g(s)V ′(s) ds
= −
t∫
−∞
s∫
−∞
f (s, τ ) dτV ′(s) ds
= −
t∫
−∞
t∫
τ
f (s, τ )V ′(s) ds dτ
=
t∫
−∞
(
f (τ, τ )V (τ)+
t∫
τ
∂f
∂s
(s, τ )V (s) ds
)
dτ
=
t∫
−∞
(
f (s, s)+
s∫
−∞
∂f
∂s
(s, τ ) dτ
)
V (s) ds,
and we see that the weak derivative of g is indeed given by (27). Hence
d
ds
s∫
−∞
Φs−(s, τ ;λ,0)δB(τ ; ρ˜)Φcu− (τ, t;λ, ρ˜)U0 dτ
= (I − P cu− (s;λ,0))δB(s; ρ˜)Φcu− (s, t;λ, ρ˜)U0
+
s∫
−∞
(
A− +B(s;λ,0)
)
Φs−(s, τ ;λ,0)δB(τ ; ρ˜)Φcu− (τ, t;λ, ρ˜)U0 dτ. (28)
We have already noticed that g(s) = ∫ s−∞ Φs−(s, τ ;λ,0)δB(τ ;ρ)Φcu− (τ, t;λ, ρ˜)U0 dτ is con-
tinuous, and so it belongs to L2loc((−∞, t];X). The right-hand side of (28) also belongs to
L2loc((−∞, t];X) since the first term belongs to L2loc((−∞, t];X) and the second term is contin-
uous on (−∞, t]. This shows that
s∫
−∞
Φs−(s, τ ;λ,0)δB(τ ; ρ˜)Φcu− (τ, t;λ, ρ˜)U0 dτ
belongs to H 1loc((−∞, t];X).
Similar calculations for the other integral terms of the first equation of (25) show that these are
also weakly differentiable on (−∞, t] and belong to H 1loc((−∞, t],X). After adding the terms
up, we conclude that
d
ds
Φcu− (s, t;λ, ρ˜)U0 =
(
A− +B(s;λ, ρ˜)
)
Φcu− (s, t;λ, ρ˜)U0,
i.e. Φcu− (·, t;λ, ρ˜)U0 is a weak solution of (11).
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a weak solution of (11) on the interval [t, s1].
Finally we check that the conditions of Definition 2 are satisfied. A similar computation as
in (26) also shows that the estimates in (i) and (ii) of Definition 2 are satisfied for Φcu− (s, t;λ,ρ)
and Φs−(s, t;λ, ρ˜) for any κcu and κs such that −1 = κ˜s < κs < κcu < κ˜cu < 0. Since κ˜cu can be
taken arbitrarily close to 1, the same is true also for κcu. Note that (iii) of Definition 2 is satisfied
with P cu− (s;λ, ρ˜) := Φcu(s, s;λ, ρ˜) and P s−(s;λ, ρ˜) := Φs−(s, s;λ, ρ˜). 
To finish this section, we derive some more details about the solutions of (5) in the case when
λ = λ0 and ρ˜ = 0. We are particularly interested in the solutions on J−, and we study the exact
growth/decay rate of solutions as s → −∞. As we have seen before, the space X decouples into
a direct sum of four-dimensional pairwise orthogonal Fourier subspaces Xk , and that since θ is
radially symmetric, the subspaces Xk are invariant both under the flow of (5) with ρ˜ = 0 and
under the flow of the asymptotic system (8).
Lemma 10. Let ej , j = 1, . . . ,4, be the standard basis of C4 and consider the four-dimensional
invariant central space corresponding to k = 0 of the unperturbed equation obtained when ρ˜ = 0
and λ = λ0 in (5). Then there exist two unique solutions U0,j (s) with j = 1,3 such that
lim
s→−∞U0,j (s) = ej , j = 1,3.
We may also pick two solutions U0,j with j = 2,4 which grow algebraically as s → −∞ and
satisfy
lim
s→−∞
1
s
U0,j (s) = ej−1, j = 2,4.
The solutions U0,j , j = 1, . . . ,4, are linearly independent.
Proof. It is straightforward to check the assertions of the lemma, using [6, Chapter 3.8]. 
In Section 6 we will specify the solutions U0,2 and U0,4 using the adjoint system.
Lemma 11. For every k ∈ Z \ {0}, there exist solutions Uk,j of (5) with ρ˜ = 0 and λ = λ0 such
that (together with the solutions specified in Lemma 10 for k = 0) we have
span
{
Uk,j (s1); k ∈ Z, j = 1, . . . ,4
}= X,
and for s → −∞,
e|k|(s−s1)Uk,1(s) →
(−1/k2,1/|k|,0,0)T eik·,
e|k|(s−s1)Uk,2(s) →
(
0,0,−1/|k|,1)T eik·,
e−|k|(s−s1)Uk,3(s) →
(
1/k2,1/|k|,0,0)T eik·,
e−|k|(s−s1)Uk,4(s) →
(
0,0,1/|k|,1)T eik·.
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the subspaces Xk invariant. The estimates on the matrix B(s;λ0,0) in (16) now show that there
are solutions of (14) (and hence of (5)) which converge to the solutions of the system at infinity,
see e.g. [6, Chapter 3.8]. In Section 3 we have seen that (8) has two solutions in Xk with decay
rate e|k|s and two with growth rate e−|k|s for s → −∞. A comparison with the eigenvectors of
Â−(k) in Section 3, we obtain solutions Uk,j , with k ∈ Z \ {0} and j = 1, . . . ,4 with the desired
properties. 
Next, we perturb the solutions U0,j (s) with j = 1,3 described in Lemma 10 to solutions of (5)
for all sufficiently small potentials ρ˜. First, we will show that the four-dimensional central sub-
space corresponding to k = 0 persists in (5) as the intersection of the ranges of Φcs− (s1, s1;λ, ρ˜)
and Φcu− (s1, s1;λ, ρ˜). Note that the difference between the operators A(s;λ, ρ˜) and A(s;λ0,0)
in (5) is
A(s;λ, ρ˜)−A(s;λ0,0) = r ′(s)2(λ− λ0 − ρ˜)B0e2s(λ− λ0 − ρ˜)B0,
as r ′(s)2 = e2s for s  s1 (see (19) for the definition of B0).
The function eτ ρ(τ ) belongs to L2(J−,H 1/2). By Lemma 5, eτ ρ(τ )u1(τ ) also belongs to this
space. Thus ‖eτ ρ(τ )B0U‖X ∈ L2(J−) and ‖e2τ ρ(τ )B0U‖X is the product of an L2 function and
the exponentially decaying function eτ .
This allows us to use the Gap Lemma as in [17, §4.3 and (4.12)] and [4, Proof of Lemma 4.1]
to show that (5) has two linearly independent solutions Ucb0,j (s;λ, ρ˜) for j = 1,3 that converge
to ej as s → −∞, and two other solutions which grow algebraically. In fact, the results in these
works show that any linear combination of the bounded solutions Ucb0,j (s;λ, ρ˜) with j = 1,3 can
be found as a fixed point of the equation
U(s) = Φcu− (s;λ0,0)Ucb0
+
s∫
−∞
Φcs− (s, τ ;λ0,0)e2τ
(
λ− λ0 − ρ˜(τ )
)
B0U(τ)dτ
−
s1∫
s
Φu−(s, τ ;λ0,0)e2τ
(
λ− λ0 − ρ˜(τ )
)
B0U(τ)dτ, (29)
where Ucb0 belongs to the unperturbed bounded central subspace spanned by U0,j (s1) for j =
1,3. We denote the fixed point by Ucb− (s;λ, ρ˜,Ucb0 ) and write
P cb− (s1;λ, ρ˜)Ucb0
:= Ucb−
(
s1;λ, ρ˜,Ucb0
)
= Ucb0 +
s1∫
Φcs− (s1, τ ;λ0,0)e2τ
(
λ− λ0 − ρ˜(τ )
)
B0U
cb−
(
τ ;λ, ρ˜,Ucb0
)
dτ. (30)−∞
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Pu−(s1;λ, ρ˜) = Pu−(s1;λ0,0)
+
s1∫
−∞
Φcs− (s1, τ ;λ0,0)e2τ
(
λ− λ0 − ρ˜(τ )
)
B0Φ
u−(τ, s1;λ, ρ˜) dτ. (31)
These results will be used later to characterise eigenfunctions of the perturbed operator.
5. Dichotomies for the far field
The method of Section 4 is not available for determining the dichotomies for s large. Going
back to (2), we observe that θ and ρ have support in a ball with radius r1, and thus for r  r1 the
eigenvalue problem (2) reduces to (2 − λ)u = 0, which can be factorised:
(− √λ)(+ √λ)u = (+ √λ)(− √λ)u = 0.
Expanding u(r,ϕ) as a Fourier series in the angular variable ϕ, we see that the Fourier coefficients
uˆk satisfy the differential equations(
∂2
∂r2
+ 1
r
∂
∂r
− k
2
r2
− √λ
)(
∂2
∂r2
+ 1
r
∂
∂r
− k
2
r2
+ √λ
)
uˆk = 0. (32)
For k fixed, this is a fourth order linear ODE, so it has a four-dimensional space of solutions. The
general solution can then be obtained as a linear combination of the solutions of(
∂2
∂r2
+ 1
r
∂
∂r
− k
2
r2
− √λ
)
uˆk = 0 (33)
and the solutions of (
∂2
∂r2
+ 1
r
∂
∂r
− k
2
r2
+ √λ
)
uˆk = 0, (34)
so that the general solution of (32) is given by
uˆk(r) = C1Ik
(
λ1/4r
)+C2Kk(λ1/4r)+C3Jk(λ1/4r)+C4Yk(λ1/4r),
where Jk and Yk are Bessel functions of the first and second kind, respectively, which satisfy
Eq. (34), and Ik and Kk are modified Bessel functions of the first and second kind, respectively,
which satisfy Eq. (33).
For r  r3 = s3, we have s = r . Thus, we can define the systems corresponding to Eqs. (33)
and (34) with the variable s for s  s3 as
u′1 = u2,
u′2 =
(
k2
2 +
√
λ
)
u1 − 1u2, (35)s s
G. Derks et al. / Journal of Functional Analysis 260 (2011) 340–398 367and
u′1 = u2,
u′2 =
(
k2
s2
− √λ
)
u1 − 1
s
u2, (36)
respectively. We will consider these systems for s  r1 and define φk(s, t) and ψk(s, t) to be
the evolution operators corresponding to the systems (35) and (36), respectively. After deriving
dichotomies for those systems, we will derive dichotomies for the original system (5).
To derive dichotomies for (35) and (36), we introduce for s  r1 the function spaces X˜s =
H 1(S1)×L2(S1), Y˜ s = H 2(S1)×H 1(S1) and Z˜s = H 3(S1)×H 2(S1) with norms
‖u‖2
X˜s
:= 1
s2
‖u1‖2H 1(S1) + ‖u1‖2L2(S1) + ‖u2‖2L2(S1),
‖u‖2
Y˜ s
:= 1
s2
‖u1‖2H 2(S1) + ‖u1‖2H 1(S1) + ‖u2‖2H 1(S1),
‖u‖2
Z˜s
:= 1
s2
‖u1‖2H 3(S1) + ‖u1‖2H 2(S1) + ‖u2‖2H 2(S1).
We decompose the spaces X˜s , Y˜ s , and Z˜s into their Fourier subspaces
X˜s =
⊕
k∈Z
X˜sk, Y˜
s =
⊕
k∈Z
Y˜ sk and Z˜
s =
⊕
k∈Z
Z˜sk, (37)
where
X˜sk = Y˜ sk = Z˜sk =
{(
aeik·, beik·
)T ; a, b ∈ C},
and the completion in (37) is in the respective norms of X˜s , Y˜ s and Z˜s . The norms on X˜sk , Y˜ sk
and Z˜sk are given by the restriction of the norms of X˜s , Y˜ s , and Z˜s , respectively, and so
∥∥(aeik·, beik·)T ∥∥2
X˜sk
=
(
1 + k
2
s2
)
|a|2 + |b|2,
∥∥(aeik·, beik·)T ∥∥2
Y˜ sk
= (1 + k2)∥∥(aeik·, beik·)T ∥∥2
X˜sk
,∥∥(aeik·, beik·)T ∥∥2
Z˜sk
= (1 + k2)2∥∥(aeik·, beik·)T ∥∥2
X˜sk
. (38)
For each  ∈ (0, λ1/4), we now prove the existence of a time-dependent exponential dichotomy
for (35) with constant K > 0 and rates κs = −(λ1/4 − ) and κu = (λ1/4 − ) that are indepen-
dent of k. For (36), we will show that the evolution operator always acts in the center-unstable
manifold and derive that its growth can be bounded by any exponential.
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for any k ∈ Z and λ ∈ (λ0/2,2λ0) there exists a time-dependent exponential dichotomy of (35)
on J+ so that φsk(s, t;λ) and φuk (s, t;λ) satisfy
∥∥φsk(s, t;λ)∥∥L(X˜tk,X˜sk) = ∥∥φsk(s, t;λ)∥∥L(Y˜ tk ,Y˜ sk ) Ke−(λ1/4−)(s−t), s  t  r1,∥∥φuk (s, t;λ)∥∥L(X˜tk,X˜sk) = ∥∥φuk (s, t;λ)∥∥L(Y˜ tk ,Y˜ sk ) Ke−(λ1/4−)(t−s), t  s  r1.
Proof. Let (u1, u2)T satisfy Eq. (35). To get estimates which are uniform in k, we follow [19],
and let
u˜1(s) :=
(√
λ+ k
2
s2
)1/2
u1(s).
Note that
min(1,
√
λ0/2)
∥∥(u1, u2)T ∥∥X˜sk  ∥∥(u˜1, u2)T ∥∥C2 max(1,√2λ0)∥∥(u1, u2)T ∥∥X˜sk ,
and that the constants above are independent of k and λ. This shows that, when using the new
variables u˜1 and u2, we can use the standard norm in C2.
Next, we rewrite the system (35) in the new variables u˜1, u2:
u˜′1 =
(√
λ+ k
2
s2
)1/2
u2 − k
2
s3
(√
λ+ k
2
s2
)−1
u˜1,
u′2 = −
1
s
u2 +
(√
λ+ k
2
s2
)1/2
u˜1.
Now, we change the independent variable by making the substitution dτ/ds = (√λ+ k2/s2)1/2.
We write s(τ ) to describe the dependence of s on τ . We then obtain (where ′ now denotes
differentiation with respect to τ )
u˜′1 = −
k2
s(τ )3
(√
λ+ k
2
s(τ )2
)−3/2
u˜1 + u2,
u′2 = u˜1 −
1
s(τ )
(√
λ+ k
2
s(τ )2
)−1/2
u2. (39)
Noting that s(τ ) → ∞ as τ → ∞ we find that the limiting system at +∞ is
u˜′1 = u2,
u′ = u˜1, (40)2
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Eq. (40) possesses exponential dichotomies with κu = −κs = 1. To get estimates for the pertur-
bated system (39), we will use the estimates
∣∣∣∣ k2s(τ )3
(√
λ+ k
2
s(τ )2
)−3/2∣∣∣∣= 1s(τ ) 1√√
λ+ k2/s(τ )2
k2/s(τ )2√
λ+ k2/s(τ )2 
1
λ1/4s(τ )
,
∣∣∣∣ 1s(τ )
(√
λ+ k
2
s(τ )2
)−1/2∣∣∣∣ 1λ1/4s(τ ) .
This estimate is uniform in λ in a neighbourhood of λ0. The roughness theorem for exponential
dichotomies [7, Chapter 4] now guarantees the existence of an exponential dichotomy also for
the system (39), and we denote the corresponding evolution operators by φ˜sk(σ, τ ) and φ˜uk (σ, τ ).
For each positive ˜ sufficiently small, there exists a K  0 such that
∥∥φ˜sk(σ, τ )∥∥L(C2) Ke−(1−˜)(σ−τ), σ  τ,∥∥φ˜uk (σ, τ )∥∥L(C2) Ke−(1−˜)(τ−σ), σ  τ.
Moreover, K does not depend on λ in a neighbourhood of λ0 or on k ∈ Z.
It remains to translate this result back to the s variable. We write s = s(σ ) and t = s(τ ). Note
that ds/dτ  λ1/4, and so by the chain rule we have for s > t
∥∥φsk(s, t)∥∥L(X˜tk,X˜sk)  C∥∥φ˜sk(σ, τ )∥∥L(C2) Ke−(1−˜)(σ−τ)
Ke−(1−˜)λ1/4(s−t) Ke−(λ1/4−)(s−t),
where we have put  = ˜λ1/4. A similar calculation proves that for t > s
∥∥φuk (s, t)∥∥L(X˜tk,X˜sk) Ke−(λ1/4−)(t−s).
The estimates for Y˜ sk also follow from these estimates, since it is only a matter of multiplying
both sides of the inequalities by a factor (1 + k2). 
Lemma 13. Let  > 0 be given. Then there exists a K > 0 such that for any k ∈ Z and λ ∈
(λ0/2,2λ0) we have∥∥ψk(s, t;λ)∥∥L(X˜tk,X˜sk) = ∥∥ψk(s, t;λ)∥∥L(Y˜ tk ,Y˜ sk ) Ke(t−s) for t  s  r1.
Proof. First we note a scaling invariance in (36). If (u1(s, t), u2(s, t)) is a solution of (36) with
λ = 1, then (u1(s, t), u2(s, t)) = (u1(λ1/41 s, λ1/41 t), λ1/41 u2(λ1/41 s, λ1/41 t)) is a solution of (36)
with λ = λ1. So it is sufficient to prove the estimate in the lemma in case λ = 1. Using the ex-
plicit expressions for the solution in terms of Bessel function, it follows that, for λ = 1, ψk(s, t)
is given by
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(
Jk(s) Yk(s)
J ′k(s) Y ′k(s)
)(
Jk(t) Yk(t)
J ′k(t) Y ′k(t)
)−1
= πt
2
(
Jk(s) Yk(s)
J ′k(s) Y ′k(s)
)(
Y ′k(t) −Yk(t)−J ′k(t) Jk(t)
)
= πt
2
(
ak(s, t) bk(s, t)
ck(s, t) dk(s, t)
)
where
ak(s, t) :=
(
Jk(s)Y
′
k(t)− Yk(s)J ′k(t)
)
,
bk(s, t) := −Jk(s)Yk(t)+ Yk(s)Jk(t),
ck(s, t) :=
(
J ′k(s)Y ′k(t)− Y ′k(s)J ′k(t)
)
,
dk(s, t) :=
(−J ′k(s)Yk(t)+ Y ′k(s)Jk(t)),
and we have used that the Wronskian of Jk(t) and Yk(t) is 2πt [1, (9.1.16)]. Writing u =
(u1, u2)T ∈ X˜tk , we have
∥∥ψk(s, t)u∥∥2X˜sk = π2t24
((
1 + k
2
s2
)(
ak(s, t)u1 + bk(s, t)u2
)2 + (ck(s, t)u1 + dk(s, t)u2)2),
and so we need to show that there exists a K > 0 such that for every u1, u2 ∈ R, k ∈ Z and
t  s  r1,
t2
((
1 + k
2
s2
)(
ak(s, t)u1 + bk(s, t)u2
)2 + (ck(s, t)u1 + dk(s, t)u2)2)
K2e2(t−s)
((
1 + k
2
t2
)
u21 + u22
)
.
By choosing u1 and u2 appropriately, we note that this inequality holds if and only if the
following two inequalities hold for some K > 0 and all k ∈ Z and t > s > r1:
((
1 + k
2
s2
)
ak(s, t)
2 + ck(s, t)2
)
t2 K2e2(t−s)
(
1 + k
2
t2
)
,
((
1 + k
2
s2
)
bk(s, t)
2 + dk(s, t)2
)
t2 K2e2(t−s).
To simplify further, we note that the above two inequalities hold if there exists a constant K > 0
such that for t  s  r1,
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1 + k
2
s2
∣∣ak(s, t)∣∣t Ke(t−s)
√
1 + k
2
t2
,√
1 + k
2
s2
∣∣bk(s, t)∣∣t Ke(t−s),
∣∣ck(s, t)∣∣t Ke(t−s)
√
1 + k
2
t2
,∣∣dk(s, t)∣∣t Ke(t−s). (41)
First we will prove the fourth inequality of (41). Let
fk(s, t) := e−(t−s)tdk(s, t).
We need to show that fk(s, t) is uniformly bounded for k ∈ Z and t  s  r1. Since J−k =
(−1)kJk and Y−k = (−1)kYk , it is sufficient to consider k ∈ N.
We start with showing that fk is bounded for k ∈ N fixed. In the slightly smaller sector t 
(1 + δ)s  (1 + δ)r1 (where δ > 0 is arbitrary), we have |fk(s, t)| → 0 as s2 + t2 → ∞, or
equivalently, as t → ∞. Indeed, Yk(s), Jk(s), Y ′k(s) and J ′k(s) are bounded by a constant Ck for
s  r1 [1, (9.2.1)], and so∣∣fk(s, t)∣∣ C2k e−(t−s)t  C2k te−δt/(1+δ) → 0 (42)
as t → ∞. Furthermore, √sYk(s), √sJk(s), √sY ′k(s) and
√
sJ ′k(s) are bounded by a constant
Dk for s  r1 [1, (9.2.1)], and so for r1  s  t  (1 + δ)s we have∣∣fk(s, t)∣∣ e−(t−s)√(1 + δ)st dk(s, t)√1 + δD2k .
Altogether this implies that fk(s, t) is bounded in the whole sector t  s  r1 by a constant,
possibly depending on k.
To show that in fact fk(s, t) is bounded by a k-independent constant, we consider s  r1
as being fixed for the moment. First we note that in (42), we proved that for fixed s and k,
fk(s, t) → 0 as t → ∞. Thus for s  r1 fixed, the function fk(s, t) attains its maximum in an
interior point t > s or at the boundary t = s. We use a method by L. Landau [12] to analyse
the behaviour of fk(s, ·) at its critical points. At a critical point, we have ∂fk/∂t (s, t) = 0. By
Eq. (11) of [12], at the points where ∂fk/∂t = 0 we have
∂
∂k
fk(s, t)
2 = 2t fk(s, t)
2
e−2(t − s)t2
∂
∂t
(
e−2(t−s)t2Ak(t)
)
,
where Ak(t) =
∫∞
0 K0(2t cosh τ)e
−2kτ dτ , and K0 is a modified Bessel function of the second
kind, satisfying
K0(x) =
∞∫
e−x cosh τ dτ.0
372 G. Derks et al. / Journal of Functional Analysis 260 (2011) 340–398In particular (since 2tfk(s, t)2/e2(t−s)t2 > 0), fk(s, t)2 is decreasing in k at a point where
∂fk/∂t = 0 if and only if e−2(t−s)t2Ak(t) is decreasing in t . Note that Ak(t) is monotonically
decreasing for t > 0, and since e−2(t−s)t2 is monotonically decreasing for t > 1/, we conclude
that |fk(s, ·)| is monotonically decreasing in k at its critical points for t > 1/.
Note that in the case when r1 > 1/, we have proved that if the maximum of fk(s, ·) occurs
for t > s  r1, then the maximum is decreasing in k, and hence stays bounded as k increases. At
the boundary t = s  r1, we have fk(s, s) = 2/π , which is independent of k. As each function
fk(s, t) is bounded, in particular f1(s, t) is bounded, it follows that fk(s, t) is bounded in the
whole sector t  s  r1 by a k-independent constant for all k ∈ Z. This shows that fk is uniformly
bounded in the case when r1 > 1/.
When r1 < 1/, we also need to estimate fk(s, t) in the triangle 1/ > t > s  r1. Here we
use the estimate e−(t−s)t  1/. It follows that |fk(s, t)| |gk(s, t)|, where
gk(s, t) := 1

(
Y ′k(s)Jk(t)− J ′k(s)Yk(t)
)
.
Applying Section 3 of [12] we conclude that gk(s, t)2 is decreasing in k at the points where
∂gk(s, t)/∂t = 0. Furthermore, gk(s, t) → 0, for t → ∞ and gk(s, s) = 2πs  2πr1 for s  r1.
The proof of the fourth inequality of (41) is complete.
Next, we prove the second inequality of (41). By [1, (9.1.27)] we have
(
1 + k
s
)
Yk(s) = Yk(s)+ 12
(
Yk−1(s)+ Yk+1(s)
)
,(
1 + k
s
)
Jk(s) = Jk(s)+ 12
(
Jk−1(s)+ Jk+1(s)
)
.
Note that
(
1 + k
2
s2
)1/2
 1 + k
s

√
2
(
1 + k
2
s2
)1/2
,
and so the second inequality of (41) is equivalent to
∣∣∣∣t((Yk(s)+ 12Yk−1(s)+ 12Yk+1(s)
)
Jk(t)−
(
Jk(s)+ 12Jk−1(s)+
1
2
Jk+1(s)
)
Yk(t)
)∣∣∣∣
Ke(t−s).
To prove the inequality, we use the same method as above, with
fk(s, t) := te−(t−s)
((
Yk(s)+ 12Yk−1(s)+
1
2
Yk+1(s)
)
Jk(t)
−
(
Jk(s)+ 1Jk−1(s)+ 1Jk+1(s)
)
Yk(t)
)
2 2
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gk(s, t) := te−s e
−1

((
Yk(s)+ 12Yk−1(s)+
1
2
Yk+1(s)
)
Jk(t)
−
(
Jk(s)+ 12Jk−1(s)+
1
2
Jk+1(s)
)
Yk(t)
)
.
Then |fk(s, t)| → 0 as s2 + t2 → ∞ in the sector t  s  r1 and as above, fk(s, t)2 is decreasing
in k at the points where ∂fk/∂t = 0 if t > 1/. In the triangle 1/  t  s  r1, |fk(s, t)| 
|gk(s, t)| and gk is decreasing in k at the points where ∂gk/∂t = 0. Finally, at the boundary
points where s = t  r1, we have fk(s, s) = gk(s, s) = 0. We conclude that the second inequality
is valid in the whole sector t  s  r1.
For the third inequality of (41), we use the last identity of [1, (9.1.27)] which shows that the
inequality is equivalent to the two inequalities
k
t
∣∣J ′k(s)Yk(t)− Y ′k(s)Jk(t)∣∣t Ke(t−s)(1 + k2t2
)1/2
,
∣∣J ′k(s)Yk+1(t)− Y ′k(s)Jk+1(t)∣∣t Ke(t−s)(1 + k2t2
)1/2
.
The first of these inequalities follows from the fourth inequality of (41), and the second can be
handled as in the proof of the second and fourth inequalities after noting that at the boundary
where t = s  r1 we have
∣∣J ′k(s)Yk+1(s)− Y ′k(s)Jk+1(s)∣∣= ks ∣∣J ′k(s)Yk(s)− Y ′k(s)Jk(s)∣∣= 2kπs2 ,
thus fk(s, s) = 2
π
√
1+s2/k2 
2
π
. We omit the details.
It remains to prove the first inequality of (41). This can be handled as the second inequality
by using
Jk(s)Y
′
k(t)− Yk(s)J ′k(t) =
k
t
(
Jk(s)Yk(t)− Yk(s)Jk(t)
)+ (Yk(s)Jk+1(t)− Jk(s)Yk+1(t))
and splitting the inequality up into the two inequalities
(
1 + k
2
s2
)1/2
k
t
∣∣Jk(s)Yk(t)− Yk(s)Jk(t)∣∣t Ke(t−s)(1 + k2
t2
)1/2
,
∣∣Yk(s)Jk+1(t)− Jk(s)Yk+1(t)∣∣(1 + k2
s2
)1/2
t Ke(t−s)
(
1 + k
2
t2
)1/2
.
The first inequality follows directly from the second inequality of (41), and the second inequality
is proved in the same way as the second inequality of (41), except that at the boundary where
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∣∣Yk(s)Jk+1(s)− Jk(s)Yk+1(s)∣∣= 2/πs.
The details are omitted.
It is also clear that the estimates above are uniform in λ for λ ∈ (λ0/2,2λ0).
The estimates for Y˜ sk follow by the same estimates, since it is just a matter of multiplying each
side of the inequalities by the factor (1 + k2). 
We are ready to prove that there exist time-dependent exponential dichotomies on J+ for the
full system (5). First we define the spaces X s := X˜s × X˜s and Ys := Y˜ s × Y˜ s . Note that Ys ⊂
X ⊂ X s . As before, we can decompose those spaces into X s =⊕k∈Z X sk and Ys =⊕k∈Z Ysk
with X sk = X˜sk × X˜sk and Ysk = Y˜ sk × Y˜ sk .
For s > s3 = r3, we have that r = s and hence, for s ∈ [s3,∞), the system (5) reduces to
U ′ = A(s;λ)U, with A(s;λ) =
⎛⎜⎝
0 1 0 0
− 1
s2
∂2 − 1
s
1 0
0 0 0 1
λ 0 − 1
s2
∂2 − 1
s
⎞⎟⎠ . (43)
We consider the system (43) for s ∈ [r1,∞) and record that (43) and (5) coincide on the smaller
interval [s3,∞). The exponential dichotomy for (5) on the whole interval J+ will follow from the
fact that the systems (5) and (43) are linked by the smooth transformation r(s) of the independent
variable on the compact interval [s1, s3]. Thus, since we are using r = s in (43), we see that if
U˜ (s) is a solution of (43) for s ∈ [r1,∞), then U(s) = diag(1, r ′(s),1, r ′(s))U˜ (r(s)) is a solution
of (5) for all s ∈ [s1,∞). Recall that there are constants 0 < c < C such that c  r ′(s) C for
all s ∈ R, thus dichotomy results for U˜ will immediately give similar dichotomy results for U .
It is easy to check (similarly to Lemma 3) that A(s;λ) : X s → X s is closed and densely
defined with domain Ys and that A(s;λ) : Ys → Ys is closed and densely defined with domain
Z˜s × Z˜s .
The Fourier coefficients of U = (u1, u2, u3, u4)T satisfy the system
u′1 = u2,
u′2 =
k2
s2
u1 − 1
s
u2 + u3,
u′3 = u4,
u′4 = λu1 +
k2
s2
u3 − 1
s
u4, (44)
of ODEs, where we omit the subscript k. We denote by Φk(s, t) the evolution operator corre-
sponding to the system (44) and consider this evolution operator in either X s or Ys .
Now we can use the earlier dichotomy results to show the existence of a uniform (s-dependent)
exponential dichotomy for the system (44) and hence for (43).
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any λ ∈ (λ0/2,2λ0) there exists an s-dependent exponential dichotomy of (43) on J+ such that
the evolution operators Φs+(s, t;λ) and Φcu+ (s, t;λ) solve (43) and∥∥Φs+(s, t;λ)∥∥L(X t ,X s ) = ∥∥Φs+(s, t;λ)∥∥L(Y t ,Ys ) Ke−(λ1/4−)(s−t), s  t  r1,∥∥Φcu+ (s, t;λ)∥∥L(X t ,X s ) = ∥∥Φcu+ (s, t;λ)∥∥L(Y t ,Ys ) Ke(t−s), t  s  r1. (45)
The dichotomy is smooth in λ for λ near λ0.
Proof. Since X s =⊕X sk and each X tk is mapped into X sk under the flow of (43), we write for
U ∈ X t
Φs+(s, t)U :=
∑
k∈Z
Φsk(s, t)Ûke
ik·, s  t  r1,
Φcu+ (s, t)U :=
∑
k∈Z
Φcuk (s, t)Ûke
ik·, t  s  r1. (46)
Moreover, for each k ∈ Z the evolution operator Φk(s, t) associated with (44) can be expressed
in terms of φk(s, t) and ψk(s, t). Indeed, it can be seen that
Φk(s, t) = 12
(
φk(s, t)+ψk(s, t) 1√
λ
(φk(s, t)−ψk(s, t))√
λ(φk(s, t)−ψk(s, t)) φk(s, t)+ψk(s, t)
)
.
Similarly,
Φsk(s, t) =
1
2
(
φsk(s, t)
1√
λ
φsk(s, t)√
λφsk(s, t) φ
s
k(s, t)
)
and
Φcuk (s, t) =
1
2
(
φuk (s, t)+ψk(s, t) 1√λ (φuk (s, t)−ψk(s, t))√
λ(φuk (s, t)−ψk(s, t)) φuk (s, t)+ψk(s, t)
)
.
Introducing the temporary notation Ûk = (u, v)T ∈ X tk , where u(u1, u2)T and v = (u3, u4)T ,
we have
∥∥Φsk(s, t)Ûk∥∥2X sk = 14 (1 + λ)
∥∥∥∥φsk(s, t)u+ 1√
λ
φsk(s, t)v
∥∥∥∥2
X˜sk
. (47)
Since we will take the supremum over all Ûk ∈ X tk such that ‖Ûk‖X tk = 1, we may without loss
of generality assume that v = √λu, since all other choices will result in a smaller value of the
right-hand side of (47). For any such u and v ∈ X˜tk , the condition that ‖Ûk‖2X tk = 1 implies that
‖u‖2˜t (1 + λ) = 1. We therefore haveXk
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‖Ûk‖2X t
k
=1
∥∥Φsk(s, t)Ûk∥∥2X sk = sup‖u‖2
X˜t
k
=1/(1+λ)
1 + λ
2
∥∥φsk(s, t)u∥∥2X˜sk
= 1
2
sup
‖u‖2
X˜t
k
=1
∥∥φsk(s, t)u∥∥2X˜sk ,
which shows that ∥∥Φsk(s, t)∥∥L(X tk ,X sk ) = 1√2∥∥φsk(s, t)∥∥L(X˜tk,X˜sk).
Likewise, ∥∥Φcuk (s, t)∥∥L(X tk ,X sk )  ∥∥Φck(s, t)∥∥L(X tk ,X sk ) + ∥∥Φuk (s, t)∥∥L(X tk ,X sk ),
where
Φck(s, t) =
(
ψk(s, t) −ψk(s,t)√
λ
−√λψk(s, t) ψk(s, t)
)
and Φuk (s, t) = Φcuk (s, t)−Φck(s, t).
As above,
∥∥Φck(s, t)∥∥L(X tk ,X sk ) = 1√2∥∥ψk(s, t)∥∥2L(X˜tk,X˜sk),∥∥Φuk (s, t)∥∥L(X tk ,X sk ) = 1√2∥∥φuk (s, t)∥∥2L(X˜tk,X˜sk).
From Lemmas 12 and 13 it follows that∥∥Φsk(s, t)∥∥L(X tk ,X sk ) Ke−(λ1/4−)(s−t), s  t  r1,∥∥Φcuk (s, t)∥∥L(X tk ,X sk ) Ke(t−s), t  s  r1. (48)
By (46) and (48) we see that for s  t  r1
∥∥Φs+(s, t)∥∥2L(X t ,X s ) = sup‖U‖X t =1
∥∥Φs(s, t)U∥∥2
Xs
= sup
‖U‖X t =1
∥∥∥∥∑
k∈Z
Φsk(s, t)Ûke
ik·
∥∥∥∥2X s
= sup
‖U‖X t =1
∑
k∈Z
∥∥Φsk(s, t)Ûk∥∥2X sk  sup‖U‖X t =1
∑
k∈Z
∥∥Φsk(s, t)∥∥2L(X t ,X s )‖Ûk‖2X tk
 sup
‖U‖X t =1
∑
k∈Z
K2e−2(λ1/4−)(s−t)‖Ûk‖2X tk = K
2e−2(λ1/4−)(s−t).
A similar calculation shows that Φcu+ satisfies the second equation of (45). The estimates for Y˜ sk
follow by the same estimates since it is just a matter of multiplying each side of the inequalities
by a factor (1 + k2)2.
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As A(s;λ) depends linearly on λ, we get that Φs/cu+ (s, t;λ) satisfies
d
ds
Φ
s/cu
+ (s, t;λ) =
[
A(s;λ0)+ (λ− λ0)B0
]
Φ
s/cu
+ (s, t;λ),
where B0 is defined by (19).
For λ ∈ (λ0/2,2λ0) and sufficiently close to λ0, the pair (Φs+(s, t;λ),Φcu+ (s, t;λ)) satisfies
the fixed point equation
Φs+(s, t;λ) = Φs+(s, t;λ0)+Φs+(s, t;λ0)Φcu+ (s1, t;λ)
+ (λ− λ0)
[
−
t∫
r1
Φs+(s, τ ;λ0)B0Φcu+ (τ, t;λ)dτ
+
s∫
t
Φs+(s, τ ;λ0)B0Φs+(τ, t;λ)dτ
−
∞∫
s
Φcu+ (s, τ ;λ0)B0Φs+(τ, t;λ)dτ
]
, s  t  r1,
Φcu+ (s, t;λ) = Φcu+ (s, t;λ0)−Φs+(s, t;λ0)Φcu+ (s1, t;λ)
+ (λ− λ0)
[ s∫
r1
Φs+(s, τ ;λ0)B0Φcu+ (τ, t;λ)dτ
−
t∫
s
Φcu+ (s, τ ;λ0)B0Φcu+ (τ, t;λ)dτ
+
∞∫
t
Φcu+ (s, τ ;λ0)B0Φs+(τ, t;λ)dτ
]
, t  s  r1.
This fixed point equation is considered as a mapping on X̂s × X̂cu, where X̂s/cu are defined as
X̂s =
{
Φs(s, t) ∈ L(X t ,X s);∥∥Φs(s, t)∥∥
X̂s
= sup
str1
e((λ0/2)
1/4−)(s−t)∥∥Φs(s, t)∥∥L(X t ,X s ) < ∞},
X̂cu =
{
Φcu(s, t) ∈ L(X t ,X s);∥∥Φcu(s, t)∥∥
X̂cu
= sup e−2(t−s)∥∥Φcu(s, t)∥∥L(X t ,X s ) < ∞}.tsr1
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right-hand side is well defined in this space. With the implicit function theorem, it follows im-
mediately that the mapping is smooth for λ near λ0. 
6. The unperturbed adjoint system
The dual space of X is X′ = H−2 ×H−1 ×H−1 ×L2 (using the L2 pairing). For the space X′,
we make the decomposition
X′ =
⊕
k∈Z
X′k,
where X′k are four-dimensional pairwise orthogonal subspaces span{((a, b, c, d)eik·); a, b, c, d ∈
C} ⊂ X′. For W ∈ X′k and U ∈ Xk , we have the pairing
〈W,U 〉 := w1u1 +w2u2 +w3u3 +w4u4, (49)
where the bar denotes the complex conjugate. This means that we may use the standard inner
product on C4 when computing the adjoint equation.
Similarly, the dual space of X := H 1 ×L2 ×H 1 ×L2 is X ′ = H−1 ×L2 ×H−1 ×L2 (using
the L2 pairing) and we can make the same decomposition as above, i.e.,
X ′ =
⊕
k∈Z
X ′k,
where X ′k are the same four-dimensional subspaces as above but are now regarded as subspaces
of X ′. For W ∈ X ′k and U ∈ Xk , the pairing is again as in (49).
At the end of Section 4, we have investigated the solutions of the unperturbed linear system
U ′ = A(s;λ0,0)U on J−. The adjoint unperturbed system is
W ′ = −A(s;λ0,0)∗W = −
(
A∗− +B(s;λ0,0)∗
)
W. (50)
Just as in the case of the unperturbed linear system itself, expanding W in a Fourier series shows
that the Fourier spaces X′k are invariant under the flow of the adjoint system (50), and the Fourier
coefficients satisfy the adjoint equation of (14), i.e.,
Ŵ ′k(s) = −
[
Â−(k)∗ +B(s;λ,0)∗
]
Ŵk(s). (51)
It is well known and straightforward to check that the pairing of a solution of a linear system
with a solution of its adjoint is constant. For our systems, this means that any two solutions
Ûk(s) of (14) and Ŵk(s) of (51) satisfy
d 〈
Ŵk(s), Ûk(s)
〉= 0, and thus 〈Ŵk(s), Ûk(s)〉= 〈Ŵk(s1), Ûk(s1)〉 for any s ∈ R. (52)
ds
G. Derks et al. / Journal of Functional Analysis 260 (2011) 340–398 379From [18, p. 56] it follows that if a finite-dimensional linear system has an exponential
dichotomy on an interval J with constants K , κs and κu, then the adjoint system has an ex-
ponential dichotomy on J with the dichotomy constants K , −κu and −κs . Furthermore, if we
denote evolution operators corresponding to the exponential dichotomy of the adjoint system (51)
by Φ̂sk±(s, t) and Φ̂
u
k (s, t), respectively, then Φ̂
s
k (s, t) = Φuk (t, s)∗ for t  s with s, t ∈ J and
Φ̂uk (s, t) = Φsk(t, s)∗ for s  t with s, t ∈ J .
On J−, the dichotomy constant K in (17) is independent of k, and so we immediately get the
following estimates about the solutions of the adjoint system in the Fourier spaces X′k with norm
‖Ŵk‖2X′k :=
∥∥Ŵkeik·∥∥2X′ = |w1|2(k2 + 1)2 + |w2|2k2 + 1 + |w3|2k2 + 1 + |w4|2.
Lemma 15. There exists a K > 0 such that for every k ∈ Z \ {0} and Ŵk ∈ X′k∥∥Φ̂sk (s, t)Ŵk∥∥X′k Ke−|k|(s−t)‖Ŵk‖X′k , t  s  s1,∥∥Φ̂uk (s, t)Ŵk∥∥X′k Ke|k|(s−t)‖Ŵk‖X′k , s  t  s1.
Furthermore, for any solution Ŵk(s) with Ŵk(s1) ∈ Ran(Φ̂uk−(s1, s1)), we have∣∣wk(s)∣∣Ke|k|(s−s1)∥∥Ŵk(s1)∥∥X′
for all s  s1, where wk(s) denotes the fourth component of Ŵk(s).
Similar arguments give the dichotomy of the adjoint system on J+. From (48), it follows
that the solutions of the linearised system in the Fourier spaces Φsk(s, t) and Φ
cu
k (s, t) have an
exponential dichotomy with a uniform constant K . The dual space of X s is denoted by (X s)′,
and for s fixed, this space is equivalent to H−1 × L2 × H−1 × L2. The dual Fourier space is
denoted by (X sk )′, and its norm is
‖Ŵk‖2(X sk )′ :=
∥∥Ŵkeik·∥∥2(X s )′ = s2k2 + s2 |w1|2 + |w2|2 + s2k2 + s2 |w3|2 + |w4|2.
On J+, we have the following estimates:
Lemma 16. For every  > 0, there exists a K > 0 such that for every k ∈ Z \ {0} and Ŵk ∈ X ′k∥∥Φ̂csk (s, t)Ŵk∥∥(X s )′ Ke(s−t)‖Ŵk‖(X t )′ , s1  t  s,∥∥Φ̂uk (s, t)Ŵk∥∥(X s )′ Ke(λ1/40 −)(s−t)‖Ŵk‖(X t )′ , s1  s  t.
Moreover, for any solution Ŵk(s) with Ŵk(s1) ∈ Ran(Φ̂csk (s1, s1)), we have∣∣wk(s)∣∣Ke(s−s1)∥∥Ŵk(s1)∥∥(X s1 )′
for all s  s1, where wk(s) denotes the fourth component of Ŵk(s).
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solutions space of the linear system at k = 0 is spanned by U0,j , j = 1, . . . ,4. Now let Z0,j (s)
be solutions of the adjoint system (51) with k = 0 such that {Z0,l(s1)}l=1,...,4 is a dual basis of
{U0,j (s1)}j=1,...,4 (i.e., 〈Z0,l(s1),U0,j (s1)〉 = δlj ). With (52), this implies δlj = 〈Z0,l(s),U0,j (s)〉
for any s  s1. The unbounded solutions U0,2 and U0,4 are not unique, but they can be cho-
sen such that Z0,2 and Z0,4 are bounded on J−, whereas Z0,1 and Z0,3 grow algebraically as
s → −∞. A convenient choice for Z0,2 and Z0,4 is
Z0,j (z) := r(s)
r ′(s)
U⊥0,j−1(s), j = 2,4, (53)
where U⊥ = (−u4, u3,−u2, u1) if U = (u1, u2, u3, u4)T . It is easy to check that Z⊥0,j (s) are
solutions of the adjoint system (50) using that U0,j−1(s) are solutions of the original system (5).
As will be shown below, a similar exponential dichotomy on J− as in Lemma 15 also holds
with norms in X ′.
Lemma 17. There exists a K > 0 such that, for every k ∈ Z \ {0} and Ŵk ∈ (Xk)′, we have∥∥Φ̂sk (s, t)Ŵk∥∥X ′ Ke−|k|(s−t)‖Ŵk‖X ′, t  s  s1,∥∥Φ̂uk (s, t)Ŵk∥∥X ′ Ke|k|(s−t)‖Ŵk‖X ′, s  t  s1.
For any solution Ŵk(s) with Ŵk(s1) ∈ Ran(Φ̂uk (s1, s1)) and with wk(s) denoting the fourth com-
ponent of Ŵk(s), we have |wk(s)|Ke|k|(s−s1)‖Ŵk(s1)‖X ′ for all s  s1.
Proof. First we will show that the linear system (14) has an exponential dichotomy in Xk . The
proof is very similar to the one in Section 4 with a slightly modified matrix Mk . Define the matrix
M̂k whose columns consist of eigenvectors of A−(k) that are scaled different to those in Mk :
M̂k =
⎛⎜⎝
−1/|k| 0 1/|k| 0
1 0 1 0
0 −1/|k| 0 1/|k|
0 1 0 1
⎞⎟⎠ .
As M̂k consists of eigenvectors of A−(k), it follows immediately that A−(k) = M̂kDkM̂−1k .
It is also straightforward to verify that M̂k is a homeomorphism between C4 and Xk with
‖M̂k‖L(C4,Xk) →
√
2 as |k| → ∞.
Using the same ideas as in the proof of (17), with Mk replaced by M̂k and exploiting the
observation that
∣∣M̂−1k B(τ/|k|;λ0,0)M̂k∣∣ e2τ/|k|2|k| supss1{1,
∣∣λ− θ˜ (s)∣∣},
we find that ∥∥Φsk(s, t)Ûk∥∥X Ke−|k|(s−t)‖Ûk‖X , t  s  s1,∥∥Φu(s, t)Ûk∥∥ Ke|k|(s−t)‖Ûk‖X , s  t  s1 (54)k X
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immediately implies the estimates of the lemma. 
Finally we will show that, for large values of k, the solutions of (51) are close to the solutions
of the asymptotic system Ŵ ′k(s) = −A−(k)∗Ŵk(s). Recall that we denote the spectral projection
onto the eigenspace of A−(k) associated with the positive eigenvalue |k| by Puk and the comple-
mentary projection onto the eigenspace of A−(k) associated with the negative eigenvalue −|k|
by P sk .
Lemma 18. For every  > 0, there exists an N ∈ N and a δ > 0 such that, for every |k| >N , we
have ∥∥Φ̂uk (s, s1)− e|k|(s−s1)(P sk )∗∥∥L(X′k)  e|k|(s−s1), for all s1 − δ  s  s1,∥∥Φ̂uk (s, s1)− e|k|(s−s1)(P sk )∗∥∥L(X ′k)  e|k|(s−s1), for all s  s1. (55)
Thus, for |k| >N and Ŵk(s1) ∈ Ran(Φ̂uk (s1, s1)), we have∥∥Ŵk(s1)− (P sk )∗Ŵk(s1)∥∥X′k  ∥∥Ŵk(s1)∥∥X′k ,∥∥Ŵk(s1)− (P sk )∗Ŵk(s1)∥∥X ′k  ∥∥Ŵk(s1)∥∥X ′k .
Proof. The evolution operator Φ̂uk (s, s1) satisfies
Φ̂uk (s, s1) = e|k|(s−s1)
(
P sk
)∗ − s∫
−∞
e−|k|(s−t)
(
Puk
)∗
B(t;λ0,0)∗Φ̂uk (t, s1) dt
+
s1∫
s
e|k|(s−t)
(
P sk
)∗
B(t;λ0,0)∗Φ̂uk (t, s1) dt.
From its definition (12), we immediately see that ‖B(t;λ0,0)∗‖L(X′k)  Ce2t and
‖B(t;λ0,0)∗‖L(X ′k)  C√k2+1e
2t for some constant C, independent of k. Hence, with the di-
chotomy estimates from Lemma 15, we get that for s  s1 and k ∈ Z \ {0}
∥∥Φ̂uk (s, s1)− e|k|(s−s1)(P sk )∗∥∥L(X′k)  CK
s∫
−∞
e−|k|(s−t)e2t e|k|(t−s1) dt
+CK
s1∫
s
e|k|(s−t)e2t e|k|(t−s1) dt
 CK e|k|(s−s1)
(
e2s1 + e2s1 − e2s
)
.2 1 + |k|
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the first inequality of (55) is satisfied.
With the dichotomy estimates from Lemma 17, we get
∥∥Φ̂uk (s, s1)− e|k|(s−s1)(P sk )∗∥∥L(X ′k)  C√k2 + 1K
s∫
−∞
e−|k|(s−t)e2t e|k|(t−s1) dt
+ C√
k2 + 1K
s1∫
s
e|k|(s−t)e2t e|k|(t−s1) dt
 CK
2
√
k2 + 1e
|k|(s−s1)
(
e2s1
(1 + |k|) + e
2s1
)
 CKe
2s1
√
k2 + 1e
|k|(s−s1).
It follows that also the second inequality of (55) is valid when N is sufficiently large. 
7. Matching the core and far field solutions
In the next lemma we show that u is an eigenfunction that belongs to an embedded eigen-
value λ of L + ρ if and only if U is a solution of (5) such that U(s1) ∈ RanP s+(s1;λ, ρ˜) ∩
(RanPu−(s1;λ, ρ˜)⊕ P cb− (s1;λ, ρ˜)).
Lemma 19. Let u be an L2 solution of (2). Then the corresponding solution U(s) of the system
(5) is bounded in X as s → −∞ and decays exponentially with rate λ1/4 −  as s → +∞ in the
sense that for any  ∈ (0, λ1/4) there exists a constant K > 0 such that
∥∥U(s)∥∥X s Ke−(λ1/4−)s (56)
for every s  s1. Conversely, if U is a weak solution of (5) such that ‖U(s)‖X is bounded as
s ∈ J− and such that ‖U(s)‖X s decays exponentially as s → +∞ (with any decay rate), then it
corresponds to an H 4 solution u of (2).
Proof. If u is an eigenfunction of (5), it belongs to H 4(R2). By Lemma 2, the associated solution
U(s) of (5) is bounded in X as s ∈ J−. In J+, for s  s3, the system (5) reduces to (43) and the
decaying solutions of this system are series formed by Bessel functions Kk , Jk and Yk . The decay
of Jk and Yk is asymptotic to 1/
√
s as s → +∞, and so these solutions do not give rise to L2
solutions of (2). It now follows from Lemma 14 that U(s) decays exponentially as s → +∞, in
the sense that (56) holds.
Assume that U is a bounded weak solution of (5) which decays exponentially as s ∈ J+. We
need to show that the first component of U which we denote by u belongs to H 4(R2) when
regarded as a function of the two variables (r, ϕ) in radial coordinates. As U is a weak solution
of (5), by Definition 1, U ∈ L2loc(J ;Y) ∩ H 1loc(J ;X). Also, ‖U‖X is bounded on J−, and hence
U ∈ L∞ (R−;X). From Lemma 2 we know that u ∈ H 4 (R2), so we only need to worry aboutloc loc
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it follows that for any 0 <  < 0 and s  s1
∥∥u(s)∥∥
L2(S1) Ke
−(λ1/4−)(s−s1)∥∥U(s1)∥∥X s1
and so it is clear that u ∈ L2(R2). From (2) it then follows that u ∈ H 4(R2). 
Recall that u∗ is the radially symmetric eigenfunction associated with the embedded eigen-
value λ0 when ρ˜ = 0. Let U∗ be the associated solution of (5) with ρ˜ = 0 and λ = λ0, defined
for s ∈ R, i.e. U∗ = (u∗, u′∗,u∗, (u∗)′)T . Define X := H 1 × L2 × H 1 × L2 and recall that
X = H 2 ×H 1 ×H 1 ×L2. Let
Es+ :=
{
U ∈ X ; P s+(s1;λ0,0)U = U
}
,
Eu− :=
{
U ∈ X; Pu−(s1;λ0,0)U = U
}
,
Ecb− := span
{
U0,1(s1),U0,3(s1)
}⊂ X,
where U0,j are defined in Lemma 10. Roughly speaking, Es+ and Eu− consist of the initial values
at s1 of solutions of (5) with ρ˜ = 0 and λ = λ0 which decay exponentially as s → ∞ and as
s → −∞, respectively, and Eu− ⊕ Ecb− consists of the bounded solutions on J−. Note that the
norm of X is used for Es+, while the norm of X is used for Eu− and Ecb− . We have Es+ ∩ (Eu− ⊕
Ecb− ) = span{U∗(s1)} since λ0 is an eigenvalue of L with multiplicity 1.
Next, we introduce a new Hilbert space X such that X ⊂ X ⊂ X , and special solutions Vk,j ,
k ∈ Z, j = 1, . . . ,4, such that {Vk,j (s1)} is a basis for X.
We have seen that the unperturbed system (5) decouples when ρ˜ = 0 so that the subspaces
Xk and Xk are invariant under the flow of (5) with ρ˜ = 0. For k = 0, we pick V0,1(s1) :=
U∗(s1) ∈ Ecb− ∩ Es+. Note that there are no other solutions in X0 which decay exponentially as
s → ∞. We pick V0,2(s1) ∈ Ecb− such that V0,2(s1) /∈ Es+ and Ecb− = span{V0,1(s1),V0,2(s1)}
(thus span{V0,1(s1),V0,2(s1)} = span{U0,1(s1),U0,3(s1)}). Next, we will choose V0,3(s1) and
V0,4(s1) ∈ X0 such that they belong to the span of U0,2(s1) and U0,4(s2). In order to do
this, we introduce a dual basis W0,j (s1) of V0,j (s1) and choose W0,3(s1) := U⊥∗ (s1), where
U⊥∗ (s1) = (−u4(s1), u3(s1),−u2(s1), u1(s1)) and uj (s1) are the components of U∗(s1), while
W0,4(s1) is any other vector so that span{W0,3(s1),W0,4(s1)} = span{Z0,2(s1),Z0,4(s1)}. The re-
maining vectors W0,1(s1), W0,2(s1), V0,3(s1) and V0,4(s1) are determined by the conditions that
{W0,j (s1); j = 1, . . . ,4} and {V0,j (s1); j = 1, . . . ,4} are dual bases:
〈
W0,j (s1),V0,l(s1)
〉= δjl, l = 1, . . . ,4.
We use the notation Eca− := span{V0,3(s1),V0,4(s1)}. We normalise the vectors such that
‖V0,j (s1)‖X = 1 for j = 1, . . . ,4 and note that, for V ∈ X0, we have ‖V ‖X = ‖V ‖X . Define
W0,j (s) so that it satisfies the adjoint system (50) (and hence (51) with k = 0) and passes
through W0,j (s1) for s = s1. From (52) and the relation above, it follows immediately that
〈W0,j (s),V0,l (s)〉 = δjl for all s  s1. Furthermore, from (53), we conclude that W0,3(s) and
W0,4(s) are bounded solutions of the adjoint system on J−.
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Es+ ∩Xk are one-dimensional, Eu− ∩Xk and Eu− ∩Xk are two-dimensional, and Eu− ∩Es+ ∩Xk =
{0} = Eu− ∩ Es+ ∩ Xk , since the multiplicity of the eigenfunction U∗ is 1. Using this, we de-
fine base vectors in Xk and Xk as follows: For k = 0 we pick Vk,1(s1) ∈ Es+ (and hence
Vk,1(s1) /∈ Eu−). We also pick Vk,2(s1) and Vk,3(s1) so that they belong to Eu− (and hence do
not belong to Es+). Thus {Vk,1(s1),Vk,2(s1),Vk,3(s1)} span a three-dimensional subspace in the
four-dimensional spaces Xk and Xk . We normalise the solutions Vk,j such that for k ∈ Z \ {0}:
‖Vk,1(s1)‖X = 1 and ‖Vk,j (s1)‖X = 1 for j = 2,3. Hence there exists a unique (up to multipli-
cation by a unimodular constant) vector Wk,4 ∈ X ′k such that
〈Wk,4,Vk,j 〉 = 0 for j = 1,2,3 and
∥∥Wk,4(s1)∥∥X ′k = 1.
Then 〈Wk,4(s1),V 〉 = 0 for V ∈ Ran(Φsk,+(s1, s1)) + Ran(Φuk,−(s1, s1)) and hence Wk,4(s1) ∈
Ran(Φcuk,+(s1, s1)∗)∩ Ran(Φsk,−(s1, s1)∗) = Ran(Φ̂csk,+(s1, s1))∩ Ran(Φ̂uk,−(s1, s1)). We take the
one remaining solution in Xk and Xk such that 〈Wk,4(s1),Vk,4(s1)〉 = 1 and ‖Vk,4(s1)‖X = 1.
Then Vk,4(s1) /∈ Eu− ∪Es+ as 〈Wk,4(s1),V 〉 = 0 for V ∈ Eu− +Es+.
Let X be defined by
X :=
{
U =
∑
k∈Z
j=1,...,4
ak,jVk,j (s1) ∈ X ;
‖U‖2
X
:=
∥∥∥∥ ∑
k∈Z
j=1,4
ak,jVk,j (s1)
∥∥∥∥2X +
∥∥∥∥ ∑
k∈Z
j=2,3
ak,jVk,j (s1)
∥∥∥∥2
X
< ∞
}
.
Note that X is the direct sum of two Hilbert spaces, which are closed subspaces of X and X,
respectively. It follows that X is a Hilbert space.
Note that Es+ and Eu− are both closed subspaces of X: Indeed,
Es+ = clX span
{
Vk,1(s1)
}
k∈Z = clX span
{
Vk,1(s1)
}
k∈Z,
Eu− = clX span
{
Vk,2(s1),Vk,3(s1)
}
k∈Z\{0} = clX span
{
Vk,2(s1),Vk,3(s1)
}
k∈Z\{0}.
It is clear that Ecb− is a closed subspace of X since it is finite-dimensional.
Define ι : Es+ × (Eu− ⊕Ecb− )× R × R˜ → X by
ι
(
Us0 ,U
u
0 +Ucb0 ;λ, ρ˜
) := Pu−(s1;λ, ρ˜)Uu0 + P cb− (s1;λ, ρ˜)Ucb0 − P s+(s1;λ, ρ˜)Us0
= Pu−(s1;λ, ρ˜)Uu0 + P cb− (s1;λ, ρ˜)Ucb0 − P s+(s1;λ,0)Us0 , (57)
where we recall the definition (30) and note that the last equality holds since ρ˜(s) = 0 for s  s1.
We will see that the range of ι is a subspace of X, and that ι is smooth into this space. For this
we need a more explicit formula for ι. By (30), (31) and (49) evaluated at s = t = s1, we have
(see (19) for the definition of B0)
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= Ucb0 +
s1∫
−∞
Φcs− (s1, τ ;λ0,0)r ′(τ )2
(
λ− λ0 − ρ˜(τ )
)
B0U
cb−
(
τ ;λ, ρ˜,Ucb0
)
dτ, (58)
Pu−(s1;λ, ρ˜)
= Pu−(s1;λ0,0)+
s1∫
−∞
Φcs− (s1, τ ;λ0,0)r ′(τ )2
(
λ− λ0 − ρ˜(τ )
)
B0Φ
u−(τ, s1;λ, ρ˜) dτ, (59)
P s+(s1;λ,0)
= P s+(s1;λ0,0)−
∞∫
s1
Φcu+ (s1, τ ;λ0,0)r ′(τ )2(λ− λ0)B0Φs+(τ, s1;λ,0) dτ, (60)
where we recall that r(τ ) = eτ for τ < s2, so that r ′(τ )2 = e2τ in this interval. Hence we may
write
ι
(
Us0 ,U
u
0 +Ucb0 ;λ, ρ˜
)
= Uu0 +Ucb0 −Us0 +
∞∫
s1
Φcu+ (s1, τ ;λ0,0)r ′(τ )2(λ− λ0)B0Φs+(τ, s1;λ,0)Us0 dτ
+
s1∫
−∞
Φcs− (s1, τ ;λ0,0)e2τ
(
λ− λ0 − ρ˜(τ )
)
B0
[
Ucb−
(
τ ;λ, ρ˜,Ucb0
)
+Φu−(τ, s1;λ, ρ˜)Uu0
]
dτ. (61)
Lemma 20. The map ι : Es+ × (Eu− ⊕Ecb− )× R × R˜ → X is smooth.
Proof. We have seen in Theorem 2 that (Uu0 , λ, ρ˜) → Pu−(s1;λ, ρ˜)Uu0 and (Ucb0 , λ, ρ˜) →
P cu− (s1;λ, ρ˜)Ucb0 are smooth as functions from Eu− × R × R˜ to X ⊂ X and from Ecb− × R × R˜
to X ⊂ X, respectively.
Hence it suffices to prove that P s+(s1;λ,0) is smooth from Es+ × R to X. We do this by
studying the terms of (60) separately. It is clear that Us0 ∈ X.
Next, we study the integral term, and note that by Lemma 14, for τ  s1, Φs+(τ, s1;λ,0) :
X s1 → X τ with norm bounded by Ke(λ1/4−)(τ−s1) and Φcu+ (s1, τ ;λ0,0) : Yτ → Ys1 with norm
bounded by Ke(τ−s1). Recall that X s = H 1 × L2 × H 1 × L2 and Ys = H 2 × H 1 × H 2 × H 1
with s-dependent norms. Thus B0 : X τ → Yτ is bounded with norm τ . Using the exponential
estimates of Lemma 14 and that Ys1 ⊂ X ⊂ X ⊂ X s1 , there exists a constant C > 0 such that for
any  > 0 sufficiently small
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∞∫
s1
Φcu+ (s1, τ ;λ0,0)r ′(τ )2B0Φs+(τ, s1;λ,0)Us0 dτ
∥∥∥∥∥
X
 C
∥∥∥∥∥
∞∫
s1
Φcu+ (s1, τ ;λ0,0)B0Φs+(τ, s1;λ,0)Us0 dτ
∥∥∥∥∥Ys1
 CK2e(λ1/4−2)s1
∞∫
s1
τe−(λ1/4−2)τ dτ
∥∥Us0∥∥X s1
 C˜K
2
(λ1/4 − 2)2
∥∥Us0∥∥X,
for some constant C˜. To show that the integral term is smooth in λ into X, it suffices to prove
that for n 1
∞∫
s1
Φcu+ (s1, τ ;λ0,0)r ′(τ )2B0
dn
dλn
Φs+(τ, s1;λ,0)Us0 dτ
belongs to X. This follows since, by Lemma 14, dn
dλn
Φs+(τ, s1;λ,0) satisfies a similar exponential
decay estimate as Φs+(τ, s1;λ,0) does. It follows as above that the integral in question converges
in Ys1 ⊂ X. Smoothness in Us0 is immediate, since ι is bounded and linear in Us0 into X. 
Lemma 21. The operator 2 + θ + ρ has an embedded eigenvalue λ > 0 if and only if there
exist Us0 ∈ Es+, Uu0 ∈ Eu− and Ucb0 ∈ Ecb− such that
ι
(
Us0 ,U
u
0 +Ucb0 ;λ, ρ˜
)= 0. (62)
Proof. If λ is an eigenvalue of L + ρ, then by Lemma 19, the corresponding solution of the
system (5) is bounded as s → −∞ and decays exponentially as s → +∞. Hence there exists a
solution of (5) with initial condition
P s+(s1;λ, ρ˜)Us0 = Pu−(s1;λ, ρ˜)Uu0 + P cb− (s1;λ, ρ˜)Ucb0
at s = s1, i.e. (62) holds.
Conversely, suppose that (62) is satisfied for some (Us0 ,Uu0 +Ucb0 , λ, ρ˜) ∈ Es+×(Eu−⊕Ecb− )×
R× R˜. Then there exists a solution of (5) with initial condition Us0 = Uu0 +Ucb0 . By Lemma 19,
this implies that λ is an eigenvalue of L + ρ. 
Lemma 22. The subspaces Ecb− ⊕Eu− and Es+ have complements in X denoted by Eca− ⊕Es− and
Ecu+ . Moreover, (Eca− ⊕Es−)∩Ecu+ is infinite-dimensional and has a basis with elements V0,3(s1),
V0,4(s1) ∈ X0, Vk,4(s1) ∈ Xk , k ∈ Z \ {0}.
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Es− := span
{
Vk,1(s1),Vk,4(s1); k ∈ Z \ {0}
}
,
Ecu+ := span
{
Vk,2(s1),Vk,3(s1),Vk,4(s1); k ∈ Z
}
,
where the closures are taken in X. It is easy to see that these spaces have the desired proper-
ties. 
Let Q be the projection in X onto Ran ι(·, ·;λ0,0) = Es+ + (Eu− ⊕Ecb− ) such that
kerQ = Ecu+ ∩
(
Eca− ⊕Es−
)
.
Note that RanQ and kerQ are closed subspaces of X, and Q is therefore continuous.
Eq. (62) is equivalent to the pair of equations
Qι
(
Us0 ,U
u
0 +Ucb0 ;λ, ρ˜
)= 0,
(I −Q)ι(Us0 ,Uu0 +Ucb0 ;λ, ρ˜)= 0. (63)
Lemma 23. For (λ, ρ˜) in a neighbourhood of (λ0,0) ∈ R × R˜, the first equation of (63) has
a unique (up to constant multiples) nonzero solution (Us0 ,Uu0 + Ucb0 ) which depends smoothly
on λ and ρ˜ in this neighbourhood. We write Us0 (λ, ρ˜), U
u
0 (λ, ρ˜) and U
cb
0 (λ, ρ˜). Furthermore,
Us0 (λ0,0) = U∗(s1) = Ucb0 (λ0,0) and Uu0 (λ0,0) = 0.
Proof. For (λ, ρ˜) fixed, Qι is a linear mapping from Es+ × (Eu− ⊕Ecb− ) to RanQ. It is clear that
kerQι(·, ·;λ0,0) = span
{(
U∗(s1),U∗(s1)
)}
.
By Lemma 20 and since RanQ is closed, it follows that Qι is a smooth mapping in its arguments.
Let D be an affine hyperplane of Es+ × (Eu− ⊕ Ecb− ) such that D ∩ span{(U∗(s1),U∗(s1))} =
{(U∗(s1),U∗(s1))}. The implicit function theorem then implies that for (λ, ρ˜) close to (λ0,0)
the first equation of (63) has a unique solution (Us0 ,Uu0 + Ucb0 ) = (Us0 (λ, ρ˜),Uu0 (λ, ρ˜) +
Ucb0 (λ, ρ˜)) ∈ D in a neighbourhood of (U∗(s1),U∗(s1)). Moreover, Us0 , Uu0 and Ucb0 are smooth
in their arguments. 
For (λ, ρ˜) in the neighbourhood obtained in Lemma 23, we let
F(λ, ρ˜) := (I −Q)ι(Us0 (λ, ρ˜),Uu0 (λ, ρ˜)+Ucb0 (λ, ρ˜))
= (I −Q)
s1∫
−∞
Φcs− (s1, τ ;λ0,0)e2τ
(
λ− λ0 − ρ˜(τ )
)
B0
[
Ucb0 (τ ;λ, ρ˜)
+Φu−(τ, s1;λ, ρ˜)Uu0 (λ, ρ˜)
]
dτ
+ (I −Q)
∞∫
Φcu+ (s1, τ ;λ0,0)r ′(τ )2(λ− λ0)B0Φs+(τ, s1;λ,0)Us0 (λ, ρ˜) dτs1
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that solving (63) is equivalent to solving F(λ, ρ˜) = 0.
On Ran(I − Q) ⊂ X, the X-norm is the same as the X -norm, and so we solve F(λ, ρ˜) = 0
in X . For k ∈ Z \ {0} let Fk(λ, ρ˜) := 〈Wk,4(s1),F (λ, ρ˜)〉, and for k = 0 and j = 3,4 we let
F0,j (λ, ρ˜) := 〈W0,j (s1),F (λ, ρ˜)〉. Define Wk,4(s) so that it satisfies the adjoint system (50)
(and hence (51)) and passes through Wk,4(s1) for s = s1. As Wk,4(s1) ∈ Ran(Φcuk,+(s1, s1)∗) ∩
Ran(Φsk,−(s1, s1)∗) = Ran(Φ̂csk,+(s1, s1))∩ Ran(Φ̂uk,−(s1, s1)), we get for k = 0
Fk(λ, ρ˜) =
s1∫
−∞
〈
Wk,4(s1),Φ
cs− (s1, τ ;λ0,0)e2τ
(
λ− λ0 − ρ˜(τ )
)
B0
[
Ucb0 (τ ;λ, ρ˜)
+Φu−(τ, s1;λ, ρ˜)Uu0 (λ, ρ˜)
]〉
dτ
+
∞∫
s1
〈
Wk,4(s1),Φ
cu+ (s1, τ ;λ0,0)r ′(τ )2(λ− λ0)B0Φs+(τ, s1;λ,0)Us0 (λ, ρ˜)
〉
dτ
=
s1∫
−∞
〈
Wk,4(τ ), e
2τ (λ− λ0 − ρ˜(τ ))B0[Ucb0 (τ ;λ, ρ˜)+Φu−(τ, s1;λ, ρ˜)Uu0 (λ, ρ˜)]〉dτ
+
∞∫
s1
〈
Wk,4(τ ), r
′(τ )2(λ− λ0)B0Φs+(τ, s1;λ,0)Us0 (λ, ρ˜)
〉
dτ
and for k = 0 and j = 3,4 we have similarly
F0,j (λ, ρ˜) =
s1∫
−∞
〈
W0,j (τ ), e
2τ (λ− λ0 − ρ˜(τ ))B0[Ucb0 (τ ;λ, ρ˜)+Φu−(τ, s1;λ, ρ˜)Uu0 (λ, ρ˜)]〉dτ
+
∞∫
s1
〈
W0,j (τ ), r
′(τ )2(λ− λ0)B0Φs+(τ, s1;λ,0)Us0 (λ, ρ˜)
〉
dτ (64)
Lemma 24. For (λ, ρ˜) in a neighbourhood of (λ0,0) ∈ R× R˜, Eq. (63) has a nontrivial solution
(Us0 (λ, ρ˜),U
u
0 (λ, ρ˜)+Ucb0 (λ, ρ˜), λ, ρ˜) ∈ Es+ × (Eu− ⊕Ecb− )×R× R˜ if and only if Fk(λ, ρ˜) = 0for k ∈ Z \ {0} and F0,j (λ, ρ˜) = 0 for j = 3,4.
Proof. Suppose that (Us0 (λ, ρ˜),U
u
0 (λ, ρ˜)+Ucb0 (λ, ρ˜), λ, ρ˜) ∈ Es+×(Eu−⊕Ecb− )×R×R˜ solves
(63). It is then clear from the definition of Fk that Fk(λ, ρ˜) = 0 for k ∈ Z\ {0} and F0,j (λ, ρ˜) = 0
for j = 3,4. Conversely, let Fk(λ, ρ˜) = 0 for k ∈ Z \ {0} and F0,j (λ, ρ˜) = 0 for j = 3,4. By
Lemma 23, the first equation of (63) is satisfied, so it remains to check the second equation
of (63). Recall that the basis vectors in Ran(I − Q) are Vk,j (s1), where j = 4 for k = 0 and
j = 3,4 for k = 0. The coefficients of (I − Q)ι(Us0 ,Uu0 + Ucb0 ;λ, ρ˜) with respect to this basis
are then F0,j (j = 3,4) and Fk , k ∈ Z \ {0}. Since all these coefficients vanish, the conclusion
follows. 
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of ρ˜ = 0 such that λ(0) = λ0. Furthermore,
λ′(0)ρ˜ = −
∫ s1
−∞ u∗(τ )
2 ˆ˜ρ0(τ )e2τ dτ∫∞
−∞ u∗(τ )2r(τ )r ′(τ ) dτ
where ˆ˜ρ0 is the Fourier coefficient of ρ˜ corresponding to k = 0.
Proof. By Lemma 20 it follows that F0,3 is a smooth function of λ and ρ˜ in a neighbourhood of
(λ0,0). Note that
∂F0,3
∂λ
(λ0,0) =
∞∫
−∞
〈
W0,3(τ ), r
′(τ )2B0U∗(τ )
〉
dτ
=
∞∫
−∞
w0,3(τ )u∗(s)r ′(τ )2 ds,
where we have used that Us0 (λ0,0) = U∗(s) = Ucb0 (λ0,0) and Uu0 (λ0,0) = 0. We recall that
W0,3(s1) = U⊥∗ (s1) and that W0,3(s) satisfies the adjoint system (50) for s ∈ R. It can be verified
that
W0,3(s) = r(s)
r ′(s)
U⊥∗ (s)
for s ∈ R, where U⊥ = (−u4, u3,−u2, u1), and uj are the components of U , j = 1, . . . ,4. Hence
∂F0,3
∂λ
(λ0,0) =
∞∫
−∞
u∗(s)2r(τ )r ′(τ ) ds > 0. (65)
The last inequality follows since the integral is positive (using that u∗ is an eigenfunction).
Since ∂F0,3/∂λ(λ0,0) = 0, we can solve the equation F0,3(λ, ρ˜) = 0 by the implicit func-
tion theorem for λ as a function of ρ˜, and this solution is a smooth function λ(ρ˜), defined in a
neighbourhood of ρ˜ = 0, such that λ(0) = λ0, and λ′(0) is given by
λ′(0)ρ˜ = −∂F0,3
∂ρ˜
(λ0,0)ρ˜/
∂F0,3
∂λ
(λ0,0)
= −
∫ s1
−∞ u∗(τ )
2 ˆ˜ρ0(τ )e2τ dτ∫∞
−∞ u∗(τ )2r(τ )r ′(τ ) dτ
as claimed. 
Since we have solved F0,3 = 0 for λ in terms of ρ˜, the remaining equation corresponding to
k = 0 is F0,4(λ(ρ˜), ρ˜) = 0. We define
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s1∫
−∞
〈
W0,4(τ ), e
2τ (λ(ρ˜)− λ0 − ρ˜(τ ))B0[Ucb0 (τ ;λ(ρ˜), ρ˜)
+Φu−
(
τ, s1;λ(ρ˜), ρ˜
)
Uu0
(
λ(ρ˜), ρ˜
)]〉
dτ
+
∞∫
s1
〈
W0,4(τ ), r
′(τ )2
(
λ(ρ˜)− λ0
)
B0Φ
s+
(
τ, s1;λ(ρ˜),0
)
Us0
(
λ(ρ˜), ρ˜
)〉
dτ,
and for k = 0,
Gk(ρ˜) := Fk
(
λ(ρ˜), ρ˜
)
=
s1∫
−∞
〈
Wk,4(τ ), e
2τ (λ(ρ˜)− λ0 − ρ˜(τ ))B0[Ucb0 (τ ;λ(ρ˜), ρ˜)
+Φu−
(
τ, s1;λ(ρ˜), ρ˜
)
Uu0
(
λ(ρ˜), ρ˜
)]〉
dτ.
+
∞∫
s1
〈
Wk,4(τ ), r
′(τ )2
(
λ(ρ˜)− λ0
)
B0Φ
s+
(
τ, s1;λ(ρ˜),0
)
Us0
(
λ(ρ˜), ρ˜
)〉
dτ.
Lemma 26. The mapping G : R˜ → l21 defined by
G(ρ˜) = {Gk(ρ˜)}k∈Z
is smooth.
Proof. We first verify that the range of G belongs to l21 . To do this, we split the expression for
Gk(ρ˜) (k = 0) into three terms, which we deal with separately:
Gk(ρ˜) =
(
λ(ρ˜)− λ0
) s1∫
−∞
〈
Wk,4(τ ), e
2τUcu(τ )
〉
dτ −
s1∫
−∞
〈
Wk,4(τ ), e
2τ ρ˜(τ )Ucu(τ )
〉
dτ
+ (λ(ρ˜)− λ0) ∞∫
s1
〈
Wk,4(τ ), r
′(τ )2Us(τ)
〉
dτ, (66)
where we used the notation
Ucu(τ) := [Ucb0 (τ ;λ(ρ˜), ρ˜)+Φu−(τ, s1;λ(ρ˜), ρ˜)Uu0 (λ(ρ˜), ρ˜)],
Us(τ ) := Φs+
(
τ, s1;λ(ρ˜), ρ˜
)
Us0
(
λ(ρ˜), ρ˜
)
.
Then B0Ucu(τ) ∈ {0} × {0} × {0} ×H 2(S1) and B0Us(τ) ∈ {0} × {0} × {0} ×H 1(S1). Further-
more, by its construction, we have that Wk,4(s1) ∈ Ran(Φ̂u (s1, s1))∩ Ran(Φ̂cs (s1, s1)) for allk,− k,+
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every k ∈ Z \ {0} and s  s1, ∥∥Wk,4(s)∥∥(X s )′ Ke(s−s1)
as the norms on X ′ and (X s1)′ are equivalent and ‖Wk,4(s1)‖X ′ = 1.
Now observe that B0Us(τ) vanishes for all components except the last one, so we only need
an estimate on the last component of Wk,4(s), which we denote by wk,4. Then the estimate above
gives that there exists a constant K independent of k such that∣∣wk,4(s)∣∣Ke(s−s1), for all k ∈ Z \ {0} and s  s1, (67)
as X ′ ≡ H−1 × L2 × H−1 × L2. Similarly, from Wk,4(s1) ∈ Ran(Φ̂uk,−(s1, s1)), Lemma 15,
X′ = H−2 × H−1 × H−1 × L2 and ‖Wk,4(s1)‖X′  ‖Wk,4(s1)‖X ′ = 1, it follows that there is
some constant K such that∣∣wk,4(s)∣∣Ke|k|(s−s1), for all k ∈ Z \ {0} and s  s1. (68)
First we look at the last integral in (66). Let ûsk(τ ) be the first component of the k-th Fourier
coefficient of Φs+(τ, s1;λ(ρ˜), ρ˜)Us0 (λ(ρ˜), ρ˜), then the definition of B0 in (19) gives
∞∫
s1
〈
Wk,4(τ ), r
′(τ )2B0Us(τ)
〉
dτ =
∞∫
s1
r ′(τ )2wk,4(τ )ûsk(τ ) dτ.
From Lemma 14, it follows that, for any  > 0 and τ  s1,∥∥Φs+(τ, s1;λ(ρ˜), ρ˜)Us0 (λ(ρ˜), ρ˜)∥∥X τ Ke−(λ(ρ˜)1/4−)(τ−s1)∥∥Us0 (λ(ρ˜), ρ˜)∥∥X s1 .
This implies for the Fourier coefficients ûsk that
∑
k∈Z\{0}
(
1 + k
2
τ 2
)∣∣ûsk(τ )∣∣2 K2e−2(λ(ρ˜)1/4−)(τ−s1)∥∥Us0(λ(ρ˜), ρ˜)∥∥2X s1 .
Combining this with (67), we see that for any ρ˜, we have
∑
k∈Z\{0}
(
1 + k2)( ∞∫
s1
r ′(τ )2wk,4(τ )ûsk(τ ) dτ
)2
 C
∑
k∈Z\{0}
(
1 + k2)( ∞∫
s1
Ke(τ−s1)
∣∣ûsk(τ )∣∣dτ
)2
 C
∑
k∈Z\{0}
( ∞∫
e−(τ−s1) dτ
)( ∞∫
e3(τ−s1)
(
1 + k2)∣∣ûsk(τ )∣∣2 dτ
)
s1 s1
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∞∫
s1
e3(τ−s1)
∑
k∈Z\{0}
2τ 2
(
1 + k
2
τ 2
)∣∣ûsk(τ )∣∣2 dτ
 C
∞∫
s1
τ 2e−2(λ(ρ˜)1/4−4)(τ−s1)
∥∥Us0 (λ(ρ˜), ρ˜)∥∥2X s1 dτ  C,
where C = C() denotes the different constants occurring.
Next, we look at the first integral in (66). Let ûcuk be the first component of the k-th Fourier
coefficient of Ucb0 (τ ;λ(ρ˜), ρ˜) + Φu−(τ, s1;λ(ρ˜), ρ˜)Uu0 (λ(ρ˜), ρ˜). The definition of B0 gives that
the first integral can be written as
s1∫
−∞
〈
Wk,4(τ ), e
2τB0U
cu(τ)
〉
dτ =
s1∫
−∞
e2τwk,4(τ )û
cu
k (τ ) dτ.
As Φu− leads to solutions with an X-norm that is exponentially decaying at −∞ and Ucb0 is
bounded in the X-norm, there exists a constant K such that the Fourier coefficients ûcuk (τ ) satisfy∑
k∈Z\{0}
(
1 + k2)∣∣ûcuk (τ )∣∣2  ∑
k∈Z\{0}
(
1 + k2)2∣∣ûcuk (τ )∣∣2 K2
for all τ  s1. Together with the fact that (68) implies that |wk,4(τ )|K for all τ  s1, this gives
∑
k∈Z\{0}
(
1 + k2)( s1∫
−∞
e2τwk,4(τ )û
cu
k (τ ) dτ
)2
K2
∑
k∈Z\{0}
(
1 + k2)( s1∫
−∞
e2s1e2(τ−s1)
∣∣ûcuk (τ )∣∣dτ
)2
K2e2s1
∑
k∈Z\{0}
( s1∫
−∞
e2(τ−s1) dτ
)( s1∫
−∞
(
1 + k2)e2(τ−s1)∣∣ûcuk (τ )∣∣2 dτ
)
 K
2e2s1
2
s1∫
−∞
e2(τ−s1)
∑
k∈Z\{0}
(
1 + k2)∣∣ûcuk (τ )∣∣2 dτ  K4e2s14 .
Finally, let ν(τ) be the first component of ρ˜(τ )Ucu(τ ), so that ν(τ) = ρ˜(τ )ucu(τ ). As ucu ∈
H 2(S1), its H 2 norm is uniformly bounded on (−∞, s1] and ρ˜ ∈ L2(J−;H 1/2(S1), e2s ds),
Lemma 6 implies that ν ∈ L2(J−;H 1/2(S1), e2s ds).
Denote the Fourier coefficients of ν by νˆk . Then the second integral of (66) can be written as
s1∫ 〈
Wk,4(τ ), e
2τ ρ˜(τ )Ucu(τ )
〉
dτ =
s1∫
e2τwk,4(τ )νˆk(τ ) dτ−∞ −∞
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( s1∫
−∞
e2τwk,4(τ )νˆk(τ ) dτ
)2

( s1∫
−∞
K2e2(|k|+1)(τ−s1)
)( s1∫
−∞
e2τ νˆk(τ )
2 dτ
)
 K
2
2(|k| + 1)
s1∫
−∞
e2τ νˆk(τ )
2 dτ  C√
1 + k2
s1∫
−∞
e2τ νˆk(τ )
2 dτ,
and so
∑
k∈Z\{0}
(
1 + k2)( s1∫
−∞
e2τwk,4(τ )νˆk(τ ) dτ
)2
 C
∑
k∈Z\{0}
(
1 + k2)1/2 s1∫
−∞
e2τ νˆk(τ )
2 dτ
= C‖ν‖2
L2(J−;H 1/2(S1),e2s ds) < ∞.
Hence the second term also belongs to l21 , and so the proof of the claim that the range of G is
contained in l21 is complete.
Smoothness follows since the integrands are smooth in ρ˜ and since the derivatives of arbi-
trary order of the evolution operators Φs+(τ, s1;λ(ρ˜), ρ˜) and Φu−(τ, s1;λ(ρ˜), ρ˜) belong to the
same exponentially weighted space as the evolution operators themselves (see Theorem 2 and
Lemma 14). 
Finally we consider G′(0). Since U∗ is radially symmetric (and hence belongs to X0) we have
for k = 0 that
G′k(0)ρ˜ =
∞∫
−∞
〈
Wk,4(τ ), r
′(τ )2
(
λ′(0)ρ˜ − ρ˜(τ ))B0U∗(τ )〉dτ
= −
s1∫
−∞
wk,4(τ ) ˆ˜ρk(τ )u∗(τ )e2τ dτ,
where ˆ˜ρk is the k-th Fourier coefficient of ρ˜. For k = 0 we have
G′0(0)ρ˜ = −
s1∫
−∞
w0,4(s) ˆ˜ρ0(s)u∗(s)e2s ds −
∫∞
−∞ w0,4(τ )u∗(τ )r
′(τ )2 dτ∫∞
−∞ u∗(τ )2r(τ )r ′(τ ) dτ
s1∫
−∞
ˆ˜ρ0(s)u∗(s)2e2s ds.
To rewrite the preceding expressions, we define
ηk(s) := wk,4(s)u∗(s)χ(−∞,s ](s) (69)1
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η0(s) :=
[
w0,4(s)+ u∗(s)
∫∞
−∞ w0,4(τ )u∗(τ )r
′(τ )2 dτ∫∞
−∞ u∗(τ )2r(τ )r ′(τ ) dτ
]
u∗(s)χ(−∞,s1](s).
Then we may write
G′(0)ρ˜ =
{
−
s1∫
−∞
e2τ ηk(τ ) ˆ˜ρk(τ ) dτ
}
k∈Z
.
For any k ∈ Z, we have ηkeik· ∈ R˜: Indeed, (68) shows that |wk,4(τ )|  Ke|k|(τ−s1) for any
τ  s1 and k ∈ Z\{0}, while |w0,3| and |w0,4| are bounded on J−, so that there exists a constant C
such that
s1∫
−∞
∣∣ηk(τ )∣∣2e2τ dτ  sup
τ∈(−∞,s1)
∣∣u∗(τ )∣∣2C s1∫
−∞
e(2|k|+2)(τ−s1) dτ
 sup
τ∈(−∞,s1)
u∗(τ )2
C
2|k| + 2 . (70)
From the definition of G′(0)ρ˜, it follows immediately that G′(0)ρ˜ = 0 if and only if
s1∫
−∞
e2τ ηk(τ ) ˆ˜ρk(τ ) dτ = 0 (71)
for all k ∈ Z. Thus, if we define
M := span{ηkeikϕ; k ∈ Z},
where the closure is taken in R˜, then it can be seen that M is the orthogonal complement in R˜
of kerG′(0), and so R˜ = kerG′(0)⊕ M.
Lemma 27. G′(0) : M → l21 is a linear homeomorphism. Furthermore, the spaces kerG′(0) and
M are both infinite-dimensional.
Proof. It is clear that G′(0) : R˜ → l21 is bounded since by Lemma 26, G is smooth in a neigh-
bourhood of 0.
We need to investigate the subspace M. Let η ∈ M be arbitrary, then
η(s,ϕ) =
∑
akηk(s)e
ikϕ. (72)k∈Z
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‖η‖2R˜ =
∑
k∈Z
(
1 + k2)1/2|ak|2 s1∫
−∞
∣∣ηk(τ )∣∣2e2τ dτ  C′∑
k∈Z
|ak|2. (73)
Next we derive a lower bound for ‖η‖2R˜. Since u∗(s1) = 0, there exist ˆ and δ > 0 such
that u∗(s)2 > ˆ2 for every s ∈ (s1 − δ, s1). Lemma 18 shows that, for k large, Wk,4 is close to
solutions of the system at infinity, both in the X and X norms. This allows us to get a lower bound
on |wk,4(s)| for k large. Let  > 0 and K be as in Lemma 18. As Wk,4(s1) ∈ Ran(Φ̂uk (s1, s1)), it
follows that Φ̂uk (s, s1)Wk,4(s1) = Wk,4(s), and hence∥∥Wk,4(s)− e|k|(s−s1)(P sk )∗Wk,4(s1)∥∥X ′  e|k|(s−s1)∥∥Wk,4(s1)∥∥X ′ = e|k|(s−s1)
for |k| >K . Thus we get for the fourth component wk,4(s)∣∣wk,4(s)∣∣ e|k|(s−s1)∣∣((P sk )∗Wk,4(s1))4∣∣− ∣∣wk(s)− e|k|(s−s1)((P sk )∗Wk,4(s1))4∣∣
 e|k|(s−s1)
∣∣((P sk )∗Wk,4(s1))4∣∣− ∥∥Wk,4(s)− e|k|(s−s1)(P sk )∗Wk,4(s1)∥∥X ′
 e|k|(s−s1)
(∣∣((P sk )∗Wk,4(s1))4∣∣− ∥∥Wk,4(s1)∥∥X ′)
 e|k|(s−s1)
(∣∣wk,4(s1)∣∣− 2∥∥Wk,4(s1)∥∥X ′)
 e|k|(s−s1)
(∣∣wk,4(s1)∣∣− 2).
To get a lower bound on wk,4(s1), first note that Lemma 18 implies that ‖Wk,4(s1) −
(P sk )
∗Wk,4(s1)‖X ′   and that Ran(P sk )∗ = span{(−|k|,1,0,0)T , (0,0,−|k|,1)T }. Thus there
exist αk,βk ∈ C and Wk ∈ X ′k with ‖Wk‖X ′  1 such that
Wk,4(s1) = αk
(−|k|,1,0,0)T eik· + βk(0,0,−|k|,1)T eik· + Wk.
As Vk,1(s1) ∈ Es+, its first component has to be a multiple of K|k|(λ1/40 r(s1)) and hence
Vk,1(s1) = Ckeik·
⎛⎜⎜⎜⎝
K|k|(λ1/40 r1)
r ′(s1)λ1/40 K ′|k|(λ
1/4
0 r1)
λ
1/2
0 K|k|(λ
1/4
0 r1)
r ′(s1)λ3/40 K ′|k|(λ
1/4
0 r1)
⎞⎟⎟⎟⎠Ckeik·
(
vk
λ
1/2
0 vk
)
, with
vk =
(
K|k|(λ1/40 r1)
r ′(s1)λ1/40 K ′|k|(λ
1/4
0 r1)
)
where r1 = r(s1) and Ck is such that ‖Vk,1(s1)‖X = 1, i.e.,
C2k =
1
(1 + λ )[(k2 + 1)(K (λ1/4r ))2 + √λ (r ′(s )K ′ (λ1/4r ))2]
.0 |k| 0 1 0 1 |k| 0 1
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0 = Ck
(−|k|K|k|(λ1/40 r1)+ λ1/40 r ′(s1)K ′|k|(λ1/40 r1))(αk + βk√λ0)+ 〈Wk,Vk,1(s1)〉. (74)
From (9.6.23) in [1], we see that K|k|(z) > 0 for any z > 0 and (9.6.26) implies K ′|k|(z) =
−K|k|−1(z) − |k|z K|k|(z) for any z > 0, hence K ′|k|(z) < 0 for any z > 0. So we see that
−|k|K|k|(λ1/40 r1) < 0 and λ1/40 r ′(s1)K ′|k|(λ1/40 r1) < 0. A short analysis gives that
−2/√1 + λ0  Ck(−|k|K|k|(λ1/40 r1)+ λ1/40 r ′(s1)K ′|k|(λ1/40 r1))−1/√2(1 + λ0).
Furthermore, |〈Wk,Vk,1(s1)〉|  ‖Wk‖X ′‖Vk,1(s1)‖X  1, and we can conclude from (74) that
αk = −βk√λ0 +O(). Finally, ‖Wk,4(s1)‖X ′ = 1 gives 1+2k21+k2 (α2k +β2k ) = 1−O(2), and hence
(1 + λ0)β2k = 1+k
2
1+2k2 − O(). Thus there exists a C > 0 such that |wk,4(s1)| >C for all |k| >K .
This implies that there exists a C˜ > 0 such that |wk,4(s)| > C˜e|k|(s−s1) for every s  s1 and
|k| >K .
Combining the lower bounds on u∗(s) and wk,4(s), we find that there exists a δ > 0 such that
for |k| >K
s1∫
−∞
ηk(τ )
2e2τ dτ  ˆ2C˜2
s1∫
s1−δ
e(2|k|+2)(τ−s1) dτ = ˆ
2C˜2
2|k| + 2
(
1 − e−(2|k|+2)δ)
 ˆ
2C˜2
2|k| + 2
(
1 − e−2δ) C
(1 + k2)1/2 , (75)
for some positive k-independent constant C. Since for all k ∈ Z, ∫ s1−∞ ηk(τ )2e2τ dτ > 0, the
constant C above can be modified so that
s1∫
−∞
ηk(τ )
2e2τ dτ  C
(1 + k2)1/2
also for |k|K . Hence it follows that
‖η‖2R˜ =
∑
k∈Z
(
1 + k2)1/2|ak|2 s1∫
−∞
ηk(τ )
2e2τ dτ  C
∑
k∈Z
|ak|2.
The upper and lower bounds on ‖η‖2R˜ show that η ∈ M if and only if η is given by (72) and
{ak}k∈Z ∈ l2.
As we have seen that the mapping G′(0) is bounded above, it is sufficient to show that it
is bounded below to conclude that G′(0) is a linear homeomorphism from M to l21 . From its
definition, it follows that
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{
ak
s1∫
−∞
∣∣ηk(τ )∣∣2e2τ dτ}
k∈Z
,
and so by (75) and (73), we see that
∥∥G′(0)η∥∥2
l21
=
∑
k∈Z
(
1 + k2)|ak|2( s1∫
−∞
∣∣ηk(s)∣∣2e2s ds)2  C˜∑
k∈Z
|ak|2  C′‖η‖2R˜.
It remains to show that the spaces kerG′(0) and M have infinite dimension. For M, this
follows directly from its definition. Next, consider the characterisation of kerG′(0) given in
(71). We proved above that the functions wk,4(s) that appear in the definition (69) of ηk sat-
isfy |wk,4(s1)|  C uniformly in |k|  K , which implies that the space kerG′(0) has infinite
dimension as claimed. 
We are now ready to complete the proof of Theorem 1.
Proof of Theorem 1. By Lemma 21, if (λ, ρ˜) is sufficiently close to (λ0,0) then λ is an embed-
ded eigenvalue for 2 + θ˜ + ρ˜ if and only if (62) holds. We have also seen that (62) is equivalent
to F(λ, ρ˜) = 0, which allowed us to solve for λ as a function of ρ˜ and finally obtain the equation
G(ρ˜) = 0, where G : R˜ → l21 . By Lemma 27, R˜ = kerG′(0)⊕M, and G′(0) : M → l21 is a linear
homeomorphism. Hence for ρ˜ ∈ R˜ we may write ρ˜ = ξ + η, where ξ ∈ kerG′(0) and η ∈ M.
By the implicit function theorem, we can solve for η in terms of ξ , and this equation defines a
smooth manifold in a neighbourhood of 0 with infinite dimension and codimension, since the
spaces kerG′(0) and M are infinite-dimensional by Lemma 27. 
8. Conclusions and open problems
In this paper, we considered the planar bilaplacian with a smooth, radially symmetric and
compactly supported potential θ and described the set of perturbations of the potential in the
space R = L2([0, r1];H 1/2(S1), r dr) for which an embedded eigenvalue persists. We expect
that the space R can be replaced by the Sobolev space H 1/2(Br1(0)) of H 1/2-functions of two
variables that have support in the ball Br1(0).
One restriction of our work is that we consider only potentials with compact support: The
reason is that we were forced to work with different function spaces of solutions for r small and
for r large. For r small, we have some freedom in choosing the space, as any space of the form
X = H 1+α ×Hα ×H 1 ×L2, with 0 < α  1, ensures that an exponential dichotomy exists. For
r large, due to the structure of the equations, there is no such freedom, the regularity on the first
two components has to be same as the regularity of the last two. So it is unclear whether there
exists an exponential dichotomy when the support of ρ is not compact. It would be interesting
to see whether our hypothesis that ρ has compact support could be replaced by an appropriate
decay condition on ρ.
For the original potential θ , we see no obstacles in removing the condition that θ has compact
support. It should be possible to replace this condition by the long range condition |θ ′(r)| 
C(1 + r)−1−β for some β > 0. It should also be possible to remove the condition that θ is
radially symmetric, although considerably more work will be needed without this condition.
398 G. Derks et al. / Journal of Functional Analysis 260 (2011) 340–398We believe that the methods put forward in this paper can be used to study other operators.
In particular, the exponential-dichotomy results established in [19] are for systems of reaction–
diffusion equations, so we believe that the only obstacle for extending our results to self-adjoint
systems is the presence of nonsmooth potentials. For other operators, it might not be possible to
modify the function spaces involved to prove the existence of exponential dichotomies. These
are difficult problems that have to be studied in future work.
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