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SERRIN’S OVER-DETERMINED PROBLEM ON RIEMANNIAN
MANIFOLDS
MOUHAMED MOUSTAPHA FALL AND IGNACE ARISTIDE MINLEND
Abstract: Let (M, g) be a compact Riemannian manifold of dimension N , N ≥ 2. In
this paper, we prove that there exists a family of domains (Ωε)ε∈(0,ε0) and functions uε such
that 

−∆guε = 1 in Ωε
uε = 0 on ∂Ωε
g(∇guε, νε) = −
ε
N
on ∂Ωε,
(0.1)
where νε is the unit outer normal of ∂Ωε. The domains Ωε are smooth perturbations of
geodesic balls of radius ε. If, in addition, p0 is a non-degenerate critical point of the scalar
curvature of g then, the family (∂Ωε)ε∈(0,ε0) constitutes a smooth foliation of a neighborhood
of p0. By considering a family of domains Ωε in which (0.1) is satisfied, we also prove that if
this family converges to some point p0 in a suitable sense as ε→ 0, then p0 is a critical point
of the scalar curvature. A Taylor expansion of he energy rigidity for the torsion problem is
also given.
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1. Introduction
Let (M, g) be a compact Riemannian manifold of dimension N ≥ 2. We are interested
in this paper in the construction of smooth domains Ω ⊂ M where there exists u ∈ C2(Ω)
such that 

−∆gu = 1 in Ω
u = 0 on ∂Ω
g(∇gu, ν) = −c. on ∂Ω,
(1.1)
where c is a positive constant, ∆g = div(∇g) is the Laplace-Beltrami operator, and ν is the
unit outer normal of ∂Ω. In the Euclidean space (at least in R2), if a function v satisfies the
1
2 MOUHAMED MOUSTAPHA FALL AND IGNACE ARISTIDE MINLEND
first two equations of (1.1) then the quantity∫
Ω
|∇v|2
is the torsional rigidity of the rod Ω×R. Namely the torque required for unit angle of twist
per unit length. We refer to [25] for the precise derivation and its relation with bending a
plane membrane and the motion of viscous fluids. Still in Euclidean space, it was proved by
Serrin in [41] that a C2 domain Ω in which (1.1) has a solution must be a ball. The argument
of Serrin to prove his result relies on the moving plane method due to Alexandrov in [1].
In fact Alexandrov introduced the moving plane method while proving that an embedded
constant mean curvature hyper-surface in RN must be a sphere. Serrin’s result can be also
derived from the Alexandrov’s. Namely if (1.1) has a solution then ∂Ω has constant mean
curvatures, see the work of Farina-Kawohl in [20] and Choulli-Henrot [7].
While CMC hyper-manifolds are stationary sets for the area functional under volume
preserving deformations, an over-determined problems arises when looking for a stationary
set (under volume preserving deformations as well) to some energy functional given by some
functional inequalities. In our case this energy is proportional to the inverse of the torsional
rigidity:
(1.2) J(Ω) := inf
{∫
Ω
|∇u|2g dvolg :
∫
Ω
u dvolg = 1, u ∈ H
1
0 (Ω)
}
.
In particular minimizing Ω 7→ J(Ω) is equivalent to maximizing the torsion rigidity and
therefore Serrin’s result states that balls maximize the torsion rigidity as it can be also
derived from the Faber-Krahn inequality, see for instance [6].
A smooth bounded domain Ω is stationary (or a critical point) for the functional Ω 7→ J(Ω)
under volume preserving deformations if and only if there exists uΩ ∈ H10 (Ω) such that
(1.3)


−∆guΩ = J(Ω) in Ω
uΩ = 0 on ∂Ω
g(∇guΩ, ν) = Const. on ∂Ω.
We refer to Section 3 for more detailed explanations. In Euclidean space it is known from
Serrin [41] and Weinberger’s [44] work that stationary smooth domains are balls. In this
paper, we will show that in a Riemannian manifold, geodesic balls can be perturbed to
stationary sets for J . Before stating our result, let us recall some known results in the
constructions of CMC hyper-manifolds. In [47], Ye proved that if p0 is a non-degenerate
critical point of the scalar curvature of g then the geodesic ball Bgε (p0) might be perturbed
to a CMC sub-manifolds with mean curvature equal N−1
ε
, the mean curvature of Euclidean
balls Bε(0) with radius ε. By taking advantages on the variational properties of the problem,
Pacard and Xu showed in [37] that CMC hyper-manifolds with mean curvature N−1
ε
always
exist and the number is not less than the category of M.
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By direct computation, a solution to (1.1) in RN is given by
φε0(x) :=
ε2 − |x|2
2N
which clearly satisfies 

−∆φε0 = 1 in Bε(0)
φε0 = 0 on ∂Bε(0)
∂φε0
∂ν
= − ε
N
on ∂Bε(0).
(1.4)
The main results in this paper parallel those of Ye and Pacard-Xu. We first prove the
following:
Theorem 1.1. Let (M, g) be a compact Riemannian manifold of dimension N ≥ 2. There
exists ε0 > 0 and a smooth function F : M× (0, ε0) −→ R such that for all ε ∈ (0, ε0),
if p is a critical point of the function F(., ε) then there exists a smooth domain Ωε and a
function uε ∈ C
2(Ωε) such that

−∆guε = 1 in Ωε
uε = 0 on ∂Ωε
g(∇guε, νε) = −
ε
N
on ∂Ωε.
(1.5)
Here νε stands for the unit outer normal of ∂Ωε. Moreover we have
(1.6) ||F(·, ε)− Sg||C2,α(M) ≤ Cε
2,
where Sg is the scalar curvature of M and C > 0 is a constant independent on ε.
Let us denote by Bgε (p) the geodesic ball centered at p with radius ε. The domains Ωε we
construct are perturbations of geodesic balls in the sense that Ωε = (1 + v
p,ε)Bgε (p), with
vp,ε : ∂Bgε (p)→ R satisfying
||vp,ε||C2,α(∂Bgε (p)) ≤ cε
2
while the function uε satisfies the estimates
(1.7) ‖uε‖C2(Ωε) ≤ c,
where the constant c is independent on ε.
The fact that a solution to (1.5) exists is guaranteed by the existence of F . Indeed the
number of critical points of p 7→ F(p, ε) is greater than the Lusternik-Shnirelman category
of M, see [3]. However (1.6) implies that near a topologically stable critical point of Sg,
there exists a critical point of F(·, ε). In particular if p is a non-degenerate critical point of
Sg then the implicit function theorem implies that there exists a curve pε of critical points of
F(·, ε). It is known from the work of Micheletti and Pistoia in [33] that for a generic metric
on a manifold, all critical points of the scalar curvature are non-degenerate. This implies
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that for a generic metric g′, a neighborhood of any critical point of Sg′ can be foliated by
CMC hyper-manifolds, similar to geodesic spheres, thanks to Ye’s result. The analogous to
this result is contained in the following
Theorem 1.2. Assume that p0 is a non-degenerate critical point of the scalar curvature
function Sg of (M, g). Then, there exists ε0 > 0 such that (∂Ωε)ε∈(0,ε0) constitutes a smooth
foliation of a neighborhood of p0, where Ωε is a domain in which Serrin’s over-determined
problem (1.5) possesses a solution.
In fact we obtain a precise form of the boundary of the domains constructed in Theorem
1.2. Indeed, we proved that there exists a function ωε : SN−1 → R+ such hat
∂Ωε =
{
expp0
(
ωε(y)
N∑
i=1
yiEi
)
, y ∈ SN−1
}
and moreover the map ε 7→ ωε satisfies ∂εω
ε|ε=0 = 1. In particular, we can see that the
domains Ωε ⊂ B
g
δε
(p0), for some function δε = ε + O(ε
2). Our next result can be merely
seen as the converse of Theorem 1.2.
Theorem 1.3. Suppose that for every ε > 0 there exist δε > 0, a smooth domain Ωε ⊂
Bgδε(p0) and a function uε ∈ C
2(Ωε) such that

−∆guε = 1 in Ωε
uε = 0 on ∂Ωε
g(∇guε, νε) = −
ε
N
on ∂Ωε.
(1.8)
Assume that
(1.9) ε−1|δε − ε| → 0 as ε→ 0
and
(1.10) ‖uε‖C2(Ωε) ≤ C,
for some C > 0 independent on ε. Then p0 is a critical point of the scalar curvature Sg.
An other question of interest we study in this paper is the expansion of the isochoric
profile corresponding to the torsion problem. We define the profile TM by
TM(v, g) := inf
|Ω|g=v
J(Ω).
In particular, thanks to the Faber-Krahn inequality,
TRN (v) = J(B1)
(
|B1|
v
)−N+2
N
.
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Theorem 1.4. We have
TM(v, g) =
(
1− cN v
2
N max
M
Sg +O(v
3
N )
)
TRN (v),
as v → 0, where
cN =
N + 6
6N(N + 4)
|B1|
− 2
N .
This result suggests that torsion rigidity is maximized by sets located where scalar cur-
vature is maximal. Let gk be a metric of constant sectional curvature k on a manifold M′
with dimension N . Suppose that maxM Sg < N(N − 1)k then Theorem 1.4 implies that
TM(v, g) > TM′(v, gk) = J(B
gk
v ), as v → 0,
where Bgkv is a geodesic ball ball with volume v in (M, gk). We quote [21] and [46] for some
recent geometric comparisons of the energy torsional rigidity.
Remark 1.5. The result in this paper provides critical domains that concentrate at points.
In a forthcoming work, we will be interested in concentrations at minimal submanifolds.
Namely letting K be a non-degenerate minimal submanifold of M. Let Kρ be the geodesic
neighborhood of K with radius ρ > 0. We will perturbe the tube Kρ to a domain Ωρ such
that there exists a function uρ which satisfies

−∆uρ = 1 in Ωρ
uρ = 0 on ∂Ωρ
g(∇guρ, νρ) = Const. on ∂Ωρ.
In the CMC theory, minimal submanifolds play as well an important role. In comparison to
Ye’s result, nondegenracy of critical point of the scalar curvature is replaced by the fact K is
non-degenerate: the Jacobi operator about K does not have zero eigenvalues. We might not
expect existence for all ρ > 0 small but a sequence of ρ′s will do. This is motivated by the
work of Malchiodi and Montenegro in [31] and related works on CMC’s concentrating along
submanifolds, [18,28,29].
Construction of solutions to over-determined problems on Riemannian manifolds was first
studied by Pacard and Sicbaldi in [36], where they study an over-determined problem for
the first Dirichlet eignevalue λ1(Ωε):

−∆guε = λ1(Ωε)uε in Ωε
uε = 0 on ∂Ωε
g(∇guε, νε) = Const. on ∂Ωε.
(1.11)
Pacard and Sicbaldi in [36] proved that when the Riemannian manifolds has a non-degenerate
critical point p0 of the scalar curvature then it is possible to build extremal domains for any
given volume small enough, and such domains are close to geodesic balls centered at p0.
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This result has been improved by Delay and Sicbaldi [8] eliminating the hypothesis of non-
degenerate critical point of the scalar curvature. In particular they showed the existence
of extremal domain of small volume in any compact Riemannian manifold. Some other
results and works on construction of solutions to over-determined problems on Riemannian
manifolds can be found in [8, 9, 34, 39, 42].
We shall now explain our argument of proof which is based on geometric variational ar-
guments, see the work of [24], [14,16,17,37], for the construction of constant mean curvature
hyper-surfaces and Delay-Sicbaldi [8], for the construction of extremal domains for the first
eigenvalue of the Laplace-Beltrami operator. See also [2] and [3] for related abstract pertur-
bative methods.
The idea is to perturbed a geodesic ball Bgε (p). For any function v ∈ L
2(SN−1), we will
consider the decomposition v = v0 + v¯ where
∫
SN−1
v¯ dvolSN−1 = 0. We define the scaled
metric g¯ = ε−2g. For (v0, v¯) ∈ R × C2,α(SN−1) we consider the nearby sets of the rescaled
ball Bg¯ε (p) given by:
Bg¯1+v(p) :=
{
expg¯p
((
1 + v0 + χ(x)v¯(x/|x|)
) N∑
i=1
xiEi
)
: |x| < 1
}
,
where χ is a radial cutoff function identically equal to 0 for |x| ≤ 14 and 1 for |x| ≥
1
2 .
The main idea is to find p, v0, v¯ such that Serrin’s over-determined problem (1.1) is solv-
able. The first step consists in constructing a first approximate solution by solving only the
Dirichlet problem: given a point p ∈M, there exists ε0 > 0 such that for all ε ∈ (0, ε0) and
for all (v0, v¯) ∈ R× C2,α(SN−1) satisfying
|v0| ≤ ε0, ||v¯||C2,α(Sn−1) ≤ ε0 and
∫
SN−1
v¯ dvolSN−1 = 0,
there exists a unique positive function φ¯ = φ¯(p, ε, v0, v¯) ∈ C2,α(B
g¯
1+v(p)) such that
(1.12)


−∆g¯φ¯ = 1 in B
g¯
1+v(p)
φ¯ = 0 on ∂Bg¯1+v(p),
This is done removing the dependence of the domains on the parameters by considering a
change of variable via the function Yp,v
Yp,v(x) := exp
g¯
p
((
1 + v0 + χ(x)v¯(x/|x|)
) N∑
i=1
xiEi
)
which parameterizes Bg¯1+v(p) over the unit ball B1 centered at the origin. Hence with the
pull-back metric gˆ of g¯ with respect to Yε,v, (1.12) becomes
(1.13)


−∆gˆφˆ = 1 in B1
φˆ = 0 on ∂B1.
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Once we find v0, v¯ so that (1.13) holds for all p ∈ M, we compute the normal derivative
of φˆ. Denote by νˆ the unit outward normal to B1 with respect to the metric gˆ. We have
obtained
gˆ(∇gˆφˆ, νˆ)|∂B1 = −|∇gφˆ|gˆ = −
1
N
+
1
N
[
(∂νψv)|∂B1 − v
]
+ error,
where ψv satisfies
(1.14)


∆ψv¯ = 0 in B1
ψv¯ = v¯ on ∂B1.
The second step is to find p, v0, v¯ such that
(1.15) G(ε, p, v0, v¯) :=
1
N
[
(∂νψv)|∂B1 − v
]
+ error = 0.
Direct computations then give
∂G
∂(v0, v¯)
(0, p, 0, 0)[w0, w¯] =
1
N
[
(∂νψw)|∂B1 − w
]
.
Note that the map v¯ 7→ ∂νψv¯ |∂B1 is the classical Dirichlet-to-Neuman operator. Its spectrum
is known and the eigenvalues are the spherical harmonics. It is then easy to verify that
Ker
∂G
∂(v0, v¯)
(0, p, 0, 0) = {xi : i = 1, . . . , N}.
This allows us to solve (1.15) modulo its kernel. Namely there exist vε,p = vε,p0 + 〈a
ε,p, x〉+
v¯ε,p such that
(1.16) G(ε, p, vε,p0 , v¯) = −〈a
ε,p, x〉, ∀x in SN−1.
Gathering what we have so far, we may say that we have found a function φ¯ε,p satisfying
(1.17)


−∆g¯φ¯ε,p = 1 in B
g¯
1+vε,p(p)
φ¯ε,p = 0 on ∂Bg¯1+vε,p(p)
g¯(∇g¯ φ¯ε,p, ν¯) = −
1
N
− g¯(Aε,p,Vε,p) on ∂Bg¯1+vε,p(p),
where for all x ∈ SN−1, we define Aε,p(Yp,vε,p(x)) := dYp,vε,p(x)[aε,p] and similarly Vε,p :=
dYp,vε,p(x)[x]. This program is detailed in Paragraph 3.1.
Let us remind that the domains we are looking for are critical points of the energy
functional J(Ω) under volume constraints and thus by the Lagrange multiplier rule, they
are critical points of J(Ω) +λ|Ω|g¯, for some λ ∈ R. We will take this advantage in the third
step to annihilate Aε,p for some special points p. Indeed by defining
Φε(p) = J(B
g¯
1+vε,p(p)) +
1
N2
|Bg¯1+vε,p(p)|g¯,
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we will show that if p is a critical points of this functional then Aε,p = 0. Rescaling back,
we get the desired result: there exists a function uε such that
(1.18)


−∆guε = 1 in B
g
ε(1+vε,p)(p)
uε = 0 on ∂Bg
ε(1+vε,p)(p)
g(∇guε, νε) = −
ε
N
on ∂Bg
ε(1+vε,p)(p).
We refer to Paragraph 3.2 for more details. In addition the functional Φε has a Taylor
expansion for which the main term is given by the scalar curvature, see Lemma 4.1.
Next, in Section 5, we will prove that we have a smooth foliation near non-degenerate
critical points of the scalar curvature. Here we take advantages of the expansion of Φε(p) =
αn + βnε
2Sg(p) + O(ε
4) to see that provided p0 is a non-degenerate critical point of the
scalar curvature there exists a curve pε of critical points of Φε such that distg(pε, p0) ≤ Cε2.
This fact allows us to re-parameterize ∂Bg
ε(1+vε,p)(p) by perturbed sphere with increasing
radius ωε. Indeed there exists a nonnegative function ωε such that
∂Bg
ε(1+vε,pε )(pε) =
{
expp0
(
ωε(y)yiEi
)
: y ∈ SN−1
}
,
with
ωε(·) > 0, and ∂εω
ε(·) > 0.
It is worth noticing that from our argument to prove local foliation, the sets Ωε in (1.11)
constructed by Pacard and Sicbaldi in [36] enjoys such a local foliation, see Remark 5.2.
Finally in Section 6, we prove Theorem 1.3. The proof is based on the regularity result
of nearly minimizing sets for the perimeter functional. Indeed, just integrating the (1.8), we
see that the domains Ωε satisfies
|∂Ωε|g =
N
ε
|Ωε|g
while (1.9) shows that they are contained in the ball (ε+ o(ε))B1. This implies that
|∂Ωε|g ≤ (1 + o(1))cN |Ωε|
N−1
N
g ,
where cN = N |B|
1
N is the isoperimetric constant of RN . Therefore up to a scaling they
nearly minimize the area functional among domains with volume |B1|. Using some simple
arguments, we deduce that they have bounded boundary mean curvatures. This leads to
smooth convergence to the unit ball. We note that even if our argument works also when
considering CMCs instead of critical domains, we choose not to expose it here. Among
others we quote [12], [35], [43], [26] and [29], where the authors characterized the sets where
a sequence of CMC’s hyper-surfaces converges as their mean curvature tends to infinity.
From the work of [43] and [26], it is also naturel to expect that the assumption (1.9) can be
relaxed.
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2. Preliminaries and notations
Given a point p ∈ M, we let E1, ..., EN be an orthonormal basis of the tangent plane
TpM. We consider geodesic coordinate system
R
n ∋ (x1, ..., xN ) = x 7−→ Fp(x) := expp(X) ∈M,
where we use here and in the following the notation
X :=
N∑
i=1
xiEi ∈ TpM.
The map Fp induces coordinate vector fields
Xi := dFp(x)[Ei].
We denote by
Rp : TpM× TpM× TpM−→ TpM
the Riemanniann curvature tensor at p and
Ricp : TpM× TpM−→ R, Ricp(X,Y ) = −
N∑
i=1
g
(
Rp(X,Ei)Y,Ei)
)
the Ricci curvature tensor at p. The scalar curvature of (M, g) at p is defined by
Sg(p) =
N∑
k=1
Ricp(Ek, Ek).
At a point q = expp(X), we define
gij(x) := g(Xi, Xj).
The proof of the expansion of the metric g near p in normal coordinates is classical and can
be found in [45] or [40].
Proposition 2.1. At a point q = expp(X), we have
gij(x) = δij +
1
3
g(Rp(Ei, X, )Ej , X) +
1
6
g(∇XRp(Ei, X)Ej , X) +Op(|x|
4),
as |x| → 0.
Let f : SN−1 −→ (0,∞) be a continuous function whose L∞ norm is small (say less than
the cut locus of p). We can decompose f into f = f0 + f¯ , where f0 is a constant and f¯ has
mean value equal to 0. We define
Bgf (p) :=
{
expgp
(
(f0 + χf¯(x/|x|))X
)
: |x| < 1
}
,
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where χ is a radial cutoff function identically equal to 0 for |x| ≤ 14 and 1 for |x| ≥
1
2 . In
particular if f0 ≡ r a positive constant and f¯ = 0, then B
g
f (p) is nothing but the geodesic
ball centered at p with radius r.
Similarly, we denote by |Ω|g the volume in the metric g of a smooth domain Ω ⊂ M,
dvolg the volume element in the metric g to integrate over the domain and dσg denotes the
volume element in the induce metric g to integrate over the boundary of a domain. ∆g and
∇g denotes respectively, the Laplace-Beltrami and the gradient operator with respect to the
metric g. It will be understood that when we do not indicate the metric as a superscript,
we understand that we are using the Euclidian one.
Our aim is to show that, for ε > 0 small enough, we can find a point p and a (small)
function v : SN−1 −→ (0,∞) such that, on (M, g), the over-determined problem


−∆gu = 1 in B
g
ε(1+v)(p)
u = 0 on ∂Bg
ε(1+v)(p)
g(∇gu, ν) = −
ε
N
on ∂Bg
ε(1+v)(p)
(2.1)
has a solution, where ν is the unit outer normal vector about ∂Bg
ε(1+v)(p).
We consider the dilated metric g¯ = ε−2g and rewrite (2.1) on (M, g¯), as

−∆gu¯ = 1 in B
g¯
1+v(p)
u¯ = 0 on ∂Bg¯1+v(p)
g¯(∇g¯u¯, ν¯) = −
1
N
on ∂Bg¯1+v(p),
where
u¯ = ε−2u.
The Taylor expansion of the scaled metric g¯ can be easily derived from Proposition 2.1.
Indeed we have
(2.2) g¯ij(x) = gij(εx) = δij +
ε2
3
g(Rp(Ei, X)Ej , X) +
ε3
6
g(∇XRp(Ei, X)Ej , X) + Op(ε
4).
Given v ∈ C2,α(SN−1), with α ∈ (0, 1), we can decompose v as v = v0 + v¯, where∫
SN−1
v¯ dvolSN−1 = 0.
The perturbed geodesic ball Bg¯1+v(p) can be parameterized by the map Yp,v : B1 → B
g¯
1+v(p)
given by
(2.3) Yp,v(x) := exp
g¯
p
((
1 + v0 + χ(x)v¯(x/|x|)
) N∑
i=1
xiEi
)
.
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In the following, we will put ρ := 1+ v and denote by ρi (resp. ρij) the partial derivative
of ρ with respect to xi (resp. the partial derivatives with respect to xi and xj).
The parametrization (2.3) induces a metric gˆ on RN . Our next task is to derive the Taylor
expansion of the metric gˆ. To this end, we will need to fix some notations.
Notations: Any expression of the form Lip(v) denotes a linear combination of the function v
together with its partial derivatives with respect to xi up to order i = 0, 1, 2. The coefficient
of Lip might depend on ε and p but, for all k ∈ N, there exists a constant c > 0 independent
of ε and p such that
||Lip(v)||Ck,α(SN−1) ≤ c||v||Ck+i,α(SN−1).
Similarly, any expression of the form Qip(v) denotes a nonlinear operator in the function v
together with its derivatives with respect to xi up to order i. The coefficient of the Taylor
expansion of Qip(v) in power of v and its partial derivatives might depend on ε and p and,
given k ∈ N, there exists a constant c > 0 such that Qip(0) = 0 and
||Qip(v1)−Q
i
p(v2)||Ck,α(SN−1) ≤ c
(
||v1||Ck+i,α(SN−1) + ||v1||Ck+i,α(SN−1)
)
×
||v1 − v2||Ck+i,α(SN−1),
provided ||v1||C1,α(SN−1) + ||v2||C1,α(SN−1) ≤ 1. Terms of the form Op(ε
l) are smooth func-
tions on SN−1 that might depend on p but which are bounded by a constant (independent
of p) times εl in the Ck topology, for all k ∈ N. Finally the function P iε(v) stands for
P iε(v) = ε
2Li(v) +Qi(v) +Op(ε
4).
We recall that the map Yp,v parameterizes B
g¯
1+v(p) and we denote by gˆ the pull-back
metric on B1 via Yp,v. At the point q = Yp,v(x), we define
gˆij(x) := g¯
(
∂Yp,v
∂xi
(x),
∂Yp,v
∂xj
(x)
)
.
Lemma 2.2. For all x ∈ B1, we have the following expansions
gˆij(x) = ρ
2
(
δij + ρix
j + ρjx
i +
ε2
3
g(Rp(Ei, X)Ej , X) +
ε3
6
g(∇XRp(Ei, X)Ej, X) + P
1
ε (v)
)
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and
∆gˆ = ρ
−2∆− 2
N∑
i,j=1
xiρj∂
2
ij − 2
N∑
j=1
ρj∂j −∆ρ
N∑
j=1
xj∂j −
ε2
3
N∑
i,j=1
g(Rp(Ei, X)Ej, X)∂
2
ij
+
2ε2
3
N∑
i,j=1
g(Rp(Ei, Ej)Ei, X)∂j +
ε3
3
N∑
i,j=1
g(∇XRp(Ei, X)Ei, Ej)∂j
−
ε3
6
N∑
i,j=1
g(∇EiRp(Ei, X)Ej , X)∂j +
ε3
12
N∑
i,j=1
g(∇EjRp(Ei, X)Ei, X)∂j
−
ε3
6
N∑
i,j=1
g(∇XRp(Ei, X)Ej , X)∂
2
ij +
N∑
i,j=1
∆ijε,v¯,
where
∆ijε,v¯ = P
2
ε (v)∂ij + P
2
ε (v)∂j .
Proof. We have
∂Yp,v
∂xi
(x) = ρi
N∑
k=1
xkXk + ρXi = ρiΥ+ ρXi ∀i = 1, ..., N,
where
(2.4) Υ =
N∑
k=1
xkXk.
We find using the expansion (2.2) that
g¯(Υ,Υ) ≡ |x|2 and g¯(Υ, Xi) ≡ x
i, i = 1, . . . , N.
These equalities then yield
(2.5)
gˆij = ρ
2
(
δij + ρix
j + ρjx
i +
ε2
3
g(Rp(Ei, X,Ej , X) +
ε3
6
g(∇XRp(Ei, X,Ej , X) + P
1
ε (v)
)
.
The first expansion in the lemma then follows.
The expansion of Laplace-Beltrami operator of the metric gˆ is obtained using the formula
(2.6) ∆gˆ = gˆ
ij∂2ij + (∂igˆ
ij)∂j +
1
2
gˆij(∂i log |gˆ|)∂j = (1) + (2) + (3).
We start with the last term. Thanks to (2.5), it is not difficult to see that
(2.7)
gˆij = ρ−2
(
δij − ρix
j − ρjx
i −
ε2
3
g(Rp(Ei, X,Ej, X)−
ε3
6
g(∇XRp(Ei, X,Ej , X) + P
1
ε (v)
)
.
We also have
log |gˆ| = 2N log ρ+ 2
N∑
s=1
xsρs −
ε2
3
Ricp(X,X) +
ε3
6
N∑
s=1
g(∇XRp(Es, X)Es, X) + P
1
ε (v)
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and by a computation, we get
∂i(log |gˆ|) = 2(N + 1)ρi + 2
N∑
s=1
xsρis +
2ε2
3
N∑
k=1
g(Rp(Ek, Ei)Ek, X)
+
ε3
3
N∑
s=1
g(∇XRp(Es, X)Es, Ei) +
ε3
6
N∑
s=1
g(∇EiRp(Es, X)Es, X) + P
2
ε (v).
This together with (2.7) give
(3) = (N + 1)
N∑
j=1
ρj∂j +
N∑
ij=1
xiρij∂j +
ε2
3
N∑
s,j=1
g(Rp(Es, Ej)Es, X)∂j
+
ε3
6
N∑
s,j=1
g(∇XRp(Es, X)Es, Ej)∂j +
ε
12
N∑
s,j=1
g(∇EjRp(Es, X)Es, X)∂j +
N∑
j=1
P 2ε (v)∂j .
We compute the partial derivative of gˆij with respect to xi and get
(2) = −(N + 3)
N∑
j=1
ρj∂j −∆ρ
N∑
j=1
xj∂j −
N∑
i,j=1
xiρij∂j −
ε2
3
N∑
i,j=1
g(Rp(Ei, X)Ej , Ei)∂j
−
ε3
6
N∑
i,j=1
(g(∇EiRp(Ei, X)Ej , X) + g(∇XRp(Ei, X)Ej , Ei))∂j + P
2
ε (v)
N∑
j=1
∂j .
Therefore
(2) + (3) = −2
N∑
j=1
ρj∂j −∆ρ
N∑
j=1
xj∂j +
2ε2
3
N∑
i,j=1
g(Rp(Ei, Ej)Ei, X)∂j
+
ε3
3
N∑
i,j=1
(g(∇XRp(Ei, X)Ei, Ej)∂j −
ε3
6
N∑
i,j=1
g(∇EiRp(Ei, X)Ej , X)∂j
+
ε3
12
N∑
i,j=1
g(∇EjRp(Ei, X)Ei, X)∂j + P
2
ε (v¯)
N∑
j=1
∂j .
Since
(1) = ρ−2∆− 2
N∑
i,j=1
xiρj∂
2
ij −
ε2
3
N∑
i,j=1
g(Rp(Ei, X)Ej, X)∂
2
ij
−
ε2
6
N∑
i,j=1
(g(∇XRp(Ei, X)Ej , X)∂
2
ij + P
2
ε (v¯)
N∑
i,j=1
∂2ij ,
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we conclude that
∆gˆ = ρ
−2∆− 2
N∑
i,j=1
xiρj∂
2
ij − 2
N∑
j=1
ρj∂j −∆ρ
N∑
j=1
xj∂j −
ε2
3
N∑
i,j=1
g(Rp(Ei, X)Ej, X)∂
2
ij
+
2ε2
3
N∑
i,j=1
g(Rp(Ei, Ej)Ei, X)∂j +
ε3
3
N∑
i,j=1
g(∇XRp(Ei, X)Ei, Ej)∂j
−
ε3
6
N∑
i,j=1
g(∇EiRp(Ei, X)Ej, X)∂j +
ε3
12
N∑
i,j=1
g(∇EjRp(Ei, X)Ei, X)∂j
−
ε3
6
N∑
i,j=1
g(∇XRp(Ei, X)Ej , X)∂
2
ij +
N∑
i,j=1
∆ijε,v¯
as desired.
3. Construction of solutions to over-determined problem
As explained in the previous section, our aim is to find a point p and a (small) function
v : SN−1 −→ (0,∞) such that the over-determined problem
(3.1)


−∆g¯u¯ = 1 in B
g¯
1+v(p)
u¯ = 0 on ∂Bg¯1+v(p)
g¯(∇g¯u¯, ν¯) = C¯0 on ∂B
g¯
1+v(p),
has a solution provided ε is small. In RN a solution is given by
φ0(x) :=
1− |x|2
2N
which clearly satisfies 

−∆φ0 = 1 in B1
φ0 = 0 on ∂B1
∂φ0
∂ν
= − 1
N
on ∂B1.
(3.2)
The next result provides a first approximate solution to (3.1) by solving only the Dirichlet
problem in (3.1).
Proposition 3.1. There exists ε0 > 0 such that for all ε ∈ (0, ε0), for p ∈ M and for all
(v0, v¯) ∈ R× C2,α(SN−1) satisfying
|v0| ≤ ε0, ||v¯||C2,α(Sn−1) ≤ ε0 and
∫
SN−1
v¯ dvolSN−1 = 0,
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there exists a unique positive function φ¯ = φ¯(p, ε, v0, v¯) ∈ C2,α(B
g¯
1+v(p)) such that
(3.3)


−∆g¯φ¯ = 1 in B
g¯
1+v(p)
φ¯ = 0 on ∂Bg¯1+v(p).
The function φ¯ depends smoothly on v0, v¯, ε. In addition φ¯ = φ0 when ε = 0, v0 = 0 and
v¯ ≡ 0.
Proof. By change of variables, (3.3) is equivalent to
(3.4)


−∆gˆφˆ = 1 in B1
φˆ = 0 on ∂B1,
where gˆ is the induced metric defined in Lemma 2.2.
Observe that, when ε = 0, v0 = 0 and v¯ ≡ 0, gˆ is the Euclidean metric g0 and the solution
of (3.4) is given by φˆ = φ0. In fact the solution of (3.4) is the pull-back of the solution of
(3.3) via the parametrization Yp,v. We mean by this, φˆ = Y
∗
p,vφ¯.
Define the Banach spaces
C2,αDir(B1) := {u ∈ C
2,α(B1) : u = 0 on ∂B1}
and
C2,αm (S
N−1) :=
{
v ∈ C2,αm (S
N−1),
∫
SN−1
v dvolSN−1 = 0
}
.
Now consider the map
N : [0,∞)× R× C2,αm (S
N−1)× C2,αDir(B1) −→ C
0,α(B1)
(ε, v0, v¯, φ) 7−→ ∆gˆφ+ 1,
It is clear that
N (0, 0, 0, φ0) = 0
and N is a smooth map in a neighborhood of (0, 0, 0, φ0) in [0,∞) × R × C2,αm (S
N−1) ×
C2,αDir(B1). Now since ∂φN (0, 0, 0, φ0) = ∆ : C
2,α
Dir(B1)→ C
0,α(B1) is invertible, the implicit
function theorem gives the desired result.
Our next task is to prove that it is possible to find (p, ε, v0, v¯) such that
(3.5) g¯(∇g¯φ¯, ν¯) = −
1
N
on ∂Bg¯1+v(p).
We compute the Taylor of g¯(∇g¯φ¯, ν¯). To this end, we need an accurate approximation φ¯
which is given by Proposition 3.1. We define φˆ = φˆ(ε, p, v) : B1 → R by
(3.6) φˆ(x) := φ¯(Yp,v(x)) = φ0(ρx) + Ψε,v(x) ∀x ∈ B1,
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where we recall that ρ = 1 + (v0 + χv). By (3.4), the function Ψε,v satisfies
(3.7)


−∆gˆΨε,v = 1 +∆gˆφ0(ρx) in B1
Ψε,v = −φ0(ρx) on ∂B1.
The expansion of φ0(ρx) is given by
(3.8) φ0(ρx) = φ0(x)−
1
N
|x|2(ρ− 1) +Q0p(v)
and we have
Lemma 3.2. The function Ψε,v defined in (3.6) satisfies

−∆Ψε,v =
ε2
3N
Ricp(X,X)−
ε3
4N
N∑
i=1
g(∇XRp(Ei, X)Ei, X)
+
ε3
6N
N∑
i=1
g(∇EiRp(Ei, X)X,X) + P
2
ε (v) in B1
Ψε,v =
1
N
v +Q0p(v) on ∂B1.
(3.9)
Proof. By straightforward computations using (3.8) and the expansion of ∆gˆ in Lemma
2.2, we get for all x ∈ B1,
∆gˆφ0(x) = −ρ
−2 +
4
N
〈∇ρ, x〉+
1
N
|x|2∆ρ+
ε2
3N
Ricp(X,X)
−
ε3
4N
N∑
i=1
g(∇XRp(Ei, X)Ei, X) +
ε3
6N
N∑
i=1
g(∇EiRp(Ei, X)X,X) + P
2
ε (v).
Similarly, using Lemma 2.2, we have
−∆gˆ(
1
N
|x|2(ρ− 1)) = −∆(
1
N
|x|2(ρ− 1)) + P 2ε (v) = −
1
N
|x|2∆ρ−
4
N
〈∇ρ, x〉 − 2v + P 2ε (v).
From the two previous inequalities and (3.7), we deduce the first equality of (3.9). Finally
using (3.6), (3.8) and the fact that φˆ and φ0 are equal to 0 on ∂B1 , we obtain
Ψε,v =
1
N
v +Q0p(v) on ∂B1.
Lemma 3.3. At a point x ∈ ∂B1, we have the expansion
gˆ(∇gˆφˆ, νˆ)|∂B1 = −
1
N
+
1
N
[
(∂νψv)|∂B1 − v
]
+ (∂νψε)|∂B1 + (∂νΓε,v)|∂B1 + P
1
ε (v),
where the functions ψv, ψε and Γε,v are respectively (unique) solution to
(3.10)


∆ψv = 0 in B1
ψv = v on ∂B1,
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

−∆ψε =
ε2
3N
Ricp(X,X)−
ε3
4N
g(∇XRp(Ei, X)Ei, X)
+
ε3
6N
g(∇XRp(Ei, X)X,Ei) +Op(ε
4) in B1
ψε = 0 on ∂B1.
(3.11)
and
(3.12)


∆Γε,v = P
2
ε (v) in B1
Γε,v = Q
0(v) on ∂B1,
Proof. Since φˆ = 0 on B1, the unit outward vector νˆ about ∂B1 is given by
νˆ = −
∇gˆφˆ
|∇gˆφˆ|gˆ
and thus
gˆ(∇gˆφˆ, νˆ) = −|∇gˆφˆ|gˆ.
From the expansion of gˆ in Lemma 2.2, we have
|∇gˆφˆ|
2
gˆ = gˆ(∇gˆφˆ,∇gˆφ¯) =
N∑
il=1
gˆil(x)
∂φˆ
∂xi
∂φˆ
∂xl
+ P 1ε (v) = ρ
−2
N∑
i=1
(
∂φˆ
∂xi
)2
+P 1ε (v)
= ρ−2|∇φˆ|2 + P 1ε (v).
We also have
φˆ = φ0(ρx) + Ψε,v and ∂jφ0(ρx) = −
1
N
(|x|2ρj + x
jρ2), j = 1, ..., N.
This implies
gˆ(∇gˆφˆ, νˆ)|∂B1 = −ρ
−1|∇φˆ|+ P 1ε (v) = −
1
N
−
1
N
v + (∂νΨε,v)|∂B1 + P
1
ε (v).
Recalling Lemma 3.2, we can decompose Ψε,v as
(3.13) Ψε,v =
1
N
ψv + ψε + Γε,v,
where the functions ψv¯, ψε and Γε,v are respectively (unique) solution of

∆ψv = 0 in B1
ψv = v on ∂B1,


−∆ψε =
ε2
3N
Ricp(X,X)−
ε3
4N
g(∇XRp(Ei, X)Ei, X)
+
ε3
6N
g(∇XRp(Ei, X)X,Ei) +Op(ε
4) in B1
ψε = 0 on ∂B1
(3.14)
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and 

∆Γε,v = P
2
ε (v) in B1
Γε,v = Q
0(v) on ∂B1.
We define
(3.15) G(p, ε, v0, v¯) :=
1
N
[
(∂νψv)|∂B1 − v
]
+ (∂νψε)|∂B1 + (∂νΓε,v)|∂B1 + P
1
ε (v),
so that,
(3.16) g¯(∇g¯φ¯, ν¯)|∂Bg¯1+v
= gˆ(∇gˆφˆ, νˆ)|∂B1 = −
1
N
+G(p, ε, v0, v¯)
and thus our objective (3.5) then becomes to find (p, ε, v0, v¯) such that G(p, ε, v0, v¯) = 0.
To solve this, we will use variational perturbative methods keeping in mind that the sets
we are looking for are stationary sets for some energy functional. The main strategy con-
sists first in using a local inversion argument to reduce the problem to finite dimensional
critical point problem. This is due to the fact that the problem under study is invariant by
translations on RN and so the energy has a ”kernel” at least of dimension N . This phe-
nomenon brings some difficulties to invert the map v¯ 7→ ∂
∂v¯
G(p, 0, 0, 0) as it might have zero
eigenvalues. However, as we shall see, Ker ∂
∂v¯
G(p, 0, 0, 0) = {xi, i = 1, . . . , N}. Therefore
we will solve (3.5) modulo this set by local inversion theorems. This is the aim of the next
section.
3.1. Local inversion argument. Let us consider the Dirichlet-to-Neumann operator
v 7→ (∂νψv)|∂B1 ,
where 

∆ψv = 0 in B1
ψv = v on ∂B1.
It is well known, see for instance [38], that this map has a discrete spectrum in L2(SN−1)
given by
λk = k, k ∈ N
which corresponds to the Steklov eigenvalue problem. The eigenvectors corresponding to
the eigenvalue λk are given by the spherical harmonics Yk which satisfy −∆SN−1Yk = k(k+
N − 2)Yk on SN−1. Therefore the eigenspaces corresponding to λ0 = 0 and λ1 = 1 are
(3.17) Λ0 := span {1} and Λ1 := span {x
1, · · · , xN}
respectively. We denote by Π0 and Π1 the L
2 projections onto these spaces respectively and
we define
Π := Id−Π1 −Π0 and Π
⊥
1 := Π0 +Π.
Combining these with elliptic regularity theory, we have the following
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Proposition 3.4. We define the operator L(v) := (∂νψv)|∂B1 − v. Then
L : C2,α(SN−1) −→ C1,α(SN−1)
is a self adjoint, first order elliptic operator. In addition
KerL = {xi, i = 1, . . . , N}.
Moreover there exists c > 0 such that
(3.18) ||w||C2,α(SN−1) ≤ c||L(w)||C1,α(SN−1)
for every w ∈ Π⊥1 C
2,α(SN−1) .
We are now able to prove that, for ε small enough, it is possible to solve equation
G(p, ε, v0, v¯) = 0
modulo the kernel of L = ∂
∂v
G(p, 0, 0, 0). Indeed we have
Proposition 3.5. There exists ε0 > 0 such that, for all ε ∈ (0, ε0) and for all p ∈ M there
exists a unique vε,p ∈ C2,α(SN−1) with
‖vε,p‖C2,α(SN−1) < ε0
such that φˆε,p = φˆ(ε, p, vε,p0 , v¯
ε,p) satisfies
(3.19)


−∆gˆφˆε,p = 1 in B1
φˆε,p = 0 on ∂B1
gˆ(∇gˆφˆε,p, νˆ) = −
1
N
− 〈aε,p, x〉 on ∂B1,
where vε,p0 = Π0v
ε,p, 〈aε,p, x〉 = Π1vε,p and v¯ε,p = Πvε,p.
In addition the mapping (ε, p, x) 7→ vε,p(x) is smooth and satisfies
(3.20) ‖∇kgv
ε,p‖C2,α(TM×SN−1) ≤ ckε
2,
for all k ∈ N.
Proof. We consider the map
G :M× [0,∞[×C2,α(SN−1)→ C1,α(Sn−1)
given by
G(p, ε, v) = G(p, ε,Π0v,Πv) + Π1v.
Direct computations show that
∂G
∂v
(p, 0, 0)[w] =
1
N
L ◦Π⊥1 (w) + Π1w.
We define
L :=
1
N
L ◦Π⊥1 +Π1
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Thanks to Proposition 3.4, the operator
L : C2,α(SN−1)→ C1,α(SN−1)
is an isomorphism and for all w ∈ C2,α(SN−1)
(3.21) ‖w‖C2,α(SN−1) ≤ c‖L(w)‖C1,α(SN−1)
Hence the implicit function theorem ensures that there exists ε0 > 0 such that for all
ε ∈ (0, ε0) and for all p ∈M, the existence of a unique vε,p ∈ C2,α(SN−1) with
‖vε,p‖C2,α(SN−1) < ε0
such that
G(p, ε, vε,p) = G(p, ε,Π0v
ε,p,Πvε,p) + Π1v
ε,p = 0.
Recalling (3.15), this is clearly equivalent to
(3.22) L(vε,p) + (∂νψε)|∂B1 + (∂νΓε,vε,p)|∂B1 + P
1
ε (v
ε,p) = 0.
By elliptic regularity theory
‖Γε,vε,p‖C2,α(SN−1) ≤ Cε
4 + Cε2‖vε,p‖C2,α(SN−1) + C‖v
ε,p‖2C2,α(SN−1).
Decreasing ε0 if necessary, we deduce from (3.21) and (3.22) that
‖vε,p‖C2,α(SN−1) ≤ cε
2.
The smooth dependence on ε, p is a consequence of the implicit function theorem. Also
(3.20) is a consequence of the fact that vε,p solves the differential equation (3.22) (which
can be differentiated k times with respect to p) and the smooth dependence of the metric gˆ
with respect to p and ε.
3.2. Geometric variational argument. Let Ω ⊂M be a smooth bounded domain ofM.
It is very well known that the minimization problem
(3.23) J(Ω) := inf
{∫
Ω
|∇gu|
2 dvolg :
∫
Ω
u dvolg = 1, u ∈ H
1
0 (Ω)
}
.
has a unique solution uΩ ∈ H10 (Ω) where J(Ω) is achieved and we have
(3.24)


−∆uΩ = J(Ω) in Ω
uΩ = 0 on ∂Ω.
We can now consider the functional Ω 7−→ J(Ω), for every bounded and smooth domain
Ω ⊂M.
Definition 3.6. We say that {Ωs}s∈[0,s0) is a deformation of Ω0, if there exists a vector
field Ξ such that Ωs = ξ(s,Ω0), where ξ(s, .) is the flow associated to Ξ, namely
ξ(0, .) = p and
dξ
ds
(s, p) = Ξ(ξ(s, p)).
The deformation is volume preserving if |Ωs|g = |Ω0|g for all t ∈ [0, s0).
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Let {Ωs}s∈[0,s0) be a deformation of a domain Ω0 generated by the vector field Ξ. We
denote by Js = J(Ωs) Dirichlet’s energy define in (3.23), us the corresponding minimizer on
Ωs and νs the outward unit vector field about ∂Ωs. We have the following lemma.
Lemma 3.7. The derivative of s 7−→ Js at s = 0 is given by
dJs
ds |s=0
= −
∫
∂Ω0
[g(∇gu0, ν0)]
2g(Ξ, ν0)dσg ,
where dσg is the volume element on ∂Ω0 for the metric induced by g and ν0 the normal
vector field about ∂Ω0. The domain Ω0 is said a stationary set for J if
dJs
ds |s=0
= 0.
Proof. We differentiate
(3.25) −∆gus = Js in Ωs
with respect to s and evaluate the result at s = 0 to obtain
(3.26) −∆g∂su0 = J
′
0 in Ω0.
We also know that
(3.27)
∫
Ωs
us dvolg = 1, for all s ∈ [0, s0).
Differentiating (3.27) with respect to s and evaluating at s = 0 yields
(3.28)
∫
Ωs
∂su0 dvolg = 0.
We multiply (3.26) by u0 and (3.25), evaluated at s = 0, by ∂su0, subtract the two results
and integrate over Ω0 to get
J ′0
∫
Ω0
u0 dvolg − J0
∫
Ω0
∂su0 dvolg =
∫
Ω0
(
∂su0∆gu0 − u0∆g∂su0
)
dvolg
=
∫
∂Ω0
(
∂su0g(∇gu0, ν0)− u0
∂(∂su0)
∂ν0
)
dσg
=
∫
∂Ω0
∂su0g(∇gu0, ν0)dσg ,
where we have used the fact that u0 = 0 on ∂Ω0 to obtain the last equality. We conclude
with (3.27) and (3.28) that
(3.29) J ′0 =
∫
∂Ω0
∂su0g(∇gu0, ν0)dσg
Now, let ξ be the flow generated by Ξ, by definition
(3.30) us(ξ(s, p)) = 0 for p ∈ ∂Ωs.
We differentiate (3.30) with respect to t and evaluating at s = 0 and get
∂su0 = −g(∇gu0,Ξ).
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But, u0 = 0 on ∂Ω0, and hence only the normal component of Ξ plays a role in this
formula. Therefore, we have
∂su0 = −g(∇gu0, ν0) g(Ξ, ν0) on ∂Ω0
and replacing this in (3.29), we finally get that
J ′0 = −
∫
∂Ω0
[g(∇gu0, ν0)]
2 g(Ξ, ν0) dσg .
The following proposition gives a necessary and sufficient condition for a domain Ω being
a stationary set of J .
Proposition 3.8. A domain Ω is a stationary set for J under volume preserving deforma-
tions if and only if their exits a function uΩ0 such that

−∆guΩ0 = J(Ω0) in Ω0
uΩ0 = 0 on ∂Ω0
g(∇guΩ0 , ν0) = λ on ∂Ω0,
(3.31)
for some λ ∈ R.
The proof of this proposition is similar to the one of [Proposition 2.2 in [36]] so we skip
it.
We also remark that instead of considering volume preserving deformation, a smooth
bounded stationary set Ω0 for the total energy
Ω 7→ J(Ω) + λ2|Ω|g
implies the existence of uΩ0 such that (3.31) holds. This can be seen from Lemma 3.7 and
the variation of volume which is given by
d
ds
|Ωs|g|s=0 =
∫
∂Ω0
g(Ξ, ν0) dσg.
See for instance [ [22], Theorem 1.11].
3.2.1. The reduced functional. Let us recall what we have obtained so far. Thanks to Propo-
sition 3.5 and the usual Yp,vε,p -change of variable, we have: for all p ∈ M and for all ε > 0
small we have φ¯ε,p = φˆε,p ◦ Y −1p,vε,p satisfies
(3.32)


−∆g¯φ¯ε,p = 1 in B
g¯
1+vε,p(p)
φ¯ε,p = 0 on ∂Bg¯1+vε,p(p)
g¯(∇g¯φ¯ε,p, ν¯) = −
1
N
− g¯(Aε,p,Vε,p) on ∂Bg¯1+vε,p(p),
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where for all x ∈ SN−1, we define Aε,p(Yp,vε,p(x)) := dYp,vε,p(x)[aε,p] and similarly Vε,p :=
dYp,vε,p(x)[x]. It follows that the inverse of the torsion rigidity for φ¯
ε,p is given by
J(Bg¯1+vε,p(p)) =
1∫
B
g¯
1+vε,p
(p)
φ¯ε,pdvolg¯
.
The domains Ωε we are looking for is a critical point of the the total energy functional :
Ω 7→ J(Ω) +
1
N2
|Ω|g¯.
This allows to define for p ∈ M, the reduced functional
(3.33) Φε(p) := J(B
g¯
1+vε,p(p)) +
1
N2
|Bg¯1+vε,p(p)|g¯.
Proposition 3.9. Let φ¯ε,p satisfies (3.32). If p is a critical point of Φε then A
ε,p = 0,
provided ε is small. In particular

−∆g¯φ¯ε,p = 1 in B
g¯
1+vε,p(p)
φ¯ε,p = 0 on ∂Bg¯1+vε,p(p)
g¯(∇g¯φ¯
ε,p, ν¯) = − 1
N
on ∂Bg¯1+vε,p(p).
Proof. Given Ξ ∈ TpM, we consider the geodesic curve ps = expp(sΞ). Let E
s
i be the
parallel transport of Ei to ps along the curve [0, 1] ∋ t 7→ exp
g¯
p(tsEi). Provided s is fixed
and small, we can consider the perturbed ball Bg¯1+vε,ps (ps) so that (3.32) holds. Recall that
Bg¯1+vε,ps (ps) = Yvε,ps ,ps(B1).
Define the vector field
Ws(Yp,vε,p(x)) = (1 + v
ε,ps(x))
N∑
i=1
xiEsi ∀x ∈ B1.
We now define the deformation of Bg¯1+vε,p(p) by
ξ(s, q) = expps(Ws(q)) ∀q ∈ Yp,vε,p(B1).
Next we observe that
dξ
ds
(0, q) = Jq(1),
where Jq(t) = ∂s expps(tWs(q))|s=0 is the Jacobi field along the geodesic γq(t) = expp(tW0(q))
with
Jq(0) = Ξ and J
′
q(0) :=
DJq
dt
(0) =
DWs(q)
ds
|s=0.
Note that for q = Yp,vε,p(x), we have
J ′q(0) =
DWs(q)
ds
|s=0 = dpv
ε,p(x)[Ξ]X + (1 + vε,p(x))xi
DEsi
ds
|s=0 = dpv
ε,p(x)[Ξ]X
and thus by (3.20), we get
(3.34) |J ′q(0)| ≤ Cε
2|Ξ|g.
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Since also t 7→ Jq(t) satisfies an homogenous second order linear differential equation with
uniformly bounded coefficients with respect to ε and q, we get for all q ∈ Yp,vε,p(B1)
(3.35) |Jq(1)|g¯ ≤ C(|J
′
q(0)|g + |Jq(0)|g) ≤ C|Ξ|g .
Thanks to [Proposition 3.6, in [10]], we have
(3.36) g¯(Jq(1), γ
′
q(1)) = g¯
(
J ′q(0), γ
′
q(0)
)
+ g¯(Jq(0), γ
′
q(0)).
It is plain that at any point q = Yp,vε,p(x) ∈ ∂B
g¯
1+vε,p(p)
g¯(Jq(1), ν¯(q)) = g¯(Jq(1), ν¯(q)− γ
′
q(1)) + g¯(Jq(1), γ
′
q(1))
which implies
g¯(Jq(1), ν¯(q))− g¯(Ξ, X) = g¯(Jq(1), ν¯(q)− γ
′
q(1)) + g¯
(
J ′q(0), γ
′
q(0)
)
+ g¯(Ξ, γ′q(0)−X)
= g¯(Jq(1), ν¯(q)− γ
′
q(1)) + g¯
(
J ′q(0), (1 + v
ε,p)X
)
+ vε,pg¯(Ξ, X),
where we have used the fact that γ′q(0) = W0(q) = (1 + v
ε,p(x))X . We also have (see for
instance [37] for the expansion of −ν¯(q) and recall (2.4))
|ν¯(q)− γ′q(1)|g¯ = |ν¯(q)− (1 + v
ε,p(x))Υ(x)|g¯ ≤ Cε
2.
By using this (3.20), (3.34) and (3.35), we then deduce that, at any point q = Yp,vε,p(x) ∈
∂Bg¯1+vε,p(p),
(3.37) |g¯(Jq(1), ν¯(q))− g¯(Ξ, X)|g ≤ Cε
2|Ξ|g.
We now recall that
Φε(ps) := J(ξ(s,B
g¯
1+vε,p(p))) +
1
N2
|ξ(s,Bg¯1+vε,p(p))|g¯.
Assume now that p is a critical point of Φε. Then by Lemma 3.7 and the last equation of
(3.32), we have
0 =
d
ds
Φε(ps)|s=0 = −
∫
∂B
g¯
1+vε,p
(p)
[g¯(∇g¯φ¯, ν¯)]
2g¯(Jq(1), ν¯)dσg¯ +
1
N2
∫
∂B
g¯
1+vε,p
(p)
g¯(Jq(1), ν¯)dσg¯
= −
2
N
∫
∂B
g¯
1+vε,p
(p)
g¯(Jq(1), ν¯)dσg¯ −
∫
∂B
g¯
1+vε,p
(p)
g¯(Aε,p,Vε,p)2g¯(Jq(1), ν¯)dσg¯ .
Hence
2
N
∫
∂B
g¯
1+vε,p
(p)
g¯(Aε,p,Vε,p)g¯(Jq(1), ν¯)dσg¯ = −
∫
∂B
g¯
1+vε,p
(p)
g¯(Aε,p,Vε,p)2g¯(Jq(1), ν¯)dσg¯
and by (3.35)
2
N
∫
∂B
g¯
1+vε,p
(p)
g¯(Aε,p,Vε,p)g¯(Jq(1), ν¯)dσg¯ ≤ c||Ξ||gˆ
∫
∂B
g¯
1+vε,p
(p)
g¯(Aε,p,Vε,p)2dσg¯
for all Ξ ∈ TpM. By changing variables, using (3.35) and (3.37), we obtain
2
N
∫
∂B1
〈aε,p, x〉〈Ξ, X〉 dσgˆ(x) ≤ cε
2||Ξ||gˆ |a
ε,p|+ c||Ξ||gˆ
∫
∂B1
〈aε,p, x〉2 dσgˆ(x).
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From Lemma 2.2, we get
2
N
∫
∂B1
〈aε,p, x〉〈Ξ, X〉 dx ≤ cε2||Ξ||gˆ |a
ε,p|+ c||Ξ||gˆ
∫
∂B1
〈aε,p, x〉2 dx.
We now choose Ξ =
∑N
i=1 a
ε,p
i Ei ∈ TpM and use the fact that |a
ε,p| ≤ cε2 to get
1
2N
∫
∂B1
〈aε,p, x〉2dx ≤ Cε2|aε,p|2(1 + |aε,p|),
for some positive constant C provided ε is small. We then conclude that
1
2N
|aε,p|2 ≤ Cε2|aε,p|2(1 + |aε,p|),
provided ε is small enough. This shows that aε,p = 0.
3.3. Expansion of volumes of the perturbed geodesic ball.
Lemma 3.10. Assume that vε,p0 is given by Proposition 3.5. Then for all ε positive small,
we have
vε,p0 = −
Sg(p)
3N(N + 2)
ε2 +Op(ε
4).
Proof. Under the hypothesis of Lemma 3.10, we have with Proposition 3.5 that
gˆ(∇gˆφˆ
ε,p, νˆ) = −
1
N
− 〈aε,p, x〉 on ∂B1.
Using (3.16), we get equivalently
G(p, ε, vε,p0 , v¯
ε,p) + 〈aε,p, x〉 = 0 on ∂B1.
Equation (3.13) together with the estimate in proposition 3.5 yield
(3.38)
1
N
L(v¯ε,p)−
1
N
vε,p0 + (∂νψε)|∂B1 + 〈a
ε,p, x〉+Op(ε
4) = 0,
where ψε is solution of (3.14). Because the integral of the maps L(v¯
ε,p) and 〈aε,p, x〉 over
SN−1 are equal to 0, we get integrating (3.38) that
vε,p0 |B1| =
∫
SN−1
∂νψε dvolSN−1 +Op(ε
4)
=
∫
B1
∆ψε +Op(ε
4) =
1
3N
N∑
i,j,k=1
Rijik
∫
B1
xkxjε2 +Op(ε
4),
where we have used (3.14), the notation
Rijkl = g(Rp(Ei, Ek)Ej , El) and Rikjl,m = g(∇EmRp(Ei, Ek)Ej , El)
and the fact that the integral of a spherical harmonic odd degree over the unit sphere SN−1
is equal to 0. Now, using the identity
(3.39)
∫
∂B1
xkxl dvolSN−1 = |B1|δkl,
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we deduce that
(3.40) vε,p0 = −
Sg(p)
3N(N + 2)
ε2 +Op(ε
4),
Proposition 3.11. Assume that vε,p0 , v¯
ε,p are as in Proposition 3.5. Then as ε → 0, we
have
|∂Bg
ε(1+vε,p)(p)|g = N |B1|ε
N−1
(
1−
N + 4
6(N + 2)
Sg(p)ε
2 +Op(ε
4)
)
and
|Bg
ε(1+vε,p)(p)|g = |B1|ε
N
(
1−
1
2(N + 2)
Sg(p)ε
2 +Op(ε
4)
)
.
Proof. Recall that g¯ = ε−2g and this implies
|Bg
ε(1+vε,p)(p)|g = ε
N |Bg¯1+vε,p(p)|g¯ = ε
N |B1|gˆ
and
|∂Bg
ε(1+vε,p)(p)|g = ε
N−1|∂B1|gˆ.
We get from the expansion in Lemma 2.2 that
√
|gˆ| = 1 +Nvε,p0 +Nχv¯
ε,p + 〈x,∇ρ〉+
1
6
N∑
k,l,s=1
Rskslx
kxlε2
+
1
12
N∑
k,l,s,m=1
Rsksl,mx
kxlxmε3 +Op(ε
4),(3.41)
The expansion of |∂B1|gˆ then follows integrating (3.41) over the unit sphere SN−1, where we
use the value of vε,p0 in Lemma 3.10, the identity (3.39) and the fact that, the integral over
the unit sphere SN−1 of a spherical harmonic of odd degree is equal to 0 and the function
v¯ε,p has mean value equal to 0. Similarly we get |B1|gˆ by integrating (3.41) over the unit
ball B1.
4. Proof of the Theorem 1.1
In the following result, we characterize critical points of the function Φε leading to the
location of the extremal domains we have constructed in the previous sections. We recall
the reduced functional defined in (3.33) by
Φε(p) := J(B
g¯
1+vε,p(p)) +
1
N2
|Bg¯1+vε,p(p)|g¯.
Lemma 4.1. As ε tends to zero, we have
(4.1) Φε(p) = αN + βN ε
2 Sg(p) +Op(ε
4),
where
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αN =
N3(N + 2) + |B1|2
N2|B1|
and βN =
N2(N + 2)3 − (N + 4)|B1|2
2N2(N + 2)(N + 4)
.
In addition βN 6= 0 for every N ≥ 2.
Proof. After change of variable, we can write Φε on the form
(4.2) Φε(p) :=
1∫
B1
φˆε,pdvolgˆ
+
1
N2
|B1|gˆ.
From the estimate of v¯ε,p in Proposition 3.5, φˆε,p is now written as
(4.3) φˆε,p = φ0 − |x|
2 v
ε,p
0
N
−
1
N
|x|2χv¯ε,p +Ψε,vε,p +Op(ε
4),
where Ψε,vε,p is given by Lemma 3.2 with ρ = v
ε,p
0 + χv¯
ε,p. We integrate the function φˆε,p
over the unit ball B1 using the volume element of gˆ.
We get, using (3.41) and the fact that v¯ε,p has zero mean value,∫
B1
φˆε,pdvolgˆ = (1 +Nv
ε,p
0 )
∫
B1
φ0 −
vε,p0
N
∫
B1
|x|2
+
∫
B1
Ψε,v +
1
6
N∑
k,l,s=1
Rskslε
2
∫
B1
xkxlφ0 +Op(ε
4).(4.4)
A straightforward computation yields
(4.5)
∫
B1
φ0(|x|) =
|B1|
N(N + 2)
,
∫
B1
|x|2 =
N |B1|
N + 2
and
(4.6)
N∑
k,l,s=1
Rskslε
2
∫
B1
xkxlφ0 dvolSN−1 =
−|B1|Sg(p)
N(N + 2)(N + 4)
ε2,
In other to compute the integral of Ψε,vε,p over B1, we use the formula
(4.7)
∫
∂B1
(
φ0
∂Ψε,v
∂ν
−Ψε,v
∂φ0
∂ν
)
dvolSN−1 =
∫
B1
(
φ0∆Ψε,v −Ψε,v∆φ0
)
.
Recall that ∂φ0
∂ν
= − 1
N
, φ0 = 0 on ∂B1 and −∆φ0 = 1 in B1. Using this, we get from (4.7)
that ∫
B1
Ψε,v =
1
N
∫
∂B1
Ψε,v dvolSN−1 −
∫
B1
φ0∆Ψε,v
=
|B1|
N
vε,p0 −
1
3N
N∑
i,j,k=1
Rijikε
2
∫
B1
φ0x
kxj +Op(ε
4).
Therefore
(4.8)
∫
B1
Ψε,p =
|B1|
N
vε,p0 +
|B1|Sg(p)
3N2(N + 2)(N + 4)
ε2 +Op(ε
4).
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Replacing (4.8), (4.5) and (4.6) in (4.4), we obtain
(4.9)
∫
B1
φˆε,pdvolgˆ =
|B1|
N(N + 2)
(
1 + (N + 2)vε,p0 −
(N − 2)Sg(p)
6N(N + 4)
ε2 +Op(ε
4)
)
.
One can now consider the value of vε,p0 to get
(4.10)
∫
B1
φˆε,pdvolgˆ =
|B1|
N(N + 2)
(
1−
N + 2
2N(N + 4)
Sg(p)ε
2 +Op(ε
4)
)
.
That is
1∫
B
g¯
1+vε,p
(p)
φˆε,pdvolgˆ
=
(
1 +
N + 2
2N(N + 4)
Sg(p)ε
2 +Op(ε
4))
)
J1,
where
J1 =
N(N + 2)
|B1|
.
We now use the expansion of |B1|gˆ in Proposition 3.11 which we plug in (4.2) to get (4.1).
Next we prove that βN 6= 0. Suppose on the contrary that for some integer N ≥ 2 we have
βN = 0. Then
(4.11) |B1|
2 =
N2(N + 2)3
N + 4
.
We now recall the volume of the unit ball |B1| in RN . For N = 2k, an even integer, it is
given by
|B1| =
pik
2kk!
and for N = 2k + 1 we have
|B1| =
22k+1pikk!
(2k + 1)(2k + 1)!
.
These imply that
16k2(k + 1)3
k + 2
=
(
pik
2kk!
)2
and
(2k + 1)2(2k + 3)3
2k + 5
=
(
22k+1pikk!
(2k + 1)(2k + 1)!
)2
.
The above equalities contradict the fact that pi is a transcendental number, see [27].
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We now complete the proof of Theorem 1.1 by defining
F(p, ε) :=
1
βN
Φε(p)− αN
ε2
.
It follows from Lemma 4.1 that
‖F(·, ε)− Sg‖C2,α(M) ≤ Cε
2,
for a positive constant C independent of ε. If p is a critical point of F(·, ε) then by Propo-
sition 3.9, we have 

−∆g¯φ¯ε,p = 1 in B
g¯
1+vε,p(p)
φ¯ε,p = 0 on ∂Bg¯1+vε,p(p)
g¯(∇g¯φ¯ε,p, ν¯) = −
1
N
on ∂Bg¯1+vε,p(p).
Now we recall that g¯ = ε−2g and so we put uε = ε
2φ¯ε,p and Ωε = B
g
ε(1+vε,p)(p). It is also
clear from the construction that
‖uε‖C2(Ωε) ≤ C.
We therefore finish the proof of Theorem 1.1.
5. Local foliation by boundaries of extremal domains
Let Eti be the parallel transport of Ei along the geodesic expp0(tEi) for all i = 1, . . . , N .
For τ ∈ RN , we let q = expp0(τ
iEi) and consider as usual
Yq,v(x) := exp
g¯
q
(
(1 + v0 + χv¯)
N∑
i=1
xiEτ
i
i
)
.
Then there exists vε,q such that Bg¯1+vε,q (q) = Yε,vε,q (B1) satisfies (3.32).
Let us now assume that p0 is a non-degenerate critical point of the scalar curvature
function Sg. Then by the implicit function theorem, Proposition 3.9 and Lemma 4.1 there
exists a regular curve τ(ε) ∈ RN with |τ(ε)| ≤ Cε2 and such that
∇gF(ε, qε) = 0,
where qε = expp0
(∑N
i=1 τ
i(ε)Ei
)
. Therefore by Proposition 3.9 and a scaling argument we
have a smooth function φε = φε,qε such that

−∆gφε = 1 in B
g
ε(1+vε,qε)(qε)
φε = 0 on ∂Bg
ε(1+vε,qε )(qε)
g(∇gφ
ε, νε) = −
ε
N
on ∂Bg
ε(1+vε,qε )(qε).
We will prove in our next result that the family of hyper-manifolds(
∂Bg
ε(1+vε,qε )(qε), ε ∈ (0, ε0)
)
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constitutes a foliation. This is an immediate consequence of Proposition 5.1 below. The main
ingredients of the proof is contained in Ye [47]. However we will write a more applicable
result.
Proposition 5.1. Let p0 ∈ M and γ : [0, t0] →M be a regular curve such that γ(0) = p0
and |γ′(0)|g = 0. Let v : [0, t0]× SN−1 → R be a C2-function such that v(0, ·) = 0.
Then there exists t1 ∈ (0, t0) and a C2-function ω : (0, t1]×SN−1 → R∗+ such that for all
t ∈ (0, t1]{
expγ(t)
(
t(1 + v(t, x))
N∑
i=1
xiEti
)
: x ∈ SN−1
}
=
{
expp0
(
ω(t, y)
N∑
i=1
yiEi
)
: y ∈ SN−1
}
,
where Eti is the parallel transport to γ(t) of Ei along the geodesic s 7→ expp0(sEi).
In addition
∂tω(0, ·) = 1.
In particular setting Sg
t(1+vt)(γ(t)) =
{
expγ(t)
(
t(1 + v(t, x))
∑N
i=1 x
iEti
)
: x ∈ SN−1
}
, then
the family of perturbed balls
(
Sg
t(1+vt)(γ(t)), t ∈ (0, t1)
)
constitutes a smooth foliation of
a neighborhood of p0.
Proof. To alleviate the notations, we put vt = v(t, ·) and pt = γ(t).
Claim: There exists a smooth function wt : SN−1 → Tp0M such that
(5.1) Sg
t(1+vt)(pt) =
{
expp0 w
t(x) : x ∈ SN−1
}
, and wt(x) =
N∑
i=1
(txi + o(t))Ei.
Recall that
Sg
t(1+vt)(pt) =
{
exppt
(
t(1 + vt)
N∑
i=1
xiEti
)
: x ∈ SN−1
}
.
Let now consider the (well defined) map Ψt := exp−1p0 ◦ exppt : TptM−→ Tp0M and define
F : [0, t0)× S
N−1 × Tp0M−→ Tp0M
(t, x, w) 7−→ Ψt
(
t(1 + vt(x))
N∑
i=1
xiEti
)
−w.
For a (fixed) x0 ∈ SN−1, we have F (0, x0, 0) = 0 and DwF (0, x0, 0) = −IdTp0M. By the
compactness of SN−1, the implicit function theorem implies that there exists t1 > 0 such
that for all t ∈ (0, t1) and for all x ∈ SN−1, there exits a unique wt(x) ∈ Tp0M such that
F (t, x, wt(x)) = 0. That is, for all x ∈ SN−1
(5.2) expp0(w
t(x)) = exppt
(
t(1 + vt(x))
N∑
i=1
xiEti
)
.
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In particular, we have w(0, x) = 0 for all x in SN−1. Differentiating (5.2) with respect to t,
we get
(5.3) d(expp0)0
(
∂wt
∂t |t=0
)
= d(exp)p0
(
∂pt
∂t |t=0
)
+d(expp)0
(
N∑
i=1
xiEi
)
.
By assumption, we have ∂pt
∂t |t=0
= 0 and since
d(expp)0 = IdTpM,
we conclude that
∂wt
∂t |t=0
=
N∑
i=1
xiEi
and hence
(5.4) wt(x) =
N∑
i=1
(
txi +O(t2)
)
Ei,
for all t ∈ (0, t1) and all x ∈ S
N−1 this proves the claim.
Observe that |wt(x)|g 6= 0 for t > 0 small enough and thus we can consider the map
α : (0, t1)× S
N−1 → SN−1
by
αi(t, x) =
1
|wt(x)|g
g(wt(x), Ei).
It is clear from (5.4) that
α(t, x) =
x+O(t)
|x+O(t)|
.
The function α extends smoothly to t = 0 with α(0, ·) = IdSN−1 and for t small enough
α(t, ·) is a diffeomorphism from SN−1 into itself. It is plain that for all x ∈ SN−1
wt(x) = |wt(x)|g
wt(x)
|wt(x)|g
and thus for all y ∈ SN−1
(5.5) wt(α−1(t, y)) = |wt(α−1(t, y))|g
N∑
i=1
yiEi.
This together with (5.2) imply that
(5.6) Sg
t(1+vt)(pt) =
{
expp0
(
|wt(α−1(t, y))|g
N∑
i=1
yiEi
)
: y ∈ SN−1
}
.
We have
(5.7) |α−1(t, y)|2 = 1 for all t ∈ (0, t1) and y ∈ S
N−1
so that
(5.8) 〈∂tα
−1(t, y), α−1(t, y)〉 = 0.
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It then follows that
∂t(|w
t(α−1(t, y))|g) =
1
|wt(α−1(t, y))|g
〈wt(α−1(t, y)), ∂tw
t + (dxw
t)(∂tα
−1)〉
=
1
|α−1(t, y) +O(t)|
〈α−1(t, y) +O(t), α−1(t, y) + t∂tα
−1 +O(t)〉
=
1
|α−1(t, y) +O(t)|
〈α−1(t, y) +O(t), α−1(t, y) +O(t)〉,
where we have used (5.8) to get the last line. Keeping in mind that α(0, .) is the identity
map, we obtain ∂t(|wt(α−1(t, y))|g)|t=0 = 1. We conclude that map t 7−→ |w
t(α−1(t, y))|g
is strictly increasing with respect to t ∈ (0, t1) by decreasing t1 > 0 if necessary. Therefore
thanks to (5.6), the family {Sg
t(1+vt)(pt), t ∈ (0, t0)} constitutes a foliation and also setting
ω(t, y) := |wt(α−1(t, y))|g, we finish the proof of the proposition.
Remark 5.2. An application of Proposition 5.1 shows that the critical domains Ωε (in
(1.11)) for the first eigenvalue of the Laplace-Beltrami operator constructed by Pacard and
Sicbaldi [36] constitutes also a local foliation of a neighborhood of the non-degenerate critical
point p0 of the scalar curvature. Indeed the improvement of the the distance between the
center of their extremal domains and p0 was estimated by Sicbaldi and Dilay [8] which is of
order ε2.
6. Proof of Theorem 1.3
Via the exponential map, we pull back the problem to RN . For this we consider the pull
back metric of g under the map RN → M, x 7→ expp0
(
ε
∑N
i=1 x
iEi
)
, rescaled with the
factor 1
ε2
. Denoting this metric on B1 by gε, we then have, in Euclidean coordinates,
(6.1) dvgε (x) :=
√
|gε|(x) = 1−O(ε
2).
Call Σε = ∂Ωε ⊂ RN then it can be easily verified that
|Σε|gε = |Σε|(1 +O(ε
2)) |Ωε|gε = |Ωε|(1 +O(ε
2)).
Integrate the first equality in (1.8) over Ωε to have
(6.2) |Σε| =
N
ε
|Ωε|(1 + o(1)).
Now since Ωε ⊂ δεB by (1.9), we get that
1
ε
≤
(
|B1|
|Ωε|
) 1
N
(1 + o(1))
and thus
|Σε| ≤ (1 + o(1))N |Ωε|
N−1
N |B1|
1
N .
We then conclude by the Euclidean isoperimetric inequality that
(6.3) cN |Ωε|
N−1
N ≤ |Σε| ≤ (1 + o(1))cN |Ωε|
N−1
N ,
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where cN = N |B|
1
N is the isoperimetric constant of RN . In particular the sets Ωε are almost
minimizers for the isoperimetric problem.
Now consider the real numbers ρε → 0 defined as |Ωε| = |ρεB1|. Let Σ′ε =
1
ρε
Σε and
Ω′ε =
1
ρε
Ωε. Then (6.3) yields
(6.4) |SN−1| ≤ |Σ′ε| ≤ (1 + o(1))|S
N−1|, |Ω′ε| = |B1|.
Using this and (6.2) we get
(6.5)
ρε
ε
= 1 + o(1)
so that
(6.6) Ω′ε ⊂ (1 + o(1))B1.
By compactness Σ′ε converges weakly to b + S
N−1 (see [30]) and also we have that the
symmetric distance |Ω′ε△(b+B1)| → 0 as ε→ 0, for some point b ∈ R
N . Note that by (6.6),
b = 0. Letting wε(x) = ρ
−2
ε uε(ρεx), we have
(6.7)


−∆g˜εwε = 1 in Ω
′
ε
wε = 0 on ∂Ω
′
ε
g˜ε(∇
g˜εwε, ν
′
ε) = −
ε
ρεN
on ∂Ω′ε,
where g˜ε(x) = gε(ρεx). It is also easy to see from (1.10) that
(6.8) ‖D2wε‖C(Ω′ε) ≤ c.
We let dε(x) = dist(∂Ω
′
ε, x) be the distance function of Σ
′
ε. Given x ∈ Ω
′
ε near ∂Ω
′
ε then
it can be written uniquely as x = σx − dε(x) ν′ε(σx), where σx is the projection of x on
Σ′ε. This defines coordinates (t, σ) 7→ x = σ − tν
′
ε(σ). Recall the decomposition of the
Laplace-Beltrami operator in the coordinates (t, σ):
∆g˜ε =
∂2
∂t2
+Htε
∂
∂t
+∆Σtε ,
where Htε is the mean curvature of the hypersurface Σ
t
ε = {x ∈ Ω
′
ε : dε = t} with respect
to the metric g˜ε and ∆Σtε is the Laplace-Beltrami on Σ
t
ε. We also observe that
∂wε
∂t
= |∇wε|g˜ε = −g˜ε(∇g˜εwε, ν
′
ε) on ∂Ω
′
ε.
Thanks to (6.8) and the second equation in (1.8), we conclude that
H0ε =
1− ∂
2wε
∂t2
∂wε
∂t
on ∂Ω′ε.
Therefore
|H0ε | ≤ Const. on ∂Ω
′
ε.
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Since g˜ε is nearly Euclidean, the mean curvature of ∂Ω
′
ε, with respect to the Euclidean
metric, is uniformly bounded with respect to ε. Hence by [35] (see also [23]) the hyper-
surface Σ′ε converges smoothly to S
N−1 and there exists a function v˜ε ∈ C2,α(SN−1) with
‖v˜ε‖C2,α(SN−1) → 0 as ε→ 0 and such that
Σ′ε = (1 + v˜
ε)SN−1.
We therefore conclude from (6.5) that
Σε = ρε(1 + v˜
ε)SN−1 = ε(1 + vε)SN−1
and of course ‖vε‖C2,α(SN−1) → 0 as ε → 0. Hence we get Ωε = B
g
ε(1+vε)(p0) so that the
uniqueness of Proposition 3.1 and a scaling argument yield
uε = ε
2φ¯(p, ε, vε0, v¯
ε).
Since, by assumption,
(6.9) ε−1g(∇guε, νε)|∂Bg
ε(1+vε)
= gˆ(∇gˆuˆε, νˆε)|∂B1 = −
1
N
,
the uniqueness of Proposition 3.5 implies that
(6.10) Π1v
ε = 0
provided ε is small. We now compute the normal derivative of uε by using similar arguments
as in the proof of Lemma 3.3. It follows that
ε−1g(∇guε, νε)|∂Bg
ε(1+vε)
= −
1
N
+
1
N
L(vε) + (∂νψε)|∂B1 + (∂νΓε,vε)|∂B1 + P
1
ε (v
ε),
where Γε,v satisfies (3.12) and the function ψε satisfies

−∆ψε =
ε2
3N
Ricp0(X,X)−
ε3
4N
g(∇XRp0(Ei, X)Ei, X)
+
ε3
6N
g(∇XRp0(Ei, X)X,Ei) +Op0(ε
4) in B1
ψε = 0 on ∂B1.
(6.11)
Thanks to (6.9), we have
(6.12)
1
N
L(vε) = −(∂νψε)|∂B1 + (∂νΓε,vε)|∂B1 + P
1
ε (v
ε).
From (3.12), we see immediately from elliptic regularity theory that
‖Γε,vε‖C2,α(SN−1) ≤ Cε
4 + Cε2‖vε‖C2,α(SN−1) + C‖v
ε‖2C2,α(SN−1).
Recalling (6.10), we then apply Proposition 3.4 in (6.12) to have
‖vε‖C2,α(SN−1) ≤ Cε
2 + Cε2‖vε‖C2,α(SN−1) + C‖v
ε‖2C2,α(SN−1).
This implies that
‖vε‖C2,α(SN−1) ≤ Cε
2.
We then conclude that
L(vε) = −N(∂νψε)|∂B1 +O(ε
4)
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Now we multiply this equation by xi, integrate by parts over B1, use (6.11) together with
Bianchi’s identity to get
∇igSg(p0) = 0.
7. Appendix:
As mentioned in the first section, the torsional rigidity of the rod Ω× R is proportional
to the inverse of
(7.1) J(Ω) := inf
{∫
Ω
|∇u|2g dvolg :
∫
Ω
u dvolg = 1, u ∈ H
1
0 (Ω)
}
.
In particular minimizing Ω 7→ J(Ω) is equivalent to maximizing the torsion rigidity and
therefore Serrin’s result states that balls maximize the torsion rigidity as it can be also
derived from the Faber-Krahn inequality.
In this appendix we consider the isochoric profile for the torsion problem defined as
(7.2) TM(v, g) := inf
Ω⊂M,|Ω|g=v
J(Ω),
where here and in the following, we assume without further mention that only regular
bounded domains Ω ⊂M are considered. In particular thanks to the Faber-Krahn inequality
TRN (v) = J(B1)
(
|B1|
v
)−N+2
N
.
Similarly in the space of constant sectional curvatures, balls minimize J , see [32]. Isochoric
comparison for T has been studied recently in the papers [21], [46]. Here we deal with local
asymptotics of this profile as v → 0. This also leads to isochoric comparison in terms of
scalar curvature.
In the recent years, several works have been devoted to the Taylor expansion of isoperi-
metric and ischoric profile for some geometric quantities such as the (relative) perimeter
functional, Cheeger constants, Dirichlet eigenvalue, second Neuman eigenvalue, etc. We
refer the papers [4–6, 11, 12, 14, 15, 19, 35]. We should mention that the argument in this
section will follow closely Druet [12] where he studied the expansion of the Faber-Krahn
profile. The main result of this section is contained in the following
Theorem 7.1. Let (M, g) be a compact Riemannian manifold of dimension N ≥ 2 . As
v → 0, we have
TM(v, g) =
[
1−
N + 6
6N(N + 4)
(
v
|B1|
) 2
N
max
M
Sg +O(v
3
N )
]
TRN (v),
where Sg is the scalar curvature of (M, g).
Proof. The first step of the proof is to derive the expansion of J(Bgε (p)) as ε → 0. Once
this is done we then obtain an upper bound for TM(v, g) as v → 0. The second step consists
36 MOUHAMED MOUSTAPHA FALL AND IGNACE ARISTIDE MINLEND
in using the asymptotic profile of the isoperimetric profile for the perimeter functional ob-
tained by Druet in [12] together with the Faber Krahn inequality on the space of constant
sectional curvatures. This later step follows exactly Druet [11]. Therefore we will only give
the proof of the first step.
Claim: As v → 0, we have
(7.3) TM(v, g) ≤
[
1−
N + 6
6N(N + 4)
(
v
|B1|
) 2
N
max
M
Sg +O(v
3
N )
]
TRN (v).
To see this we determine the Taylor expansion of J(Bgε (p)) as ε→ 0. Recall that J(B
g
ε (p))
is the Dirichlet energy in the ball Bgε (p) and uε the corresponding minimizer, that is
(7.4)


−∆guε = J(Bgε (p)) in B
g
ε (p)
uε = 0 on ∂B
g
ε (p)∫
B
g
ε (p)
uε dvolg = 1.
More precisely, we have that
(7.5) J(Bgε (p)) ≤
∫
B
g
ε (p)
|∇gu|
2dvolg
for all u ∈ H10 (B
g
ε (p)) such that
∫
B
g
ε (p)
uεdvolg = 1. Via the exponential map, we pull back
the problem to the unit ball B1 ⊂ RN . For this we consider the pull back metric of g under
the map B1 →M, x 7→ expp(εx), rescaled with the factor
1
ε2
. Denoting this metric on B1
by gε, we then have, in Euclidean coordinates,
(7.6) dvolgε(x) =
√
|gε|(x) = 1−
ε2
6
Ricp(X,X) +O(ε
3)
for x ∈ B1 by Proposition 2.1. We consider the function ϕε(x) := εNuε(εx) and we recall
in (2.2) the expansion of the scaled metric g˜ε(x) = g(εx) for x ∈ B1. From (7.4), we get
(7.7)


−∆gεϕε = J(B
g
ε (p))ε
N+2 in B1
ϕε = 0 on ∂B1∫
B1
ϕε(x)dvolgε = 1.
The functions ϕε are positive in B1 and equal to 0 on the boundary. Thank to (7.5), we
obtain
(7.8) J(Bgε (p))ε
N+2 ≤
∫
B1
|∇gεϕε|
2dvolgε
for all u ∈ H10 (B1) such that
∫
B1
udvolgε = 1. Since the metric gε −→ g0 as ε −→ 0
this immediately implies lim supε→0 Jεε
N+2 ≤ J1, where J1 = J(B1). Using equation
(7.7) and regularity results, the sequence (ϕε) is uniformly bounded in C
2(B1), and we
can write
∫
B1
ϕε = 1 + Op(ε) and
∫
B1
|∇ϕε|2 = εN+2J(Bgε (p)) + Op(ε). This implies that
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lim infε→0 ε
N+2J(Bgε (p)) ≥ J1. So we have proved that J(B
g
ε (p))ε
N+2 −→ J1 as ε −→ 0.
Since (ϕε) is uniformly bounded in C
2(B1) and any subsequence has to converge to the
(unique) solution of the limit equation −∆ϕ = J1 in B1 with
∫
B1
ϕ = 1 and ϕ ≥ 0, we
deduce that ϕε −→ ϕ in C1(B1) as ε −→ 0. We multiply (7.7) by ϕ and we get after
integrating by parts,
J(Bgε (p))ε
N+2 = −
∫
B1
ϕε∆gεϕdvolgε .
By Lemma 2.2 we have
∆gεϕ = ∆ϕ−
1
3
N∑
k,l,i,j=1
Rikjlx
kxlε2∂2ijϕ+
2
3
N∑
i,j,k=1
Rijikx
kε2∂jϕ+Op(ε
3)
= −J1 −
1
3
N∑
k,l,i,j=1
Rikjlx
kxlε2∂2ijϕ+
2
3
N∑
i,j,k=1
Rijikx
kε2∂jϕ+Op(ε
3)
and thus
J(Bgε (p))ε
N+2 − J1
∫
B1
ϕεdvolgε =
1
3
ε2
N∑
k,l,i,j=1
Rikjl
∫
B1
xkxlϕε∂
2
ijϕ
−
2
3
ε2
N∑
i,j,k=1
Rijik
∫
B1
xkϕε∂jϕ+Op(ε
3).
Thanks to (7.7) and the convergence of ϕε to ϕ, a straightforward computation using also
(4.6) yields
N∑
k,l,i,j=1
Rikjl
∫
B1
xkxlϕ∂2ijϕ = −
J21
N
N∑
k,l,i=1
Rikil
∫
B1
xkxlφ0
=
J1
N(N + 4)
Sg(p) =
N∑
i,j,k=1
Rijik
∫
B1
xkϕ∂jϕ
and thus we get
(7.9) J(Bgε (p))ε
N+2 = J1
(
1−
Sg(p)
3N(N + 4)
ε2 +Op(ε
3)
)
,
where ϕ is given by ϕ = φ0/||φ0||L1(B1) and φ0 is the unique solution of (3.2). Next recall
the expansion of volume of geodesic balls which can be deduce from (7.6):
|Bgε (p)|g = ε
N |B1|
(
1−
1
6(N + 2)
ε2Sg(p) +O(ε
3)
)
.
This together with (7.9) implies that
J(Bgε (p)) =
[
1−
N + 6
6N(N + 4)
(
v
|B1|
) 2
N
Sg(p) +O(v
3
N )
]
TRN (v),
where v = |Bgε (p)|g. This then proves the claim as p is arbitrary.
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As said above, the reverse inequality of (7.3) follows step-by-step [12] so we skip the
details.
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