We will discuss the key concepts in density functional theory (DFT), how it can be used to model experimental data, and consider how the synergy between DFT and experiment can give significant insights. The discussion will centre on the scanning tunnelling microscope (STM) and surface problems, tracking the author's personal interest, though the general principles are widely applicable.
Introduction
Over the last fifty years, as modern computing has emerged and scientific specialisms have increased, the traditional division of experimental and theoretical physics has gained a third category, computational physics, which has gained steadily in importance. As a discipline it bridges between theory, often too complex to admit analytic solutions, and experiment, where insight from theory is required to interpret results. The implementation of a complex theory as an efficient computer program which is capable of generating useful results is challenging; understanding the limitations of the resulting program is also key to its appropriate use.
In the realm of atomistic simulations (covering problems as diverse as physics, chemistry, materials, earth sciences and biochemistry) the most accurate results are provided using a quantum mechanical approach to modelling the interactions between atoms, but this is an archetype of a theory that cannot give analytic solutions to realistic problems. The most commonly used approach to finding practical, approximate solutions is known as density functional theory (DFT), which has become ubiquitous in many fields. It is sufficiently mature that there are various commercial packages that can be used to generate plausible output, with little understanding of the reliability of the results. Moreover, there are a number of textbooks covering the theory and application in more detail than is possible here, such as Refs. [1] [2] [3] [4] .
As computers have become more powerful and approaches more efficient, the size of systems that can be addressed (in this case characterised by the number of atoms)has grown to the nanoscale. At the same time, experimental probes have become more sensitive, and can address length scales which are on the same level as modelling. Many experimental probes involve some form of averaging over a relatively large area (for instance diffraction methods), which requires a very different approach to those methods that give atomic-scale, real-space resolution. The scanning tunneling microscope (STM) gives atomic detail on metallic and semiconducting surfaces, though it involves a convolution of atomic and electronic structure which is often challenging to unravel. This is where a close collaboration between experiment and modelling is valuable: it can enable insights that the individual disciplines cannot give. However, it can take time, with both sides needing to learn the capabilities and restrictions of the other, as well as different ways of thinking and talking.
Over the course of twenty years research in this area, I have found that the combination of DFT modelling with atomic-resolution STM gives fascinating insight into a variety of systems and problems. It is not, however, a simple process to generate successful collaborations, and requires a willingness on both sides to learn the advantages and limitations of respective approaches. I will describe the basic theory behind DFT before discussing some of its limitations and the approximations that must be made to implement it successfully. I will then describe two systems where the close connection between experiment and modelling has enabled insights that go well beyond what might be found with either approach alone, or even loosely coupled. I hope that the insights found here will encourage a further engagement with the challenging but rewarding question of collaboration.
Density Functional Theory
The key equation in a quantum mechanical description of any system, the Schrödinger equation, is one of the simplest to write:Ĥ|Ψ = E|Ψ ; it is, however, impossible to solve exactly for any system more complex than a hydrogen atom. Density functional theory is one of many ways to simplify the complexity. Let us start without approximation, considering what makes up the Hamiltonian,Ĥ, for a system of atoms:
H =T ions +T e +V II +V eI +V ee (1) 
where r i and R I indicate electron and ion positions, respectively, M I is ionic mass and Z I is the charge on the ion. The terms are simply the kinetic energies of the ions and electrons (at this stage we are treating the system with a single many-body wavefunction, and both ions and electrons are quantum objects), and the electrostatic interactions between the different parts of the system. (We work in atomic units where q e = = m e = 4π 0 = 1.) However, as it stands, this requires a many-body wavefunction dependent on the positions of both the ions and electrons to be found.
In simplifying this problem, we can first note that the proton mass is nearly 2,000 times that of the electron, while the electrostatic forces between the particles are of similar magnitude. As a result, the change of the velocities of the nuclei on any timescale will be three orders of magnitude smaller than for the electrons. Providing that the initial velocities are not dissimilar, it is a good approximation to neglect the motion of the nuclei when considering electron motion (equivalently we can say that the electrons will be in a well-defined state-normally the ground state-when considering the nuclei). This is the Born-Oppenheimer approximation [5] , which allows us to decouple the motion of the electrons and ions (further discussion of the approximation, its implications and a plausible derivation can be found in Chapter V of Ref. [6] ). An associated approximation that is almost inevitably made is to treat the nuclei as classical: for most simulations this is perfectly reasonable, though the mixed classical-quantum nature of the resulting simulation raises interesting formal (or even philosophical) questions; this approximation is often known as the Ehrenfest approximation 1 . The forces on the ions are found from a mean-field approximation, using the electronic charge density.
However, we are still left with the complex task of finding the many-body wavefunction that describes the electronic ground state of the system. There are many approaches to this problem (which, since we have removed the ionic degrees of freedom, now cannot be solved exactly for a system more complex than helium); broadly they are divided into two classes which are often described as wavefunction methods and density methods. The simplest wavefunction method is the Hartree-Fock method, which represents the many-body wavefunction as a Slater determinant of single-particle wavefunctions. However, the density methods are what will concern us here, specifically density functional theory (DFT).
A model system that is often used to gain insight into more complex electronic systems, and that forms an excellent starting point for understanding DFT, is the uniform electron gas (which is characterised by the electon density). Consider a set of electrons contained in a box, with no potential acting on them; they move freely, and the density of the gas can be taken to be the same everywhere. If we neglect the interactions between the electrons, then the only contribution to the energy is from the kinetic energy of the electrons. Whatever conditions we apply at the boundaries of the box (closed-reflecting the electrons-or periodic), the electronic states will be characterised by wavevectors, k, which also give the kinetic energies of the states as k 2 /2. The total energy is then simply the sum over the number of occupied states, or in the limit of a very large system, the integral over these states; in this case it will depend on the wavevector of the highest occupied state. It is easy to show that the number of states that are occupied, and hence the total energy of the electronic system, depends only on the electron density of the system. (In a three dimensional system, this dependency is given by E tot ∝ n 5/3 .)
The model as described so far is for an ideal, homogeneous system, and lacks two key ingredients necessary for modelling realistic systems: spatial variation and electronelectron interactions. Spatial inhomogeneity in the system will be provided by an external potential V (r), typically coming from the ions. The electron density will become spatially inhomogeneous in response to the potential. The energy due to the interaction between the density and the potential is easily found (using the classical electrostatic interaction, E V = V (r)n(r)dr). When the density is not homogeneous, the kinetic energy is more problematic, and requires some form of approximation. As early as 1927, Thomas-Fermi theory (well reviewed in Ref. [8] ) suggested a way forward. The key approximation in Thomas-Fermi theory is to apply the same approach to the kinetic energy as we did to the external potential: to calculate the total kinetic energy as the spatial integral over the kinetic energy density. If the kinetic energy per electron for an electron gas of density n(r) is kin [n(r)] then the kinetic energy density will be n(r) kin [n(r)], and the total kinetic energy for the inhomogeneous system can be found by integration: E kin = drn(r) kin [n(r)]. From these formulae for the energy, and a requirement that the integrated density give the correct number of electrons, we can derive a condition that links the density and the potential, and solve for the inhomogeneous density that matches the external potential.
Adding electron-electron interactions generally takes a problem from tractable to intractable; however, the key insight from Thomas-Fermi theory is that the ground state density for the interacting system can be found by solving the non-interacting system with an effective potential; the interacting system can be mapped onto a noninteracting system. To make the effective potential we add two further terms in the energy: the classical electrostatic potential due to the electrons; and the exchange interaction due to the indistinguishability of the electrons and their fermionic nature. The former takes the standard form, and is easily written in terms of the electron density. The latter can be found by analogy with the kinetic energy in the non-interacting case: we can find the exchange energy per electron for an electron gas of density n(r), written as X [n(r)], which is proportional to n(r) 1/3 . We then approximate the total exchange energy by integrating over the electron gas, giving E X = n(r) X dr.
As before, we find the ground state energy by seeking the density that minimises E tot , subject to the correct number of electrons. Remarkably, it can be shown that this gives the same condition that we found for the non-interacting case, but with an effective potential (made up of the sum of the external, Hartree and exchange potentials). So the ground state charge density of an interacting electron system is exactly the same as that of a non-interacting electron system with the effective potential 2 .
We are now in a position to describe what has become known as Kohn-Sham density functional theory. The first stage involves formal proofs by Hohenberg and Kohn [9] which extend the ideas we have just explored in Thomas-Fermi theory, namely that the electron density alone is sufficient to determine the ground state properties of the system. The proofs showed that the ground state energy could be written as a functional of the density 3 , and that the ground state energy can be found by optimising the density to give the minimum energy value of this functional. The resulting density gives the correct electron density distribution of the ground state. The energy is written as:
where the three terms are the interaction with the external potential, the classical electrostatic energy of the electrons, and G [n(r)] is a functional that we will discuss below. At this stage, no approximations have been made. The second stage takes these concepts and turns them into a practical scheme [10] . As we saw for Thomas-Fermi theory, we will now show that within DFT the solution to the interacting electron problem with external potential V (r) can be given by the same density as a non-interacting system with an effective potential, V eff (r). However, unlike Thomas-Fermi theory, DFT does not use a functional for the kinetic energy, as this is generally a poor approximation 4 ; instead, we solve for the wavefunctions of the set of non-interacting electrons, using their kinetic energy, and building the charge density from the occupied states. We achieve this by defining the functional G [n]:
where T s [n(r)] is the kinetic energy of the non-interacting electrons and E xc [n(r)] is the exchange and correlation energy, which we will define below. The wavefunctions ψ i are found by solving the Kohn-Sham (KS) equation:
with V XC (r) = d (n XC [n]) /dn(r), and setting:
for N electrons, assuming no spin-polarisation in the system. As with Thomas-Fermi theory, it is important to note that this is a self-consistent process; the generation of the Kohn-Sham wavefunctions ψ i requires an input charge density. The Hohenberg-Kohn-Sham theory gives a remarkably simple approach to the many-body problem, with the only remaining question being: what is the functional E XC [n(r)] ? This is a problem that cannot be solved exactly: the form is not known analytically, and study of how to approximate it is a hugely active field. Recall that the KS approach given above does not write the kinetic energy in terms of the density, but instead calculates the kinetic energy of the non-interacting electrons, meaning that the difference between the interacting and non-interacting kinetic energies in included in E XC . As well as this contribution to the many-body energy, E XC also includes the exchange and correlation energies, which are purely quantum mechanical in their origin. We will discuss some of the most common functionals developed in Sec. 3.2.
Implementation
The transition from mathematical formalism to practical calculation involves decisions both of implementation (in the creation of the computer program) and instantiation (the selection of the actual calculation performed). These decisions will affect the accuracy of the final result, and need to be made carefully [11] . In this section, we will discuss the issues that arise in performing DFT calculations; in particular, the various approximations that are involved should become clear.
Any simulation can only ever address a finite number of atoms; for the simulation of an isolated molecule, this poses little problem, but for any other simulation, some decision about the extent of the simulation must be made. The resulting area of space is commonly known as the simulation cell 5 . A simulation cell must be large enough to enclose the area of interest; it must be small enough that the result can be calculated in reasonable time.
The boundary conditions imposed on the simulation commonly take two forms: open (where the wavefunctions match a particular value at some distance, typically zero at infinity) and periodic (where the simulation cell is repeated infinitely, and the wavefunction at one boundary matches its value and derivative at the opposite boundary). The first of these is mainly used for molecular systems, while the second approach enables us to use the full power of Bloch's theorem for periodic electronic systems, and is found in condensed matter calculations of all kinds. Modelling a nonperiodic problem, such as a defect in the bulk of a material or a surface, with periodic boundaries requires a reworking of the system. With a defect, it must be surrounded by sufficient perfect bulk material to isolate it from the periodic images of itself; a surface is typically modelled with a slab of material surrounded by vacuum. The choice of symmetric surfaces or a bottom surface terminated in some inert way will depend on the details of the system being modelled. Choices made here will determine the reliability as well as the accuracy of the result, and the computational time required (better accuracy always involves more time).
When modelling the interaction between atoms that make up a material, we might ask whether all the electrons are needed. The understanding of bonding in chemistry suggests that only some electrons play a significant role in bonding (valence electrons) while others hardly change from their state in the isolated atom (core electrons). These core electrons are hardly involved in the interesting or important electronic structure of molecular or condensed matter systems 6 . It seems reasonable, therefore, to develop approaches that remove or ignore the core electrons; these will have the advantage of reducing the number of electronic states that need to be found.
The pseudopotential method of condensed matter physics is a standard approach to the question of how to remove the core electrons; the nuclear potential, along with the electrostatic potential from the core electrons, are combined to form a new potential which is an approximation to the full atomic potential: a pseudopotential. This has the added advantage that the pseudopotential is softer than the atomic potential: it has lower curvature, and hence kinetic energy.
Pseudopotentials (sometimes PP) have been developed for over forty years, and have progressed from rather approximate forms to extremely sophisticated modern forms. As we are replacing one potential with another, there will always be an approximation made, and it is important to understand the quality of a pseudopotential; in particular, as the pseudopotential is generated for an isolated atom or ion, the transferability to different environments is key. The most common varieties of pseudopotentials found in modern electronic structure are: norm-conserving, or NC (where the integral of the pseudo-wavefunctions within a specified radius gives the same number of electrons as the all-electron calculations); ultrasoft, or US (where the norm conservation is relaxed, giving potentially smaller basis sets and faster calculations); and projectoraugmented waves, or PAW (where the core electrons are present but frozen in allelectron states). All these forms of pseudopotential can be accurate if generated and used with care, and there have been recent efforts to test the accuracy of different libraries of pseudopotentials that are available [12] .
The implementation of a quantum mechanical approach to modelling the electronic structure of materials requires the choice of a basis set to represent the wavefunctions; inevitably, the basis set will be incomplete, and the balance between convergence with respect to basis set and computational time is necessary. Electronic structure calculations most commonly use two broad classes of function: delocalised functions, exemplified by plane waves (e ik·r , where k is a wavevector); and localised functions, such as gaussian functions or atomic orbitals (or, in the case of a pseudopotential calculation, pseudo-atomic orbitals).
Plane waves are most widely used in condensed matter approaches: while they are not a well-conditioned choice for condensed phase systems, they are computationally very efficient and are well suited to periodic systems. In combination with PAWs or US pseudopotentials, they are extremely efficient and reliable. A variation of this basis set adds extra, localised basis sets (a process known as augmentation) to give the family of augmented plane waves; for bulk systems, the FLAPW method (full potential linearized augmented plane wave) is one of the most accurate reference methods available, and is used as the basis for the tests of the accuracy of pseudopotential libraries [12] .
The basis size for plane waves is determined by the smallest and largest wavevectors. The smallest wavevector is set by the size of the simulation cell. The largest must be determined by the user, and is almost invariably set by reference to the equivalent kinetic energy (in atomic units, this is given by k 2 /2), frequently known as the plane wave cutoff. This clarifies the use of pseudopotentials: a smoother potential means a lower plane wave cutoff. Plane waves have the convenient feature that the completeness of the basis set can be increased systematically simply by increasing the cutoff.
Localised orbitals generally conform to the spherical symmetry of the atom, and use a radial function multiplied by appropriate spherical harmonics. The radial functions vary; the two most common forms are: gaussian functions (e −αr 2 ), possibly with multiple gaussians combined into a single radial function; and the eigenstates of the isolated atom or pseudo-atom, often lightly confined. The main drawback of a localised orbital basis set is that there is no clear systematic way to increase the size of the basis; there are approaches (for instance, in quantum chemistry, the correlation consistent sets [13] , and the numerical orbitals used in the AIMS code [14] ) though these rely on extensive development and characterisation. Other basis sets are used in DFT, though not as extensively, for instance: a discrete grid representation coupled with finite differences for kinetic energy; and finite elements.
The computational resources required for DFT calculations depend strongly both on the approach chosen (including the basis set and the functional) and on the system being studied; the user should be concerned both with computational time, and memory. Different parts of the calculation scale differently with system size (generally characterised by the number of atoms, N ) but there are limiting factors: ultimately the computer time will scale with the cube of the system size (or O(N 3 ) scaling) with the memory scaling with its square. This behaviour tends to limit calculations to systems of tens or hundreds of atoms, with very few passing a thousand atoms.
The cost will also depend on the accuracy required: in periodic systems, the sampling of the Brillouin zone (which reduces with increasing system size); any numerical grid required for integration in real space; the size of the basis set chosen; and which electrons to include (as valence electrons) in the calculation. Particularly for grid and plane wave basis sets, the cost can depend strongly on the element: first row elements and first row transition metals often require a larger basis (the ion core is less screened than for other elements, giving larger kinetic energies).
Larger scale calculations
Where does the scaling of computer effort and memory with number of atoms originate ? The DFT eigenstates extend over all space (in practice, over the whole simulation cell). This spatial extension is responsible for the quadratic scaling of memory with system size 7 , and the cubic scaling of computational effort 8 . Large-scale calculations, and long time-scale calculations, can be performed more quickly using parallelisation: multiple processors are each assigned responsibility for different parts of the calculation. This area is typically known as high-performance computing (HPC), with facilities ranging from powerful workstations (a single machine with several tens of computational cores) to national centres with tens or hundreds of thousands of cores.
There are limitations on the efficiency of parallelisation: certain operations scale poorly with numbers of processors, while other operations require significant communication between processors. The fast Fourier transform (FFT) is used extensively in codes with plane wave basis sets; while exceptionally efficient implementations exist, at large system sizes it often presents a significant bottleneck. The largest calculation to date using standard DFT was demonstated on 100,000 atoms [15, 16] , though just one self-consistency cycle was performed, and the calculation used used 400,000 processor cores; the same real-space code has demonstrated practical calculations on up to 10,000 atoms, but very few DFT calculations go beyond 1,000 atoms. Use of local basis sets can improve performance, largely because operations can be made local in space so that matrices become sparse.
For insulating and semiconducting systems, however, it can be shown that the electronic structure is localised in real-space [17] (this has been referred to as the "nearsightedness" principle [18] ). Since the relevant information for any given point or atom can therefore be confined to a local volume, it should be possible to formulate DFT calculations in a linear scaling, or O(N ), fashion 9 . There are indeed a significant number of linear scaling methods, and several codes that implement these [19] . To date, the largest calculations have been demonstrated on over a million atoms [20, 21] , though the stable, accurate implementation of these techniques is a challenge.
Density functionals
We have so far steadfastly avoided discussions of what density functionals are actually used; here we will give a brief overview of the classes of functional, and their most commonly used implementations. There are many reviews that can be read in this area, and we can only suggest a selection [22] [23] [24] [25] .
The simplest approximation, suggested in the original derivation of DFT [10] , is the local density approximation (LDA), where the exchange and correlation energy is 7 The number of electronic states depends on the number of atoms, and the amount of information in each state depends the volume of the system, which in turn depends on the number of atoms.
8 For most methods, the cubic arises through the need to orthogonalise the eigenstates, requiring an integral which scales with system size alongside the N 2 pairs of eigenstates; local orbital methods that directly diagonalise the Hamiltonian incur the cubic cost in the diagonalisation step 9 It is worth noting that, as seen above, the original principle of DFT, that the ground state energy is a functional of the density, also implies the same scaling; it is the practical calculation of the kinetic energy that prevents the use of the charge density in general; the orbital-free DFT methods seek to address this, building from Thomas-Fermi theory.
written as:
where XC [n(r)] is the exchange and correlation energy per electron for a uniform electron gas of density n(r). The exchange functional can be written analytically, while the correlation functional is fitted to exact results and calculations for the uniform electron gas from accurate methods such as quantum Monte Carlo [26] ; a number of parameterisations exist, such as Ref. [27] . The resulting approximation is quite simple, and surprisingly effective; it is the only approximation possible that depends solely on the density (and thus is a local approximation). However, there are various failures and restrictions associated with this simplicity, discussed in the next section, which have provoked the development of functionals with more complex dependency on the density (e.g. gradients, giving semi-local functionals, etc.). The ultimate aim, the exact functional, can be proven to exist [9] but is not known exactly (moreover, it is not known as the end point of a series of approximations converging systematically [28] ; while it is possible to calculate the exact answer for specific small systems, this is more expensive than solving the Schrödinger equation exactly [29] ).
One of the key members of the field, John Perdew, coined the idea of a Jacob's ladder of functionals [30] , with successive rungs each more accurate 10 . The increase in accuracy proceeds in stages, each of which typically increases the computational cost:
(1) The local density approximation (LDA), depending only on the value of the density at each point in space, n(r) (2) Generalised gradient approximations (GGA), where the functional also depends on the magnitude of the gradient of the density, |∇n(r)| (3) Meta-GGA functionals include the kinetic energy density:
where the sum is over occupied Kohn-Sham eigenstates, ψ i , only (4) Hybrid functionals add some fraction of the exact exchange energy written in terms of the Kohn-Sham orbitals. There are some variants of hybrid functionals that introduce range-separation, where the exchange energy is calculated partly from the exact exchange and partly from GGA exchange (typically this is for solids, where the computationally expensive exact exchange is only used for short-ranged interactions) (5) The final set of functionals introduce a dependency on both unoccupied and occupied orbitals, using approaches such as the random phase approximation (RPA), but these are extremely expensive
There are other additions (notably the van der Waals density functionals discussed below) but these are the key rungs on the notional ladder of accuracy. The functional chosen depends on the type of calculation being performed. Most solid state calcula-tions use a GGA functional (in part because most use plane waves as a basis set, and this makes hybrid calculations very expensive) though Meta-GGA is becoming more common. Many quantum chemistry calculations use a hybrid functional. Some of the most commonly used functionals include: the GGA functional PBE [31] and its variants; the hybrid functionals B3LYP [32] and PBE0 [33] ; the screened hybrid HSE [34] ; and the meta-GGA functionals TPSS [35] and SCAN [36] . The selection and reliability of a functional depends both on the system being studied and, to some extent, the philosophy of the user. Approaches to functional creation include on the one hand ensuring that the functional conforms to known constraints and behaviours, and on the other hand fitting parameters in the functional to databases of accurate existing results. These topics are discussed further elsewhere [24, 37, 38] .
Capabilities and Restrictions
We will briefly discuss some of the successes and limitations of DFT in general, and specific functionals in this section. There are many reviews of this area [22, 23, [37] [38] [39] [40] to which the interested reader is directed. Geometries are almost always better with GGA than LDA, which overbinds (in the solid state, lattice constants are often around 1% too small). The PBE functional [31] which is commonly used for GGA calculations overestimates lattice constants by about the same amount; the PBEsol functional [41] is a recalibration of the PBE functional for solids (losing some accuracy for atomization and total energies).
While electronic structure is often well described, the most well-known issue with LDA and GGA is that band gaps are seriously underestimated. The major contribution to this issue is the self-interaction: the expression for the electrostatic energy of the electrons includes the interaction of each electron with itself. Attempts have been made to create approaches within DFT that correct for this [42, 43] but are often hard to converge and do not improve accuracy significantly. Hybrid calculations, where some exact exchange is included, correct this issue while also improving thermochemistry, at significantly higher computational cost.
The area where much recent work has been directed is that of non-bonding interactions, specifically van der Waals forces. Significant progress has been made with semiempirical methods that add extra forcefield terms to add dispersion [44, 45] . However, significant advances have been made in developing a fully non-local DFT dispersion functional [46] , which has been extensively tested and further developed [47, 48] . There now exist excellent DFT approaches to dispersion forces.
The question of excited states is one we have not yet addressed. The DFT eigenvalues do not have any formal link to measured energy levels (beyond the frontier orbitals) but are often used as an ansatz for them. DFT is a ground state theory: the original theorems only apply to the ground state density, and hence the occupied levels. The most commonly used approach to calculated excited state energies is time-dependent DFT (TDDFT) [49, 50] , while many-body perturbative methods [51] [52] often build on DFT eigenvalues as their starting point. With these methods a wide variety of spectroscopies can be modelled and probed.
Examples of collaboration
While DFT is a powerful method for understanding the properties of molecules and materials, it is much more powerful when work is carried out in close collaboration with experiment. It is relatively easy as a DFT practitioner to create a new structure, phase or material, and to publish the result. It is more informative to select the system or structure on the basis of experimental evidence, narrowing the space of problems, and to provide insight into experimental results that go beyond the resolution or capabilities of experiment.
It is far better, though often challenging, to work in collaboration with experimental groups, with frequent feedback and discussion, giving rise to combined results that exceed what would have been possible for either discipline in isolation. The challenge in this mode of working comes from the investment required to learn about the strengths and limitations of the different techniques, and to understand how the data and insight from one can illuminate and open up the other.
This section concentrates almost exclusively on STM, as this is the technique with which I have mainly engaged. However, of course, there are many experimental techniques that can be addressed with DFT, including: NMR; TEM, especially EELS; photo-emission spectroscopy; inelastic neutron and x-ray scattering; and both IR and Raman spectroscopy, to name some of the most common.
Bismuth on Si(001)
Nanowires have been a topic of intense research recently [53] , and self-assembled nanowires are very attractive from a manufacturing point of view. The structure of the nanowires (or nanolines) that self-assemble on the Si(001) surface following adsorption and annealing of bismuth required considerable time, and a concerted collaboration between experiment and theory, to unravel.
Bismuth is used in semiconductor growth as a surfactant: a material that passivates the surface, leading to flatter, smoother growth [54] . However, it was found experimentally 11 that it has another property on silicon surfaces: it can form atomically perfect nanolines, 1 nm wide and up to microns long [55] [56] [57] [58] , as shown in Figure 1. (We refer to these structures as nanolines rather than nanowires as their gap is larger than that of the surrounding surface.) The initial STM images were taken at elevated temperature, and gave little detail: the basic appearance of a nanoline with two parallel tracks was clear, but the actual width and registry with the substrate was not visible. The initial structures proposed matched these basic facts, but could not explain the key feature of these lines: their extraordinary straightness and perfection. A kink has never been observed in any bismuth nanoline, while defects are very unusual.
The Si(001) surface consists of rows of dimers (pairs of Si atoms bonded together in a surface reconstruction). The model initially proposed for the Bi nanolines [57] used the available evidence, and assumed that two bismuth dimers would replace three silicon dimers, with a vacancy between them. This early model matched the basic observations , and was stable, but had one main problem: there was no mechanism to explain the straightness of the lines. At this stage, the modelling contribution was limited by the available experimental data-the energetics could be calculated, but without more detail on the structure little could be done. level as the Si dimers, but with different electronic properties. Their darkness at low bias suggests that within that energy range they have a lower density of states than the Si dimers and their brightness at higher bias voltages will be due to the extra two electrons in each Bi dimer compared to a Si dimer. Since the density of states close to the Fermi energy is lower than that of the surrounding silicon surface, they should be referred to as quantum antiwires.
The formation process is illustrated by a series of STM images in Fig. 2 . These images are taken from a digital movie recorded using a variable temperature scanning tunneling microscope~JSTM-4500XT!. The sample had previously been exposed to a Bi flux at 633 K, and the movie was obtained at a substrate temperature of 770 K. At the start of the sequence, one line is already present; the sequence in Fig. 2 shows the formation of a second line at a different level and in an orthogonal directions. The black arrow in Fig.  2~a ! indicates a small island. Such islands are common, and are not in themselves necessarily significant. This island, however, grows into a line, whose ends are indicated by the white and black arrows in Fig. 2~c !. Growth proceeded in both directions until, as seen in Fig. 2~d !, one end of the linẽ indicated by a black arrow! met a step down to the next atomic layer; indeed the step had simultaneously grown towards the line by erosion of Si atoms.
We have investigated the structure of the lines by atomistic modeling using tight binding total energy calculations, 7 using the density matrix method. 8 In all calculations, the unit cell was ten layers of silicon deep, with the bottom five layers constrained to lie in bulk-like positions and terminated in hydrogen. The unit cell was one dimer row wide and ten dimers long. Various candidate structu 3. Each of them involves rebonding in that this rebonded structure is favored missing dimer defect, 9 and this is like These original experiments were performed at elevated temperatures to keep the surface clean 12 , reducing the resolution of the imaging. Passivating the surrounding surface with hydrogen [59, 60] revealed that the bismuth lines in fact replaced four silicon dimers, not three, and were situated between the underlying surface dimers. The first model proposed to occupy the space of four dimers [59] suggested two vacancies bracketing a central pair of bismuth dimers, which failed to match the experimentally observed spacing and location of the parallel tracks.
The situation at this point neatly encapsulates one of the major problems for surface science, and condensed matter more generally: there is limited experimental information on a surface reconstruction or crystal structure, and a wide parameter space that could be searched with modelling. In recent years, approaches have been developed to search a wide variety of structures [61] (these methods include high throughput techniques such as the materials genome [62] and random structure searching [63] , and evolving approaches such as genetic algorithms [61] ) but there is little success with or application to surfaces.
We proceeded to use a combination of intuition and modelling constrained by the known properties of the system. The information available was as follows:
• The lines only formed near the Bi desorption temperature, after annealing • The lines persisted after desorption of the remaining surface Bi • No kink was observed in the lines, and almost no defects • The silicon around the lines was defect-free: the lines appeared to exclude defects • The lines replace four silicon surface dimers • The spacing between features in the line was less than the spacing between dimers in the surface
Based on these observations, we sought structures that would be more stable than the simple (2 × n) reconstruction of Bi dimers adsorbed on the surface. We used a linear-scaling tight binding code to explore the stability of possible structures [64] ; the results were approximate but very fast, and enabled large scale calculations (1,000+ atoms) on very modest computational resources (a laptop in the lab), as well as making the rapid testing of many candidate structures almost trivial. Promising candidate structures were refined using DFT; these calculations showed that the tight-binding results were, with one unimportant exception, correct in the ordering of stability of structures.
The structure that was identified as the Bi nanoline [65] is shown in Fig. 3 . It drew inspiration from STM observations of step edges on As-covered Ge(001) surfaces [66] . The model is named Haiku 13 and shows considerable sub-surface reconstruction (with five-membered and seven-membered rings prominent-reminiscent of defects in carbon nanotubes). It fits all the criteria identified for the nanolines.
The ultimate confirmation of the correctness of the structure came when it was discovered that a high flux of atomic hydrogen could remove the Bi [68] . An STM image of the resulting structure is shown in Fig. 4 ; there is a clear difference between the surface and the area left vacant by Bi. Inset into the image is a simulated STM image from DFT of the Haiku structure with Bi replaced by hydrogen atoms; the agreement is remarkable.
Further exploration of the Bi lines has found other detailed features that required more careful collaboration between experiment and theory: a peculiar feature observed in STM with sub-Ångström dimensions was shown to be a Si dimer substituting for a Bi dimer in the line, rapidly flipping between different orientations [69] ; and subtle changes in the appearance of the nanoline with STM voltage was shown to result from electronic coupling between the background silicon and the Bi dimers [70] . In all cases the information available from either experiment or theory was incomplete, and the final interpretation was only possible with careful dialogue and exploration between the two. 
TiSe 2
TiSe 2 is a quasi-two-dimensional material, one of the large family of transition metal dichalcogenides, consisting of a sandwich of a hexagonal layer of Ti between two hexagonal layers of Se, with successive sandwiches loosely bound together by van der Waals forces; this is schematically illustrated in the left-hand side of Fig. 5 . The material develops a charge-density wave (CDW) below ∼200K, which is commensurate with the lattice (somewhat unusually for this class of material). It is not clear whether it is a semiconductor with a very small indirect gap or a semimetal [71, 72] . It can be made superconducting by application of pressure [73] or doping with Cu [74] . These properties make it a very interesting system to study, particularly as it gives considerable opportunity to gain insight into the relationship between the formation and development of the CDW and superconductivity. Using STM and DFT modelling together gives the opportunity to study the correlation between the CDW and the material's electronic structure in real space.
As with all materials, there are defects in the TiSe 2 samples that are grown. Under-W contributions negligible [23] .
B and C is found to be identical to the one in Fig. 1(b) . Figure 2 shows a zoom-in on the STM images of Figs. 1(c)-1(e) with atomic resolution, allowing us to determine the registry of the defects with respect to the crystal lattice in order to compare them to simulated images standing the real-space location of these native defects in TiSe 2 in both the non-CDW and CDW forms will give important points of reference when studying more complex features in the system. Similarly, understanding the defects without the CDW is an important precursor to understanding the effect of the CDW on the defects, and vice versa. The information available from STM alone is not enough to identify defects; using the appearance of the defects and how they change with imaging bias, alongside DFT modelling of likely defect sources, is the only way to characterise the defects.
The right hand side of Fig. 5 (columns A-D) shows the four native defects identified from TiSe 2 samples grown with iodine-vapour transport. The middle row shows atomic resolution STM images of the four defects identified in the samples; most (A-C) were clearest in empty states, or positive sample bias, while one (D) was only seen in filled states, or negative samle bias. From these images, and the likely contaminants or lattice defects, a list of DFT simulations was created. For each of these, after structural relaxation 14 , STM images were simulated at a variety of voltages. The bottom row in Fig. 5 shows the best match for each STM image, while the top row shows a schematic of the proposed defect. Iodine (B) is present because of the growth process, while oxygen (C) is almost unavoidable; the top layer vacancy (A) is likely to come from desorption of Se or I/O substitutional defects following cleaving of the crystal. Ti intercalates (inserts into the van der Waals gaps between layers) during the growth process. The temperature of the growth process controls to some extent the excess levels of Ti incorporated in the crystal, and the defect D is only seen in crystals with Ti self-doping, which coupled with good STM agreement, suggests that this defect is a Ti intercalate. These atomically precise identifications allow future studies to identify the registry of STM images and the underlying substrate.
Cooling below ∼202K induces the formation of the charge density wave in TiSe 2 , which is only visible in STM at biases below ∼0.2V. It takes the form of a (2 × 2) periodic distortion, commensurate with the underlying lattice, with four atoms in the surface unit cell. The unit cell divides into one bright atom and three darker atoms, giving two sites for the defects, labelled 1/4 and 3/4, depending on their relation to the surface atoms. The first three defects identified in Fig. 5 above, A-C, are only slightly perturbed by the presence of the CDW, and can be well described in DFT without the CDW distortion [76] . The Ti intercalate, shown in Fig. 6 , interacts more strongly with the CDW in terms of its appearance. However, despite the doping nature of this defect, it does not disrupt the CDW locally-an important observation in the light of resistivity measurements that show the macroscopic phase transition signature disappearing with Ti self-doping [77] . Overall, these measurements and modelling enabled us to rule out the formation of an incommensurate CDW, and any local change of crystal structure (for instance change from 1T to 2H polytype), and to note that there are different electronic signatures from the defects on inequivalent lattice sites.
ppropriate amount ingle crystals were istine (x ¼ 0) and hese temperatures elf-doping [9, 21] . room temperature scopy (STM) and e pressure below ioned PtIr tips and the sample. The ves were acquired ith a 5 mV bias s performed with e VASP [22, 23] , s [24] in a 28.04 × re used with the change correlation eV. The 1T-TiSe 2 ith the bottom Se ith 1 × 1 × 1 and e Brillouin zone of convergence. The onvergence better ns, a tolerance of s were generated proach in which M is proportional s (LDOS) of the ms in topographic ugh atomic scale on the CDW in y revealed specific r dominant single rint of intercalated FT modeling, we solved with atomic The ability to interrogate, in real-space, the effect of different defects and dopants on the CDW is extremely valuable, and gives new insights into the stability and formation of the CDW, as well as the relation to superconductivity. Addition of Cu, beyond a fractional doping of 0.04, induces superconductivity in 1T-TiSe 2 , with a maximum T C of 4.1K when x 0.08 [74] , with transport measurements showing that the CDW is suppressed as the Cu fraction is increased. However, the location of the Cu atoms and their electronic signature were not known. Using DFT, we were able to predict a likely bias voltage and appearance for the Cu intercalates, shown in Fig. 7 (a) with a structural model in (c). Subsequent STM measurements found this exact appearance, as seen in Fig. 7(b) [78] . We have already established that the CDW maxima are located on Se atoms using native defects; we can now image both the Cu atom location (at relatively high bias, ∼ −1.2V ) and the local effect on the CDW (at low bias), as shown in Fig. 7(d) . In particular, the CDW breaks up into nanometre-scale domains with short-range order, and other areas where the CDW amplitude is reduced. STM shows that areas with high Cu concentration correlate with the reduction of the CDW amplitude-an insight that would impossible without detailed knowledge of the location of the Cu atoms, which in turn was found only by close collaboration between experiment and modelling.
Conclusions
Density functional theory has become ubiquituous in many fields, but is a sufficiently complex technique that some understanding of its basic implementation in modelling packages is vital to successful use. Moreover, modelling on its own is futile, and requires at the very least comparison to experiment, while collaboration is far more rewarding.
I have given a basic outline of the theory behind DFT, as well as discussing some of the issues involved in its implementation. This should highlight the dangers of using it as a black box: many pitfalls lie in wait for the unwary user! By focussing on two key areas of where I have had extensive collaboration with experimental groups, I have highlighted the gains that can come from spending significant time to learn the capabilities and restrictions of different methods. Understanding what can and cannot be done both with an experimental approach and with modelling is highly instructive. I hope to inspire further deep collaborations. 
