Abstract The main contribution of the paper is to employ the financial market network as a useful tool to improve the portfolio selection process, where nodes indicate securities and edges capture the dependence structure of the system. Three different methods are proposed in order to extract the dependence structure between assets in a network context. Starting from this modified structure, we formulate and then we solve the asset allocation problem. We find that the portfolios obtained through a network-based approach are composed mainly of peripheral assets, which are poorly connected with the others. These portfolios, in the majority of cases, are characterized by an higher trade-off between performance and risk with respect to the traditional Global Minimum Variance (GMV) portfolio. Additionally, this methodology benefits of a graphical visualization of the selected portfolio directly over the graphic layout of the network, which helps in improving our understanding of the optimal strategy.
In order to validate our models we perform an empirical analysis where portfolios obtained through network structures will be compared with their analogue GMV. Moreover, the comparison is also extended to the equally weighted portfolio, that has attracted the attention of practitioners, staring with the paper [10] . As a robustness check, the proposed approach is applied using empirical data of three different high dimensional portfolios and by testing alternative rolling windows. A first dataset considers the 266 world's largest banks and insurance companies based on market capitalization. The investment universe of a second portfolio is the same as that of the S & P 100 index. The analysis is also extended to hedge funds, by considering a third portfolio composed of 64 hedge funds downloaded from "Hedge Fund Research dataset ". Furthermore, by means of in-sample and out-of-sample analysis, we investigate the extent to which the networkbased approaches can be used to enhance the portfolio selection process. The results show that the network-based approaches perform very favourably compared not only to its competing approach (global minimum variance), but also to the "equally weighted"strategy. In the majority of the cases, papers [20, 24] . Empirical analyses have shown that the use of improved estimators for moments and co-moments leads to higher out-of-sample performance compared to the sample estimation, see among others [15] . both long-term performances and risk-adjusted measures tend to provide the best behaviour at least for one of the network-based approaches. Furthermore, on average, also lower transaction costs are observed. An empirical evidence of the inverse relation between the average clustering coefficient and the normalized herfindahl index is provided as well. In particular, a higher level of interconnection in the financial market leads to a lower portfolio diversification. The paper is organized as follows. Section 2 is devoted to the description of the asset allocation problem. Precisely, in Subsection 2.1 the classical Global Minimum Variance approach is reminded . The structure of three dependence networks we deal with is explained in Subsection 2.2.1. Furthermore, the formulation of the optimal problem we propose is outlined in Subsection 2.2.2. In Section 3, the description of the datasets and of the empirical procedure used in this paper is reported. Section 4 performs in-sample and out-of-sample analysis for both network-based approaches and classical conventional portfolio strategies. Although the analysis has been developed for all three datasets, for the sake of brevity only the results referred to the first dataset are reported here and all details concerning the other two datasets are provided in the supplementary material. Finally, Section 5 concludes and outlines future research lines.
Asset allocation problems
In this section we describe the asset allocation problems. At first, the classical portfolio model is reported, then a new approach is proposed using network theory, in order to find an optimal solution for the portfolio selection process.
Global Minimum Variance
The classical GMV approach aims at determining the fractions x i of a given capital to be invested in each asset i belonging to a predetermined basket of assets in order to minimize the risk of the portfolio, identified through its variance. In particular, we assume that N assets are available and we denote with R i the random variable (r.v.) of daily log returns. Let r = [r i ] i=1,..,N be the returns' vector observed in a specific time period/window (w) and Σ Σ Σ the variance and covariance matrix between assets estimated in the same period. We denote with σ 2 i the i-th element on the principal diagonal of Σ Σ Σ and with σ 2 p the variance of the portfolio. The strategy, commonly known as GMV, can be defined as:
where e is a vector of ones of length N and x = [x i ] i=1,...,N is the vector of the fractions x i of the initial endowment invested in each asset. The first equation requires that the whole capital should be invested (i.e. budget constraint). Conditions 0 ≤ x i ≤ 1, i = 1, . . . , N exclude the possibility of short selling 2 .
It is worth nothing that the dependence structure between assets plays a crucial role in a portfolio allocation model. Problem (1) measures the dependence through the Pearson correlation coefficient between each couple of firms, as proposed in [23] . In this paper, we aim also at exploiting different kind of dependences. In particular, as described in the next Section, we deal with the interconnections between a specific firm and the the whole investment universe of the portfolio. In addition to classical portfolio theory, a specific strategy that can be considered consists in holding a portfolio having weight 1 N in each component (the so-called equally weighted portfolio (EW)). The EW strategy ignores completely the data and does not require any optimization or estimation procedure.
Portfolio optimization through network approaches
In this section, the portfolio selection problem is tackled within a network framework. The financial market is represented through a network, where assets are nodes and edges accounts for the dependence between returns. The developed investment strategy benefits from the knowledge of such market dependency structure. Unlike the classical global minimum variance model, based on the pairwise correlation between assets, we provide an objective function that takes into account the interconnectedness of the system. As we will see later, this interconnectedness is modelled by means of a specific structural indicator, the clustering coefficient, that considers how much an asset is connected to other assets in the portfolio.
Since our analysis is based on the level of dependence between assets, we propose to explore dependence at different "observation scales". At first, we develop our study by using a classical linear correlation network (we refer, among others, to [30, 12] ). In this case, we will perform a Pearson Correlation network approach (PNA) for portfolio optimization. We also make a step forward and we propose two alternative methods, Kendall Tau network approach (KNA) and Tail dependence network approach (TNA), where we focus on non-linear dependence between assets. First, the construction of the dependency networks will be explained and then the portfolio selection through the network approach will be discussed.
Dependency network
A network G = (V, E) consists by a set V of N nodes and a set E of links (edges) between nodes of V . The edge connecting a pair of nodes i and j is denoted by (i, j); i and j are called adjacent nodes. If ( j, i) ∈ E whenever (i, j) ∈ E, the network is undirected. The degree k i of a node i (i = 1, ..., n) is the number of edges incident to it. G = (V, E) can be conveniently represented through its adjacency matrix A whose elements are a i j = 1 whenever (i, j) ∈ E and 0 otherwise. A network is weighted if a weight w i j ∈ R is associated to each edge (i, j). In this case, both adjacency relationships between vertices of G and weights on the edges are described by a non negative, real N-square matrix W (the weighted adjacency matrix). Moving to our proposal, correlation network is the first case we deal with. Generally speaking, this kind of network belongs to similarity-based class of networks, where a weighted edge represents a similarity (but not necessarily a direct interaction) between the two nodes. Despite a variety of the similarity measures, a widespread choice consists in quantifying the similarity between two elements (nodes) of the system with the Pearson correlation. Formally, a weighted, complete and undirected network G represents the correlations structure, being all assets correlated, with edges' weight equal to the linear correlation between them. Thus, the elements of the matrix W are defined as:
where ρ (R i , R j ) is the linear cross-correlation 3 , which captures the linear relationship between two random variable R i and R j . Furthermore, it is worth pointing out that in our model we consider all correlations between assets, obtaining then a complete structure. Some alternative approaches have been provided in literature, in order to reduce the complexity of the network. The simplest filtered network is a threshold network, where all correlation coefficients lower than a given threshold are discarded. A second class of filtering methods is based on either MST (see [30] ) or PMFG (see [33] ), applied in order to extract only more relevant correlations.
As well-known, linear correlation provides only a partial view of assets' dependence, and several papers provided evidence of non-linear dependence in stock returns, as reported in [14] . Hence, to extend our analysis, we study two alternative dependency networks, with different choices of weights on the edges: Kendall Tau network and Tail dependence network. The Kendall rank correlation coefficient (commonly referred to as Kendall's tau coefficient) is a well-known measure of concordance for bivariate random vectors, while the Tail dependence coefficient provides asymptotic measures of the dependence in the tails of the bivariate distribution. Kendall Tau network is characterized by edges' weights based on Kendall's tau coefficient:
The Kendall's tau coefficient is computed as:
where r i,1 , r j,1 , r i,2 , r j,2 , ..., (r i,n , r j,n ) is the set of n observations of the joint random variables R i and R j in a specific time period. This statistic is typically used to measure the ordinal association between two measured quantities. In other words, it computes the ratio of the difference between the number of concordant pairs and the number of discordant pairs to the total number of pair combinations.
With the Tail dependency network, we consider a weighted and undirected graph where edges' weights are equal to the lower tail dependences between each couple of assets 4 , in order to consider only co-movements in the lower tail of log-returns distributions:
The lower tail dependence is defined as:
where
is the inverse of the cumulative distribution function of random variable R i . Lower tail dependence describes the limiting proportion that one marginal is lower than a certain threshold, given that the other marginals has already fallen below that threshold. The study of tail dependence is an interesting tool in order to quantify the amount of dependence in the tail.
Problem formulation
We enter now into the methodology's explanation describing the optimization problem. For the sake of brevity, we outline the formulation of the problem following Pearson correlation network approach (PNA), but the procedure that can be followed for the other approaches (KNA and TNA) is essentially the same. At first, the matrix Σ Σ Σ can be conveniently normalized by defining a new matrix:
It is easy to observe that Ω Ω Ω = ∆ ∆ ∆ T Π Π Π ∆ ∆ ∆ , where Π Π Π is the correlation matrix and
. Clearly, the element s i considers the contribute of the standard deviation of the returns i with respect to the total standard deviation, computed in case of independence. Indeed, the dependence effect is contained in the correlation matrix Π Π Π . Since variance matrix Σ Σ Σ is positive semidefinite, Ω Ω Ω is also positive semidefinite, as Σ Σ Σ and Ω Ω Ω share the same eigenvalues 5 . Hence, problem (1) can be reformulated as follows:
Being agents (financial institutions e.g. firms, banks, insurances or hedge funds) part of a complex system, where all assets are correlated, if we represent this correlation by means of the Pearson coefficient, then the 4 See Embrechts et al. [11] for a discussion about the concept of tail dependence in financial applications related to market or credit risk. A generalization of bivariate tail dependence, as defined above, to the multivariate case can be found in [34] . 5 By basic properties of the determinants, the eigenvalues of Ω Ω Ω can be obtained by those of Σ Σ Σ by a multiplicative factor:
complete, weighted and undirected network G = (V, E) identifies the correlations' structure, where each pair of nodes/assets i and j is connected by an edge (i, j), in which edges' weights are defined as in (2) . To measure the level of interconnectivity of an asset with the whole system, we use a clustering coefficient. The definition of clustering coefficient, introduced by Watts and Strogatz in [38] , refers to the number of existing triangles around a node respect to the number of potential ones, providing a quantity suitable to account for how the node is embedded into the structure, in terms of connections. This is extremely important in revealing system behaviours, such as for instance contagion propagation, and several papers (see, for instance, [36, 16] ) argue that clustering coefficient is a good measure of systemic risk.
However, being our graph complete, the classic clustering coefficient is not computable and we need to adapt the measure to our framework. The procedure we follow is in line with [25] . Specifically, we modify the adjacency matrix fixing a threshold s ∈ [−1, 1] and defining A s , whose elements are:
A s is the adjacency matrix describing the existing links in the network having weight w i j at or above the threshold s (in this case,
The idea is to capture the mean cluster prevalence of the network looking at a zoom-out level where only the strongest edges (i.e. greater than a given threshold) are visible. Hence, we compute the clustering coefficient proposed in [38] and then we repeat the process, varying the threshold s. The clustering coefficient C i for a node i corresponding to the graph is the average of C i (A s ) overall s ∈ [−1, 1]:
Since 0 ≤ C i ≤ 1, C i is well-defined. Now, we define the N-square matrix C, whose elements are:
Since this matrix accounts for the interconnection level of each couple with the system, instead of measuring classical pairwise correlation, we can interpret it as an interconnectedness matrix.
Proposition 1 Let C be defined as above and H = ∆ ∆ ∆ T C∆ ∆ ∆ . Then C and H are positive semidefinite. If at least a couple of assets k, j exists such that ρ (R k , R j ) < 1, then C and H are positive definite.
hence C is positive semidefinite. Suppose that ρ (R k , R j ) < 1 for a pair of assets k, j. By the definition of matrix A s , a value of the thresholds exists such that as k j = 0. This implies that the edge (k, j) of the corresponding graph is deleted. Considering that the original graph is complete, from (9), C i < 1 ∀i. As a consequence,
2 ≥ 0 ∀x = 0, concluding that the matrices C, and hence H, are positive definite.
The optimal problem (7) can be modified as:
Observe that the objective function is continuous in a feasible compact set, then at least one solution of the problem exists. As in classical GMV, we are considering in problem (12) both volatility of assets and the dependence structures between them. The main difference is due to the use of the interconnectedness matrix in order to consider how much each couple of assets is related to the system. In particular, being C dependent on a network-based measure of systemic risk (i.e. the clustering coefficient), we are implicitly including a measure of the state of stress of the financial system in the time period. As in [23] , when short selling is allowed, we are able to provide a closed form solution given by x= H −1 e e T H −1 e .
Dataset description and empirical protocol
In this section, we perform some empirical applications in order to assess the effectiveness of the proposed approaches. Since the aim is to test the robustness and to avoid data mining bias, we analyse three portfolios with different characteristics, arising from three different datasets.
The first one consists of 266 among largest banks and insurance companies in the world. In particular, we take the greatest firms by market capitalization in the banking and insurance sector. Hence, the dataset contains daily returns of 120 insurers and 144 banks in the time-period ranging from January 2001 to the end of 2017. In addition, we collected daily returns of a second dataset referred to the same time period, that includes 102 leading U.S. stocks constituents of the S&P 100 index at the end of 2017. Both data have been downloaded from Bloomberg [1] . The third portfolio is composed by 64 hedge funds downloaded from "Hedge Fund Research Dataset"and cover the period from 6 01-January-2004 to the end of 2017. Although the analysis has been performed for all three datasets, for the sake of brevity we emphasize here the developments referred to the first one, i.e. banks and insurers, and we provide all details concerning the other two datasets in the supplementary material.
In the literature, several criteria exists in order to evaluate portfolio strategies. In this article, we focus on portfolio diversification, on transaction costs and on risk-return performance measures, as will be explained in the following subsections. All these aspects are investigated through a rolling window methodology, which is characterized by an in-sample period of length n and an out-of-sample period of length h. Results related to diversification and risk-performance measure are obtained, respectively, by means of in-sample and out-of-sample analysis. The data of the first in-sample window of width n (i.e. from t = 1 to t = n) are used to estimate the optimal weights in the first window. Optimal weights are then invested in the out-of-sample period, from t = n + 1 to t = n + h, where the out-of-sample performance is computed. The process is repeated rolling the window h steps forward. Hence, weights are updated by solving the optimal allocation problem in the new subsample, diversification and portfolio turnover are calculated (i.e. using data from t = h + 1 to n + h and discarding the first h observations), and the performance is estimated once again using data from t = n + h + 1 to n + 2h. Repeating these steps until the end of the dataset is reached, we buy-and-hold the portfolios and we record out-of-sample performance in each rebalancing period. In this paper, we mainly consider monthly stepped two-year windows. This choice is a trade off between too noisy and too smoothed data for small and large window widths, respectively. However, in order to test the effect of a different window width n, we also perform a rolling window strategy with an in-sample-period of six months and an out-of-sample period of one month length.
In-sample analysis: diversification and transaction costs
In an in-sample perspective we analyse the obtained portfolios in terms of diversification and transaction costs using, respectively, the modified Herfindahl index and the portfolio turnover. The modified Herfindahl index on a window w (denoted with HI w ) is a normalized version of classical Herfindahl index and it is formally defined as:
..,N stands for the vector of optimal weights on window w. Because it is a normalized version of the classical index, it ranges from 0 to 1, being equal to 0, in case of the EW portfolio (the most diversified portfolio) and to 1 in case of a portfolio concentrated in only one asset. A proxy of transaction costs of a given strategy is the portfolio turnover at window w (ϑ (w)) computed as:
where x i (w − ) and x i (w) are the optimal portfolio weights of the i th asset before and after rebalancing (i.e. according to the optimization strategy) at window w, respectively.
Out-of-sample analysis: performance measurements
In financial framework, risk-adjusted performance measures are used to compare the absolute returns or the relative returns (i.e. excess returns) to the risk taken. In this paper, we examine the performance of the three datasets using the Sharpe Ratio (SR), the Information Ratio (IR) and the Omega Ratio (OR). The Sharpe Ratio is defined as:
where µ p and σ p are respectively the average return and the standard deviation of the optimal portfolio/strategy and µ f indicates the average risk-free rate 7 . This ratio measures the mean excess return per unit of overall risk. Typically, the portfolio with the highest Sharpe ratio is regarded as the best portfolio according to this criterion. We use the Sharpe ratio to rank different portfolios only in case of positive portfolio excess return with respect to the risk free rate. Indeed, in line with the literature, in this case the Sharpe ratio is considered as an appropriate risk adjusted performance measure 8 .
The rationale behind the Information Ratio is similar to that of the Sharpe Ratio, but the average portfolio return is compared with a benchmark portfolio return instead of the risk-free rate. IR is defined as:
where δ = r p − r GMV . r p and r GMV represent the out of sample time series of optimal portfolio returns corresponding to a strategy p and to a GMV strategy respectively. A value of the Information Ratio greater than zero means that strategy p is over performing the benchmark. Since network approaches represent viable alternatives to the classic GMV, a natural choice is to compare our results with GMV strategy. To this reason, we assume GMV as benchmark. Therefore it seems quite natural to measure how much the network-based methodology performs better (or worse) with respect to the classic problem (1). The Omega Ratio has been introduced by Keating and Shadwick in [18] and it is defined as:
where F(x) is the cumulative distribution function of the portfolio returns and ε is a specified threshold 9 . Returns below the specific threshold are considered as losses and returns above as gains. In general, an OR greater than 1 indicates that strategy p provides more expected gains than expected losses. The portfolio with the highest ratio will be preferred by an investor. The OR implicitly embodies all the moments of the return distribution without any a-priori assumption. 7 For the sake of simplicity, we set the average risk-free rate at zero in the empirical analysis. 8 In case of negative average portfolio excess return this measure is not appropriate and different modifications have been proposed in literature (see [35] ). 9 We point out that OR ratio is very sensitive to values of ε which can be different from investor to investor. In the empirical analysis ε is set equal to 0.
Results and discussion
As previously pointed out, the main contribution of this paper to the existing literature is the proposal of a networkbased approach as an effective tool in enhancing the portfolio selection process. As explained in Section 2.2, in order to capture the dependence structure between assets, we test three different approaches (PNA, KNA and TNA) and we provide a comparison, taking as benchmark the GMV approach. For the sake of completeness, the EW strategy is also considered.
Banks and Insurers dataset with monthly stepped two-year rolling windows
We initially focus on Banks and Insurers dataset where returns have been split by using monthly stepped two-year windows. To give a preliminary idea of the network approach, Figure 1 depicts the correlation network obtained in the last window w that covers the period December 2015-November 2017. As previously pointed out, each node represents a firm (bank or insurer) and the weighted edge (i, j) measures the correlation between firms i and j. In Figure 1 , bullets size is proportional to the standard deviation of each firm, providing a visual picture of the contribution of each asset to the matrix ∆ ∆ ∆ . Edges opacity is instead proportional to weights. Hence, it shows the pairwise correlation coefficient between each couple of assets. We worth mentioning that the estimation method applied for the correlation matrix is an important issue in building the financial network. Of course, different estimation methods can be used, such as sample, parametric, shrinkage estimators, to mention a few. However, since the scope of the paper is not to analyse the different estimation techniques, in performing the empirical analysis we use the sample estimation for the three dependence matrices. Building the network-based portfolio selection model with different estimation method is left for a future research. As described in Section 2.2.2, correlation network has been used in order to assess the community structure of each asset by means of a clustering coefficient. Hence, the matrix H can be computed and problem (12) can be solved. We report in Figure 2 the optimal solution of PNA for the same window w that covers the period December 2015-November 2017. In this network representation, size of bullets is instead proportional to allocated weight x * i (w). We observe that the initial endowment is invested in only 26 firms, 10 banks and 16 insurance companies. However, roughly 94% of the total amount is invested in insurers, that, in this time period, are characterized on average by both a lower volatility and a lower clustering coefficient. In particular, it is noticeable the case of two insurers (Nationwide Mutual Insurance Company and One America), that are characterized by the lowest standard deviations between the firms and by a high proportion of negative pairwise correlations (for instance, approximatively 90% of correlations between Nationwide Mutual and other firms is lower than zero). As expected the optimal portfolio is based on a high proportion of the initial endowment invested in these two firms (54% and 17% respectively). Now, we perform rolling network-based approaches by considering 180 sub-samples (i.e. 180 rolling windows) of the initial dataset. By means of the optimal weights obtained by each approach, we are able to compute the portfolio diversification and the portfolio turnover. Moreover, by investing the optimal weights in the out-of-sample periods, we also provide different risk and return measures. Main results are reported in Figure 3 and in Table 1 . Concerning the performance, we observe in Figure 3a that GMV provides the worst behavior in the period under analysis. Although PNA leads to almost the same amount at the end of the period, it always shows a performance higher than GMV, with a significant over-performance in the out-of-sample windows starting in 2006-2007 and since the end of 2009 to the end of 2014. KNA and TNA better catch the dependence structure, leading to an improvement of the performance over the long run. Furthermore, it is interesting to note in Figure 3b that network-based approaches are also characterized on average by a lower turnover. It means that allocated weights have been rebalanced less than GMV approach. In general, a strategy with a high turnover rate increases the costs to its investors. The importance of this index is obviously related to the cost for the turnover. We also aim at making a sort of bridge between an in-sample indicator, the diversification index, and the network index we deal with (i.e. the clustering coefficient). We show in Figure 3c how, on this specific dataset, the optimal network portfolios are more diversified than the GMV one. Moverover, by comparing these patterns with the average clustering coefficients reported in Figure 3d we observe that the higher is the average clustering coefficient the less diversified is the portfolio. This empirical evidence seems reasonable as high average clustering coefficients means high dependence which leads to a lower degree of diversification.
To complete our analysis, we report in Table 1 some basic out of sample statistics and the risk-adjusted performance measures described in Section 3.2. According to the sample statistics, it is often difficult to identify the best strategy. For instance, we observe that in general the network-based portfolios have a higher mean but, at the same time, a higher variance with respect to the GMV. This implies that investors with different risk attitude will prefer different portfolios. To overcome this issue we analyse the risk-adjusted performance measures. The results obtained from Sharpe, Omega and Information Ratio indicate that the two network approaches KNA and TNA overperform the GMV. In particular, the approach, that implicitly includes the lower tail dependences of the bivariate distributions of returns, shows the best performance according to all three risk and returns measures. For the sake of completeness, we provide also the results obtained by using the EW strategy. As observed, this approach leads to a very high volatility without a significant improvement in terms of expected returns. Table 1 : Out-of-sample statistics for Banks & Insurers portfolio with rolling window 2 years in-sample and 1 month out-of-sample. The statistics µ p and σ p are reported on annual bases.
Alternative datasets and different rolling windows
The Banks and Insurers portfolio has also been analyzed considering a different rolling window. In particular, we report main results obtained by using monthly stepped six months windows in Figure 4 and in Table 2 .
Regarding the performances, we observe that all the considered approaches provide worse results when a shorter rolling window is considered. However, also in this case, network-based approaches display a better performance than GMV and EW. Except for the period 2007-2009, we observe indeed a significant over-performance with respect to classical strategies. Furthermore, it is interesting to note that the different kind of dependence structure does not affect the performance in a significant way. This is partially justified by the similar pattern over time of the three alternative dependence measures we deal with. Indeed, it could be noticed in Figure 4d how the clustering coefficients derived by Pearson and Kendall networks are almost overlapping. Also the clustering coefficient, based on lower tail dependence, is closer to the other ones than in the case of a two-years rolling window. We also observe that reducing the width n of each window, we obtain clustering coefficients more stable over time and, when non-linear dependence is taken into account, higher, on average, than the previous case. As expected, these specific behaviours lead to a lower diversification (see Figure 4c) . Furthermore, it is confirmed that networkbased approaches tend to provide on average lower costs related to the portfolio turnover. Concerning Table 2 , we have already underlined that, in case of negative excess returns, the Sharpe ratio is not an appropriate measure for ranking the portfolios. Hence, in Table 2 the Sharpe ratio is not reported and the portfolios are compared only in terms of OR and IR. Both risk-adjusted performances confirm the over-performance of the three network-based portfolios, with a very close behaviour, with respect to both GMV and EW. Furthermore, as a consequence of Figure 4a , the Omega Ratio is lower than 1 because the expected gains are lower than the expected losses.
As already pointed out, the choice of the rolling window has a significant effect on the results. In this specific dataset, a shorter width n seems not able to catch the differences in terms of dependence structure between the time periods. We notice that the lower diversification and the greater turnover do not appear as optimal solutions in this case, leading to worse performances with respect to Table 1 for all the strategies. These findings are in line with the results provided in [7] , where the authors, through empirical analysis, conclude that the best results for equities portfolios are obtained when the length of the in-sample window ranges between 1 year and 2.5 years. Now, we summarize main insights observed on the other two datasets (S& P and Hedge Funds) we have explored 10 . The results obtained in case of the S&P 100 portfolio are in line with the previous dataset. In particular, independently from the rolling window strategy used, the network-based portfolios have higher out-of-sample performances than the benchmark one (GMV). It is noteworthy that, in this dataset, we obtain the highest average return by applying the EW strategy that does not depend on data. However, despite the best performance, EW is also characterized by a very high volatility and a by the lowest negative skewness. Hence, according to all three risk-adjusted measures, EW strategy appears as the worse choice. Results are less affected by the width of the rolling window. However also in this case, a longer in-sample period (2 years) leads to best performances and to higher values of the risk-adjusted measures.
As regard to the hedge fund portfolio, we obtain slightly different results. The width n of the rolling window strategy is still important but differently to the equities portfolios, better results are obtained for shorter in-sample periods (i.e. six months). The effect of n is in line with the results derived in [15] . However, also for this dataset, the network-based approaches over-perform the GMV strategy, in terms of both average performance and risk-adjusted measures. Finally, it is noticeable that the EW strategy appears as the best solution when a two-year rolling window is considered.
Conclusions
In this paper the portfolio selection problem is tackled by means of a network perspective. This work proposes the use of the network topology to catch the interconnectedness of each asset and to provide meaningful insights in portfolio selection process. In particular, we define a new optimal problem that considers both the individual volatility of each asset and how much each node is embedded in the system. The latter issue is caught by means of a local clustering coefficient. Being this coefficient widely recognized in the literature as a network-based measure of systemic risk, we are implicitly including a measure of the financial distress of the system. Hence, the proposed approach extends classical GMV strategy by considering a dependence structure based on correlation network, which is different to the classical pairwise linear correlation. Additionally, we develop similar approaches by also considering alternative dependence measures. In this way, we provide a view of assets dependence at different observation scales by also including the effect of non-linear dependence in stock returns. To test the robustness of our approaches, a numerical analysis, based on different dataset and alternative rolling windows, has been performed. The results obtained are promising, and show that the use of network-based portfolios, in the majority of the cases, leads to higher out-of-sample risk-adjusted performances compared to the global minimum variance and to the equally weighted portfolios. The results obtained encourage the develop of further research, on incorporating and extending the use of network theory on portfolio selection models. We believe that the network approach considered in this paper can be extended to the so called Smart Beta strategies such as equally risk contribution and maximum diversified portfolio, proposed in [21] and [9] respectively, where, instead of the covariance matrix, the dependence structure matrix of the network can be used. Moreover, it is evident that the estimation method of the dependence structure used to build the network plays an important role. To this end, it is interesting to understand and analyse the impact of different estimation methods on the network-based obtained portfolios. We argue that the proposed network-based portfolio selection model could be a valuable contribution to the growing literature on high-dimensional portfolio allocation analysis.
