The allometric hypothesis which relates the shape (y) of biological organs to the size of the plant or animal (x), as a function of the relative growth rates, is ubiquitous in biology. This concept has been especially useful in studies of carcass composition of farm animals, and is the basis for the definition of maintenance requirements in animal nutrition.
Introduction
The relationships between the structural components of plants and animals are constrained by their physical environment. For example, the legs of an animal must have 478 A. B. Pleasants, G. C. Wake and A. L. Rae [2] a certain minimum bone diameter if they are to support the animal of a given weight. In effect this means that the relative proportions of the structural components must change as an organism grows if functionality is to be preserved. Other examples relate the surface area of animals to their volume, the relationship being constrained by the physical problems of heat loss. This is the principle of allometry formulated by Huxley [7] , and elaborated upon by Gould [6] , and Sprent [15] . The allometric hypothesis in its simplest form implies that the relative growth of an organ or a part is in constant proportion to the relative growth of the organism or the whole. That is,
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where k is the dimensionless constant of proportionality called the maturity.
The part variable (v) is usually called the shape variable, and the whole variable O) is called the size variable. Allometry was first used to study the way the shape of organs changed as the size of the organism increased when the relationship between the relative growth rates described by equation (1) held.
Recently the allometric hypothesis has been used to study changes in the carcass composition of farm animals for the meat production (Murray and Slezacek [13] ; Jury et al. [8] ; Kirton et al. [10] ). There are commercial advantages to the manipulation of carcass components to emphasise the production of lean meat and reduce the production of fat.
To assist this study, changes in carcass composition which result from nutritional or environmental effects need to be distinguished from changes due to differences in the relative growth rate of carcass components as the animal ages and grows larger. The allometric hypothesis describes a suitable model for changes in the relative weight of different carcass components as the size of animal increases. For example, if the weight of fat in carcass was of interest fat weight would increase in proportion to the increase in carcass weight according to the allometric relationship expressed in equation (1) . That is, in terms of the original allometric formulation fat weight acts as a shape variable and carcass weight is the size variable.
Measurement of carcass components which deviate from the relationship between component weight and animal size expressed by the allometric hypothesis can be investigated for the influence of nutritional or environmental effects. This makes the allometric hypothesis an attractive basis for statistical models to study carcass composition.
The allometric relationship between carcass components and carcass size may not be constant over the life of the animal, but depend on the maturity of the animal (Butterfield et al. [3] ). Bone matures early and fat tissue matures late. Thus Lohse et al. [12] showed that piecewise log -log regressions provided better fits for some [3] The allometric hypothesis 479 tissues than a single log -log regression, since the allometric coefficients changed as the maturity of the tissue changed. However carcass studies involving slaughter of the animal have measurements that can only be made at one point in time. So changes in shape due to changes in size are inferred on the basis of comparisons between different animals at different sizes (size allometry), rather than comparisons between the same animal at different sizes (growth allometry). Size allometry reqires consideration of between animal variance as well as within animal variance in the allometric hypothesis.
If the independent size variable (x) is random then equation (1) is a stochastic differential equation There are additional considerations in the solution of stochastic differential equations not present in the deterministic case.
The Ito and Stratonovich calculus considers the evolution at a random value of the independent variable. In this problem we address the issue of finding the expected value of y at the expected value of x.
The problem is illustrated in Figure 1 . Here it can be seen that equivalent fluctuations about a given value of the independent variable x = x* do not produce identical fluctuations about the value of the response variable y = y* mapped by x*. That is in Stochastic differential equations may be handled using the Ito or Stratonovich available at https://www.cambridge.org/core/terms. https://doi.org/10.1017/S0334270000000813 calculus (Gard [5] ). These methods consider the evolution of the state equation under random perturbations, and could be applied to the stochastic allometric equation we have defined. However, many biological applications are interpreted through estimates of the shape variable (y) at the expected value of the size variable (x). For example in studies of the evolution of carcass composition by serial slaughter animals slaughtered at different values of the size variable are randomly chosen to represent the mean of the population of interest. In this paper we address this problem of finding an equation for the evolution of shape (y) as the expected value of the size variable (x) changes while the allometric relationship defined by equation (1) holds.
When the relationship between the random variables is a differential equation the asymmetry in the response variable due to symmetric fluctuations in the independent variable (as in Figure 1 ) will lead to an expected evolution of the stochastic equation which is different to the evolution of the deterministic form. It is important to emphasise that the random elements of x affect the evolution of the equation.
The goal of most serial slaughter experiments is to estimate the evolution of the response (y) as the population mean of the size variable (x) evolves through time. However, as noted the deterministic solution of equation (1) will not give this relationship when the size variable is random due to the symmetry of the response to random fluctuations in the size variable. Similar problems arise in many aspects of biology where the allometric hypothesis (and alternative formulations) have been used.
We emphasise that we are considering estimates of the parameters of the allometric equation as they are defined by the differential equation (1) when the size variable is random. In this case the uncertainty associated with the size variable (x) interacts with the evolution of the equation in an asymmetric way as illustrated in Figure 1 . Therefore the estimates of the parameters found by adding random error to the solution of the deterministic differential equation (1) are not the estimates of the parameters of equation when this equation is stochastic, that is, a different statistical model is involved.
This paper considers the estimation of the parameters of the allometric equation (1) when the size variable is random. We derive a solution of the stochastic allometric equation which gives the value of the part variable (y) at the expected value of the size variable (x).
The stochastic allometric equation and its solution
The independent variable time can be eliminated from the relative growth rate equation (1) to relate the change in the shape and size variables, that is,
dx x available at https://www.cambridge.org/core/terms. https://doi.org/10.1017/S0334270000000813
[5]
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This equation is easily solved by separation of variables to give
where C is the constant of integration. This expresses the well-known power law of allometry. In fitting this relationship to data it is usual to use the logarithm of both variables and fit the linear equation
with appropriate errors at the data points (Xj, y t ), i = 1,2,... , n.
To derive the solution of equation (2) when the size variable is stochastic we proceed as follows.
We expand equation (2) in a series about the expected value fj. of x. We write 
where we have neglected the next term (which involves d 3 y/d(i 3 ) and those that follow. Using-this in equation (6) we obtain the modified allometric differential equation
with solution (obtained again by separation of variables)
It is clear from equation (8) that the degree of bias associated with treating the differential equation (2) as deterministic, when however the size variable is random, depends on the size of the maturity coefficient k, and the square of the coefficient of variation (cx/fi) of the size variable. When the coefficient of variation is small then there will be little bias and the deterministic allometric equation will usually be an adequate description. However, as noted, when size allometry is used, the variance between animals will increase the coefficient of variation, and the bias in the estimation may be substantial.
Estimates of the parameters in the allometric equation from data
We will consider the least squares estimation of the parameters in the allometric equation. These are the coefficients of the maturity (k) and the constant of proportionality (c), from data. available at https://www.cambridge.org/core/terms. https://doi.org/10.1017/S0334270000000813 [7] The allometric hypothesis 483
Additive Errors The statistical model for the allometric hypothesis under additive errors when the size variable is not stochastic is
and when the size variable is stochastic v, = cx k exp ["-*(*-1)(* -2)a 2 /4x 2 l + e,.
The estimate of c form equation (10) Hence
To show the estimates of k from equation (9) equal the estimates of k from this equation we need to show that the expression
This last statement is clearly true. Hence k = k' and the estimate of the maturity k, ignoring the stochastic nature of the size variable will be unbiased. (3) when the errors are assumed to be multiplicative, is usually carried out by taking logs of the shape and size variables, then estimating the coefficient by ordinary linear regression.
Multiplicative errors Estimation of the parameters of the allometric equation
Thus
and
for a minimum. Hence Inc = \ny -k\ny + ]Tk(k -l)(ifc -2)q/n, and so where y, x are the geometric means of y, and x t (i = 1,... , n) respectively. Thus the bias in the coefficient of proportionality (c) is the same under both multiplicative and additive models.
The least squares estimate of the maturity k under the multiplicative model remains biased by an amount Clearly fitting the traditional allometric equation (7) will give unbiased estimates of c and k whenever k equals zero, one or two.
Obtaining unbiased estimates for the stochastic allometric equation
Unbiased estimates of the integration constant c and the maturity k can be found by available at https://www.cambridge.org/core/terms. https://doi.org/10.1017/S0334270000000813 [9] The allometric hypothesis 485 fitting equation (10) in the case of additive errors, or for multiplicative errors the equation
where
. Difficulties in estimation may result if the range of x is restricted causing a high correlation between lnx, and l/(xf). In this case principle components regression may be employed to obtain stable regression coefficients. Transformation of the principle component regression coefficients back to the original scale will give unbiased estimates of c and it (Wonnacott and Wonnacott [17] ). 
Example
The data in Table 1 are simulations of fat and carcass weight measurements of lambs from an investigation by Butler-Hogg [2] . The simulation was for an allometric relationship between fat and carcass weight with integration constant c = 0.05kg and maturity k = 1.5. Carcass weights were simulated from a normal distribution with a standard derivation of 1.5kg, thought to model the variance associated with size allometry. The error structure was additive. Using least squares to estimate the coefficients of equation (3) using log -log regression yields estimates of c = 0.09 and k = 1.27. Failure to account for the random nature of the size variable has biased the estimate of c by 60%. The bias in the parameter k is mild.
Fitting the regression equation (9) produced estimates of c = 0.04 and k = 1.52, very close to the figures used to construct the simulation, suggesting that unbiased estimates of the parameters of the allometric equation when the size variable is random can indeed be obtained from equation (9).
Discussion
The relationship between the shape variable (y) and the expected value of the size variable (x) in the allometric equation (1) is different from the deterministic case when the size variable is uncertain. The difference depends on the magnitude of the maturity (k) and the magnitude of the coefficient of variation (<r In many studies the allometric equation is used as an empirical model to test statistical hypotheses, that is, the log-log model is fitted to data. Interpretation may not depend on the allometric hypothesis as defined by equation (1) . In such circumstances there is no problem with this procedure. However, if the interpretation of the analysis does depend on the relationship expressed in equation (1) and (2) the issues raised in this paper should be considered. For example, biological inferences may be drawn from estimates of maturity (k) which are less than or greater than 1. This infers that the part is changing slower than, or faster than, the size. Incorrect conclusions may follow if the wrong model is used to settle such a question.
The allometric principle has become the basis for describing changes in carcass composition (fat, bone, lean), as carcass weight increases (Butler-Hogg [2] ; Seebeck [14] ; Korver et al. [11] and Blaxter [1] ). When this description is extended to computer models then the predictive value of allometry becomes important. In this respect the changes of the allometric state equation due to a random size variable will have an influence, especially if extrapolation occurs. For example, a coefficient of variation of 30% in the size variable will result in the fat content of the carcass being underestimated by 10%. When parameters are determined on the basis of the [11] The allometric hypothesis 487 size allometry, and predictions are made from the mean of the data estimating the coefficient, then the errors of prediction will be large and bias in the model predictions will increase. The allometric hypothesis, or its derivatives are the basis for carcass composition models discussed by Emmans [4] , Keele et al. [9] and Williams et al. [16] . This work shows that a correction needs to be made to account for the stochastic nature of the size variables if predictions from such models are to be accurate, especially at the extremes. Derivatives of the allometric hypothesis such as the model discussed by Emmans [4] need to be examined to find the consequences of stochastic size vairables on the predictions that they make.
When an estimate of the variance of the size variable is not available, including an independent variable in the regression based on the reciprocal of the square of the size variable will allow unbiased estimation of the parameters of the allometric equation. However care should be taken because problems of multicollinearity may arise if the range of the size variable in an experiment is small. Use of principle component regression may be advised if this occurs.
The allometric hypothesis is a valuable concept for studies of carcass composition in farm animals. This paper has developed modifications to the allometric state equation when the size variable is random. This should assist the accuracy of theories of carcass composition based on the allometric hypothesis.
