Disordered domains and high surface charge confer hubs with the ability to interact with multiple proteins in interaction networks  by Patil, Ashwini & Nakamura, Haruki
FEBS Letters 580 (2006) 2041–2045Disordered domains and high surface charge confer hubs with the
ability to interact with multiple proteins in interaction networks
Ashwini Patila,b, Haruki Nakamuraa,*
a Institute for Protein Research, Osaka University, 3-2 Yamadaoka, Suita, Osaka 565-0871, Japan
b Department of Biology, Graduate School of Science, Osaka University, Japan
Received 6 January 2006; revised 24 February 2006; accepted 2 March 2006
Available online 10 March 2006
Edited by Takashi GojoboriAbstract We investigate the structural properties of hubs that
enable them to interact with several partners in protein–protein
interaction networks. We ﬁnd that hubs have more observed
and predicted disordered residues with fewer loops/coils, and
more charged residues on the surface as compared to non-hubs.
Smaller hubs have fewer disordered residues and more charged
residues on the surface than larger hubs. We conclude that the
global ﬂexibility provided by disordered domains, and high sur-
face charge are complementary factors that play a signiﬁcant
role in the binding ability of hubs.
 2006 Federation of European Biochemical Societies. Published
by Elsevier B.V. All rights reserved.
Keywords: Protein–protein interactions; Interaction networks;
Hubs; Disordered regions; Surface charge1. Introduction
Protein–protein interaction networks are characterized by
the presence of a few highly connected nodes called hubs [1–
3]. Hubs can interact with their partners either simultaneously
to form a complex, or at diﬀerent times and locations, connect-
ing various biological modules in the network [4]. Given their
ability to interact with multiple partners, it is not surprising
that hubs play a central role in all biological processes of the
cell by deﬁning the properties of the interaction network [5].
However, the structural properties that give hubs the ability
to interact with multiple partners, and diﬀerentiate them from
non-hubs, are as yet unexplored.
Intuitively, ﬂexibility or the ability to fold into an ensemble
of conformations may be an important property required by
hubs to bind multiple proteins. This ﬂexibility can be mani-
fested in two forms: (1) local ﬂexibility in the form of a large
number of loops/coils, in a folded globular protein, that take
on the appropriate conformations required to bind multiple
partners, or (2) global ﬂexibility in the form of unrestricted
movement allowed by the presence of one or more disordered
or unfolded regions which have no tertiary structure with little
or no secondary structure [6]. Loops diﬀer from disordered re-Abbreviation: PDB, Protein Data Bank
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conformation of the protein [7].
Disordered regions have been previously found in several
proteins associated with cancer and cell signaling [8,9]. Some
of these include hubs, like the tumor suppressor Breast can-
cer type-1 susceptibility protein (BRCA1) with a large cen-
tral disordered region that acts as a binding domain and a
ﬂexible linker [10], and the cyclin-dependent kinase (cdk)
inhibitor p21Waf1/Cip1/Sdi1 with a region that undergoes a dis-
order-to-order transition by folding into a stable conforma-
tion on binding its target [11]. However, Liu et al. have
reported that proteins with ‘loopy regions’ or those with
no secondary structure (NORS) had ‘slightly more’ interac-
tion partners than non-NORS proteins [12]. Hence, it is
not clear whether the ﬂexibility that hubs need comes from
loops in folded structures or extended conformations in dis-
ordered regions.
Not all hubs have large ﬂexible regions that may help them
bind diﬀerent proteins. The degradation tag protein, Ubiqui-
tin, is a small hub without a known disordered region as is
the electron transport protein, Ferredoxin. But both have
highly charged surfaces. Charged and polar residues on the
surface of proteins at binding interfaces are known to contrib-
ute to binding speciﬁcity and complex stabilization, as well as
promiscuous binding [13,14]. Hence high surface charge is
likely to aﬀect the binding ability of hubs.
In this study, we attempt to identify general structural ten-
dencies in hubs that facilitate their binding to multiple proteins
and ﬁnd some distinctive characteristics that diﬀerentiate hubs
from non-hubs. Speciﬁcally, we look for enrichment or deple-
tion of disordered regions, loops and high surface charge in
hubs as compared to non-hubs.2. Materials and methods
2.1. Data set
All interactions were taken from the Database of Interacting Pro-
teins (DIP) (July 2004) [15], and IntAct (March 2005) [16]. Interactions
from high-throughput experiments were ﬁltered for likely true positives
[17]. Secondary structure assignments were calculated using DSSP [18].
Protein sequences were clustered at 50% sequence identity using CD-
HIT [19]. Proteins with more than ﬁve interactions were considered
as hubs, while those with one interaction are considered as non-hubs
[1,4]. Non-hubs with two to ﬁve interactions were eliminated from
the analyses to reduce the number of false positives. This resulted in
a total of 1662 hubs and 4120 non-hubs with an average sequence iden-
tity of 26.5% (e-value = 108) within each group. Of these, 222 hubs
and 425 non-hubs had structures in Protein Data Bank (PDB) [20]
(Supplementary Tables 1 and 2).blished by Elsevier B.V. All rights reserved.
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Observed disordered residues. These were calculated for proteins with
structures in PDB using: (1) residues with missing electron densities,
indicated in ‘REMARK 465’ in the PDB ﬁles, from X-ray crystal struc-
tures having a resolution of at least 2.5 A˚ in regions havingmore than 10
consecutive residues, and (2) residues with no known structure to
account for disordered regions removed during target selection or puri-
ﬁcation prior to structure determination due to their inability to fold.
Predicted disordered residues. Disordered residues were predicted for
all protein sequences using DISOPRED2 with a false positive rate of
5% [21]. To further reduce the false positive rate, only those residues
that were part of predicted disordered regions of length 30 or more were
considered, since these are optimally recognized by DISOPRED2 [21].
Loops. Residues in loops were identiﬁed based on the secondary
structure assignments of DSSP as: (1) those that were not assigned
as a helix (H), 310-helix (G) or b strand (E) to account for rigid loops
having limited ﬂexibility, and (2) those with missing electron density in
segments of less than 10 consecutive residues, in X-ray crystal struc-
tures having a resolution of at least 2.5 A˚, to account for ﬂexible loops
or wobbly domains.
Fractions of disordered residues, and those in loops, were calculated
over the length of the protein.
Charged residues on the surface. These included all the charged res-
idues (Arg + Lys + Glu + Asp) in the protein structure with a solvent
accessible area greater than 60 A˚2, as given by DSSP. We calculated
the fraction of charged residues on the protein surface over the total
number of residues on its surface.
Amino acid propensity. The propensity for each amino acid was cal-
culated as the fraction of the amino acid in all the residues of 1662
hubs and 4120 non-hubs and the surface residues for 222 hubs and
425 non-hubs, to obtain the relative diﬀerence in propensity between
hubs and non-hubs for each amino acid.
2.3. Statistical methods
We calculated themean or the average for the test values of each char-
acteristic listed above for hubs and non-hubs and used the diﬀerence in
their means as our test statistic. Since the population distribution was
not Gaussian, we calculated the 95% conﬁdence intervals (CI) for the
means using the standard error of means (SEM) [22]. We used random-
izationwithout replacement to calculate the signiﬁcance of the diﬀerence
in means, or the P-value [23] (Refer Supplementary Materials).3. Results
3.1. Hubs have more disordered residues
Fig. 1 shows the diﬀerences in the means of several charac-
teristics of hubs and non-hubs. We ﬁnd that on an average,Fig. 1. Mean percentage of residues found in loops/coils, observed disordered
structures of hubs (gray) and non-hubs (white). Error bars denote the upperhubs have 28.32% more observed disordered residues
(p = 0.0022). Hubs also have a higher percentage of predicted
disordered residues at 26.29% (p = 0.0002). Surprisingly, hubs
have 14.30% fewer residues in loops than non-hubs
(p = 0.0046). This implies that the disordered regions have a
greater impact than loops on the binding ability of hubs.
The diﬀerence in the amino acid propensities of hubs and
non-hubs based on their amino acid sequences is shown in
Fig. 2. Hubs have more charged and polar residues while
non-hubs have more hydrophobic residues. Residues like
Glu, Lys, Ser, Gln, which are commonly found in disordered
regions of proteins, are enriched in hubs. On the other hand,
Trp, Cys, Phe, which are commonly found in ordered regions,
are enriched in non-hubs [24]. Disordered regions are known
to be characterized by a high net charge and a low mean
hydrophobicity [25]. Hence, we conclude that hubs have more
disordered residues than non-hubs.
However, we do not ﬁnd any correlation between the num-
ber of interactions and the percentage of predicted or observed
disordered residues in hubs (Pearson’s correlation coeﬃcient,
r = 0.020 and r = 0.067, respectively).
3.2. Hubs have more charged residues on the surface
As shown in Fig. 1, we ﬁnd that hubs have 6.81%
(p = 0.0018) more charged residues on the surface than non-
hubs. In Fig. 2, the diﬀerence in the amino acid propensities
of the surface residues of hubs and non-hubs shows hubs en-
riched in charged residues as compared to non-hubs. These
observations implicate high surface charge as a factor aﬀecting
the promiscuity of hubs.
We also ﬁnd that hubs with fewer observed disordered resi-
dues have more charged residues on the surface. Hubs with less
than 10% disordered residues have an average of 49 charged
residues on the surface as compared to the average 42 charged
residues on the surfaces of hubs with more than 10% disor-
dered residues (see Fig. 3A). This suggests that in the absence
of disordered regions, a higher surface charge may help hubs
bind multiple partners. Not surprisingly, most of the hubs with
less than 10% disordered residues are small proteins. Almost
50% of the hubs with less than 10% disordered residues are
shorter than 250 residues as compared to 16% of those withresidues, predicted disordered residues and charged surface residues in
and lower 95% conﬁdence intervals of the means.
Fig. 2. Diﬀerence in amino acid propensities of all residues (gray) and surface residues (white) of hubs and non-hubs with positive values showing
enrichment of amino acids in hubs and negative values showing enrichment of those in non-hubs.
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that in small hubs, where disordered residues tend to be few
or absent, higher surface charge plays a more dominant role
in the binding ability.
We conclude that disorder and surface charge are comple-
mentary characteristics that help hubs form multiple interac-
tions. The eﬀect of disordered domains is the dominant
factor, especially in large hubs. In small hubs with few or noFig. 3. (A) Average number of charged residues on the surface of hubs
and non-hubs. Error bars denote the upper and lower 95% conﬁdence
intervals of the means. (B) Distribution of diﬀerent categories of hubs
with respect to their length.disordered domains, the eﬀect of high surface charge is domi-
nant.4. Discussion
Hubs control the properties of a protein–protein interaction
network through their ability to interact with multiple partners.
We identify the structural properties of hubs that facilitate this.
We ﬁnd that hubs have more disordered residues than non-
hubs. This is further corroborated by the observation that
hubs have a higher propensity for disorder promoting residues
like Glu, Lys, Ser, Gln and a lower propensity for order pro-
moting residues like Trp, Cys, Phe, Leu. Surprisingly, we do
not ﬁnd Proline as prevalent in hubs as expected [26]. The abil-
ity of Proline to prevent the formation of secondary structures
may hinder the disorder-to-order transition that several hubs
undergo on binding their target proteins resulting in its low
propensity. The global ﬂexibility provided by disordered re-
gions, or domains, in hubs appears to have a greater impact
on their binding characteristics than the local ﬂexibility in
the form of loops in folded structures.
The presence of disordered domains can provide various
advantages to hubs, including global ﬂexibility and induced
folding [27], increased speed of interaction [28], and tight reg-
ulation through rapid turnover [6]. The disordered domain in a
hub may be the binding site with diﬀerent induced folding
states depending on the target as seen in the N-terminal disor-
dered domain of the transcription factor p53 [29], or a ﬂexible
linker that joins two ordered globular domains allowing them
to move freely with respect to each other, as illustrated by the
central disordered domain of Ca2+ bound Calmodulin [30] (see
Fig. 4). Indeed, several hubs with disordered domains have
been discussed by Dunker et al. [31].
We do not see any correlation between the fraction of disor-
dered residues and the number of interactions in hubs. It is
possible that there is no correlation between them. A protein
with one or more disordered domains may have the ability
to bind multiple partners but the number of its interaction
partners may depend on other factors like cellular localization
and expression levels. The other reason for this lack of corre-
lation could be that our data set is not exhaustive in terms of
Fig. 4. (A) Ca2+–Calmodulin complex (1EXR). (B) Ca2+–Calmodulin complex bound to calmodulin-dependent protein kinase II-alpha (blue)
(1CM1). (C) Ca2+–Calmodulin complex bound to myosin light chain kinase (blue) (2BBM). Ca2+ binding domains of calmodulin are shown in green,
ﬂexible linker in red and Ca2+ in gray.
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residues may include those that do not have a structure in
PDB because they are not of considerable interest or signiﬁ-
cance, while missing those in complex structures that have ac-
quired a stable conformation on binding a target. Also,
limiting the predicted disordered residues to those in regions
of at least 30 consecutive residues eliminates shorter disordered
regions.
Apart from disordered domains, we show that high surface
charge is the other important characteristic of hubs that is
likely to have an impact on their binding ability. We also show
that disorder and high surface charge are complementary fac-
tors in hubs, with high surface charge having a dominant eﬀect
on the binding ability in the absence of disordered domains. In
the case of small hubs with few or no disordered domains, sur-
faces may be characterized by very high charges to allow multi-
ple interactions (Supplementary Fig. 1).
Undoubtedly, structural properties are not the only ones to
play a deﬁning role in the ability of a hub to interact with mul-
tiple partners. Other important properties such as the localiza-
tion of the protein and its possible targets in the cell, the
regulation of their expression and degradation, and the bind-
ing aﬃnity of the diﬀerent targets will also have a large impact
on the number of proteins it interacts with.
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