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Abstract
In this paper, we present a time-splitting and space–time adaptive wavelet scheme for solving Schrödinger equations with a small
Planck constant. The scheme is stable and it can overcome high-frequency pseudo-oscillation of the solution. The concrete steps
and numerical experiments are also given.
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1. Introduction
Schrödinger equation is originated from quantum mechanics, which has been applied widely in various ﬁelds of
science and engineering such as quantum theory, optics, electromagnetic wave theory, information and communication.
Studying the Schrödinger equation by numerical methods is a very important subject.
In this paper, we mainly study the time-splitting and space–time adaptive wavelet scheme for general Schrödinger
equations with a small (scaled) Planck constant (0< >1):
iut +
2
2
u − V u − f (|u|2)u −  arg(u)u = 0, t > 0, x ∈ Rd ,
u(x, 0) = u0(x), x ∈ Rd , (1)
where V = V (x) is a given real-valued electrostatic potential, f is a real-valued smooth function, 0 is a constant
relaxation rate, u = u(x, t) is the (complex-valued) wave function and arg(u) is the main argument of u. Some
primary physical quantities, such as the position density n and the current density J  can be computed from the wave
function u:
n(x, t) = |u(x, t)|2, J (x, t) =  Im(u(x, t)∇u(x, t)). (2)
Here a¯ denotes the complex conjugation of a.
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Thegeneral formof (1) coversmanySchrödinger equations arising in different applications. For example,whenf ≡ 0
and = 0, (1) reduces to the linear Schrödinger equations; when V ≡ 0, f ()= and = 0, it is the cubic nonlinear
Schrödinger equation (called the focusing NLS if < 0 and the defocusing NLS if > 0); when V (x) = (w/2)|x|2
with w> 0 a constant, f () =  and = 0, it is related to Bose–Einsten condensation (Gross–Pitaevskii equation, cf.
[6]). For > 0, the equation can be rewritten as current-relaxed quantum hydrodynamical system for  and J  (cf.
[8,9,11]).
The paper is organized as follows. In Section 2, we brieﬂy review the construction of wavelet orthonormal basis
through multiresolutions. In Section 3, we present the time-splitting and space–time adaptive wavelet scheme for
Schrödinger equation. The concrete steps and stability of the scheme are given. In Section 4, numerical experiments
are presented.
2. Wavelets and multiresolution approximations
Since wavelets were introduced in [14] and [12], they have developed rapidly. Now wavelets have vast applications
in the numerical approximation for differential and integral equations. Because of the locality of wavelets in the space
and frequency domain, they are an effective tool to describe and test the function’s singularity.
Suppose the sequence (Vj )j∈Z of closed sub-spaces of L2(R) is a MRA originating from a scaling function (x),
and Wj is the orthogonal complement of Vj in Vj+1: Vj+1 = VjWj, j ∈ Z. Suppose (x) is a wavelet originating
from (x), such that the family of functions {j,n(x) = 2j/2(2j x − n)}j,n∈Z is an orthonormal basis of Wj at any
resolution 2j , {j,n(x) = 2j/2(2j x − n)}j,n∈Z is an orthonormal basis of Vj .
For differential operatorD=dn/dxn(n1), [4] has shown that operatorDj =PVjDPVj is thewavelet approximation
in Vj of D, PVj is the orthogonal projection onto Vj , and for ∀f (x) ∈ L2(R), we have
(Djf )(x) =
+∞∑
k=−∞
(
2nj
+∞∑
l=−∞
(n)l fj,k−l
)
j,k(x),
where fj,k−l = 2−j/2
∫ +∞
−∞ f (x)(2
−j x − k + l) dx, and
(n)l =
∫ +∞
−∞
(x − l)(n)(x) dx, l ∈ Z
satisfy the following algebra equations:
(n)l = 2n
(
2l +
1
2
N∑
k=1
a2k−1((n)2l−2k+1 + (n)2l+2k−1)
)
,
∑
l
nl = 0,
∑
l
l2n˜(n)l = 0, n even, n˜ = 1, . . . ,
n
2
− 1,
∑
l
l2n˜−1(n)l = 0, n odd, n˜ = 1, . . . ,
n − 1
2
,
where (n)(x) is the nth derivative of (x), N is the vanishing moment of wavelet  and −2N + 2 l2N − 2.
3. Time-splitting and space–time adaptive wavelet scheme
In this section, we present time-splitting and space–time adaptive wavelet scheme of problem (1) with periodic
boundary conditions. For simplicity of notations, we shall introduce the method for the case of one-dimensional linear
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Schrödinger equation. Generalizations to high-dimensional case are straight-forward for tensor product grids and the
results remain valid. As d = 1, the problem becomes
iut +
2
2
uxx − V (x)u = 0, t > 0, a < x <b,
u(x, 0) = u0(x), axb,
u(a, t) = u(b, t), ux(a, t) = ux(b, t), t > 0. (3)
We choose the spatial mesh size h = (b − a)/M = x > 0, where M = 2p and p is a given integer, the time step
k = t > 0 and let the grid points and the time step be xj = a + jh (j = 0, 1, . . . ,M) and tn = nk (n = 0, 1, 2, . . .),
respectively. Let U ,nj be the approximation of u(xj , tn), and u,n be the solution vector at time t = tn with components
U
,n
j (j = 0, . . . ,M).
3.1. The time-splitting method
First-order time-splitting method: From time t = tn to t = tn+1, Eq. (3) is solved in two steps. One solves ﬁrst
S1 : iut +
2
2
uxx = 0 (4)
for one time step (of length k), followed by solving
S2 : iut − V (x)u = 0 (5)
for the same time step. Thus, we obtain u,n+1 from u,n.
Eq. (4) will be discretized in space by the following wavelet method. As t ∈ [tn, tn+1], the ODE (5) has an exact
solution
u(x, t) = exp
(
−iV (x)

(t − tn)
)
u(x, tn) ∀t ∈ [tn, tn+1]. (6)
Especially, when t = tn+1,
u(x, tn+1) = exp
(
−iV (x)

(tn+1 − tn)
)
u(x, tn).
In order to improve the accuracy, we combine the splitting steps via the standard Strang splitting [2]:
1. Solving the ODE (5) with half-time-step k/2, we obtain U ,∗j , i.e.,
U
,∗
j = exp
(
−i V (x)

k
2
)
U
,n
j .
2. We use the space wavelet adaptive method to discretize Eq. (4) and obtain U ,∗∗j .
3. Regarding U ,∗∗j as the initial value and solving Eq. (5) again with initial value U ,∗∗j for half-time-step k/2, we
obtain U ,n+1j , i.e.,
U
,n+1
j = exp
(
−iV (x)

k
2
)
U
,∗∗
j .
3.2. Spatially adaptive wavelet methods
Let K = (i/2)2/x2, then Eq. (4) reads
u(x, t)
t
= Ku(x, t). (7)
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For simplicity, we discretize Eq. (7) by the forward Euler scheme on time variable
u˜(x, tn+1) − u˜(x, tn)
t
= Ku˜(x, tn), (8)
where u˜(x, tn) is an approximate solution of u(x, t) at time t = tn. This leads to an explicit scheme
u˜(x, tn+1) = (E + t K)u˜(x, tn). (9)
The basic idea of a wavelet-based spatial adaptive scheme is to express Eq. (9) using wavelet orthonormal basis. For
each t , the function u˜(x, t) is represented by its wavelet coefﬁcients. IfK is a linear differential (or pseudo-differential)
operator, then T = (E + t K) can be represented by band matrices on the same wavelet basis [3].
If the solution u˜(x, tn) has isolated sharp transitions, the we can set its wavelet coefﬁcients that are smaller than
some threshold value to zero. Since T is represented by blocks of band matrices, one can easily show that the domain,
where the wavelet coefﬁcients of u˜(x, tn+1) is nonnegligible, is at most equal to the corresponding domain for u˜(x, tn)
plus the width of the bands in the matrix that represents the operator T in the wavelet basis. If P is the total number of
nonzero wavelet coefﬁcients of u˜(x, tn), then the number of operations required to compute T u˜(x, tn) is O(P ) [3].
Let us now describe the method suggested in [10] as well as in [15] in order to adapt in time the spatial wavelet
adaptive grid, and to follow singular structures of the solution. As we already explained, at each time t we keep the
wavelet coefﬁcients which are larger than a given threshold . In order to be able to track singularities, we also keep
the adjacent coefﬁcients.
Deﬁnition 1. We say that a wavelet coefﬁcient 〈u˜,j,n〉 is adjacent to another wavelet coefﬁcient 〈u˜,i,l〉, if and only
if i = j , and |n − l|1, or j = i + 1 and ln l + 1.
The absolute values of the wavelet coefﬁcients above the threshold  are denoted by “+”, the adjacent wavelet
coefﬁcients are denoted by “◦”. We denote by Ptn the grid of wavelet coefﬁcients (“+” and “◦”) that are kept and
represent the approximate solution at time t = tn. The numerical algorithm is a 3-step loop:
1. At t = tn−1, we compute the wavelet coefﬁcients of u˜(x, t) only at the positions of the Ptn−1 ; the other coefﬁcients
are set to zero. We then adjust Ptn−1 by changing the wavelet coefﬁcients greater than the threshold into crosses and
changing into Pt◦n−1 . The new set of circles and crosses deﬁnes the grid Ptn = Pt+n−1 ∪ Pt◦n−1 .
2. We project u˜(x, tn) on the space corresponding to Ptn , i.e., we put to zero all the wavelet coefﬁcients of u˜(x, tn)
which do not correspond to Ptn .
3. From Eq. (9), we compute the wavelet coefﬁcients of u˜(x, tn+1) corresponding to “+” and “◦” of the grid Ptn . We
then go back to step 1.
3.3. Time adaptivity for the Schrödinger equation
In order to have a stable and highly accurate numerical scheme, the time discretization has been adapted to the spatial
resolution of the computations.
When we consider the problem in space Vj , the corresponding forward Euler scheme is
u˜j (x, tn+1) = (E + tj Kj )u˜j (x, tn), (10)
where operator Kj = PVjKPVj , and it is stable if and only if ‖E + tj Kj‖1.
Lemma 2. If Q is nonpositive symmetric operator, then
‖E + t Q‖1 ⇔ tj‖Q‖2, ∀t > 0. (11)
The proof can be found in [1].We know thatK is a nonpositive symmetric operator,Kj is also a nonpositive operator
and thus ‖I + t Kj‖1 is equivalent to
tj‖Kj‖2. (12)
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Suppose {j,n(x)}n∈Z is an orthonormal basis of Vj . If we express the operator Kj using the basis, then there exists
a constant C such that
‖Kj‖ = C22j = C4j . (13)
Thus, scheme (10) is stable if
t = tj 2/C4−j . (14)
When the spatial resolution is increased by a factor of 2, the upper bound of the time increment is divided by 4. To
compute the solution with a resolution 2j at time T = 1 with a time step of tj , the number of time steps is equal to
1/tj . Thus, to minimize the computations, we must use a time step tj that is as large as possible. The basic idea of
the time adaptive algorithm is to modify the time step tj at each resolution 2j .
Let us consider the forward Euler (10) at two successive resolutions 2I and 2I−1. At the resolution 2I , the scheme
u˜I (x, tn + tI ) = (E + tI KI )u˜I (x, tn) (15)
is stable only if tI satisﬁes tI 2C−14−I and u˜I ∈ VI . At the lower resolution 2I−1,
u˜I−1(x, tn + tI−1) = (E + tI−1 KI−1)u˜I−1(x, tn) (16)
is stable only if tI−12C−14−(I−1), and so we can choose a time step four times larger, tI−1 = 4tI . This is
because u˜I ∈ VI , VI = VI−1WI−1. Then u˜I can be decomposed into the lower-resolution solution and higher-
resolution solution. For lower resolution belongs to VI−1, we can compute it with a time step equal to tI−1 in a stable
manner, while the component in WI−1 ⊂ VI should be computed with the smaller time step tI . From Eq. (15) and
tI−1 = 4tI , we have
u˜I (x, tn + tI−1) = u˜I (x, tn + 4tI ) = (E + tI KI )4u˜I (x, tn). (17)
Then we deﬁne KI = PVIKPVI . Since PVI = PVI−1 + PWI−1 , we get
KI = PVI−1KPVI−1 + PWI−1KPVI−1 + PVI−1KPWI−1 + PWI−1KPWI−1 . (18)
Let TI−1 ≡ PWI−1KPVI−1 + PVI−1KPWI−1 + PWI−1KPWI−1 . Then the operator updates the detail components on
themselves and on those of lower-resolution components onto the detail components. Eq. (18) implies that
KI = KI−1 + TI−1. (19)
and using (19) in (17), we obtain
u˜I (x, tn + 4tI ) = (E + tI TI−1 + tI KI−1)4u˜I (x, tn). (20)
Scheme (16) suggests that the operator KI−1 can be updated with a time step tI−1 = 4tI , instead of tI . We thus
modify the above scheme by updating KI−1 with a time step 4tI while the TI is updated with a time step tI :
u˜I (x, tn + 4tI ) = ((E + tI TI−1)4 + 4tI KI−1)u˜I (x, tn). (21)
The same procedure can be repeated in order to adapt the time step to one more level of resolution. To compute the
solution at time t = tn + 4ptI , the forward Euler scheme based on the ﬁnest resolution gives
u˜I (x, tn + 4ptI ) = (E + tI KI )4
p
u˜I (x, tn). (22)
If the wavelet transform is computed over p resolutions, this can be rewritten in the form
u˜I (x, tn + 4ptI ) = (E + tI TI−1 + tI TI−2 + · · · + tI TI−p + tI KI−p)4
p
u˜I (x, tn). (23)
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The time adaptive scheme replaces this scheme by
u˜I (x, tn + 4ptI ) = EpI u˜I (x, tn), (24)
where
E
p
I = (· · · ((I + tI TI−1)4 + 4tI TI−2)4 + · · · + 4p−1tI TI−p)4 + 4ptI KI−p. (25)
In this scheme, (24) represents one iteration of the time adaptive operator EpI .
3.4. Algorithm and stability of the scheme
In the following, we will present the algorithm of the ﬁrst-order time-splitting and space–time adaptive wavelet
scheme.
We can obtain the vector U ,0 = (u0(x1), . . . , u0(x2S ))T from the value of u0(x) at grid points {xj }2
S
j=1. Express
U ,0 by using wavelet orthonormal basis, VI =∑I−1j=JWj + VJ . Let I−1,1, I−1,2, . . . ,I−1,2S−1 be the basis of
WI−1, . . . ,J,1,J,2, . . . ,J,2S−(I−J ) be the basis of WJ , and J,1,J,2, . . . ,J,2S−(I−J ) be the basis of VJ . We
obtain the vector
U ,0wav = (〈u0,I−1,1〉, . . . , 〈u0,I−1,2s−1〉, . . . , 〈u0,J,1〉, . . . ,
〈u0,J,2s−(I−J )〉, 〈u0,J,1〉, . . . , 〈u0,J,2s−(I−J )〉). (26)
1. Choose an appropriate threshold  and separate the elements of U ,nwav(n0) into “+” and “◦”. We keep these
wavelet coefﬁcients and obtain vector U ,(1)wav and denote
U ,(1)wav = Q(1)1 U ,nwav (n0). (27)
2. Expressing operatorK=(i/2)(2/x2)with wavelet basis, we obtain the band matricesKI ,KI−p and {Ti}I−pi=I−1.
The corresponding resolution is 2I . From (14), we get the time tI . According to the time adaptivity scheme, for ﬁxed
p, we obtain the vector U ,(2)wav at time tn+1 = tn + 4pt ,
U ,(2)wav = EpI U ,(1)wav , (28)
where EpI is deﬁned by (25).
3. Using formula
PVI f (x) =
+∞∑
k=−∞
〈f,J,k〉J,k(x) +
I−1∑
j=J
+∞∑
k=−∞
〈f,j,k〉j,k(x)
and vector U ,(2)wav , we can obtain the grids vector U ,(1). We denote this step as
U ,(1) = T U ,(2)wav , (29)
where T is the operator from wavelet coefﬁcient to the grids vector.
4.According to U ,(2)j = exp(−i(V (xj )/)4ptI )U ,(1)j , j =1, 2, . . . , 2s , we can solve the equation S2 (see Eq. (5)),
and denote
U ,(2) = Q(1)2 U ,(1). (30)
5. Express grids vector U ,(2) by using wavelet orthonormal basis, obtain the wavelet coefﬁcients vector U ,n+1wav and
denote
U ,(n+1)wav = T −1U ,(2). (31)
Thus, we get vector U ,n+1wav from U ,nwav.
Similarly, we can give the concrete algorithmof second-order time-splitting and space–time adaptivewavelet scheme.
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Fig. 1. Weak limits in Example 1 at t = 0.54. Left n0(x, 0.54), right J 0(x, 0.54).
In the following, we give the stability results.
For time-splitting and space–time adaptive wavelet scheme when the wavelet basis is a Shannon wavelet, the operator
EI of (25) satisﬁes ‖EpI ‖1 if and only if
‖E + tI KI‖1.
It means that the time adaptive scheme is stable for the same range of time steps tI as the nonadaptive forward
Euler scheme. For the Shannon wavelet, the proof of this result is simple because the operators Tj are diagonal in a
Fourier basis. For other wavelets, we have no mathematical proof but numerical results seem to indicate that the above
result remains valid. We tested different wavelets that belong to the Meyer family [14] and to the compactly supported
family of Daubechies [5].
Theorem 4. For sufﬁciently small tI , the ﬁrst-order time-splitting and space–time adaptive wavelet scheme satisﬁes
‖E + tI KI‖1.
In addition, for the Shannon wavelet, the scheme is stable.
Proof. Suppose that the numerical solution is vector U ,nwav as t = tn. From (27)–(31), we know
U ,n+1wav = T −1Q(1)2 T EpI Q(1)1 U ,nwav. (32)
In fact Eq. (27) means that we set the element which is less than threshold  of U ,nwav to be zero. So we have
‖U ,(1)wav ‖L2‖U ,nwav‖L2 ,
i.e., ‖Q(1)1 ‖1. From (30), we have
‖U ,(2)‖L2 = ‖U ,(1)‖L2 ,
i.e., ‖Q(1)2 ‖ = 1.
Noting that T is an orthogonal operator from the wavelet coefﬁcient vector to grids function vector and T −1 is the
inverse operator of T , we have ‖T ‖‖T −1‖= 1 by using Parseval equality. When ‖E +t KI‖1, we have ‖EpI ‖1.
Thus we have the following estimate:
‖T −1Q(1)2 T EpI Q(1)1 ‖‖T −1‖‖Q(1)2 ‖‖T ‖‖EpI ‖‖Q(1)1 ‖1. (33)
The scheme is stable. 
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Fig. 2. Numerical solutions in Example 1.
Theorem 5. For sufﬁciently small tI , the second-order time-splitting and space–time adaptive wavelet scheme sat-
isﬁes
‖E + tI KI‖1.
In addition, for the Shannon wavelet, the scheme is stable.
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Fig. 3. Weak limits in Example 2 at t = 0.54. Left n0(x, 0.54), right J 0(x, 0.54).
The proof is similar to the proof of Theorem 4.
4. The numerical example
In our computations, the initial condition is always chosen in the classical WKB form:
u0(x) =
√
n0(x)e
iS0(x)
,
with n0 and S0 independent of , real valued, regular, and with n0(x) decaying to zero sufﬁciently fast as |x| → ∞.
Then n0(x) = |u0(x)|, J0(x) = n0(x)∇S0(x). We choose an appropriately long interval [a, b] for the computations
such that the periodic boundary conditions do not introduce a signiﬁcant error relative to the whole space problem.
Example 1 (Jin, Levermore and McLaughlin [7]). The initial condition is taken as
n0(x) = (e−25(x−0.5)2)2, S0(x) = − 15 ln(e5(x−0.5)+e
−5(x−0.5)
), x ∈ R.
We solve on the x-interval [0, 1], i.e., a = 0 and b = 1 with periodic boundary conditions. Let V (x)= 10 be a constant
potential. Due to the compressive initial velocity (d/dx)S0(x), caustics will be formed. We plot the numerical solution
at t = 0.54 in Fig. 1.
By using the second-order time-splitting and space–time adaptive wavelet scheme, we plot the ﬁgures of position
density n(x, t) and current density J (x, t) when  = 0.0256, 0.0064, 0.0008, and 0.0001, respectively. The wavelet
basis we chose is Daubechies 12, and we decomposed it three times. In Fig. 2, the ‘- -’ is the initial data and ‘—–’ line
is the numerical solution. From this ﬁgure, we can see numerical convergence (in the weak sense) to the limit solution
as  → 0.
Example 2 (Markowich, Pietra and Pohl [13]). The initial condition is taken as
n0(x) = (e−25(x−0.5)2)2, S0(x) = 0.2(x2 − x), x ∈ R. (34)
Caustics do not occur, and the limiting position and current densities remain smooth.We solve this problem numerically
on the interval [0, 1], i.e., a=0 and b=1 with periodic boundary conditions. Let V (x)=100 be the constant potential.
The weak limits n0(x, t), J 0(x, t) of n(x, t), J (x, t), respectively, as  → 0 at t = 0.54 are plotted in Fig. 3.
We perform similar tests as in Example 1. Fig. 4 shows the corresponding results. Clearly, the same conclusion can
be drawn as in Example 1.
From the numerical results of these two examples, in which the potentials are constants, one can see that the time-
splitting and wavelet approximation gives very promising results.
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Fig. 4. Numerical solutions in Example 2.
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