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INTRODUCCIÓN 
Las técnicas de clasificación supervisadas aplicadas a imágenes de satélite requieren 
la selección de muestras representativas de los distintos tipos de clases de cubiertas presentes 
en la imagen a analizar. El proceso de selección de áreas y su categorización son trabajos que 
habitualmente se realizan de manera manual por un experto o bien mediante campañas de 
campo. Para el caso particular de clasificación de imágenes con cubiertas acuosas con 
diferentes características, hay tres aspectos muy importantes a considerar; en primer lugar, la 
baja separabilidad de las respuestas espectrales de cada una de las clases de aguas; en 
segundo lugar, el hecho de que para mejorar los resultados sea necesario trabajar con 
imágenes de alta resolución, lo que implica que para lagos de tamaños medios y grande el 
volumen de datos es muy elevado y consecuentemente se requieren una gran cantidad de 
muestras de entrenamiento; finalmente, cabe destacar el alto costo y complejidad de las tomas 
de datos en terreno. En este sentido, para los cuerpos de agua parece más aconsejable la 
utilización de técnicas de clasificación no supervisadas que reducen al máximo la necesidad de 
una supervisión del proceso por parte de un experto.   
Los mapas autoorganizativos son un modelo de red neuronal que se engloban dentro 
de los métodos de clasificación no supervisados. Su origen data de 1982, cuando Kohonen [1] 
planteó una arquitectura de red neuronal y un proceso de entrenamiento que perseguía dos 
objetivos claros: conseguir un modelo simplificado de los datos de entrada  así como obtener 
un mapa bidimensional que permitiese mostrar gráficamente las relaciones existentes entre 
estos. Estas propiedades han permitido desarrollar distintos métodos de visualización de 
información multidimensional [2-5] que se han aplicado a una gran variedad de disciplinas, 
entre las que se encuentra la teledetección. A pesar de las buenas características que exhibe 
el modelo de Kohonen, cabe destacar como inconveniente la necesidad de determinar la 
arquitectura exacta de la red antes de someterla al entrenamiento, así como la imposibilidad de 
modificar su diseño durante el mismo. Esto provoca que ante determinadas distribuciones de 
patrones de entrada, la red entrenada pueda llegar a ofrecer bajas medidas de lo que se 
conoce como preservación de la topología [6], valor que permite evaluar la bondad del modelo 
simplificado que representa la red. En la década de los años 90 se presentaron nuevos 
modelos de mapas autoorganizativos que pretendían solucionar este problema [7-9]. Entre 
ellos, cabe destacar el modelo conocido como Growing Cell Structures (GCS), planteado por B. 
Fritzke en 1994. La red GCS ofrece como principal ventaja frente al modelo de Kohonen la 
dinamicidad de la arquitectura de la capa de salida de la red durante la fase de entrenamiento 
de la misma. Esta característica permite obtener modelos simplificados de los datos con 
mejores medidas de la preservación de la topología. Además, las redes GCS mantienen la 
propiedad de sus predecesoras de ofrecer un mapa bidimensional que permite visualizar las 
relaciones existentes entre los patrones de entrada, por lo que pueden utilizarse como modelo 
base de distintos métodos de visualización de información multidimensional [10].  
En este trabajo se presenta una metodología no supervisada de clasificación basada 
en redes neuronales autoorganizativas dinámicas (GCS), que utiliza todos los píxeles de un 
lago en particular para obtener un modelo simplificado de esta información que permita 
determinar a qué clase pertenece cada píxel. El único dato que debe establecerse es el 
número de clases que se desean discriminar. El resto del proceso se produce de manera 
automática. En general, el método se divide en tres fases: reducir el volumen de información 
original, intentando minimizar la pérdida de conocimiento y eliminando redundancias presentes 
en los datos; analizar y obtener un conjunto de vectores representativos de cada una de las 
clases a  discriminar; y finalmente, clasificar los píxeles de la imagen original. En las tres fases 
se utiliza el modelo GCS como base. El método que se propone se ha aplicado a una escena, 
de 7 mega píxeles, de una imagen capturada por el sensor multiespectral del satélite 
KOMPSAT.  
 
EL MODELO GCS 
 Los mapas autoorganizativos son modelos que disponen de una arquitectura 
organizada en una capa de entrada, con tantas unidades como dimensiones tengan los 
patrones a procesar, y una de salida formada por neuronas conectadas mediante enlaces de 
vecindad. Todas las unidades de la capa de entrada están conectadas a todas las unidades de 
la capa de salida mediante enlaces que tiene asociados un peso. Las unidades de la capa de 
entrada son meramente propagadoras de los componentes de un patrón a todas las neuronas 
de la capa de salida. Cada vez que se procesa un patrón, cada unidad de la capa de salida lo 
recibe a través de sus conexiones de entrada y calcula la distancia Euclidea existente entre el 
patrón y lo que se denomina el vector sináptico de la unidad, formado por el conjunto de pesos 
asociado a sus conexiones de entrada. Las redes autoorganizativas siguen el principio de “el 
ganador se lo lleva todo” (winner takes-all), ya que al presentar un patrón a la red todas las 
neuronas de la capa de salida compiten por ser la ganadora (best matching unit). Sólo se activa 
aquella unidad de la capa de salida cuya distancia Euclídea entre su vector sináptico y el 
patrón procesado sea menor.  
 Durante el proceso de entrenamiento de los mapas autoorganizativos, se adaptan los 
pesos de los vectores sinápticos de las neuronas de la capa de salida buscando que las 
unidades vecinas se activen ante vectores de entrada similares y que los patrones similares 
activen siempre neuronas de salida vecinas o cercanas. Esta es la definición informal del 
término de preservación de la topología, que sirve para medir la precisión o bondad de 
adaptación del modelo simplificado al que representa la red. De manera genérica, una vez 
finalizado el proceso de adaptación de la red, los vectores sinápticos de las neuronas de salida 
podrían considerarse como prototipos de los patrones usados en el entrenamiento. Estos 
prototipos se consiguen de manera empírica durante el proceso de aprendizaje, en el que se 
presentan a la red de manera iterativa un conjunto de patrones a modelizar. 
 En las redes GCS, el proceso de entrenamiento comienza con una capa de salida 
formada por k+1 neuronas interconectadas entre sí por enlaces de vecindad. En este artículo, 
en todas las redes entrenadas se ha trabajado con el factor k=2, por lo que las redes 
inicialmente están formadas por tres neuronas conectadas entre sí, tal y como puede 
observarse en la Figura 1. Durante el entrenamiento se procesan de forma iterativa los 
patrones, determinando cuál es la neurona ganadora y modificando su vector sináptico y el de 
sus vecinas inmediatas, de manera que éstos se acerquen o asemeje un poco más al patrón 
recién procesado. En determinados momentos de la fase de aprendizaje se producen 
inserciones de nuevas neuronas, de forma que la capa de salida mantenga una formación de 
vecindad de unidades k-dimensionales básicas, que para el factor k=2 son triángulos. De igual 
manera, cada cierto número de iteraciones se procede a eliminar de la capa de salida aquellas 
neuronas que se consideren superfluas, es decir, las que tengan un vector sináptico ubicado en 
una zona del espacio de entrada con una baja o nula densidad de probabilidad. Este proceso 
de eliminación también asegura la arquitectura de estructuras k-dimensionales básicas de la 
capa de salida. Normalmente, cuando los patrones de entrada presentan una distribución en 
regiones separadas con densidad de probabilidad positiva, la eliminación de neuronas puede 
provocar que la capa de salida quede formada por cluster aislados de neuronas. Esta 
característica, junto con la flexibilidad y dinámica de las conexiones de vecindad en el proceso 
de inserción de neuronas, hace que las redes GCS normalmente ofrezcan mejores grados de 
preservación de la topología que las redes de Kohonen. Para conseguir una mejor 
interpretación de los parámetros de entrenamiento de las redes GCS, en este trabajo se ha 
utilizado la mejora del algoritmo de entrenamiento planteada en [11]. 
 
 
 
 
 
 
 
 
 
Figura 1. Arquitectura de una red GCS con tres neuronas y con factor k=2. 
 Con objeto de poder proyectar en el plano la capa de salida de las redes GCS, definida 
por las neuronas de dicha capa junto con sus conexiones de vecindad, ésta debe ser 
bidimensional, lo que impone un valor de k=2. Esta proyección se denomina mapa topográfico. 
En [10] se plantea la generación de diversos mapas topográficos, inicialmente definidos para el 
modelo de Kohonen, aplicados al modelo GCS. En este trabajo se han utilizado estos gráficos 
para analizar diversas características de las redes entrenadas. 
 
METODOLOGÍA 
 La discriminación entre cubiertas acuosas con respuestas espectrales diferentes en 
una imagen espectral capturada por un satélite presenta el problema de la baja variabilidad 
existente entre las firmas espectrales asociadas a cada tipo. Una forma de mejorar este 
inconveniente se basa en manejar imágenes de alta resolución, que permiten una mejor 
discriminación pero que añaden el problema de tener que manejar un alto volumen de 
información. Se precisa de alguna metodología que permita por un lado reducir el volumen de 
información a manejar y por otro lado que consiga detectar y discriminar las diferentes clases 
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de agua, todo ello de manera automatizada y con la menor supervisión posible por parte de un 
experto. Tal y como hemos visto en el apartado anterior, las redes GCS consiguen esos dos 
objetivos: reducen el volumen de datos a través de los vectores sinápticos y discriminan tipos 
de patrones mediante el proceso de eliminación de neuronas, que separa las unidades de la 
capa de salida en clusters aislados que tipificarán las diferentes clases de cubiertas de agua. 
   La metodología que se presenta en este trabajo queda esquematizada en la Figura 2. 
En una primera fase se aplica una máscara a la imagen original para obtener únicamente los 
píxeles de agua. El volumen de información que se genera es demasiado elevado para poder 
entrenar una única red que permita reducirlo. Por ello, en una segunda fase se separan los 
píxeles de agua en N cortes de igual volumen. Cada uno de estos cortes se utiliza para 
entrenar una red GCS sin eliminación de neuronas (tercera fase), cuyo entrenamiento concluye 
cuando la red consigue 100 unidades en la capa de salida. Los 100 vectores sinápticos de 
cada red son los prototipos de los píxeles usados en la fase de entrenamiento. En la cuarta 
fase del modelo se fusionan todos ellos en un único fichero que consta de 100*N vectores. En 
este instante se ha conseguido la reducción del volumen de datos de la imagen, eliminando 
redundancias e intentando mantener todo el conocimiento presente en los píxeles de agua 
originales. La última fase del modelo persigue la búsqueda de clusters o tipologías de agua. 
Para ello, en primer lugar y para poder analizar gráficamente el posible número de clusters se 
entrena de nuevo una red GCS sin proceso de eliminación de neuronas y con finalización al 
conseguir 100 unidades en la capa de salida. Esta red la usaremos para generar algunas 
imágenes de su mapa topográfico y poder sacar alguna conclusión sobre el número de 
posibles tipos de aguas que podrían discriminarse en la imagen original. Teniendo en cuenta 
esta información se entrena una nueva red GCS con eliminación de neuronas y usando como 
criterio de finalización la obtención de un número mínimo de clusters de neuronas aisladas en 
la capa de salida. Los vectores sinápticos de las neuronas de un cluster concreto formarán un 
conjunto de vectores prototipo que caracterice el comportamiento espectral de un tipo de agua 
determinado.  
 La última red GCS entrenada puede etiquetarse usando un método no supervisado en 
el que a todas las neuronas que pertenecen al mismo cluster se les asocia la misma etiqueta 
que consta de un conjunto de caracteres único para ese grupo. Esta red etiquetada puede 
utilizarse para clasificar los píxeles de agua de la imagen original. Para ello, se determina para 
cada uno de los píxeles procesados por la red, qué neurona es la ganadora y se clasifica el 
pixel asociándole la etiqueta de esta neurona.  
Figura 2. Fases de la metodología de clasificación no supervisada basada en redes GCS. 
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PRUEBAS Y RESULTADOS 
Para mostrar la validez de la metodología expuesta en el apartado anterior, se ha 
utilizado una escena de 3451x2136 píxeles de una imagen capturada por el sensor 
multiespectral del satélite KOMPSAT, cuya resolución espacial es de 4m y espectral de 4 
bandas (R, G, B y Nir). La imagen fue registrada el 23 de abril de 2008 y sus coordenadas 
geográficas, de centro de imagen, corresponden a -36,81527 LAT y -73,11308995 LONG.  
Como resultado de la primera fase, que corresponde a la aplicación de la máscara, se 
ha creado un fichero que consta de 1256618 píxeles de agua. Se han generado 30 cortes con 
aproximadamente 41889 píxeles cada uno. Al finalizar los entrenamientos de las 30 redes 
GCS, correspondientes a los 30 cortes, se han fusionado en un único fichero los 3000 vectores 
sinápticos de las mismas. 
En la fase de búsqueda de clusters, en primer lugar se ha entrenado una red GCS sin 
eliminación de neuronas y con finalización al conseguir 100 unidades en la capa de salida. La 
Figura 3 muestra el mapa topográfico de distancias medias, el de distancias medias unificado y 
el de suma de todas las distancias, obtenidos al finalizar el entrenamiento. Teniendo en cuenta 
que se está trabajando con píxeles de agua, cuyas firmas espectrales presentan una baja 
separabilidad, es razonable que sea complicado diferenciar claramente las distintas clases 
espectrales que pueden existir en la imagen original. En el mapa de distancias medias pueden 
observarse un conjunto de neuronas en tono azul y otro en tonos cálidos que identificarían 
claramente a dos clases espectrales diferentes. Existen variaciones tenues de color en el grupo 
de neuronas azules que podrían indicar la existencia de más clases. El mapa de distancias 
medias unificado deja entrever esta misma información. Por otro lado, el mapa de suma de 
todas las distancias muestra que el grupo de neuronas que aparece en tonos azules en el 
mapa de distancias medias realmente identificaría al menos dos clases espectrales diferentes 
(aparecen dos grupos de neuronas en colores diferentes). Por lo tanto, cabe pensar que sería 
posible llegar a distinguir al menos tres clases de aguas en la imagen original.  
 
Figura 3. Mapas topográficos. Izquierda: De distancias medias. Centro: Unificado de distancias 
medias. Derecha: Con suma de todas las distancias. 
 
 Usando como base la información de la posible existencia de al menos tres clases de 
aguas, se entrenó una red GCS con eliminación de neuronas y con criterio de finalización 
la obtención de al menos tres grupos de neuronas aisladas en la capa de salida de la red. 
En un primer experimento se obtuvo una red con 109 neuronas organizadas en 4 clusters 
aislados, y se sometió a la red al proceso de etiquetado no supervisado. La Figura 4 
muestra el mapa topográfico de distancias medias de esta red con visualización directa del 
vector sináptico de cada neurona, así como la etiqueta que se ha asignado a las neuronas 
de cada cluster (c1, c2, c3 y c4). Dentro de cada cluster de neuronas se ha obtenido la 
media y la desviación típica de cada uno de los cuatro componentes de los vectores 
sinápticos de las neuronas que lo forman, lo que representaría la firma espectral media y la 
 
desviación por cada banda de cada una de las cuatro clases de agua detectadas. Esta 
información queda resumida numérica y gráficamente en la Figura 5. Finalmente, la Figura 
6 ofrece la imagen original clasificada utilizando esta red GCS etiquetada. Los píxeles 
procesados en la primera fase que no se corresponden con agua aparecen en color negro. 
Los colores de los píxeles de la Figura 6 se corresponden con los de las firmas espectrales 
de la Figura 5. 
 
Figura 4. Mapa topográfico de distancias medias con visualización directa del vector sináptico. 
Red GCS de 4 clusters. 
 
 
 
 
 
 
 
 
 
Figura 5. Firma espectral media y desviación típica por componente/banda y cluster. Red GCS 
de 4 clusters. 
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 B1 B2 B3 B4 CLASE 
VALOR MEDIO 382,377 301,870 129,764 127,979 c1 
 DESVIACION 0,48729 0,51863 0,34662 0,40124 
VALOR MEDIO 371,115 291,593 125,550 121,763 c2 
 DESVIACION 0,70442 0,73977 0,39462 0,59738 
VALOR MEDIO 399,040 318,397 139,116 136,631 c3 
 DESVIACION 1,12823 1,15313 0,72124 0,96584 
VALOR MEDIO 392,269 311,165 135,005 134,888 c4 
 DESVIACION 0,46661 0,83670 0,62514 1,67642 
 
  
Figura 6. Imagen original clasificada con la red GCS de 4 clusters. 
 Se han llevado a cabo otros experimentos, entre los que cabe señalar el entrenamiento 
de otra red GCS, con la imposición de tres clusters aislados en la capa de salida de la red. Se 
obtuvieron un total de 67 neuronas organizadas en 3 clusters independientes y se sometió a la 
red al proceso de etiquetado no supervisado. La Figura 7 muestra los valores numéricos y 
gráficos de las tres firmas espectrales medias y las desviaciones típicas por componente de los 
vectores sinápticos de las neuronas de cada cluster. Por último, la Figura 8 visualiza la imagen 
original clasificada usando esta red GCS etiquetada. Los colores de los píxeles de la Figura 8 
se corresponden con los de las firmas espectrales de la Figura 7. 
 
 
 
 
 
 
 
Figura 7. Firma espectral media y desviación típica por componente/banda y cluster. Red GCS 
de 3 clusters. 
 
 B1 B2 B3 B4 CLASE 
VALOR MEDIO 382,338 301,914 129,718 128,545 c1 
 DESVIACION 0,84123 0,76924 0,46220 0,72324 
VALOR MEDIO 369,190 289,503 125,163 120,591 c2 
 DESVIACION 0,95880 0,97118 0,56869 0,75360 
VALOR MEDIO 398,440 317,866 138,854 136,232 c3 
 DESVIACION 1,49945 1,46385 0,86804 1,05695 
 
  
Figura 8. Imagen original clasificada con la red GCS de 3 clusters. 
 
CONCLUSIONES 
 La utilización de las redes autoorganizativas GCS para obtener modelos simplificados 
de grandes volúmenes de información permite trabajar con imágenes de satélite de alta 
resolución, necesarias en tareas específicas como son la separación de cubiertas acuosas con 
similar respuesta espectral, en un lago. Al tratarse de redes con un aprendizaje no supervisado 
evitan la necesidad, presente en los métodos supervisados, de seleccionar suficientes áreas de 
entrenamiento que contengan patrones representativos de los tipos de cubiertas que se deseen 
discriminar. 
La metodología no supervisada expuesta en este trabajo ha demostrado ser una buena 
herramienta para la detección y clasificación de tipos de aguas. Si bien es necesario indicar en 
la última fase de la metodología el número mínimo de clusters de neuronas que se desean en 
la capa de salida de la red, los mapas topográficos de la red GCS, sin eliminación de neuronas, 
entrenada también en la esta última fase del modelo, ofrecen una valiosa ayuda en este 
sentido. 
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