Abstract. The aim of our work is to present, test and validate an automated registration method used for matching brain SPECT scans with corresponding MR scans. The method was applied on a data set consisting of ten brain IDEX SPECT scans and ten T 1 -and T 2 -weighted MR scans of the same subjects. Of two subjects a CT scan was also made. (Semi-) automated algorithms were used to extract the brain from the MR, CT and SPECT images. Next, a surface registration technique called chamfer matching was used to match the segmented brains. A perturbation study was performed to determine the sensitivity of the matching results to the choice of the starting values. Furthermore, the SPECT segmentation threshold was varied to study its effect on the resulting parameters and a comparison between the use of MR T 1 -and T 2 -weighted images was made. Finally, the two sets of CT scans were used to estimate the accuracy by matching MR to CT and comparing the MR-SPECT match to the SPECT-CT match.
Introduction
Since the introduction of medical image acquisition systems of various modalities there has been a growing clinical interest in image processing techniques and, in particular, in algorithms for the automatic registration of these images. One example is the registration of MR and CT images, used for treatment planning in conformal radiotherapy (Ten Haken et al 1992) . In their study, the MR image is used to delineate the tumour, whereas the CT is needed for computing the dose distribution. Another example is the registration of MR scans and SPECT images of radio-labelled monoclonal antibodies (Scott et al 1994) . Here, the tumour staging imaged with SPECT can be combined with the anatomical high-resolution information of MR. A third example is the registration of SPECT perfusion/ventilation scans of the lung and a CT scan. This combination of modalities can be used to study and quantify dose-effect relations in radiotherapy (Boersma et al 1993) . A fourth example is a brain activation study (Oku et al 1995) , where MR was used to set regions of interest (ROIs) whereas SPECT was used to determine the increase of blood flow in these ROIs. The image fusion algorithms presented in literature have varying degrees of automation. Most methods are based on markers, attached to the patient, but some more advanced methods are based only upon the morphology present in the images itself (Van den Elsen et al 1993) .
In this paper we present, test and validate an automatic method for matching MR and SPECT data without the use of external markers. The problem arose in a comparative study on the receptor density of post-synaptic muscarine on healthy subjects and patients suffering from Alzheimer's disease. The correlation of pre-synaptic dysfunction of the muscarine receptor with Alzheimer's has been well documented, and therefore we investigated in an accompanying paper (Claus et al 1997) whether the post-synaptic muscarine receptor activity can be used as a diagnosticum for Alzheimer's disease. [123-I] 4-iododexetimide (IDEX) is a radioligand that binds to the muscarinic receptor with high affinity and therefore can be used for imaging the muscarine receptor. In order to identify the correct anatomy MR was used for delineating anatomical locations (frontal, parietal and tempoparietal cortex and basal ganglia) and the matched SPECT to compute tracer concentration in these areas. Although our MR-SPECT matching problem originates from a very specific application, the method presented in the current paper is probably applicable for other clinical problems as well.
Different methods have recently been described for registering 3D data sets. Automated methods are based on minimizing a cost function which is designed in such a way that its mathematical minimum coincides with the optimal match. When both data sets are of the same modality, e.g. Collins et al (1994) and Hajnal et al (1995) (MR-MR), Junck et al (1990) , Barber et al (1995) and Eberl et al (1996) (SPECT-SPECT), Junck et al (1990) and Eberl et al (1996) (PET-PET), the matching problem is relatively simple because minus the correlation coefficient can be used as a cost function. When the image modalities are different, such as in radiotherapy treatment planning, where MR and CT are combined, the matching problem is more difficult. Various cost functions have been used for this problem: the distance between two corresponding surfaces (Pellizari et al 1989 , Van Herk and Kooy 1994 , Hill and Hawkes, 1994 , deviation of principle axes (Alpert et al 1990) , the correlation of the amount of 'ridgeness' ( Van den Elsen et al 1995) and the size of the non-overlapping volume (Petti et al 1994) .
Compared to MR-CT matching the problem of registering MR and SPECT is still more difficult for two reasons. First, one modality reflects anatomy and the other function. Therefore it is not straightforward to identify corresponding anatomical features. Second, the resolution of the SPECT scans is typically much lower than the resolution of the MR scans. In this respect, the conditions for MR-SPECT matching are even less favourable than for the MR-PET matching problem. This might explain the fact that the MR-PET matching problem has been extensively described, (e.g. Kapouleas et al 1991 , Woods et al 1993 , Manging et al 1994 , Turkington et al 1995 , Friston et al 1995 , Ardekani et al 1995 , whereas matching methods for MR and SPECT are rare. Since SPECT cameras are much cheaper and therefore much more common in hospitals than PET, the clinical importance of MR-SPECT matching methods is potentially much greater than MR-PET matching algorithms.
In Shukla et al (1992) and Malison et al (1993) methods are described to match MR and SPECT with the use of external markers. A practical disadvantage of such methods is that the data acquisition procedure becomes more complicated due to the markers. The markers should be visible on both scan types (and not disappear in between slices) and the markers may not move during the time between both scanning procedures. Furthermore, corresponding markers on both scans must be identified, which is usually done by hand. Finally, the accuracy of marker methods is limited by the number of markers that can be used. With automated methods, where the optimal match is obtained by minimizing the distance between corresponding anatomical features, sub-pixel accuracy is possible (e.g. Van Herk and Kooy 1994) , at least in principle, due to the averaging effect of all pixels on which the anatomical features are based.
The aim of the study presented here is to show that the MR-SPECT matching problem can be solved in an automatic way using the chamfer matching algorithm. Chamfer matching has been applied before in Van Herk and Kooy (1994) for CT-CT, MR-CT and SPECT-CT matching and in Manging et al (1994) to match MR and PET. In contrast to the method described in Holman et al (1991) , where corresponding anatomy is delineated by hand, we aim to perform this part of the matching procedure automatically as well. Furthermore, the stability, sensitivity and accuracy of the matching algorithm will be determined, using a validation based on data of real subjects.
Materials and methods
In this study the chamfer matching method, described in detail by Van Herk and Kooy (1994) , will be adapted for MR-SPECT matching. The algorithm consists of the following steps: segmentation of MR and SPECT, distance transform and the minimization of a cost function. These steps will be described in some detail below.
Scan data
For ten subjects a brain IDEX SPECT with a dose of 185 MBq was made with a Strichmann camera. The Strichmann camera consists of 12 focal-point detectors. Scans are made slice after slice by stepping the patient bed 0.5 cm every 150 s. During acquisition of one slice all detectors move in such a way that the focal points of the detectors scan the complete volume within that slice. Reconstruction of the acquisition data is done using the manufacturersupplied algorithm. This 2D algorithm iteratively minimizes the difference between the measurements and the model predictions, which are based on a realistic geometrical model of the Strichmann camera. (Stoddart and Stoddart 1992) . Each scan consisted of 15 to 21 slices with a pixel size of 0.32×0.32 cm 2 and a slice thickness of 0.5 cm. The characteristic length scale of the reconstructed SPECT images is about 1.5 cm.
Furthermore, T 1 -and T 2 -weighted scans were made for each subject using a Siemens Magnetom SP63 2P/4000 scanner. For each MR scan 19 slices were recorded using the 2D Fourier method. The field of view and the slice thickness were chosen so large that the volume of the MR scan fully covered the corresponding SPECT scan. The MR pixel size was 0.09 × 0.09 cm 2 and the slice thickness was 0.65 cm. For the T 1 -weighted scans we used TR = 610 ms and TE = 14 ms and for the T 2 -weighted scans TR = 3500 ms and TE = 93 ms. For two patients a CT scan was made consisting of 11 slices with a slice distance of 1 cm and a pixel size of 0.041 × 0.041 cm 2 . Finally, a phantom (a Perspex ellipsoid with outer dimensions of 14.2×11.2×10.0 cm 3 ) filled with a 123-I solution of 100 MBq was scanned once with the MR scanner and four times with different positions and orientations with the SPECT camera. The purpose of these scans was to detect inaccuracies in the SPECT reconstruction, depending on the position and orientation of the phantom in the SPECT camera.
SPECT segmentation
The smoothness of the SPECT scans hampers the application of edge detection algorithms for the segmentation of the brain. Instead we applied a simple threshold algorithm, where all pixels with a grey value lower than the threshold are considered as background. To obtain more robust threshold parameter values, before segmentation a grey-value histogram was made of the whole 3D SPECT image ( figure 1(A) ). The SPECT histograms of all scans show a maximum at zero (the scan background) and one other peak which hereafter is referred to as 100%. This normalization allows the comparison of thresholds in different scans, independent of the number of counts. Each slice of the thresholded SPECT images shows isles of connected pixels. Of each slice the isle with the largest contour was assumed to represent the brain. Therefore, the contour points of the isles were determined and all points not belonging to the largest contour were automatically removed. Figure 1 shows the effect of varying the threshold value on the SPECT segmentation. The optimal threshold parameter was determined by matching SPECT to MR for varying thresholds and selecting the threshold giving the best fit with the MR-derived brain. 
MR segmentation
The segmentation of the brain from the T 1 -weighted MR images consisted of several steps (see figure 2) . First, the images were thresholded on the grey values using both a lower and an upper threshold, i.e. all pixels with grey values between these two thresholds were selected. Similar to the SPECT threshold, the MR thresholds were based on a grey-value histogram. Since the skin and parts of the skull have the same grey value (figure 2(B)) the binary images were opened to disconnect the brain from the other parts (figure 2(C)). This opening procedure was carried out in 3D using a cubical structuring element with a size of 5 to 8 mm. Due to the anisotropy of the voxels, the size of structural element in the axial direction was less when expressed in pixels. Next a 2D connected components algorithm was used per slice to detect the largest two connected parts which were used to represent the brain (figure 2(D)). A post-processing step was performed to remove objects smaller than a certain threshold. This ensured correct segmentation in the case where the two brain halves are connected in the slice. The alternative of choosing the largest 3D connected component did not work very well in practice because it often failed to separate the skull from the brain. For all ten studies the same segmentation algorithm was applied, but (slightly) different parameters (thresholds and structuring element size) had to be used for a correct segmentation of each study.
The segmentation of the brain from the T 2 -weighted images roughly follows the same lines. However, due to the better contrast of the T 2 scans compared to T 1 , all studies could be processed with the same parameters.
Chamfer matching
Chamfer matching was used to register the MR and SPECT data. This method is based on the minimization of the distance between corresponding anatomical features, in our case the segmented brains (Borgefors 1986 (Borgefors , 1988 Kooy 1994, Manging et al 1994) . The optimal match is defined as that set of the transformation parameters (translation, rotation and scaling) for which the distance between the MR-and SPECT-derived brain is minimum. The distance is considered as a cost function with the transformation parameters as arguments. In the literature, many standard methods are presented to minimize a cost function with multiple arguments. We used a variant of the so-called simplex algorithm, described in Press et al (1988) . The most time consuming part of the cost function minimization is the evaluation of the cost function for different combinations of the transformation parameters. In the chamfer matching algorithm the computational speed of the cost function is highly increased by first computing the distance transform of one of the segmented images. The distance transform stores for each pixel the distance to the nearest segmented image pixel and is used as a look up table. Instead of taking the true 3D distance, we used the city block distance (see Borgefors 1986) , which is faster to compute. The other modality is used as a point list which is projected into the distance-transformed image. Our cost function is computed by averaging all such sampled distances. Because it is known a priori that the point list completely fits within the distance-transformed volume, the cost function is artificially increased when points fall outside this volume. Typically, 300 cost function evaluations are required, taking about 10 s in total. The main reason why chamfer matching is so fast is that the computations are restricted to the list of points representing the brain surface, instead of using all the points inside the brain volume.
In our co-ordinate system the x-axis runs back to front, the y-axis from bottom to top and the z-axis from left to right. The origin of the co-ordinate system is at the centre of each scan. In our definition of the matching parameters a transformation is obtained by first applying a rotation (about the x-, y-and z-axis, respectively), followed by scaling and finally a translation. In a formula:
Validation
The matching algorithm was validated in two ways. On the one hand the effects of the different steps on the optimal match parameters were determined. For this purpose, we determined the sensitivity of the matching parameters for SPECT segmentation thresholds, MR segmentation (by comparing T 1 and T 2 images) and the sensitivity for starting values in the cost minimization. On the other hand, we compared the optimal matching parameters obtained by matching SPECT directly on MR and indirectly, by matching SPECT on CT and CT on MR. Finally, an elliptical phantom was scanned by MR and SPECT, in order to get an impression of the image distortions that may occur in these scans.
Results

Matching SPECT on MR T 1
In table 1 the optimal matching parameters for matching SPECT (point list) to MR T 1 (distance transform) are shown. To obtain a stable algorithm the scaling in the cross-slice direction (S y ) had to be kept constant. The reason why we thought that S y may be kept constant and not the S x or S z is that the y-co-ordinate is determined by the shift of the Strichmann camera from one slice to the next and therefore no SPECT reconstruction errors are to be expected in the y-direction. It appears that in eight out of the ten studies, the SPECT had to be stretched by about 2% in the AP direction to obtain the best fit. The results were visually verified using a colour overlay of MR and SPECT. No serious mismatches were detected in this way, see figure 3 . The last column of table 1 shows the optimal SPECT segmentation thresholds. These all lay within a range from 70 to 90%. Table 1 . Result of Matching SPECT to MR T 1 . The cross-scan scaling S y was kept constant. Note that in eight out of ten cases the SPECT has to be stretched by about 2% in order to obtain the best fit with T 1 . The x-axis runs from back to front, the y-axis from bottom to top and the z-axis from right to left. The meaning of the symbols is:
The last column contains the optimal SPECT segmentation threshold, Th, which was used for matching. The diagonal can be rotated and different slices can be selected interactively. All ten studies were visually inspected using this tool.
Stability and reliability
In order to determine the reliability and stability of the algorithm, we investigated the sensitivity of the cost function for parameters in the neighbourhood of the minimum. This was done by performing the matching procedure for 1000 randomly distributed starting positions in each study. Note that this experiment is not based on an independent ground truth and may therefore not used to determine the absolute accuracy of the registration method. The imperfection of the minimization procedure causes a spread in the resulting parameters. It was found that when the pertinent outliers caused by failures (defined below) are disregarded, the optimal translation parameters obtained by matching SPECT on MR T 1 are located within a range of 0.13 cm. The rotation parameters vary within a range of 2.49 degrees and the scaling parameter range is 1.7%. When the roles of the MR and SPECT are interchanged, the algorithm performs much poorer: these ranges are then 0.50 cm, 7.05 degrees and 5%, respectively. To determine the area on which the algorithm is attractive, the random starting values were divided into bins of 1 cm wide, representing the input error. The distribution of input errors was devised in such a way that each bin contained approximately the same number of starting values. This error is defined as follows:
where x k are the points of the best-matching SPECT point list (determined by the transformation parameters presented in table 1) and x k are the points obtained after applying the random transformation on these points. Similarly, the output error is defined with the same formula, but with x k representing the points transformed with the optimal parameters of a certain trial. Finally, trials yielding output errors larger than 0.5 cm were considered as failures. The threshold of 5 mm was selected by inspection of the output error histogram. This histogram shows a peak at 0 cm which extends to about 0.3 cm. Figure 4 presents the cumulative failure rate as a function of input error for the case where SPECT is matched onto MR T 1 . It appears that even when considering input errors up to 6 cm the algorithm fails in less than 4% of the cases. 
Effect of SPECT segmentation
The results shown until here are based on the SPECT threshold yielding the lowest cost function for each separate scan. However, this is an additional optimization which might have a substantial effect on the results. To quantify the effect of using a constant threshold we determined the output error of the SPECT-MR matches as a function of SPECT threshold (see figure 5 ). Figure 5 shows that if we had used a constant threshold of 80% for all studies instead of a varying one, the maximum effect on the location of the SPECT is about 0.3 cm. The average output error at the 80% segmentation threshold is about 0.12 cm. The average output error over the range of 65-90% is about 0.28 cm.
Effect of MR modality
We investigated the effect of using T 2 -weighted instead of T 1 -weighted MR. For each study the optimal SPECT threshold was determined again in order to obtain the optimal SPECT Figure 5 . Sensitivity of the optimal T 1 match for the SPECT threshold, for ten cases. The threshold is expressed as a percentage of the absciss of the main peak of the grey-value histogram. The average output error over the range of 65 to 90% amounts to 0.28 cm. Table 2 . Result of matching SPECT to T 2 . The cross-scan scaling S y was also kept constant. Note that in seven out of ten cases the SPECT has to be stretched in the AP direction and shrunk in the left-right direction. The average amount of stretching and shrinking is about 3%. The second column from the right contains the optimal SPECT threshold parameters for the segmentation of SPECT. The last column shows the output error with respect to the T 1 matching study. brain shape for matching SPECT with the T 2 -segmented brains. The resulting optimal SPECT threshold varied within a range of 40-75% (table 2, second column from the right). Table 2 shows furthermore the optimal match parameters, where the cross-slice scaling parameters were again kept constant. Note that the amount of stretching in the x-and z-direction is quite large. There is a systematic stretch in the AP direction of and a shrink in the left-right direction of about 3%. When the differences compared to table 1 are expressed in output errors (last column) an average difference of about 0.58 cm is found. In study 6 the subject had moved between the recording of the T 1 and T 2 scan and these scans were matched, before the output error was computed. A perturbation study showed that the stability of the algorithm for matching SPECT to T 2 is even better than for matching SPECT to T 1 . For input errors up to 6 cm the cumulative failure rate was less than 1%. However, the SPECT sensitivity curve has a less well defined minimum compared to T 1 , see figure 6 . Figure 6 . Sensitivity of the optimal T 2 match for the SPECT threshold, for ten cases. The threshold is expressed as a percentage of the absciss of the main peak of the grey-value histogram.
SPECT deformation in phantom
To investigate the possible effect of SPECT reconstruction errors on the linear deformation (the scaling of the co-ordinates) some experiments were performed with an elliptical phantom. The phantom was scanned in the following conditions with the Strichmann camera: A, with the long axis upwards at the centre of the scanner, B, with the long axis in the cross-slice direction at the centre of the scanner, C, with the long axis horizontally in the slice direction and at the centre of the scanner, D, the same as C but now 6 cm eccentric. When these SPECT scans were matched to the MR scan, the scaling parameters were varied in all three directions. The resulting scaling parameters are presented in table 3. These results show that SPECT reconstruction does not systematically depend on the orientation of the slices with respect to the scanned object. The magnitude of the scaling errors are similar to the scaling errors found in the SPECT-T 1 registration. 
A comparison with SPECT-CT matching
In studies 6 and 10 a brain CT scan was made in addition to the MR and SPECT scans. For these studies the CT scans were matched to the MR and the SPECT scans were matched to the CT, using a technique very similar to that described in Van Herk and Kooy (1994) . With the SPECT-CT match, the inside of the CT skull was distance transformed and the SPECT threshold was optimized similarly to the SPECT-MR matching procedure. This yielded thresholds of 40 and 55% in studies 6 and 10, respectively. These thresholds are identical to the SPECT-T 2 thresholds. To quantify the matching accuracy the displacement of the SPECT point list was computed after first transforming the point list using the SPECT-MR match parameters, then using the MR-CT match parameters and finally using the CT-SPECT parameters. This was done for both the SPECT-T 1 registration and the SPECT-T 2 registration (see table 4 ). The output errors so obtained contain the cumulative error of all three transformations. Table 4 . A comparison of SPECT T 1 registration to SPECT T 2 registration using CT as a reference.
Study SPECT-T 1 (cm) SPECT-T 2 (cm) 6 0.82 0.46 10 0.57 0.52
When it is assumed that the MR-CT match error is negligible with respect to the other two matching errors (which is reasonable since the CT and MR resolutions are both much better than the SPECT resolution), and that the SPECT-MR and CT-SPECT registrations have a similar accuracy, it can be derived from table 4 that the average accuracy of the SPECT-MR match is about 0.59 √ 1/2 cm = 0.42 cm. Furthermore, the agreement between T 2 -SPECT matching and CT-SPECT matching is slightly better than T 1 -SPECT matching and CT-SPECT matching.
Discussion and conclusions
The underlying idea of the chamfer matching algorithm is comparable to the head-hat surface matching proposed by Pelizzari et al (1989) . The advantage of chamfer matching is that a distance transform is used as a look-up table and therefore distances have to be computed only once. Furthermore, no surface reconstruction is necessary so that chamfer matching also works for arbitrarily complicated surfaces. In our implementation of chamfer matching, the cost function is determined by the sum of all sampled distances between both surfaces. In Manging et al (1994) the sum of squared distances is used to match MR and SPECT. However, according to the findings of Van Herk and Kooy (1994) the use of averaged distances is more robust than the use of RMS distances, especially in the presence of noise or small geometrical distortions . This might partly explain the large attractive range we found. Since the points in the point list are regularly distributed over the segmented surface, the averaged distance is proportional to the volume between the segmented surfaces. Therefore, our implementation of chamfer matching is very similar to the XOR volume method, which was used in Petti et al (1994) to match MR and CT, although chamfer matching is more efficient.
Since the simplex algorithm was used to minimize the cost function, the matching part of the algorithm was fully automatic, in contrast to e.g. Holman et al (1991) where user control was reported during MR-SPECT matching. The automation of our implementation was limited by the MR segmentation, at least as far as the T 1 -weighted images were concerned. The T 2 -weighted images could be segmented with exactly the same parameters for each study. However, with the T 1 images user interference was necessary to check that all slices were segmented correctly and adapt the segmentation parameters if, e.g., if the brain was attached to the skull. It was not necessary to delineate the brain completely. This kind of user interference was also reported in Manging et al (1994) .
Although our implementation of the chamfer matching algorithm appears to be quite robust (e.g. figure 4 ), the choice of the MR modality has a large effect on the optimal match parameters. In figure 7 a typical MR T 1 and MR T 2 segmentation are plotted superimposed upon the MR T 1 scan. This figure shows that the brain shape derived from the T 2 scan encloses the T 1 -derived scan, while the latter more closely follows the gyri and sulci of the brain. The amount of stretching necessary to obtain the best possible fit between SPECT and MR T 2 is much larger than what was found in the phantom experiments. Therefore, these stretchings cannot be explained as a SPECT reconstruction error. It is more likely that the anatomical information present in the T 1 scans has much better correspondence to the functional information present in SPECT, compared to the anatomy present in the T 2 scans. This idea is further supported by comparison of figures 5 and 6, which show the output error as a function of SPECT threshold. Figure 5 shows a clear minimum whereas the curves presented in figure 6 are flatter. Obviously, no SPECT threshold can be found which causes a good agreement with the T 2 -derived brain shape. Despite the fact that the MR T 2 images are easier to segment and the corresponding chamfer matching algorithm is more robust than the MR T 1 scans, the resulting match parameters are therefore considered less realistic. We also studied the stability of the matching algorithm with the roles of MR and SPECT reversed, i.e. with the point list derived from MR, but using the same error measure (data not shown). An accumulative failure rate of more than 4% is then already obtained for an input error of 3 cm. This asymmetry can be explained by the fact that the SPECT images were scanned in such a way that they fell completely inside the MR scans. When the point list is derived from MR, our implementation could not use this information to limit the search space.
The accuracy of the method was determined by a comparison of the direct matching of MR and SPECT to the indirect matching using CT as an intermediate. When the errors caused by the MR-CT matching step are neglected and the CT-SPECT and MR-SPECT matching errors are assumed to be comparable, an accuracy of 0.42 cm is found. We consider this figure as a conservative estimate for the following reasons.
• The CT data were acquired with gantry tilt of 13 to 15 degrees. Before SPECT and MR could be matched to CT, the CT scans had to be corrected for this tilt having a degrading effect on the quality of the CT data.
• The optimal SPECT thresholds found in the CT-SPECT matching procedure were quite low (identical to the thresholds found in matching SPECT and the MR T 2 -weighted scans). Therefore, the segmentation of the CT data (for which the inside of the skull was used) might not be appropriate to match the SPECT brain shape. As a consequence the CT-SPECT match error might be larger than the MR-SPECT error, resulting in a smaller estimate for the latter.
In principle there are three sources of error in the chamfer matching algorithm: the numerical error in the minimization of the non-linear cost function, the error caused by MR segmentation, and the error caused by SPECT segmentation. The results show that numerical errors are small compared to the SPECT segmentation error. The MR segmentation error could not well be estimated by simply comparing MR T 1 to MR T 2 , because the results with T 2 are not realistic because of the large S x . From figure 5 it appears that the effect of the SPECT segmentation threshold on the results is less than 0.28 cm, for realistic variations of this threshold. This kind of error can hardly be avoided using another method of matching because this problem is inherent to matching function to anatomy.
There are different ways to quantify the precision of a matching method. Therefore it is not always possible to compare the figures of accuracy presented by different authors directly. The output error, first introduced in Van Herk and Kooy (1994) , overestimates the true error for points in the middle of the scan. Since these points are insensitive for rotation and scaling, the error of these points amounts to about one third of the output error. Taking this effect into account, the accuracies that we found in our study are comparable to the accuracies reported in Malison et al (1993) , where SPECT is matched to MR on a phantom and the accuracy, 0.22 cm, is determined by markers on the inside of the phantom. In Shukla et al (1992) SPECT is matched on MR using three markers on three reference points and one test marker at the surface of the head. From their table 1 it can be derived that the average distance between the test marker in SPECT and MR (projected in the axial plane) is 0.46 cm. Since the test marker is located on the head, a higher error is expected than our output error, which is based on points at the brain surface. In Holman et al (1991) the accuracy of the match (MR and SPECT) was determined by the shift in the thalamus, which was manually delineated in both scans. When the magnitudes of these shifts are averaged, which can be done retrospectively using the data presented in table 2 of Holman et al (1991) , one obtains a number of 0.43 cm. This number is still not directly comparable to our output error because it also contains the error due to the delineation of the thalamus. However, the order of magnitude corresponds to our findings.
In Turkington et al (1993) the accuracy of a matching algorithm was studied using a phantom that was placed in a SPECT camera, a PET camera and an MR scanner. Ten markers were placed on the phantom, of which the positions were compared after the different scans were matched using only the geometry of the (brain) surfaces derived from the images. For one of the PET scans the differences in all ten marker positions are reported (table 3 in Turkington et al 1993) . From these data one can derive that the output error in marker positions is 0.35 cm. The other figures of accuracy show that the SPECT and PET can be matched with almost the same precision to MR. These other figures are incompatible with our output error measure. Compared to our method the output error derived from Turkington et al (1993) is slightly better. However, our study was based on real data, where less radioactivity could be used resulting in a lower signal to noise ratio in the reconstructed SPECT images. Moreover, with phantom data the problem of matching function to anatomy is eliminated so that smaller errors can be expected.
We conclude that the accuracy of our automatic matching algorithm for SPECT and MR, in which no external markers were used, is comparable to the accuracies reported in the literature for non-automatic methods or methods based on external markers. The proposed method is efficient and insensitive to small variations in SPECT segmentation. Our method was tested on MR and IDEX SPECT scans of the brain but we have only used the fact the radioligand spreads more or less homogeneously over the brain. Therefore, we believe that the method will be useful in other brain SPECT studies as well, e.g. with 99mTc-HMPAO SPECT, where blood flow is labelled so that scans with similar characteristics are obtained.
