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Abstract The immense success of deep learning based meth-
ods in computer vision heavily relies on large scale training
datasets. These richly annotated datasets help the network
learn discriminative visual features. Collecting and annotat-
ing such datasets requires a tremendous amount of human
effort and annotations are limited to popular set of classes.
As an alternative, learning visual features by designing aux-
iliary tasks which make use of freely available self-supervision
has become increasingly popular in the computer vision com-
munity.
In this paper, we put forward an idea to take advantage
of multi-modal context to provide self-supervision for the
training of computer vision algorithms. We show that ade-
quate visual features can be learned efficiently by training a
CNN to predict the semantic textual context in which a par-
ticular image is more probable to appear as an illustration.
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More specifically we use popular text embedding techniques
to provide the self-supervision for the training of deep CNN.
Our experiments demonstrate state-of-the-art performance
in image classification, object detection, and multi-modal re-
trieval compared to recent self-supervised or naturally-supervised
approaches.
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1 Introduction
The emergence of large-scale annotated datasets (Deng et al.,
2009; Zhou et al., 2014; Lin et al., 2014) has undoubtedly
been one of the key ingredients for the tremendous impact
of deep learning on almost every computer vision task. How-
ever, there is a major issue with the supervised learning setup
in large scale datasets: collecting and manually annotating
those datasets requires great amount of human effort.
As an alternative, self-supervised learning aims at learn-
ing discriminative visual features by designing auxiliary tasks
where the target labels are free to obtain. These labels pro-
vide supervision for the training of computer vision mod-
els the same as in supervised learning, but could be directly
obtained from the training data, either from the image it-
self (Doersch et al., 2015; Pathak et al., 2016) or from a
complementary modality that is found naturally correlated
with it (Agrawal et al., 2015; Owens et al., 2016). Unlike
supervised learning that learns visual features from the hu-
man generated semantic labels, the self-supervised learning
scheme mines them from the nature of the data. Another
class of methods is weakly-supervised learning, where train-
ing makes use of low level human annotations for solving
more complex computer vision tasks. One such example
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Fig. 1: Method overview: Wikipedia articles contain textual description of a subject, these articles are also accompanied
with illustrative images supporting the text. A text embedding framework generates a global contextual representation of
the textual information. This vectorial text representation of entire text article is used to provide the self-supervision for the
training of CNN.
is making use of per-image class labels for object detec-
tion (Bilen and Vedaldi, 2016; Oquab et al., 2015) in natural
scene images.
In most cases, human generated data annotations consist
of semantic entities in the form of textual information with
different granularity depending on the vision task at hand: a
single word to identify an object/place (classification), a list
of words that describe the image (labeling), or a descriptive
phrase of the scene shown (captioning). In this paper we pro-
pose that text found in illustrated articles can be leveraged as
a form of image annotation to provide self-supervision, al-
beit being a very noisy one. The key benefit of this approach
is that these annotations can be obtained for “free”.
Illustrated articles are ubiquitous in our culture: for ex-
ample in newspapers, encyclopedia entries, web pages, etc.
Their visual and textual content complement each other and
provide an enhanced semantic context to the reader. In this
paper we propose to leverage all this freely available multi-
modal content to train computer vision algorithms.
Surprisingly, the use of naturally co-occurring textual
and visual information has not been fully utilized yet for
self-supervised learning. The goal of this paper is to pro-
pose an alternative solution to fully supervised training of
CNNs by leveraging the correlation between images and
texts found in illustrated articles. Our main objective is to
explore the strength of language semantics in unstructured
text articles as a supervisory signal to learn visual features.
We present a method we call TextTopicNet, that per-
forms self-supervised learning of visual features by mining a
large scale corpus of multi-modal web documents (Wikipedia
articles). TextTopicNet makes use of freely available un-
structured multi-modal content for learning visual features
in a self-supervised learning setup.
We claim that it is feasible to learn discriminative fea-
tures by training a CNN to predict the semantic context in
which a particular image is more probable to appear as an
illustration. As illustrated in Figure 1 our method consists in
applying a text embedding algorithm to the textual part to
obtain a vectorial text representation and then use this rep-
resentation as the supervisory signal for visual learning of a
CNN. We investigate the use of various document level and
word level text embeddings of articles, and we empirically
find that the the best practice is to represent the textual in-
formation at the topic level, by leveraging the hidden seman-
tic structures discovered by the Latent Dirichlet Allocation
(LDA) topic modeling framework (Blei et al., 2003).
As illustrated in Figure 2, the intuition behind using topic-
level semantic descriptors is that the amount of visual data
available about specific objects or fine-grained classes (e.g.
a particular animal) is limited in our data collection, while
it would be easy to find enough images representative of
broader object categories (e.g. “mammals”). As a result of
this approach the expected visual features that we learn are
generic for a given topic, but still useful for other, more spe-
cific, computer vision tasks.
By training a CNN to directly project images into a tex-
tual semantic space, TextTopicNet is not only able to learn
visual features from scratch without any annotated dataset,
but it can also perform multi-modal retrieval in a natural way
without requiring extra annotation or learning efforts.
This paper is an extended version of the work previously
published in CVPR 2017 (Gomez et al., 2017). Following
are the contributions in this paper:
– We provide an extension of our previous method (Gomez
et al., 2017) and show that the idea of self-supervised
learning using illustrated articles is scalable and can be
extended to a larger training dataset (such as the entire
English Wikipedia).
– We experimentally demonstrate that TextTopicNet out-
performs recent self-supervised or naturally supervised
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Fig. 2: Illustrated Wikipedia articles about specific entities,
like “Antelope” (a) or “Horse” (b), typically contain around
five images. The total number of images for broader topics,
e.g. “herbivorous mammals” (c), can easily reach hundreds
or thousands.
methods on standard benchmark evaluations. We extend
our previous analysis to the more challenging SUN397
(Xiao et al., 2010) dataset, where TextTopicNet substan-
tially reduces the performance gap between self-supervised
and supervised training on ImageNet (Deng et al., 2009).
– We show that using textual context based representations
for training helps the network to automatically learn se-
mantic multi-modal retrieval. On the task of image-text
retrieval, TextTopicNet outperforms unsupervised meth-
ods and shows competitive performance compared to su-
pervised approaches without making use of any class
specific information.
– We provide a baseline comparison across different text-
embeddings such as word2vec (Mikolov et al., 2013),
GloVe (Pennington et al., 2014), FastText (Joulin et al.,
2016), doc2vec (Le and Mikolov, 2014) for the purpose
of self-supervised learning.
– We publicly release an image-text article co-occurring
dataset which consists of 4.2 million images and is ob-
tained from entire English Wikipedia.
The rest of the paper is structured as follows. In Sec-
tion 2, previous work is reviewed. In Section 3 details of the
training dataset and scrapping setup are given. TextTopicNet
method is presented in Section 4 and is evaluated in Section
5. Finally, conclusions are drawn in Section 6.
2 Related Work
2.1 Self-Supervised Learning
Work in unsupervised data-dependent methods for learning
visual features has been mainly focused on algorithms that
learn filters one layer at a time. A number of unsupervised
algorithms have been proposed to that effect, such as sparse-
coding, restricted Boltzmann machines (RBMs), auto-encoders
(Zhao et al., 2016), and K-means clustering (Coates et al.,
2011; Dundar et al., 2016; Kra¨henbu¨hl et al., 2015). How-
ever, despite the success of such methods in several unsuper-
vised learning benchmark datasets, a generic unsupervised
method that works well with real-world images does not ex-
ist.
As an alternative to fully-unsupervised algorithms, there
has recently been a growing interest in self-supervised or
naturally-supervised approaches that make use of non-visual
signals, intrinsically correlated to the image, as a form to
supervise visual feature learning.
Agrawal et al. (Agrawal et al., 2015) draw inspiration
from biological observation that the living organisms learned
visual perception for the purpose of moving and interacting
with the environment. They make use of egomotion infor-
mation obtained by odometry sensors mounted on a vehi-
cle. The agent, that is, the vehicle, can be considered as a
moving camera. Thus, they train a network using contrastive
loss formulation (Mobahi et al., 2009) to predict the camera
transformations between two image pairs.
Wang & Gupta et al. (Wang and Gupta, 2015) make use
of videos as training data and use relative motion of objects
as supervisory signal for training. Their general idea is that
two image patches connected by a tracker may contain same
object or object parts. The relative motion information is ob-
tained by using a standard unsupervised tracking algorithm.
A Siamese-triplet network is then trained using a ranking
loss function.
In a further extension, Wang & Gupta et al. (Wang et al.,
2017) model two different variations: (a) inter-instance vari-
ations (two objects in the same class should have similar
features) (b) intra-instance variations (viewpoint, pose, de-
formations, illumination, etc.). They generate a data graph
over object instances with two kinds of edges: (a) differ-
ent viewpoints of same object instance (b) same viewpoint
of different object instances. Similar to (Wang and Gupta,
2015) they train a VGG-16 (Simonyan and Zisserman, 2014)
based Siamese-triplet network using a ranking loss function
for the two different types of data-triplet-pairs.
Doersch et al. (Doersch et al., 2015) use spatial context
such as relative position of patches within an image to make
the network learn object and object parts. They make use
of an unlabeled collection of images and train a network
to predict the relative position of second patch given the
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first patch. Owens et al. (Owens et al., 2016) make use of
sound as a modality to provide supervisory signal. They do
so by training a deep CNN to predict a hand-crafted statisti-
cal summary of sound associated with a video frame.
Pathak & Efros et al. (Pathak et al., 2016) take inspi-
ration from auto-encoders and proposed a context-encoder.
They train a network using a combination of L2 loss and
adversarial loss to generate arbitrary image regions condi-
tioned on their surrounding.
Bojanowski & Joulin et al. (Bojanowski and Joulin, 2017)
present an approach for unsupervised learning of visual fea-
tures using Noise As Target (NAT) label for training. Their
approach is domain agnostic and makes use of fixed set of
target labels for training. They make use of stochastic batch
reassignment strategy and a separable square loss function.
In this paper we explore a different modality, text, for
self-supervision of CNN feature learning. As mentioned ear-
lier, text is the default choice for image annotation in many
computer vision tasks. This includes classical image classi-
fication (Deng et al., 2009; Everingham et al., 2010), anno-
tation (Duygulu et al., 2002; Huiskes and Lew, 2008), and
captioning (Ordonez et al., 2011; Lin et al., 2014). In this
paper, we extend this to a larger level of abstraction by cap-
turing text semantics with topic models. Moreover, we avoid
using any human supervision by leveraging the correlation
between images and text in a largely abundant corpus of il-
lustrated web articles.
2.2 Deep Learning Image-Text Embeddings
Joint image and text embeddings have been lately an active
research area. The possibilities of learning together from
different kinds of data have motivated this field of study,
where both general and applied research has been done. De-
ViSE (Frome et al., 2013) proposes a pipeline that, instead
of learning to predict ImageNet classes, it learns to infer the
Word2Vec (Mikolov et al., 2013) representations of their la-
bels. The result is a model that makes semantically relevant
predictions even when it makes errors, and generalizes to
classes outside of its labeled training set.
A similar idea is explored in the work of Gordo & Lar-
lus et al. (Gordo and Larlus, 2017), where image captions
are leveraged to learn a global visual representation for se-
mantic retrieval. They use a tf-idf based BoW representation
over the image captions as a semantic similarity measure
between images and they train a CNN to minimize a mar-
gin loss based on the distances of triplets of query-similar-
dissimilar images.
Wang et al. (Wang et al., 2016c) propose a method to
learn a joint embedding of images and text for image-to-text
and text-to-image retrieval, by training a neural network to
embed in the same space Word2Vec (Mikolov et al., 2013)
text representations and CNN extracted features.
Other than semantic retrieval, joint image-text embed-
dings have also been used in more specific applications. Gordo
et al. (Gordo et al., 2015) embed word images in a semantic
space relying in the graph taxonomy provided by WordNet
to perform text recognition. In a more specific application,
Salvador et al. (Salvador et al., 2017) propose a joint embed-
ding of food images and its recipes to identify ingredients,
using Word2Vec (Mikolov et al., 2013) and LSTM represen-
tations to encode ingredient names and cooking instructions
and a CNN to extract visual features from the associated im-
ages.
Our work differ from the previous image-text embed-
ding methods in that we aim to learn generic and discrimi-
native features in a self-supervised fashion without making
use of any annotated dataset.
2.3 Topic Modeling
Our method is also related with various image retrieval and
annotation algorithms that make use of a topic modeling
framework in order to embed text and images in a com-
mon space. Multi-modal LDA (mmLDA) and correspon-
dence LDA (cLDA) (Blei and Jordan, 2003) methods learn
the joint distribution of image features and text captions by
finding correlations between the two sets of hidden topics.
Supervised variations of LDA are presented in (Rasiwasia
and Vasconcelos, 2013; Wang and Mori, 2011; Putthividhy
et al., 2010) where the discovered topics are driven by the
semantic regularities of interest for the classification task.
Sivic et al. (Sivic et al., 2005) adopt BoW representation of
images for discovering objects in images using pLSA (Hof-
mann, 2001) for topic modelling. Feng et al. (Feng and La-
pata, 2010) uses the joint BoW representation of text and
image for learning LDA.
Most cross-modal retrieval methods work with the idea
of representing data of different modalities into a common
space where data related to same topic of interest tend to
appear together. The unsupervised methods in this domain
utilize co-occurrence information to learn a common rep-
resentation across different modalities. Verma et al. (Verma
and Jawahar, 2014) do image-to-text and text-to-image re-
trieval using LDA (Blei et al., 2003) for data representation.
Methods such as those presented in (Rasiwasia et al., 2010;
Gong et al., 2014; Pereira et al., 2014; Li et al., 2011) use
Canonical Correlation Analysis (CCA) for establishing re-
lationships between data of different modalities. Rasiwasia
et al. (Rasiwasia et al., 2010) proposed a method for cross-
modal retrieval by representing text using LDA (Blei et al.,
2003), image using BoW and CCA for finding correlation
across different modalities.
In one of our prior publication (Patel et al., 2016), we
presented an approach for dynamic lexicon generation to
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Fig. 3: Number of relevant images (log scale) for a variety of semantic queries on the ImageCLEF Wikipedia collec-
tion (Tsikrika et al., 2011).
improve scene text recognition systems. We used image-
captions of MS-COCO (Lin et al., 2014) dataset and fine-
tune an ImageNet (Deng et al., 2009) pre-trained Inception
network (Szegedy et al., 2015) to predict topic probabilities
of a LDA model (Blei et al., 2003) directly from the images.
Then using the word probabilities from LDA model, we pre-
dicted the probability of occurrence of each word given an
image.
Our proposed method is related to these image anno-
tation and image retrieval methods in the way that we use
LDA (Blei et al., 2003) topic-probabilities as common rep-
resentation for both image and text. However, we differ from
all these methods in that we use the topic level representa-
tions of text to supervise the visual feature learning of a Con-
volutional Neural Network. Our CNN model, by learning to
predict the semantic context in which images appear as illus-
trations, learns generic visual features that can be leveraged
for other visual tasks.
3 Wikipedia Image-Text Data
TextTopicNet leverages the semantic correlation of image-
text pairs for self-supervised learning of visual features. Thus
it requires a large scale dataset of multimodal content. In this
paper we propose to use the Wikipedia web site as the source
of such dataset.
Wikipedia is a multilingual, web-based encyclopedia project
currently composed of over 40 million articles across 299
different languages. Wikipedia articles are usually comprised
by text and other kinds of multimedia objects (image, audio,
and video files), and can thus be treated as multimodal doc-
uments.
For our experiments we make use of two different sets
of Wikipedia articles’ collections: (a) the ImageCLEF 2010
Wikipedia collection (Tsikrika et al., 2011) (b) our own con-
tributed dataset Wikipedia Image-Text Co-ocurrence that is
made publicly available and consists of 4.2 million image-
text pairs obtained from entire English Wikipedia.
3.1 ImageCLEF Wikipedia Collection
The ImageCLEF 2010 Wikipedia collection (Tsikrika et al.,
2011) consists of 237, 434 Wikipedia images and the Wikipedia
articles that contain these images. An important observa-
tion is that the data collection and filtering is not semanti-
cally driven. The original ImageCLEF dataset contains all
Wikipedia articles which have versions in three languages
(English, German and French) and are illustrated with at
least one image in each version. Thus, we have a broad dis-
tribution of semantic subjects, expected to be similar as to
the entire Wikipedia or other general-knowledge data col-
lections. A semantic analysis of the data, extracted from the
ground-truth of relevance assessments for the ImageCLEF
retrieval queries, is shown in Figure 3. Although the dataset
also provides human-generated annotations in this paper we
train CNNs from scratch using only the raw Wikipedia arti-
cles and their images.
We consider only the English articles of the ImageCLEF
Wikipedia collection. We also filter small images (< 256
pixels) and images with formats other than JPG (Wikipedia
stores photographic images as JPG, and uses other formats
for digital-born imagery). This way our subset of Image-
CLEF training dataset is composed of 100, 785 images and
35, 582 unique articles. Throughout the paper, we refer to
this dataset as “ImageCLEF”.
3.2 Full English Wikipedia dump
In order to show that the idea of self-supervised learning
using illustrated articles is scalable and can be extended to
larger datasets than the ImageCLEF collection we have built
a new dataset by scraping the entire English Wikipedia. With
5, 614, 418 articles, the English Wikipedia is the largest among
the 290 different Wikipedia encyclopedias.
While a proper semantic analysis of the Wikipedia con-
tent is out of the scope of this paper, we consider relevant to
highlight its broad and highly extensive coverage of human
knowledge. For this, in Figure 4 we show the distribution of
articles among the 11 top level categories as computed with
the algorithm proposed by Kittur et al. (Kittur et al., 2009).
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Fig. 4: Distribution of articles among the 11 top level cat-
egories in the English Wikipedia (Kittur et al., 2009) com-
puted from the page-category assignments.
In order to obtain the training dataset for TextTopicNet
we scrap entire English Wikipedia but we consider only ar-
ticles with at least 50 words and illustrated with at-least one
image. Similarly to the preprocessing of ImageCLEF dataset
we filter small images (< 256 pixels) and images with for-
mats other than JPG. This way our training data is composed
of 4.2 million images and 1.7 million unique articles, made
publicly available1. On average each text article is illustrated
with 2.3 images. Through rest of the paper, we refer to this
dataset as “Wikipedia”.
4 TextTopicNet
The proposed method learns visual features in a self-supervised
fashion by predicting the semantic textual context in which
an image is more probable to appear as an illustration. As
illustrated in Figure 1 our CNN is trained on images to di-
rectly predict the vectorial representation of their correspond-
ing text documents.
In Section 5.1 we experimentally investigate the effect
of various document level and word level text embeddings
of articles for providing the training supervision to CNN.
We provide a baseline comparison on the use of: Word2Vec
(Mikolov et al., 2013), GloVe (Pennington et al., 2014), Fast-
Text (Joulin et al., 2016), Doc2Vec (Le and Mikolov, 2014)
and LDA (Blei et al., 2003) for the purpose of self-supervised
learning. In this experiment we observe that using Latent
Dirichlet Allocation (LDA) for text representation demon-
strates best performance.
On average, a Wikipedia article contains few hundred
words and thus averaging word level representations such as
Word2Vec (Mikolov et al., 2013) looses semantic meaning.
On the other hand LDA (Blei et al., 2003) discovers the dis-
tribution of documents over latent topics. Given a text docu-
1 https://github.com/lluisgomez/TextTopicNet
ment, this underlying distribution gives us a better semantic
representation of entire text article.
In this section we discuss the specific details of the Text-
TopicNet pipeline using LDA for representing text articles.
First, we describe how we learn a Latent Dirichlet Alloca-
tion (LDA) (Blei et al., 2003) topic model on all the text
documents in our dataset. Then we detail how the LDA topic
model is used to generate the target labels for training our
Convolutional Neural Network (CNN).
4.1 Latent Dirichlet Allocation (LDA) topic modeling
Our self-supervised learning framework assumes that the
textual information associated with the images in our dataset
is generated by a mixture of hidden topics. Similar to various
image annotation and image retrieval methods we make use
of the Latent Dirichlet Allocation (LDA) (Blei et al., 2003)
algorithm for discovering those latent topics and represent-
ing the textual information associated with a given image as
a probability distribution over the set of discovered topics.
Representing text at topic level instead of at word level
(BoW) provides us with: (1) a more compact representa-
tion (dimensionality reduction), and (2) a more semantically
meaningful interpretation of descriptors.
LDA is a generative statistical model of a text corpus
where each document can be viewed as a mixture of various
topics, and each topic is characterized by a probability distri-
bution over words. LDA can be represented as a three level
hierarchical Bayesian model. Given a text corpus consisting
of M documents and a dictionary with N words, LDA de-
fine the generative process for a document d as follows:
– Choose θ ∼ Dirichlet(α).
– For each of the N words wn in d:
– Choose a topic zn ∼Multinomial(θ).
– Choose a word wn from P (wn | zn, β), a multino-
mial probability conditioned on the topic zn.
where θ is the mixing proportion and is drawn from a Dirich-
let prior with parameter α, and both α and β are corpus level
parameters, sampled once in the process of generating a cor-
pus. Each document is generated according to the topic pro-
portions z1:K and word probabilities over β. The probability
of a document d in a corpus is defined as :
P (d | α, β) =
∫
θ
P (θ | α)
(
N∏
n=1
∑
zK
P (zK | θ)P (wn | zK , β)
)
dθ
Learning LDA on a document corpus provides two sets of
parameters: word probabilities given topic P (w | z1:K) and
topic probabilities given document P (z1:K | d). Therefore
each document is represented in terms of topic probabilities
z1:K (being K the number of topics) and word probabilities
TextTopicNet 7
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Fig. 5: Top-5 most relevant words for 3 of the discovered topics by LDA analysis (left) on the ImageCLEF Wikipedia
collection, and top-5 most relevant images for the same topics (right). Overall word frequency is shown in blue, and estimated
word frequency within the topic in red.
over topics. Any new (unseen) document can be represented
in terms of a probability distribution over the topics of the
learned LDA model by projecting it into the topic space.
4.2 Self Supervised Learning of Visual Features using LDA
Topic Probabilities
We train a CNN to predict text representations (topic prob-
ability distributions) from images. Our intuition is that we
can learn useful visual features by training the CNN to pre-
dict the semantic context in which a particular image is more
probable to appear as an illustration.
For our experiments we make use of two different archi-
tectures. One is the 8 layers CNN CaffeNet (Jia et al., 2014),
a replication of the AlexNet (Krizhevsky et al., 2012) model
with some differences (it does not train with the relighting
data-augmentation, and the order of pooling and normaliza-
tion layers is switched). The other architecture is a 6 layers
CNN resulting from removing the 2 first convolutional lay-
ers from CaffeNet. This smaller network is used to do exper-
iments with tiny images. The choice of AlexNet is justified
because most of the existing self-supervised methods make
use of this same architecture (Owens et al., 2016; Agrawal
et al., 2015; Pathak et al., 2016; Wang and Gupta, 2015) and
this makes us able to offer a direct comparison with them.
For learning to predict the target topic probability dis-
tributions we minimize a sigmoid cross-entropy loss on our
image dataset. We use a Stochastic Gradient Descent (SGD)
optimizer, with base learning rate of 0.001, multiplied by 0.1
every 250, 000 iterations, and momentum of 0.9. The batch
size is set to 128. With these settings the network converges
after 520, 000 iterations.
In an attempt to visualize the semantic nature of the su-
pervisory signal provided by the LDA model, we show in
Figures 6 and 5 the top-5 most relevant words for discovered
topics by LDA and the corresponding most relevant images
for such topics. The analysis is done individually on each of
the datasets introduced in Section 3. We appreciate that the
discovered topics correspond to broad semantic categories
for which, a priori, it is difficult to find the most appropriate
illustration. Still we observe that the most representative im-
ages for each topic present some regularities and thus allow
the CNN to learn discriminative features for broader object
classes, despite the possible noise introduced by outlier im-
ages that may appear in articles from the same topic. Further,
by comparing the discovered topics from the ImageCLEF
dataset (Figure 5) to the ones discovered in the Wikipedia
dataset (Figure 6) we can appreciate that the two LDA mod-
els share some common topics (eg. words like “music”, “al-
bum”, “song” are prominent to one of the topic in both LDA
models). This observation supports the claim made in Sec-
tion 3 that both datasets must have a similar distribution of
semantic subjects.
It is important to notice that a given image will rarely
correspond to a single semantic topic, because by definition
the discovered topics by LDA have a certain semantic over-
lap. In this sense we can think of the problem of predicting
topic probabilities as a multi-label classification problem in
which all classes exhibit a large intra-class variability. These
intuitions motivate our choice of a sigmoid cross-entropy
loss for predicting targets interpreted as topic probabilities
instead of a one hot vector for a single topic.
Once the TextTopicNet model has been trained, it can be
straightforwardly used in an image retrieval setting. Further-
more, it can be potentially extended to an image annotation
(Patel et al., 2016) or captioning system by leveraging the
common topic space in which text and images can be pro-
jected respectively by the LDA and CNN models.
However, in this paper we are more interested in analyz-
ing the qualities of the visual features that we have learned
by training the network to predict semantic topic distribu-
tions. We claim that the learned features, out of the com-
mon topic space, are not only of sufficient discriminative
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Fig. 6: Top-5 most relevant words for 4 of the discovered topics by LDA analysis (left) on the entire English Wikipedia
dataset, and top-6 most relevant images for the same topics (right). Overall word frequency is shown in blue, and estimated
word frequency within the topic in red.
power but also carry more semantic information than fea-
tures learned with other state of the art self-supervised and
unsupervised approaches.
The proposed self-supervised learning framework will
have thus a broad application in different computer vision
tasks. With this spirit we propose the use of TextTopicNet as
a convolutional feature extractor and as a CNN pre-training
method. We evaluate these scenarios in the next section and
compare the obtained results in different benchmarks with
the state of the art.
5 Experiments
In this section we perform extensive experimentation in or-
der to demonstrate the quality of the visual features learned
by the TextTopicNet model. Our aim is to demonstrate that
the learned visual features are both discriminative and robust
towards unseen or uncommon classes.
First we compare various text-embeddings for the pur-
pose of self-supervised learning from pairs of images and
texts. Second we perform a baseline analysis of TextTopic-
Net top layers’ features for image classification on the PAS-
CAL VOC 2007 dataset (Everingham et al., 2010) to find the
optimal number of topics of the LDA model. Third we com-
pare our method with state of the art self-supervised meth-
ods and unsupervised learning algorithms for image classi-
fication on PASCAL, SUN397 (Xiao et al., 2010), and STL-
10 (Coates et al., 2011) datasets, and for object detection
in PASCAL. Finally, we perform experiments on image re-
trieval from visual and textual queries on the Wikipedia re-
trieval dataset (Rasiwasia et al., 2010).
5.1 Comparing Text-Embeddings for Self-Supervised
Visual Feature Learning
As we have previously mentioned in the review of the state
of the art, there exist several text-image embedding pipelines
that share the basic design of TextTopicNet but make use of
other text representations instead of LDA topic probabili-
ties. Thus our first objective is to understand the strength of
using different text embeddings to provide self-supervision
for CNN training.
In order to do so, we train AlexNet (Krizhevsky et al.,
2012) as explained in Section 4.2 on ImageCLEF dataset
using different text embeddings: LDA (Blei et al., 2003),
Word2Vec (Mikolov et al., 2013), Doc2Vec (Le and Mikolov,
2014), GloVe (Pennington et al., 2014) and FastText (Joulin
et al., 2016). For evaluation of these trained models, we train
one vs. rest SVMs using the image representation obtained
by different layers on PASCAL VOC 2007 dataset (Evering-
ham et al., 2010).
The PASCAL VOC 2007 dataset (Everingham et al., 2010)
consists of 9,963 images, split into 50% for training/validation
and 50% for testing. Each image has been annotated with a
bounding box and object class label for each object in one of
the twenty classes present in the image: “person”, “bird”,
“cat”, “cow”, “dog”, “horse”, “sheep”, “aeroplane”, “bi-
cycle”, “boat”, “bus”, “car”, “motorbike”, “train”, “bot-
tle”, “chair”, “dining table”, “potted plant”, “sofa”, and
“tv/monitor”. The dataset is a standard benchmark for im-
age classification and object detection tasks and its relatively
small size for training makes it specially well suited for the
evaluation of self-supervised algorithms as well as for trans-
fer learning methods.
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Popular text vectorization methods in this pipelines are
diverse in terms of architecture and the text structure they are
designed to deal with. Some methods are oriented to gener-
ate representations of individual words (Joulin et al., 2016;
Mikolov et al., 2013; Pennington et al., 2014) and others to
vectorize entire text articles or paragraphs (Blei et al., 2003;
Le and Mikolov, 2014). In our analysis we consider the top-
performing text embeddings and test them in our pipeline to
evaluate the performance of the learned visual features.
Briefly the main characteristics of each text embedding
method used in this experiment are as follows:
– Word2Vec (Mikolov et al., 2013): Using large amounts
of unannotated plain text, Word2Vec learns relationships
between words automatically using a feed-forward neu-
ral network. It builds distributed semantic representa-
tions of words using the context of them considering
both words before and after the target word.
– Doc2Vec (Le and Mikolov, 2014): Extends the Word2Vec
idea to documents. Instead of learning feature represen-
tations for words, it learns them for sentences or docu-
ments.
– GloVe (Pennington et al., 2014): It is a count-based model.
It learns the vectors by essentially doing dimensional-
ity reduction on the co-occurrence counts matrix. Train-
ing is performed on aggregated global word-word co-
occurrence statistics from a corpus.
– FastText (Joulin et al., 2016): It is an extension of Word2Vec
which treats each word as composed of character ngrams,
learning representations for ngrams instead of words.
The vector for a word is made of the sum of its char-
acter n grams, so it can generate embeddings for out of
vocabulary words.
While LDA (Blei et al., 2003) and Doc2Vec (Le and
Mikolov, 2014) can directly generate text-article level em-
beddings, Word2Vec (Mikolov et al., 2013), GloVe (Pen-
nington et al., 2014) and FastText (Joulin et al., 2016) gen-
erate only word level embeddings. In order to make use of
representation obtained from entire text article for supervi-
sion, we use the mean embedding of all words within an
article.
For all embeddings except LDA, we test with two dif-
ferent representation dimensions: (a) 40 (same as optimum
number of topics when using LDA (Blei et al., 2003; Gomez
et al., 2017)) (b) 300 (same as standard models as trained
in original implementation). We make use of Gensim2 im-
plementations of Word2Vec (Mikolov et al., 2013), Fast-
Text (Joulin et al., 2016) and Doc2Vec (Le and Mikolov,
2014) and the GloVe implementation by provided by Ma-
ciej Kula3.
2 http://radimrehurek.com/gensim
3 http://github.com/maciejkula/glove-python
For each of these text-embeddings we train a CNN as
explained in Section 4.2. Once the CNN is trained, we learn
one-vs-all SVMs on features obtained from different layers
in the network. Table 1 shows the PASCAL VOC2007 image
classification performance using different text embeddings.
We observe that Latent Drichilet Allocation (LDA) (Blei
et al., 2003) based embedding serves as best global repre-
sentation for self-supervised learning of visual features.
Text Representation pool5 fc6 fc7
LDA (Gomez et al., 2017) 47.4 48.1 48.5
Word2Vec (40) 44.1 45.1 36.9
Word2Vec (300) 41.1 36.6 32.2
Doc2Vec (40) 41.8 40.0 33.3
Doc2Vec (300) 43.7 35.4 33.1
GloVe (40) 41.6 40.6 34.7
GloVe (300) 36.2 30.3 29.4
FastText (40) 45.3 46.2 38.7
FastText (300) 40.4 34.5 34.0
Table 1: TextTopicNet comparison using different text em-
beddings. PASCAL VOC2007 %mAP image classification.
5.2 LDA Hyper-parameter Settings
As observed in Section 5.1, LDA (Blei et al., 2003) based
global text representation of entire text articles provide best
supervision. Here we perform a baseline analysis for param-
eter optimization using the standard train/validation split of
the PASCAL VOC 2007 dataset.
In this experiment we train a LDA topic model on the
corpus of 35, 582 articles from the ImageCLEF Wikipedia
collection (Tsikrika et al., 2011). From the raw articles we
remove stop-words and punctuation, and perform lemma-
tization of words. The word dictionary (50, 913 words) is
made from the processed text corpus by filtering those words
that appear in less than 20 articles or in more than 50% of
the articles. At the time of choosing the number of topics in
our model we must consider that as the number of topics in-
crease, the documents of the training corpus are partitioned
into finer collections, and increasing the number of topics
may also cause an increment on the model perplexity (Blei
et al., 2003). Thus, the number of topics is an important pa-
rameter in our model.
We take a practical approach and empirically determine
the optimal number of topics in our model by leveraging
validation data. Figure 7 shows validation accuracy of SVM
classification using fc7 features for different number of top-
ics in our model. We appreciate that the best validation per-
formance is obtained with the 40 topics LDA model. This
configuration is kept for both LDA models on ImageCLEF
and Wikipedia datasets for the rest of our experiments. We
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Method aer bk brd bt btl bus car cat chr cow din dog hrs mbk prs pot shp sfa trn tv
TextTopicNet (Wikipedia) 71 52 47 61 26 49 71 46 47 36 44 41 72 62 85 31 40 42 72 44
TextTopicNet (ImageCLEF) 67 44 39 53 20 49 68 42 43 33 41 35 70 57 82 30 31 39 65 41
Sound (Owens et al., 2016) 69 45 38 56 16 47 65 45 41 25 37 28 74 61 85 26 39 32 69 38
Texton-CNN 65 35 28 46 11 31 63 30 41 17 28 23 64 51 74 9 19 33 54 30
K-means 61 31 27 49 9 27 58 34 36 12 25 21 64 38 70 18 14 25 51 25
Motion (Wang and Gupta, 2015) 67 35 41 54 11 35 62 35 39 21 30 26 70 53 78 22 32 37 61 34
Patches (Doersch et al., 2015) 70 44 43 60 12 44 66 52 44 24 45 31 73 48 78 14 28 39 62 43
Egomotion (Agrawal et al., 2015) 60 24 21 35 10 19 57 24 27 11 22 18 61 40 69 13 12 24 48 28
ImageNet (Krizhevsky et al., 2012) 79 71 73 75 25 60 80 75 51 45 60 70 80 72 91 42 62 56 82 62
Places (Zhou et al., 2014) 83 60 56 80 23 66 84 54 57 40 74 41 80 68 90 50 45 61 88 63
Table 2: PASCAL VOC2007 per-class average precision (AP) scores for the classification task with pool5 features.
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Fig. 7: One vs. Rest linear SVM validation %mAP on PAS-
CAL VOC2007 by varying number of topics of LDA (Blei
et al., 2003) in our method.
do not perform this hyper-parameter optimization of LDA
on introduced entire Wikipedia dataset due to high training
time on 4.2 million images.
5.3 Image Classification
In this set of experiments we evaluate how good are the
learned visual features of the 6 layer CNN (CaffeNet) for
image classification when trained with the self-supervised
method explained in Section 4. Image classification is eval-
uated using two standard protocols: (1) training one-vs-all
SVMs on representations obtained from different layers such
as conv5, fc6, fc7 (2) fine-tuning the network on different
datasets using TextTopicNet initialized weights.
5.3.1 Unsupervised Features for Image Classification
Starting from the TextTopicNet model trained as detailed on
Section 4 we extract features from the top layers of the CNN
(fc7, fc6, pool5, etc.) for each image of the dataset. Then, for
each class we perform a grid search over the parameter space
of an one-vs-all Linear SVM classifier 4 to optimize its val-
idation accuracy. Then, we use the best performing param-
eters to train again the one-vs-all SVM using both training
and validation images.
Tables 2 and 3 compare our results on the PASCAL test
set with different state-of-the-art self-supervised learning al-
gorithms using features from different top layers and SVM
4 Liblinear implementation from http://scikit-learn.
org/
classifiers. Scores for all other methods are taken from (Owens
et al., 2016). We appreciate in Table 3 that using text seman-
tics as supervision for visual feature learning outperforms
all other modalities in this experiment.
In Table 2, attention is drawn to the fact that our pool5
features are substantially more discriminative than the rest
for the most difficult classes, see e.g. “bottle”, “pottedplant”
or “cow”. Indeed, in the case of “bottle” our method out-
performs fully supervised networks. Additionally for com-
monly occurring classes such as “aeroplane”, “car”, “per-
son” TextTopicNet substantially outperforms previous self-
supervised approaches and show competitive performance
to supervised training.
Method max5 pool5 fc6 fc7
TextTopicNet (Wikipedia) - 51.9 54.2 55.8
TextTopicNet (ImageCLEF) - 47.4 48.1 48.5
Sound (Owens et al., 2016) 39.4 46.7 47.1 47.4
Texton-CNN 28.9 37.5 35.3 32.5
K-means (Kra¨henbu¨hl et al., 2015) 27.5 34.8 33.9 32.1
Tracking (Wang and Gupta, 2015) 33.5 42.2 42.4 40.2
Patch pos. (Doersch et al., 2015) 26.8 46.1 - -
Egomotion (Agrawal et al., 2015) 22.7 31.1 - -
TextTopicNet (MS-COCO) - 50.7 53.1 55.4
ImageNet (Krizhevsky et al., 2012) 63.6 65.6 69.6 73.6
Places (Zhou et al., 2014) 59.0 63.2 65.3 66.2
Table 3: PASCAL VOC2007 %mAP for image classifica-
tion.
TextTopicNet (Wikipedia) and TextTopicNet (ImageCLEF)
in Table 3 correspond to the models trained respectively on
each of the datasets detailed in Section 3. We appreciate
that our model greatly benefits from the larger scale of the
entire Wikipedia dataset. The TextTopicNet (COCO) entry
corresponds to a model trained with MS-COCO (Lin et al.,
2014) images and their ground-truth caption annotations as
textual content. Since MS-COCO captions are generated by
human annotators, this entry can not be considered a self-
supervised method, but rather as a kind of weakly supervised
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approach. Our interest in training this model is to show that
having more specific textual content, like image captions,
helps TextTopicNet to learn better features. In other words,
there is an obvious correlation between the noise introduced
in the self supervisory signal of our method and the qual-
ity of the learned features. Actually, the ImageNet entry in
Table 3 can be seen as a model with a complete absence of
noise, i.e. each image corresponds exactly to one topic and
each topic corresponds exactly to one class (a single word).
Still, the TextTopicNet (Wikipedia) features, learned from a
very noisy signal, surprisingly outperform the ones of the
TextTopicNet (COCO) model.
As an additional experiment we have calculated the clas-
sification performance on the combination of TextTopicNet
and that of Sound entries in Table 3. Here we seek insight
about how complementary are the features learned with two
different modalities of supervisory signals. By using the con-
catenation of fc7 features from TextTopicNet(ImageCLEF)
and Sound models the mAP increases to 54.81%. On com-
bining fc7 features from TextTopicNet(Wikipedia) and Sound
models the mAP gets to 57.38%. This improvement in per-
formance indicates towards a certain degree of complemen-
tarity.
Table 4 compares our results on the SUN397 (Xiao et al.,
2010) test set with state-of-the-art self-supervised learning
algorithms. SUN397 (Xiao et al., 2010) consists of 50 train-
ing and 50 test images for each of the 397 scene classes. We
follow the same evaluation protocol as (Owens et al., 2016;
Agrawal et al., 2015) and make use 20 images per class for
training and remaining 30 for validation. We evaluate Text-
TopicNet on three different partitions of training and testing
and report the average performance. This scene classifica-
tion dataset is suitable for the evaluation of self-supervised
approaches as it contains less frequently occurring classes
and thus is more challenging compared to PASCAL VOC
2007 dataset.
We appreciate that TextTopicNet outperforms all other
modalities of supervision in this experiment. We observe
that using features from fc6 layer of TextTopicNet gives bet-
ter performance compared to using features from fc7 layer.
This indicates that fc6 and pool5 layers of TextTopicNet are
more robust towards uncommon classes.
5.3.2 Self-Supervised pre-training for Image Classification
In knowledge transfer, other that using CNN as a feature
extractor and SVMs for classification, another standard pro-
cedure to evaluate the quality of CNN visual features it to
fine-tune the network into the target domain. We analyze
the performance of TextTopicNet for image classification by
fine-tuning the CNN weights to specific datasets (PASCAL
and STL-10).
Method max5 pool5 fc6 fc7
TextTopicNet (Wikipedia) - 28.8 32.2 27.7
Sound (Owens et al., 2016) 17.1 22.5 21.3 21.4
Texton-CNN 10.7 15.2 11.4 7.6
K-means (Kra¨henbu¨hl et al., 2015) 11.6 14.9 12.8 12.4
Tracking (Wang and Gupta, 2015) 14.1 18.7 16.2 15.1
Patch pos. (Doersch et al., 2015) 10.0 22.4 - -
Egomotion (Agrawal et al., 2015) 9.1 11.3 - -
ImageNet (Krizhevsky et al., 2012) 29.8 34.0 37.8 37.8
Places (Zhou et al., 2014) 39.4 42.1 46.1 48.8
Table 4: SUN397 accuracy for image classification.
For fine-tuning our network we use the following opti-
mization strategy: we use Stochastic Gradient Descent (SGD)
for 120, 000 iterations with an initial learning rate of 0.0001
(reduced by 0.1 every 30, 000 iterations), batch size of 64,
and momentum of 0.9. We use data augmentation by ran-
dom crops and mirroring. At test time we follow the stan-
dard procedure of averaging the net responses at 10 random
crops.
Table 5 compares our results for image classification on
PASCAL by fine-tuning the weights learned with different
self-supervised learning algorithms. Image classification us-
ing AlexNet when trained only on PASCAL VOC dataset
with randomly initialized weights achieve a performance of
53.4 %mAP. We appreciate that TextTopicNet substantially
improved the classification performance over this baseline.
Method Fine-tuning
TextTopicNet (Wikipedia) 61.0
TextTopicNet (ImageCLEF) (Gomez et al., 2017) 55.7
K-means (Kra¨henbu¨hl et al., 2015) 56.6
Tracking (Wang and Gupta, 2015) 55.6
Patch pos. (Doersch et al., 2015) 55.1
Egomotion (Agrawal et al., 2015) 31.0
NAT (Bojanowski and Joulin, 2017) 56.7
Context Encoder (Pathak et al., 2016) 56.5
ImageNet(Krizhevsky et al., 2012) 78.2
Table 5: Fine-tuning results on PASCAL VOC 2007.
Table 6 compares our classification accuracy on STL-10
with different state of the art unsupervised learning algo-
rithms. In this experiment we make use of the shortened 6
layers network in order to adapt better to image sizes for this
dataset (96 × 96 pixels). We do fine-tuning with the same
hyper-parameters as for the 6 layer network.
The standard procedure on STL-10 is to perform unsu-
pervised training on a provided set of 100, 000 unlabeled
images, and then supervised training on the labeled data.
While our method does not directly compare with unsuper-
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vised and semi-supervised methods in Table 6, because of
the distinct approach (self-supervision), the experiment pro-
vides insight about the added value of self-supervision com-
pared with fully-unsupervised data-driven algorithms. It is
important to notice that we do not make use of the STL-10
unlabeled data in our training.
Method Acc.
TextTopicNet (ImageCLEF) - CNN-finetuning * 76.51%
TextTopicNet (ImageCLEF) - fc7+SVM * 66.00%
Semi-supervised auto-encoder (Zhao et al., 2016) 74.33%
Convolutional k-means (Dundar et al., 2016) 74.10%
CNN with Target Coding (Yang et al., 2015) 73.15%
Exemplar convnets (Dosovitskiy et al., 2014) 72.80%
Unsupervised pre-training (Paine et al., 2015) 70.20%
Swersky et al. (Swersky et al., 2013) * 70.10%
C-SVDDNet (Wang and Tan, 2016) 68.23%
K-means (Single layer net) (Coates et al., 2011) 51.50%
Raw pixels 31.80%
Table 6: STL-10 classification accuracy. Methods with an
asterisk mark make use of external (unlabeled) data.
5.3.3 Visual Features Analysis
We further analyze the qualities of the learned features by
visualizing the receptive field segmentation of TextTopicNet
convolutional units using the methodology of (Zhou et al.,
2015; Owens et al., 2016). The purpose of this experiment
is to gain insight in what our CNN has learned to detect.
Figure 8 shows a selection of neurons in the fc7 layer
of our model. We appreciate that our network units are quite
generic, mainly selective to textures, shapes and object-parts,
although some object-selective units are also present (e.g.
faces).
5.4 Object Detection
Similar to other self-supervised approaches, for object de-
tection we make use of Fast R-CNN (Girshick, 2015). We
replace the ImageNet initialized weights of Fast R-CNN with
the weights of TextTopicNet and train the network with de-
fault parameters for 40, 000 iterations on training and vali-
dation set of PASCAL VOC 2007.
Table 7 compares our results for image classification and
object detection on the test set of PASCAL VOC 2007 with
different self-supervised learning algorithms. Object detec-
tion using Fast RCNN (Girshick, 2015) when trained only
on PASCAL VOC dataset with randomly initialized weights
achieve a performance of 40.7 %mAP. We appreciate that
TextTopicNet and other self-supervised methods enhance the
detection performance over this baseline.
Fig. 8: Top-5 activations for five units in fc7 layer of Text-
TopicNet(ImageCLEF) model. While most TextTopicNet
units are selective to generic textures, like grass or water,
some of them are also selective for specific shapes, objects,
and object-parts.
Method Detection
TextTopicNet (Wikipedia) 44.3
TextTopicNet (ImageCLEF) 43.0
Sound (Owens et al., 2016) 44.1
K-means (Kra¨henbu¨hl et al., 2015) 45.6
Tracking (Wang and Gupta, 2015) 47.4
Patch pos. (Doersch et al., 2015) 46.6
Egomotion (Agrawal et al., 2015) 41.8
NAT (Bojanowski and Joulin, 2017) 49.4
Context Encoder (Pathak et al., 2016) 44.5
ImageNet (Krizhevsky et al., 2012) 56.8
Table 7: PASCAL VOC2007 finetuning %mAP for object
detection.
5.5 Multi-Modal Retrieval
We evaluate our learned self-supervised visual features for
two types of multi-modal retrieval tasks: (1) Image query vs.
Text database, (2) Text query vs. Image database. For this
purpose, we use the Wikipedia retrieval dataset (Rasiwasia
et al., 2010), which consists of 2,866 image-document pairs
split into train and test set of 2,173 and 693 pairs respec-
tively. Further, each image-document pair is labeled with
one of ten semantic classes (Rasiwasia et al., 2010). As demon-
strated in Figure 11 for retrieval we project images and doc-
uments into the learned topic space and compute the KL-
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Fig. 9: Top 4 nearest neighbors for a given query image image (left-most). Each row makes use of features obtained from
different layers of TextTopicNet (without fine tuning). From top to bottom: prob, fc7, fc6, pool5.
divergence distance of the query (image or text) with all the
entities in the database.
Fig. 11: TextTopicNet projects the images on same topic
probability representation as that of co-occurring text arti-
cle.
In Table 8 we compare our results with supervised and
unsupervised multi-modal retrieval methods discussed in (Wang
et al., 2016b) and (Kang et al., 2015). Supervised methods
make use of class or categorical information associated with
each image-document pair, whereas unsupervised methods
do not. All of these methods use LDA for text representa-
tion and CNN features from pre-trained CaffeNet, which
is trained on ImageNet dataset in a supervised setting. We
appreciate that our self-supervised method outperforms un-
supervised approaches, and has competitive performance to
supervised methods without using any labeled data.
Method
Image
Query
Text
Query Average
TextTopicNet (Wikipedia) 37.63 40.25 38.94
TextTopicNet (ImageCLEF) 39.58 38.16 38.87
CCA (Rasiwasia et al., 2010) 19.70 17.84 18.77
PLS (Rosipal and Kra¨mer, 2006) 30.55 28.03 29.29
SCM* (Rasiwasia et al., 2010) 37.13 28.23 32.68
GMMFA* (Sharma et al., 2012) 38.74 31.09 34.91
CCA-3V* (Gong et al., 2014) 40.49 36.51 38.50
GMLDA* (Sharma et al., 2012) 40.84 36.93 38.88
LCFS* (Wang et al., 2013) 41.32 38.45 39.88
JFSSL* (Wang et al., 2016a) 42.79 39.57 41.18
Table 8: MAP comparison on Wikipedia dataset (Rasiwa-
sia et al., 2010) with supervised (bottom) and unsupervised
(middle) methods. Methods marked with asterisk make use
of document (image-text) class category information.
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(a)  Text Query: “airplane” (b) Text Query: “air” + “motor”
(d) Text Query: “fly” + “sky”(c) Text Query: “airplane” + “fighter”
(e) Text Query: “car” (f) Text Query: “person”
Fig. 10: Top 12 nearest neighbors for different text queries.
Finally, in order to analyze better what is the nature of
learned features by our self-supervised TextTopicNet we per-
form additional qualitative experiments for the image re-
trieval task.
Figure 9 shows the 4 nearest neighbors for a given query
image (left-most), where each row makes use of features ob-
tained from different layers of TextTopicNet (without fine
tuning). From top to bottom: prob, fc7, fc6, pool5. Query
images are randomly selected from PASCAL VOC 2007
dataset and never shown at training time. It can be appreci-
ated that when retrieval is performed in the topic space layer
(prob, 40 dimensions, top row), the results are semantically
close, although not necessarily visually similar. As features
from earlier layers are used, the results tend to be more vi-
sually similar to the query image. Further we appreciate that
without any supervision from PASCAL VOC 2007 classes,
TextTopicNet learns to retrieve images belonging to correct
corresponding class of input image.
Figure 10 shows the 12 nearest neighbors for a given text
query in the topic space of TextTopicNet (again, without fine
tuning). Interestingly, the list of retrieved images for the first
query (“airplane”) is almost the same for related words and
synonyms such as “flight”, “airway”, or “aircraft”. By lever-
aging textual semantic information our method learns a pol-
ysemic representation of images. Further it can be appreci-
ated that TextTopicNet is capable of handling semantic text
queries for retrieval such as (“airplane” + “fighter”, “fly” +
“sky”).
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6 Conclusions
In this paper we provide an extension to our CVPR 2017 pa-
per (Gomez et al., 2017) on self-supervised learning using
text topic spaces learned by LDA (Blei et al., 2003) topic
model. The presented method, TextTopicNet, is able to take
advantage of freely available multi-modal content to train
computer vision algorithms without human supervision. By
considering text found in illustrated articles as noisy image
annotations the proposed method learns visual features by
training a CNN to predict the semantic context in which a
particular image is more probable to appear as an illustra-
tion. Here we experimentally demonstrate that our method
is scalable to larger and more diverse training datasets.
The contributed experiments show that although the learned
visual features are generic for broad topics, they can be used
for more specific computer vision tasks such as image clas-
sification, object detection, and multi-modal retrieval. Our
results are superior when compared with state of the art self-
supervised algorithms for visual feature learning.
TextTopicNet source code, pre-trained models and intro-
duced Wikipedia dataset (Section 3) are publicly available at
https://github.com/lluisgomez/TextTopicNet.
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