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This study extends the numerical results presented in past authors work (Lappa and Ferialdi, Phys. 
Fluids, 29(6), 064106, 2017) about the typical instabilities of thermogravitational convection (the 
so-called Hadley flow) in containers with inclined (converging or diverging) walls. The flow is now 
allowed to develop along the third dimension (z). In a region of the space of parameters where the 
two-dimensional solutions were found to be relatively regular in time and with a simple structure in 
space (supporting transverse waves propagating either in the downstream or in the upstream 
direction), the 3D flow exhibits either waves travelling along the spanwise direction or spatially 
disordered and chaotic patterns. In order to identify the related mechanisms, we analyse the 
competition between hydrodynamic and hydrothermal (Oscillatory Longitudinal Roll) modes of 
convection for different conditions. A peculiar strategy of analysis is implemented, which, on the 
one hand, exploits the typical properties of systems developing coexisting branches of solution 
(multiple states) and their sensitivity to a variation of the basin of attraction and, on the other 
hand, can force such systems to select a specific category of disturbances (by enabling or disabling 
the related physical mechanisms). It is shown that hydrodynamic modes can produce early 
transition to chaos. The dimensionality of such states is investigated through evaluation of the 
fractal (correlation) dimension on the basis of the algorithm by Grassberger and Procaccia. When 
low-dimensional chaos is taken over by high-dimensional chaos, the flow develops a recognisable 
interval of scales where turbulence obeys the typical laws of the so-called inertial range and 
produces small-scale features in agreement with available Kolmogorov estimates.  
 
Key words: Buoyancy flow, Lateral heating, liquid metals, non-parallel flow, Instability and 
bifurcation in Fluid Dynamics. 
 
Although thermogravitational flow of liquid metals in laterally heated rectangular cavities has 
been the subject of a large amount of research, the companion problem related to the analysis 
of the related hierarchy of bifurcations and mechanisms of transition to chaos in systems with 
non-horizontal walls has not been similarly graced. Here this topic is investigated by direct 
numerical solution of the governing flow-field (Navier-Stokes-Boussinesq) equations in non-
linear and time-dependent form in combination with a specific strategy relying on a variation 
of the initial conditions or the “control” of certain physical processes, which are turned on 
and off (while carefully diagnosing the results). We use this modelling hierarchy to investigate 
the interplay of certain types of disturbances and the ability of the considered system to 
develop multiple solutions and “hybrid states”. The fascinating diversity and complexity of 
resulting solutions in the three-dimensional space (together with sudden transition to chaos) 
distinguishes the present case from similar phenomena observed previously under the 
constraints of two-dimensional flow. Through estimates of the correlation dimension, we track 
precisely the progression of the system from an initial quasi-periodic state towards fully 
developed turbulence due to the progressive excitation of new “degrees of freedom”. By virtue 
of this approach, in particular, we show that the transition from low-dimensional to high-
dimensional chaos takes a specific path, which falls under the general heading of Curry-
Yorke scenario. 
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1. Introduction 
 
Non isothermal flows of liquid metals induced by buoyancy are omnipresent in engineering and 
related technological applications (Okano et al.,
1
; Delgado Buscalioni and Crespo del Arco
2
; 
Kaddeche et al.,
3
; Li, Peng, Wu, Imaishi and Zeng
4
; Jaber and Saghir
5
; Lappa
6
). The related 
hierarchy of bifurcations and mechanisms of transition to chaos also constitute a significant and 
relevant part of the problem. 
As an example, they have a significant impact on the solidification of industrial castings and ingots. 
The quality and mechanical properties of such products are adversely affected by such flows as they 
can produce defects such as channels and freckles in the material structure (Ludwig et al.,
7
; 
Abhilash et al.,
8
). In other circumstances, convection has just the opposite effect, i.e. it can be 
employed for melt homogenization and prevention of slab macroscopic irregularities (such as the 
entrapment of bubbles or other non-metallic inclusions). Often such casting processes rely on liquid 
metal compartments equipped with baffles, which cause a significant departure of the effective 
geometry from the classical rectangular solidification chamber often assumed in related numerical 
studies.  
Flows of liquid metals and their oscillatory or chaotic states also affect the production of crystals of 
semiconductor or superconductor materials (in the context of crystal-growth-from-the-melt 
techniques, e.g., the horizontal Bridgman (HB), the Floating zone (FZ) or the Czochralski (CZ) 
technique). Leaving aside for a while the differences among such production techniques (differing 
essentially in the shape of the container using to host the liquid and/or in the shape of the resulting 
crystallized material, see, e.g., Lappa
9
), all such methods share a common feature, that is the 
presence of flow of gravitational (buoyancy) nature in the liquid undergoing solidification. Such 
flows can have detrimental effects on the perfection and purity of the ordered crystalline structures 
of the resulting solidified material (typically emerging at the micro or macro scale in the form of 
striations or segregations, respectively; Dupret and Van der Bogaert
10
; Monberg
11
). Actual 
geometries in practice are often found to have shapes with top or bottom boundaries being more or 
less inclined with respect to the horizontal. 
Additional relevance for such flows can be found in the nuclear engineering area. As an example, 
liquid-metal cooled nuclear reactors (liquid metal fast reactor or LMFR) represent a class of 
advanced-type nuclear devices where water as the primary coolant has been replaced by a liquid 
metal. Because a metal has obviously a much higher thermal conductivity than water, it can be used 
to remove heat more efficiently. Moreover, a liquid metal can lower the chance of neutron leakage 
due to the presence of favourable neutron properties. This makes the use of these liquids as primary 
coolants very attractive in situations where containing the size of the plant is a factor of crucial 
importance (Zrodnikov et al.,
12
; Gorse Pomonti and Russier
13
). Similar ideas are being applied to 
devise new advanced heat exchangers for high power electronic devices. To better tackle the high-
density heat dissipation difficulty within the limited space usually associated with such systems, a 
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new generation of mini-channel exchangers based on metals that are liquid at ambient temperature 
(or have a small melting point temperature) is being developed (Luo and Liu
14
). 
Despite the relevance of these flows to a variety of problems, the literature on such a subject, 
however, seems to be still relatively limited. Most of existing studies, indeed, have been limited to 
two-dimensional configurations for which the dominant disturbances causing transition to time-
dependent convection are expected to be purely hydrodynamic in nature.  
Nevertheless, lines of evidence exist indicating that the emerging flow might have a remarkable 3D 
nature in many circumstances. Along these lines, as an example, Hart
15,16
 was the first to determine 
the sensitivity of this kind of convection (under the assumption of infinite layer i.e. parallel flow) 
to both transverse (2D) and longitudinal (3D) disturbances. Later, Gill
17
 concentrated specifically 
on the latter disturbances. These initial studies revealed that while the transversal instability is 
driven by the mean shear stress (this is the reason why it is often referred to as "shear instability" 
and the related disturbances as hydrodynamic one), the longitudinal instability involves dynamical 
coupling between the mean shear stress and the buoyancy force (a dynamical balance that makes 
thermal effects directly relevant to the instability mechanism, from which the denomination of 
hydrothermal disturbances). 
In terms of patterning behaviour, the outcomes of these instabilities are different as well. In the first 
case 2D circulations appear close to the inflection point of the basic velocity profile. These 
perturbation rolls are therefore perpendicular to the basic flow. The latter mode of convection is 
featured by a pair of gravitational waves traveling in the spanwise direction. This means that the 
axis of the perturbation rolls is parallel to the basic flow. In practice, these longitudinal rolls 
combine with the basic parallel flow to produce helical trajectories of the fluid particles (from 
which the denomination of Helical wave or OLR mode, where OLR stands for oscillatory 
longitudinal rolls). 
Other (later) studies have been instrumental in clarifying that the ranges of existence of the different 
modes of oscillatory instability determined for the infinite horizontal layer might not be directly 
applicable to real situations. 
As an example, assuming ideally a fluid with zero Prandtl number
 
fluid, Afrid and Zebib
18
 found 
that the extension of
 
a classical rectangular geometry (with horizontal top and bottom walls) along 
the direction perpendicular to the basic flow can have an important effect on transition to
 
oscillatory 
convection (it was shown that reducing this extension
 
from two to one could cause a significant 
increase in the value of the critical Rayleigh number). A similar trend was also observed in 
experiments (see, e.g., Hung and Andereck
19
 and Pratte and Hart
20
 for Pr=0.026). Remarkably, the 
latter authors found longitudinal waves to be the preferred mode of oscillatory convection in 
proximity to the critical threshold. 
In general, some indication has been provided that the location of the points in the (Ra, Pr) space 
where the branches pertaining to the different instability mechanisms (transverse or longitudinal) 
intersect might change with respect to the idealized layer with infinite extent according to the 
effective spatial configuration of the fluid container (Lappa
21
). Along these lines, indeed, there have 
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been specific experimental works considering the possible interplay of these two fundamental 
modes of convection. For instance, four new modes of oscillation were reported in the study by 
Braunsfurth and Mullin
22
 for Pr spanning the interval 0.016d Prd0.022. Similarly, by investigating 
numerically the onset of oscillations as a function of the cavity aspect ratio and Pr in the range 
0dPrd0.027, Wakitani23 observed an increase in the value of the critical Rayleigh number for larger 
Pr and/or by reducing of the spanwise aspect ratio. These variations were not regular, which may be 
regarded as evidence of the competition of different oscillatory modes at onset. 
Due to such disorganized manifestations, these convective regimes have so far resisted a deeper 
analysis. The problem is even more complex than as discussed above if one considers that, 
following the original model introduced by Hadley
24
, most of past efforts have been devoted to 
geometrical domains with relatively simple shapes (cubic or parallelepipedic enclosures with 
straight horizontal and vertical walls and temperature gradient perpendicular to gravity).  
For relevant work where this constraint has been removed, the reader may consider the numerical 
studies by Delgado-Buscalioni and co-workers. As an example, Delgado-Buscalioni
25,26
 illustrated 
that, when the system is inclined, new types of instabilities can be enabled; examples along these 
lines being represented by the Stationary Longitudinal long-wavelength instability (SLL) and the 
Oscillatory Transversal long-wavelength  instability (OTL). While the first may be regarded as a 
close relative of a classical Rayleigh-Bénard mode, the second is essentially a kind of standing 
wave with a rather long wavelength appearing only if the cavity is inclined and heated from below. 
Owing to these studies, it is also known that the inclination can even alter the properties of the 
typical modes of convection of the Hadley flow, namely the aforementioned hydrodynamic and 
hydrothermal disturbances. For instance, the stationary transverse rolls (the 2D hydrodynamic 
instability), that for horizontal configurations are generally observed for fluids with Pr<<1 and are 
suppressed for Pr>0.1 can become unstable even in gases (Pr#1, Delgado-Buscalioni25). Moreover, 
the OLR instability is damped at a certain cutoff value of Pr, which increases with the inclination 
angle with respect to the horizontal direction (T) (e.g, for T=0° and 10° OLR perturbations are 
damped for Prt0.21 and Prt0.26, respectively, Delgado-Buscalioni26).  
Despite these remarkable results, only in the last couple of years, however, has the importance of 
the different inclination of the walls been realised. As an example, most recently, the ability of 
oppositely inclined walls (delimiting the fluid from above and from below) to further expand the set 
of convective modes potentially excitable when the Rayleigh number is increased has been shown 
by Lappa and Ferialdi
27
 under the constraint of 2D flow. These systems may be regarded as an 
additional variant, for which though the top and bottom walls are not horizontal, no net inclination 
is present as these boundaries are one the mirror image of the other. Thereby, a new line of inquiry 
in the study of these subjects has been opened up for cases in which, though the system is not tilted,  
the widespread assumption of parallel flow is no longer applicable.  
The present work continues this investigation by probing the role of the third dimension (z). Given 
the lack of information for 3D configurations, in particular, we concentrate on cavities with 
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converging or diverging walls in the xy (basic flow) plane and different spanwise aspect ratios 
(assuming either periodic boundary conditions or solid walls as limiting condition along the z axis). 
 
2. Mathematical Model and Numerical Method 
 
2.1 The System 
 
As shown in Fig. 1, the considered three-dimensional shallow cavity is symmetric with respect to 
the horizontal x axis. Such a configuration is laterally delimited along x by solid walls at different 
temperatures (one heated, the other cooled, having height dhot and dcold, respectively). Moreover, 
with regard to the other direction (z axis in Fig. 1) we focus on two possible situations, i.e. vertical 
adiabatic walls or periodic boundary conditions (to mimic an infinite extension along that direction). 
This naturally leads to three different non-dimensional (independent) parameters characterizing 
such a problem, namely the streamwise (or transverse) aspect ratio Ax, defined as the cavity length-
to-average-depth ratio Ax=L/d where d = (dhot + dcold)/2, the spanwise (or longitudinal) aspect ratio, 
Az=W/d (where W is the extension of the computational domain along z) and the so-called 
expansion (compression) ratio K=dhot/dcold 27.  
For all cases, we assume the top and bottom walls to be adiabatic (no heat exchange). 
 
 
 
Fig. 1: Sketch of the considered geometry and related thermal and kinematic boundary conditions. 
 
For the convenience of the reader, it is worth recalling that the natural buoyancy flow established in 
such configurations for relatively small values of the control parameter (the Rayleigh number) 
would consist of a single horizontally elongated convective circulation (featuring fluid rising near 
the hot wall and falling near the cold wall with additional currents created by continuity 
transporting fluid along the upper wall from the right side to the left side, and in the opposite 
direction along the bottom wall). 
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As preliminarily shown by Lappa and Ferialdi
28
, the properties of this unicellular basic flow are 
very sensitive to the value of the parameter K. More specifically, both the streamfunction and the 
nondimensional shear stress attain a minimum when K=1, i.e. when the top and bottom walls are 
perfectly horizontal and increase as soon as K becomes z 1. When the Rayleigh number is increased, 
under the constraint of two-dimensionality
27
 such a flow can undergo shear driven instabilities 
leading to a variety of possible waveforms.   
Our article builds on, but also seeks to extend, such earlier works by expressly targeting an 
improved understanding of the regimes of fluid motion that can be established in such 
configurations when the constraint of two-dimensional flow is removed and the Rayleigh number is 
increased. Such a parameter is defined here as: 
ȱ
Ra=GrPr=gET'Td3/QD           (1) 
ȱ
where 'T is the horizontal temperature difference, D is the thermal diffusivity, Q is the kinematic 
viscosity, ET is the thermal expansion coefficient, Pr=Q/D the Prandtl number, Gr=Ra/Pr the 
Grashof number.  
In past linear stability analyses on the subject (for the case of horizontal parallel flows), 
hydrodynamic and hydrothermal disturbances were observed as the preferred (most critical) 
perturbations for Pr=O(10
-2
) and  Pr=O(10
-1
), respectively. For systems featuring a net inclination 
with tilts similar to those considered in the present work (though with opposite sign for the top and 
bottom boundaries), such modes were found to interact (codimension-two point) for Pr located in a 
certain neighbourhood of Pr=0.03 (see Delgado-Buscalioni
25
). Accordingly, in the present analysis 
we consider Pr=0.01 and Pr=0.05. Moreover, as in Ref
27
, we assume Ax= 10. 
 
2.2 Governing Equations  
 
The governing equations for mass, momentum and energy, properly cast in nondimensional form 
read: 
 
0  V             (2) 
 
> @ giTRaVVVpt
V
PrPr 2  w
w
       (3) 
 
> @ TTV
t
T 2 w
w
           (4) 
 
where V (u,v,w), T and p are the nondimensional velocity, temperature and pressure, respectively, ig 
is the unit vector along the direction of gravity and the Boussinesq approximation has been used for 
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the buoyancy production term in the momentum equation. Velocity and temperature have been 
referred to the scales D/d and 'T, respectively and all distances have been scaled on d. 
 
2.3 The Numerical Method 
 
Our solution procedure for the governing equations is based on a classical Finite Volume Method 
(FVM) strategy, which means that the integral form of such equations is discretized over a finite set 
of control volumes. The algorithm is articulated into different stages as required by the so-called 
PISO (Pressure-Implicit Split Operator) approach (Jang et al.,
29
, Yen and Liu
30
). This technique 
may be regarded as a variant of the general class of techniques pertaining to the category of 
projection methods (also known under several other names such as: fractional-step method or 
pressure-correction method, also simply referred to as primitive-variables approach). Such 
denomination reflects the intrinsic nature of the coupling between velocity and pressure. These two 
quantities are treated in an apparently segregated manner. Overall, this method may be regarded as 
a numerical spin off of the so-called inverse theorem of the vector calculus (Ladyzhenskaya
32
). 
From a theoretical point of view, a simple sketch of it may be provided as follows: Initially a 
provisional velocity field V* is determined neglecting the influence of pressure. This results in a 
field that satisfies the balance equation for the vorticity (equation derived by applying the curl 
operator to the momentum equation). In a subsequent step, pressure is determined via an additional 
equation derived from the continuity equation. The provisional velocity field is finally corrected via 
the gradient of such pressure thereby making it compliant with the requisite of incompressible flow. 
In practice, the above steps can be repeated several times to further enforce the incompressibility 
constraint. As well described by Moukalled et al.,
 31
, indeed, the PISO may be regarded as a 
combination of one SIMPLE step and one or more PRIME (PRessure Implicit Momentum Explicit) 
steps, hence combining the implicitness of the SIMPLE algorithm with the stability of the PRIME 
algorithm. 
We should also mention that, with the version of PISO implemented in the OpenFoam 
computational platform, both velocity and pressure occupy the same computational points, which 
mean that a collocated (non-staggered) variable arrangement is used for the different problem 
quantities. This, in turn, requires a special treatment as indicated by Choi et al.,
33,34
 and Rhie and 
Chow
35
.  
To summarise, the sequence of computational steps in the collocated PISO algorithm can be 
sketched as follows: 
 
1. The solution at time t + ǻt is computed using as an initial guess the solution at time t for pressure 
and velocity. 
SIMPLE Step 
2. The momentum equation is solved implicitly to obtain a new velocity field V*. 
3. The mass flow rates at the cell faces are updated using the Rhie-Chow interpolation scheme. 
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4. The pressure correction equation is assembled using the new mass flow rates and solved to obtain 
a pressure correction field pĄ. 
5. The pressure and velocity fields at the cell centroids and the mass flow rate at the cell faces are 
updated to obtain continuity-satisfying fields. 
PRIME Step(s) 
6. The coefficients of the momentum equation are calculated using the latest available velocity and 
pressure fields and this equation is solved explicitly. 
7. The mass flow rate at the cell faces are updated using the Rhie-Chow interpolation strategy. 
8. The pressure correction equation is assembled using the new mass flow rates and solved to obtain 
a pressure correction field. 
9. The pressure and velocity fields are updated using expressions similar to the ones used for step 5. 
10. The algorithm goes back to step 6 and the process is repeated according to the desired number 
of corrector steps. 
11. The algorithm goes back to step 6 and the process is repeated until convergence. 
 
As a concluding remark for this subsection, we highlight that for what concerns spatial 
discretisation second order accurate QUICK and central-difference schemes have been used for the 
convective and diffusive terms, respectively. Finally, unless differently specified, a thermally 
diffusive (quiescent) state has been assumed as initial condition for all the simulations. 
 
2.4 Mesh independence and validation study 
 
The approach has been robustly tested by checking its convergence under mesh refinement and 
assessing the overall coherence of the model against other existing numerical studies (the outcomes 
of such a preliminary investigation being summarised in Tables I and II). 
In particular, as shown in Table I, the present method has been carefully validated through 
comparison with the results by Gelfgat et al,
36
. 
 
Table I: Code Validation Study: Comparison with the results by Gelfgat et al.,36 for Ax=4, K=1 and 
Pr=0.015. 
 Gr 
Angular 
frequency value Code 
 1.478 10
6
 Ȧ 17.002 Gelfgat et al. (1999). 
 1.530 10
6
 Ȧ 16.983 Present 
 
Stripped to its basics, the convergence scheme that we have used for the mesh refinement study 
envisions an analysis of the variations displayed by a representative quantity as the mesh density is 
progressively increased. As representative (relevant) case, we have focused on Ax= 10, K=0.1, 
Pr=0.01 and Gr = 4x10
5
. Five different meshes have been tested using the non-dimensional angular 
frequency of the emerging oscillatory flow as the convergence criterion.  
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Mesh Z '% 
150x20 0.214 - 
175x25 0.209 2.39 
200x30 0.205 1.95 
225x40 0.202 1.49 
250x50 0.200 1 

Table II: Outcomes of the grid refinement study (Pr=0.01, Ax=10, K=0.1 and Gr = 4x105). 
As shown in Table II, the relative percentage error becomes smaller than 2% as the mesh density 
exceeds that corresponding to NxxNy=175x25. Accordingly, a mesh 200x30 has been used to 
discretize the flow in the xy plane for all the cases treated in the present work. Following a common 
practice in the literature, for the 3D simulations we have scaled the number of points along the third 
(z) direction in a proportional way (i.e. 200 points along z when the extension in that direction is 
equal to the system size along x, leading to a total of 1.2x10
6
 nodes).  
Obviously, an algorithm capable of targeting the broadest range of applications would also require 
assessment of the mesh resolution against typical criteria relating to the simulation of turbulent 
flows. For the sake of clarity, we delay the treatment of this specific point to Sect. 3.2 where we 
address it in conjunction with a description of chaotic convection and the typical related flow 
scales (in practice, the validity of the present approach has been further assessed by comparing 
the spatial grid spacing, in terms of 'x, 'y and 'z, with the so-called Kolmogorov length, that is 
the smallest, i.e. most demanding in terms of required numerical resolution, scale developed by the 
flow when turbulent conditions are established). 
 
3. Results 
  
A synthetic description of the salient outcomes of our numerical studies is reported in the remainder 
of this section (articulated in focused subsections) together with a critical discussion of some 
accompanying necessary concepts (provided to support readers understanding). 
Rather than an extensive parametric investigation (not possible given the high computational time 
required by fully 3D transient simulations), what follows provides a critical analysis of potentially 
key aspects in the process leading to pattern formation and the emergence of chaos in these systems. 
In particular, as anticipated, we concentrate on two different values of the Prandtl number: 0.01 and 
0.05, both being representative of semiconductor or metal melts (e.g., silicon and aluminium, 
respectively). Moreover, we fix K=0.1 and vary the Rayleigh number in the range 400Ra4000.  
While the role of hydrodynamic and hydrothermal flow instabilities as one cause of the onset of 
oscillatory phenomena in these systems is not questioned here, the details of how, when, and where 
such instabilities or other initiating causes can lead to spatially pervasive oscillatory phenomena and 
eventually chaotic states are the main subject of interest. 
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Most conveniently, first we address the case with the same value of the Prandtl number (i.e. 
Pr=0.01) already considered by Ref
27
 (in order to appreciate the differences, i.e. the new dynamics 
enabled by the third dimension), then we discuss in detail the effects produced by an increase in the 
Prandtl number.   
 
3.1 Hydrodynamic and hydrothermal Disturbances 
 
Following a deductive approach with systems of growing complexity being treated as the discussion 
progresses, we start from the trivial case in which the emerging flow is steady. As an example, for 
Pr=0.01, Az=10 and periodic boundary conditions with respect to the z direction, not surprisingly, at 
Ra=400 the flow pattern provided by the 3D simulations consists of a steady two-dimensional 
unicellular structure (not shown), which indicates that this relatively small value of the Rayleigh 
number is sufficient to excite neither hydrodynamic oscillatory disturbances, nor OLR modes. 
In agreement with Ref
27
, if the Rayleigh number is increased to 1000, a second circulation nucleates 
in the original unicellular structure (as shown in Fig. 2). This flow is still steady. 
When Ra is further increased, however, interesting departures from 2D behaviours occur. 
.  
 
Figure 2: Streamlines of the steady base flow in different sections along the z direction for Pr=0.01 
and Ra=1000, (Gr=10
5
). 
As a first example along this path, in particular, we examine the field obtained by doubling the 
Rayleigh number, i.e. Ra=2000. 
According to the aforementioned 2D numerical study, for this case, the solution with two steady 
rolls should remain stationary until the Rayleigh number attains a value # 3000 (for which the initial 
bi-cellular steady state is taken over by a travelling wave with four distinct rolls continuously 
spreading in the horizontal x direction, see Fig. 11 in Ref
27
). Nevertheless, it can be seen that, by 
enabling the flow to expand along the third dimension, it displays a remarkable tendency to become 
oscillatory even if values of the Rayleigh number as small as 2000 are considered. The related 
structure, shown in Fig. 3, among other things, clearly unveils the essentially three-dimensional 
nature of the emerging oscillatory disturbances. 
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a) 
 
b) 
c) 
Figure 3: Structure of 3D oscillatory flow for Pr=0.01, Az=10 (periodic boundary conditions), 
Ra=2000 (Gr=2x10
5
): a) snapshot of velocity magnitude in the xy plane, b) snapshot of velocity 
distribution (vector plot) in the xz mid-plane, c) isosurfaces of the w component of velocity. 
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Indeed, some peaks of velocity (red arrows) distributed along the spanwise direction (the z axis) can 
be recognised in this figure in proximity to the left side of the cavity (the thickest one), which 
undoubtedly prove the existence of a disturbance extending along this direction. The essentially 3D 
nature of the flow is also made evident by the presence of vortices in the entire xz plane.   
Following up on the previous point, notably, these vortices do not undergo a progressive 
displacement (in time) along the positive or negative z direction (as one would expect for a 
travelling wave); rather they take part in an endless wandering process (moving back and forth 
about a position fixed in space resembling the behaviour of a standing wave).  
Given the very small value of Pr relating to these phenomena (Pr=0.01) and the relatively low value 
of the Rayleigh number for which the oscillatory disturbances manifest themselves (a value smaller 
than that required to excite hydrodynamic disturbances in the equivalent 2D case), these simple 
observations implicitly define a conundrum, that is understanding whether these disturbances are of 
a hydrodynamic or hydrothermal (OLR) nature In such a quest, we exclude the presence of SLL 
modes like those reported in the study by Delgado-Buscalioni
25
, as though the walls of our cavity 
are inclined, the system is perfectly symmetric with respect to the horizontal direction (in other 
words, no net inclination is present as the opposite tilts of the top and bottom walls balance each 
other). Delgado-Buscalioni
25
 found stationary longitudinal rolls only in the presence of Rayleigh-
Bénard modes excited in conjunction with inclinations able to produce a destabilising vertical 
component of the temperature gradient. In the present case this is not possible as the heated and 
cooled sides of the cavity remain always perfectly vertical, therefore no heating from below effect 
can be introduced due to wall inclination. Moreover, the vertical projection of the temperature 
stratification (eventually produced by the Hadley flow for relatively high values of Ra) is always 
opposite to gravity (leading to a heating-from-above effect). 
Similarly, the occurrence of Rayleigh modes like those predicted in the linear stability by 
Gershuni et al.,
37
 for non-tilted layers with top and bottom conducting boundaries can also be 
filtered out. That kind of mode (yet emerging in the form of steady rolls with their axes aligned with 
the shear flow), indeed, follows from the presence of zones of potentially unstable stratification near 
the upper and lower horizontal boundaries induced by the basic flow, which are suppressed if the 
top and bottom walls are adiabatic (as in the present case).  
Even with such initial simplifications, resolving the question formulated above about the nature of 
the present disturbances, however, is not straightforward as one would imagine as it requires 
separating different contributions, which are generally interwoven. Perhaps, the most obvious 
attempt to discern the underlying intricacies would be to start from the widespread existing 
consensus in the literature that for such systems some relevant considerations might be derived on 
the basis of simple theorems (which provide necessary and/or sufficient conditions for the onset 
of certain disturbances).  
The presence of inflection points in the velocity profile for such a kind of systems with inclined 
top and bottom walls was already shown by Ref
28
. For purely parallel flow, such points are 
known to play an important role if they are considered together with the so-called Rayleighs 
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theorem, stating that: In an inviscid shear flow a necessary condition for instability is that there 
must be a point of inflection in the velocity profile u=u(y),i.e. a point where d2u/dy2=0”. As 
illustrated by some author (Refs
38-41
), this condition also acts as a sufficient condition in many 
circumstances. Furthermore, the related disturbances are expected to be hydrodynamic in nature and 
purely two-dimensional (Squire
42
).  
To some extent all these theorems apparently simplify the problem by abstracting some essential 
and distinctive features. Such arguments have often been used by several authors to support the 
conclusion that for small values of the Prandtl number the oscillatory disturbances found in two-
dimensional numerical simulations of buoyancy flow in differentially heated rectangular cavities 
should be considered of a hydrodynamic origin (Refs
36,43-48
 and references therein). 
The Squires theorem, however, is not applicable in the present case as the flow is not parallel (due 
to the opposing inclination of the top and bottom walls). Superimposed on this bottleneck, there are 
some drawbacks of conceptual nature. Since the Prandtl number is not exactly zero, technically 
speaking, the momentum and energy equations cannot be uncoupled, which also invalidates the 
outcomes of the Rayleigh theorem.  
These initial reflections are instructive as they illustrate how any attempt to discern the origin of the 
perturbations shown in Fig. 3 on the basis of simple criteria or theoretical arguments should not be 
considered as a viable option.  
Though some relevant information could be gathered by using the typical protocols of the linear 
stability analysis and related energy transport considerations, here we take a different approach 
potentially applicable also to situations in which the flow has rather a chaotic nature. More precisely, 
we show that direct numerical solution of the model equations in nonlinear form has still the 
potential to offer valuable insights provided it is critically used together with some physical 
reasoning about the different natures of the hydrodynamic and hydrothermal fundamental modes 
of instability.  
Put simply, in order to shed some light on this issue, we apply the following strategy: additional 
simulations are performed uncoupling the energy and momentum equations (i.e. by assuming a 
fixed initial thermally diffusive distribution of temperature inside the entire physical domain and 
solving the balance equations for mass and momentum only).  
The physical reasoning underlying this modus operandi is quite obvious. If the instability was 
thermal in nature (OLR mode), the oscillations would cease under such conditions because the 
temperature effects have been switched off; vice versa, they should survive if they were related to a 
hydrodynamic mode (owing to its purely shear-driven origin).  
The outcomes of such simulations are shown in Fig. 4 where a snapshot of the strong longitudinal 
oscillatory structures formed near the cold largest side has been reported (in order to make these 
longitudinal rolls clearly visible, we have plotted the projection of the velocity in a yz plane located 
near the cold wall, i.e. 1/8 of the cavity length). 
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Figure 4: Projection of the velocity projection in the yz plane at x=1/8Ax (Pr=0.01, Az=10, periodic 
boundary conditions, Ra=2000, temperature equation uncoupled). 
 
As any processes that depend on the amplification of the aforementioned helicoidal disturbances are 
excluded in this case, these findings are of remarkable conceptual significance as they indicate that 
the main source of the oscillatory dynamics shown in Fig. 3 must therefore be ascribed primarily to 
a mechanism of hydrodynamic nature.  
Accordingly, the following partial conclusions can be drawn for this specific case: Allowing the 
flow to extend along the third direction can cause a modification in the emerging dynamics with 
respect to those seen in the 2D case. The flow becomes oscillatory for a slightly smaller value of the 
Rayleigh number and display 3D features due to the presence of vortices in the xz plane (in addition 
to those generally seen in the xy plane). Despite these remarkable differences (with respect to that 
previously revealed by equivalent 2D studies), however, evidence points towards the conclusion 
that the fundamental nature of the most critical disturbance does not change (the spatio-temporal 
appearance is more complex, but the fundamental mechanisms driving the instability are essentially 
the same). 
At this stage, however, we have to warn the reader that these observations should be considered 
partial or local to the specific region of the space of parameters considered; i.e. no attempt 
should be made to generalise them (as we will illustrate in the following, in fact, they cannot be 
applied to the companion case with larger value of the Prandtl number).  
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Figure 5: Isosurfaces (snapshot) of the w component of velocity (Pr=0.05, Az=10, periodic 
boundary conditions, Ra=2000, Gr=4x10
4
, OLR mode). 
 
For Pr=0.05 and the same conditions considered in Fig. 3 (periodic boundary conditions, Az=10 and 
Ra=2000), the intricate behaviour seen for Pr=0.01 is replaced by a much more periodic and regular 
pattern.  
As evident in Fig. 5, another distinguishing mark of this emerging mode is its spatial configuration, 
the oscillatory behaviour being confined to the part of the cavity with the larger vertical extension, 
with a quasi-steady state attained in the narrower region. 
 
 
 
 
Figure 6: Oscillatory convection (Pr=0.05, Az=10, periodic boundary conditions, Ra=2000, 
Gr=4x10
4
): four snapshots of non-dimensional velocity magnitude in the xz plane evenly 
distributed in space (OLR with nondimensional angular frequency 2.81).  
 
Moreover, the sequence of snapshots evenly spaced in time shown in Fig. 6 clearly demonstrates 
the travelling nature of the disturbance in that area (as witnessed by the propagation of two peaks 
along the z direction, manifested in the velocity field as two spots located in proximity to the left 
wall). Figure 7 finally reveals the essentially sinusoidal morphology of the perturbation (a classical 
wave spreading continuously along the z direction). 
Accepted for publication in “Chaos” (ISSN 1054-1500) on 29 August 2018 
 
16 
 
 
 
Figure 7: Four snapshots of non-dimensional velocity magnitude for the same conditions 
considered in Fig. 6. 
Following the same approach undertaken for Pr=0.01, towards the end to clarify the nature of this 
disturbance, we have repeated such simulation switching off the solution of the temperature 
equation (yet to filter out any disturbance of thermal buoyancy nature). 
The outcomes of this study are summarised in Figs. 8 and 9, where we have reported the spectrum 
of frequencies for the different situations examined so far, namely Pr=0.01 with coupling between 
the energy equation and the Navier-Stokes equations enabled and disabled (Fig. 8a and 8b, 
respectively) and the analogous spectra for the case with Pr=0.05 (Figs. 9a and 9b, respectively, the 
reader being referred to the next section for additional discussions). 
 
3.2 Frequency spectra and multiple solutions 
 
By simple visual inspection of the frequency spectrum, it is evident that it is rather chaotic for 
Pr=0.01 (Fig. 8a corresponds to the disordered pattern shown in Fig. 3), whereas only one 
frequency (and its multiples) can be seen in Fig. 9a (corresponding to Fig. 5).  
Additional insights follow naturally from the corresponding plots obtained by uncoupling the 
momentum and energy equations. 
The notable change displayed by the frequency spectrum for Pr=0.05 when temperature and 
momentum are decoupled (Fig. 9b) with respect to the nominal situation shown in Fig. 9a is 
particularly significant as it definitely sheds some light on the origin and nature of the observed 
perturbations for this case. The transition from periodic flow (with disturbance travelling 
continuously along the z direction), to chaotic flow similar to that shown in Fig. 3, indeed, indicates 
that the frequency mode (Z#2.8) seen for Pr=0.05 is an OLR and that it is taken over by a 
hydrodynamic disturbance (similar to that occurring for Pr=0.01) when dynamical coupling 
between the mean shear stress and the buoyancy force (at the root of the OLR mechanism) is no 
longer allowed. None of the peaks visible in Fig. 9a survives in Fig. 9b. 
 
Accepted for publication in “Chaos” (ISSN 1054-1500) on 29 August 2018 
 
17 
 
a) b)  
 
Figure 8: Frequency spectra (Pr=0.01, Az=10, periodic boundary conditions, Ra=2000, Gr=2x105): 
a) temperature equation coupled (mixed regime with dominant hydrodynamic modes and OLR with 
Z#0.6), b) temperature equation uncoupled (purely hydrodynamic oscillatory mode of convection). 
 
 
a) b) 
 
Figure 9: Frequency spectra (Pr=0.05, Az=10, periodic boundary conditions, Ra=2000, Gr=4x104): 
a) temperature equation coupled (OLR mode), b) temperature equation uncoupled (hydrodynamic 
oscillatory mode of convection). 
 
Also the comparison between Figs. 8a and 8b is instrumental in producing some additional useful 
information about these phenomena. Though the spectrum retains a similar multi-frequency (broad-
band) structure when the temperature equation is uncoupled, the main peak visible in Fig. 8a in the 
small-frequency region of the spectrum (around Z=0.6) disappears in Fig. 8b. This should be 
regarded as a clear hint for the OLR nature of the perturbations being associated with that specific 
peak. Another way to think about this observation is that it indirectly confirms that hydrodynamic 
disturbances and the OLR modes can be present at the same time in some circumstances. This is not 
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so surprising if one considers that the neutral curves predicted by the linear stability analyses for 
these two fundamental modes of convection in infinite layers are relatively close. As an example, in 
the case of horizontal layers, Hart
16
 found the hydrodynamic disturbances to be the most dangerous 
for Pr<0.015, this role being taken over by the OLR mode in the range 0.015<Pr<0.27. Kuo and 
Korpela
44
 confirmed and slightly revised these results showing that for Prandtl number less than 
0.033, the shear disturbances are the dominant instability mechanism, whereas the instability is 
triggered in the form of oscillating longitudinal rolls in the range 0.033<Pr<0.2 (the critical curves 
for these two different categories of disturbances were yet found to be relatively close one to 
another in terms of values of the Rayleigh number). Similarly, Delgado-Buscalioni
25
 reported a 
codimension-two point located approximately at Pr#0.03 for purely horizontal cavities, moving 
towards smaller values of Pr for slightly inclined configurations.  
Though the coexistence of different instability modes might have been anticipated on the basis of 
the information provided by linear stability analyses, the most unexpected aspect revealed by the 
present simulations is the rather turbulent nature of the flow emerging for small values of the 
Rayleigh number when the dominant disturbances are hydrodynamic in nature (Figs. 8a, 8b and 9b). 
In equivalent 2D simulations
27
, the flow was found to be laminar. As an example, for Ra = 9000 
(see Fig. 11 Ref
27
), a bimodal state with two incommensurate frequencies was obtained. As shown 
here (Fig. 8), the 3D flow is featured by a much more complex multimodal temporal behaviour even 
if the Rayleigh number is as small as 2000. Even more interestingly, this flow displays the ability to 
develop a range of scales where the energy power spectrum satisfies the well-known scaling law 
predicted by Kolmogorov
49-52
 (represented by the inclined red line in Fig. 8).  
In order to emphasize this specific aspect, we have used the same approach illustrated by De et al.,
53
, 
i.e. we have reported the frequency and related amplitude using logarithmic scales for the axes and 
comparing the resulting diagram with a power law P(Z) = (Z/Zc)ís (where Zc is a fitting parameter). 
Such a comparison has provided evidence that the frequency spectrum of velocities aligns perfectly 
with an Z í5/3 law in a wide band of frequencies, as implicit in the so-called turbulence similarity 
hypothesis. 
The related range of scales corresponds to the energy cascade process originally theorised by 
Kolmogorov. This author argued that in the chaotic scale-reduction mechanism typical of 
turbulence the directional biases of the large length scales are lost as energy is transferred to 
increasingly smaller scales. In particular, according to the aforementioned similarity hypothesis, a 
region of wavenumbers or frequencies exists where, at any considered scale pertaining to this 
interval, the flux of the cascading quantity depends only on the dynamic variables on that scale 
(which leads to the related concept of statistically isotropic and universal turbulence, not to be 
confused with the large scale flow, which may still be highly anisotropic as shown, e.g., in Fig. 3).  
Such an interval is limited from one side by the length-scale L at which energy is injected into the 
fluid to produce fluid motion and from the other side by the scale where the kinetic energy of the 
flow at that scale is converted into internal energy due to frictional effects (we will come back to 
this concept later). 
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Interestingly, this feature is retained if the periodic boundary conditions at z=0 and z=Az=10 are 
replaced by adiabatic solid walls (see Fig. 10), which indicates the hydrodynamic disturbances, 
responsible for the cascade of energy from large scales towards smaller ones, have all 
nondimensional wavelength in the range between zero and Az. 
 
a)  b)  
 
Figure 10: Numerical simulation for Pr=0.01, Az=10, solid walls along the z direction, Ra=2000 
(Gr=2x10
5
): a) Velocity signals at a fixed point (x=3/8Ax, y=0, z=Ax/2), b) frequency spectrum.  
 
To put our results in a broader context, we have allowed the Rayleigh number to grow further. 
Results for Pr=0.01 and Ra=4000 can be seen in Figs. 11a and 12a. The major outcome is that, 
while for this value of the Rayleigh number the emerging state under the constraint of two-
dimensionality would correspond to a simple periodic (single-frequency) wave travelling in the 
streamwise direction
25
, the 3D results yet demonstrate the existence of an extended set of scales 
through which the energy is transferred from larger to smaller eddies (slightly shifted to the right of 
the plot with respect to the corresponding interval seen in Fig. 8a). Making Ra higher, as expected, 
also produces an increase in the energy content of the flow (as witnessed by the upward shift of the 
straight line representing the aforementioned 5/3 law). 
Apart from the differences between 2D and 3D results, the present findings are relatively surprising 
if one also considers that in other similar problems (buoyancy convection in heated systems for 
fluids with Prandtl number Pr t O(1) and values of Gr=O(105) or O(106)), in general, the two just 
mentioned scales limiting the cascade from below and from above differ by several (3 or more) 
orders of magnitude
53,54
. 
In the present case they just span a couple of orders of magnitude. This witnesses the fundamentally 
different nature of the process leading to the onset of turbulence with respect to other situations in 
which neither hydrodynamic disturbances, nor OLRs are relevant solutions (the main source of 
instability for PrtO(1) being transferred to other mechanisms, see, e.g., Refs6,54). For liquid metals, 
on the one hand, the inertial regime can be entered by the system for relatively small values of the 
Rayleigh number (if 3D hydrodynamic disturbances represent the dominant mechanism of 
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instability), on the other hand the extension of the inertial range is relatively limited (covering just a 
limited set of scales as shown in Figs. 8a, 8b and 9b and 10). 
 
a) b) 
 
Figure 11: Frequency spectra: a) Pr=0.01, Az=10, periodic boundary conditions, Ra=4000, 
Gr=4x10
5
 (regime with dominant hydrodynamic modes), b) Pr=0.05, Az=10, periodic boundary 
conditions, Ra=4000, Gr=8x10
4
 (OLR mode: though for this case the scaling seems to be 
compatible with the Kolmogorov law, this regime cannot be considered a turbulent one as the 
spectrum displays just a fundamental frequency and its high-order multiples). 
 
a) b) 
Figure 12: Isosurfaces (snapshot) of the w component of velocity for the same conditions 
considered in Fig. 11a and 11b, respectively. 
 
Continuing with the description of the results for Pr=0.05, Figs. 11b and 12b provide evidence that 
on increasing Ra to 4000, the flow essentially retains its ordered OLR-based spatio-temporal 
behaviour. Though the overall spectrum shifts to right and upwards when the Rayleigh number is 
increased (in agreement with the expected increase in the energy content of the flow and frequency 
of the fundamental mode of oscillation), the peaks are still sparse and correspond to multiples of the 
fundamental frequency (the reader being referred to Fig. 9a and Fig. 11b for Ra=2000 and 4000, 
respectively). 
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In general, Figs 12a and 12b may be regarded as a natural continuation of Figs. 3 and Fig. 5, 
respectively. 
Under a slightly different perspective, these simple observations might be used to conclude that 
while the flow is allowed to enter the so-called inertial regime at low Ra when hydrodynamic 
disturbances are spontaneously selected by the system (most critical disturbances), or artificially 
induced (preventing the system from selecting OLR modes), the attainment of this regime is 
delayed to larger values of the Rayleigh number when the OLR perturbations are preferred.   
Following this very interesting argument and taking into account that Gr=Ra/Pr represents directly 
the ratio of buoyant to molecular viscous transport, we deemed it necessary to compare the response 
of the two different fluids for the same value of the Grashof number (as Gr measures the relative 
importance of the driving force with respect to the opposing viscous effects, it can be regarded as an 
analogue of the Reynolds number generally used in the literature as a universal control parameter 
in studies about the onset of turbulence). 
In line with the expected outcomes, Fig. 13 shows that for Gr=2x10
5
, for both values of Pr 
conditions are established for which the inertial regime can develop (compare, e.g., Figs. 8a and 
13a). 
 
a)  b) 
 
Figure 13: Properties of oscillatory convection for Pr=0.05, Az=10, periodic boundary conditions, 
Ra=10000 (Gr=2x10
5
, mixed regime with hydrodynamic and OLR modes): a) frequency spectrum, 
b) isosurfaces (snapshot) of the w component of velocity. 
 
The left region (low-frequency interval) of the spectrum presents a peak (at Z#5), which seems to 
be the natural evolution of the fundamental mode with frequency Z#3.5 highlighted in Fig. 13a, 
whereas the right part (high-frequency interval) closely resembles that found for the case of 
dominant hydrodynamic disturbances. Taken together, Figs. 13a and 13b further witness that the 
two categories of disturbances can: 1) coexist (the reader being also referred to the isosurfaces in 
Fig. 13b displaying an appearance intermediate with respect to the structure of disturbances visible 
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in Fig.12b and Fig. 3) and 2) enhance the turbulent nature of the emerging flow by making the 
spectra more involved.   
Following up on the observation above, we conclude the present section by highlighting the 
interesting affinity between the present findings and some earlier results presented by Delgado-
Buscalioni et al.,
55
.  
These authors performed 3D numerical calculations of natural convection for Pr=0.025 in an 
enclosure with Ax=4 and Az=6 inclined at 10° with respect to the horizontal direction (such a case 
being considered due to the expected coexistence of transversal and longitudinal instabilities given 
the location of the aforementioned codimension-two point at Pr#0.03). For the sake of comparison 
between 3D and 2D results, they also examined the corresponding 2D enclosure (allowing (purely 
twodimensional oscillatory hydrodynamic modes only to develop). 
Under the constraint of two-dimensionality, a first bifurcation to oscillatory flow was identified, 
followed on increasing the Rayleigh number by a period-doubling bifurcation. When the constraint 
of 2D flow was removed, the initial two-dimensional stationary convection was found to undergo a 
Hopf bifurcation at values of Ra lower than the corresponding ones for the 2D case, with the flow 
breaking due to the onset of an oscillatory convection with three longitudinal rolls. A secondary 
frequency for the 3D flow, observed at Gr#5x105, was found to be basically related to the formation 
of a bicellular transversal pattern giving rise to a mixed regime with hydrodynamic and OLR modes 
resembling the dynamics described in the present section (namely, the visible enhancement of 
turbulence where more instabilities can easily interact).  
 
3.3 Kolmogorov scales and multiple solutions 
 
Additional insights into the dynamics presented in the earlier sections follow naturally from direct 
comparison with estimates available in the literature about the time scale limiting the inertial range 
from below, i.e. the so-called Kolmogorov time scale (Kt). Following Paolucci56, Farhangnia et al.,57, 
in a transversely heated cavity, the Kolmogorov time and length scales can be evaluated, 
respectively, as: 
 
  1/438 Prt RaK S               (5) 
 
3/8
16Pr
s Ra
K S § · ¨ ¸© ¹              (6) 
 
which, for the present conditions, yield the values reported in Table III: 
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Pr Gr Ra Kt Ks 
0.01 2x10
5
 2000 0.266 0.091 
0.01 4x10
5
 4000 0.158 0.070 
0.05 4x10
4
 2000 0.178 0.167 
0.05 8x10
4
 4000 0.106 0.129 
0.05 2x10
5
 10000 0.053 0.091 
0.05 4x10
5
 20000 0.032 0.07 
 
Table III: Kolmogorov length and time scales as a function of the Prandtl, Grashof and Rayleigh 
numbers. 
 
By comparing Table III with the spectra shown in Figs. 8a and 11a for Pr=0.01, the reader will 
realise that the shift to the right of the inertial regime produced by an increase in the value of the 
Rayleigh number is in agreement with the corresponding decrease in the Kolmogorov time scale 
predicted by eq. (5) (by indicating with Zmax the recognisable maximum value taken by the angular 
frequency of the disturbance at the end of the inertial regime in these two figures, it can easily be 
verified that the following correlation holds: Zmax # 2S/Kt). Such a relationship, however, is no 
longer valid for the cases with Pr=0.05 and Ra=2000 or 4000 and the only key to understanding 
such results lies in considering that the related flow has not entered yet the inertial regime 
(2S/Kt >>Zmax).  
Nevertheless, the agreement between Zmax and the corresponding Kolmogorov frequency for 
Pr=0.05 holds for Ra=10000 (Gr=2x10
5
), which confirms the expectation (as already discussed to a 
certain extent in the preceding text) that the Grashof number should be considered as a more 
relevant parameter in comparative studies of the process leading liquid metals in differentially 
heated cavities to develop turbulence (for Gr=2x10
5
 and both values of Pr, the frequency spectra 
display the typical features of this regime, Figs. 8a and 13a).  
 
b)  b) 
Figure 14: Properties of oscillatory convection for Pr=0.05, Az=10, periodic boundary conditions, 
Ra=20000 (Gr=4x10
5
): a) frequency spectrum, b) isosurfaces (snapshot) of the w component of 
velocity. Comparison of Fig. 14b with Fig. 12a, indicates that for the same value of the Grashof 
number the wavelength is larger for the OLR disturbances. 
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Nature, however, does not always follow apparently logical rules or straightforward (obvious) 
evolution paths, especially when highly non-linear systems are considered. Most unexpectedly (see 
Fig. 14a), the agreement with the predicted Kolmogorov frequency ceases and the typical features 
of the inertial regime are no longer there as the Grashof number grows further. For Gr=4x10
5
, 
indeed, the frequencies visible in the spectrum take again the same scattered appearance already 
reported for smaller values of Gr. Along these lines, the reader may compare directly Fig. 14a with 
the corresponding spectrum shown in Fig. 11b for Gr=8x10
4
; apart from the expected increase in 
the main frequency (maximum visible peak) and ensuing displacement of the other harmonics to the 
right, these spectra are very similar; comparison of the isosurfaces in Figs. 14b and 13b also leads to 
the conclusion that on increasing Gr, the flow takes a more spatially regular structure resembling 
that of classical OLR disturbances. 
These apparently counterintuitive results (showing a kind of intermittency with turbulence 
entering and leaving the dynamics as the Grashof number becomes progressively higher) should be 
regarded once again as the evidence for the existence of multiple solutions potentially affecting 
the system, i.e. multiple states which can replace each other in given sub-regions of the space of 
parameters depending on the considered initial conditions. Even though the relevance of this 
aspect to the case of transversely heated liquid metals has specifically been shown for the case of 
purely hydrodynamic disturbances under the constraint of two-dimensional flow (see, e.g., Ref
36
 for 
rectangular cavities and Ref
27
 for the cases with horizontal and inclined walls, respectively), it 
cannot be excluded that similar dynamics might still be at play when three-dimensional cavities are 
considered. Among other things, this preconception is further supported from a theoretical point of 
view by the aforementioned proximity of the neutral curves of hydrodynamic and hydrothermal 
disturbances revealed by existing linear stability analyses on the subject (see, e.g., Refs
16,25,44
, ).  
As it is known that in a problem developing coexisting branches of solutions, the trajectories of the 
system can converge selectively to either of the attractors depending on the considered initial 
conditions (by definition, the basin of attraction of an attractor is the set of initial points whose 
trajectories fall on the given attractor), in order to address this specific question we have used an 
approach similar to that implemented by the aforementioned Gelfgat et al.,
36
 and Lappa and 
Ferialdi
27
. Namely, we have explored the system response caused by a variation of the basin of 
attraction; more precisely, we have repeated the numerical simulation corresponding to the case 
Pr=0.05 and Gr=4x10
5
, using the solution obtained for Gr=2x10
5
 and shown in Fig. 13b as initial 
state.  
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a)  b) 
 
Figure 15: Properties of oscillatory convection (mixed regime with hydrothermal and 
hydrodynamic modes) for Pr=0.05, Az=10, periodic boundary conditions, Ra=20000 (Gr=4x10
5
), 
initial conditions corresponding to Fig. 13b: a) frequency spectrum, b) isosurfaces (snapshot) of the 
w component of velocity. 
 
The results, summarised in Fig. 15, definitely confirm that the multiplicity of solutions is indeed a 
feature of the considered problem as the velocity field produced in this way retains the same 
“turbulent” features seen in Fig. 13. The discrete frequency spectrum reported in Fig. 14a is taken 
over by a distribution where the amplitude of oscillations varies continuously with Z over an 
extended interval (to fix ideas, we can think of the state shown in Fig. 15 as a continuation of that 
reported in Fig. 13, existing in parallel with that in Fig. 14).  
This interesting result also sheds some additional light on our earlier finding (the main outcomes 
being shown in Fig. 9) about the possibility to replace a state dominated by OLR with a new 
solution in which hydrodynamic disturbances become pervasive by uncoupling the momentum and 
energy balance equations. Besides the canonical method based on a variation of the basin of 
attraction, the inhibition of temperature disturbances by equations uncoupling should indeed be seen 
as another possible way to drive the system along a given path of evolution in the case of coexisting 
attractors. Obviously, while with the approach based on a variation of the initial conditions it is 
not possible to predict in which direction the system will evolve, by disabling the energy equation 
the system if forced to select and amplify hydrodynamic disturbances, these being the only allowed 
ones when the temperature does not play an active role in the instability mechanism.  
Notably, the agreement with the data reported in Table III is back when the end of the spectrum in 
Fig. 15a is considered. 
Apart from the interesting information provided in terms of relationship between the minimum time 
scale involved in the phenomena and related connection with Pr and Ra, as anticipated at the end of 
Sect. 2.4, the estimates reported in Table III can also retrospectively be used  to demonstrate further 
the relevance of the present mesh and its ability to capture the complex dynamics described before. 
As stated, e.g., by Shishkina
58
, in a perfect simulation the mesh size should not be larger than the 
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Kolmogorov length. For the present case, by indicating with 'x, 'y and 'z the space integration 
steps along the three fundamental directions of the Cartesian coordinate system, the reader will 
easily realise that the above criterion is largely met with Ks / 'x, Ks / 'y and Ks / 'z, all being d1 for 
all the values of Gr reported in this table.  
 
a) b) 
 
Figure 16: Frequency spectra for the cases with solid walls delimiting the system along the z 
direction (Pr=0.01, Ra=4000, Gr=4x10
5
): a) Az=2, b) Az=5. 
 
Taken together Figs 16 and 17 finally show that the presence of limiting walls perpendicular to z 
can have an appreciable impact on the properties of the inertial regime by causing, on the one hand, 
a decrease in the number of modes (due to the suppression of all disturbances with wavelength 
larger than Az=10) and, on the other hand, an ensuing mitigation of the energy content. 
 
a) 
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b) 
 
Figure 17: Isosurfaces (snapshot) of the w component of velocity for the same conditions 
considered in Fig. 16a and 16b, respectively. 
 
As a concluding remark, we would like to point out the following: All the information reported in 
this section are valuable on their own due to the insights they give into the high-dimensional chaotic 
state of these flows in terms of involved time and length scales (and their scaling with the problem 
characteristic numbers). Unfortunately, however, they cannot be used to provide clues or hints 
about the process leading the flow to enter this regime. In other words, targeting an improved 
understanding of the mechanisms by which a number of coexisting modes can be developed when 
the main problem parameter (the Rayleigh number or the Grashof number in our case) is 
progressively increased is not possible in this framework.  
The reader is referred to the next section for further elaboration of these aspects, the introduction of 
adequate concepts and related applications/implications.  
    
3.4 Correlation dimension and transition from low-dimensional to high-dimensional chaos 
 
For the purpose of quantifying the rate of increase of the degrees of freedom of the system, in 
practice, one has to evaluate the so-called fractal or correlation dimension for different situations. 
Such a strategy obviously requires some justification and theoretical reasoning. Perhaps, the best 
way to introduce the related discussion is to start from the remark that the dynamics of a chaotic 
system can generally be connected to its dimension in a relevant space. 
From a classical standpoint, the dimension of a subset of the Euclidean space can be defined as the 
number of parameters that one has to specify to identify precisely the position of a generic point of 
the set. From a purely mathematical standpoint, this is equivalent to using the definition of 
topological dimension of a set; e.g., three Cartesian coordinates can be used to represent a point in 
the physical space (it is in this sense that the physical space can be considered three-dimensional). 
Obviously, the topological dimension is always a natural number (3 for the space, 2 for a plane, 1 
for a straight line). Leaving aside for a while the physical space and related subsets and 
concentrating on the space of phases, that is a space where different directions correspond to 
different degrees of freedom of the considered system (Bergè et al.,
59
), however, more general 
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definition can be introduced to characterise the dimensionality of an object. In particular, the need 
for new definitions specifically applies to the items which represent attractors, i.e. subsets of the 
space of phases such that different trajectories arising from different points of the subset end on the 
subset anyway. 
For such objects, the notion of dimension can properly be extended to account for other features, 
one of these being the rate with which a typical orbit visits different parts of the attractor (let us 
shortly recall that the evolution of a dynamical system can always be described by means of an 
orbit, which is a curve traced in the phase space having as many dimensions as the number of 
degrees of freedom of the system). In particular, this feature can naturally be incorporated into the 
concept of natural measure, namely the percentage of the time that an orbit takes for any given 
region of the space.  
 
 
 
Figure 18: Correlation Dimension as a function of the Rayleigh number (Pr=0.01, Az=10, periodic 
boundary conditions). 
 
This quantity can be estimated by taking the following limit (provided it exists): 
 
),,(lim),( tzCzC o
t
o ' fo' WW           (7) 
 
where C is the generic cube in the phase space, z(zo,t) is the orbit originating from a generic initial 
condition zo, and W(C,zo,'t) formally represents the percentage of time that z(zo,t) spends in C in a 
time interval 't. Most remarkably, this percentage can take non-integer values and this concept 
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naturally paves the way to that of fractal object and correlation dimension. Assuming the phase 
space to be partitioned via an r-grid, the latter can formally be introduced (Balatoni and Renyi
55
) as: 
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This dimension, which by definition is a measure of the dimensionality of the space occupied by a 
set of random points (Grassberger61) is generally regarded as an effective measure of the number 
of active modes in a dynamical system, or of the "number of degrees of freedom (Theiler
62
). 
Over the years, algorithms able to yield an estimate of this quantity have been elaborated, a relevant 
example being represented by the original work by Grassberger and Procaccia
63,64
. The values taken 
by 2D  for the conditions considered in the present work are summarised in Fig. 18. By embodying 
the concept of progressively increasing structure on finer and finer length scales, and the related 
concept of sensitivity to the initial conditions, the growing non-integer values displayed by 2D  
clearly reveal the emergence of features typical of chaos.  
Interestingly, as soon as Ra exceeds 1550, 2D  becomes larger than 3 ( 2D #3.14 for Ra=1550, 2D
#4.22 for Ra=1580) and then suddenly grows for higher values of Ra. Such a gain in chaotic 
features can clearly be interpreted as the quick development of fully developed turbulence (as 
witnessed by the number of coexisting modes visible in the final state shown in Fig. 8a for Ra=2000; 
the reader being also referred to the sequence of signals reported in Fig. 19 for increasing values of 
Ra).  
For the sake of precision, at this stage, we should expressly mention that we could not track 
precisely the evolution of the system in terms of correlation dimension for Ra  exceeding 1600 as 
the algorithm by Grassberger and Procaccia
63,64
 (and other similar approaches, see Theiler
62
, 
Kostelich and Swinney
65
) works only for low-dimensional chaos (correlation dimension close to 4; 
notably, similar concepts also apply to the Liapunov exponents and related quantities, see, e.g., 
Eckmann and Ruelle
66
). In line with the considerations reported in all these studies, our attempts to 
measure 2D  for the above cases provided non-converging values. We decided to include them in 
the plot solely for the sake of completeness (to provide the reader with a clear clue about the quick 
progression towards chaos displayed by the system as a value of the Rayleigh number as low as 
1600 is exceeded).  
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a) 
b) 
c) 
d) 
 
Figure 19: Velocity signals at a fixed point (x=3/8Ax, y=0, z=Ax/2) for Pr=0.01, Az=10, periodic 
boundary conditions and different values of the Rayleigh number: a) Ra=1400, b) Ra=1550, c) 
Ra=1700, d) Ra=2000. 
 
Another remarkable conclusion stemming from a careful inspection of Fig. 18 is that for the present 
problem fractalisation can be produced starting from a condition where the spectrum displays two 
incommensurate frequencies only ( 2D #2 for Ra=1300 and 2D #2.59 for Ra=1500).  
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For the simple case of only two incommensurate frequencies the phase trajectory may be imagined 
as a set of points pertaining to a toroidal surface T
2
 in the three-dimensional phase space. According 
to the classical Ruelle-and-Takens scenario a third independent frequency should always appear 
before transition to chaos is permitted, i.e. the attractor should become a hypertorus T
3
. This is 
indeed what is formalised by the so-called Newhouse-Ruelle-Takens theorem (Newhouse et al.,
67
), 
which asserts that a torus T
3
, under the actions of some perturbations, degenerates to a "strange 
attractor", and therefore the existence of three frequencies (i.e. three degrees of freedom) should 
generally be regarded as a necessary and sufficient condition for the onset of a chaotic regime. The 
indirect outcome of our observations in the present case is that, by allowing transition to chaos 
directly from a torus T
2
, the present findings are another example of results supporting the alternate 
route towards chaos proposed by Curry and Yorke
68
. These authors theorised direct transition to 
chaos via gradual deformation of an initially closed curve in the phase space due to a continuous 
stretching and folding process (the reader being referred to the work by Paul et al.,
69
 and reference 
therein about other related examples in the literature, e.g., the Curry-Yorke scenario in Rayleigh-
Bénard convection). 
 
4. Conclusions 
 
Continuing an earlier work where the analysis of the problem related to the Hadley circulation in 
containers with non-horizontal top and bottom walls and no net inclination was limited to purely 
two-dimensional flow (chosen as an archetypal situation where the well-known Squire and Rayleigh 
criteria are no longer valid), in the present analysis we have explored the 3D effects that emerge 
when the constraint of two-dimensionality is removed.  
In the literature often a dichotomy has been drawn between the two fundamental categories of fluid-
dynamic disturbances thought to be enabled in such circumstances, namely, two-dimensional 
hydrodynamic and hydrothermal (helicoidal) modes. We have shown that these two models 
(transverse and longitudinal rolls) are opposite idealised extremes, both being severe 
approximations to a more complete representation of reality. In particular, we have been found that 
these disturbances are not mutually exclusive, nor are they progressive and that the development of 
turbulence via a hierarchy of instabilities can involve a rich variety of concurrent paths or lines of 
evolution. 
The subject has been addressed via numerical solution of the overarching set of equations, including 
the mass, momentum and (internal) energy balance laws. These equations have been solved 
numerically in their complete, non-linear, time-dependent and fully coupled form.  
A variegated strategy of attack has been implemented to address such a complex subject, including 
(but not limited to) an analysis of the ability of these systems to develop multiple branches of 
solution and related progression from low-dimensional to high-dimensional chaos. 
As the main driver for the selection of different attractors in systems with multiple solutions is 
generally represented by a variation of the basin of attraction, simulations have been performed 
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assuming canonical initial conditions corresponding to a thermally diffusive quiescent state or using 
already developed flow at a given value of the Rayleigh number as initial state to explore the effects 
produced by an increase in such parameter. 
As such strategy, however, cannot produce clues about the connections between the initial state and 
the nature of the emerging disturbance, in parallel, further understanding of these instabilities has 
been gained by uncoupling the momentum and energy equations (a fruitful alternative for obtaining 
insights that are hidden to experimental analysis and which allows new paths of enquiry to be 
proposed). Both these approaches provided independent lines of evidence pointing towards the 
same conclusion, namely, that for this problem multiple states exist which can replace each other in 
given sub-regions of the space of parameters.  
In particular, for the smallest considered values of the Prandtl number (Pr=0.01), the emerging 
disturbances have been found to cause sudden transition to relatively chaotic states for values of the 
Rayleigh number even smaller than those required to excite regular (time-periodic) waves travelling 
in the streamwise direction in the 2D case. These perturbations clearly display a 3D nature as 
witnessed by the presence of recognisable velocity peaks along the third direction and spatially 
extended vortices in the xz plane. Equation uncoupling (in the framework of the approach described 
above) has been instrumental in discerning that temperature variations and related buoyancy effect 
play no role in the mechanisms leading to the amplification of such (hydrodynamics) perturbations 
and ensuing sudden transition to chaos. 
On the other hand, fully coupled simulations have demonstrated that the spatially pervasive 
presence of hydrodynamics modes does not prevent the system from developing in parallel OLR 
flow, as witnessed by the presence of specific recognisable peaks in the frequency spectrum (these 
peaks are no longer visible inasmuch the OLR is no longer allowed to exist without temperature and 
momentum coupling).  
Though these OLR modes tend to be more frequent as the Prandtl number is increased and their 
emergence seems to rule out the development of hydrodynamic disturbances (at least for relatively 
small values of the Rayleigh number), however, hydrodynamic modes overwhelmingly re-enter the 
dynamics as soon as the momentum and energy balance equations are uncoupled or the Grashof 
number is sufficiently increased.     
The spectra relating to these systems are relatively complex, displaying an extended range of 
active frequencies. Interestingly, for all these cases (being naturally produced for Pr=0.01 or 
artificially induced by equation uncoupling for Pr=005), relatively wide intervals of frequency can 
be identified in which the spectrum of velocities aligns perfectly with an f í5/3 law, as implicit in the 
Kolmogorov similarity hypothesis. This indicates that when the constraint of two-dimensionality is 
removed, hydrodynamic disturbances can cause turbulence to become isotropic much in advance (in 
terms of applied value of the Rayleigh or Grashof number) with respect to equivalent 2D cases. 
For Pr=0.05, though solutions with more regular frequency spectra (being limited to the 
fundamental frequency and its higher harmonics) are generally preferred, these flows can coexist 
Accepted for publication in “Chaos” (ISSN 1054-1500) on 29 August 2018 
 
33 
 
(for the same value of the Grashof number) with the turbulent ones discussed above in the form of 
multiple solutions.  
Regardless of the considered Prandtl number, in general, higher values of the Grashof number have 
been found to produce a two-fold effect, i.e. an increase in the average energy content of the flow 
and an expansion of the extension (in terms of involved scales) of the inertial range. 
Additional insights into the onset of this kind of turbulence have been obtained through evaluation 
of the so-called correlation dimension for conditions in which the chaos can still be considered low-
dimensional (relatively small values of Ra or Gr). Through this quantity (generally used to 
characterise the fractal nature of attractors in the space of phases), we could track precisely the 
progression of the system from an initial quasi-periodic state towards fully developed turbulence 
due to the progressive excitation of new degrees of freedom. By virtue of this approach, in 
particular, we could discern that the transition from low-dimensional to high-dimensional chaos 
takes a specific path, which falls under the general heading of Curry-Yorke scenario (that is direct 
transition to chaos being allowed via gradual corrugation of a T
2
 torus).  
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