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Abstract
It is proved that under suitable conditions the probability laws of two arbitrary solutions of
the in5nite dimensional stochastic equation
dXt =AXt dt + f(t; Xt) dt + Q
1=2 dWt
converge to each other, as time goes to in5nity, in the strong (variational) topology. To this
end, some lower estimates on the transition density of the solution, with respect to a certain
Gaussian measure, are obtained. In addition, an explicit formula for the density is given, in the
case where Q−1=2f is bounded. c© 2001 Elsevier Science B.V. All rights reserved.
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0. Introduction
In this paper, dynamics of probability laws of solutions to the in5nite-dimensional
stochastic equation of the form
dXt =AXt dt + f(t; Xt) dt + Q1=2 dWt
are studied in the space of probability measures endowed with the metric of total
variation of measures, where A is an unbounded linear operator on a separable real
Hilbert space H , the nonlinear term f :R+×H → H is measurable, Q1=2 is a bounded
operator on H and Wt is a cylindrical Wiener process on H .
Under suitable conditions yielding a kind of ultimate mean-square boundedness of
solutions and suCcient nondegeneracy of the noise it is proved that the probability
laws of two arbitrary solutions converge to each other as time tends to in5nity, in the
strong (variational) topology. To achieve this goal some results on densities of the
transition probabilities of the solution with respect to a certain Gaussian measure are
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also obtained; for example, a lower estimate on the density and (for bounded nonlinear
terms) an explicit formula for the density, which may be of independent interest.
Large-time behaviour of solutions has been broadly investigated for autonomous
SPDE’s that induce homogeneous Markov processes in Hilbert or Banach spaces, es-
pecially in connection with problems of existence and uniqueness of invariant measures
and ergodic properties of the associated Markov transition semigroups. For stochastic
reaction–diIusion equations perturbed by the space–time white noise, ergodic results
based on the strong Feller property and topological irreducibility have been established
in Maslowski (1989, 1993) and in Manthey and Maslowski (1992) by a method going
back essentially to Khas’miskii (1960) (for nonlocally compact spaces cf. also Sei-
dler, 1997). These results have been extended by Da Prato and Zabczyk (1992, 1996)
(and references therein), Chojnowska-Michalik and Goldys (1995), GMatarek and Goldys
(1997), Cerrai (1998) (see also the references therein), as a consequence of regularity
properties of transition Markov semigroups. An alternative method based on the El-
worthy formula has been used in Da Prato et al. (1993) and in Peszat and Zabczyk
(1995). All the above papers concern abstract evolution equations and are applica-
ble basically to stochastic reaction–diIusion equations. Analogous results have been
obtained for the Burgers equation in Da Prato and GMatarek (1995), for the stochastic
Cahn–Hilliard equation in Da Prato and Debussche (1996) and for the two-dimensional
stochastic Navier–Stokes equation in Flandoli and Maslowski (1995) and in Ferrario
(1997). Another method of the proof of the strong Feller property has been developed
and applied to stochastic delay systems and to stochastic parabolic PDE’s in Maslowski
and Seidler (1999).
In Jacquot and Royer (1995a, b) a general theory of Markov operators was used
to prove geometric ergodicity (a kind of strong exponential stability of the invariant
measure) for a particular but important stochastic parabolic equation. In Mueller (1993)
the coupling techniques were used to prove strong exponential stability of the invariant
measure for a nonlinear heat equation de5ned on a circle. Recently, in Shardlow (1999)
geometric ergodicity for some SPDE’s was proved.
Very little seems to be known in the case of nonautonomous SPDE’s where the
standard methods of ergodic theory are no longer available. The lower bound measure
method which is used in the present paper has already been applied in a previous paper
by the authors (Maslowski and Sima˜o, 1997). The methodology has been basically
inherited from the theory of deterministic discrete-time dynamical systems (see, e.g.,
Lasota and Mackey, 1994) and Markov chains.
The present paper extends the result of Maslowski and Sima˜o (1997) in a substantial
way. In Maslowski and Sima˜o (1997), it was assumed that Q= I and A is self-adjoint;
this was important for the proofs based on 5nite-dimensional approximations. The
nonlinear term f was assumed to be Lipschitz continuous with the range contained in
some subspace of H which did not allow applications to semilinear equations of second
order in space. These restrictions are removed in the present paper by means of some
new in5nite-dimensional techniques for the pinned (conditioned) Ornstein–Uhlenbeck
process.
The method used in the paper could be basically extended to the case when the
generator A=A(t) is time-dependent and generates a two-parameter evolution operator.
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However, some more technical hypotheses would make the presentation of the results
much more complicated (for example, we would have to use the concept of a system of
lower measures rather than one lower measure). Other generalizations of the equation
(random coeCcients, multiplicative noise term, etc.) probably cannot be considered
without a deep modi5cation of this technique. Let us note that limit behaviour of such
general system has been intensively studied from other points of view (stability, global
attractors, see Chueshov and Vuillermot, 1998, 2000; Leon and Nualart, 1998; Nualart
and Viens, 2000).
The paper is divided into two sections. At the beginning of Section 1 assumptions
on the particular terms of the equation are formulated. Then the results of the paper
are stated and some examples are given. In Example 1.1 the assumptions are veri5ed
in the so-called commutative case. In Remark 1.1 and Example 1.2 the general results
are applied to the case of a one-dimensional stochastic parabolic equation. Proposition
1.1 summarizes the results on the pinned (conditioned) process, that is, an Ornstein–
Uhlenbeck process that is conditioned to go to a given point at terminal time. A linear
nonautonomous equation for the process is derived and some regularity properties are
established. In Propositions 1.2 and 1.3 some lower estimates on the density of the
Markov transition probability with respect to certain Gaussian measures are given. In
some cases a formula for the density is obtained (Proposition 1.2), which can be of
independent interest (cf. Fuhrman, 1996).
The main result of the paper is Theorem 1.4 where the strong asymptotic stability
of the adjoint Markov evolution operator is stated. In the homogeneous case (i.e.,
when f does not depend on t) our result automatically implies the existence of an
invariant measure which therefore must be unique and globally asymptotically stable.
An application to a system of non-autonomous stochastic semilinear parabolic equations
is given in Example 1.2.
Section 2 contains the proofs of the above results.
Given Hilbert spaces Y and Z , we denote by L(Y; Z); L1(Y; Z) and L2(Y; Z),
the spaces of bounded, trace class, and Hilbert–Schmidt linear operators Y → Z , re-
spectively, and we set L(Y )=L(Y; Y ); L1(Y )=L1(Y; Y ) and L2(Y )=L2(Y; Y ).
Furthermore, if a densely de5ned linear operator is extendable to a bounded operator
de5ned on the whole space, the extension is denoted by the same symbol if there is
no danger of confusion.
1. Main results
Consider the equation
dXt =(AXt + f(t; Xt)) dt + Q1=2 dWt;
X0 = x; (1.1)
on a separable space H =(H; 〈· ; ·〉; | · |) where x∈H; Wt is a cylindrical Wiener process
on H de5ned on a probability space (;F;P); Q is a positive bounded self-adjoint
operator on H , and A generates an analytic semigroup St on H . Assume that 〈Ax; x〉6
−!|x|2; x∈Dom(A) for some !¿ 0 and denote by H=(H; | : |) the space
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Dom((−A)) equipped with the graph norm | · |= |(−A) · |. Furthermore,
f :R+ × H → H is a measurable function satisfying Imf ⊂ Range (Q1=2) and
(A:1) |Q−1=2f(t; x)|6K(1 + |x|); x∈H; t ∈R+;
|f(t; x)|6K(1 + |x|); x∈H; t ∈R+ (1.3)
for some K ¡∞ and 0¡¡ 12 . We also consider the linear equation
dZt =AZt dt + Q1=2 dWt; Zs= x; t¿ s; s∈R+ (1.4)
and assume that there exists a T ¿ 0 such that
(A:2)
∫ T
0
t−|StQ1=2|2L2(H) dt ¡∞
for some ¿ 2 where L2 denotes the space of Hilbert–Schmidt operators and  is
the same as in (A:1). By analyticity of the semigroup St and (A:2) we have∫ T
0
|StQ1=2|2L2(H;H) dt ¡∞: (1.5)
By (A:2) there exists a unique mild solution Zt =Z
s;x
t to (1.4) on the probability
space (;F;P) whose law is concentrated on H for each t and whose paths are
elements of C(R+;H) P-a.s. Moreover, we have
E|Zs;xt |26 k1(1 + |x|2); x∈H; s; t ∈R+ (1.6)
for some k1¡∞. It is also standard to see that if (A:1) and (A:2) hold true Eq. (1.1)
has a (weakly unique) solution that can be obtained from the process Z0; xt under the
absolutely continuous change of probability
dPx
dP (!) = exp
{∫ T
0
〈Q−1=2f(s; Z0; xs ); dWs〉 −
1
2
∫ T
0
|Q−1=2f(s; Z0; xs )|2 ds
}
; T¿ 0:
(1.7)
Both Eqs. (1.1) and (1.4) introduce Markov processes on H whose transition kernels
we denote by P(s; t; x; ·), and Q(t; x; ·), respectively, that is
Q(t; x; )= E1(Z0; xt ); P(s; t; x; )= Es; x1(Xt);
x∈H; t¿ s¿ 0; ∈B(H); (1.8)
where Es; x is the expectation under the probability Ps; x corresponding to the initial
condition Xs= x. Moreover, we have
Q(t; x; ·)=N (Stx; Qt) where Qt =
∫ t
0
SrQS∗r dr:
If the process Zx =Z0; x is strongly Feller, then the measure P(s; t; x; ·), t ¿ s¿ 0; x∈H ,
is equivalent to the measure  :=N (0; Q∞), which is the (unique) invariant measure
for the process de5ned by (1.4). Our 5rst aim is to 5nd a representation and to prove
a suitable lower estimate on the density
ht(x; y)=
dP(t; t + 1; x; ·)
d 
(y): (1.9)
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In the sequel, we selectively use the assumptions below.
(A:3) Range (St) ⊂ Range (Q∞); t ¿ 0:
Assumption (A:3) is a stronger version of the usual hypoellipticity condition yield-
ing the strong Feller property. While the strong Feller property is equivalent to the
absolute continuity of Q(t; x; ·), (A:3) is needed for suCcient regularity of the density.
Obviously, (A:3) implies that the operator S∗t Q
−1
t is well de5ned and extendable so
that S∗t Q
−1
t ∈L(H) for t ¿ 0. We shall assume
(A:4) |Q1=2S∗t Q−1t |L(H)6 ct−1; t ∈ (0; 1]
for a constant c¿ 0.
Our last assumption concerning the linear part of Eq. (1.1) can be formulated in
terms of the semigroup
S˜ t :=Q1S∗t Q
−1
1 ; t¿ 0:
By (A:3) it is obvious that S˜ t is a well de5ned semigroup of bounded operators on
H . We shall assume
(A:5) The semigroup S˜ t is analytic on H and the domain Dom(A˜)
of its in5nitesimal generator A˜ is isomorphic to Dom(A):
Conditions (A:2)–(A:5) are easy to verify in the commutative case, that is if we
have the following diagonality property:
(D) ∃{ei} ONB in H; ∃ 0¡i →∞; 0¡&i6 &∞;
Aei =− iei; Qei = &iei; i∈N:
If the diagonality condition (D) holds true then the above assumptions (A:2)–(A:4) can
be expressed in terms of (i); (&i): assumption (A:2) can be replaced by (1.5) because
the P-a.s. continuity of paths of Zs;xt in H′ holds true for each ′¡ if conditions
(1.5) and (D) are satis5ed (cf. Iscoe et al., 1990). Assumption (A:5) is always satis5ed.
Condition (1.5) is equivalent to∑
i
&i
1−2i
¡∞; (1.11)
assumption (A:3) reads
∃Ct ¡∞ such that 
2
i
&2i
e−2it6Ct for each t ¿ 0 (1.12)
and assumption (A:4) holds if and only if
&i = &0¿ 0; (1.13)
(see also Remark 1.1).
Note that (1.12) (and, thereby, (A:3)) is equivalent to the strong Feller property in
the present case.
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Remark 1.1. Note that assumption (A:4) can be further relaxed to
(A:4) |QS∗t Q−1t |L(H)6 ct−1; t ∈ (0; 1]
if (A:1) is modi5ed as follows:
f maps R+ × H into Range(Q) and |Q−1f(t; x)|6 k(1 + |x|);
x∈H; t ∈R+: (1.14)
It is obvious that in the commutative case when (D) is satis5ed (A:4)′ always holds
(there is no restriction on the sequence (&i)). Therefore, it may be of interest to verify
(1.14) in some concrete examples.
Assume that f :H → H,
|f(x)|6 k(1 + |x|); x∈H (1.15)
for some k ¡∞ and Range(Q)=H', for some '¿ 0 (for simplicity we supress the
dependence of f on t in the notation). Then Q−1(−A)−' ∈L(H), hence
|Q−1f(x)|6 |Q−1(−A)−'|L(H)|f(x)|'6 k(1 + |x|); (1.16)
provided
'6  (1.17)
holds.
For example, if H =L2(D); D denotes a bounded domain in Rd, with a regu-
lar boundary, A='; Dom(A)=H 2(D) ∩ H 10 (D), and f :H → H , f(x)(+)=F(x(+)),
+∈D, for some F : R→ R, then the norm H is equivalent to the norm of Sobolev–
Slobodetskii space H 2(D). Hence for 0¡¡ 12 we have
|f(x)|26 const
(
|F(x(·))|2L2(D) +
∫ ∫
D×D
|F(x(+))− F(x(-))|2
|+− -|d+2 d+ d-
)
6 const (1 + |x|2) (1.18)
for x∈H if F is (globally) Lipschitz continuous.
Example 1.1. Let us further specify the assumptions in the diagonal case when (D) is
assumed if
Range (Q)=H' (1.19)
for some '∈ (0; ). In this case we also have
Range (Q1=2)=H'=2: (1.20)
As noted above conditions (A:2); (A:4)′ and (A:5) are always satis5ed; (A:3) is
equivalent to (1.12). Thus, if f satis5es the stronger condition (1.14) it only remains
to verify the regularity condition (1.5). By (1.20) it is obviously satis5ed if and only if∑
i
1
1−2+'i
¡∞: (1.21)
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For instance, if A= @=@+2 for +∈ (0; 1), Dom(A)=H 2(0; 1)∩H 10 (0; 1), then i ∼ −i2,
so (1.21) is satis5ed if
'¿ 2− 12 : (1.22)
In other words, if Range(Q)=H', then our assumptions can be satis5ed by a suitable
choice of  for every '∈ [0; 12 ) (see also Example 1.2 below).
We shall introduce the concept of pinned (or conditioned) Ornstein–Uhlenbeck
(O–U) process. The O–U process Zs;x de5ned by Eq. (1.4) has almost surely
H -continuous paths. Let g0 :H → R be a regular version of the conditional expectation
E[0(Zs;x) |Zs;xs+1] for a PZs; x -integrable functional 0 : C([s; s+ 1];H) → R, where PZs; x
is the law of Zs;x on C([s; s+ 1]; H). That is, we have
g0(Z
s;x
s+1)= E[0(Z
s;x) |Zs;xs+1]; P-a:s: (1.23)
or, using the usual notation,
g0(y)= E[0(Zs;x) |Zs;xs+1 =y] for Q(1; x; ·)-almost all y∈H: (1.24)
Denition 1.1. Given x∈H we say that (Zˆx;ys; t ); t ∈ [s; s+ 1]; y∈H , is a pinned O–U
process (conditioned to go from x at time t= s to y at time t= s + 1) if for each
0∈L1(C([s; s+ 1]; H);PZs; x) we have
g0(y)= E0(Zˆ
x;y
) for Q(1; x; ·)-almost all y∈H: (1.25)
Consider the linear nonautonomous equation
dZˆt =(AZˆt − QS∗1−t+sQ−11−t+sS1−t+sZˆ t + QS∗1−t+sQ−11−t+sy) dt + Q1=2 dWt;
t ∈ (s; s+ 1); (1.26)
Zˆ s= x∈H;
where x; y∈H are 5xed. We will summarize our results now.
Proposition 1.1. Assume (A:2)–(A:5) and let x; y∈H. Then
(i) Eq. (1:26) has a unique mild solution on the interval [s; s + 1); moreover; the
process Zˆ t belongs to C([s; s+ 1]; H) P-a.s. and
E|Zˆ t |26 k(1 + |x|2 + |y|2); t ∈ (s; s+ 1); s∈R+; x; y∈H; (1.27)
where the constant k does not depend on the choice of x; y; s and t.
(ii) (Zˆ t)= (Zˆ
x;y
t ) is the pinned process corresponding to the linear equation (1:4). The
process Zˆ t has a version with paths a.s. in C&([s; s + 1]; H) for each &¡ and
we have
E|y − Zˆ r|26C(1 + s− r)2(1 + |y|2 + |x|2); x; y∈H; r ∈ [s; s+ 1] (1.28)
for a constant C.
Note that it is suCcient to de5ne the pinned O–U process for y∈H as Q(1; x; H)= 1
for x∈H by (1.6). Now set
1(s; t; x; y) := exp
{∫ t
s
〈Q−1=2f(r; Zˆ r); dWr〉 − 12
∫ t
s
|Q−1=2f(r; Zˆ r)|2 dr
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−
∫ t
s
〈Q−1=2f(r; Zˆ r); Q1=2S∗1+s−rQ−11+s−rS1+s−rZˆ r − Q1=2S∗1+s−rQ−11+s−ry〉 dr
(1.29)
for t ∈ [s; s+ 1]; s¿ 0; x; y∈H.
Proposition 1.2. Assume (A:1)–(A:5) and let x∈H. Then
dP(t; t + 1; x; ·)
dQ(1; x; ·) (y)¿ E1(t; t + 1; x; y) (1.30)
holds for Q(1; x; ·)-almost all y∈H. If; moreover; Q−1=2f is bounded then there is
equality in (1:30).
Formula (1.30) allows us to show some estimates on the density h (recall the de5-
nition (1.9)).
Proposition 1.3. Assume (A:1)–(A:5). Then there is a constant k ¿ 0 such that
ht(x; y)=
dP(t; t + 1; x; ·)
d 
(y)¿ k exp{−k(|x|2 + |y|2)} (1.31)
for each x∈H; t ∈R+ and Q(1; x; ·) almost all y∈H.
Let (P∗s; t); 06 s6 t, be the family of adjoint Markov operators corresponding to
Eq. (1.1). More precisely, denote by P the set of probability measures on the Borel
sets B of H and set
[P∗s; t2]():=
∫
P(s; t; x; )2(dx); 06 s6 t; 2∈P; ∈B: (1.32)
Clearly, P∗s; t2 is the probability law of the solution Xt of Eq. (1.1) starting at time
s with initial law 2.
Now we shall formulate our last assumption that is needed to verify a kind of “ulti-
mate boundedness” of solutions of Eq. (1.1). Recall that 〈Ax; x〉6−!|x|2; x∈Dom(A)
and assume
(A:6) 〈f(t; x + y); x〉6 k(t)|x|2 + a(t; |y|); t ∈R+; x; y∈H;
where k :R+ → R, a : R2+ → R+ are measurable, locally bounded functions, a(t; ·) is
increasing for each t¿ 0. Moreover, !˜(r):=!− k(r)¿ 0 and
exp
{
−
∫ t
s
!˜(r) dr
}
→ 0; t →∞;
sup
t¿s
∫ t
s
exp
{
−
∫ t
r
!˜(&) d&
}
Ea(r; |0(r)|) dr6M (s);
for each s¿ 0 and a constant M (s)¡∞ where
0(r)=
∫ r
s
Sr−uQ1=2 dWu; t¿ s:
Now we shall state our main result.
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Theorem 1.4. Assume (A:1)–(A:6); then
‖P∗s; t21 − P∗s; t22‖var → 0 as t →∞ (1.33)
for each s∈R+; 21; 22 ∈P. If; moreover; f(t; x)=f(x) does not depend on t then
the Markov process induced by Eq. (1:1) is homogeneous (so we can set P∗s; t =P
∗
t−s,
t¿ s¿ 0), there exists an invariant measure  ∗ for Eq. (1:1); and
‖P∗t 2−  ∗‖var → 0; t →∞ (1.34)
for each 2∈P; where ‖ · ‖var denotes the norm of total variation of a measure.
Example 1.2. Consider the system of parabolic SPDE’s
@yi
@t
(t; +)=
@2yi
@+2
(t; +) + Fi(t; y(t; +)) + -i(t; +); i=1; : : : ; d; (t; +)∈R+ × (0; 1);
yi(0; +)= xi(+); +∈ (0; 1);
yi(t; 0)=yi(t; 1)=0; i=1; 2; : : : ; d; (1.35)
where -i; i=1; 2; : : : ; d are stochastically independent space–time white noises and
Fi :R+ × R→ R. System (1.35) can be rewritten in the usual way in the form
dXt =(AXt + f(t; Xt)) dt + Q1=2 dWt; X0 = x;
on the Hilbert space H =(L2(0; 1))d where Ay=(@2yi=@+2); y∈Dom(A)= (H 10 (0; 1)∩
H 2(0; 1))d; Wt is a cylindrical Wiener process on H with covariance Q= I , and f=
(fi)i=1;2; :::;d,
fi(t; x)(+):=Fi(t; x(+)); t ∈R+; x∈H; +∈ (0; 1):
The function F is measurable, F(t; ·) grows at most linearly, and
(F(t; ++ &); +)Rd6 k|+|2 + a|&|2; +; &∈Rd; t ∈R+
for some real constants a; k; k ¡6. Then all assumptions of Theorem 1.4 are satis5ed as
follows from (A.6) and the discussion preceding Remark 1.1. Moreover, from Example
1.1 and Remark 1.1 it follows that the result holds true even for “slightly degenerate”
covariance operators Q. More precisely, if Q is such that the diagonality condition (D)
holds and Range (Q)=H' with 06'¡ 12 and F(t; ·) is globally Lipschitz continuous
(with the Lipschitz constant independent of t ∈R+) then Theorem 1.4 can be applied.
2. Proofs
Proof of Proposition 1.1. Step I: For simplicity we take s=0. Set
H (t; z)=− QS∗1−tQ−11−tS1−tz + QS∗1−tQ−11−ty; t ∈ [0; T ]; (2.1)
where T ∈ (0; 1) is 5xed. By (A.4) the function H : [0; T ]×H → H is measurable and
|H (r; z)|6 c0|y| + sup
r∈[0;1]
|Sr|L(H)c0|z|6 c1|y| + c2|z| (2.2)
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holds for r ∈ [0; T ] (with some c0; c1; c2 possibly depending on T ). By (1.6) we have
sup
t∈[0;1]
E|Zt |26C; (2.3)
where Zt is the O–U process solving (1.4) with Z0 = 0. Setting B=C([0; T ]; L2(;H))
and 8 :B→ B,
8(Y )(t)= Stx +
∫ t
0
St−rH (r; Y (r)− Zr) dr; t ∈ [0; T ]; (2.4)
we have that
sup
t∈[0;9]
E|8(Y )(t)|26 c3|x|2 + sup
t∈[0;9]
E
[∫ t
0
c4
(t − r) (|Y (r)| + |Zr| + |y|) dr
]2
6 c3|x|2 +
∫ 9
0
c4
r2
dr
∫ 9
0
sup
t∈[0;9]
E(|Y (r)| + |Zr| + |y|)2 dr
6 c3|x|2 + c5
∫ 9
0
sup
t∈[0;9]
E|Y (r)|2 dr + c6|y|2 + c7; 9∈ [0; T ]
(2.5)
and hence
‖8(Y )‖2B= sup
t∈[0;T ]
E|8(Y )(t)|26 c8(1 + ‖Y‖2B) (2.6)
for some constants c3–c8 (possibly, depending on T ). As H is linear in z, we get
similarly
‖8(Y1)− 8(Y2)‖2B = sup
t∈[0;T ]
E|8(Y1)(t)− 8(Y2)(t)|2
6 sup
r∈[0;1]
|Sr|2L(H)c2c2(1− T )−2
×
∫ T
0
dr
r2
∫ T
0
sup
t∈[0;T ]
E|(Y1(r)− Y2(r)|2 dr
6 qT‖Y1 − Y2‖2B; (2.7)
where c is the norm of embedding H → H and qT ¡ 1 if T is suCciently small.
Thus, for small T; 8 is a contraction and there exists a unique solution to (1.26) in
B. For T ∈ [0; 1) large we can proceed in the usual way, dividing [0; T ] into small
subintervals. Note that from (2.3) and (2.5) by the Gronwall lemma it follows that
E|Zˆ t |26MT (1 + |x|2 + |y|2); x; y∈H; T ∈ [0; 1); (2.8)
where, however, the constant MT may depend on T ∈ [0; 1) (MT can be chosen such
that T → MT in nondecreasing).
Step II: Set q(t; x; z)= (dQ(t; x; ·)=d )(z). Since Q(t; x; ·)=N (Stx; Qt);  =N (0; Q∞),
we have that
q(t; x; z)= exp{〈Q−1=2t Stx; Q−1=2t z〉 − 12 |Q−1=2t Stx|2 + Bt(z)}; (2.9)
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where
Bt(z)= log det(I + G)1=2 − 12 |G1=2Q−1=2∞ z|2;
G=(Q−1=2t Q
1=2
∞ )
∗Q−1=2t Q
1=2
∞ − I: (2.10)
The fact that Q(t; x; ·) and  are equivalent follows from the strong Feller property,
so for each t ∈R+, x∈H , the density q(t; x; ·) is well de5ned  -a.e.
By the 5rst step of the proof Eq. (1.26) has a unique solution on the interval [0; 1).
Obviously it induces a nonhomogeneous Markov process on [0; 1). We will show that
its transition kernels are absolutely continuous with respect to  and their densities
have the form
py(s; t; x; z)=
q(t − s; x; z)q(1− t; z; y)
q(1− s; x; y) ; 06 s6 t ¡ 1; x; y; z ∈H: (2.11)
By the Girsanov theorem we have
E’(Zˆys;x(t))
= E’(Zs;x(t)) exp
{∫ t
s
〈Q1=2S∗1−rQ−11−ry − Q1=2S∗1−rQ−11−rS1−rZs;x(r); dWr〉
− 1
2
∫ t
s
|Q1=2S∗1−rQ−11−ry − Q1=2S∗1−rQ−11−rS1−rZs;x(r)|2dr
}
(2.12)
for 06 s6 t ¡ 1, where Zˆ
y
s;x and Z
s;x solve Eqs. (1.26) and (1.4), respectively, on the
interval [s; T ) with initial conditions Zˆ
y
s;x(s)=Z
s;x(s)= x.
Fix y∈Range(Q1−t) where t is given by (2.11). Using well known results on strict
solutions to Kolmogorov equations (see e.g. Da Prato and Zabczyk, 1992, Theorems
9:17 and 9:19) it can be seen that q satis5es
9q
9r (>; x; y)= 〈Dxq(>; x; y); Ax〉+
1
2
TrQD2xq(>; x; y); 0¡>¡ 1; x∈Dom(A):
(2.13)
Note that
Dxq(1− r; x; y)= q(1− r; x; y)(S∗1−rQ−11−ry − S∗1−rQ−11−rS1−rx) (2.14)
and
D2xq(1− r; x; y) =−q(1− r; x; y)S∗1−rQ−11−rS1−r + q(1− r; x; y)(S∗1−rQ−11−ry
− S∗1−rQ−11−rS1−rx) ◦ (S∗1−rQ−11−ry − S∗1−rQ−11−rS1−rx); (2.15)
while
Dx log q(1− r; x; y)= S∗1−rQ−11−ry − S∗1−rQ−11−rS1−rx (2.16)
and
D2x log q(1− r; x; y)=− S∗1−rQ−11−rS1−r : (2.17)
By (A.3) and the analyticity of St it follows that
Range(SrA) ⊂ Range(Qr); r ¿ 0:
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Since y∈Range(Q1−t), for y0 =Q−1=21−t y we have
|A∗S∗1−rQ−11−ry|6 |A∗S∗1−rQ−1=21−r |L(H) · |Q−1=21−r Q1=21−ty0|6 ct ; (2.18)
06 r6 t, where ct is a constant depending only on t because
|Q−1=21−r Q1=21−t |L(H) = |Q1=21−tQ−1=21−r |L(H)6 1
as 1−t6 1−r and the function r → |A∗S∗1−rQ−1=21−r |L(H) is nondecreasing for 06 r6 t.
Similarly,
|A∗S∗1−rQ−11−rS1−r|L(H)6 |A∗S∗1−rQ−1=21−r |L(H) · |Q−1=21−r S1−r|L(H)6 ct ; (2.19)
06 r6 t.
In the sequel, let ct denote a generic constant depending only on t. We have
Tr S∗1−rQ
−1
1−rS1−r = |Q−1=21−r S1−r|2L2(H)
6 |Q1=21−r|2L2(H) · |Q−11−rS1−r|2L(H)¡∞ (2.20)
for each r ¿ 0 by (A.3) and
TrQS∗1−rQ
−1
1−rS1−r6 c(1− t)−1|S1−t |L1(H)6 ct (2.21)
for 06 r ¡ t by (A.4).
From (2.13) and estimates (2.19)–(2.21) it follows that we can apply the Itoˆ formula
to log q(1 − r; Zs;xr ; y) using suitable approximations of Zs;x by strong solutions (see
e.g. Maslowski, 1995). We obtain
log q(1− t; Zs;x(t); y)− log q(1− s; x; y)
=
∫ t
s
[
〈A∗S∗1−rQ−11−ry − A∗S∗1−rQ−11−rS1−rZs;xr ; Zs;xr 〉
− 1
2
TrQS∗1−rQ
−1
1−rS1−r − q−1(1− r; Zs;x(r); y)
@
@r
q(1− r; Zs;xr ; y)
]
dr
+
∫ t
s
〈Q1=2(S∗1−rQ−11−ry − S∗1−rQ−11−rZs;x(r)); dWr〉 (2.22)
and by (2.13)–(2.15) we arrive at
log q(1− t; Zs;x(t); y)− log q(1− s; x; y)
=− 1
2
∫ t
s
|Q1=2(S∗1−rQ−11−ry − S∗1−rQ−11−rS1−rZs;x(r))|2 dr
+
∫ t
s
〈Q1=2(S∗1−rQ−11−ry − S∗1−rQ−11−rS1−rZs;x(r)); dWr〉 (2.23)
which by (2.12) yields
E’(Zˆys;x(t))= E’(Zs;x(t))q(1− t; Zs;x(t); y)q−1(1− s; x; y) (2.24)
for any 5xed y∈Range(Q1−t). Since Range(Q1−t) is dense in H we can extend (2.24)
to all y∈H. Indeed, it is standard to see that the mapping H → H; y → Zˆys;x(t) is
a.s. continuous (recall ’∈Cb(H)). On the other hand, we have
|〈Q−1=21−t S1−tx; Q−1=21−t y〉|= |〈Q−11−tS1−tx; y〉|6 ct |x| |y| (2.25)
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and
|B1−t(z)|6 ct + ct |〈Q−1=2∞ @1−t(I − @1−t)−1Q−1=2∞ z; z〉|; (2.26)
z ∈Range(Q1=2∞ ), where
@t =Q−1=2∞ StQ∞(Q
−1=2
∞ St)
∗
(cf. Fuhrman, 1996), thus we obtain
|B1−t(z)|6 ct + ct |Q−1=2∞ @1=21−t |L(H)|(I − @1−t)−1|L(H)|Q−1=2∞ @1=21−t |L(H)|z|2
6 ct + ct |z|2 (2.27)
since (I − @1−t)−1 ∈L(H) (cf. Fuhrman, 1996) and Q−1=2∞ @1=21−t ∈L(H) by (A.3). So
the formula (2.24) holds for all y∈H and ’∈Cb(H), which yields (2.11).
Step III:
Set
H (t)=QtS∗1−tQ
−1
1 : (2.28)
By (A.3) we have H (t)∈L(H) for 06 t ¡ 1 and, obviously, H (0)= 0; H (1)= I.
We will check that the mapping t → H (t)z is H-continuous on [0; 1] for each z ∈H
and
|H (t)|L(H)6 c; t ∈ [0; 1] (2.29)
for a constant c. For t ∈ (0; 1) we have
Qt =Q1 −
∫ 1−t
0
Sr+tQS∗r+t dr; (2.30)
hence
H (t) =Q1S∗1−tQ
−1
1 −
(∫ 1−t
0
Sr+tQS∗r+t dr
)
S∗1−tQ
−1
1
= S˜1−t − St
(∫ 1−t
0
SrQS∗r dr
)
S∗1Q
−1
1
= S˜1−t − StQ1−tS∗1Q−11 : (2.31)
From (A.5) and Pazy (1983), Theorems 6:11 and 6:12, it follows that
|S˜ tx − x|6 k&t&|x|&; &∈ [0; 1]; x∈H& (2.32)
and by (A.3) it is easy to check that the mapping [0; 1] → L(H); t → StQ1−tS∗1Q−11 ,
is &-HUolder continuous for &¡ 1, hence
|(H (t)− H (r))x|6 k&|r − t|&|x|&; x∈H&; r; t ∈ [0; 1]; (2.33)
where &∈ [0; 1).
From (A.5) it follows that t → S˜1−tz; [0; 1]→ H is continuous and
sup
t∈[0;1]
|S˜1−t |L(H)¡∞:
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Furthermore,
sup
t∈[0;1]
|StQ1−tS∗1Q−11 |L(H;H)
6 c sup
t∈[0;1]
|St |L(H)
∫ 1
0
|QS∗r |L(H)r− dr |S∗1Q−11 |L(H)6 c (2.34)
by (A.3) and analyticity of St . The proof of continuity of t → StQ1−ty; t ∈ [0; 1]; y∈H ,
is straightforward. Hence we obtain (2.29) and the continuity of t → H (t)z; [0; 1]→ H
for each z ∈H. De5ne a stochastic process Lt; t ∈ [0; 1], by the equality
Zxt = Stx + Lt + H (t)(Z
x
1 − S1x): (2.35)
The Ornstein–Uhlenbeck process Zxt evolves in C([0; 1]; H), so by (1.6) and the
continuity of H (t) we get
E|Lt |26 c(1 + |x|2); t ∈ [0; 1]; (2.36)
and the (Gaussian) process Lt is continuous in H. Therefore, setting
Z˜ t :=Stx + Lt + H (t)(y − S1x); y∈H; (2.37)
we also have Z˜ ∈C([0; 1]; H) P-a.s. and
E|Z˜ t |26 k(1 + |x|2 + |y|2); t ∈ [0; 1]; (2.38)
for some k. By (2.35) and (2.37) we have
Z˜ t =Zxt + H (t)(y − Zx1 ); t ∈ [0; 1]: (2.39)
Note that Zxt ; t¿ 0, is &-HUolder continuous a.s. for each &¡ (cf. Seidler, 1993),
which together with (2.33) and (2.39) implies the a.s. &-HUolder continuity of Z˜ .
Furthermore, it is easy to verify that
E|Zxt − Zx1 |26 C˜(1 + |x|2)(1− t)2; t ∈ (0; 1); x∈H
holds for a constant C˜ ¡∞, hence by (2.33) and (2.39) we obtain
E|y − Z˜ r|26C(1− r)2(1 + |y|2 + |x|2); x; y∈H; r ∈ [0; 1]
for some constant C¡∞. We will prove that Z˜ t is a pinned process introduced
in De5nition 1.1. To this end it is enough to prove that Lt; t ∈ [0; 1] and Zx1 are
stochastically independent (see e.g. Gikhman and Skorokhod, 1968, Lemma 3:13:2).
Let {en} be an orthonormal basis in H and de5ne
It =
∫ 1
t
S1−rQ1=2 dWr; Q˜t =
∫ 1
t
S1−rQS∗1−r dr; t ∈ [0; 1]:
Noting that Lt =Z0t − H (t)Z01 and Z01 = S1−tZ0t + It ; we obtain
E〈Lt; ei〉〈Z01 ; ej〉= E〈Zt0 − H (t)S1−rZ0t − H (t)It ; ei〉〈S1−tZ0t + It ; ej〉
= 〈−S1−tQtS∗1−tH∗(t)ei; ej〉+ 〈QtS∗1−tej; ei〉 − 〈Q˜tH∗(t)ei; ej〉
(2.40)
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and using the identity Q˜t =Q1 − S1−tQtS∗1−t we get
E〈Lt; ei〉〈Z01 ; ej〉
= 〈−S1−tQtS∗1−tH∗(t)ei + (Q1 − S1−tQtS∗1−t)H∗(t)ei − S1−tQtei; ej〉
= 〈(Q1H∗(t)− S1−tQt)ei; ej〉=0; i; j∈N; (2.41)
hence Z˜ t is the pinned process from De5nition 1.1. Since by (2.11) Zˆ t and Z˜ t must
have the same 5nite-dimension distributions, thus Zˆ t is a pinned process as well and
(1.27), (1.28) and the &-HUolder continuity for &¡ must be satis5ed.
For the proof of Proposition 1.2 we need the following estimate.
Lemma 2.1. Assume (A:1)–(A:4) and let x; y∈H and t ∈R+ be @xed. Let {en} be
an orthonormal basis of H and let g :R+×→ H be a bounded measurable function.
Then; for each constant c¿ 0 there exists a constant c′ such that for all m∈N we
have
E
(
exp
{
c
m∑
n=1
∫ t+1
t
∣∣〈g(s; w); en〉〈Q1=2S∗t+1−sQ−1t+1−sSt+1−sZˆ s
−Q1=2S∗t+1−s Q−1t+1−sy; en〉
∣∣ ds
})
¡c′; (2.42)
where (Zˆ s); s∈ [t; t + 1]; is the pinned O–U process such that Zˆ t = x; Zˆ t+1 =y; for
x; y∈H:
Proof of Lemma 2.1. By using the Schwartz inequality and the fact that g is bounded
we get that the left-hand side of (2.42) is bounded above by
E
(
exp
{
c1
∫ t+1
t
|Q1=2S∗t+1−sQ−1t+1−sSt+1−sZˆ s − Q1=2S∗t+1−sQ−1t+1−sy| ds
})
;
(2.43)
where c1 is a constant. Now using Proposition 1.1(ii) with &=  and analyticity of the
semigroup St we have by (A.4)
|Q1=2S∗t+1−sQ−1t+1−s(St+1−sZˆ s − y)|
6 c(t + 1− s)−1(|St+1−s − I)Zˆ s|+ |Zˆ s − y|)
6K[(t + 1− s)−1|Zˆ s| + (t + 1− s)−1|Zˆ |C([t; t+1];H)]
for a suitable constant K¡∞. As Zˆ is a Gaussian variable in the space
C([t; t + 1]; H) ∩ C([t; t + 1]; H) (2.43) is 5nite by the Fernique inequality.
Let {en} be an orthonormal basis of H such that ∀n∈N; en ∈Q1=2(Dom(A∗)) (note
that Q1=2(Dom(A∗)) is dense in H). For all n∈N; t¿ 0, de5ne En(t)= 〈Wt; en〉.
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Proof of Proposition 1.2.
Step I: We 5rst assume that Q−1=2f is bounded. Let x∈H and t ∈R+ be 5xed.
By the Girsanov theorem we have
dP(t; x; t + 1; ·)
dQ(1; x; ·) = E(Ft |Z
t;x
t+1 =y);
Q(1; x; ·)-a.e., where
Ft := exp
{∫ t+1
t
〈Q−1=2f(s; Zt;xs ); dWs〉 −
1
2
∫ t+1
t
|Q−1=2f(s; Zt;xs )|2 ds
}
= L1 − lim
m→∞F
m
t
and
Fmt := exp
{
m∑
n=1
∫ t+1
t
〈Q−1=2f(s; Zt;xs ); en〉 dEn(s)
−1
2
∫ t+1
t
|〈Q−1=2f(s; Zt;xs ); en〉|2 ds
}
:
The sequence E(Fm|Zt;xt+1 =y) converges in L1(H;B(H); Q(1; x; ·)) to E(Ft |Zt;xt+1 =y)
as m → ∞. We denote again by E(Fmt |Zt;xt+1 =y) a subsequence of E(Fmt |Zt;xt+1 =y)
converging Q(1; x; ·)-a.e.
Let 'k be a sequence of subdivisions of [t; t+1] into k subintervals of equal length
with endpoints t= t0¡t1¡ · · ·¡tk−1¡tk = t + 1, such that |'k | → 0 as k → +∞.
For each n; k ∈N and i=0; : : : ; k − 1 de5ne gnk; i :C([t; t + 1]; H)→ R by
gnk; i(’)=
1
|'k |
∫ ti
ti−1
〈Q−1=2f(u; ’(u)); en〉 du:
Now, set
Fm;kt := exp
{
m∑
n=1
[
k−1∑
i=0
gnk; i(Z
t;x)(En(ti+1)−En(ti))− 12
k−1∑
i=0
|gnk; i(Zt;x)|2(ti+1−ti)
]}
:
As k →∞; Fm;kt converges in L1() to Fmt and therefore E(Fm;kt |Zt;xt+1 =y) converges
in L1(H;B(H); Q(1; x; ·)) to E(Fmt |Zt;xt+1 =y). We denote again by E(Fm;kt |Zt;xt+1 =y) a
subsequence of E(Fm;kt |Zt;xt+1 =y) converging Q(1; x; ·)-a.e. Since the measures Q(1; x; ·)
and  are equivalent, we get
E(Ft |Zt;xt+1 =y)= limm→∞ limk→∞E(F
m;k
t |Zt;xt+1 =y)  -a:e: (2.44)
Now, for each m; k ∈N, we have
E(Fm;kt |Zt;xt+1 =y) = E
(
exp
{
m∑
n=1
[
k−1∑
i=0
gnk; i(Z
t;x)〈Zt;xti+1 − Zt;xti ; Q−1=2en〉
−
k−1∑
i=0
∫ ti+1
ti
gnk; i(Z
t;x)〈Zt;xs ; A∗Q−1=2en〉 ds
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− 1
2
k−1∑
i=0
|gnk; i(Zt;x)|2 (ti+1 − ti)
]}∣∣∣∣∣ Zt;xt+1 =y
)
= E
(
exp
{
m∑
n=1
[
k−1∑
i=0
gnk; i(Zˆ)〈Zˆ ti+1 − Zˆ ti ; Q−1=2en〉
−
k−1∑
i=0
∫ ti+1
ti
gnk; i(Zˆ)〈Zˆ s; A∗Q−1=2en〉 ds
− 1
2
k−1∑
i=0
|gnk; i(Zˆ)|2(ti+1 − ti)
]})
;
where Zˆ is the Ornstein–Uhlenbeck process conditioned to go from x at s= t to y at
s= t + 1.
From (1.26) it follows that, for i=0; : : : ; k − 2,
〈Zˆ ti+1 − Zˆ ti ; Q−1=2en〉
= En(ti+1)− En(ti) +
∫ ti+1
ti
〈Zˆ s; A∗Q−1=2en〉 ds
−
∫ ti+1
ti
〈Q1=2S∗t+1−sQ−1t+1−sSt+1−sZˆ s − Q1=2S∗t+1−sQ−1t+1−sy; en〉 ds:
Therefore, for each m; k ∈N we have
E(Fm;kt |Zt;xt+1 =y)= E(1˜m;k(t; t + 1; x; y)); (2.45)
where
1˜m;k(t; t + 1; x; y)
:= exp
{
m∑
n=1
[
k−1∑
i=0
gnk; i(Zˆ)(En(ti+1)− En(ti))−
1
2
k−1∑
i=0
|gnk; i(Zˆ)|2(ti+1 − ti)
−
k−1∑
i=0
∫ ti+1
ti
gnk; i(Zˆ)〈Q1=2S∗t+1−sQ−1t+1−sSt+1−sZˆ s − Q1=2S∗t+1−sQ−1t+1−sy; en〉 ds
− gnk;k−1(Zˆ)(En(tk)− En(tk−1)) + gnk;k−1(Zˆ)〈y − Zˆ tk−1 ; Q−1=2en〉
−
∫ tk
tk−1
gnk;k−1(Zˆ)〈Zˆ s; A∗Q−1=2en〉 ds
+
∫ tk
tk−1
gnk;k−1(Zˆ)〈Q1=2S∗t+1−sQ−1t+1−sSt+1−sZˆ s−Q1=2S∗t+1−sQ−1t+1−sy; en〉 ds
]}
:
Using Proposition 1.1(ii) as in the proof of Lemma 2.1 we can show that the absolute
value of the sum of the last four terms in the exponent is bounded above by
Cm
[(
m∑
n=1
|En(tk)− En(tk−1)|
)
+ |y − Zˆ tk−1 |+ |Zˆ |C([t; t+1];H)|tk − tk−1|
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+ (|Zˆ |C([t; t+1];H) + |Zˆ |C([t; t+1];H))
∫ tk
tk−1
(t + 1− s)−1 ds
]
;
where Cm is a constant. Since this sum converges to zero almost surely, as k → ∞,
we get
P − lim
k→∞
1˜m;k(t; t + 1; x; y)= 1˜m(t; t + 1; x; y);
where
1˜m(t; t + 1; x; y) := exp
{
m∑
n=1
[∫ t+1
t
〈Q−1=2f(s; Zˆ s); en〉 dEn(s)
−1
2
∫ t+1
t
|〈Q−1=2f(s; Zˆ s); en〉|2 ds
−
∫ t+1
t
〈Q−1=2f(s; Zˆ s); en〉〈Q1=2S∗t+1−sQ−1t+1−sSt+1−sZˆ s
−Q1=2S∗t+1−sQ−1t+1−sy; en〉 ds
]}
:
It is easy to show that for each m the functions 1˜m;k(t; t + 1; x; y) are uniformly
integrable with respect to P, by using the Schwartz inequality, Lemma 2.1 and the fact
that for each c¿ 0 there exist constants cn, c′n and c
′′ such that
E
(
exp
{
c
∣∣∣∣∣ (En(tk)− En(tk−1)
+ 〈y − Zˆ tk−1 ; Q−1=2en〉 −
∫ tk
tk−1
〈Zˆ s; A∗Q−1=2en〉ds
∣∣∣∣∣
})
6 cnE(exp{c′n|Zˆ |C([t; t+1];H)})E(exp{c′′|En|C([t; t+1];R)})
(note that the right-hand side is 5nite by the Fernique inequality).
Therefore we get
lim
k→∞
E(1˜m;k(t; t + 1; x; y))= E(1˜m(t; t + 1; x; y)): (2.46)
As m → ∞, 1˜m(t; t + 1; x; y) converges in probability to 1(t; t + 1; x; y) given by
(1.29). Since the 1˜m(t; t + 1; x; y) are uniformly integrable (to show this we use the
Schwartz inequality and the estimate in Lemma 2.1) we get
lim
m→+∞E(1˜m(t; t + 1; x; y))= E(1(t; t + 1; x; y)):
This together with (2.44)–(2.46) implies that
E(Ft |Zt;xt+1 =y)= E(1(t; t + 1; x; y))
for  -almost all y∈H.
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Step II: Now we remove the assumption of boundedness of Q−1=2f by the usual
truncation method. Set
fm(t; x)=
{
f(t; x); |x|6m; t ∈R+;
f
(
t; mx|x|
)
; |x|¿m; t ∈R+:
It is obvious that fm satis5es the same conditions as f for each m∈N and, moreover,
Q−1=2fm is bounded on H . Let Pm=Pm(s; t; x; ), 06 s6 t, x∈H , ∈B(H), be the
transition probability of the Markov process induced by the equation
dXt =(AXt + fm(t; Xt)) dt + Q1=2 dWt (2.47)
and set
1m(s; t; x; y)
:= exp
{∫ t
s
〈Q−1=2fm(r; Zˆ r); dWr〉 − 12
∫ t
s
|Q−1=2fm(r; Zˆ r)|2 dr
−
∫ t
s
〈Q−1=2fm(r; Zˆ r); Q1=2S∗1+s−rQ−11+s−rS1+s−rZˆ r − Q1=2S∗1+s−ry〉 dr
}
:
By the preceding part of the proof we have
dPm(t; t + 1; x; ·)
dQ(1; x; ·) (y)= E1m(t; t + 1; x; y) (2.48)
for Q(1; x; ·)-almost all y∈H. Since the paths of the Ornstein–Uhlenbeck process Zt;x
belong to C([t; t + 1];H) and fm coincide with f on arbitrarily large balls in H , for
m large we easily get
‖Pm(t; t + 1; x; ·)− P(t; t + 1; x; ·)‖var → 0; m→∞ (2.49)
for each t ∈R+; x∈H , and hence
dPm(t; t + 1; x; ·)
dQ(1; x; ·) →
dP(t; t + 1; x; ·)
dQ(1; x; ·) in L1(Q(1; x; ·)): (2.50)
Therefore, for a subsequence (denoted again by Pm) we have
dPm(t; t + 1; x; ·)
dQ(1; x; ·) (y)→
dP(t; t + 1; x; ·)
dQ(1; x; ·) (y); m→∞ (2.51)
for Q(1; x; ·)-almost all y∈H. On the other hand, it is straightforward to
verify that
1m(t; t + 1; x; y)→ 1(t; t + 1; x; y); P-a:s: (2.52)
for each t ∈R+, x; y∈H (possibly, for a subsequence). Now, (2.48), (2.51) and (2.52)
yield
dP(t; t + 1; x; ·)
dQ(1; x; ·) (y)¿ E1(t; t + 1; x; y) (2.53)
for Q(1; x; ·)-almost all y∈H by virtue of the Fatou lemma.
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Proof of Proposition 1.3. From Proposition 1.2 and the Jensen inequality it follows
that
dP(t; t + 1; x; ·)
dQ(1; x; ·) (y)
¿ exp
{
E
[∫ t+1
t
〈Q−1=2f(r; Zˆ r); dWr〉 − 12
∫ t+1
t
|Q−1=2f(r; Zˆ r)|2 dr
−
∫ t+1
t
〈Q−1=2f(r; Zˆ r); Q1=2S∗t+1−rQ−1t+1−rSt+1−rZˆ r
− Q1=2S∗t+1−rQ−1t+1−ry〉 dr
]}
¿ exp
{
−E
∫ t+1
t
[
1
2
|Q−1=2f(r; Zˆ r)|2 + |〈Q−1=2f(r; Zˆ r);
Q1=2S∗t+1−rQ
−1
t+1−rSt+1−rZˆ r − Q1=2S∗t+1−rQ−1t+1−ry〉|
]
dr
}
a:e: (2.54)
By (A.1), (A.4), Proposition 1.1 and the analyticity of the semigroup St we have
E
∫ t+1
t
[
1
2
|Q−1=2f(r; Zˆ r)|2
+ |〈Q−1=2f(r; Zˆ r); Q1=2S∗t+1−rQ−1t+1−r(St+1−rZˆ r − y)〉|
]
dr
6 E
∫ t+1
t
K2
2
(1 + |Zˆ r|)2 dr
+E
∫ t+1
t
K(1 + |Zˆ r|)c(t + 1− r)−1(|(St+1−r − I)Zˆ r|+ |Zˆ r − y|) dr
6K2 + K2k2(1 + |x|2 + |y|2)
+E
∫ t+1
t
K(1 + |Zˆ r|)C(t + 1− r)−1(|Zˆ r| + |Zˆ r − y|(t + 1− r)−) dr
6K2 + K2k2(1 + |x|2 + |y|2) + C′
∫ t+1
t
(t + 1− r)−1(1 + |x| + |y|) dr
+C′
∫ t+1
t
(t + 1− r)−1[(1 + |x|2 + |y|2) + E|Zˆ r|2
+(t + 1− r)−(E|Zˆ r|2)1=2 × (E|Zˆ r − y|2)1=2] dr
6C′′ (1 + |x|2 + |y|2); x; y∈H
for suitable constants C′; C
′′
 , which implies
dP(t; t + 1; x; ·)
dQ(1; x; ·) (y)¿ k1 exp{−k1(|x|
2
 + |y|2)} (2.55)
for x∈H and Q(1; x; ·)-almost all y∈H where k1 is a suitable constant.
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By (2.9) we have
dQ(1; x; ·)
d 
(y) = exp
{
〈Q−1=2S1x; Q−1=21 y〉 −
1
2
|Q−1=21 S1x|2 + B1(y)
}
¿ k2 exp{−k2(|x|2 + |y|2)} (2.56)
for a k2¿ 0 and all x; y∈H, since Q−1=21 S1 ∈L(H) by the assumption (A.3), and
|B1(y)|6 c1(1 + |y|2) by (2.27). From (2.55) and (2.56) we obtain (1.31).
In order to prove Theorem 1.4 we need to verify a kind of ultimate boundedness of
the second moment in | · | in the form stated in the following lemma.
Lemma 2.2. Let assumptions (A:1); (A:2) and (A:6) be satis@ed. Then there exists
a constant M ¡∞ such that for each x∈H; s¿ 0; we have
Es; x|Xt |26M (2.57)
for all t¿ t0; where t0¿ s may depend on s and x.
Proof of Lemma 2.2. Step I: At 5rst we prove the assertion with the H -norm replacing
| · | that is, we will show
Es; x|Xt |26M1 (2.58)
for some M1¡∞ and all t¿ t0(s; x). For 5xed s¿ 0, x∈H , there exists a probabil-
ity space (˜; F˜; P˜) and a standard cylindrical Wiener process W˜ t on H de5ned on
(˜; F˜; P˜) such that
Xt = St−sx +
∫ t
s
St−rf(r; Xr) dr + Z˜ t ; t¿ s; (2.59)
where
Z˜ t =
∫ t
s
St−rQ1=2 dW˜r:
Setting Y (t)=Xt − Z˜ t we have that
Y (t)= St−sx +
∫ t
s
St−rf(r; Y (r) + Z˜ r) dr: (2.60)
The operator A&:=&2(&I − A∗)−1A(&I − A)−1 is bounded on H for every &¿ 0 and
from the properties of the Yosida approximations it follows that A&y → Ay; as &→∞,
for y∈Dom(A). Therefore, denoting by S&t the semigroup on H generated by A&, we
obtain supt∈[0;T ] |S&t y− Sty| → 0 as &→∞ (cf. Pazy, 1983, Theorem 3:4:5). It is also
obvious that S& is a semigroup of contractions. Hence for an approximating sequence
Y& de5ned by
Y&(t)= S&t−sx +
∫ t
s
S&t−rf(r; Y (r) + Z˜ r) dr; t¿ s; &¿ 0; (2.61)
we have
|Y&(r)− Y (r)| → 0; r¿ s; &→∞; P˜-a:s: (2.62)
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and
sup
r∈[s;T ];&¿0
|Y&(r)|¡∞; P˜-a:s: (2.63)
for each T ¿s. Since the operators A& are bounded, Eq. (2.61) has a strong solution
d
dt
Y&(t)=A&Y&(t) + f(t; Y (t) + Z˜ t); t¿ s;
Y&(s)= x (2.64)
and we have
1
2
d
dt
|Y&(t)|2 = 〈A&Y&(t); Y&(t)〉+ 〈f(t; Y (t) + Z˜ t); Y&(t)〉
6−!|&(&I − A)−1Y&(t)|2 + 〈f(t; Y (t) + Z˜ t); Y&(t)〉
6−!|Y&(t)|2 + k(t)|Y (t)|2 + a(t; |Z˜ t |) + !(|Y&(t)| − |Y (t)|)
+ |〈f(t; Y (t) + Z˜ t); Y&(t)− Y (t)〉|
6−!|Y&(t)|2 + k(t)|Y&(t)|2 + a(t; Z˜ t) + &(t); P˜-a:s:; (2.65)
where
&(t)= (!+ |k(t)|)(|Y&(t)|2 − |Y (t)|2) + |f(t; Y (t) + Z˜ t)| |Y&(t)− Y (t)|: (2.66)
It follows that
|Y&(t)|26 |x|2 exp
{
−
∫ t
s
(!˜(&) d&
}
+
∫ t
s
exp
{
−
∫ t
r
!˜(&) d&
}
(a(r; |Z˜ r|) + &(r)) dr; t¿ s (2.67)
and since &(t) → 0 as & → ∞ and supt∈[s;T ]; &¿0 &(t)¡∞ P˜-a.s. by (2.62), (2.63)
and (A.1), we arrive at
Es; x|Y (t)|26 |x|2 exp
{
−
∫ t
s
!˜(r) dr
}
+Es; x
∫ t
s
exp
{
−
∫ t
r
!˜(&) d&
}
a(r; |Z˜ r|) dr: (2.68)
The process Z˜ has the same probability law as G and clearly
sup
t¿s
Es; x|Z˜ t |2 = sup
t¿s
Tr
∫ t
s
SrQS∗r dr ¡∞ (2.69)
as follows from (A.2) and the stability of Sr . Taking into account assumption (A.6)
we conclude the proof of (2.58).
Step II: For t¿ s we have
Xt+1 = S1Xt +
∫ t+1
t
St+1−rf(r; Xr) dr +
∫ t+1
t
St+1−rQ1=2 dW˜ r:
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By a standard regularity result (see e.g. Da Prato and Zabczyk, 1992) and (1.5) we
have
sup
t¿0
Es; x
∣∣∣∣∣
∫ t+1
t
St+1−rQ1=2 dW˜ r
∣∣∣∣∣
2

=
∫ 1
0
|SrQ1=2|2L2(H;H) dr=: L¡∞ (2.70)
and analyticity and contractivity of the semigroup together with the assumption (A.1)
yield
Es; x|Xt+1|26C
(
Es; x|Xt |2 +
∫ t+1
t
Es; x(1 + |Xr|2)
(t + 1− r)2 dr + L
)
6C
(
M1 + (M1 + 1)
∫ 1
0
dr
r2
+ L
)
; t¿ t0; (2.71)
for a universal constant C which concludes the proof.
Remark 2.2. For f : H → H continuous an assertion similar to the one contained in
step I above can be found in Maslowski and Sima˜o (1997, Proposition 2:4). However,
in Maslowski and Sima˜o (1997) the continuity of f is needed in the proof.
Proof of Theorem 1.4. Let B(r), 0¡¡ 12 , r ¿ 0, denote the ball in H, B(r):=
{y∈H; |y|6 r}. By Lemma 2.1 we have
Ps; x[Xt ∈ B(r)]6 Es; x|Xt |
2

r2
6
M
r2
; t¿ t0(s; x);
so for a 5xed r0¿
√
M we get
P(s; t; x; B(r0))¿ & :=1− Mr20
; t¿ t0(s; x): (2.72)
Furthermore, by Proposition 1.3, we have
inf
y∈B(r0)
P(t; t + 1; y; )= inf
y∈B(r0)
∫

ht(y; z) (dz)
¿ inf
y∈B(r0)
∫

k2 exp{−k2(|y|2 + |z|2) (dz)¿ k2e−k2r
2
0} W (); ∈B; (2.73)
where
W ():=
∫

e−k2|z|
2
 (dz):
Thus for each 2∈P and ∈B we get
[P∗s; t+12]() =
∫
H
∫
H
P(t; t + 1; y; )P(s; t; x; dy)2(dx)
¿
∫
H
∫
B(r0)
P(t; t + 1; y; )P(s; t; x; dy)2(dx)
¿ &k2e−k2r
2
0 W (); t¿ t0(s; x): (2.74)
Therefore, the nonnegative (and nonzero) measure  ˆ :=&k2e−k2r
2
0 W satis5es
‖(P∗s; t2−  ˆ)−‖var → 0; t →∞ (2.75)
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for each s∈R+ and 2∈P, where 2− denotes the negative variation of a measure 2,
so  ˆ is a lower bound measure for the system P∗s; t , and (1.33) and (1.34) follow (cf.
Lasota and Mackey, 1994; Maslowski and Sima˜o, 1997).
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