Massively parallel biophysical molecular dynamics simulations, coupled with efficient methods, promise to open biologically significant time scales for study. In order to promote efficient fine-grained parallel algorithms with low communication overhead, the fast degrees of freedom in these complex systems can be divided into sets of rigid bodies. Here, a novel Hamiltonian form of a minimal, nonsingular representation of rigid body rotations, the unit quaternion, is derived, and a corresponding reversible, symplectic integrator is presented. The novel technique performs very well on both model and biophysical problems in accord with a formal theoretical analysis given within, which gives an explicit condition for an integrator to possess a conserved quantity, an explicit expression for the conserved quantity of a symplectic integrator, the latter following and in accord with Calvo and Sanz-Sarna, Numerical Hamiltonian Problems ͑1994͒, and extension of the explicit expression to general systems with a flat phase space.
I. INTRODUCTION
In the last year, the human genome project has been largely completed, and the primary structures of the large majority of all human proteins are, now, available for study. 1 This presents a unique opportunity for the field of computational biology to make contributions in the determination of the three-dimensional structures of new proteins, the discovery of protein substrates and inhibitors, and the generation of the mechanism by which proteins chemically modify molecules. However, computational methods and computer architectures of unprecedented speed, efficiency, and accuracy must be developed in order to process the vast quantities of data produced by the genome project.
Recently, IBM has announced a next-generation, massively parallel, supercomputer that will be employed to perform biophysical molecular dynamics ͑MD͒ simulation studies. 2 This new advance in computational power will, in principle, allow long time scales to be sampled and new biological insights to be obtained. Unfortunately, current multiple time step MD integration methods, 3, 4 while symplectic and, thus, stable at long times, 5 require large numbers of computationally inexpensive force evaluations to be performed. These operations limit the efficiency of the finegrained parallel decompositions employed on massively parallel supercomputers due to communication overhead as opposed to their negligible cost to actually compute.
The fast degrees of freedom in a large biomolecule and the solvent can be removed using holonomic constraints, thus, creating a dynamical system of coupled sets of rigid bodies with lower communication overhead. However, existing methods designed to treat sets of rigid bodies are either ͑a͒ solved iteratively and are, hence, not reversible 6, 7 and cannot be used in hybrid Monte Carlo ͑HMC͒ calculations; ͑b͒ are not symplectic and, hence, not stable at long times; 8, 9 or ͑c͒ introduce many extra parameters that must themselves be constrained and, hence, go beyond the four parameters required to define a nonsingular mapping of rigid body rotations. 10, 11 Finally, using modern methods, phase space volume preserving but nonsymplectic integrators have been developed 12 but theoretical tools to formally assess the utility of this and similar approaches have been lacking. ͑Note, a symplectic integrator both possesses a time-step-dependent energy, which is invariant along the trajectory produced by the integrator, and is phase space volume preserving. A phase space volume preserving integrator need not be symplectic. Furthermore, neither phase space volume preservation nor the symplectic property quantity, guarantee that an integrator will possess time reversal symmetry.͒ In this paper, the equations of motion for rigid bodies in terms of the unit quaternion, 13 the minimal parameter set most commonly used in MD simulation as first proposed by Evans, 8, 9 are presented. A novel Hamiltonian or symplectic form of the equations is then derived and expressed as a sum over permutations. The new form, denoted NO -SQUISH ͑novel symplectic quaternIon scheme͒, allows a symplectic reversible integrator to be formulated, naturally, via the Trotter-Suzuki operator splitting approach. 3, 14 Next, a general explanation of the properties of numerical integrators is provided ͑symplectic, phase space volume preserving, time reversible, etc.͒. This is followed by a formal development that relates the existence of conserved quantities in the approximate integrators constructed using the Trotter-Suzuki approach to a simple recursion relation valid for both nonsymplectic and symplectic integrators. A general expression for the conserved quantities of symplectic integrator derived via the Trotter-Suzuki approach is given followed by a new extension to general systems with a flat phase space ͑defined within͒. Both the theory and NO -SQUISH are tested using comparisons to a reversible phase space volume preserving but nonsymplectic integration scheme for the unit quaternion equations, 12 and the SHAKE/RATTLE method, 6, 7 which is neither reversible nor symplectic unless iterated to full convergence, 15 on model and biophysically important problems.
II. METHODS
In this section, the novel rigid body techniques are developed. First, the standard equations for rigid body motion are expressed in terms of the unit quaternion. The equations are then recast in Hamiltonian form which is further reduced to a sum over permutation matrices using quaternion algebra. In order to understand better the properties of numerical integrators, a general discussion of the concepts such as time reversal symmetry and the symplectic property is given followed by a new treatment that expresses the condition for a conserved quantity to exist in a symplectic or nonsymplectic integrator in the form of a recursion relation. A precise expression for the conserved quantity of a symplectic integrator developed using the Trotter-Suzuki approach, is then derived and an extension to general systems with a flat phase space given. Last, the new symplectic integrator for the Hamiltonian form of the equations of motion is presented and the derivation of an older phase space volume preserving but nonsymplectic integrator is reviewed.
12

A. Equations of motion
In the classical mechanics of rigid body motion, the unit quaternion, ͕q 0 ,q 1 ,q 2 ,q 3 ͖ with ͚ i q i 2 ϭ1, is introduced in order to generate a minimal, nonsingular, representation of the rotation matrix from a space-fixed ͑denoted ''s''͒ to a body-fixed coordinate system ͑denoted ''b''͒
in which the moment of inertia tensor I
is diagonal. 13 
where , , and are the three Euler angles in the standard convention 13 and a body consisting of N point particles at 
2 ␦ ␣␤ ϭ␦ ␣␤ , are the torques in the body-fixed frame, and I xx , I yy , and I zz are the diagonal elements of the moment of inertia tensor ͑note, again, I is diagonal in the body fixed frame͒. Note, the equations embody the time derivative of the constraint, ͚ i q i q i ϭ0, via the first element of the vector (4) ϭ2S T (q)q . The torques can be written in the form
where (q) is the potential energy and int (4) is the usually unspecified internal ''torque'' of the form ͕ int (0) ,0,0,0͖ that cancels any internal forces generated by the potential (q). 13 That is, the four-vector notation necessitates the formal introduction of internal or constraint forces. 13 If the body is assumed to consist of discrete particles and introducing the center of mass
with center of mass position r cm . Then, it is easy to show that
where F k is the external force on the kth particle. Again, external forces acting to deform the body are exactly balanced by the typically unspecified internal/constraint forces contained in int (0) and the first element of (4) vanishes, identically. 13 ͑This explicit treatment of the internal forces is provided to remind nonexpert reader that standard biophysical force fields/potential functions do, indeed, contain forces acting to deform the body and internal forces/constraint forces must be invoked. 13 ͒ The equations of motion conserve the sum of the rotational kinetic energy plus the potential energy, Therefore, if 0 (0)ϭ0 and ͚ i q i 2 (0)ϭ͉q(0)͉ 2 ϭ1, unit quaternion dynamics are produced for all time t. In a key step, the properties of quaternion algebra 13 are used to decompose, exactly, the extended Hamiltonian, Eq. ͑2.14͒, into a sum over permutation matrices,
͑2.18͒ . ͑b͒ Resulting rotation is specified by the Euler angles ͑, , ͒. Angle is a counterclockwise rotation about the z s axis. This is followed by counterclockwise rotation of about the newly generated x axis shown as a dotted line. Last, is a rotation about the newly generated z axis.
For linear molecules/bodies, one of the eigenvalues of the moment inertia vanishes or, equivalently, in the bodyfixed frame one of the diagonal elements of the tensor is zero. The resulting singularity can be removed analytically and a special set of equations of motion and a corresponding numerical integrator for linear bodies constructed. Alternatively, for this special case, the Lagrange multipliers required by the standard SHAKE/RATTLE method can be determined, analytically; SHAKE yields a quadratic equation and RATTLE a linear equation. Thus, the most convenient and simple reversible symplectic integrator for linear bodies is the SHAKE/RATTLE algorithm, in conjunction with the analytical solutions for multipliers. Again, SHAKE/RATTLE numerical integration is, for a general case, nonreversible only because the Lagrange multipliers required by SHAKE must be obtained using an iterative procedure which is, furthermore, typically, solved to a fairly low tolerance. RATTLE yields a set of linear equations which can be always solved analytically. Note, SHAKE/RATTLE is neither reversible nor symplectic unless iterated to complete convergence 15 ͑which is impractical unless an analytical solution for the multipliers can be found͒. Finally, rigid body algorithms cannot be used to treat partially constrained systems, for example, constraining the C-H bonds but not the H-C-H bond angles in a CH 3 group.
B. Conserved quantities in numerical integration
Hamilton's equations cannot be solved, exactly, in general, and numerical integration schemes must be developed. Briefly, a numerical integrator or a ''map,'' is a finite time step ⌬t approximation to the true dynamical equations that is applied iterative to produce a discrete approximate trajectory, x k (n⌬t)ϭx k ͓x(͓nϪ1͔⌬t);⌬t͔ where n is an integer. For a Hamiltonian system, one takes kϭ1, 2N so that ͕x k ,x kϩN ͖ ϵ͕p k ,q k ͖. The approximate trajectory will share some but not all of the properties of the exact trajectory, x k (t) ϭx k ͓x(tϪ);͔. Consider a''reversible'' integrator. The term, reversible indicates that the integrator possesses time reversal symmetry like the original equations. That is, a trajectory evolved backwards from the final state leads to the same initial state, x k (͓nϪ1͔⌬t)ϵx k ͓x(n⌬t);Ϫ⌬t͔. Next, consider a ''symplectic'' integrator. The term symplectic implies that the integrator ͑of a Hamiltonian system͒ can be derived from a time-step-dependent Hamiltonian different from the original, H (p,q;⌬t) H(p,q) ͑see below for a precise definition of the symplectic property͒. This Hamiltonian, H (p,q;⌬t), is then, of course, preserved along the trajectory generated by the integrator. If an integrator is to be reversible and symplectic, H (p,q;⌬t) must be an even function of ⌬t or H (p,q;⌬t)ϭH (p,q;Ϫ⌬t). Thus, a symplectic integrator is not necessarily time reversible ͓i.e., a well defined H (p,q;⌬t) need not be an even function of ⌬t͔. Furthermore, since Hamiltonian systems obey Liouville's theorem, a symplectic integrator is phase space volume preserving. 13 However, beyond one physical dimension, a system that is phase space volume conserving, need not be symplectic. 13 Finally, a reversible integrator need not be symplectic nor phase space volume preserving. More details are given below along with a novel generalization to non-Hamiltonian systems.
One powerful method to develop numerical integrators with desirable properties is the Trotter-Suzuki evolution operator splitting technique. 3, 14, 17, 18 Here, the method is analyzed in order to demonstrate, clearly, how the properties described above arise and how they can be controlled. In the next subsection, the Trotter-Suzuki approach is applied to the systems of interest in this paper. In order to proceed further, consider the closed set of equations,
where the time evolution of the system has been expressed formally using the Liouville operator formalism and x(t) is the exact solution. It is often possible to decompose the full Liouville operator into a few simple parts, iLϭiL 1 ϩiL 2 , which can be applied analytically to yield a short time approximation to the true dynamics,
where ⌬tϭt/ P and the unitary property, exp(iL ⌬t) ϫexp(ϪiL ⌬t)ϭ1, leads directly to time reversibility. Note, the error in the approximate evolution, in principle, increases linearly with time, t. Fortunately, the Trotter-Suzuki approach allows a formal analysis that defines conditions under which more appealing error bounds exist. Applying the BCH ͑Baker-Campbell-Hansdorf͒ formula 14, 19 to the integrator yields
because the commutator of any two Liouville operators yields a third,
and, for example,
Thus, the integrator generates the solution to the continuous time equations of motion,
at intervals n⌬t, where n is an integer, G
"x(t)… ϵG"x(t)…, and x(t) x(t). In order to define error bounds, consider the case that the original equations possess a conserved quantity,
and determine the conditions under which Eqs. ͑2.24͒ emit a corresponding conservation law, H "x(t);⌬t… such that
with no linear growth in time t. Formally expanding the proposed conserved quantity in a Maclaurin series with even powers of ⌬t because the integrator is reversible,
and setting the time derivative of H "x(t);⌬t… as defined by Eq. ͑2.24͒ equal to zero,
yields the recursion relation,
.30͒ must be satisfied for all n if H (x;⌬t) is to exist. Note, the nϭ0 term vanishes identically because H(x)ϵH (0) (x) and G (0) (x)ϵG(x) and the integrator is, thus, second order. This expression, Eq. ͑2.30͒, for a general set of equations of motion has not appeared previously to our knowledge.
It is useful to see under what conditions, Eq. ͑2.30͒, can be made to vanish. If each of the ''perturbation dynamics'' G (k) (x) takes the form
where g Ϫ1 (x) is an antisymmetric matrix with zero diagonal elements, then each perturbation dynamics has a conservation law
by symmetry. Note, upon coordinate change y(x),g Ϫ1 (x) transforms like a metric tensor
where matrix J(x)ϭ‫ץ‬y/‫ץ‬x. If in any coordinate system g Ϫ1 (x) is an antisymmetric matrix with zero diagonal elements, it retains this form in all coordinate systems. Furthermore, if, in any coordinate system, g Ϫ1 can be transformed into a matrix of constants, then the phase space is flat [20] [21] [22] and the determinant of the metric in this special coordinate system is defined to be unity, det g Ϫ1 ϵ1, with the required constant absorbed into the conserved quantity/quantities. For this latter case, g Ϫ1 is the phase space metric tensor ͑see below͒. [20] [21] [22] The above, general, analysis allows the choice of decom- 
Thus, for decompositions of the form of Eq. ͑2.35͒, it is straightforward, if tedious, to construct all the coefficients of the Maclaurin series expansion of H (p,q;⌬t) from nested Poisson brackets and the BCH expansion. 5, 19 For example, given the symmetric decomposition of Eq. ͑2.20͒, it follows from the first term of the BCH expansion and Eq. ͑2.36͒ that Eq. ͑2.34͒. In addition, Eq. ͑2.36͒ holds, if a transformation to any coordinate system, y(x) where ḡ Ϫ1 (y)ϭḡ Ϫ1 is a constant antisymmetric matrix with zero diagonal elements exists,
That is, for a system of equations of motion with a flat phase space, an integrator can be formulated with a conserved quantity following the procedure given above in any coordinate system. Simply using Liouville operator decompositions derived by splitting the conserved quantity H(x) in proper combination with the metric tensor of the coordinate system of interest will yield integrators with conserved quantities by construction. Note, satisfying the above condition, Eq. ͑2.39͒, is sufficient for phase space to be flat. Next, consider a system of equations of motion that can be written in the form described above,
where g Ϫ1 is taken to be a constant antisymmetric that has zero diagonal elements and H"x(t)… is preserved. In general, one can view the equations of motion as coordinate transformation from x(0)→x͓x(0);t͔ parametrized by t. [20] [21] [22] Thus, the time derivative of the coordinates at time t can be expressed in terms of the time derivative of the equations at time zero. For the case in which phase space is flat, g
where J(t)ϭ‫ץ‬x(t)/‫ץ‬x(0) and H͓x(t)͔ϵH͓x(0)͔. This naturally leads to
so that the Eq. ͑2.41͒ is preserved. Equation ͑2.42͒ demonstrates the g Ϫ1 role as a metric tensor of phase space and, also, holds in a general coordinate system, y(x). For Hamiltonian systems,
.42͒ is referred to as the symplectic property, i.e., when g Ϫ1 is of the form in Eq. ͑2.43͒. Satisfying Eq. ͑2.42͒ is sufficient for a set of equations to possess a conserved quantity given a flat phase space.
It should be noted that the symplectic property is often employed to analyze numerical integrators of Hamiltonian systems. It is straightforward to compute an integrator's Jacobian matrix J and implicitly determine if an integrate possess continuous time equations of Hamiltonian form and, hence, a conserved quantity. The Liouville operator formalism, from which the equations of motion given in Eq. ͑2.24͒ arise naturally, has important advantages as Jacobian matrices of complex integrators are tedious to obtain, analytically. Also, simply considering the Jacobian matrix, only, misses the detailed connection to the equations of motion and the construction of H (⌬t) from Poisson brackets provided by the evolution operator formalism ͑see Ref. 5͒. For systems with a flat phase space, the Liouville operator construction is also possible as described above. Equation ͑2.42͒ can be employed to check integrators for conserved quantities when a g Ϫ1 (x) is known or can be inferred provided phase space is flat ͓the metric satisfies Eq. ͑2.39͔͒.
Next, phase space volume preservation is considered. For systems with flat phase space, again, g Ϫ1 has constant elements and unit determinant. Thus, Eq. ͑2.42͒ implies phase space volume preservation, det J͑t ͒ϭ1, ͑2.44͒
or, equivalently,
where det J(t) for the transformation. Phase space volume preservation also embodies Liouville's theorem,
where ϭٌ x •ẋ is called the compressibility of the dynamical system. Interested readers are encouraged to see Refs. 23 and 24 for a simple derivation of Eq. ͑2.46͒ starting from the definition of J(t)ϭ‫ץ‬x(t)/‫ץ‬x(0). Of course, a constant or unit Jacobian is a necessary but not sufficient condition for a flat phase space to exist. All elements of g Ϫ1 must be constant. Now, consider a set of equations of motion that have a Jacobian without explicit time dependence. That is, viewing the equations of motion as a variable transformation, it is possible to write
through the use of Eq. ͑2.42͒, valid when phase space is flat. Equation ͑2.47͒ is generally valid. Equation ͑2.48͒, again, illustrates the g"x(t)… role as the metric tensor of the phase space. [20] [21] [22] Here, the equations of motion are compressible and do not obey Liouville's theorem or preserve the phase space volume ͓dx(0) dx(t)͔. Nevertheless, they do possess an analogous measure conservation law, Eq. ͑2.48͒. 23, 24 Note, the measure conservation law holds for a general set of equations of motion 23, 24 not only for flat phase spaces but the identification of the metric tensor is not obvious. Finally, measure conservation and a time step dependent conserved quantity together allow a well defined, if time step dependent, statistical mechanical ensemble to be elucidated. 25 Next, consider an integrator derived from the Liouville operator formalism which preserves a time-step-independent measure, det J(t)ϭdet J"x(t)…,
where Eq. ͑2.24͒ has been employed. This condition is sufficient to guarantee that the integrator preserves the same measure as the original set of equations, det J"x(t)… ϵdet J"x(t)…, because G (0) (x)ϵG(x). In addition, ͑1͒ a common transformation can be made to the coordinate system in which all the perturbations k are incompressible, (k) ϭ0, or all the equations cannot vanish simultaneously in Eq. ͑2.49͒; ͑2͒ since an incompressible dynamics may be Hamiltonian or possess a flat phase space, the common transformation may lead to a set of variables in which all perturbation terms are Hamiltonian or have a flat phase space. Therefore, a measure preserving the integrator of a nonHamiltonian set of equations can, in principle, exhibit long time stability via a conserved quantity of the form, H (x;⌬t) but is not guaranteed to do so. Lack of measure conservation indicates that no such transformation can exist. Hence, measure conservation is a necessary but not sufficient condition for conserved quantities to exist.
Last, it is useful to observe that H (x;⌬t) will, in general, only be close to H(x;⌬t) for small ⌬t. Thus, the trajectories of the numerical integrator will be meaningful approximations to the true trajectories only in this limit. However, the existence of the conserved quantity does guarantee that there is a bound on the deviation of the integrator's trajectory from exact. In addition, the integrator can possess closed orbits close to those of the true system ͑i.e., if they are present͒. As a specific example, consider a one-dimensional harmonic oscillator
integrated using a simple Trotter-Suzuki decomposition of the form, iL 1 ϭϪm 2 q, iL 2 ϭ p, to yield the velocity Verlet algorithm, 17, 26 which is symplectic. The conserved quantity/ integrator Hamiltonian is
The integrator has closed orbits for ⌬t/2Ͻ1 and yields a good approximation to the true trajectories if ⌬tӶ1 ͓i.e., lim ⌬t→0 H (p,q;⌬t)ϭH(p,q)͔. In summary, the properties of numerical integrators derived from Trotter decompositions have been discussed, in detail. In particular, decompositions of equations of motion defined by a conserved quantity and metric tensor, Eq. ͑2.41͒, have been investigated, in detail. It has been shown that if a set of equations of motion possess a flat phase space, then Trotter decomposing the conserved quantity in any coordinate system, will yield an integrator that, itself, emits a conserved quantity. This generalizes the results of Ref. 5 , which strictly treats the Hamiltonian case in canonical variables. In addition, a generalized symplectic property has been derived for systems with a flat phase space, Eq. ͑2.42͒, that can be employed to check if an integrator possesses a conserved quantity. Finally, phase space volume conservation has been shown to be a necessary but not sufficient condition for an integrator to possess a conserved quantity, as might, well, be expected.
C. Numerical integration of rigid bodies
It is, now, straightforward to design a symplectic integrator for NO -SQUISH, Eq. ͑2.18͒. This Hamiltonian ͓i.e., Eq. ͑2.18͔͒, is decomposed into five sub-Hamiltonians, 
where ␦tϭ⌬t/m rot , exp(iL ⌬t)ϭexp(iL⌬t)ϩO(⌬t 3 ), each of the four evolution operators is, itself, Hamiltonian and can be applied analytically. The integer parameter m rot can be employed to increase the accuracy of the computationally inexpensive portion involving free rotation 3 ͑that is, at little computational cost, the accuracy of this part of the approximate evolution operator can be improved͒. Note, h 0 ͓p͑ t ͒,q͑ t ͔͒ϵ0, exp͓iL 0 t͔ϵ1, ͑2.54͒
and the approximate evolution precisely conserve
The action of the first three evolution operators ͑1͒-͑3͒, takes the simple form
and the fourth evolution operator translates the momenta by the force
Of course, since (q), for realistic systems, contains internal forces, one must construct
generate (4) from ext (4) by setting the first element of ext (4) to zero and solve for the forces 13
͑2.60͒
Note, the Maclaurin series expansion of H (p,q;⌬t) for the NO -SQUISH integrator could be obtained using the analysis of the previous section. Also, the NO -SQUISH integrator could not be developed using a simple leap-frog or Taylor series approach but requires the Trotter-Suzuki technique. Some implementation details of the NO -SQUISH scheme are provided as a pseudocode in the Appendix. ͑See Refs. 3 and 8 for a pedagogical overview.͒ In order to illustrate the properties of the Trotter-Suzuki operator factorization method on a non-Hamiltonian system, we decompose Eq. ͑2.5͒ into four parts following Ref. 12: 
and define an approximate evolution operator analogous to Eq. ͑2.53͒. Here, iL k are not Hamiltonian, the evolution is not symplectic but phase space volume preserving, a special case of measure conservation, that permits a conserved quantity, H (x;⌬t), to exist but does not guarantee existence as described above. Note, if 0 is introduced, explicitly, the equations of motion can be written in the form of Eq. ͑2.41͒ for which the phase space is flat ͑i.e., a variable transformation to a Hamiltonian system can been constructed; it is NO -SQUISH͒. Thus, a Lioville operator decomposition could be developed using ͕ (4) ,q͖ in conjunction with its metric tensor as described in Sec. II B. However, the decomposition of Ref. 12, Eq. ͑2.61͒, is not of this form.
D. Rigid bodies in biophysical systems
It is important to discuss the applicability of using rigid body algorithms to simulate biophysical systems. First, standard force fields treat the water molecules as rigid bodies and the methodology is, thus, perfectly adapted for these degrees of freedom. 27 Second, in a peptide or protein it is useful to treat groups involving hydrogens, CH 3 , CH 2 , NH 2 , OH, NH, CH, and SH, as rigid moieties because X-H bonds and H-X-H bonds have the highest frequencies in the molecule. ͑The lower-frequency CO motions are permitted to ''flex.''͒ The work presented in Refs. 28 and 29 clearly show that this approach yields accurate results. That is, physically important distribution functions are not altered by treating hydrogen-containing groups as rigid bodies.
III. RESULTS
The two rigid body methods were tested on three problems, the water dimer, liquid water and a helical peptide solvated in water ͑using m rot ϭ1͒. The rigid water-water interaction potential employed was TIP3P and the peptidepeptide, peptide-water interactions were taken from the CHARMM22 force field. 27 In Fig. 2͑a͒ , an energy conservation measure along a trajectory is presented for the water dimer. NO -SQUISH is more accurate than Ref. 12 but both methods are stable at long times. In Fig. 2͑b͒, results which exhibit similar trends. In general, the phase space volume preserving integrator performs well but not as well as the symplectic NO -SQUISH.
Next, a peptide ͑WEAQAREALAKEAARA͒ in water was studied using the PINY -MD simulation package 30 with both the water molecules and all CH 3 , CH 2 , NH 2 , OH, NH, and CH groups in the peptide treated as rigid moieties while the CO groups were permitted to flex. Here, a comparison of NO -SQUISH to the SHAKE/RATTLE method 6, 7 demonstrates the excellent performance of the new, reversible, symplectic technique. Note, SHAKE/RATTLE is symplectic and reversible only if the Lagrange multipliers are solved to full convergence/determined exactly; 15 otherwise, SHAKE/ RATTLE is neither reversible nor symplectic. 15 Nonetheless, NO -SQUISH and SHAKE/RATTLE perform well and the average energy conservation measure is 3.5ϫ10 Ϫ5 for both methods ͑see Fig. 3͒ . This indicates that for the peptide/water system the error in the two integrators is dominated by potential coupling, not by the treatment of the rotational motion.
In general, NO -SQUISH can be employed in conjunction with HMC calculations while SHAKE/RATTLE cannot. It is faster than our specialized implementation of SHAKE/ RATTLE for small rigid bodies and it is significantly easier to implement efficiently for large bodies. Briefly, in our specialized implementation of SHAKE for rigid bodies, we linearize the SHAKE equations for the multipliers, solve the coupled equations via LU ͑lower/upper͒ decomposition ͑for nonplanar structures͒, and directly for planar structures, and iterate until convergence of the nonlinear equations is achieved. For large nonplanar rigid molecules of greater than four atoms, linear constraints are used to ''build'' the additional atoms onto the rigid frame formed by four specially chosen basis atoms, a procedure that is not general and rather awkward to implement, in practice ͑see, for instance, Refs. 28 and 31 for discussions of SHAKE/RATTLE implementations͒. Finally, the standard Runge-Kutta or gear predictor corrector integrators originally proposed for use 8, 9 do not conserve ͉q͉ 2 , and have been shown to exhibit poor energy conservation compared to Ref. 12 and other methods elsewhere.
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IV. CONCLUSION
In response to the challenges inherent in utilizing novel massively parallel architectures for biophysical MD studies, the equations of motion governing coupled sets of rigid bodies have been reinvestigated. A rigid body Hamiltonian for the unit quaternion, the minimal nonsingular representation of rotation most commonly used in MD simulations, 9 was derived along with a reversible, symplectic, integration scheme ͑NO -SQUISH͒. Tests on model and realistic systems indicate that NO -SQUISH is superior to nonsymplectic but area preserving methods, 12 equal to the nonreversible, nonsymplectic ͑for practical implementations͒ and, hence, less versatile SHAKE/RATTLE technique, 6, 7 and far more accurate than standard gear predictor corrector or RungeKutta methods proposed for use with the unit quaternion 25 years ago. 8, 9 Finally, a new theoretical analysis has been presented that gives an explicit condition for an integrator to possess a conserved quantity, an explicit expression for the conserved quantity of a symplectic integrator, the latter following and in accord with Ref. 5 , and extension of the explicit expression to general systems with flat phase space.
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