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On a New Family of (P and Q)-polynomiai Schemes 
A. A. IVANOV, M. E. MUZICHUK AND V. A. USTIMENKO 
The association schemes of the dual polar spaces of type BAq) and CAq) have the same 
parameters, but they are isomorphic if and only if q is even. Let Y = (X, {RJO,",;",d) be either 
of these schemes. Put Ro = Ro, R; = R2i - 1 U R2i for 1",-;; i",-;; (1, where (1 = [(d + 1)/2] and it is 
assumed that Rd + 1 = 0. Then Y == (X, {RJo",,; ... J) is a (P and Q)-polynomial association 
scheme. Moreover, B1(q) is isomorphic to the halved scheme of the dual polar space scheme of 
type Dd +1(q), while CAq) is new for odd q and d ~ 3 and the distance-regular graph related to 
this scheme is not distance-transitive. 
1. ASSOCIATION SCHEMES AND THE GALOIS CORRESPONDENCE 
Recall some preliminary information concerning the association schemes. 
Let X be a set of cardinality n, and Ro, R., ... , Rd be relations on X satisfying the 
following conditions: 
(i) Ro = {(x, x) I x E X} is the diagonal relation; 
(ii) X x X = Ro U R. U ... U Rd, R; n Rj = 0 for i *" j; 
(iii) for each O:s;; i:s;; d it holds that tRi = Ri' for some i' E {O, 1, ... ,d}, where 
tR; = {(x, y) I (y, x) E R;}; 
(iv) for each triple O:s;; h, i, j:S;; d and each pair (x, y) E Rh the number of elements 
Z E X such that (x, z) E R;, (z, y) E Rj depends only on h, i, j and is denoted by pZ. 
Then Y = (X, {R;}O,""i"'d) is said to be an association scheme with d classes on X (or 
simply scheme). If d = 1 then the scheme Y will be called trivial. 
If the scheme Y satisfies the condition: 
(v) i' = i for each O:s;; i:s;; d, 
then it is called symmetric. 
An association scheme forms, in particular, the collection of 2-orbits of a transitive 
permutation group. Namely, let (G, X) be a transitive permutation group on a set X 
and Ro, R 1, ••• , Rd be the 2-orbits of this group, i.e. the orbits of G on X x X . Then 
Y = (X, {R;}O"';"'d) is an association scheme. This scheme will be called the scheme of 
2-orbits of the group (G, X), and will be denoted by Y(G). The scheme y(G) is 
symmetric iff the group (G, X) is generously transitive. The latter means that for each 
pair x, y E X there is an element g E G such that xK = y and yK = x. The scheme Y( G) is 
trivial iff (G, X) is a doubly transitive group. An association scheme which is the 
scheme of 2-orbits of some permutation group will be called Schurian. The 
automorphism group Aut(Y) of a scheme Y is the group of all permutations of X 
preserving each relation R;, O:S;; i :s;; d. It is easy to see that G :s;; Aut(Y( G» and that a 
scheme Y is Schurian iff Y = Y(Aut(Y». 
Let r = (X, R1) be a graph, the vertex set of which is X and the edge set of which is 
R •. For x, y E X let d(x, y) denote the distance between x and y in r. The scheme is 
metric iff 
(x, y) E R;¢:>d(x, y) = i, O:s;;i:s;;d. (1) 
If follows directly from the definition that a metric scheme is symmetric and that d is 
the diameter of r. 
A graph r such that the rule (1) determines a metric association scheme is called the 
distance-regular graph (DRG). If, in addition, the association scheme defined by (1) is 
Schurian, then ris called the distance-transitive graph (DTG). It is easy to see that the 
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automorphism group of a metric scheme coincides with the automorphism group of the 
corresponding DRG. 
For a DRG r and x E X the following notation will be used: 
Let y E Ii(x). Then 
Ii(x) = {y lYE X, d(x, y) = i} for O~i ~d. 
b; = P~+l,l = ITt(y) n Ii+l(X)I, 
C; = P;-l,l = ITt(y) n T;-l(X)I· 
The complete collection of the structure constants pt, ° ~ i, j, h ~ d of a metric 
association scheme is uniquely determined by the set {bo, bv ... , bd - 1 ; 
Cv C2, •.• , Cd} of parameters, which is called the intersection array of r. 
It is useful to introduce the following notation: 
a; = P;l = ITt(y) n Ii(x)l· 
In this case a; + b; + C; = bo is the valency of r. 
The metricity of a scheme can be defined in terms of certain conditions on the first 
eigenmatrix P of the scheme ([1], §3.1). For this reason these schemes are also known 
as P-polynomial. Analogous conditions on the second eigenmatrix Q lead to so-called 
Q-polynomial schemes. It is not known whether a clear combinatorial interpretation of 
Q-polynomiality exists, but the Q-polynomial schemes themselves are very useful in 
design theory. 
It is very important that the eigenmatrices P and Q and hence the P- and 
Q-polynomiality of a scheme are determined by the parameters pt. 
The most interesting are schemes which are both (P and Q)-polynomial. A detailed 
exposition of the current situation in the theory of (P and Q)-polynomial schemes is 
contained in [1] and in the authors' supplement [2] to its Russian translation. In the 
book a lsit of known (P and Q)-polynomial schemes with sufficiently large diameter, d, 
is presented. It is conjectured in the book that each (P and Q)-polynomial scheme with 
sufficiently large d (say with d ~ 10) either: 
(a) has parameters coinciding with that of a scheme in the list; or 
(b) is antipodal or bipartite cover or a scheme in the list. 
In addition to the possibility of constructing antipodal and bipartite coverings of a 
scheme there is the possibility of constructing subschemes. In this respect, the problem 
about completeness of the list in [1], under construction of subschemes, which was 
posed in [3], becomes very actual. The most naturally the notion of subscheme in an 
association scheme can be described is by the framework of the Galois correspondence 
between the permutation groups and the association schemes (cf. [3]). 
Let (G, X) be a transitive permutation group and (0, X) be a permutation group 
containing (G, X), i.e. (0, X) is an overgroup of (G, X) in the symmetric group S(X) 
of X. Let Y = Y(G) = (X, {R;}O"";",,d) and Y = y(o) = (X, {R;}o"";",,a) be the schemes of 
2-orbits of these groups respectively. Then it is clear that 
Rj=UR; 
ieIj 
(2) 
If the relation (2) holds for some schemes Y and Y, which are defined on the same set 
X then it is said that Y is a subscheme of the scheme Y. This fact will be denoted by 
Y ~ Y. Each subscheme of Y determines a partition of the set {O, 1, ... ,d} into 
disjoint subsets ~, 0 ~ j ~ a. The parameters pt determine whether or not a given 
partition leads to a subscheme. 
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It is easy to prove that the following relations hold: 
Y",;; Y~Aut(Y) ~Aut(Y); 
G ~ G ~ Y(G)"';; Y(G); 
Y(Aut(Y)) ~ Y; 
Aut(Y(G)) ~ G. 
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These relations establish a Galois correspondence between the permutation groups on 
the set X and the association schemes defined on this set. 
REMARK. Traditionally (cf. [3,4]) the Galois correspondence is formulated in the 
framework of the theory of cellular rings (cellular algebras). A systematic introduction 
in this theory can be found in [5]. The association schemes can be considered as a 
special class of cellular rings. In this paper we have tried to adapt our terminology and 
notation to the theory of association schemes. Nevertheless, it should be mentioned 
that the meanings of the term 'subscheme' in our paper and in [1] are different. The 
term 'subscheme' in our usage corresponds to the term 'cellular subring' in the theory 
of cellular rings. 
The following two lemmas are direct consequences of the Galois correspondence. 
LEMMA 1. Let (G, X) have an overgroup (G, X) in S(X) which is neither doubly 
transitive nor is contained in the group Aut(Y(G)). Then Y(G) has a non-trivial proper 
subscheme Y( G). 
LEMMA 2. If all overgroups of (G, X) in S(X) are doubly transitive, then for each 
non-trivial proper subscheme Y of the scheme Y(G) the equality Aut(Y) = G holds. 
In particular, Y is not Schurian. 
These lemmas play a key role in arguments which prove the existence of a new 
family of (P and Q)-polynomial schemes. These arguments were first presented in [6] 
and are reproduced below. 
Let us consider the schemes of dual polar spaces of type Bd(q) and Ciq), i.e. the 
schemes of 2-orbits of the groups 02d+l(q) = PD2d+1(q) and PSp2iq) on the set of 
maximal isotropic subspaces in the spaces with quadratic and symplectic forms 
respectively. The schemes Bd(q) and Cd(q) are (P and Q)-polynomial and have the 
same parameters. Nevertheless, these schemes are not isomorphic if q is odd (d. 
[1,7]). It is known (see, for example, [8]) that the action of the group 02d+1(q) 
mentioned above has an overgroup. This overgroup is the action of the group 
O:Jd+2(q) = PD;d+2(q) on the vertices of a bipartite half of the dual polar space scheme 
of type Dd + 1(q). A geometric interpretation of this overgroup is given in Section 3. 
The scheme of 2-orbits of the overgroup is the halved scheme !Dd + 1(q) of the dual 
polar space scheme of type Dd+l(q). The scheme !Dd+l(q) is (P and Q)-polynomial as 
well as Dd+l(q). By Lemma 1 this means that Bd(q) has a subscheme Biq) which is 
isomorphic to !Dd+1(q). Since the parameters of Bd(q) and Cd(q) coincide, Cd(q) has 
a subscheme Ciq), the parameters of which coincide with those of the scheme 
!Dd+1(q). In particular, Ciq) is (P and Q)-polynomial. On the other hand, it is 
shown in [9] that if q is odd then each overgroup of Aut(Cd(q)) in S(X) is either 
the symmetric or the alternating group of X. Here X is the set on which the scheme 
Ciq) is defined. By Lemma 2 this implies that the subscheme Ciq) is not Schurian if 
q is odd. In particular, Cd(q) and !Dd+1(q) are different for these q. 
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The major part of the present paper is a self-contained geometric description of the 
schemes Biq) and td(q). 
It should be mentioned that since the parameters of td(q) coincide with those of 
!Dd+t(q), the new family of schemes does not contradict the conjecture that the known 
association schemes and the schemes which are related to the known ones in the sense 
of (a) and (b) exhaust all (P and Q)-polynomial schemes with sufficiently large 
diameter. 
2. THE SCHEMES OF DUAL POLAR SPACES AND THEIR PROPERTIES 
We recall some properties of the schemes of dual polar spaces of type Bd(q), Cd(q) 
and Diq). 
Let V be a vector space over GF(q) and f be a non-singular quadratic or symplectic 
form on V with the Witt index d. Let X be the set of maximal isotropic subspaces of 
the space V. All subspaces in X have dimension d, and we can define relations Ri for 
o ~ i ~ d on X by the following rule: 
(x, y) E Ri~dim(x ny) = d - i. 
Then Y = (X, {R;}O"';''''d) is a (P and Q)-polynomial scheme which is known as the dual 
polar space scheme. The scheme Y is Schurian and can be considered as the scheme of 
2-orbits of the action on X of the group of transformations of V which preserve f. 
Depending on the type of the polar space we obtain different association schemes. In 
particular, the schemes Biq), Cd(q), Diq) arise from a quadratic, symplectic or 
quadratic (Witt index d) form f on V of dimension 2d + 1, 2d or 2d, respectively. 
The information about dual polar spaces that we shall use below can be found in [7], 
[10] and [11]. In particular, it will be useful that 
d-t 
n = IXI = n (qd+e-i-t + 1), 
i=O 
( d-i 1) 
b b ( d) He q -i = i q, ,e = q ( )' q -1 
e (qi - 1) 
Qi = ai(q, d, e) = (q -1) (q _ 1) , 
(qi -1) 
Ci=Ci(q,d,e)=( )' q-1 O~i~d, 
where e = 1 for the schemes Biq) and Ciq), while e = 0 for the scheme Diq). 
Note that Qi and Ci do not depend on d. We will write bi(d), ai and Ci instead of 
bi(q, d, e), Qi(q, d, e) and Ci(q, d, e). The values of q and e are always clear from the 
context. 
Let Y be either the scheme Biq) or the scheme Cd(q) and let r = (X, R t) be the 
corresponding DTG. Let X,YEX and d(x,y)=i, 1~i~d-1. Let L1;(x,y) be the 
subgraph of r induced by the vertices corresponding to the maximal isotropic 
subspaces containing x ny. Then L1 i(x, y) is a DTG isomorphic to that related to the 
scheme B;(q) or Ci(q) respectively. The parameters Qi and C; in the schemes of dual 
polar spaces do not depend on d. This implies that if Z E Ji(y) and d(x, z) ~ i then 
z E L1;(x, y). Using this fact it is easy to conclude that L1;(x, y) possesses the following 
properties: 
(L11) Let u,v be contained in L1;(x,y) and d(u,v)=j. Then j~i and L1j(u,v) is 
contained in L1;(x, y). In particular, if i = j then L1;(x, y) = L1;(u, v). 
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(..12) The subgraph ..1i(x, y) is geodetically closed, i.e. with each pair of vertices 
..1i (x, y) it contains all shortest paths connecting these vertices. Moreover, if Z E 
l1(Y) n Ij(x) then Z E ..1i(x, y). 
(..13) The subgraph ..11(x, y) is a clique (a complete subgraph) on q + 1 vertices. 
Moreover, each clique in r can be obtained in this way. 
The subgraphs ..12(x, y) are called quads. These graphs are isomorphic to the line 
graph of the generalized quadrangle related to the space B2(q) or C2(q) respectively. 
Namely, the vertices of ..12(x, y) are the maximal isotropic subspaces in the polar space 
of type B2(q) or C2(q); two vertices are adjacent if the subspaces have a common line. 
It should be mentioned that the quadrangles related to the spaces B2(q) and C2(q) are 
dual. 
Let ..1 = ..12(x, y) be a quad and {zv Z2' ... ,Zq+l} = l1(x) n l1(Y). By the properties 
(..11)-(..13), the vertices Zi' 1:0:;; i:o:;; q + 1 are contained in ..1 and are pairwise non-
adjacent. Let sp(x, y) denote the set of vertices of ..1 which are adjacent to each vertex 
Zl, Z2' ... , Zq+l· It is clear that x, y E sp(x, y) and it is known (cf. [12]) that: 
(..14) Isp(x, y)1 = q + 1 if ..1 is related to the space B2(q) and Isp(x, y)1 = 2 if ..1 is 
related to the space C2(q) and q is odd. 
Let us turn to the scheme Diq). In this case ai = 0 for 0:0:;; i :0:;; d. This implies that 
r = (X, R 1) is a bipartite graph. Hence X can be divided into two subsets Xl and X 2 , 
with IXII = IX2 1 in such a way that if two vertices are adjacent then they lie in 
different subsets. Let j = 1 or 2 and x, y E X j • Since r is a bipartite, d(x, y) is even. The 
halved scheme !Dd+1(q) of the scheme Diq) is the scheme on the set Xj with the 
relations Rz;, i = 0, 1, ... , [d/2]. This scheme is Schurian and (P and Q)-polynomial. 
Since r is bipartite, the following lemma holds. 
LEMMA 3. Each isotropic subspace 01 dimension d -1 m the space Dd(q) is 
contained in at most two maximal isotropic subspaces. 
3. THE SCHEMES iJiq) AND Cd(q) 
Let Y= (X, {Ri}o""i""d) be the scheme Bd(q) and ¥= (g, {Ri}o""i""J) be the scheme 
!Dd+l(q), where d = [(d + 1)/2]. We will show that ¥ is isomorphic to a subscheme of 
Y. Namely, we will find a bijective map q; of g onto X such that 
(3) 
where k={O}, ~={2j-1,2j} for 1:O:;;j:o:;;d-1, IJ={d-1,d}, if d is even and 
IJ= {d} if d is odd. 
Let V be a vector space of dimension 2(d + 1) over GF(q) equipped with a quadratic 
form of Witt index d + 1. This means that V is related to the scheme Dd+l(q). Then g 
is a part of the corresponding bipartite DTG. 
Let v be a non-isotropic vector of the space V, i.e. I(v, v) '*0, and let H be the 
hyperplane orthogonal to v, i.e. H = {u I u E V, I(u, v) = O}. It can be shown (cf. 
[l0, 11]), that in this case the restriction of 1 on H is non-degenerate. So H, together 
with the restriction of Ion H, form a polar space of type B d( q) on which the scheme Y 
is defined. 
For an arbitrary subspace U!;; V, put 1J1(u) = u n H. If dim(u) = i then since H is a 
hyperplane dim(1J1(u» = i or i -1. In addition, if u is a maximal isotropic subspace 
(having dimension d + 1) then dim(1J1(u» = d and 1J1(u) is a maximal isotropic subspace 
in H, i.e. an element of X. By Lemma 3, for each x EX the inequality 11J1- I (x)I:O:;;2 
holds. On the other hand, the number of maximal isotropic subspaces in the space 
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Dd+1(q) is just twice greater than in the space Biq). Hence for each x E X we have 
11J!-l(X)1 = 2 and the two subspaces in 1J!-l(X) lie in different parts of the graph related 
to the scheme Dd+1(q). Thus the restriction cp of the map 1J! on one part X of the 
graph defines a bijection between X and X. 
Let us show that the relations (3) are valid for the map cpo Let i, y EX, (i, y) E Rj , 
O,,;;;;j,,;;;; d. Then dim(i n y) = (d + 1) - 2j. If j = 0 then i = Y and hence (cp(i) , cp(Y» E 
Ro. Let l,,;;;;j,,;;;;d then dim(cp(i)ncp(Y»=dim(cp(i ny»=d-(2j-l) or d-2j. So 
(cp(i), cp(Y» E R2j - 1 U R2j • Moreover, if j = d and d is odd then dim(i n y) = o. This 
means that dim( cp(i) n cp(Y» = 0 , i.e. (cp(i), cp(Y» E Rd. Since cp is a bijection, this 
implies that the relations (3) are valid for cpo Therefore we have proved that ! Dd+1(q) 
is isomorphic to a subscheme of Bd(q). 
The subschemes of a scheme are determined by its parameters. Hence if Y is an 
arbitrary association scheme, the parameters of which coincide with that of the scheme 
Biq) , then the partition {O, 1, ... , d} = {O} U {I, 2} U {3, 4} U· .. determines a 
subscheme of Y which will be denoted below by Y. 
We have shown above that the subscheme Biq) is isomorphic to !Dd+1(q). Now let 
us consider the scheme Cd(q) for d~3 and odd q. Recall that Ciq) and Bd(q) are 
isomorphic if q is even. Our nearest goal is to show that Ciq) is not Schurian and, in 
particular, that it is not isomorphic to !Dd+1(q). 
Let r be the graph related to the scheme Ci q) and let t be the graph related to the 
scheme Ciq). The graphs rand t have the same vertex set , namely the set X. For 
x, y E X , let d (x, y) and d (x, y) denote the distances between these vertices in rand t 
respectively. By definition 
d(x, y) = l~d(x, y) = 1 or 2. 
For U c X put U* = {x I x EX, d(x, u),,;;;; IVu E U} and let U* * = (U*)*. If d(x, y) = 1 
then the set {x, y} ** is known as a singular line. We will show that the size of this line 
depends on the distance between x and y in r. This immediately implies that 
Aut(t) = Aut(r) and that Ciq) is not Schurian. 
The following simple lemma is a direct consequence of the property (.12). 
LEMMA 4. Let y E 12(x), z E ll(x) and z is not contained in the quad L12(x , y). Then 
d(y, z) = 3. 
LEMMA 5. If d(x, y) = 1 then I {x, Y}**I ~q + 1. 
PROOF. We claim that the clique L11(x, y) is contained in {x, y}** . In fact, let 
z E {x, y} *. Let us find a quad .1 containing the vertices x, y and z. If d(x, z) ,,;;;; 1 and 
d(y, z),,;;;; 1, then z is contained in L11(x, y) and, as .1 we can take any quad containing 
L11(x, y). So, without loss of generality, we can assume that d(x, z) = 2. Then it follows 
directly from Lemma 4 that y is contained in .1 = L12(x, z). Now, the property (.11) 
implies that L11(x, y) is contained in .1 and that d(z, v),,;;;;2 for each vertex v in the 
clique L11(x, y). So L11(x, y) ~ {x, y}**. 0 
LEMMA 6. If d(x, y) = 2 then {x, y}** ~ L12(x, y). 
PROOF. The property (.11) implies that the subgraph L1ix, y) is contained in 
{x, y}*. Let z E {x, y}**. Then d(x, z) = 1 or 2 and z is at distance at most two from all 
the vertices in the quad L12(x, y). From Lemma 4 it follows that this situation is 
possible only if z is contained in L12(x, y). 0 
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It is assumed in Lemmas 7-9 that d(x, y) = 2. 
LEMMA 7. Let z e {x, y}**, z *z. Then z e 12(x). 
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PROOF. In view of Lemma 6 the vertex z is contained in L12(x, y). Suppose that 
z e l](x). Let us consider a vertex u e lJ.(x) n lJ.(y) such that d(z, u) = 2. The set 
(lJ.(u) n 12(x» - L12(x, y) is non-empty. In fact, 1lJ.(u) n 12(x)1 = b l (d), 1lJ.(u) n 
12(x) n L12(x, y)1 = bl (2) and b l (d) > b l (2), since d ~ 3. Let v e (lJ.(u) n 12(x»-
L12(x, y). Since z e {x, y} * * we have d( v, z) ~ 2 and, by Lemma 4, z is contained in 
L1ix, v). Thus we have two non-adjacent vertices z and u which are contained in two 
different quads-L12(x, y) and L12(x, v). Since this contradicts the property (L11) we 
have z e 12(x). 0 
For the exact calculation of the cardinality of the set {x, y}** the following lemma is 
useful. 
LEMMA 8. Let (x, y, v) be a triple of vertices, such that d (x, y) = 2, v e (12(x) n 
12(Y» - L12(x, y). Then 1lJ.(x) n lJ.(y) n l](v)1 = 1. 
PROOF. Let 1: = (12(x) n 12(Y» - L12(x, y) and u e lJ.(y) n I1(v). Then by the 
property (L12) the vertex u is contained in either lJ.(x) or 13(x). Put ~ = {(y, u, v) I v e 
1:, uelj(x)nlJ.(y)nlJ.(v)}, j=1,3}. Since lJ.(x)nlJ.(y) is contained in L12(x,y), 
property (L11) implies that 1lJ.(x) n lJ.(y) n lJ.(v)1 ~ 1, and hence 1.2\1 ~ 11:1. To prove 
the lemma it is sufficient to show that 1.2'11 = 11:1. At the same time, 11:1 = (1.2'11 + 
1.2'31)/c2, where C2 = q + 1. Therefore one should prove that 1.2'31 = q . 1.2'11. Let us 
calculate the cardinality of ~ for j = 1, 3. There are C2 vertices in lJ.(x) n lJ.(y). Let u 
be such a vertex. Then each vertex v e (lJ.(u) n 12(x» - L1ix, y) is a distance 2 from y 
by property (L12). There are bl (d) - bl (2) such vertices v. Hence 1.2'11 = c2(b l (d)-
b l (2». Now let uelJ.(y)n13(x) and vel](u)n12(x), v*y. If veL12(x,y), then 
u e L1;(y, v), where i = d(y, v), i = 1, 2 and v e L12(x, y) by property (L11), a contradic-
tion. So (y, u, v) e.2'3 and 1.2'31 = b2(d)(C3 -1). Now a direct calculation shows that 
1.2'31 = q 1.2'11, and the proof is done. 0 
LEMMA 9. {x, y}** £sp(x, y). 
PROOF. As above, let ze{x,y}** and z*x. Let us show that zesp(x,y). By 
Lemmas 6 and 7, z e L12(x, y) n 12(x). Let u e lJ.(x) n lJ.(y). It is sufficient to show that 
u e lJ. (z). Let us choose a vertex v e (12(x) n 12(y » - L1ix, y) such that {u} = lJ. (x) n 
l](y) n lJ.(v). Since v e {x, y}* and z e {x, y}** we have d(v, z) ~ 2. Since v ~ 
L12(x, y) the equality d(v, z) = 1 contradicts the property (L12). Hence d(v, z) = 2, 
and application of Lemma 8 to the triple (x, z, v) shows that there is a vertex 
u' e lJ.(x) n lJ.(z) n l](v). Then the vertices u and u' are contained in the quad L12(x, y) 
and are adjacent with the vertex v out of the quad. By the property (L12), u' = u. Since 
u is an arbitrary vertex in lJ.(x) n lJ.(y), it follows that z esp(x, y). 0 
Now, from the property (L14) it follows that if d(x, y) = 2 then I{x, y }**I ~ 2. / 
Thus we have proved that the cardinality of the set {x, y} * * depends on the ,distance 
between x and yin r. Hence Aut(t) = Aut(r), and the scheme Cd(q) is not Schurian 
if d ~ 3 and q is odd. 
4. ON SUBSCHEMES IN THE KNOWN (P and Q)-POLYNOMIAL SCHEMES 
This section contains a brief survey of the current situation in the description of 
subschemes in the known (P and Q)-polynomial schemes. 
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It is clear just from Lemmas 1 and 2 that the Galois correspondence makes a 
connection between the problem about maximality of a given permutation group in the 
symmetric group and the description of subschemes in the scheme of 2-orbits of this 
group. Firstly, this connection was used in [13] during the investigation of the so-called 
induced symmetric group. The induced symmetric group is just the automorphism 
group of the Johnson scheme J(n, m). The following theorem was proved in [13]: 
THEOREM 10. There is a function a(m) such that if n > a(m) then the scheme J(n, m) 
has no non-trivial proper subschemes. 
This result can be considered as a first step in the description of subschemes in the 
known (P and Q)-polynomial schemes. After [13], the Galois correspondence has 
found many interesting and important applications which are presented in the surveys 
[3] and [4]. The systematic description of the subschemes in the known scheme is still 
of interest. In most powerful results in this direction are obtained in [14] and presented 
below. 
The Johnson Schemes. It shown is that in Theorem 10 one can put a(m) = 
max {3m + 4, 13}. 
The Hamming schemes. The complete description of subschemes in the Hamming 
schemes H(n, q) is available for all nand q except q = 3. The lattice of subschemes is 
the most rich for q = 2. The latter case was treated completely in [15]. 
q-analogs of the Johnson schemes. It is proved that these schemes have no 
non-trivial proper subschemes. 
The schemes of dual polar spaces. The following theorem is proved: 
THEOREM 11. Let Y = (X, {R;}O"";",,d) be a scheme of a dual polar space over the field 
of q elements (q odd). Let Y be a subscheme of Y. Then one of the following holds: 
(i) Y is the scheme Dd(q) and Y is determined by the partition: {O, 1, ... , d} = {O} U 
{1,3, ... }U{2,4, ... }; 
(ii) Y is the scheme Dd(q) and Y is determined by the partition {O, 1, ... , d} = {O} U 
{1, 3, ... } U {2} U {3} U, ... ; 
(iii) Y is the scheme BAq) or CAq) and Y is the scheme BAq) or CAq) respectively. 
During the proof of this theorem the schemes Cd(q) were discovered independently. 
From Theorem 11 it follows, in particular, that the schemes of dual polar space 
which were not considered in the paper have no non-trivial proper subschemes. 
It should be mentioned that in some particular cases these results were obtained 
before the publication of [14]. In [6] the subschemes in the q-analogs of the Johnson 
schemes and in the dual polar space schemes were investigated for q sufficiently large 
in comparison with the dimension. In [16] all subschemes with three classes were found 
in the Hamming schemes for q;::: 3. The subschemes in the Johnson schemes were 
studied in [17], [18] and [19]. In these papers all schemes which are known at present 
were described. There are infinite series of subschemes for n = 2m or n = 2m + 1 and 
some sporadic examples. In addition, it was proved in [17] that certain polynomials of 
order 4 can be taken for the function a(m) in Theorem 10. This bound was improved in 
[14]. In [19] and [20] it is proved that all Schurian subschemes in the Johnson schemes 
are known. The Schurian subschemes of the Hamming schemes for q = 3 are classified 
in [21]. 
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