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Abstract
We generalize the framework introduced by Kapustin et al. for doing path integral
localization in Chern-Simons theory to work on any Seifert manifold. This is done
by topologically twisting the supersymmetric theory considered by Kapustin et al.,
after which the theory takes a cohomological form. We also consider Wilson loops
which wrap the fiber directions and compute their expectation values. We discuss the
relation with other approaches to exact path integral calculations in Chern-Simons
theory.
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1 Introduction
In [1], Kapustin, Willett and Yaakov introduced a new method to perform exact calcula-
tions in Chern-Simons theory on S3. It is based on the method developed by Pestun in [2]
for performing calculations in supersymmetric Yang-Mills theory on S4, and indeed the
main motivation of the work [1] is to perform calculations in supersymmetric Chern-Simons
theories coupled to matter, theories which are not topological. Nevertheless, setting all
the matter fields to zero, the superpartners of the gauge field become auxiliary and the
method allows us to calculate the partition function and also special types of Wilson loops
in pure Chern-Simons theories on S3 in a new way.
The motivation of this paper is to generalize the method of Kapustin et al. to work for
a broader class of manifolds. The method of calculation in [1] is localization of the path
integral, achieved by introducing a set of auxiliary fields and an auxiliary odd symmetry
in the theory. On S3, this symmetry is supersymmetry, and the symmetry transforma-
tions are defined using a Killing spinor. It is not straightforward to apply this method
as it stands on other types of three manifolds, since the existence of Killing spinors is a
non-trivial requirement. Nevertheless, this approach has been attempted in for example
[3] by Gang. Here we choose to attack the problem in a different way. We will perform a
variant of topological twisting of the supersymmetry defined on S3, and hence introduce
an auxiliary odd symmetry in Chern-Simons theory defined without a choice of Killing
spinor. Instead, the symmetry is defined using a contact structure and its dual vector field,
the Reeb vector field. As shown in [4], any orientable, compact three manifold admits a
contact structure. The introduction of this auxiliary symmetry in Chern-Simons theory,
defined on any orientable, compact three manifold with a choice of contact structure, is
one of the main results of the present paper.
The symmetry that we will introduce squares to a gauge transformation plus a trans-
lation in the direction of the Reeb vector field, and it acts on the fields in the theory as
an equivariant differential. Thus, it is ideal to use for localization of the path integral.
However, as we will review below, in order to localize we will need to pick up a metric
on the underlying manifold which is invariant under the action of the Reeb vector field.
Hence, we need to require that the Reeb vector field generates an isometry. Three mani-
folds for which this occurs are precisely Seifert manifolds. Seifert manifolds are non-trivial
U(1) fibrations over a Riemann surface Σ, where Σ is allowed to have orbifold points. In
fact, Chern-Simons theory on Seifert manifolds has an interesting history. Of course, as
explained in the foundational paper by Witten [5], the Chern-Simons partition function
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can be computed in the Hamiltonian framework on any three manifold M by exploiting
the connection to two dimensional conformal field theory. In [6], for M a Seifert mani-
fold and SU(2) as the gauge group, Lawrence and Rozansky showed how to manipulate
the expression for the partition function obtained with these techniques so that it can be
written as a sum of contributions from flat connections. This was later generalized by
Marin˜o to any simply-laced group in [7]. This expression for the partition function has
an obvious path integral flavour, and it was later derived from a path integral calculation
by Beasley and Witten in [8], using the method of non-abelian localization. Below, we
will derive these results using the method based on supersymmetry. Other approaches to
Chern-Simons theory on Seifert manifolds includes the one taken by Blau and Thompson
in [9, 10], where the method of abelianisation is used, and the one by Jeffrey and McLellan
in [11], where they consider the case with U(1) as the gauge group.
The most advantageous aspect of the present approach to Chern-Simons theory, as com-
pared to non-abelian localization, is the simplicity of computations of expectation values
of Wilson loops. As we will see in section 7, the localization computation of a Wilson loop
which wraps the fiber direction of the Seifert manifold is straightforward, and the results
agrees completely with the ones obtained in [12], where these types of Wilson loops were
considered within the framework of non-abelian localization.
Another interesting aspect of the supersymmetric approach to localization of Chern-
Simons theory is the following observation. We will derive that the path integral localizes
to the set of equations
F = 0
dAσ = 0.
(1.1)
F is the curvature of the gauge field A, dA the gauge covariant derivative and σ an auxil-
iary scalar field in the adjoint representation. For a compact manifold without a boundary,
these equations are equivalent to the Bogomolny equations for magnetic monopoles. The
appearance of this set of equations as a localization locus sparks the question whether
Chern-Simons theory on Seifert manifolds can be handled using the standard machinery
of Cohomological topological field theories (TFT’s), an approach taken to Chern-Simons
theory on Σ × S1 by Baulieu, Losev and Nekrasov in [13]. We will address this question
in the last part of the paper, and we will see that the approach to Chern-Simons theory
considered here is analogous to a generalization of the approach in [13], for a non-trivial
S1 fibration over Σ.
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The paper is organized as follows. In section 2 we review the ingredients which appeared
in the localization calculation in [1], and we will also review the localization method. In
sections 3, 4 and 5 we will introduce the twisted model, describe the relevant aspects of
Seifert manifolds and also discuss the gauge fixing, which is an important aspect of the
present approach. In section 6 we will perform a computation of the partition function
within the presented framework, and we will find full agreement with the results obtained
in [6, 7, 8]. In section 7 we discuss the incorporation of Wilson loops wrapping the fiber
directions, and how to compute their expectation values. In section 8 we look at Chern-
Simons theory on Seifert manifolds from the perspective of standard Cohomological TFT’s,
and especially discuss the similarities between the present approach and the one taken in
[13].
2 Background
We will consider Chern-Simons theory on a compact three manifold M with a compact,
simple, simply connected gauge group G. Let P be a trivial principal G bundle over M ,
and let A denote a connection on P . The Chern-Simons action is defined by
SCS =
k
4π
∫
M
Tr
(
A ∧ dA+ 2
3
A ∧ A ∧A
)
, (2.1)
where Tr denotes an invariant inner product on g, the Lie algebra of the gauge group G.
We will consider the partition function Z(k) defined by the path integral
Z(k) =
1
Vol(G)
∫
DA eiSCS . (2.2)
Here k ∈ Z is the level, and we have divided by the volume of the gauge group G in the
conventional way. With the ”Tr” suitably normalized, k must be integer valued in order
for the quantum theory to be gauge invariant. We want to calculate this quantity using
localization, a technique which we now describe.
2.1 Localization
The underlying idea of localization is that in some situations the semi-classical approx-
imation to the path integral actually becomes exact. Let us first describe the formula
for finite dimensional integrals, where it is called the Atiyah-Bott-Berline-Vergne local-
ization formula [14, 15]. The situation where it applies is as follows: Let a group H act
on a manifold M which carries a metric which is H-invariant. Let the action on M be
generated by the vector field v. We then consider equivariant differential forms, that is,
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differential forms with values in the Lie algebra of H, invariant under the action of v. We
form the equivariant differential Q = d− φaiva , where d is the de Rham differential, φa is
a parameter for the action and iv denotes the contraction of vector fields with differential
forms. We have Q2 = −φaLva , and hence Q is a differential when acting on equivariant
differential forms. Consider now a Q-closed equivariant form α. The localization formula
says that ∫
M
α =
∫
F
i∗Fα
e(NF )
, (2.3)
where F ⊂ M is the set of zeros of the vector field v, and e(NF ) is the equivariant Euler
class of the normal bundle of F . In the case where F is a set of discrete points, the formula
reduces to ∫
M
α =
∑
p∈F
i∗pα√
det Lp
, (2.4)
where Lp is the action of H on the tangent space at the point p.
This setup can be carried over to path integrals, see for example [16] and [17] for the
original work. In physics terms, we let Q be an odd symmetry of the action S, and we let
Q2 = L be some even symmetry. In our case the even symmetry will be gauge invariance
and a certain isometry of the underlying manifold. We are interested in computing the
path integral
Z =
∫
eiS. (2.5)
Localization can argued as follows, which mimics the proof of the Atiyah-Bott-Berline-
Vergne localization formula in finite dimensions. We can deform the action with a term
tQV , t some parameter, without changing the path integral, as long as Q2V = 0. This
works since
d
dt
Zt ≡ d
dt
∫
eiS+tQV =
∫
QV eiS+tQV =
∫
Q
(
V eiS+tQV
)
= 0, (2.6)
where we have used in the last line that the integral of something Q-exact is zero [16].
Setting t = 0, we recover the original expression. In order for this to be useful, we need a
metric on the space of fields, so that we can construct a positive definite V . In this case,
letting t → ∞, the integral will be dominated by the term tQV . The only contribution
will come from the set of fields at the critical point of QV, and the one-loop approximation
becomes exact. Depending on whether the critical point set is discrete or continuous, the
path integral is given by the analog of either (2.3) or (2.4), with α given by eiS.
As we will see, the space of fields which we will encounter will be a supermanifold, so
5
we should understand the Atiyah-Bott-Berline-Vergne localization formula for superman-
ifolds. Such a generalization to the super-geometric situation has be considered in for
example [18] and [19]. In this paper, we will restrict our considerations to the case when
the fixed point locus is a discrete set of points. In that case, the determinant in (2.4) will
be a superdeterminant. In the general case, the equivariant Euler class in the formula
(2.3) should be understood in the superformalism.
We can also include any observable O in the path integral, and thereby compute its
expectation value exactly, as long as O is preserved by Q, that is QO = 0. The natural
set of observables in Chern-Simons theory are Wilson loops, and we will discuss the com-
putation of expectation values of Wilson loops in section 7.
In order to apply the localization technique, we need an odd symmetry of the action.
In the original definition of Chern-Simons theory, no such symmetry exists. We will now
describe the way such a symmetry is introduced in [1] when the model is defined on S3.
When this is done, we will show how to generalize this framework to work on any Seifert
manifold.
2.2 Localizing Chern-Simons theory on S3
A way to introduce such a symmetry, without changing the model, is to take the N = 2
supersymmetric version of Chern-Simons theory. This version of Chern-Simons theory has
been discussed on R3 in [20], and in [1] it was shown how to generalize the supersymmetry
transformations in order to define the theory on S3. We will now describe the field content
and symmetries of N = 2 Chern-Simons theory on S3 following [1], since this will be the
starting point for our construction below. The N = 2 gauge multiplet consists of the gauge
field A, two real scalar fields σ and D, and a 2-component complex spinor λ. This is a
dimensional reduction of the N = 1 multiplet in four dimensions. The fields σ,D, λ are
all in the adjoint representation of the gauge group G. On S3, the N = 2 supersymmetric
action is given by
SN=2 =
k
4π
∫
M
Tr
(
A ∧ dA+ 2
3
A ∧ A ∧ A
)
− k
4π
∫
M
Tr
√
g
(
λ†λ− 2Dσ). (2.7)
The supersymmetry transformations are defined using the spinors ǫ and η, and are given
by
δAµ =
i
2
(
η†γµλ− λ†γµǫ
)
δσ = −1
2
(
η†λ+ λ†ǫ
)
δD =
i
2
(
η†γµ (Dµλ)−
(
Dµλ
†) γµǫ)+ i
6
(∇µη†γµλ− λ†γµ∇µǫ)− i
2
(
η†[λ, σ]− [λ†, σ]ǫ)
δλ =
(
−1
2
γµνFµν −D + iγµDµσ
)
ǫ+
2i
3
σγµ∇µǫ
δλ† = η†
(
1
2
γµνFµν −D − iγµDµσ
)
− 2i
3
σ∇µη†γµ.
(2.8)
Above, g is the determinant of the metric on S3, γµ are the Pauli matrices, which are
hermitian, and we have defined γµν ≡ 12 (γµγν − γνγµ). The derivative Dµ is covariant
both with respect to the gauge field and the spin connection: Dµ = ∇µ+[A, ], where [ , ]
is the Lie algebra bracket and ∇µ is the spinor covariant derivative. Finally, Fµν is the
field strength, defined by F = dA+ A ∧ A.
We see that the scalar and spinor fields can be integrated out, and hence
Z(k) =
1
vol(G)
∫
DA eiSCS = 1
vol(G)
∫
DADλDσDD eiSN=2. (2.9)
The advantage of keeping the auxiliary fields is that now we have the sought fore odd
symmetry at hand, namely the supersymmetry.
In order to localize, we need to pick a specific supersymmetry. In [1], the transforma-
tion defined by
∇µǫ = i
2
γµǫ, ǫ
†ǫ = 1
η = 0
(2.10)
is chosen. The first equation obeyed by ǫ shows that it is a Killing spinor. With these
values of ǫ and η, the transformations (2.8) fulfill δ2 = 0 on all fields, and it can be used
to localize the path integral.
We will now generalize the above construction to work on more general manifolds.
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3 Localizing Chern-Simons theory on Seifert mani-
folds
The odd symmetry used in [1] to localize is defined using a Killing spinor ǫ. Moreover,
the auxiliary field λ is also a spinor. Searching for Killing spinors on more general three
manifolds than S3 is not something we want to do. For example, not all Lens spaces admits
Killing spinors [21]. Instead, we will redefine the spinors into differential forms, a procedure
known as topological twisting. The twisting is done using a geometrical structure which
any compact, orientable three manifold posses, namely a contact structure [4]. A contact
structure is a one-form κ such that κ ∧ dκ 6= 0. κ ∧ dκ can therefore serve as a volume
form. Given a contact structure, there always exists a vector field v such that
ivκ = 1, ivdκ = 0. (3.1)
v is known as the Reeb vector field. For more information about contact manifolds, see
for example the book [22].
Since the end result after the twist is performed has a nice and simple form, we will just
state it here, leaving the derivation to appendix A. The spinors λ and λ† appearing in the
model defined on S3 are redefined into an odd zero-form α and an odd one-form Ψ, both
with values in the Lie algebra g of the gauge group G: α ∈ Ω0(M, g) and Ψ ∈ Ω1(M, g).
Nothing happens to the even scalars σ,D, which we remind ourselves both takes values in
g. Given a contact structure κ, we can write down the action1
S =
k
4π
∫
M
Tr
(
A ∧ dA+ 2
3
A ∧A ∧A− κ ∧Ψ ∧Ψ− 2dκ ∧Ψα + κ ∧ dκ Dσ
)
≡ SCS + Saux.
(3.2)
As before, all fields except the gauge field A are auxiliary and can be integrated out. The
following transformations is a symmetry of the above action:
δA = Ψ
δΨ = ivF + idAσ
δα = − κ ∧ F
κ ∧ dκ +
i
2
(σ +D)
δσ = −i ivΨ
δD = −2iLAv α− 2[σ, α]− 2i
κ ∧ dAΨ
κ ∧ dκ + i ivΨ.
(3.3)
1We hope that there will arise no confusion between the Chern-Simons level k and the contact structure
κ. Both notations are standard in the literature, and therefore kept here.
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Here v denotes the Reeb vector field, dA = d + [A, ] is the de Rham differential twisted
by the gauge field, Lv = div + ivd is the Lie derivative in the direction of the vector field
v and we have defined LAv = Lv + [ivA, ]. The notation 1κ∧dκ is inspired from [8] should
be understood as follows. Since κ ∧ dκ is non-vanishing, any 3-form, for example κ ∧ F ,
can be written as κ∧F = κ∧dκ γ, for some γ ∈ Ω0(M, g). By κ∧F
κ∧dκ we mean this function γ.
The transformations above fulfill δ2 = Lv + GΦ, where GΦ denotes a gauge transfor-
mation with parameter Φ = iσ − ivA. The gauge transformations acts as GΦA = dAΦ on
the gauge field and as GΦX = −[Φ, X ] on any other field. The situation here is different
from the one in [1], where they used a symmetry which squared to zero. The difference
is due to a slightly different choice of spinors in equation (2.8). See appendix A for the
details on how to obtain (3.2) and (3.3) starting from (2.7) and (2.8).
The transformations (3.3) can be defined on any orientable, compact three manifold, with
a choice of contact structure. But this is not enough to localize. As explained in section
2.1, we also have to introduce a positive definite invariant inner product on the tangent
space of the space of fields. One way of doing this is by choosing a metric on M and using
the trace on the Lie algebra. Given two tangent vectors X and Y , we define their inner
product by
(X, Y ) = Tr
∫
M
X ∧ ∗Y , (3.4)
where ∗ is the Hodge star defined using the metric onM . Following section 2.1, to localize
we will choose2 V =
(
Ψ, δΨ
)
+
(
α, δα
)
, since the bosonic part of δV is then positive
definite. We need to make sure that δ2V = 0. A straightforward computation gives
δ2V =Tr
∫
M
LvΨ ∧ ∗δΨ+ Tr
∫
M
Ψ ∧ ∗LvδΨ+ Tr
∫
M
GΦΨ ∧ ∗δΨ+ Tr
∫
M
Ψ ∧ ∗GΦδΨ
+ same terms with α.
(3.5)
All fields transform in the adjoint representation of the gauge group, so the last two terms
cancel since the trace is cyclic. For the first two terms, we need to require that the vector
field v is a Killing vector field in order to be able to pull the derivative through the Hodge
star and perform a partial integration to obtain cancelation. That is, we have to require
that the Reeb vector field generates an isometry on M . Compact, orientable three mani-
folds with this property are precisely Seifert manifolds (see for example theorem 7.1.3 in
2The bar denotes complex conjugation, introduced since δ is a complex transformation. See the
discussion at the end of this subsection of how to think about the complex transformation in this context.
The bar does nothing to the Lie algebra generators.
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[23]). Hence, our localization framework works on Seifert manifolds.
We will give a quick description of the aspects of Seifert manifolds which are needed
in the present work in section 4. Before doing so, we will determine to which subspace the
Chern-Simons path integral localizes, and we will also write the transformations (3.3) in
a more geometrical form via a change of variables.
Before continuing, we will address a slight subtlety with the transformations defined in
(3.3), in connection to the localization framework. All our fields in the theory are real,
and one could worry about the fact that the transformations (3.3) are complex; the trans-
formed field is not real anymore. The same issue appears in [2], where it is resolved in the
following way. We can understand the action (3.2) as analytically continued to the space
of complexified fields. The path integral is understood as an integral of a holomorphic
functional over a half-dimensional contour of integration in the space of complexified fields.
As for the complex conjugation appearing in V above, it should be understood as complex
conjugation when the path integral is restricted to the original integration contour, namely
the one over the ”real axis”. For a general contour of integration, we choose a V where δΨ
and δα are defined by switching the signs of the factors of ”i” on the right hand side in
equation (3.3). When the contour of integration is restricted to the real axis, the bosonic
part of V is positive definite, and the localization argument goes through.
3.1 Fixed point locus
The field configurations to which the theory localizes is given by the fixed point set of the
transformations (3.3) on the fermionic fields. With the above understanding of how to
think of the complex transformation δ and the localization, its real and imaginary parts
has to vanish separately. From (3.3) we find that the fixed point set is given by the
equations
F = 0
dAσ = 0
σ +D = 0.
(3.6)
We see that the theory localizes to the space of flat connections and covariantly constant
scalar fields. This is the same set as found on S3 in [1]. It is interesting to notice that
the first two equations are the equivalent of the Bogomolny equations for the manifolds
considered here, namely compact manifolds with no boundary. The appearance of this
equation in the present treatment of Chern-Simons theory suggests that there should be a
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relation to the approach taken in [13]. In that work, Chern-Simons theory on Σ×S1, where
Σ is a Riemann surface, is constructed using the framework of Cohomological topological
field theory, and the above equations mark their starting point. We will further comment
on this aspect of the present work in section 8.
3.2 Cohomological form
Our fields are integration variables in the path integral, and by a change of variables we
can write the transformations (3.3) in a more suggestive form. Let us change variables
from σ,D to new variables Φ, D˜, defined by
Φ = iσ − ivA
D˜ = −κ ∧ F
κ ∧ dκ +
i
2
(σ +D) .
(3.7)
Written in terms of the new variables, the transformations (3.3) take the nice cohomological
form
δA = Ψ, δα = D˜
δΨ = LvA +GΦA, δD˜ = Lvα+GΦα (3.8)
δΦ = 0.
The fields A, α can now be interpreted as coordinates on an infinite dimensional super-
manifold. The transformation δ is acting as an equivariant differential, where the group
H acting on the manifold is given by the semi-direct product U(1) ⋉ G. The fields Ψ, D˜
can be interpreted as the de Rham differentials of the coordinates A, α, whereas the field
Φ is the parameter for the gauge transformations.
4 Basic facts of Seifert manifolds
As found out in the previous section, the localization framework constructed above can
be applied to Chern-Simons theory defined on Seifert manifolds. We will now give some
basic facts about these manifolds, closely following the description found in section 3 in
[8]. For a more complete reference of Seifert manifolds we refer to [24] and the book [23].
A Seifert manifold is a U(1) bundle over an orbifold Σˆ:
U(1)→M pi−→ Σˆ. (4.1)
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It is described by the integers
[g;n; (a1, b1), (a2, b2) . . . (aN , bN )]
gcd(aj, bj) = 1, 0 < bj < aj .
(4.2)
For completeness, let us briefly describe this data. Σˆ is a Riemann surface of genus g with
N marked points pj , j = 1, 2 . . .N . The neighbourhood of the points pj is modelled not
by C but C/Zaj , where Zaj is a cyclic group acting on the local coordinates z at pj as
z 7→ ξ · z, ξ = e
2pii
aj . (4.3)
Where the points pj are is topologically irrelevant, and Σˆ is completely specified by g and
{a1, a2 . . . aN}.
Now we consider a line bundle over Σˆ, which we denote by3 L. The local trivializa-
tion over each orbifold point pj is now modeled as (C× C) /Zaj , where Zaj acts on the
local coordinates (z, s) of the base and the fiber as
z 7→ ξ · z, s 7→ ξbj · s, ξ = e
2pii
aj (4.4)
for some integers 0 < bj < aj . An arbitrary Seifert manifold can be described as the total
space of the associated S1 fibration. In order to have a smooth manifold, the group action
has to be free. That is why we require bj 6= 0, and in addition we require each pair of
integers (aj , bj) to be relatively prime. Lastly, once we fix the integers {b1, b2 . . . bN}, the
line bundle over Σˆ is describe by the integer n, the degree. That concludes the description
of the data entering (4.2).
On a Seifert manifold, we can choose the contact structure κ to be the connection, and
therefore dκ is the curvature. The Reeb vector field v generates the U(1) rotations of the
fibers. As explained in section 3 of [8], the integral of κ ∧ dκ over M is given in terms of
the Seifert invariants described above:∫
M
κ ∧ dκ = n +
N∑
j=1
bj
aj
. (4.5)
4.1 Seifert homology spheres
Flat connections on a manifold M can be described as the space of group homomorphism
from the fundamental group π1(M) to the gauge group G, modulo conjugation with ele-
ments in G. We will in the computations to be performed below focus on the situation
3Note that we denote the line bundle by L and the Lie derivative along the vector v by Lv. We hope
that it is clear from the context what is meant, and that no confusion will arise.
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when the trivial connection is an isolated point in the space of flat connections, and com-
pute the contribution to the partition function arising from this point in the space of
solutions to (3.6). The contribution from other parts of the solution space can also be
treated within the present approach, and we will comment about these other situations
further in the discussion section. The trivial connection is isolated if the first homology
group of M vanishes:
H1(M,R) = 0, (4.6)
that is, when M is a rational Seifert homology sphere. The conditions on the Seifert
invariants for this to occur is the following. Let d = |H1(M,Z)| and P =
∏N
j=1 aj . Then
H1(M,R) = 0 if
g = 0
d
P
= n+
N∑
j=1
bj
aj
gcd(ai, aj) = 1, i 6= j.
(4.7)
For an explanation of how these conditions occur, we refer to [8].
From now on we will restrict our considerations to manifolds whose Seifert invariants
fulfill the conditions (4.7).
5 Gauge fixing
Before we can localize, we have to take into account that the action (3.2) has gauge
invariance, and we only want to integrate over gauge equivalence classes in the path
integral (2.2). In the standard way, this is achieved by introducing ghost fields along with
a BRST transformation δB. As in [2], we have to make sure that the gauge fixing using
this BRST symmetry is compatible with the localization framework constructed above.
Specifically, to localize we need to use a transformation Q which is a symmetry of the
gauge fixed action, which is typically given by
Sg.f. = S + δBVg.f.. (5.1)
Here Vg.f. is some gauge fixing term, and S is our original action in (3.2). Unfortunately,
the transformation (3.3) (with δ acting trivially on the ghost fields) is not a symmetry of
Sg.f., something we need to require in order for localization to work. This is easily fixed.
When localizing, we will instead use the combined symmetry Q = δ+ δB, together with a
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gauge fixing term QVg.f..
Thus, in order to get a well defined path integral, we will extend the supermanifold of fields
to include the set of ghost fields, in addition to the physical fields (that is, the gauge field
and auxiliary fields which we considered in section 3). As we will find out below, the fixed
points of the symmetry Q will not change the localization locus for the physical fields, the
path integral will still be localized to an integration over the space of flat connections and
covariantly constant scalar fields. However, we will find that Q2 = Lv + Ga0 , where a0 is
a constant field (to be introduced below). Therefore, the group H which acts on our su-
permanifold is nowH = G×U(1), where G is the group of constant gauge transformations.
Following [2], we introduce the set of ghost fields c, c¯, b, a0, a¯0, c¯0, b0, c0, along with the
BRST transformations
δBA = dAc
δBΦ = −[c,Φ]−Lvc
δBX = −[c,X ] (5.2)
δBc = a0 − 1
2
[c, c], δB c¯ = b, δB a¯0 = c¯0, δBb0 = c0
δBa0 = 0, δBb = −[a0, c¯], δB c¯0 = −[a0, a¯0], δBc0 = −[a0, b0].
As usual, X denotes all the fields which do not appear explicitly above. The transforma-
tion of Φ is derived from its definition in (3.7). The odd fields c ∈ Ω0(M, g), c¯ ∈ Ω3(M, g)
and the even field b ∈ Ω3(M, g) are the standard Faddeev-Popov ghosts. The fields
a0, a¯0, c¯0, b0, c0 are introduced in order to treat the zero modes of the fields c, c¯, b in a sys-
tematic way. They are all constant fields, a0, a¯0, b0 are bosonic whereas c0, c¯0 are fermionic.
With the inclusion of this set of constant fields, the BRST operator δB squares to a con-
stant gauge transformation generated by a0:
δ2B = Ga0 . (5.3)
The transformations δB is a symmetry of our original action (3.2). We will now com-
bine this BRST symmetry with the symmetry δ defined in (3.3), thereby defining a new
symmetry Q = δ + δB. This will be the symmetry which we will use to localize.
5.1 Combining the supersymmetry with the BRST symmetry
To simplify the formulas, let us introduce a collective notation for the physical fields
appearing in (3.8):
Z = {A, α} , Z ′ = {Ψ, D˜}. (5.4)
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If we define the δ-transformations for the ghost fields in a judicious way, we find the action
of δ on all our fields to be
δZ = Z ′
δZ ′ = LvZ +GΦZ
δa0 = 0 (5.5)
δc = −Φ, δc¯ = 0, δa¯0 = 0, δb0 = 0
δΦ = 0, δb = Lvc¯, δc¯0 = 0, δc0 = 0.
(5.6)
We now want to combine these transformations with the δB-transformations, which are
given by
δBZ = GcZ
δBZ
′ = GcZ ′
δBa0 = 0 (5.7)
δBc = a0 − 1
2
[c, c], δB c¯ = b, δB a¯0 = c¯0, δBb0 = c0
δBΦ = −Lvc− [c,Φ], δBb = −[a0, c¯], δB c¯0 = −[a0, a¯0], δBc0 = −[a0, b0].
We simply define a new operator
Q = δ + δB. (5.8)
The action of Q on all fields are given by
QZ = Z ′ +GcZ
QZ ′ = LvZ +GΦZ +GcZ ′
Qa0 = 0 (5.9)
Qc = a0 − Φ− 1
2
[c, c], Qc¯ = b, Qa¯0 = c¯0, Qb0 = c0
QΦ = −Lvc+GcΦ, Qb = Lvc¯ +Ga0 c¯, Qc¯0 = Ga0 a¯0, Qc0 = Ga0b0.
Using the above relations, we find that the operator Q squares to a Lie derivative in the
v-direction plus a gauge transformation with constant parameter a0:
Q2 = Lv +Ga0 . (5.10)
5.2 Integrating over gauge equivalence classes
The simplest way to only integrate over gauge equivalence classes in the the path integral
(2.2) is to add a term to the action (3.2) which restricts the integration of the gauge field
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A to be transversal to the gauge orbits. We will choose to work in the Lorenz gauge, which
is defined by
d†A = 0, (5.11)
where d† is the adjoint operator to d using the inner product defined by the Hodge star.
Adding the term iQVg.f., with
Vg.f. = (c¯, d
†A) + (c¯, b0) + (c, a¯0), (5.12)
will restrict the integration to field configurations which satisfies the Lorenz gauge, as we
now demonstrate. Written out explicitly, QVg.f is given by
QVg.f. ≡ Sg.f. = (b, d†A)−(c¯, d†dAc)−(c¯, d†Ψ)+(b, b0)−(c¯, c0)+(a0−Φ−1
2
[c, c], a¯0)−(c, c¯0).
(5.13)
Here, the first two terms are the standard ones. The zero modes of c, c¯ and b do not appear
in these two terms, so these zero modes, together with a¯0, can be used to integrate out
the last four terms. As discussed in detail in [2], the term (c¯, d†Ψ) can be absorbed in the
second one using a change of variables, with trivial Jacobian. We are therefore left with
the integration over c, c¯, b, without the zero modes, and the two terms
(b, d†A)− (c¯, d†dAc). (5.14)
The first term restricts the integration to the surface d†A = 0, whereas the second one
arises from the Faddeev-Popov determinant. In summary, the gauge fixing is done in the
following way:
Z =
1
Vol(G)
∫
DXeiS[X] = 1
Vol(G)
∫
DXeiS[X]
∫
g∈G′
Dg δ(d†Ag) det′(d†dA)
=
Vol(G ′)
Vol(G)
∫
DXDb′Dc¯′Dc′eiS[X]+i(b,d†A)−i(c¯,d†dAc)
=
1
Vol(G)
∫
DXDbDb0Dc¯Dc¯0DcDc0Da¯0Da0eiS[X]+iQVg.f. .
(5.15)
Above, X denotes all physical fields, ′ denotes the exclusion of the zero modes, Ag denotes
the gauge transformed connection A, and G ′ = G/G is the coset of the group of gauge
transformations by constant gauge transformations. We notice that in the last line the
integration over the fields b, c, c¯ includes the zero modes.
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5.3 Cohomological form of the Q-complex
Let us make yet another change of variables, in order to put the Q transformations defined
in (5.9) into a cohomological form. We let
Z˜ ′ = Z ′ +GcZ
Φ˜ = a0 − Φ− 1
2
[c, c].
(5.16)
Then the transformations (5.9) are written as
QY = Y ′, QY ′ = LvY +Ga0Y (5.17)
Qa0 = 0
where Y = {Z, c, c¯, a¯0, b0} and Y ′ = {Z˜ ′, Φ˜, b, c¯0, c0}. We have now extended the super-
manifold encountered in section 3.2, and included the ghost fields as coordinates. Y is
interpreted as a coordinate on an infinite dimensional supermanifold M. Y ′ is the de
Rham differential of Y . We have a group H = G× U(1) acting on M. Q can be thought
of as the equivariant differential with respect to this group action, and the constant field
a0 is a parameter for the action of the group G.
5.4 Summary of the localization procedure
We now have all ingredients needed in order to perform the localization of the Chern-
Simons partition function on Seifert manifoldsM . Let us summarize. We have introduced
the auxiliary fields Ψ, α, σ,D together with gauge fixing fields c, c¯, b, a0, a¯0, c¯0, b0, c0. We
have also introduced the odd transformations Q defined in equation (5.9). Q is a symmetry
of the action
S˜ = SCS + Saux + Sg.f., (5.18)
and fulfills Q2 = Lv+Ga0 . Here v is the Reeb vector field which generates an isometry on
M , and Ga0 is a gauge transformation generated by the constant field a0. The path integral
over all fields A,Ψ, α, σ,D, c, c¯, b, a0, a¯0, c¯0, b0, c0 with the action S˜ gives the same result
as the path integral over the gauge field with the Chern-Simons action alone, restricted
to the gauge fixing surface d†A = 0. By a series of redefinitions of our fields, the Q
transformations can be put in the form (5.17), and hence we can apply the localization
procedure as explained in section 2.1. The group which we use to localize is given by
H = G× U(1). (5.19)
The localization locus is determined by looking at the fixed points of the Q action. For the
physical fields, we determined the fixed point in (3.6), and this locus remains the same in
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the gauge fixed theory, with the additional constraint that the zero mode of Φ is identified
with a0, as can be seen from (5.13)
4.
6 Calculation of the partition function
We will now calculate the partition function whenM is a Seifert homology sphere, focusing
on the contribution which arise from the point in the space determined by (3.6) which
corresponds to the trivial connection. The solution to the equations in (3.6) then reads
A = 0
constant = σ = −D ≡ φ,
(6.1)
where we denoted the zero mode of σ (and hence Φ in this case) by φ. For a Seifert homol-
ogy sphere, the trivial connection is an isolated point, and the path integral (5.15) is given
by the analog of the right hand side of (2.4), together with the residual integration over φ.
Since we are on a supermanifold, the determinant 1√
det L
in the expression (2.4) should be
understood as a superdeterminant. It is the determinant of the operator La0 = Lv+[a0, ],
with respect to the action on the tangent space of the space of fields. Therefore, it is a
function of a0. Using the constraint a0 = φ, the determinant
1√
det L
becomes a function
of φ, and from now on we will denote it by h(φ).
We will now evaluate the action (3.2) on the solution (6.1). Using equations (4.5) and
(4.7), we get
k
4π
∫
M
κ ∧ dκ Tr(φ2) = 1
2ǫ
(
d
P
)
Tr(φ2), (6.2)
where we have defined
ǫ ≡ 2π
k
. (6.3)
Putting all the pieces together, we find that the contribution to the path integral (5.15)
which comes from the point corresponding to the trivial connection will be given by the
Z{0} =
1
Vol(G)
∫
g
[dφ] exp
[
i
2ǫ
(
d
P
)
Tr
(
φ2
)]
h(φ). (6.4)
We can further simplify the above formula by exploiting the gauge invariance of the inte-
grand to reduce the integral over the Lie algebra g to an integral over the Cartan subalgebra
4In order to make this identification we should integrate the zero mode of σ over the imaginary axis,
so that the zero mode of Φ becomes purely real, see equation (3.7).
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t. This can be done using the Weyl integral formula, which states∫
g
[dφ]f(φ) =
1
|W |
Vol(G)
Vol(T )
∫
t
[dφ]
∏
β>0
〈β, φ〉2 f(φ) (6.5)
for a function f which is invariant under the adjoint action of g. Above, |W | is the order of
the Weyl group of G, T is the maximal torus of G and β denotes the roots of g. Therefore,
our integral (6.4) can be written
Z =
1
|W |
1
Vol(T )
∫
t
[dφ]
∏
β>0
〈β, φ〉2 exp
[
i
2ǫ
(
d
P
)
Tr
(
φ2
)]
h(φ). (6.6)
We now turn to the computation of h(φ). As we will see, the calculation of h(φ) is quite
analogous the ones performed in [8] and [9].
Firstly, there is a possibility of a non-trivial phase, and we write
h(φ) = e−
ipi
2
η |h(φ)| . (6.7)
Here η represents the phase of h(φ), which needs to be regularized. This phase will give
rise to the shift in the Chern-Simons level, and it occurs since the operator iLφ has both
positive and negative eigenvalues. Schematically it can be written as:
η =
1
2
∑
λ
sign(λ), (6.8)
where λ are the eigenvalues of iLφ. The above expression is not well defined as it stands,
and we will define a regularized version of it when we consider the technical details of the
computation in appendix B. For now, we focus on the absolute value of h(φ).
The fields which are coordinates on the supermanifold M are given by
Bosonic : {A, a¯0, b0} Fermionic : {α, c, c¯}. (6.9)
Let A denote the subspace of M which contains the gauge field A. The tangent space to
A at any point A0 ∈ A is isomorphic to the space of one-forms with values in g:
TA0A = Ω1(M, g). (6.10)
The tangent spaces at points in the subspace ofM determined by the other fields are also
given by a space of differential forms, with the difference that for a¯0 and b0 it is the space
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of harmonic zero-forms, whereas for α, c, c¯ it is the space of zero-forms. The determinant
h(φ) is therefore given by
h(φ) =
√
detΩ0(M,g) Lφ
detΩ1(M,g) Lφ
· detΩ0(M,g) Lφ
detH0(M,g) Lφ
· detΩ0(M,g) Lφ
detH0(M,g) Lφ
, (6.11)
where H0(M, g) denotes the space of harmonic zero-forms with values in g. Since a one-
form in three dimensions carries almost the same amount of degrees of freedom as three
zero-forms, there is a huge cancelation between the above determinants; the final result will
basically depend on the difference of zero-modes of differential forms of different degrees.
To start with, the space of one-forms can be decomposed using the contact structure κ
into forms along κ and the horizontal ones:
Ω1(M, g) = Ω1κ(M, g)⊕ Ω1H(M, g). (6.12)
A one-form τ can therefore be decomposed as
τ = κτ0 + τH , ivτH = 0, (6.13)
where τ0 is a zero-form. Since the operator Lφ respects this decomposition, the determinant
on the space of one-forms can be written
detΩ1(M,g)Lφ = detΩ0(M,g)Lφ · detΩ1
H
(M,g)Lφ, (6.14)
where the first factor is the determinant of the action on τ0 ∈ Ω0(M, g) and the second
one for τH ∈ Ω1H(M, g). Writing the determinant on the space of one-forms in this way,
we can cancel out one factor in the numerator:
h(φ) =
√
1
detΩ1
H
(M,g) Lφ
· detΩ0(M,g) Lφ
detH0(M,g) Lφ
· detΩ0(M,g) Lφ
detH0(M,g) Lφ
. (6.15)
Following the discussion in [8], we can Fourier expand horizontal forms into eigenmodes
of the operator Lv:
ξ =
∞∑
t=−∞
ξt, ξ ∈ Ω•H(M, g), Lvξt = 2πit · ξt. (6.16)
The geometrical interpretation of ξt is the following. If L denotes the line bundle over Σ
which describes the Seifert manifold M , ξt can be thought of as sections of powers of t of
L. Using the Fourier expansion, the spaces of zero-forms and horizontal one-forms can be
decomposed into eigenspaces of Lv in the following way:
Ω1H(M, g) =
⊕
t6=0
Ω1(Σ,Lt ⊗ g)
⊕
Ω1(Σ, g)
Ω0(M, g) =
⊕
t6=0
Ω0(Σ,Lt ⊗ g)
⊕
Ω0(Σ, g),
(6.17)
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where we have written the space which carries the trivial representation by itself. Using
this decomposition, we find the determinant to be(∏
t6=0
det
[
(2πit + [φ, ])|g
]χ(Lt))
· det ([φ, ])
χ(Σ)
2
−dimH0(M)
|g . (6.18)
Here, the Euler character χ(Lt) is due to the different amount of zero modes in the differ-
ent spaces, and the remaning determinant is over the Lie algebra g. The last factor is one,
since Σ has genus zero. This factor is due to the the determinant arising from the constant
ghosts a¯0, b0 and the determinant coming from the space of trivial U(1) representations of
the other fields.
We will now compute the determinant for the action on g. All fields transform in the
adjoint representation of the gauge group, and φ lies in the Cartan subalgebra of g. We
can decompose g into root spaces:
g =
⊕
β
gβ, (6.19)
where β denote the roots (we include the roots that are zero). The eigenvalues of [φ, ]
acting on gβ are given by i〈β, φ〉, where 〈 , 〉 denotes the pairing between g and g∗. We
therefore find the determinant to be
det (2πit+ [φ, ]) =
∏
β
(2πit + i〈β, φ〉) = (2πit)∆G
∏
β>0
(
1−
(〈β, φ〉
2πt
)2)
. (6.20)
In the above formula, ∆G is the dimension of G, and we have used the fact that each
non-zero root β comes in a pair together with −β. Using (6.18) and (6.20), we find
h(φ) = e−
ipi
2
η
∏
t>0
∣∣∣∣∣(2πt)∆G
∏
β>0
(
1−
(〈β, φ〉
2πt
)2)∣∣∣∣∣
χ(Lt)+χ(L−t)
. (6.21)
At this point, our calculation has merged completely with the one in [8]. The above ex-
pression is the one found in equation (5.50) there. Since the steps taken from now on will
be identical to the ones in [8], we will simply quote their result below. For completeness,
we review the main points in the calculation in appendix B. In that appendix we will also
compute the phase of h(φ). Again, the original derivation of the phase is found in section
5 in [8], together with appendix C in [12]. The phase factor can be computed since we
know the eigenvalues of the operator Lφ, and it generates the famous shift k → k + cˇg of
the Chern-Simons level k. cˇg is the dual Coxeter number of g.
21
The result we eventually obtain in appendix B is
h(φ) = exp
(
−iπ
2
η0(0)
)
× exp
[
icˇg
4π
(
d
P
)
Tr (φ)2
]
× 1
P∆T /2
∏
β>0
〈β, φ〉−2
[
2 sin
(〈β, φ〉
2
)]2−N N∏
j=1
[
2 sin
(〈β, φ〉
2aj
)]
.
(6.22)
Here, ∆T is the dimension of the maximal torus T of G. The first two factors arise from
the computation of the phase. η0(0) is the part which is independent of φ, given by
η0(0) = −∆G
6
· d
P
+ 2∆G
N∑
j=1
s(bj , aj). (6.23)
The sum appearing above is the Dedekind sum, defined by
s(b, a) =
1
4a
a−1∑
l=1
cot
(
πl
a
)
cot
(
πlb
a
)
. (6.24)
Plugging in this expression for h(φ) in (6.6), we find the final answer
Z{0} = exp
(
−iπ
2
η0(0)
)
· 1
P∆T /2
1
|W |
1
Vol(T )
×
×
∫
t
[dφ] exp
[
i
2ǫr
(
d
P
)
Tr
(
φ2
)]∏
β>0
[
2 sin
(〈β, φ〉
2
)]2−N N∏
j=1
[
2 sin
(〈β, φ〉
2aj
)]
.
(6.25)
Here, we have introduced the renormalized coupling constant ǫr:
ǫr =
2π
k + cˇg
. (6.26)
This is the same expression for the contribution of the trivial connection to the partition
function on a Seifert homology sphere that was originally found in [7], as a generalization
of the results obtained in [6]. There it was found from working backwards of a complicated
formula derived using the relation between Chern-Simons theory and two dimensional con-
formal field theory. It was later derived in a path integral computation using non-abelian
localization in [8], and here we have derived it starting from the N = 2 supersymmetric
version of Chern-Simons theory.
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7 Wilson Loops
As mentioned in section 2.1, we can include operators O in the path integral, and compute
their expectation value exactly, as long as QO = 0, where Q is the odd operator defined
in (5.9). A natural set of operators in Chern-Simons theory are Wilson loops, which are
specified by a curve in M and a representation of the gauge group G. The following
Wilson loop along the fiber direction of the Seifert manifold fulfills the requirement of
being Q-closed:
WR = TrRP exp
(
−
∮
κ (ivA− iσ)
)
= TrRP exp
(∮
κΦ
)
, (7.1)
as one can easily check using the definition (5.9) of Q. R denotes some representation of
G, P denotes path ordering and we have written the operator both in terms of the original
fields A, σ and after we have made the change of variables σ → Φ, see equation (3.7). From
the first expression, we see that this is a generalization of the Wilson loops considered in [1].
We now want to calculate the expectation value of this Wilson loop, that is computing
the path integral
Z(k;R) =
1
vol(G)
∫
DX WR eiS. (7.2)
For clarity, the path integral is written before the gauge fixing, X denotes all physical
fields and S is the action in (3.2). The calculation of Z(k;R) is straightforward once we
have computed the partition function. For example, if we consider the analogous situation
as in section 6, namely the case of a Seifert homology sphere and localization at the trivial
connection, we find without effort that the expectation value of the above defined Wilson
loop in the fiber direction is given by
Z(k;R){0} = exp
(
−iπ
2
η0(0)
)
· 1
P∆T /2
1
|W |
1
Vol(T )
×
×
∫
t
[dφ]TrR exp (φ) exp
[
i
2ǫr
(
d
P
)
Tr
(
φ2
)]∏
β>0
[
2 sin
(〈β, φ〉
2
)]2−N N∏
j=1
[
2 sin
(〈β, φ〉
2aj
)]
,
(7.3)
where we have reused the result (6.25), evaluated (7.1) on the solution (6.1), used that∮
κ = 1.
Of course, we know from [5] that expectation values of Wilson loops in Chern-Simons
theory of the form
Z(k;R) =
1
vol(G)
∫
DA TrRP exp
(
−
∮
κivA
)
eikSCS (7.4)
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give knot invariants. As seen from the action in (3.2), the field σ can be integrated out
even in the presence of the Wilson loop (7.1) by performing the integral over the other
auxiliary scalar D. Therefore the integral in (7.2) gives the same result as the integral
(7.4). Moreover, perhaps somewhat surprisingly, as described in section 7 in [12], Wilson
loops in the fiber direction of a Seifert manifold can actually give interesting knot invari-
ants. For example, S3 has many different descriptions as a Seifert fibration, not only the
most well known one, that of a Hopf fibration. In the latter case, an expectation value of
a Wilson loop in the fiber direction gives the unknot on S3. This is the case considered in
[1]. If we use a different description of S3 as a Seifert manifold, also torus knots can be
captured by these Wilson loops, see section 7 in [12] for details.
In the approach taken here, we can consider the same type of Wilson loops as in [12],
and our result (7.3) in the case of a Seifert homology sphere agrees exactly with the one
computed in [12], equation (7.162) there.
8 Chern-Simons theory on Seifert manifolds as a Co-
homological TFT
An interesting aspect of the approach taken to Chern-Simons theory in this paper is the
following. We know that the theory eventually localize to the space of solutions of the
equations (3.6), namely flat connections. There are in general two types of flat connections,
reducible and irreducible. A connection is called reducible if there are non-trivial gauge
transformations that fixes the connection. Otherwise the connection is called irreducible.
For the case of irreducible flat connections, the only solution to the equations involving
the auxiliary fields is that they vanish. Hence, the partition function, for a smooth com-
ponent F of the moduli space of irreducible flat connections, can be written as an integral
of an equivariant Euler class of the normal bundle to F . Normally, Chern-Simons theory
is considered as a topological field theory (TFT) of Schwarz type, as opposed to TFT’s of
Witten or Cohomological type. Cohomological type TFT’s are constructed by specifying
a set of fields, a set of equations and a set of symmetries, and the correlation functions of
the theory constructed from this data compute intersection numbers on the moduli space
of solutions to the equations modulo the symmetries. See for example [25] for a review.
Since we have a set of equations to which the theory localizes, one would therefore guess
that Chern-Simons theory on Seifert manifolds can be constructed in the same way as in
this traditional approach to Cohomological TFT’s.
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Actually, in [13] this approach to Chern-Simons theory on Σ × S1, where Σ is a Rie-
mann surface, is taken. In that paper, a whole class of theories in different dimensions are
constructed by specifying a set of fields, a set of equations and a set of symmetries. Then a
transformation Q is constructed in the standard way, used to impose the equations in the
theory. More precisely, they start with a Cohomological TFT on some D dimensional man-
ifold, and then they attach a circle to obtain a D + 1 dimensional theory. The symmetry
in the D dimensional theory is gauge symmetry, whereas in the D+1 dimensional theory
the symmetry in question becomes gauge symmetry together with a U(1) symmetry which
corresponds to rotations along the circle. In three dimensions, they end up with a theory
defined on the manifold Σ× S1, where Σ is a Riemann surface. The monopole equations
(corresponding to the first two equations in (3.6)) are chosen as the equations. Then some
additional fields together with a transformation Q are introduced in the canonical way
to impose these equations in the theory. It is then shown that the Chern-Simons action
(together with some additional fields) is a good observable, good in the sense that it is Q-
closed. It is then mentioned (but not shown in detail) that the correlation function of this
observable actually is identical to the partition function of pure Chern-Simons theory on
Σ×S1; that is, all fields except the gauge field can be considered as auxiliary in this case.
It is also mentioned that the field content in this special case is the same as that of (par-
tially twisted) N = 1 supersymmetric Yang-Mills in four dimensions, and the evaluation of
the correlation function with the Chern-Simons action as an observable yields the known
formula for the partition function of Chern-Simons theory on a manifold of the type Σ×S1.
The situation we arrive at for Chern-Simons theory on Seifert manifolds is precisely anal-
ogous to the one in [13]. The field content is the same, since we originally started with the
four dimensional N = 1 gauge multiplet. As already mentioned, the equations we impose,
(3.6), are the same. With the change of variable D˜ = −κ∧ F
κ∧dκ +
i
2
(σ +D), the transforma-
tions (3.3) above are exactly the ones in [13], given by equation (3.11) there. The vector
field v here corresponds to ∂
∂t
there, where t is the coordinate along S1. Moreover, the
action we consider in this paper, given in (3.2), is (with the change of variable D → D˜)
the same as the one which is shown to be a good observable in [13], given by equation
(4.4) there. (The extra terms in our action compared to the one in [13] is due to the fact
that dt is not a contact structure, but it corresponds to κ here. Since dκ 6= 0, as opposed
to d(dt) = 0, we need a few extra terms in our action to obtain Q invariance.) Also the
Wilson loops which we consider, equation (7.1), are the same as the ones in [13], equation
(4.2) there.
Given the above, it would be interesting to see how the construction of the Cohomological
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TFT’s in [13] changes when non-trivial S1 fibrations are considered.
9 Summary and discussion
In this article we have studied path integral localization of Chern-Simons theory. The
main result is the introduction of the auxiliary fields and odd symmetries in (3.3). These
transformations can be defined on any compact, orientable three manifoldM with a choice
of contact structure. The operator generating the symmetry has a natural interpretation
as an equivariant differential on the space of fields and, when M is a Seifert manifold,
we have shown that the symmetry can be used to reduce the calculation of the partition
function to an integral over the moduli space of flat connections together with an integral
over an auxiliary covariantly constant scalar field. This framework is a generalization of
the one introduced by Kapustin, Willett and Yaakov in [1], and it is obtained via a variant
of topological twisting. We have also discussed the incorporation of Wilson loops along
the fiber direction of the Seifert manifold, and shown how to compute their expectation
values exactly within this framework.
As for explicit calculations, we have focused our attention to the contribution to the
partition function and expectation values of Wilson loops arising from a point in the
space of flat connections corresponding to an isolated, trivial connection. We have found
complete agreement with the results obtained by other methods, for example the method
of non-abelian localization in [8, 12]. The framework presented here is not restricted to
this case, and can be applied in more general situations. In the general case, the gauge
fixing in section 5 should be done with a non-trivial background connection. We must
also know the value of the Chern-Simons action for a non-trivial flat connection, which
for many cases can be found in [26] or from references therein.
The main difference between this work and [1], apart from the topological twisting, is
the following. The supersymmetry used in [1] squares to zero, whereas the symmetry we
use here squares to a symmetry of the theory. This aspect simplifies the calculation of the
one-loop determinants appearing in the localization calculation. For example, the phase
of the determinant was not computed in [1], whereas here it can be computed.
The perhaps most interesting aspect of this approach to Chern-Simons theory is the rela-
tion to the standard approach to Cohomological TFT’s. As we have shown in section 8,
there is a clear relation between the approach taken here and the one taken by Baulieu,
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Losev and Nekrasov in [13], where Chern-Simons theory on Σ × S1 is handled as a Co-
homological TFT. It would be interesting to investigate further Chern-Simons theory on
Seifert manifolds from this perspective.
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A The topological twist
In this appendix, we will derive the action (3.2) and transformations (3.3) starting from the
supersymmetry transformations (2.7) and the supersymmetric action (2.8). The easiest
way to do this is to introduce a metric on the manifold M on which the theory is defined,
even though the final result holds on any compact, orientable three manifold without a
choice of metric, as can be easily checked. In the derivation, we will need to use a few
structures which is present on contact manifolds, which we now describe.
A.1 More basic facts about contact manifolds
In order to twist the theory, we have to temporarily choose a metric on M . With the
metric, we can define a Hodge star operator ∗. On a three dimensional contact manifold
we can always choose a metric that fulfills
∗ 1 = κ ∧ dκ, ∗κ = dκ. (A.1)
Given the contact structure, we can separate differential forms on M into those along κ,
and those which are horizontal:
Ω• = Ω•κ ⊕ Ω•H . (A.2)
Moreover, let us define an operator J which will be important in the topological twist
performed in the next subsection. It acts on differential forms and is given by:
J = −iv ∗ . (A.3)
When acting on horizontal one-forms, J fulfills J2 = −1 and therefore defines a complex
structure on Ω1H . Using the complex structure J , we can define projectors
P± =
1
2
(1∓ i J) . (A.4)
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We can now further decompose Ω1H into ±i eigenspaces of P±:
Ω1H = Ω
(1,0)
H ⊕ Ω(0,1)H . (A.5)
A.2 The twist
The spinor ǫ used when localizing on S3, equation (2.10), defines a vector field vµ on M
through the relation
ǫ†γµǫ = vµ. (A.6)
It is noted in [1] that this vector field generates the fiber of the Hopf fibration of S3. This
vector field is therefore the Reeb vector field in the case of S3. We will use this observation
in order to define auxiliary fields and odd transformations using differential forms instead
of spinors.
It turns out that for our considerations, it is better to choose a slightly different supersym-
metry as a starting point, as compared to the one used in [1]. We use the transformations
(2.8) with spinors defined by
∇µǫ = i
2
γµǫ, ǫ
†ǫ = 1
η = ǫ.
(A.7)
In order to perform the twist, consider an odd, Lie algebra valued one-form ρ ∈ Ω1κ(M, g)⊕
Ω
(1,0)
H (M, g) together with its complex conjugate ρ¯ ∈ Ω1κ(M, g) ⊕ Ω(0,1)H (M, g). We can
decompose these one-forms as
ρ = κρ0 + ρ(1,0), ρ¯ = κρ¯0 + ρ(0,1). (A.8)
The odd one-forms ρ(1,0) and ρ(0,1) by definition fulfill the following relations
ivρ(1,0) = ivρ(0,1) = 0,
P+ρ(1,0) = ρ(1,0), P−ρ(1,0) = 0, P+ρ(0,1) = 0, P−ρ(0,1) = ρ(0,1),
(A.9)
where v is the vector field dual to κ, and P± are the projectors defined in (A.4).
Let now ρ and ρ¯ be defined in terms of the spinors λ and λ† appearing in the N = 2
supersymmetric Chern-Simons theory:
λ = γµǫρµ, λ
† = ǫ†γµρ¯µ. (A.10)
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ǫ is the spinor fulfilling the relations (A.7). We now use the fact that the Pauli matrices
γµ fulfill the relation
γµγν = δµν + iǫµνργ
ρ, (A.11)
and that the contact structure fulfills
ivκ = 1, ivdκ = 0. (A.12)
These two relations, together with equations (A.7), (A.3), (A.6), (A.9) allows us to solve
for ρ0, ρ¯0, ρ(1,0), ρ(0,1) in (A.10):
ρ0 = ǫ
†λ, ρ¯0 = λ†ǫ, ρ(1,0) = − i
2
Jǫ†γλ, ρ(0,1) =
i
2
Jλ†γǫ. (A.13)
Written in the new variables ρ0, ρ¯0, ρ(1,0), ρ(0,1), the transformations (2.8) for the super-
symmetric Chern-Simons theory become
δA =
i
2
(
κρ¯0 + 2ρ(0,1)
)
+
i
2
(
κρ0 + 2ρ(1,0)
)
δσ =
1
2
ρ¯0 +
1
2
ρ0
δD = iLAv ρ¯0 + 2
1
κ ∧ dκ
(
κ ∧ dAρ(0,1)
)
+
1
2
ρ¯0 − [ρ¯0, σ]
− iLAv ρ0 + 2
1
κ ∧ dκ
(
κ ∧ dAρ(1,0)
)
+
1
2
ρ0 + [ρ0, σ]
δρ0 = i
1
κ ∧ dκ (κ ∧ F ) +
1
2
(σ +D)− i LAv σ
δρ¯0 = −i 1
κ ∧ dκ (κ ∧ F )−
1
2
(σ +D)− i LAv σ
δρ(1,0) = −P+ (ivF + J dAσ)
δρ(0,1) = −P− (ivF − J dAσ) .
(A.14)
Let us now introduce the odd one-form Ψ ∈ Ω1(M, g) and the odd zero-form α ∈ Ω0(M, g),
defined as
Ψ =
i
2
κ (ρ0 + ρ¯0) + i
(
ρ(1,0) + ρ(0,1)
)
α =
i
2
(ρ0 − ρ¯0) .
(A.15)
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In terms of Ψ and α, the transformations (A.14) reduce to5
δA = Ψ
δΨ = ivF + idAσ
δα = − κ ∧ F
κ ∧ dκ +
i
2
(σ +D)
δσ = −i ivΨ
δD = −2iLAv α− 2[σ, α]− 2i
κ ∧ dAΨ
κ ∧ dκ + i ivΨ
(A.16)
and the action (2.7) becomes
S =
k
4π
∫
M
Tr
(
A ∧ dA+ 2
3
A ∧A ∧A− κ ∧Ψ ∧Ψ− 2dκ ∧Ψα+ κ ∧ dκ Dσ
)
. (A.17)
It is straightforward to verify that the transformation δ in (A.16) squares to a translation
along the Reeb vector field plus a gauge transformation with parameter Φ = iσ − ivA
using only properties which any contact structure has.
B Details of computation of the determinant
In this appendix we will show the main steps in simplifying the expression in equation
(6.21), which we reproduce here:
h(φ) = e−
ipi
2
η
∏
t>0
∣∣∣∣∣(2πt)∆G
∏
β>0
(
1−
(〈β, φ〉
2πt
)2)∣∣∣∣∣
χ(Lt)+χ(L−t)
. (B.1)
The same calculation is performed in [8], which we will closely follow. The Riemann
zeta-function ζ(s) will play an important role in the computations below. It is defined by
ζ(s) =
∑
t>0
1
ts
. (B.2)
Here s is a complex parameter. When the real part of s is greater than one the sum
converges and for other values of s ζ(s) is defined by analytic continuation. The properties
of ζ(s) that we will need are
ζ(0) = −1
2
ζ(−1) = − 1
12
ζ ′(0) = −1
2
ln(2π)
(B.3)
5In the final form of the auxiliary transformations presented below we have also rearranged a few
factors of i, as compared to (A.14).
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and that it behaves as
ζ(s+ 1) =
1
s
+ γ0 + sγ1 . . . (B.4)
as s approaches zero. We will also need the Hurwitz zeta function ζ(s, a), defined by
ζ(s, a) =
∞∑
m=0
1
(m+ a)s
. (B.5)
Here a is a real parameter in the interval 0 < a ≤ 1, and s is as above a complex variable.
The property of ζ(s, a) that we will need is
ζ(0, a) =
1
2
− a. (B.6)
B.1 Calculation of the absolute value
The first thing to do is to simplify the exponent in (B.1). If deg(L) = n, then the
Riemann-Roch theorem tells us that
χ(L) = n + 1− g, (B.7)
where g is the genus of the Riemann surface. Similarly, for Lt we have
χ(Lt) = deg(Lt) + 1− g. (B.8)
Using the above relation and remembering that g = 0 in our case we find
χ(Lt) + χ(L−t) = deg(Lt) + deg(L−t) + 2. (B.9)
Since we are working on an orbifold line bundle, the degree is not multiplicative, so the
above expression is not just 2. Instead, it is shown in a few steps in [8] that
χ(Lt) + χ(L−t) = 2−N +
N∑
j=1
ϕaj (t). (B.10)
Here ϕaj (t) is a function which takes the value 1 if aj divides t, and zero otherwise:
ϕaj (t) =
1 if aj|t
0 otherwise
. (B.11)
For any function f(t), the following identity holds:
∏
t>0
f(t)ϕaj (t) =
∏
t>0
f(aj · t). (B.12)
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Using (B.10) and (B.12), we find
h(φ) = e−
ipi
2
η
∏
t>0
∣∣∣∣∣(2πt)∆G
∏
β>0
(
1−
(〈β, φ〉
2πt
)2)∣∣∣∣∣
2−N+∑Nj=1 ϕaj (t)
= e−
ipi
2
ηf(φ)2 ·
N∏
j=1
∣∣∣∣faj (φ)f(φ)
∣∣∣∣
(B.13)
where
f(φ) =
∏
t>0
[
(2πt)∆G
∏
β>0
(
1−
(〈β, φ〉
2πt
)2)]
faj (φ) =
∏
t>0
[
(2πt · aj)∆G
∏
β>0
(
1−
( 〈β, φ〉
2πt · aj
)2)]
.
(B.14)
We now use the identity
sin(x)
x
=
∏
t>0
(
1−
( x
πt
)2)
(B.15)
together with ζ(s) to evaluate the products over t in (B.14):
f(φ) =
∏
t>0
(2π)∆G ·
∏
t>0
t∆G ·
∏
t>0
[∏
β>0
(
1−
(〈β, φ〉
2πt
)2)]
= (2π)−∆G/2 · (2π)∆G/2 ·
∏
β>0
2
〈β, φ〉 sin
(〈β, φ〉
2
)
=
∏
β>0
2
〈β, φ〉 sin
(〈β, φ〉
2
)
faj (φ) =
∏
t>0
(2π · aj)∆G ·
∏
t>0
t∆G ·
[∏
β>0
(
1−
( 〈β, φ〉
2πt · aj
)2)]
= (2π · aj)−∆G/2 · (2π)∆G/2 ·
∏
β>0
2 · aj
〈β, φ〉 sin
(〈β, φ〉
2 · aj
)
= a
−∆T /2
j ·
∏
β>0
2
〈β, φ〉 sin
(〈β, φ〉
2 · aj
)
.
(B.16)
Above, we have used that ζ(0) = −1
2
and ζ ′(0) = −1
2
ln(2π), and ∆T = dim T. Plugging
(B.16) into (B.13), we find
h(φ) = e−
ipi
2
η · 1
P∆T /2
·
∏
β>0
〈β, φ〉−2
∣∣∣∣2 sin
(〈β, φ〉
2
)∣∣∣∣
2−N
·
N∏
j=1
∣∣∣∣2 sin
(〈β, φ〉
2 · aj
)∣∣∣∣, (B.17)
where P =
∏N
j=1 aj .
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B.2 Calculation of the phase
A regularized version of η in (6.8) is given by
ηφ(s) =
∞∑
t=−∞
∑
β
χ(Lt)sign(λ(t, β)) |λ(t, β)|−s
λ(t, β) = 2πt+ 〈β, φ〉.
(B.18)
In the above formula, the multiplicities eigenvalues are taken into account by the Euler
character χ(Lt), and λ(t, β) are the eigenvalues of our operator iLv+i[φ, ]. The eigenvalue
λ(t, β) = 0 is not included in the sum. We want to compute η ≡ ηφ(0). It turns out to be
convenient to split ηφ(s) in order to isolate the φ-independent part:
δηφ(s) = ηφ(s)− η0(s), (B.19)
where η0(s) is defined by
η0(s) =
∑
t6=0
∑
β
χ(Lt)sign(2πt) |2πt|−s. (B.20)
We start with this quantity. It can be rewritten as
η0(s) =
∑
t>0
∑
β
χ(Lt)− χ(L−t)
(2πt)s
. (B.21)
Using equation (B.8), we find
χ(Lt)− χ(L−t) = deg(Lt)− deg(L−t). (B.22)
Again, to evaluate this quantity takes some work. All the details can be found in the
appendix of [12], and the final answer is
χ(Lt)− χ(L−t) = 2t · d
P
− 2
N∑
j=1
((
tbj
aj
))
(B.23)
where
((x)) =
{x} − 1
2
if x ∈ R− Z
0 if x ∈ Z . (B.24)
{x} denotes the element in the interval [0, 1) such that x − {x} ∈ Z. We notice that
((x+ 1)) = ((x)) and hence we have((
tbj
aj
))
=
((
(t+maj)bj
aj
))
, m ∈ Z, (B.25)
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which we will use later. Now, plugging in (B.23) in (B.21) we get
η0(s) =
2∆G
(2π)s
· d
P
ζ(s− 1)− 2∆G
(2π)s
·
N∑
j=1
∑
t>0
1
ts
((
tbj
aj
))
. (B.26)
Above, we have identified the Riemann zeta-function in the first term, and the factor ∆G
comes from the sum over β. The last term can be rewritten as
∑
t>0
1
ts
((
tbj
aj
))
=
aj∑
l=1
∞∑
m=0
1
(l +maj)s
((
(l +maj)bj
aj
))
=
aj∑
l=1
((
lbj
aj
))
1
asj
ζ(s,
l
aj
).
(B.27)
In the last step we have used (B.25) and identified the Hurwitz zeta-function. Using this
in (B.26), plugging in the values ζ(−1) = − 1
12
and ζ(0, l
aj
) = 1
2
− l
aj
= −
((
l
aj
))
, we find
η0(0) = −∆G
6
· d
P
+ 2∆G ·
N∑
j=1
aj∑
l=1
((
lbj
aj
))((
l
aj
))
. (B.28)
One can show that the last term is nothing but the Dedekind sum, as defined in the main
text, so we finally get
η0(0) = −∆G
6
· d
P
+ 2∆G
N∑
j=1
s(bj , aj). (B.29)
As for δηφ(s), it can be written as
δηφ(s) = ηφ(s)− η0(s)
=
∑
t>0
∑
β>0
(
χ(Lt)− χ(L−t))( 1
(2πt+ 〈β, φ〉)s −
1
(2πt)s
)
+
∑
t>0
∑
β>0
(
χ(Lt)− χ(L−t))( 1
(2πt− 〈β, φ〉)s −
1
(2πt)s
)
+ χ(L0)
∑
β 6=0
sign(〈β, φ〉)|〈β, φ〉|−s.
(B.30)
Here we have without loss assumed that
0 <
〈β, φ〉
2π
< 1. (B.31)
The last term is zero since for every root β there is a corresponding root −β. If we expand
the above expression around s = 0, the first non-trivial term in the expansion will cancel
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between the two sums, the second term will add between the two sums, and higher order
terms will vanish in the s→ 0 limit. Plugging in (B.23) we find
δηφ(s) = 2 · d
P
· 1
(2π)s
∑
t>0
∑
β>0
s(s+ 1)
(〈β, φ〉
2π
)2
1
ts+1
+
∑
t>0
∑
β>0
s · O
(
1
ts+2
)
. (B.32)
To convince oneself that the second term in (B.23) will give no contribution in the limit
s → 0, one can follow the same steps as in the calculation of η0(s). In the first term, we
identify ζ(s+ 1), which nicely cancels out the factor of s at s = 0, and we get
δηφ(0) = 2 · d
P
∑
β>0
(〈β, φ〉
2π
)2
=
1
2π2
· d
P
∑
β>0
〈β, φ〉2 = − cˇg
2π2
· d
P
Tr(φ)2 (B.33)
where in the last step we have used the formula∑
β>0
〈β, φ〉2 = −cˇgTr(φ)2 (B.34)
which holds for any simply-laced group. Combing (B.21) and (B.34) we find the final form
of the phase of the determinant:
η = −∆G
6
· d
P
+ 2∆G
N∑
j=1
s(bj , aj)− cˇg
2π2
· d
P
Tr(φ)2. (B.35)
When combined with the absolute value of the determinant, the last term above gives rise
to the quantum shift k → k + cˇg of the Chern-Simons level.
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