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Abstract: 
 
We have studied the dependence on domain wall structure of the spin-transfer 
torque current density threshold for the onset of wall motion in curved, Gd-doped 
Ni80Fe20 nanowires with no artificial pinning potentials. For single vortex domain 
walls, both for 10% and 1% Gd doping concentrations, the threshold current density is 
inversely proportional to the wire width and significantly lower compared to the 
threshold current density measured for transverse domain walls. On the other hand for 
high Gd concentrations and large wire widths, double vortex domain walls are formed 
which require an increase in the threshold current density compared to single vortex 
domain walls at the same wire width. We suggest that this is due to the coupling of 
the vortex cores, which are of opposite chirality, and hence will be acted on by 
opposing forces arising through the spin-transfer torque effect.  
 2 
 Current-induced domain wall motion is being actively pursued as a basis for 
the operation of magnetic memory devices such as race-track memory [1] and 
magnetic logic [2]. The main difficulty stems from the large current densities required 
for the operation of such devices, which results in rapid degradation and eventual 
failure due to electromigration and accumulated damage from heating. As the domain 
wall is initially at rest the local pinning must be overcome in order for current-induced 
domain wall motion to be initiated. Two types of local pinning may be distinguished, 
intrinsic pinning arising from material properties alone such as hard axis anisotropy 
[3] and extrinsic pinning due to artificially created pinning potentials [4,5] or defects 
such as edge roughness [6,7]. Methods of reducing the threshold current density have 
been investigated, including resonant excitation of domain walls [8] in wires with no 
pinning potentials [9] as well as wires with artificial pinning potentials [10,11], and 
modification of material parameters by addition of dopant concentrations [12]. 
 
We have previously studied the threshold current density required for domain 
wall depinning from artificial pinning potentials, where the extrinsic pinning 
dominates the intrinsic pinning [4]. Here we study the opposite case where the sources 
of extrinsic pinning are minimized in order to characterize the dependence of the 
intrinsic pinning on domain wall structure and material parameters. This problem is 
addressed here for double vortex structures: coupled pairs of vortex domain walls 
where the motion of the vortex cores is interdependent. 
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 Smoothly curved L-shaped nanowires have been fabricated on highly resistive 
Si/SiO2 substrates using electron beam lithography with varying width from 2 μm 
down to 200 nm. The wires have pointed ends to suppress domain wall formation at 
either end. Gd doped Ni80Fe20 (Py) was sputtered from stoichiometric targets with 1 % 
and 10 % Gd concentration, 10 nm thick, and the wires were obtained using lift-off. A 
second electron beam lithography step was used to define the Ti (10 nm) / Au (50 nm) 
electrical leads as shown in the inset to Fig. 1(a), whilst the main contact pads were 
defined using optical lithography and sputtering of Ti (10 nm) / Au (120 nm). The 
current injection and voltage measurement configuration is also shown in the inset to 
Fig. 1(a). The current injection pads were connected to a voltage pulser using 
impedance matched probes, whilst the wire resistance was measured using a lock-in 
amplifier method. External magnetic fields were applied in the direction indicated in 
Fig. 1(b), slightly offset from the direction that bisects the wire corner. 
 
 A typical magneto-resistance (MR) response of a curved wire is shown in Fig. 
1(a) with the main magnetization configuration states labelled A through D on the 
positive-going field sweep (symmetrically equivalent states are to be found on the 
negative-going sweep). Micromagnetic simulations of these states, obtained using the 
OOMMF code [13], are shown in Fig. 1(b). In state A the magnetization in the wire is 
almost saturated by a large negative field across its width in the region between the 
voltage probes, resulting in a minimum resistance due to the anisotropic MR effect 
(AMR). Relaxing the magnetic field to zero results in domain wall formation in the 
curved section of the wire at zero field, state B, owing to the shape anisotropy of the 
wire which forces the magnetization to align along the length of the wire in opposite 
direction on either side of the curve. The resistance has risen due to AMR, as most of 
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the wire—all but for the domain wall—now has its magnetization lying parallel to the 
current path. The application of a positive magnetic field switches the wire into a 
single domain, state C, with the domain wall travelling through the right-hand side 
section of the wire under the action of the magnetic field. State C' is a snapshot of this 
process occurring. This results in a small but sharp increase in resistance due to the 
AMR effect as the wall is expelled, just before state C is achieved. A slight deviation 
of 5º from the perpendicular direction of the magnetic fields has been used, as shown 
in Fig. 1(a), to result in reproducible domain wall motion towards the right. A further 
sharp increase in resistance is observed just prior to obtaining state D, as the magnetic 
field is increased resulting in coherent magnetization rotation of the left section of the 
wire. This aligns the magnetic moments of that section more closely to the wire axis, 
and thus more parallel to the current flow, due to shape anisotropy, resulting in an 
overall increase in resistance due to AMR. For a large enough magnetic field the wire 
is saturated again and the resistance drops to the same value as for state A.  
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Figure 1 – (colour online) (a) Magnetoresistance for a curved wire (200 nm wide, 
Py99Gd1) and (b) micromagnetic simulations showing the magnetization switching 
steps. In the inset of (a) the electrical contact configuration is shown. State A is at 
saturation, state B at zero field with a domain wall formed, state C is the single 
domain state after the domain wall is expelled out of the right arm, with C’ occurring 
during this process, and state D is obtained after coherent rotation of magnetization in 
the left arm. The dotted and dashed lines indicate the switching fields for domain wall 
motion and coherent rotation respectively, which may easily be determined by AMR 
measurements. 
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 The variation in the two switching fields – domain wall motion for right arm 
switching and coherent magnetization rotation for left arm switching – is shown in 
Fig. 2 as a function of arm width for both Gd-doping concentrations. As expected, due 
to the decrease in arm width, both the domain wall motion and magnetization rotation 
switching fields increase [14]. On the other hand the switching fields are significantly 
reduced for the larger Gd concentration, owing to the reduction in net magnetic 
moments with Gd doping, which we have measured previously, as the switching field 
is dominated by the shape anisotropy [15], which is in turn proportional to the square 
of the magnetization. 
 
 
Figure 2 – (colour online) Switching fields measured by AMR as a function of arm 
width and Gd concentration. The lines are guides for the eye. 
 
The remanent domain wall structure (state B) was investigated by means of x-
ray magnetic circular dichroism photo-emission electron microscopy (PEEM) 
imaging with the I06 beamline at the Diamond Light Source synchrotron. Imaging 
was carried out at near zero field (less than 1 Oe), after saturation in 700 Oe. 
Circularly-polarized x-ray photons with energies corresponding to the Fe L3 and L2 
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absorption edges have been used. By obtaining two PEEM images with the x-ray 
beam angle with respect to the sample in orthogonal directions a vector map of the 
magnetization is obtained, as explained previously [10]. Images of the domain wall 
structures as a function of wire width and Gd concentration are shown in Fig. 3. For 
the 200 nm wire width we find transverse domain walls are formed, in agreement with 
previous calculations of the domain wall phase diagram in Py [16]. For the wider 
wires we observe single vortex domain wall formation, with the exception of the 1.5 
μm and 2 μm wide Py90Gd10 wires for which we observe a remarkable double vortex 
domain wall structure. The double vortex domain wall consists of two coupled vortex 
structures with opposite chiralities as shown in Fig. 3(c). As we have previously 
found, Gd doping of permalloy increases the out-of-plane anisotropy [15]. This results 
in lower energy cost of supporting a vortex core, which may explain the formation of 
double vortex domain walls for the larger Gd concentration. 
 
Figure 3 – (colour online) PEEM images of domain wall structure as a function of 
wire width and Gd concentration, (a) 1 % Gd concentration and (b) 10 % Gd 
concentration with the exception of the 200 nm wide wire which has 2.5 % Gd 
concentration. (c) and (d) PEEM vector maps of 2 μm and 1.5 μm wide Py90Gd10 
wires respectively, showing the detail of the double vortex wall structures. 
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 We next investigate the effect of domain wall structure and wire width on the 
threshold current density for current-induced domain wall motion. For these 
measurements we first form a domain wall between the voltage measurement leads by 
saturating with a large magnetic field (-700 Oe) and then setting the field to zero. 
Following domain wall formation a series of voltage pulses (~2000) of controlled 
height and fixed duration of 70 ns was injected between the outer current injection 
leads resulting in electron flow direction towards the right injection lead – see inset to 
Fig. 1(a). A large number of pulses with a short duration was chosen so as to 
minimize the risk of wire damage over repeated measurements due to excessive 
heating, whilst still having a sufficiently long time to completely remove the domain 
wall. We also performed measurements with longer current pulses (50 µs) and 
obtained the same values of threshold current. Following voltage pulse injection the 
depinning of domain walls from between voltage measurement leads was tested by 
measuring the MR response of the wires on returning to the negative starting field, as 
shown in Fig. 4. For small voltage pulse heights, where the domain wall remains 
between the voltage measurement leads, a smooth decrease in resistance is measured 
with increasing magnetic field intensity as the wire gradually reverses from state B to 
state A. For large enough voltage pulse heights to remove the domain wall from 
between the voltage measurement leads, generating state C, (in addition to a small 
initial increase in resistance due to the removal of the AMR contribution of the 
domain wall) a switching event is measured as the wire switches into state D at the 
magnetic field corresponding to magnetization rotation in the right arm, as shown in 
Fig. 4. We use the latter method to detect removal of the domain wall as it is more 
reliable than simply measuring the resistance at zero field following voltage pulse 
injection. 
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Figure 4 – (colour online) Domain wall movement detection method. If the DW 
remains in the corner of the wire it can smoothly return to a saturated state, whilst if it 
was ejected by the current pulse a new wall has to be created and annihilated to reach 
saturation, leading to a step-like feature in the magnetoresistance response.  
 
 The results are summarised in Fig. 5, showing the variation of threshold 
current density with arm width for the two different Gd concentrations. We group the 
DWs by their topology, as determined from the PEEM imaging. The threshold current 
densities for transverse walls are larger compared to those for vortex walls in 
agreement with previous reported work [17]. For vortex domain walls the threshold 
current density decreases as the arm width is increased for both Py99Gd1 and Py90Gd10. 
In the absence of pinning potentials, for large domain walls in the purely adiabatic 
limit where the spin transfer mechanism dominates as is the case here, i.e. domain 
wall width λ >> λF, where λF is the Fermi wavelength, the threshold current density jTH 
is determined by the hard axis anisotropy K according to [3]  
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where a is the lattice constant and S the magnitude of the localized spin. For 
transverse domain walls the threshold current is set by the hard axis in-plane 
anisotropy with the edge roughness contributing a further increase of the threshold 
current due to extra pinning [17]. For the 200 nm wide Py99Gd1 and Py90Gd10 wires, 
the contribution from edge roughness pinning is expected to be equal. Since for a 
planar wire the hard axis anisotropy is set by the shape anisotropy, the reduction in net 
magnetic moment for Py90Gd10 compared to Py99Gd1 [15] explains the lower 
threshold current measured for Py90Gd10.  
 
 
Figure 5 – (colour online) Threshold current density as a function of arm width and 
Gd concentration. Circles are for Py90Gd10 and squares for Py99Gd1. A fit using Eq. 2 
to the vortex domain walls for Py99Gd1 is also shown as the solid line. 
  
 
(Eq. 1) 
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For vortex domain walls, since the vortex core magnetization is perpendicular 
to the sample plane, the threshold current is set by the out-of-plane hard axis 
anisotropy [3]. We have previously measured an increase in the out-of-plane 
anisotropy field with Gd doping [15] leading to a decrease in the energy required to 
support a vortex core, resulting in lower threshold currents for Py90Gd10 vortex 
domain walls compared to Py99Gd1. As shown by Heyne et al. [18] the threshold 
current density required for continuous motion of a vortex wall is connected to the 
energy cost of creating a vortex-antivortex pair at the wire edges. Since α ≠ β, where α 
is the Gilbert damping and β is the non-adiabaticity parameter, as the vortex domain 
wall is displaced the vortex core attains a transverse displacement dependent on its 
polarity. As the vortex core reaches the wire edge a vortex-antivortex pair is nucleated 
with opposite polarity and the antivortex annihilates with the original vortex. This 
process leaves behind a single vortex core with reversed polarity which is now able to 
move towards the opposite wire edge as the whole vortex domain wall is displaced 
along the wire [18]. The energy cost of creating the vortex-antivortex pair depends on 
the out-of-plane anisotropy and results in an inverse dependence of threshold current 
density on wire width W according to [18]  
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where dv is the vortex core size (~10 nm). A further contribution to the threshold 
current density, termed j0, must be included in order to reproduce the results shown in 
Fig. 5 for vortex domain walls, as the measured threshold current densities do not 
approach zero as W increases. A fit using Eq. 2 to the results for vortex domain walls 
in Py99Gd1 is also shown in Fig. 5, where we obtain the value j0 = 3.2×10
11
 A/m
2
.  
(Eq. 2) 
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There are not enough data points in any one group to do a quantitative fit to the data 
for the Py99Gd10 samples, but the value of j0 does not seem to be very different for 
these nanowires from the overall trend in the data. The origin of this offset threshold 
current density is most likely to be the weak pinning resulting from edge roughness 
and magnetic non-uniformity which cannot be completely eliminated in real systems. 
Note that we obtain the same values of threshold currents when repeating the 
measurements with single voltage pulses of much longer duration of 70 μs, as the 
critical point which needs to be overcome to sustain continuous domain wall motion 
is the creation of the vortex-antivortex pair which requires the largest current density. 
Thus for the start-stop measurements using the shorter 70 ns pulses the domain wall 
will also be completely removed from between the voltage measurement pads 
provided the initial current density is large enough to overcome the threshold required 
for vortex-antivortex pair creation. We also note that the shorter 70 ns pulse duration 
is long enough to avoid the oscillatory dynamical effects observed at shorter pulse 
durations. [9] 
 
We now analyse the case of the double vortex domain walls present in the 1.5 
and 2 μm wide Py90Gd10 wires. In contrast to the Py99Gd1 wires, larger threshold 
currents are measured for the double vortex domain walls, roughly two times larger, 
as shown in Fig. 5. This stands in contrast to the dependence of domain wall 
propagation fields on wire width and Gd doping in Fig. 2, showing that extrinsic 
pinning due to edge roughness and magnetic non-uniformity cannot alone explain the 
results shown in Fig. 5. On the other hand, the mechanism of vortex-antivortex pair 
creation may be used to understand the larger threshold currents required to fully 
displace the double vortex domain walls. As for the single vortex domain walls, the 
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vortex cores undergo a transverse displacement towards the wire edges and reverse 
polarity following creation of vortex-antivortex pairs and annihilation with the 
original vortex cores. For the double vortex wall, effectively a system of two coupled 
vortices with opposite chiralities, the energy required to create two vortex-antivortex 
pairs is increased by at least a factor of two, resulting in an increase of the threshold 
current density. Note that we expect the threshold current density for two vortex 
domain walls sufficiently far apart to revert back to Eq. 2 as the motion of the two 
vortex cores becomes independent.  
 
 Finally we discuss the effect of non-adiabaticity. The non-adiabatic spin-
transfer torque is introduced into the Landau-Lifshitz-Gilbert equation as a second 
order modification to the purely adiabatic spin-transfer torque, and is directly 
proportional to the spin-flip scattering rate [6]. For steady-state domain wall motion, 
below Walker breakdown the domain wall velocity, v, is given by  /uv  where 
SB 2/ eMJPgu   with P being the current spin-polarization, J the current density 
and MS the saturation magnetization. Thus for a perfect wire and β > 0, steady domain 
wall movement may be sustained at arbitrarily small current densities. Thiaville et al. 
[6] have shown that if imperfections are introduced, a threshold current density is 
required for steady domain wall movement, which decreases as β is increased. We 
have previously shown that Gd doping of Py results in increased values of β [12] 
which in the present case should result in decreased threshold current density due to 
extrinsic pinning, namely j0. On the other hand the increase in β does not affect the 
threshold current density arising due to intrinsic pinning, namely jW.  
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In conclusion, by varying the wire width and Gd doping of Py we have studied 
the dependence of threshold current density on domain wall structure and material 
parameters. In all cases the threshold current density may be separated in two 
contributions, one arising from intrinsic pinning due to the hard axis anisotropy and 
the other from extrinsic pinning due to pinning potentials resulting from 
imperfections. The threshold current density arising from intrinsic pinning is inversely 
dependent on wire width for vortex domain walls and is more than doubled for 
systems of two coupled vortex walls. On the other hand the threshold current density 
arising from extrinsic pinning is independent of wire width and inversely proportional 
to the non-adiabaticity parameter.    
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