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This paper discusses the theoretical basis for the determination of the steady-state characteristics of a multi- 
enzyme network, given initial values for the enzyme and metabolite concentrations, and rate equations for each 
enzyme. The computation depends only to a small extent on integrating the rate equations, mainly on adjustment 
of the matrix of fluxes through each component of the system, until they are equal to each other within a pre- 
scribed tolerance limit. 
The program has been devised to be as flexible as possible to permit the user to investigate the effects of chang- 
ing the concentration or kinetic properties of an individual enzyme. Alternatively, the concentrations of enzymes 
required to maintain a given flux may be computed. The program will deal with a network of up to about 30 
enzymes. 
1. Introduction 
What follows is a brief outline of our attempts in 
Edinburgh [1,2] to implement aprogram capable of 
dealing with a variety of questions centred on the 
steady state properties of multi-enzyme networks. 
Our interest in a program specifically for the steady 
state is due to several reasons. Firstly that the experi- 
mental measurements donot deal with transients, the 
methodology being to observe the response of select- 
ed fluxes and metabolites, measured uring steady 
logarithmic growth of Neurospora, to the substitution 
of alternative nzymic forms. Secondly, since the 
steady state(s) of a network are, if they exist, inde 
pendent of the initial conditions, it becomes possible 
to define theoretical quantities of interest such as 
“sensitivity-coefficients” and “optimal allocation of 
enzyme”. Finally, it should be noted that programs 
dealing with the complete dynamic problem [3,4] are 
very time-consuming; byutilising the special proper- 
ties of the steady state we may hope to investigate a 
fruitful set of defined theoretical questions in the 
modest amount of computer time available in our 
environment. 
2. Theoretical 
Consider a multi-enzyme system consisting of N 
enzymes having concentrations Ei and n variable 
metabolic pools having concentrations Si; the ith 
enzyme carries at any instant a net-flux/unit volume, 
Fiy determined by a rate expression of the type 
Fi = Fi(E,; PiI, *.*, Pi** Sap Sb. SC, *.a) 3 (1) 
where Fi is an algebraic expression of the King- 
Altman form. The Pil, . . ..Pir are the r kinetic con- 
stants necessary to describe the behaviour of the ith 
enzyme Ei in the presence of metabolites S,, Sb, SC, . . . 
having strong interactions with it, this includes of 
course allosteric type interactions. Eq. (1) assumes 
enzymic intermediates tobe in a steady state. Under 
almost all circumstances q. (1) can be written as 
Fi = Ei [fi(Pil, ...,Pir, Sap Sb, Se, ***)I 5 
so that for fixed pool concentrations 
FiaEi. 
(19 
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The instantaneous rate of change of the ith pool is a 
linear sum of the fluxes connected to it, thus 
Most of the stoichiometric coefficients +i are of 
course equal to zero. The steady state solution of eq. 
(2) is Sj such that all Sj= 0, this solution will be cor- 
rect even though the King-Altman assumptions may 
distort the dynamics of the approach to Sj. In fact so 
long as we are interested only in the final steady-state 
solution we can alter eq. (2) so that we get to the 
same solution by completely altered “false dynamics”. 
An example of this is 
Sj = (Pi(Sr, . . ..SJ Z Lji Fi 3 (24 
where pj > 0 for all arguments. 
It is clear that if all $j are to be independent of 
each other and of the initial conditions S;, then we 
require that: 
i) There be more enzymes than pools, i.e., N>n 
ii) The rows in the matrix [+i] of eq. (2) be linearly 
independent. 
The following theory considers only the case where 
both these conditions are satisfied: 
i) is considered reasonable by Garfinkel (discussion 
at Summer School); 
ii) amounts to abolishing artificial situations, such as, 
for instance, the sum of ATP and ADP depending 
only on the initial conditions, and replacing them 
with a situation which allows the metabolites to 
move independently of each other. 
The 5 are functions of all parameters uch as Pik (the 
kth parameter belonging to enzyme i), Ei (the quan- 
tity of enzyme i), X, (the constant concentration of 
the Pth external metabolite), etc. The form of the 
function is unknown but the computer can be used to 
explore the dependence of 5 on the parameter values. 
We can observe the relative influence of different 
parameters on 3. around any point in parameter space 
by computing, or instance, f 
49; !F!$ 
i j I 
(3) 
the jth pool. Alternatively we can find 
which measures the influence of the kth parameter of 
the ith enzyme upon the jth pool. 
This can be extended to consider the influence of 
a parameter on any function of the ~j~of particular 
interest being the steady state fluxes Fl which are 
known functions of the q, thus 
6 = q(E[, PI1, . . . . Plr, s,, $,, SC, ...) 
and 
The interest in a quantity such as 
.‘. ’ 
is that if we 
evaluate it for all enzymes Eip i= 1, . . . . N, we can see 
which one, if any, has the major “rate-controlling” 
effect on the flux &. Quantities of the type CG we 
call sensitivity coefficients. 
3. Aims of program 
The aim of the program is to receive a set of rate 
equations (1) together with rules for combining them 
to form the rate of change of the pools (2), (1) and 
(2) being written in ordinary algebraic notation. 
The user should be able to manipulate parameters, 
enzyme quantities, external metabolites, initial condi- 
tions etc., and cause the steady-state solutions to be 
found, together with the sensitivity coefficient of any 
function of the steady state with respect to any para- 
meter, i.e., CG. 
A number of other features seem important and 
have been included, in particular the ability to switch 
on or off suitably defined alIosteric interactions, the 
ability to command a systematic exploration of para- 
meter space, the ability to easily alter the enzyme 
network and also to have available at any time a num- 
ber of alternative networks for different studies. 
which measured the intluence of the ith enzyme on 
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4. Mathematical basis of program 
One general way of getting into the neighbourhood 
of a steady-state solution ?$ is to integrate the differ- 
ential equations of motion (2), thus simulating the 
natural movement of the Si. However, a criterion for 
when to stop, or indeed certainty as to whether one is 
in the region of a steady state at all, are not simple 
matters. 
The criterion of closeness to the desired steady 
state is as follows; after every half-hour of simulation 
(metabolic system time) the values of (ZV- n) of the 
Fi fluxes are accepted and the values F’ which the 
remaining n must have in order to satisfy eqs. (2) 
with all Sj = 0 are calculated. In general these will be 
different from their existing values and 
F’-F 
p=z 7 I I 
is a measure of the distance of a constructed exact 
steady state, with slightly altered enzyme concentra- 
tions, from the desired exact steady state with the 
prescribed enzyme concentrations. When the rate 
equations can be expressed in the form (1 a) p meas- 
ures the sum of the fractional enzyme changes needed 
to move from the constructed to the prescribed 
steady state. Thys, if p < 0.00 1 we can say that we 
have found a mathematically exact steady state such 
that no enzyme differs from its prescribed value by 
more than 1 part in 1000. 
Simulation, which is costly, is only employed while 
p > 0.20. As soon as p < 0.20 the matrix [aSj/aEr] is 
formed, by numerical approximation, for the con- 
structed steady state and is used to estimate the Sj 
obtaining at the correct enzyme values. This is repeat- 
ed until p is reduced to the required accuracy. This 
process, similar to Newton-Raphson iteration, con- 
verges rapidly for all systems so far tried and it is not 
necessary to recompute [Sj//aEi] very frequently. 
The sensitivity coefficients CG can all be found from 
the matrix without appreciable further computation. 
The time to recompute the [aSj/aEi] matrix as we 
move about the parameter space is not great, com- 
pared with the time spent on simulation, for systems 
up to 30 enzymes. Also the necessary matrix inver- 
sion is numerically well-behaved provided that we 
already have a reasonable estimate for [a~/~Ei], 
which will be the case if parameter movements are 
not too violent. Initial estimates of both gj and 
[aSj/aEi] are more costly, being formed by simula- 
tion. They are computed only once and kept available 
should the current values be lost. Clearly the integra- 
tion method employed can have a low accuracy and 
still suffice. At present 4th order Kutta-Merson is 
used because it is convenient and reliable. For “stiff’ 
systems considerable improvement would result from 
the employment of a more suitable integration 
method. 
5. Program design 
If a “compile more code” facility is available in 
conjunction with a good high level language the most 
flexible method is to compile a pack which contains 
all the necessary routines, name lists, etc., and use this 
as a special compiler. Input is then merely a routine 
containing a source language description of the net- 
work in ordinary algebraic notation followed by the 
required commands (routine calls). This method 
allows the user all the flexibility of the available high 
level language and enables him to perform subsidiary 
computations and suitable tabular or graphical out- 
puts without difficulty. 
Unfortunately such facilities are not available in 
Edinburgh at the present time, and we have had to 
use, as a distinct “second best”, a data-directed pro- 
gram technique. This consists of compiling the pack 
and the network description and holding the resultant 
binary program on magnetic tape; input for the pro- 
gram consists of a simple command language inter- 
spersed with the necessary numeric data. The com- 
mands, which can easily be added to, cause approp- 
riate routines to be called. This has proved robust and 
simple to use for the non-programmer and seems a 
good technique for the more primitive computer 
environments, particularly since there is practically no 
overhead before genuine computation starts. 
Another aspect which seems important is that, 
since numerical techniques are never infallible, ade- 
quate provision must be made for the program to 
recover itself should it encounter difficulties. For 
instance, if a steady state has not been found within 
a given computer time, the program should output a 
diagnostic showing which stage of the computation is 
S32 
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giving difficulty and then continue from the next in- 
dependent starting point. 
6. Discussion 
Using the techniques outlined in this report a pro- 
gram was written to deal with networks containing up 
to 30 enzymes. The program is heavily machine de 
pendent, in order to gain in efficiency, and is there- 
fore unfortunately “not for export”; it is hoped, 
however, that the techniques discussed here will prove 
useful. It is notoriously difficult to discuss “effi- 
ciency” without a “benchmark” network but for a 
15enzyme system it takes of the order of 10 set of 
computation to find a steady state on a machine hav- 
ing a 15 psec time for floating point multiplication. 
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