In this paper, the optimal preview tracking control problem for a class of linear discrete-time periodic systems is investigated and the method to design the optimal preview controller for such systems is given. Initially, by fully considering the characteristic that the coefficient matrices are periodic functions, the system can be converted into a time-invariant system through lifting method. Then, the original problem is also transformed into the scenario of time-invariant system. Later on, the augmented system is constructed and the preview controller of the original system is obtained with the help of existing preview control method. The controller comprises integrator, state feedback, and preview feedforward. Finally, the simulation example shows the effectiveness of the proposed preview controller in improving the tracking performance of the close-loop system.
Introduction
The basic problem of the preview control is how to utilize the future values of the reference signal or disturbance signal to improve the control performance of the system [1, 2] . In the recent era, the preview control theory has been extensively considered in many fields, such as singular systems [3, 4] , time delay systems [5] , stochastic systems [6, 7] , and multi-agent systems [8] . Meanwhile, the application of preview control theory has also made great progress. In reference [9] , the problem of multi-model adaptive preview control for discrete-time systems with large uncertainties was discussed. Reference [10] applied the preview control to the suspension system of the vehicle model, and the proposed design method of preview controller enhanced the performance of active suspension control system. Reference [11] studied the applications of preview control in the UAV landing control system, in which the preview control theory was used to design path optimization scheme to improve the mobility and rapid-reaction capability. In reference [12] , the theory and method of preview control is used in the control problem of wind turbines. In addition, preview control has great potential for application in high-tech fields, such as aerocraft, electronic power system, and cruise missile [13] .
The linear periodic system is one of the linear timevarying systems, which is often seen in engineering practice as described in references [14, 15] . Reference [16] revealed the application of linear periodic system in satellite attitude control. Reference [17] dealt with the vibration attenuation problem of the helicopter transmission system. Because the vibration of the helicopter transmission system was a typical periodic vibration, the problem could be described by a linear periodic system model. So far, the linear periodic systems have been widely used in hard disk drive servo systems, wind turbines, automotive engines, and other fields [18, 19] . It has also been extensively used in aerial systems, communication systems, image compression systems, speech processing, and so forth [20] . Recently, many important theoretical results of linear periodic systems have been achieved. Reference [21] presented a new lifting method which converted the standard discrete-time linear periodic system into an augmented linear time-invariant system and applied the optimal control theory to the augmented linear time-invariant system.
Although the preview control theory and periodic system theory have made many achievements, it needs to be pointed out that there is seldom a result about the preview control for periodic system. Hence, the study of optimal preview control for periodic system becomes a new issue. Certainly, 2 Mathematical Problems in Engineering the periodic system can be treated as a time-varying system, and the preview controller can be designed by the method as mentioned in reference [22] . Nevertheless, if we take the periodicity of the coefficient matrices into full consideration, a more effective controller can be designed. This study focuses on such a problem. The core is to convert the discretetime periodic system into a time-invariant system by the lifting method, and then a preview controller is designed to improve the tracking performance of the close-loop system.
Problem Formulation
Consider the discrete-time linear system
where ( ) ∈ , ( ) ∈ , ( ) ∈ represent the state vector, the input vector, and the output vector of the system.
( ) ∈ × , ( ) ∈ × , ∈ × are the coefficient matrices of the system. Assume that ( ) and ( ) take as a period, namely,
A system which satisfies the above characteristics is called the periodic system. Obviously, system (1) is a periodic system. For convenience, denote = ( ), = ( ), where, ≡ (mod ) ( = 0, 1, 2, ⋅ ⋅ ⋅ , − 1).
Construct the matrices
Now, some standard assumptions of system (1) 
Define the error signal by
The objective of this article is to design a controller with preview compensation such that the output vector tracks the reference signal asymptotically.
The difference operator Δ is needed in the theoretical deduction, which is defined by
for any vector V( ).
The Lifting of Periodic System
The discrete-time linear periodic system (1) will be converted into a time-invariant system by employing the lifting method [21] as follows.
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For any , = , + 1, ⋅ ⋅ ⋅ , + ( − 1), substituting into the state equation of system (1), then formula (9) can be obtained
. . .
This is another description of system (1) . Further, substitution of the first equation of (9) into the second one leads to
Substituting the above equation into the third one of (9) gives
The remainder is analogous to the above procedure. We obtain
Therefore, another representation of the state equation of system (1) is
where
and can be seen in formulas (3) and (4), respectively. Consequently, the state equation of system (1) has been converted into (13) by operating the lifting method. For all time , the coefficient matrices , of system (13) are constant matrices. Thus, it is a time-invariant system.
Proceeding as in the lifting procedure of ( ), ( ) can be
. From the output of system (1), it is known that ( ) can be taken as the output of system (13); the output equation is
where is given in (5). Thus, the lifted system is as follows:
Now, we intend to design the preview controller for system (1) by utilizing the invariant-time system (16) .
The error vector as well as reference vector can also be lifted, corresponding to the lifting method of the state and output equations. The lifting method is basically described that, from the beginning time, each components is divided into a segment and each segment is arranged into a column vector, which is taken as a value of the corresponding vector 4 Mathematical Problems in Engineering after lifting. That is, after lifting, the reference vector and the error vector are, respectively,
In order to design the controller which meets our requirement, we introduce the quadratic performance index for system (16)
Note that
Using Δ ( ) instead of ( ) in the quadratic performance index can make the close-loop system contain integrators, so that it can eliminate the static error [23] .
Thus, a preview control problem of system (16) can be obtained. The quadratic performance index is given in (18) , the previewable reference signal is defined by ( ), and the preview length of the reference signal is denoted by . Namely, in the current time , the current value ( ) and the step future values ( + 1), ( + 2), ⋅ ⋅ ⋅ ( + ) are available. After , it is considered to be a constant vector.
Construction of Augmented System
By using the method in [24] , the difference operator is applied to both sides of the state equation of (16) and ( + 1). Then, by combining them,
can be derived, where
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For system (21) , the quadratic performance index (18) can be rewritten as
So far, the original tracking problem is reduced to design an optimal preview controller for system (21) that minimizes the quadratic performance index (23).
Design of Optimal Preview Controller
Based on the theory of preview control, the following theorem is obtained.
Theorem 1. Supposing that (A ), (A ), and (A ) hold, the preview controller for system ( ) which minimizes the quadratic performance index ( ) is
is the solution of the following Riccati equation:
Proof. First, from the references [24, 25] , it can be obtained that the theorem holds provided that (̃0,̃0) is stabilizable, ( 1/2 ,̃0) is detectable, and the reference signal is previewable.
Noting the structural relationship betweeñ0 and ,̃0 and , according to the results in [24] , it follows that the pair (̃0,̃0) Proof. Based on (25), the following can be derived:
Let = 1, 2, ⋅ ⋅ ⋅ , in the above equation, and adding them together, we get
Also
Namely,
In order to see the structure of the controller clearly, we partition , , and ( ) in Theorem 1 as
where ( , ) ∈ × , ( , ) ∈ × and ( , ) ∈ × ( , = 1, 2, ⋅ ⋅ ⋅ , ).
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Then, the following equations are derived.
Moreover, noticing the definitions of , , and , then the above equation can be written as (28) . The proof is complete.
Remark . In (28), ∑ =1 ∑ =1 ( , ) ( ( − 1) + ) is the sum of the tracking errors, called integrator, which is helpful to eliminate the static error. It can be recognized that the error integral is increasing in terms of the quantity of a period; ∑ =1 ( , )[ ( ( − 1) + ) − (− + )] stands for state feedback, which is formed by the sum of the difference of the state vectors in a period; ∑ =1 ∑ =1 ( , , )[ ( ( + − 1) + ) − ( ( − 1) + )] is the previewable reference signal; it is represented by the sum of the difference of the reference vector in a period. All these reflect the periodicity of the periodic system.
Remark . It should be noted that the numerical simulation can be derived by using (32), where (0) and (0) are the initial values of the input and state, which can be assigned according to the practical condition. Generally, a simple method is to take (0) and (0) as zero vectors and solve ( ). In ( ), its components ( ), ( + 1), ⋅ ⋅ ⋅ , ( + − 1) are the inputs of the original system (1) in one period.
Some Discussions
First, system (1) is converted into system (9), and then it is transformed into system (16) . After that, a time-invariant system which we can deal with can be obtained. In order to ensure the stabilizability and detectability of system (16), a natural idea is that the system represented by each equation in (9) (together with its corresponding observation equation) should be stabilizable and detectable. However, the stabilizability and detectability of (16) do not have necessary relationship to the guaranteed conditions of (9) . In fact, the condition that [
−
] has full row rank and ( , ) is stabilizable is not a necessary condition for [
] to be of full row rank and ( , ) to be stabilizable. For instance, assuming
, it is easy to prove that ( 0 , 0 ) is not stabilizable. Substituting the above parameters into (3) and (4) 
A simple computation gives that ( , ) is stabilizable. In addition, although the matrix [ 
has full row rank.
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Through the same discussion, it can be seen that ( , ) ( = 0, 1, ⋅ ⋅ ⋅ , −1) being detectable is not a necessary condition for the detectability of ( , ). ] has full row rank and ( , ) is stabilizable. An example is also given as follows. Suppose
Using the Popov-Belevitch-Hautus (PBH) criterion [26] , it can be seen that both ( 0 , 0 ) and ( 1 , 1 ) are proved to be controllable. On the other hand, according to these parameters, we obtain By means of the duality principle, it is immediately known that ( , ) ( = 0, 1, ⋅ ⋅ ⋅ , − 1) being detectable is not a sufficient condition for ensuring the detectability of ( , ).
Numerical Simulation
Consider a spacecraft pointing and attitude system described by references [27, 28] . By accurate discretization, the state space model of the spacecraft system is described by the matrices 
In the reference [28] , is taken by 0.00103448 / ; namely, the period is very large. In order to compare the effectiveness of the preview controller from the figure more clearly, we choose = 0.1 / ; that is, the period = 10. The assumptions (A1), (A2), and (A3) can be satisfied by calculations. Hence, the corresponding augmented system verifies all the conditions of Theorem 2. Solving the Riccati equation gives 0 is a matrix with the dimension of 10 × 50, where "⋅ ⋅ ⋅ " represents 0. 
is a matrix with the dimension of 10 × 40, where "⋅ ⋅ ⋅ " represents 0.
The simulation can be performed in three cases; that is, = 0, = 2, = 9. The reference signal is set as Figure 1 is the close-loop output response of system (1), where the black line represents the reference signal.
It follows from Figure 1 that the output can track the reference signal more quickly by using the controller with preview compensation. And it can be found that the longer the preview lengths are taken, the better the tracking effects are. It needs to be pointed out that the oscillations in the figure are caused by the periodicity of the system.
In order to see the tracking performance more clearly, Figure 2 gives the tracking error under the conditions of = 0, = 2, = 9, respectively (namely, the preview lengths of ( ) are 0, 20 and 90, respectively).
As it can be seen from Figure 2 , the introduction of the preview controller ( = 9) not only makes the tracking error become smaller but also makes the tracking error tend to zero when = 98. The reason why there appears a significant fluctuation after = 191 is that the reference signal changes at = 200. 
Conclusion
Just as the continuous-time linear period system can be transformed into the constant system by a nonsingular transformation, this paper converts the linear discrete-time periodic system into the linear time-invariant system by lifting method. And the original tracking control problem for periodic system (essentially the time-varying system) is equivalently converted to the same problem for the linear time-invariant system. As a result, the controller with the preview compensation for this time-invariant system is designed, and the preview controller for the periodic system is obtained. This current study gives a detailed lifting method to design the controller and carries out the rigorous theoretical deductions. Meanwhile, the study shows that the stabilizability and detectability of the augmented system do not have necessary relationship to the stabilizability and detectability of the subsystem involved in the periodic system. Numerical simulation illustrates that the results of this paper are very effective.
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