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ABSTRACT 
 
 A prototype In Situ Structuring Rheometer (ISSR) was designed and implemented 
to study changes in shear viscosity of polymer blends and composites while processing 
them in such a way as to control the evolution of microstructure. The ISSR is based on a 
regime of fluid mechanics known as chaotic advection, in which simple time-periodic 
flow fields can cause fluid particles to move chaotically. Chaotic advection is also the 
basis of Smart Blending, a technology employed to process polymer blends having a 
variety of morphologies at a fixed composition, and polymer composites in which the 
additives have been arranged into layered structures or networks. Smart Blending has 
been implemented as batch devices or continuous flow devices, with a device of the 
former type providing the basis for the ISSR.  
 Designed as a test cell to be fitted into a commercial instrument so as to leverage 
its measurement capability, the core of the ISSR is a cylindrical blending cavity the end 
surfaces of which are formed by rotatable disks which induce stirring. While the upper 
disk is an attachment for the commercial instrument, the lower disk has an independent 
drive system. The ISSR also includes a heating chamber, temperature control systems and 
a purge gas system. Alternate counter-rotation of the disks through an appropriate 
displacement leads to a chaotic flow. The design of the ISSR and experiments conducted 
using it were guided by modeling. 
The result is that even as the microstructure in the sample is being controllably 
formed, the shear viscosity is measured each time the upper disk rotates. In contrast, 
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conventional rheometry using a parallel-plate or cone-plate test cell involves mixing 
materials as melts beforehand, with a polymer blend usually having a droplet morphology 
and a composite usually having the additive randomly dispersed throughout the polymer 
matrix.  
 Three types of systems were processed and studied using the ISSR. At least three 
samples of each system were processed to different extents, cryogenically fractured and 
examined using scanning electron microscopy (SEM). By so doing, the trends in 
viscosity were related to progressive structure development, which is the controlled 
evolution and retention of particular blend and composite morphologies, as has been 
documented in previous chaotic advection blending studies. 
The first system was a compatible blend of low density polyethylene (LDPE) and 
high density polyethylene (HDPE), for which the viscosity initially rose and eventually 
reached a plateau, which was consistent with a model that showed no change in viscosity 
with the number of layers. Blend samples at different stages of processing showed the 
initial formation of layers and the development of nanoscale features as these layers 
refined. The second system was a composite of linear low density polyethylene (LLDPE) 
and carbon black (CB), for which the shear viscosity slowly decreased with continued 
processing. Micrographs indicated that the carbon black initially formed coarse striations 
and may have subsequently formed networks, as was observed in previous studies using 
related chaotic advection blending devices. The third system, an immiscible blend of 
LDPE and polypropylene (PP), exhibited a nearly constant viscosity.  
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 Repeatability of viscosity data was an issue for all three systems. Several 
problems with this prototype were identified as potential factors: misalignment of the 
cavity components, sample leakage, temperature cycling of the sample, and coordination 
of disk motions. To address these problems, it is recommended that the cavity seal be 
improved, the temperature control systems studied more thoroughly, and the disk motions 
coordinated automatically in a future ISSR.  
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NOMENCLATURE 
 
Terms related to geometry of ISSR blending cavity 
A  Aspect ratio  
e  Eccentricity  
H  Height  
R  Radius of upper disk 
 
Terms related to flow in ISSR blending cavity 
η  Viscosity 
ρ  Density 
ω  Angular velocity of each disk 
gx, gy, gz Components of acceleration due to gravity 
P  Scale for pressure 
p  Pressure 
*p   Non-dimensional pressure 
r, θ, z  Cylindrical polar coodinates 
Re  Reynolds number 
T  Scale for time 
t  Time 
*t   Non-dimensional time 
U, V, W Scales for velocity components 
xxi 
 
u, v, w  Velocity components  
* * *, ,u v w  Non-dimensional velocity components 
x, y, z  Cartesian coordinates 
* * *, ,x y z  Non-dimensional Cartesian coordinates 
 
Terms related to processing 
PSL  Perturbation strength of lower disk 
PSU  Perturbation strength of upper disk 
μ Perturbation strength of each disk (used for protocols in which this 
parameter is  the same for both disks) 
φ  Volume fraction of each component in polymer blend 
x  Mass fraction of carbon black in composite 
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CHAPTER 1 
INTRODUCTION 
 
Rationale 
Rheometers have conventionally been viewed purely as instruments to be 
employed to study material properties as functions of applied stress or strain rate. Perhaps 
because instruments like the capillary rheometer, concentric cylinder rheometer and 
torsional rheometers – parallel-plate and cone-plate – were originally intended for single 
components, the capability to process the sample was never a requirement for a 
rheometer.   
When studying a polymer blend using a rheometer originally intended for a 
single-component system, the blend is processed beforehand in another instrument, such 
as a twin screw extruder. Therefore, the changes in rheological behavior that occur during 
the processing go unobserved. As explained by Covas et al. (2000), such information is 
of interest because rheological changes can correspond to changes in the material, 
whether physical (changes in the droplet size distribution) or chemical. These researchers 
also suggest two requirements for successful on-line rheometry: quickly loading a sample 
for study and obtaining data at different stages of a process. To this end, they designed a 
capillary rheometer to be inserted at various locations along the barrel of a twin screw 
extruder, accept a small part of the melt stream as a sample, and measure the viscosity.  
Subsequently, the same group [Covas et al. (2008)] designed a rotational 
rheometer to be used in a similar manner. This rheometer was used to study a polymer 
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blend with and without a compatibilizer as the blend was processed in the extruder. For 
comparison, blend samples were obtained for different stages of processing; the samples 
were compression molded and studied using a conventional rotational rheometer. Results 
obtained using the new instrument compared favorably to those obtained using the 
conventional one, mainly because the compression molding significantly affected the 
sample morphology or composition. This work illustrated the importance of loading 
samples with minimal disturbance. 
However, such an approach to studying multi-component system rheology has 
two drawbacks. First, the result of integrating two instruments that were originally 
intended to be separate is a complex apparatus, made more so by the need to move the 
rheometer to several locations for a complete set of data. A single instrument designed to 
conduct both processing and rheology would be significantly more convenient. 
The second drawback is in the choice of processing instrument: the twin screw 
extruder, like most processing instruments, is based on a view of polymer blending as a 
mixing, not a structuring process. The scope for controlling the evolution of morphology 
is limited, with time-consuming alterations to the equipment usually required. The 
morphology usually attained is a droplet morphology, and polymer blend rheology 
studies seem to have focused mainly on the connection between droplet size distribution 
and rheology [see, for example, Asthana and Jayaraman (1999); Huo, Groeninckx and 
Moldenaers (2007)].1
                                                 
1 While the connection between the morphology and rheology of polymeric bicontinuous microemulsions 
[Bates et al. (2001)] has been studied extensively, such systems are processed by direct mixing. 
 An opportunity to study the dependence of blend rheology on other 
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morphologies has been largely missed, simply because these morphologies are difficult to 
obtain using conventional processing instruments.  
 Since the early 1990s, a new polymer processing technique known as Smart 
Blending has been under research by Zumbrunnen and co-workers at Clemson 
University. Results indicate that more morphologies with less dependence on blend 
composition than those previously researched can be obtained in a polymer blend by 
subjecting it to a flow that is chaotic from a Lagrangian viewpoint. As explained by 
Zumbrunnen et al. (2006), a key feature of Smart Blending is progressive structure 
development through a sequence of transitions, beginning with the multi-layered 
morphology formed through the repeated stretching and folding of the components about 
each other and refined with continued processing. The multi-layers give rise to other 
morphologies, with the exact sequence depending on the proportions of the components. 
Each morphology can be retained in an extrusion by controlling the extent of processing.  
Smart Blending has been employed to process blends even of fixed compositions 
with multilayered, fibrous and droplet morphologies, and blends having dual-phase 
continuity [Kwon and Zumbrunnen (2001); Zumbrunnen and Chhibber (2002)]. These 
morphologies have been formed volumetrically, instead of being localized and transient 
as in conventional processing equipment. In addition, some of these morphologies have 
been formed by new processes or under new conditions. Given the components of a 
blend, a series of experiments can be used to obtain a morphology map, which concisely 
presents the morphology expected to be predominant in the blend for any given 
composition and extent of processing. 
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 Smart Blending has also been applied to process composites of one or two 
polymers with a solid additive. The first such research concerned the processing of 
electrically conducting composites of carbon black with a single polymer. Because the 
particles tend to form structured networks rather than random associations, the 
percolation threshold2
The blends processed using this technology have been studied after solidification, 
and some of them have exhibited improved toughness on account of the new 
morphologies. For example, Liu and Zumbrunnen (1999) found that a blend of 
polystyrene (PS) and low density polyethylene (LDPE) having a fibrillar morphology 
exhibited improved impact toughness over pure PS and over the same blend having a 
droplet morphology. Dhoble et al. (2005) processed blends of polypropylene (PP) and 
LDPE, finding 20% LDPE films with a combination of layered and fibrous morphologies 
and 30% LDPE films with an interpenetrating blend morphology to have higher impact 
toughness than the corresponding films with a droplet morphology. 
 is dramatically lowered compared to composites processed using 
conventional methods [Danescu and Zumbrunnen (1998, 1999, 2002); Chougule and 
Zumbrunnen (2005)]. Considering that filler materials can be expensive, the cost 
reduction may be significant.  In subsequent research, polymers have been blended with 
high-aspect-ratio additives such as carbon nanotubes [Zumbrunnen et al. (2002); 
Kulshreshtha, Chougule and Zumbrunnen (2006)] and clay nanoplatelets [Mahesha, 
Zumbrunnen and Parulekar (2005); Zumbrunnen et al. (2006)] such that the additives are 
aligned within discrete layers. 
                                                 
2 The percolation threshold is the minimum concentration of filler material at which the composite becomes 
electrically conducting. 
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Both polymer blends and polymer composites processed using Smart Blending 
have found application as barrier films; Kwon and Zumbrunnen (2003) processed a blend 
of ethylene vinyl alcohol copolymer (EVOH) and LDPE having a platelet morphology, 
creating circuitous pathways for diffusion of oxygen and moisture. Subsequently, 
Chougule, Kimmel and Zumbrunnen (2005) processed blends of linear low density 
polyethylene (LLDPE) and EVOH, having a morphology that combined thin layers and 
platelets; the blend functioned as an oxygen barrier. More recently, a composite of 
polyamide-6 and nanoclay was processed whose morphology consisted of alternating 
polyamide and clay-rich layers, suggesting that the composite would be useful as a 
barrier film [Zumbrunnen et al. (2006)]. 
Given the ability to control the evolution of microstructure, and the observed 
dependence of blend viscosity on droplet size distribution, the question that arises is 
whether a polymer blend of given composition will exhibit different shear viscosities for 
different microstructures. To address this question, let us consider a three-layer blend 
sample in which a layers of melt B is sandwiched between two layers of melt A (Figure 
1.1). Assuming Newtonian behavior, the apparent shear viscosity of this sample is given 
by Equation (1.1)3
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3 A complete derivation is given in Chapter 5. 
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Figure 1.1   Schematic of a three-layer blend sample whose shear viscosity is being 
measured. 
 
 
A more general model can be derived for a blend sample consisting of N layers of melt A 
and (N–1) layers of melt B, with the apparent shear viscosity given by Equation (1.2): 
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In the above equation, NtA and (N–1)tB are the total heights of the layers of melts A and B 
respectively, so that the equation can be rewritten as: 
 
7 
 
1
blend A
A B
A B
η η
φ φ
η η
−
 
= + 
 
                (1.3) 
 
 
 
 
In addition, Choi and Schowalter (1975) derived a model for the apparent shear viscosity 
of an emulsion of two Newtonian fluids, which yields Equation (1.4) (in which A and B 
represent the major and minor components respectively):  
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Comparing the predictions of Equations (1.3) and (1.4) for the minor component 
proportion varying between 0–10% as in Figure 1.2, significant differences in the 
predictions are observed, indicating that blend viscosity is a function of both the 
morphology and the composition.  
These predictions can be tested experimentally, as Smart Blending introduces the 
opportunity to study polymer blend or composite rheology as a function of microstructure 
to a significantly broader extent than in previous research. In addition, the complexity of 
existing instruments for on-line rheometry raises the question of whether a single 
instrument can be designed to process a blend or composite and to study the 
accompanying changes in viscosity. 
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Figure 1.2. Comparison of predictions of two blend viscosity models, one assuming a 
multi-layered morphology and the other a droplet morphology. 
 
 
 
 
Literature Review 
Rheometry 
Single-Component System Rheometry 
As explained by Morrison (2001), the four types of single-component rheometers 
conventionally used for studying shear rheology are the capillary, parallel-plate, cone-
plate and concentric cylinder or Couette rheometers. In capillary rheometry, the sample is 
forced through a capillary, with either pressure or flow rate held constant while the other 
parameter is measured. The shear stress and shear rate calculated from the pressure and 
flow rate are then used to calculate the viscosity. The two torsional viscometers consist of 
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a pair of elements of which the upper one, a cone or a disk, rotates, while the lower one is 
held stationary. The sample is sandwiched between the elements and sheared by their 
relative rotation. The torque required to shear the sample at a given rate provides a 
measure of the shear stress, which is used with the shear rate to obtain the sample 
viscosity.4 The Couette viscometer consists of a pair of concentric cylinders. The inner 
one, called the bob, is rotated while the outer one, called the cup, is held stationary, with 
the sample being sheared in the annulus between the cylinders. The viscosity is measured 
in the same way as with the torsional viscometers. The torsional and Couette viscometers 
have also been used to study sample behavior under unsteady shear flows, especially 
small amplitude oscillatory shear (SAOS).5
Researchers have designed instruments to combine some of the features of 
conventional rheometers. For example, Giacomin, Samurkas and Dealy (1989) saw the 
potential convenience of a single rheometer that can operate over the combined range of 
shear rates of capillary and torsional rheometers. For this purpose, they designed a sliding 
plate rheometer in which a confined sample is subjected to a uniform, rectilinear shear 
flow. The key feature of this instrument was a shear stress transducer located at the 
middle of the sample so that measurements were unaffected by any degradation or flow 
instability occurring at the edges. To demonstrate the versatility of their instrument, the 
 Although originally intended for studying 
single-component systems, these rheometers have also been applied to study polymer 
blends, especially the parallel-plate and cone-plate rheometers. 
                                                 
4 Alternatively, the stress applied to the sample can be specified, and the corresponding shear rate 
measured. 
5 In an SAOS experiment, a sample is subjected to a sinusoidally varying shear having a small amplitude, 
to study the behavior of the sample in the linear viscoelastic regime. 
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researchers used it to subject various low density polyethylene LDPE resins to steady 
shear, startup and cessation of steady shear, step strain, small amplitude oscillatory shear 
(SAOS), large amplitude oscillatory shear (LAOS), and exponential strain. 
Another rheometer that combined capacities of conventional rheometers was the 
multi-pass rheometer of Mackley, Marshall and Smeulders (1995), in which the sample 
was contained in a capillary with a piston at each end. Since the movement of the pistons 
could be synchronized, the researchers could use the instrument to perform a series of 
steady shear tests on the sample. Alternatively, the pistons could be moved to perform an 
SAOS test so that this rheometer could generate the combined range of shear rates of the 
capillary and torsional rheometers. In addition, the instrument had an option to move the 
pistons separately when loading the sample. The researchers used their instrument to 
study a Newtonian silicone oil and two viscoelastic fluids, with results from cone-plate 
rheometry used as a reference.  
 
 
Multi-component system rheometry  
Researchers have also designed instruments for binary systems, with some of 
these instruments similar in design to the single-component rheometers. One early 
instrument, called a canal viscometer, had a geometry resembling that of the concentric 
cylinder rheometer. As reviewed by Mannheimer and Schechter (1970a), this instrument 
consisted of a pair of stationary concentric cylinders inserted into a rotating dish 
containing a liquid, with a small gap between the cylinders and the floor of the dish. The 
rotation of the dish caused traction on the liquid surface within the channel, with the 
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surface velocity being measured by monitoring tracer particles. The ratio of the velocities 
of the liquid surface and the bottom of the canal was calculated; the difference in this 
ratio between a pure surface and one with a surfactant added provided a measure of the 
viscosity of the latter surface. Two potential sources of error were considered in their 
analysis: an inaccurate depth/width ratio and the approximation of the curved meniscus as 
flat. For this purpose, they designed an apparatus accounting for these factors, special 
care being taken to measure the depth/width ratio; in addition, a step was machined in the 
canal walls to ensure that the liquid surface was flat. The researchers measured the ratio 
of the time period of the bottom to that of the surface for different canal depths, finding 
the values of this ratio to be consistent with their analysis. In addition, the meniscus 
curvature was found to be a significant source of error, the canal depth/width ratio less 
so. 
With a view to using this viscometer to study macromolecular solutions, Pintar, 
Israel and Wasan (1971) analyzed the flow within this instrument, finding that non-
Newtonian effects were negligible when they initially assumed a flat interface and zero 
surface viscosity. Upon assuming a curved meniscus and finite surface viscosity, a 
correction was required to the surface viscosity calculated using a Newtonian model; the 
researchers found that this correction should not exceed 10 per cent. Extending this work, 
Wasan, Gupta and Vora (1971) modeled a binary liquid system in the same instrument, 
obtaining expressions for the shear viscosities at the liquid-liquid and liquid-air 
interfaces.  
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Mannheimer and Schechter (1970b) also modeled the flow within the canal 
viscometer (also called a deep channel interfacial viscometer), intending to extend its use 
to oscillatory shear experiments. To compare the induced oscillations of the interface to 
the forced oscillations of the canal floor, the researchers defined a pair of non-
dimensional parameters: an amplitude ratio and a phase angle. When Nagarajan and 
Wasan (1994) designed a practical instrument for such experiments on liquid-liquid 
interfaces, they measured the same parameters. Using their instrument to study a decane-
water interface, they were able to detect viscoelastic interfacial behavior in the presence 
of a surfactant. 
 Notwithstanding the success of the deep channel interfacial viscometer, Briley, 
Deemer and Slattery (1976) made the case for alternative designs of viscometers. One 
reason is that the need to monitor tracer particles makes the deep channel viscometer 
difficult to use. In addition, alternative designs of viscometers may help ensure that 
property measurements are not simply instrumental artifacts. For this purpose, they 
analyzed two torsional viscometers, in each of which a rotating element was suspended 
from a torsion wire at the surface of a liquid in a dish. As the dish was rotated, the 
deflection of the torsion wire was used to estimate the torque on the rotating element and 
thereby the surface viscosity. The two rotating elements considered were a blunt knife-
edge and a disk.  
A disk interfacial viscometer for studying the steady shear behavior of a liquid-
liquid interface was analyzed by Oh and Slattery (1978). These researchers also showed 
that the equation for the torque on the disk could still be applied if the disk were replaced 
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with a biconical bob having the same radius and a small cone angle (Figure 1.3). Further 
steady shear experiments by Jiang, Chen and Slattery (1983) yielded consistent data from 
torsional and deep channel surface viscometers, showing that measurements made using 
the two types of instrument were not artifacts. 
Ray et al. (1987) modeled the disk and biconical bob viscometers with a view to 
performing oscillatory shear experiments at liquid-gas and liquid-liquid interfaces. They 
found that similar equations could be used for both instruments, provided the biconical 
bob had a small cone angle, a conclusion similar to that of Oh and Slattery (1978) for 
steady shear behavior. In addition, Ray and co-workers designed and demonstrated 
instruments to conduct such experiments at liquid-air interfaces. A biconical bob 
rheometer for liquid-liquid interfaces was designed by Nagarajan, Chung and Wasan 
(1998), who also compared its performance to that of the deep channel interfacial 
rheometer they had designed previously [Nagarajan and Wasan (1994)]. Researchers 
have explored other designs for rotational viscometers, and an extensive review of such 
instruments along with others intended for studying interfaces is given by Hou and 
Kassim (2005).  
Unlike these purely mechanical rheometers, the more recent magnetic rod 
interfacial stress rheometer designed by Brooks et al. (1999) used a time-varying 
magnetic field to cause oscillations of a rod at the interface between a liquid and the air. 
This instrument combined some of the advantages of previous instruments: The user 
monitors a rotating element, as with the disk viscometer; doing so is more convenient 
than monitoring tracer particles. In addition, the instrument is constructed so that an 
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Figure 1.3   Interfacial rheometers analyzed by Oh and Slattery (1978). The construction 
of the rheometers is identical except for the rotating element. 
 
 
oscillatory shear flow is conveniently induced, as with the deep channel interfacial 
rheometer. 
Whereas the rheometers reviewed so far were meant for studying interfaces 
between fluids, other rheometers have been developed for studying the bulk properties of 
binary systems, specifically suspensions. As explained by Klein, Laskowski and 
Partridge (1995), a special challenge in studying suspensions using a Couette rheometer 
is that the particles sometimes tend to settle, resulting in the formation of concentration 
zones [Figure 1.4(a)]. The suspension is sandwiched between a supernatant having  
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(a) Particle settling zones in a conventional Couette viscometer. 
 
(b) Test cell designed to overcome problems with conventional Couette viscometer. 
 
Figure 1.4   Rheometer for studying suspensions [Based on a study by Klein et al.  
(1995)]. 
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relatively low particle concentration and a consolidation zone at the bottom of the 
rheometer. The rheometer bob6
To study such suspensions, Klein et al. (1995) designed the rheometer shown 
schematically in 
 often crosses zones, leading to errors in the measurement.  
Figure 1.4(b). The bob was a hollow cylinder with openings in its end 
face to allow particles to fall through instead of settling on top of the bob. An additional 
cylinder was placed within the bob, and the radial dimensions of the rheometer were 
chosen to ensure similar shearing conditions in both annular gaps. To ensure that the bob 
remained within the constant density zone while the sample was studied, the researchers 
had to determine the variation in the length of the constant density zone. They did so 
using data for the rates at which the bounding interfaces move in a typical suspension of 
interest, along with the time of measurement. The same data helped determine the cup 
height. This rheometer was designed to be fitted into a commercial instrument, 
simultaneously leveraging the existing measurement capability of the latter while 
extending it.   
As reviewed by Barnes and Nguyen (2001), suspensions have also been studied 
using a vane-in-cup rheometer, in which a vane that consists of a set of vertical blades 
attached to a central shaft is housed inside a cylinder. In particular, the reviewers cited 
previous work by Barnes and Carnali, who showed using simulations that if a material 
exhibited power-law behavior7
                                                 
6In a Couette rheometer, the inner cylinder is called the bob and the outer cylinder is called the cup, as 
stated previously.  
 with an index less than 0.5, the sample could be 
considered to be divided into two regions – one between the vane blades, and the other 
7 The viscosity of the material can be described using the equation 1nmη γ −=   where n is the power-law 
index. 
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sandwiched between the vane and cup – that were separated by a cylindrical boundary 
whose radius equaled the blade width; only the sample within the second region 
underwent significant shearing. Other research covered in this review seemed to show 
that “the simplifying assumption that the vane behaves like a solid cylinder without slip is 
indeed valid.” 
However, Ovarlez et al. (2011) have challenged both these assumptions, 
highlighting the lack of local measurements to corroborate the no-slip assumption.8 Their 
own experiments on an emulsion consisting of calcium chloride in dodecane oil indicated 
that for this yield stress fluid9, the boundary between the sheared and unsheared regions 
extends into the space between the blades. Nor is wall slip absent: studying a suspension 
of monodisperse10
Panine, Gradzielski and Narayanan (2003) also designed a test cell having a 
concentric cylinder geometry, to study complex fluid systems consisting of one or more 
components. Since studying the rheology and microstructure separately and later 
correlating them can be challenging for some samples, this test cell was designed to study 
the two simultaneously. The rheology was to be studied using steady shear, oscillatory 
 polystyrene beads in this emulsion, the researchers detected a thin, 
particle-free layer between the two regions that gave rise to slip. The researchers offered 
cautions for future use of the vane-in-cup rheometer to study suspensions, specifically 
stating that “pasty materials containing large particles” are likely to exhibit slip.  
                                                 
8 Instead, researchers have relied on macroscopic measurements together with theoretical and 
computational analyses. 
9 The emulsion behavior was described using a Herschel-Bulkley equation ny HBτ τ η γ= +   where τy 
denotes the yield stress and the index n = 0.44. 
10 The distribution of sphere sizes has one maximum. 
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shear, creep or recovery tests, and the microstructure was to be studied using small-angle 
X-ray scattering (SAXS). The researchers presented studies of a latex suspension and a 
polymeric system having a lamellar phase as proof of the capability of their instrument. 
Caputo and Burghardt (2001) designed a different test cell also capable of 
subjecting a sample to a rheometric flow while its microstructural evolution was studied 
using SAXS11. This test cell had a cone-plate geometry,12 with the angle between the X-
ray beam and the plate being half the cone angle. X-ray measurements and rheology 
measurements were performed on different samples because simultaneous measurements 
were not possible. This test cell was later used in a polymer blend study by Zhou et al. 
(2007).13
Another instance of redesigning a conventional instrument to study a multi-
component system is provided by the work of Clasen, Gearing and McKinley (2006). 
They pointed out that during the processing and use of food products like mayonnaise, 
the size of suspended particles is comparable to the sample height, necessitating a study 
of the gap-dependent rheology. To this end, they miniaturized the sliding-plate 
rheometer
  
14
                                                 
11 The rheology was studied separately using a conventional cone-plate rheometer. 
 and devised a flexure-based microgap rheometer (FMR) in which the sample 
was confined between two optical flats, each of which was connected to a compound 
flexure to ensure pure horizontal translation. The researchers employed the FMR to study 
the rheology of a commercially available mayonnaise, showing a systematic variation in 
sample behavior as the gap was varied between approximately 8 and 100 μm.  
12 The samples underwent simple shear flows, as with the test cell of Panine and co-workers (2003). 
13 This study will be reviewed in the section on Rheology of Multi-Component Systems. 
14 This instrument was developed by Giacomin et al. (1989) and was reviewed earlier. 
19 
 
In contrast to these studies which involved altering instruments, Eberle et al. 
(2009) modified the sample when studying a fiber suspension using a cone-plate 
rheometer. Since using the standard sample geometry can result in fibers being jammed 
in and near the truncation zone, the researchers shaped the sample like a donut. 
Comparing measurements made on both sample geometries in startup of steady shear, the 
researchers showed that such jamming results in significant errors.  
A common feature to all these rheometers has been the intent to subject a sample 
to a simple shear flow without processing the sample. The importance of simulating the 
processing conditions has been recognized, but the processing technique itself has not 
been investigated.  
 
Microrheology 
In recent years, a new field, microrheology, has gained prominence. This field is 
based on a paradigm different from that of traditional rheometry. It focuses on tracking 
the motions of microscale particles and relating these measurements to macroscale 
properties. The seminal work in the field was conducted by Mason and Weitz (1995), 
who modeled a viscoelastic system in which neutrally buoyant probes move under the 
influence of Brownian and viscous forces while also interacting among themselves. Their 
model yielded a generalized Stokes-Einstein Relation (GSER) that can be used to obtain 
the storage and loss moduli of a complex fluid based on the measurements of the mean-
squared displacement of the probe particles.  
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Using diffusing wave spectroscopy (DWS) to implement their model, Mason and 
Weitz (1995) applied it to three systems. The first system was a suspension of silica 
particles in ethylene glycol, in which the dispersed phase itself supplied the probe 
particles. The second system was an aqueous entanglement polyethylene oxide (PEO) 
solution in which polystyrene (PS) latex particles were added to function as probes, while 
leaving the rheology virtually unchanged. The third system was an emulsion of oil in 
water with a surfactant added, the deformable oil droplets serving as probe particles. For 
reference, the same systems were studied using a controlled-strain rheometer with a cone-
plate geometry. In all cases, the agreement between the data obtained using the two 
techniques was excellent.  
In a subsequent study, Mason et al. (1997) implemented microrheology using 
laser deflection particle tracking (LDPT) to study concentrated DNA in a saline buffer. 
The advantages of LDPT are that it requires a smaller sample volume than DWS15
All these studies were of one-point microrheology, in which individual particles 
are tracked and statistics compiled. Despite its promise, Crocker et al. (2000) saw 
limitations to this technique. For one, it is based on the assumption of a homogeneous, 
 and 
can be used to study various systems in which applying the latter technique is not 
feasible. Concurrent with this study, Schnurr et al. (1997) implemented microrheology 
using laser interferometry, proving the versatility of their technique by employing it to 
study F-actin, a semiflexible biopolymer, and poly(acrylamide), a flexible synthetic 
polymer.   
                                                 
15 Whereas DWS requires 300 μL of sample, LDPT requires only 5 μL of sample. 
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incompressible medium and, therefore, is ineffective for studying a system with a matrix 
structure because the particle may remain within a pore. In addition, the probe-system 
interaction may lead to a particle forming a cavity and remaining within it. To address 
these limitations, the researchers proposed two-point microrheology, in which probe 
particles are tracked in pairs rather than individually, with the motions of the particles in 
a pair being correlated and used to estimate the viscoelastic moduli. One advantage of 
this technique is that the probe-system interaction does not affect the measurement.  
To demonstrate the effectiveness of two-point microrheology, Crocker et al. 
(2000) used it to obtain the viscoelastic spectra for an aqueous guar gum solution and 
obtained both qualitative and quantitative agreement with mechanical rheometry data. 
Such agreement was not obtained using single-particle microrheology. In addition, 
differing results were obtained using the two microrheological techniques when studying 
a biological sample, calling into question the results of previous studies that used single-
particle microrheology. A concurrent theoretical study by Levine and Lubensky (2000) 
explained how two-point microrheology is more reliable than single-particle 
microrheology, though the former may not always be necessary. 
Cheng and Mason (2003) realized that anisotropic probe particles can be used to 
study rotational diffusion microrheology. Similar to the procedure of Mason and Weitz 
(1995), they derived a rotational GSER for a spherical particle, to which they applied a 
correction factor for a disk. By measuring the one-dimensional rotational diffusion of the 
symmetry axis of the disk, they intended to deduce the viscoelastic moduli. They 
validated this conceptual method by applying it to an aqueous entanglement PEO 
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solution, observing qualitative agreement between their results and those obtained using 
concentric cylinder rheometry. The uncertainty in disk radius was posited as the primary 
reason for the consistent quantitative disagreement. The researchers suggested two 
advantages of rotational diffusion microrheology over translational diffusion 
microrheology: the ability to measure complex moduli up to two orders of magnitude 
higher and the ability to study delicate materials.   
As explained by Squires (2008), passive microrheology involves probes moving 
under the influence of Brownian forces alone, whereas active microrheology involves 
probes moving under the influence of an external agent. The latter technique affords the 
option of probing the nonlinear response of a sample so that the GSER is no longer valid. 
To illustrate the issues raised as a result, Squires theoretically analyzed a dilute 
suspension of colloidal particles, comparing the viscosities measured or inferred using 
macrorheology and nonlinear microrheology. In contrast to these fundamental studies, 
Breedveld and Pine (2003) applied microrheology to high-throughput screening. 
Specifically, they studied gelation in aqueous solutions of diblock copolypeptides, with 
each molecule comprising a hydrophilic block and a hydrophobic one. With relatively 
small samples and the ability to automate the measurement process, the researchers 
studied 64 solutions simultaneously to determine the conditions for formation of a gel. 
 Subsequently, Sato and Breedveld (2006) saw two more potential advantages of 
microrheology over traditional rheology: the ability to change the solvent composition in 
a loaded sample and the ability to measure changes in rheology during a transient. To 
exploit these advantages, the researchers designed a dialysis cell consisting of a sample 
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chamber and a solvent reservoir. These two components were separated by a thin semi-
permeable membrane through which solvent molecules, but not macromolecules, could 
pass. An external flow loop was employed to alter solvent composition in the reservoir 
and, therefore, in the sample chamber. The transient rheology was studied by monitoring 
fluorescent tracer particles. To demonstrate the capability of this dialysis cell, the 
researchers used it to study the changes in microrheology of an aqueous sodium alginate 
solution as it underwent a transition from liquid to gel and vice versa. In a second 
experiment, they studied an aqueous polyelectrolyte solution, observing that altering the 
concentration of an aqueous sodium chloride solution in the reservoir caused the sample 
viscosity to vary inversely. 
 In their review of the work in this field, Squires and Mason (2010) explain the 
significance of the GSER: as long as the assumptions behind it remain valid, results 
obtained using microrheology will be in agreement with those obtained using 
macrorheology. The assumptions are that the material behaves “as a quasi-steady, near-
equilibrium, homogeneous, isotropic and incompressible continuum,” and that the probe 
is inert. If the material is not in equilibrium, the Einstein component is no longer valid; if 
any another assumption is violated, the Stokes component is not valid. Researchers have 
responded to situations where the GSER is not valid with new techniques; for example, 
two-point microrheology can be used when the probe is not inert. In addition, such 
situations may raise new opportunities; for example, nonlinear microrheology can be 
studied when the Einstein component is not valid.  
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Rheology of Multi-Component Systems 
The study of multi-component system rheology is generally considered to have 
begun with Einstein’s (1906/1956)16
 
 dilute solution analysis. In an effort to determine the 
dimensions of the solute molecules, which he assumed to be much larger than the solvent 
molecules, he modeled the solution as a suspension of solid spheres in a continuum, and 
derived Equation (1.5) for the solution viscosity in terms of the solvent viscosity ηs  and 
the volume fraction of solute φ. 
51
2s
η η ϕ = + 
                   (1.5) 
 
 
Other researchers have used Equation (1.5) for a dilute suspension of rigid spheres in a 
Newtonian fluid, possible because of the nature of the model.17
 Several extensions of this model have been proposed, beginning with Jeffery’s 
(1922) analysis of a suspension containing ellipsoidal particles. He replaced the factor 5/2 
in Equation (1.1) with a range of values depending on the geometry and orientation of the 
ellipsoid. Fröhlich and Sack (1946) extended Einstein’s model by replacing the rigid 
spheres with elastic ones, deriving a system of equations describing the flow and relating 
it to the microstructure.  
 
                                                 
16 Einstein’s original paper, “A new theory of molecular dimensions,” was translated and compiled with 
other papers into a book published in 1956. 
17 As Barnes, Hutton and Walters (1989) explain, the particle volume fraction is more significant than the 
weight fraction in studying suspensions because of the importance of hydrodynamic forces, which depend 
on the exposed surface area of particles (and their aggregates), not on the density. 
25 
 
 Equation (1.1) has also been adapted to emulsions, beginning with Taylor’s 
(1932) analysis of an emulsion of two Newtonian liquids18
These models approximated the system as a continuum, on the grounds that the 
influence of the dispersed phase on the surrounding medium would grow less significant 
with increasing distance. Since these researchers began with a model of a single particle 
or droplet in a Newtonian fluid and extrapolated to the suspension, these early studies 
accounted for sample heterogeneity on the scale of the dispersed phase domains but 
assumed homogeneity on larger scales. Eventually, the study of multi-component systems 
split into two branches: one focused on suspensions and composites, and the other on 
emulsions and blends.  
, with uniformly sized droplets 
that were not significantly distorted by viscous forces. Oldroyd (1953) formulated a more 
complex emulsion model by accounting for the viscoelastic effects of interfacial tension 
and the addition of a compatibilizer; he also showed the results of Fröhlich and Sack 
(1946) to be a special case of his model.  
 
 
Emulsion and Polymer Blend Rheology 
 Oldroyd’s (1953) model was generalized by Palierne (1990) for a blend of 
viscoelastic fluids, accounting for a polydisperse minor component for which the 
concentration could be as high as 30%. In addition, the interfacial tension was divided 
into steady-state and frequency-dependent components, with the latter capturing the 
                                                 
18 Barnes et al. (1989) point out that an emulsion may be considered as a suspension of deformable 
particles. 
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effects of using a compatibilizer. In particular, the interfacial area affects the 
compatibilizer concentration, which in turn affects the interfacial tension. Further, 
additional resistance to interfacial shear stress is provided if the compatibilizer is a 
polymer capable of reticulation or entanglement. These effects were modeled using an 
interfacial dilatation modulus and interfacial shear modulus, respectively.19
Graebling, Muller and Palierne (1993) simplified Palierne’s (1990) model, 
applying it to uncompatibilized blends, their results identifying a relaxation process due 
to the droplets regaining their original shape. The volume average droplet radius RV could 
be used as a representative value in their model when the polydispersity was less than 
approximately 2. Knowing the blend composition, and after measuring RV and the 
component viscosities, their model can be applied to estimate the interfacial tension 
between the blend components. The model was validated against experimental data for 
two sets of blends. 
 
Other groups have developed their own adaptations of Palierne’s (1990) model to 
explain experimental results for compatibilized blends. Studying reactive blends of 
nylon-6 and maleated polypropylene (PP), Asthana and Jayaraman (1999) investigated 
the influence of the amount of compatibilizer on the interfacial tension and blend 
rheology. To predict accurately the spectra of the dynamic moduli of the blends at lower 
frequencies or at higher amounts of compatibilizer, the researchers had to account for the 
interfacial shear modulus by drawing upon the theory of lightly cross-linked rubber. They 
                                                 
19 Actually, Palierne used the word “surface” in place of “interfacial.” 
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concluded that there was a second relaxation process in addition to the shape relaxation 
occurring in these blends.  
 Another simplified form of Palierne’s (1990) model was derived by Jacobs et al., 
who also observed an additional relaxation process in compatibilized PS-PMMA blends. 
Assuming the interfacial shear modulus ''β  alone to be significant, the researchers 
divided it by the volume-average droplet radius VR  and used the ratio as a fitting 
parameter in the Palierne (1990) model [as reviewed by Van Hemelrijck et al. (2004)].  
 This simplified model was used in two later studies, the first conducted by Van 
Hemelrijck et al. (2004) on physically compatibilized blends of PDMS and polyisoprene 
(PI), and the second by Huo et al. (2007) on chemically compatibilized PS-PP blends. In 
both studies, two relaxation processes were observed during SAOS tests, with the 
additional relaxation process accelerating faster than the shape relaxation process as the 
compatibilizer concentration was increased.  
 Doi and Ohta (1991) formulated an alternative model for a binary liquid system in 
which the components of equal density and viscosity were present in approximately equal 
volumes. Rather than focus on a single droplet, they used statistical mechanics to model 
the overall evolution of the interface. Therefore, there was no characteristic length nor 
characteristic time. Their model predicted that in steady shear, their system would exhibit 
a constant viscosity and a first normal stress difference proportional to the shear rate. 
 Takahashi et al. (1994) found this prediction to be fairly accurate for blends of 
two Newtonian liquids, a silicone oil and resin oil, having similar density and viscosity. 
In addition, they applied the model to step changes in shear rate with constant shear rate 
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ratio and tested its prediction against data obtained using cone-plate rheometry for blends 
of a silicone oil and resin oil (different from those used earlier). The prediction was found 
to hold at various compositions.  
Vinckier, Moldenaers and Mewis (1996) proposed a further extension of the Doi-
Ohta (1991) model by allowing component viscosities to differ. Processing blends of 
poly-isobutylene (PIB) and PDMS using a spatula, they found that indeed the interfacial 
stress followed the scaling relation of Doi and Ohta, provided the shear rate was 
sufficiently low and the viscosity ratio was sufficiently low so that droplets could be 
broken up using steady shear.  
In purely experimental studies of PIB-PDMS blends having droplet morphologies, 
researchers have investigated the influence of shear rate on the phenomena of breakup 
and coalescence, and thereby on the droplet sizes. During these investigations, 
researchers have obtained limiting curves for breakup and coalescence. In one study, 
Grizzuti and Bifulco (1997) used these curves to identify a region of dynamic equilibrium 
between the two phenomena. However, the droplets detected were so small that only 
coalescence was observed in their experiments in which the blend samples were sheared 
between counter-rotating parallel plates with lateral confinement and the droplets were 
observed using optical microscopy.  
Such limiting curves were also obtained by Minale, Moldenaers and Mewis 
(1997) in their study of a PIB-PDMS blend (Figure 1.5). These researchers obtained the 
volumetric mean droplet radius VR  through SAOS experiments conducted with 
increasing and decreasing pre-shear rates, detecting hysteresis in VR  when the pre-shear 
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rate was below a critical value. The latter was defined as the shear rate at which the 
limiting curves intersected. In a concurrent study of PIB-PDMS blends of various 
compositions, Minale, Mewis and Moldenaers (1998) found that an inverse relationship 
existed between the minor phase concentration and the extent of the hysteresis region, 
irrespective of the nature of this minor phase.  
 
 
 
 
Figure 1.5   Variation of VR  with shear rate for PIB/PDMS blends. Breakup occurred in 
the region above its limiting curve; coalescence occurred in the region below its limiting 
curve. Hysteresis was observed in the shaded region, where neither process occurred. 
Adapted from Minale et al. (1997). 
 
 
 
 
 Virtually all the studies reviewed have involved only droplet morphologies. More 
recently, polymeric blends involving a diblock copolymer have been processed with a 
morphology consisting of two continuous homopolymer phases while the copolymer 
functions as a surfactant. Such a morphology, called a polymeric bicontinuous 
microemulsion (BμE), was first processed by Bates et al. (1997); the components of their 
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system were polyethylene (PE), poly (ethylene-propylene) (PEP) and a symmetric (50-
50) diblock copolymer. The system was observed to exist in the BμE form over a narrow 
range of total homopolymer concentration, with the volume fraction varying between 
0.90 and 0.91.  
Subsequently, Krishnan et al. (2001) blended poly (ethyl ethylene) (PEE) with 
polydimethyl siloxane (PDMS) in the presence of a diblock copolymer, obtaining a BμE 
morphology.20
Krishnan et al. (2001) suggested a series of morphological transitions to explain 
these four regimes. The BμE underwent increasing deformation over Regimes I and II, at 
the end of which a ceiling was reached in the sustainable stress. A morphology transition 
occurred in Regime III, with one or more phases being separated from the BμE. Finally, 
 After this system was processed, it was placed into a rheometer and 
subjected to steady shear tests. The researchers observed four regimes of rheological 
behavior. An initial Newtonian plateau (Regime I) was followed by shear-thinning 
behavior (Regime II). Then came a range of shear rates over which the shear stress 
remained constant (Regime III) so that the shear-thinning was accelerated. Finally, the 
dependence of viscosity on shear rate decreased (Regime IV). In addition, small-angle 
neutron scattering (SANS) and small-angle light scattering (SALS) patterns indicated that 
nanoscale structural features were predominant in Regimes I and II, while microscale 
structural features were predominant in Regime III. The latter features were also revealed 
through optical microscopy, with the sample growing more turbid as the shear rate was 
increased throughout this regime. 
                                                 
20 In the literature, the term “bicontinuous microemulsion” may refer to a microstructure or to a blend 
having such a microstructure. 
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an immiscible blend was formed in Regime IV, with a portion of the copolymer 
separating the homopolymers and the rest being dissolved in them.  
The study of rheology and microstructure was more thoroughly documented and 
discussed by the researchers in a subsequent publication [Krishnan et al. (2002b)]. Using 
a strain-controlled rheometer with a cone-plate geometry, the researchers investigated the 
effect of temperature on the steady shear rheology, and found that shear-thinning began 
later and occurred over a narrower range of shear rates as the temperature was increased. 
Remarkably, though, the viscosity and shear stress were virtually independent of 
temperature in Regime III. In this study, they also found that the BμE morphology had 
caused an elastic character in the blend; in SAOS experiments the sample response 
became increasingly elastic, reached a maximum, and became increasingly viscous. In 
addition, the intermediate frequency rose with temperature. The researchers concluded 
that the general behavior of a BμE can be investigated using polymers as components. 
Such a system had three advantages when compared to one consisting of oil, water and a 
surfactant: the former has slower dynamics, can be studied over a wider range of 
temperatures, and transitions to shear-thinning behavior at a shear rate two orders of 
magnitude lower. 
Investigating the behavior of the system under startup of steady shear, Krishnan et 
al. (2002a) observed that a final shear rate corresponding to Regime II or III caused both 
viscosity and shear stress to peak before attaining a steady value. The researchers 
suggested that the imposed shear caused stretching and orientation of the nanoscale 
domains in the BμE. As long as only stretching was significant, both shear stress and 
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viscosity increased. Once the alignment of the domains also became significant, the 
viscosity decreased as did the shear stress. Within Regime III, step increases in shear rate 
led to peaks in the shear stress, with the same steady value gradually attained. The 
interpretation offered was that the BμE briefly sustained the higher stress, then expelled 
one or more phases to lower the stress. Similarly, step decreases in shear rate caused 
troughs in the shear stress with a steady value eventually attained. These results indicated 
that the transition between the BμE and the immiscible binary blend was reversible. 
Given the relatively slow dynamics of polymeric BμE’s, Burghardt et al. (2002) 
tested the predictions of an existing theoretical model developed by Pätzold and Dawson 
for the linear viscoelastic behavior of microemulsions against experimental data for a 
blend that was 45% PEE, 45% PDMS, and 10% copolymer. The model predictions for 
the microstructural contribution to the complex viscosity were found to be qualitatively 
accurate. However, the discrepancy between theory and experiment was significant when 
predicting the temperature dependence of the microstructural contribution to the zero-
shear viscosity and average relaxation time. The best explanation was that the assumption 
of a homogeneous strain field in the theory was not valid at the length scale of the 
structural features, due to the homopolymer viscosities differing by three orders of 
magnitude. Therefore, the researchers suggested that the model predictions be tested 
against data obtained for a blend having a BμE morphology composed of homopolymers 
with similar viscosities. 
Zhou et al. (2007) studied a polymeric BμE whose volume composition was 
41.5% PEP, 41.5% PBO, and 17% block copolymer. Since the homopolymer viscosities 
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differed by a factor of 3, this BμE was dynamically almost symmetric. The rheology was 
studied using a strain-controlled rheometer fitted with a cone-plate geometry, and the 
morphology evolution was studied using the annular cone-plate SAXS shear cell 
developed by Caputo and Burghardt (2001). The results of steady shear experiments and 
SAXS indicated that shear-induced phase separation occurred in this system as well, 
showing that this phenomenon was independent of the dynamical symmetry. However, 
the regimes of Newtonian behavior and shear-thinning were separated by a newly 
observed shear-thickening regime. The researchers hypothesized that the greater viscosity 
contrast of the PEE-PDMS system had resulted in shear-thinning being favored and that 
the homopolymer viscosities had overshadowed the shear-thickening. This study also 
revealed the limits of the analogy between microemulsions comprised of polymers and 
those comprised of oil, water and a surfactant. Theory of the latter type does not account 
for deformation of block copolymer chains under shear flow, probably explaining why 
the theory fails to predict polymeric BμE behavior. 
As this review suggests, polymer blend rheology studies have primarily focused 
on a droplet morphology, partly because polymer blend models are derived from earlier 
emulsion models and partly because this morphology is most readily attained in polymer 
processing equipment. The polymeric BμE is one of the few alternative morphologies 
whose rheology has been studied. Therefore, prior rheology studies have considered a 
subset of all possible morphologies. 
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Suspension Rheology 
 Since the works of Einstein (1906/1956), Jeffery (1922), and Fröhlich and Sack 
(1946), other researchers have formulated more complicated suspension models from 
which equations for viscosity or other material functions have been derived. 
Alternatively, such equations have been obtained empirically. One complexity that has 
been explored is to remove the restriction to dilute systems, while retaining the 
restrictions of isolated particles with a narrow size distribution. Metzner (1985) reviewed 
four equations for suspension viscosity that were derived under these conditions and 
pointed out that each was applicable within a certain range, recommending that an 
equation be chosen for a particular study based on how well it fits the experimental data.  
The classic models can be made more complex in several other ways, one being 
to account for finite particle size. Patankar and Hu (2002) did so in their computational 
model of a dilute suspension of rigid particles in a Newtonian liquid. Simulating the 
plane Couette flow of the suspension while increasing the Reynolds number, the 
researchers observed shear-thickening and a negative first normal stress difference that 
decreased so that the plates tended to move towards each other.  
Another complication was considered by Dahbi et al. (2010), who investigated 
the viscosity variation as a function of concentration in a suspension of elastic particles21. 
A casein suspension was studied using three rheometer cells: a double-gap Couette cell22
                                                 
21 Fröhlich and Sack (1946) modeled a dilute suspension of elastic particles. 
 
for the most dilute suspensions, a single-gap Couette cell for moderately concentrated 
22 Such a cell differs from a conventional Couette cell in that an additional cylinder is placed within the 
bob, so that the sample is sheared in two annular gaps. As reviewed earlier, Klein, Laskowski and Partridge 
(1995) have modified this geometry for studying settling suspensions. 
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suspensions, and a cone-plate geometry for the highest concentration. The researchers 
found that the zero-shear viscosity initially followed the trend of hard-sphere suspensions 
but eventually deviated to become a weak function of concentration, subsequently 
increasing rapidly until structural arrest occurred and the suspension stopped flowing. 
Oscillatory shear experiments confirmed the last finding.  
Since the particles in real suspensions need not be spherical, Santamaría-Holek 
and Mendoza (2010) developed and applied a suspension model to obtain the variation of 
relative viscosity with volumetric concentration for particles shaped like hard spheres, 
ellipsoids, cylinders or dumbbells. In particular, the researchers found that the predictions 
of their model were more accurate than those of earlier models for hard sphere 
suspensions.23
Using statistical mechanics, Batchelor (1970) formulated a general model of a 
suspension of particles in a Newtonian fluid, without imposing restrictions on particle 
size, shape or concentration, nor on shear rate. Rather than material functions, he 
obtained an expression for the bulk stress. Phan-Thien (1995) drew upon this work to 
model a concentrated suspension of monodisperse spheres
 
24 in a Newtonian liquid, 
neglecting colloidal and Brownian forces. Beginning with a combination of models of 
two-sphere interaction and the microstructural evolution25
                                                 
23 Metzner (1985) has reviewed experimental work on suspensions of non-spherical particles. 
, he extrapolated the results 
obtained to the suspension. In steady simple shear, this model predicted positive first and 
24 The distribution of sphere sizes has one maximum. 
25 Phan-Thien (1995) used the term microstructure to refer to particle aggregation, as other researchers have 
done. 
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second normal stress differences; both these parameters and the relative viscosity had an 
identical functional relationship to the particle volume fraction. 
The suspending medium can exhibit viscoelastic behavior, with experimental 
work on such suspensions having been reviewed by Metzner (1985). A suspension in a 
polymer melt or solution was found to be more strongly shear-thinning than the pure 
medium. Analytical work, however, has been slowed by the difficulty of modeling 
viscoelastic behavior, as pointed out by Koch and Subramanian (2006). These researchers 
modeled a three-dimensional suspension of spherical particles in a viscoelastic liquid, 
assuming a vanishingly small De so that the second-order-fluid equation was applicable. 
Using ensemble averaging, they derived expressions for the shear viscosity and the 
normal stress differences N1 and N2. The viscosity and first normal stress difference had 
the same functional relationship to the particle volume fraction, a result similar to that of 
Phan-Thien (1995). Koch and Subramanian also reviewed previous efforts to model this 
system.  
Greco, D’Avino and Maffettone (2007) used a different approach with the same 
system, beginning with a single sphere surrounded by fluid and extrapolating to the 
suspension. Their expression for N1 agreed with the one obtained by Koch and 
Subramanian (2006), but their expression for N2 did not. Housiadas and Tanner (2009) 
tried to resolve the controversy, concluding that Greco et al. (2007) had obtained the 
correct results, though the cause for the discrepancy was not identified. In a recent 
review, Mewis and Wagner (2009a) have noted the relatively small body of analytical, 
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experimental and computational work on suspensions in viscoelastic media, while 
suggesting that this area is one of several that appear particularly tractable.  
 
Effect of particle aggregation and migration on rheology 
Barnes et al. (1989) explain that if particles aggregate, as they may in a non-dilute 
suspension, an additional contribution to the rheology results. The maximum packing 
fraction, φm , corresponding to nearly solid-like behavior, can be obtained theoretically 
for a unimodal suspension, using the preferred particle configuration. The maximum 
packing fraction can also be obtained empirically, for example using Equation (1.6) by 
Krieger and Dougherty (1959) in which [η] is the intrinsic viscosity of the suspension, ηs 
the viscosity of the medium, and φ and φm the actual and maximum packing fractions, 
respectively: 
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This equation may be applied to suspensions with a distribution of particle sizes. As 
Stickel and Powell (2005) explain, the suspension viscosity for a given volume fraction is 
lower for a bimodal suspension than for a unimodal one since smaller particles can fit 
into the spaces between the larger particles. 
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Researchers have also observed that particle migration changes the viscosity of a 
suspension. One migration phenomenon is shear-induced particle diffusion, which 
Acrivos and co-workers started investigating in the 1970s. Although not the first to 
observe this phenomenon, they were the first to explain it. As described by Acrivos in his 
Bingham Award Lecture (1995), they studied concentrated suspensions in Newtonian 
liquids, with the particles being neutrally buoyant, monodisperse spheres, and sufficiently 
large for Brownian motion to be insignificant. Further, the Stokes flow approximation 
was applicable in the vicinity of the particles. When such a suspension flows, the motion 
of an individual particle contains an irregular component due to interactions with other 
particles, leading to a tendency for the particles to migrate against the gradients of 
concentration and shear stress. Therefore, the sedimented particles in a coal slurry can be 
resuspended by shearing at a sufficiently high shear rate using a Couette viscometer. In 
addition, when studying the suspension, particles migrated from the gap between the cup 
and bob to the base of the cup, causing a concentration gradient not accounted for in the 
measurements. The result was that the viscosity decreased gradually without reaching a 
steady value. 
Phillips et al. (1992) developed a suspension model to account for shear-induced 
particle diffusion. The Newtonian constitutive equation was modified by assuming the 
relative viscosity was a function of local particle concentration.26
                                                 
26 This is Equation (1.2), proposed by Krieger and Dougherty (1959). 
 The evolution of this 
concentration was modeled as a function of two fluxes: one caused by spatial variations 
in particle interaction and the second by spatial variations in viscosity. The researchers 
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validated their model against experimental results for Couette flow between concentric 
rotating cylinders, and for Poiseuille flow. 
The rheology of a suspension may also change if the particles form an aggregate 
that evolves.27
If the viscosity of a suspension decreases with time in response to applied shear 
and increases when shear is removed, the suspension is said to be thixotropic. In a review 
of the research into this phenomenon, Mewis and Wagner (2009b) describe three broad 
classes of thixotropic suspension models. Two of these classes are based on a continuum 
approach, with the first using memory functions to account for the evolution of stress and 
viscosity. In the second class, bond breaking and formation determine the evolution of a 
structural parameter, which in turn influences the evolution of material functions. This 
class of models may be considered as a limiting case of the third, in which both the 
evolution of microstructure and its correspondence with the rheology are modeled. 
 In their review of work on concentrated suspensions of spherical particles 
in Newtonian liquids, Stickel and Powell (2005) explain that such a suspension exhibits 
non-Newtonian stresses only if the particles form an anisotropic microstructure, which 
usually happens under flow. While emphasizing “that microstructure is the key to 
understanding rheology of dense suspensions,” the authors acknowledge that predicting 
the microstructure a given suspension will adopt is not possible.  
The classic suspension models of Einstein (1906/1956), Jeffery (1922), and 
Fröhlich and Sack (1946) pertain to dispersions but not to structured materials wherein 
particles are placed into arrangements such that they are used most effectively. More 
                                                 
27 As stated earlier, researchers have referred to particle aggregation and migration as formation and 
evolution of microstructure. 
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recent models have recognized that as the concentration of the dispersed phase increases, 
the particles may aggregate or migrate, resulting in an additional contribution to the 
rheology beyond the concentration itself. However, the connection between 
microstructure and rheology has been explored to a limited extent in that researchers have 
used the term “microstructure” to refer to particle aggregation while regarding the control 
of this aggregation as virtually impossible. The situation for polymer blends and polymer 
composites is similar: the microstructure is not easy to control with conventional 
processing equipment, and is regarded as largely a function of composition.  
Recent research into a new blending technology has shown that polymer blends 
and composites can be processed and the evolution of microstructure controlled at the 
same time. This new technology, known as Smart Blending, is made possible by a recent 
subfield of fluid mechanics known as chaotic advection, articulated by Aref (1984). Aref 
formulated a mathematical model to show that a two-dimensional, incompressible, 
isochoric flow field with a simple mathematical expression can cause fluid particles to 
move chaotically, provided the flow field is time-dependent. The implication for a 
polymer blend is that an initially compact minor component body can be repeatedly 
stretched and folded to form expansive layers that continuously refine28
                                                 
28 As will be explained later, this stretching and folding is similar to a horseshoe map. 
 and for a 
polymer composite, that particles of an additive can quickly diverge and form patterns. 
Although the positions of individual layers in a blend or individual particles in a 
composite cannot be controlled, the formation of the overall multilayered morphology or 
particle network can be, and has been, controlled. With continued processing, the layers 
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in a blend may refine to such an extent that they rupture and give rise to other 
morphologies; the microstructural features in a composite may refine to the point where 
they become as small as the additive particles themselves. This concept, known as 
progressive morphology development, is a key feature of Smart Blending [Zumbrunnen 
et al. (2006)]. 
The new technology has been developed by Zumbrunnen and coworkers at 
Clemson University. Reviewing the theory of chaotic advection and its many 
applications, Aref (2002) highlighted Smart Blending as one of “three recent 
developments that seem to hold particular promise” in the sense of breaking new ground 
in the concerned field of application. Among them, this technology was the only 
development related to polymer processing.  
 
 
Technologies to Obtain Structured Polymer Blends and Composites29
 
 
The first work was the development of a device consisting of a cylindrical cavity 
whose end surfaces were formed by rotating disks, with the upper disk coaxial with the 
cavity and the lower disk having an eccentric rotational axis [Miles, Nagarajan and 
Zumbrunnen (1995)]. This device is shown in Figure 1.6. The drive system for each disk 
consisted of a servomotor and a speed reduction gear box. The motors were operated 
using a motion controller, the signals of which were amplified. Each disk was rotated in 
turn through the same displacement, the result being a three-dimensional chaotic flow;  
                                                 
29This section is a revision and update of a section I wrote in the Literature Review of my Master’s thesis 
(Subrahmanian, 2005). 
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Figure 1.6   Eccentric disk chaotic advection blending device [adapted from Miles, 
Nagarajan and Zumbrunnen (1995)]. 
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this study provided an early example of such a flow. As the contents of the cavity could 
be solidified, removed and analyzed, this was the first cavity chaotic advection device 
intended for polymer processing, with some studies (including this one) actually using an 
outer cylinder in place of the lower disk. With intent to form polymer blends, Miles et al. 
sought to determine the conditions required for chaotic flow to develop. To this end, they 
studied the chaotic mixing of fluids in this cavity, using glycerin as the fluid. 
Miles et al. (1995) described their device in terms of three parameters. They 
defined the aspect ratio as the ratio of the height of the blending cavity to its inner 
diameter, the eccentricity as the ratio of the disk separation to the radius of the lower 
disk, and the perturbation strength as the angular displacement of each disk when it was 
set in motion, expressed as a fraction of a complete revolution. For low values of the 
perturbation strength, elliptic points are associated with regular flow and hyperbolic 
points with chaotic flow. With the aspect ratio and eccentricity fixed, the researchers 
initially identified elliptic and hyperbolic points in the steady flow resulting from the 
simultaneous rotation of both disks. Next, they increased the perturbation strength and 
observed the effects on particle motion in regions of the cavity corresponding to these 
points. In addition to identifying elliptic and hyperbolic points, the researchers applied 
particle tracking, Lyapunov exponents, and first-return maps as diagnostic tools.  
In a particle tracking experiment, a tracer sphere was initially placed near the 
elliptic point, and its position was recorded at the end of each time step. All the tracer 
positions were plotted at the end of a set time. For low perturbation strengths, the particle 
motion was periodic, with a loop being retraced. When the perturbation strength was 
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increased to 0.4 [Figure 1.7(a)], the particle motion was no longer periodic, indicating 
that chaotic flow was beginning to spread into the regular flow region. The chaotic flow 
spread throughout the cavity when the perturbation strength was further increased to 0.8 
[Figure 1.7(b)], as indicated by the breakdown of the loop. 
 
 
                 
                    (a) μ = 0.40                                                  (b) μ = 0.80 
Figure 1.7   Results of particle tracking experiments by Miles, Nagarajan and 
Zumbrunnen (1995), in which a neutrally buoyant tracer sphere was tracked in the 
vicinity of an elliptic point. (a) At μ = 0.40, the motion is already aperiodic, since the 
sphere does not retrace its path exactly. (b) At μ = 0.80, the motion of the sphere is 
chaotic. 
 
 
 A return map also involves using a tracer, except that the tracer is followed for a 
specified number of stirring periods, one period consisting of the rotation of each disk in 
turn. The positions of the tracer at the end of each stirring period were plotted. Return 
maps were also obtained computationally: the flow fields due to the rotation of each disk 
were simulated and used to trace particles within the blending cavity for a specified 
number of stirring periods. As the maps in Figure 1.8 show, good agreement was 
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obtained between the experiments and model. For the lowest perturbation strength, the 
particle moved in a closed loop, whether it was initially placed near the elliptic point or 
the hyperbolic point. As the perturbation strength was increased, a region of chaotic flow 
formed near the hyperbolic point and grew larger. Eventually, regions of regular flow 
shrank. Using return maps, Miles et al. (1995) also learned that the perturbation strength 
corresponding to the transition increased with the aspect ratio for a fixed eccentricity of 
the disks. The ISSR that is the subject of this dissertation, is based on this device, three 
differences with the new instrument being that the lower disk axis is outside the blending 
 
 
 
 
 
 
                (a)  μ = 0.04            (b)  μ = 0.10          (c)  μ = 0.20           
 
 
 
 
 
 
 
               (d)  μ = 0.40            (e) μ = 0.60          (f)  μ = 0.80           
 
Figure 1.8   Numerically generated first return maps for different values of the 
perturbation strength  μ in the device of Miles, Nagarajan and Zumbrunnen (1995). In the 
first case, the figure-eight corresponds to a hyperbolic point and the simple loop to an 
elliptic point. As the value of μ is increased, the region of chaotic motion grows until it 
fills the entire cavity, as shown by the positions of the tracked particles. 
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cavity, that a smaller aspect ratio is used than considered in this first study,30
 
 and that 
physical parts have been designed specifically to function as a rheometer. 
 
 
Progressive Morphology Development 
To understand how chaotic fluid motion can be employed to blend polymers 
while controlling the evolution of the morphology, considering a horseshoe map may be 
helpful. As explained by Moon (1987), in a horseshoe map (Figure 1.7), a given sheet is 
stretched in one direction and bent over, and the two halves are stacked, after which the 
process may be repeated. The horseshoe map, in turn, is related to the Baker’s 
transformation (Figure 1.8), the difference being that in the latter, the sheet is stretched 
and cut, after which the two halves are stacked and the process may be repeated.  
Smart Blending is based on a similar concept to the horseshoe map. The melts of 
the polymer components to be blended are introduced into a device and caused to stretch 
and fold recursively by chaotic advection, which in turn is induced via motions of 
bounding surfaces. This recursive stretching and folding gives rise to a morphology 
consisting of alternating layers of the components. 
This process may be compared to that in a screw extruder, in which a particular 
morphology may often arise only in a small spot and quickly transition to a droplet or 
another morphology. By contrast, Smart Blending promotes spatially uniform 
morphology development by converting melts first to multilayers via repeated stretching 
and folding, and then refining them. The multilayers can spontaneously transition to other 
                                                 
30 Both improvements were first used by Manickam (2000) and Zumbrunnen and Chhibber (2002). 
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(a) 
 
 
 
 
(b) 
 
Figure 1.9   Horseshoe map [Moon (1987)]. As seen in (a), the original square is 
stretched and folded over the original area, after which the process may be repeated. The 
evolution of a square over three iterations of a horseshoe map is shown in (b). In Smart 
Blending, such recursive shear deformation of initially compact minor component bodies 
causes their areas to increase, and expansive layers to form. 
 
 
48 
 
 
(a) 
 
 
 
 
(b) 
 
 
Figure 1.10   Baker map [Moon (1987)]. As seen in (a), the original square is stretched, 
after which the two halves are stacked. The evolution of a square over three iterations of 
this map is shown in (b). Compare to Figure 1.7. 
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blend morphologies with continued processing. The controllable evolution and retention 
in extrusions of particular polymer blend morphologies, known as progressive 
morphology development,31
The potential of this technique to yield fine-scale structures in polymer blends 
was investigated by Zumbrunnen, Miles and Liu (1996) using the device seen in 
 is a key feature of Smart Blending [Zumbrunnen (2000)].   
Figure 
1.6. The polymers used were the thermoplastics low density polyethylene (LDPE) and 
ethylene stat-vinyl acetate (EVA), with blends formed of LDPE and pigmented LDPE, on 
the one hand, and of EVA and LDPE, on the other. The first type of blend exhibited a 
fine lamellar morphology, with the striation size decreasing exponentially as processing 
continued (Figure 1.11). The EVA-LDPE blend exhibited a fibrous morphology, the 
fibers being derived from layer breakup, so that some retained the orientation in Figure 
1.11(a). In addition, the fibers had high aspect ratios of approximately 1000. The 
difference in morphology was due to interfacial tension, indicating the possibility of 
obtaining fine-scale structures rapidly using this process. Significantly, this paper was the 
first to suggest that nanoscale materials can be produced via chaotic advection. 
The transition from a layered morphology to a fibrous one was explored more 
fully by Liu and Zumbrunnen (1996), who blended polystyrene (PS) with LDPE, and 
EVA with LDPE. For both blends, the minor phase was found to form into sheets, which 
were then stretched and folded until they split due to interfacial instabilities, forming 
fibrils (Figure 1.12). The latter had high aspect ratios since they were formed from 
expansive layers. A higher interfacial tension, as in the PS-LDPE blend, necessitated a 
                                                 
31 An alternate term is progressive structure development. 
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           (a)            (b) 
Figure 1.11   Composite shown in cross-section of LDPE and pigmented LDPE processed 
for ten stirring periods. A lamellar structure is observed, with some layers thinner than 9 
μm. In the first figure, the compression in one direction and stretching in the other 
indicates that a hyperbolic point is nearby. From Zumbrunnen et al. (1996). 
 
 
 
Figure 1.12   LDPE fibrils in a PS matrix. Blend processed by Liu and Zumbrunnen 
(1996). 
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longer processing time to obtain this morphology. Reversing the major and minor 
components in each blend again resulted in the formation of layers that transformed to 
fibers. More recent simulations by Joshi and Zumbrunnen (2006) have clarified that when 
holes form in the minor component layers and preferentially coalesce in the shear 
direction, fibers are formed (Figure 1.13).32
 
 
 
 
Figure 1.13   Results of simulations by Joshi and Zumbrunnen (2006) clarifying the 
mechanism by which a fibrous morphology is formed in a polymer blend. When holes are 
formed in the minor component layers (shown here) and the blend is sheared (in the 
direction shown by the arrow), these holes preferentially coalesce along the shear 
direction, resulting in the transition from a multilayered morphology to a fibrous one.  
 
                                                 
32 This paper also clarified the mechanisms by which other morphologies are formed, and will be cited 
again later in this review. 
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To better understand interfacial effects, Zhang and Zumbrunnen (1996a,b) 
conducted two computational studies involving a rectangular cavity previously studied 
experimentally by Leong and Ottino (1989). A discontinuous protocol was employed: 
one pair of opposite walls moved at different times and in opposite directions. In the first 
study, the changes in deformation of a minor component body in relation to the 
interfacial tension and viscosity ratio were investigated.  The second study investigated 
the possibility of inducing the collapse of regions of poor mixing, called islands, in order 
to achieve uniform structure evolution in blends. 
Subsequently, Liu and Zumbrunnen (1999) used the device of Miles et al. (1995) 
to increase the impact toughness of PS by blending it with LDPE. The resulting fibrillar 
morphology resulted in a 69% improvement for a blend that was 9% LDPE by volume. 
Attempting to preserve this microstructure raised the question of how breakup was 
affected by the shear flows in the blending device as well as by other factors. Using 
three-dimensional simulations, Zhang, Zumbrunnen and Liu (1998) found that breakup 
was hindered by an imposed shear flow, and consistent with fluid mechanics studies of 
immiscible liquids, was slowed as the interfacial tension was reduced or the viscosity 
ratio was increased. In practice, therefore, this work suggested that retention of high-
aspect-ratio fibers is aided through the addition of a compatibilizer or by selecting 
polymer components to give a viscosity ratio between 1 and 5. More recently, 
Zumbrunnen et al. (2006) have recommended blending polymers having an interfacial 
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tension less than 5 mN/m and a viscosity ratio between 0.05 and 12.33
Whereas studies so far had involved batch devices, Gomillion (2000) conducted 
the first involving a continuous flow device, the barrel of which had a circular cross-
section with two cylindrical stir rods extending along its length. To inject the polymers to 
be blended, one port was provided for the minor component and six ports for the major 
component. The device was mounted vertically so that the blend could be extruded in the 
form of fibers. Using this device, Gomillion processed PP-PS blends through alternate 
rotation of the stir rods that led to repeated stretching and folding of the components. The 
formation of alternating layers was observed, with those of one component eventually 
disintegrating to yield fibers. Alternatively, a more complex morphology was formed, 
with one phase encapsulated within the other. This morphology eventually transitioned to 
one consisting of fibrils of both phases. 
 Processing cannot 
be done at high viscosity ratios because the minor component resists shear deformation.  
The eccentric disk device remained in use, with improvements made based on the 
work of Nagarajan (1994), whose simulations had revealed a region of relatively poor 
stirring near the lower disk axis. In an experimental study by Manickam (2000), the 
eccentricity was increased to 1.2 so that the lower disk axis was outside the cavity. To 
further improve the blending uniformity, the aspect ratio was reduced to 0.1. Using these 
geometric parameters and a blending protocol with μ = 0.60 for both disks,34
                                                 
33 Increasing the shear rates employed in blending may result in different ranges of interfacial tension and 
viscosity ratio being favorable. 
 Manickam 
34 Some experiments were repeated using μ = 1.20.  
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processed highly multilayered blends of LDPE and HDPE,35 with individual layers as 
thin as 100 nm. A blend having a similar morphology was subsequently processed by 
Zumbrunnen and Inamdar (2001) using the continuous flow Smart Blender. Comprised of 
ethylene-propylene-diene terpolymer (EPDM) and PP36
Figure 1.14
, the resulting blend had more 
than 10,000 layers in a monofilament extrusion 2.5 mm in diameter, with individual 
layers less than 200 nm thick ( ). The absence of delamination in this 
incompatible blend was attributed to morphology changes such as those provided by 
ruptures of the layers of one component that would interconnect the layers of the other 
component.  
 
 
 
Figure 1.14   Highly multilayered blend morphology obtained by Zumbrunnen and 
Inamdar (2001) in blend of EPDM and PP. 
 
                                                 
35 Actually, another technology for processing films having large numbers of thin layers, known as 
microlayer coextrusion, had been developed earlier. This technology will be reviewed at the end of this 
section. 
36 The blend was 80% PP by volume. 
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The same morphology was observed when the blend was extruded as a film 
[Figure 1.15(a)]. Upon further processing, the layers refined to the point where van der 
Waals forces became significant and caused the minor component (EPDM) layers to 
rupture locally, resulting in a morphology with single-component continuity [Figure 
1.15(b)]. Eventually, the layers disintegrated into nanoscale droplets [Figure 1.15(c)]. 
This result appeared to contradict theory in two ways: a droplet morphology was obtained 
in a blend with one component ten times as viscous as the second, and the droplets were 
smaller than the theoretical limit. The contradiction resulted because the theory was 
based on the conventional mechanism of droplet formation, which involves mixing two 
polymers so that one forms spherical domains within the other, and shearing the blend to 
break up these domains [Zumbrunnen et al. 2002)]. 
To study the droplet morphologies formed in a blend more thoroughly, Jana and 
Sau (2004) employed a batch chaotic advection blender, which resembled a twin screw 
extruder in its cross-section, with blending of PP and polyamide-6 (PA6) accomplished 
by two circular rotors. Like Zumbrunnen et al. (2002), these researchers obtained PP 
droplets at unexpected viscosity ratios. The effects of composition and viscosity ratio on 
the rate of droplet formation and the droplet size distribution were determined. 
More recently, Joshi and Zumbrunnen (2006) have clarified37
Figure 1.16
 the mechanism by 
which the droplet morphology was formed. The results of one of their simulations are 
shown in , with the volume proportion of the minor component being 17%. 
                                                 
37 Joshi and Zumbrunnen (2006) used the word “clarified” because while their model accounted for 
interfacial forces that tended to cause holes in layers to grow or shrink, it did not account for van der Waals 
forces that led to the formation of these holes. 
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                              (a)                                                               (b) 
  
                            (c)           (d) 
  
                            (e)           (f) 
Figure 1.15   Example blend morphologies obtained in Smart Blending studies. (a) 
Layers; (b) Interconnected layers via hole ruptures in multilayer film; (c) Nanodroplets; 
(d) Interpenetrating blend; (e) Fibrils; (f) Platelets. All references cited in text.   
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Figure 1.16   Clarification of mechanism by which a droplet morphology is formed, with 
the volume proportion of the minor component being 17%. Adapted from Joshi and 
Zumbrunnen (2006). 
 
 
 
 
In the absence of a unidirectional shear, holes in the minor component layers tended to 
grow in both the x and y directions until eventually, the original layers turned into 
bulbous regions connected by tendons. When the latter broke off, droplets were obtained. 
Zumbrunnen et al. (2002) also provided other examples of the potential of chaotic 
advection to promote changes at the molecular level in polymer blends through 
continuum level processes in contrast to other processes in the field of nanotechnology. 
One example was the results of a study using the continuous flow device to blend LDPE 
and EVOH38
                                                 
38 Ethylene vinyl alcohol copolymer. 
 with maleic anhydride graft-polyethylene added as a compatibilizer. By 
promoting the formation of expansive thin layers, chaotic advection improved the 
orientation of compatibilizer molecules, which were induced between the blend 
components. In turn, the presence of the compatibilizer resulted in the layers of each 
blend component growing thinner until they approached molecular dimensions so that the 
component molecules were better oriented as well. In addition, the thinner layers may 
have resulted in an improved crystallinity. Perhaps most significantly, this paper 
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described how solid additives may be arranged in a polymer composite; as an illustration, 
the researchers presented a composite in which carbon nanotubes were oriented within a 
PP matrix. (Work on such composites will be reviewed in more detail later.) These results 
vindicated the suggestion by Zumbrunnen et al. (1996) that nanoscale structures can be 
formed in polymer blends by means of chaotic advection. 
In a concurrent study to those involving the continuous flow device, Kwon and 
Zumbrunnen (2001) used an eccentric cylinder device earlier studied for chaotic mixing 
by Aref and Balachandar (1986), and by Swanson and Ottino (1990). By using this 
device, the focus remained on controlled blend morphology development rather than 
device development. The geometric parameters and processing conditions were obtained 
from these previous works to ensure two-dimensional chaotic advection, the idea being 
that a large number of layers would form and undergo subsequent morphology changes. 
At a single composition, a blend of PS and LDPE was found to transition from a layer 
morphology to one having single-phase continuity, then to a morphology with dual-phase 
continuity, also known as an interpenetrating blend (IPB) [Figure 1.15(d)], and finally to 
a droplet morphology. Most importantly, each of these morphologies could be isolated by 
conducting chaotic advection for a specific time duration, thus demonstrating for the first 
time that blend morphology need not be a function of composition alone, as occurs in 
conventional devices. Mechanisms were detailed for the formation of each morphology. 
 Zumbrunnen and Chhibber (2002) extended the previous study by varying both 
the composition and the extent of processing in PS/LDPE blends. The researchers 
employed the eccentric disk chaotic blender (Figure 1.6), with an aspect ratio of 0.1 as in 
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Manickam’s (2000) work but with the eccentricity increased to 1.6. In studying the 
effects of composition and extent of processing on blend morphology, it was found that, 
depending on composition, morphology development took one of two routes. In one, 
ruptures arose in sheets and layers to give fibrils [Figure 1.15(e)], which ultimately broke 
up to form droplets. The other was the route described earlier by Kwon and Zumbrunnen 
(2001), with the platelet morphology shown in Figure 1.15(f). This paper also gave a 
more detailed explanation for the formation of an interpenetrating blend, which was 
obtained over a compositional range of 35–90% PS, wider than was possible using 
conventional blending methods.   
 This mechanism was subsequently clarified by Joshi and Zumbrunnen (2006). As 
the initial multilayered morphology is refined, the minor component layers are the first to 
develop holes [Figure 1.17(a)]. As the major component flows into these holes [Figure 
1.17(b)], its own layers grow thinner and locally rupture [Figure 1.17(c)]. With minor 
component flowing into these holes, an interpenetrating blend morphology is obtained 
[Figure 1.17(d)]. Upon further processing, the minor component tendons are pinched off, 
leading to a fibrillar morphology [Figure 1.17(e)]. 
The continuous flow device first employed by Gomillion (2000) was improved 
upon with the design of a new device, smaller than the first and oriented horizontally. 
While the cross-section remained circular, the stir rods were now tapered at each end. As 
a result, the melt inflow was not impeded by the rods, and the melt outflow experienced a 
smoother transition to the die than before. Parulekar (2003) employed this device to 
process composites of PP with clay nanoplatelets; these composites were intended as  
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Figure 1.17   Clarification of mechanism by which an interpenetrating blend morphology 
is formed, with the volume proportion of the minor component being 31%. Adapted from 
Joshi and Zumbrunnen (2006). 
 
 
 
 
barrier films. Subsequently, Chougule and Zumbrunnen (2005) improved the device 
further; the cross-section was made oval for most of the barrel length, but remained 
circular near the ends. The transition of cross-section coincided with the tapering of the 
stir rods. This device was called the Continuous Chaotic Advection Blender (CCAB), and 
as seen in Figure 1.18, the rods were rotated using variable speed motors with reduction 
gears, while the melt streams were regulated using metering pumps. Each melt stream 
could contain solid additives, and in fact Chougule and Zumbrunnen (2005) used the 
CCAB to process electrically conducting composites. Both this study and the one by 
Parulekar (2003) will be reviewed more fully later in this chapter.  
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Figure 1.18   Continuous Chaotic Advection Blender (CCAB) for processing polymer 
blends and composites using Smart Blending. Source: Zumbrunnen et al. (2006). 
 
 
 
 
The CCAB was also employed by Dhoble et al. (2005) to process PP-LDPE 
blends for three compositions of 10, 20 and 30% LDPE by volume. The researchers 
observed the two series of morphology transitions documented in the earlier studies on 
batch devices, the blend with 30% LDPE going the IPB route, which was a novel result 
given its composition and viscosity ratio. The researchers also observed new phenomena 
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in this series. With extended processing, the IPB transformed into a morphology 
consisting of ribbons and platelets, and layers that were smaller than those originally 
formed. A droplet morphology was ultimately obtained. 
In addition, Dhoble et al. (2005) investigated the impact toughness of the blends 
composed of 20% and 30% LDPE. For both blends, several intermediate morphologies 
were found to have improved impact toughness over both pure PP and the droplet 
morphology obtained with extended processing. For the 20% blend, the maximum impact 
toughness was measured for a combination of layered and fibrous morphologies. For the 
30% blend, the maximum impact toughness was measured for an IPB. 
The CCAB was used in another combined study of progressive morphology 
development and impact toughness measurements conducted by Karmakar, Zumbrunnen 
and Jin (2007). In the first study involving a biopolymer, the researchers blended 
polylactic acid (PLA) with LLDPE in an effort to improve the impact toughness of the 
former. For a blend consisting of 20% LLDPE, a morphology consisting of layers and 
fibers of this component within a PLA matrix resulted in an impact toughness 
approximately 188% higher than that of pure PLA. When the proportion of LLDPE was 
increased to 30%, an interpenetrating blend morphology was formed, and the impact 
toughness of the blend was 556% higher than that of pure PLA. Besides these 
experimental studies, the CCAB was also the subject of a computational study by Keener 
(2005), who sought to optimize the geometric parameters of the cross-section to improve 
global chaos. 
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Other polymer blends have been processed to function as barrier films, with the 
first study conducted by Kwon and Zumbrunnen (2003) using both the vertically oriented 
continuous flow device and the eccentric disk chaotic blender. They obtained a blend of 
EVOH and LDPE having a platelet morphology so that the film served as a barrier to 
both oxygen and moisture. With the phases being interlocked on account of the folding 
characteristic of chaotic advection, a compatibilizer was unnecessary. The barrier 
performance of some blends nearly matched that of a blend with a serial layer 
morphology, which represents the ideal case. Another study was conducted by Chougule, 
Kimmel and Zumbrunnen (2005), who used the CCAB to process blends of EVOH and 
LLDPE. Due to progressive morphology development, a morphology composed of thin 
layers and platelets was obtained, leading to a dramatic fall in oxygen permeability. The 
larger the platelets, the more effective the blend was as a barrier film. More recently, a 
controlled release packaging study by Jin et al. (2009) showed that a PP-LDPE blend 
having a layered morphology exhibited a considerably slower release rate of the 
antioxidant tocopherol than pure LDPE did. 
With the success in controlling the evolution of morphology while blending two 
polymers, Danescu and Zumbrunnen (1998) applied chaotic advection to process a 
composite of a polymer and a solid additive, the potential advantage of such a technique 
being that the particles would spontaneously organize into networks that formed a larger 
structure so that an electrically conducting plastic may be obtained at a lower percolation 
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threshold39 than with a conventional processing method. The researchers used the 
eccentric cylinder geometry earlier studied by Aref and Balachandar (1986) and by 
Swanson and Ottino (1990) to process composites of PS and carbon black particles, and 
found the percolation threshold to be 0.8% CB,40
Subsequently, Danescu and Zumbrunnen (2000) processed such composites using 
the eccentric disk chaotic blender (A = 0.26, e = 1.2, μ = 1.2). With the flow now three-
dimensional, the percolation threshold was reduced further to 0.5% CB; an example of 
the percolating structure obtained is shown in 
 which represented a 71% reduction 
compared to PS-CB composites processed using conventional methods.  
Figure 1.19. Using the same device, but 
with the aspect ratio further decreased to A = 0.1 and the perturbation strength also 
decreased to μ = 1, Kasliwal (2001) processed electrically conducting composites of 
LDPE with carbon black, the concentration of the additive being 1.5, 2.0 or 2.5%. The 
reduced aspect ratio induced conducting networks to form parallel to the disks, resulting 
in the volume resistivity being significantly higher in the perpendicular direction. By 
comparison, composites processed using intensive mixing became conducting at a 
minimum CB concentration of 4%.41
Danescu and Zumbrunnen (2002) conducted simulations to study the evolution of 
structure in a composite processed using a continuous flow device, specifically the 
eccentric helical annular mixer studied by Kusch and Ottino (1990). In this device, an 
 
                                                 
39 The percolation threshold is the minimum concentration of filler material at which the composite 
becomes electrically conducting.  
40 The amount of solid additive in an electrically conducting composite is stated as a weight percentage 
throughout. 
41 This study compared composites processed using the two techniques, but did not seek to determine the 
percolation threshold for composites processed using Smart Blending. 
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Figure 1.19   Percolating structures among carbon black particles in polystyrene. The 
composite was processed using the eccentric disk chaotic blending device. Source: 
Danescu and Zumbrunnen (2000). 
 
 
axial velocity is superposed on the eccentric cylinder flow [Aref and Balachandar 
(1986)]. Subsequently, Chougule and Zumbrunnen (2005) used the Continuous Chaotic 
Advection Blender to process composites of linear low density polyethylene (LLDPE) 
with carbon black (CB). The microstructure spontaneously formed by the CB particles 
resulted in an anisotropic electrical conductivity42
Jana and coworkers at The University of Akron have also employed Smart 
Blending to process electrically conducting composites. Dharaiya, Jana and Lyuksyutov 
 and refined with continued processing. 
Eventually, the structural features became finer than the particles themselves so that the 
microstructure appeared to break down, causing the electrical conductivity to fall. The 
researchers dubbed this phenomenon a “reverse percolation effect.”  
                                                 
42 The electrical conductivity was measured in the machine and transverse directions, and across the film 
thickness. 
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(2006) blended PA6 with PP and carbon black particles using their batch chaotic blender. 
With the CB particles confined to the PP, the microstructure formed by the polymers was 
expected to largely influence the conductivity of the composite. The composite was 
conducting when the PP existed as lamellas or fibrils and remained so when this 
morphology transitioned to one consisting of short fibers and droplets. The transition to a 
droplet morphology caused a sharp fall in conductivity; however, continued blending 
caused the composite to become conducting again. The CB particles had migrated to the 
interface between the polymers and formed new networks. 
Smart Blending has also been employed to process composites in which additives 
having a high aspect ratio are oriented as a result of the chaotic flow. Zumbrunnen et al. 
(2002) used the eccentric disk chaotic blender to process a composite in which single-
walled nanotubes (SWNTs) were aligned within a PP matrix. Further results were 
documented by Verma (2003), who used43
Figure 1.20
 A = 0.1 and e = 1.6, and a periodic blending 
protocol with μ = 1.20 to process these composites, and observed them to possess a 
multilayered morphology with the nanotubes confined to alternate layers and oriented 
parallel to the disks. An example of this microstructure is shown in , in which 
the SWNT bundles are observed to curl back onto the fracture surface, as indicated by the 
characteristic ball-type structure at the ends of each bundle. Verma also processed 
composites of PP and EPDM with SWNTs and observed a similar morphology with the 
nanotubes confined to the PP layers (Figure 1.21) and oriented parallel to the disks 
(Figure 1.22).    
                                                 
43 The same geometric parameters were used by Zumbrunnen and Chhibber (2002). 
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Figure 1.20   A specimen of PP containing 1% SWNTs by weight, processed for N = 7 
and subjected to tensile fracture, revealing a row of SWNT bundles confined within a PP 
layer. The second micrograph shows the SWNT bundles curling back onto the fracture 
surface, with a characteristic ball-type structure visible at the ends of each bundle. From 
Verma (2003). 
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         (a)                                               (b) 
 
     
         (c)                                                         (d) 
 
Figure 1.21   Composites of 80% PP and 20% EPDM by volume, containing 1 weight % 
SWNTs, processed at N = 10. Alternating layers of PP and EPDM have formed, with the 
SWNTs concentrated and uniformly dispersed within the PP layers and visible at the 
interface between the polymer components. From Verma (2003). 
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                              (a)                                                                          (b) 
 
Figure 1.22   Composites of 80% PP and 20% EPDM by volume, containing 1 weight % 
SWNTs, processed at N = 10. Within the PP layers, the nanotubes are predominantly 
oriented parallel to the XY-plane. From Verma (2003). 
 
 
 
 
Subsequently, Kulshreshtha et al. (2006) blended PP with multi-wall nanotubes 
(MWNTs) using the CCAB; they processed composites containing 1,2 and 3% nanotubes 
by weight. During the first few stirring periods, a microstructure consisting of 
interconnected clusters of nanotubes within the PP matrix was formed, resulting in 
electrically conducting composites. In all three composites, the electrical resistivity fell to 
a plateau that was maintained for several stirring periods before reverse percolation 
occurred and the nanotubes appeared to become dispersed, resulting in an increased 
electrical resistivity.  
Another high-aspect-ratio additive considered in Smart Blending is the carbon 
nanofiber (CNF). Jimenez and Jana (2007) employed their batch chaotic blender to 
process composites of PMMA with CNFs. Examination of the morphology showed that 
some nanofibers had become disentangled from the original agglomerates and were now 
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connecting them to form a network. The researchers observed a percolation threshold of 
2% by weight CNF, one-third the value observed with composites processed using a 
commercial internal mixer. In addition, the chaotically blended composites had 
anisotropic electrical conductivity.44
Composites containing nanoplatelets have also been processed using Smart 
Blending. As stated previously, Parulekar (2003) employed the first horizontally oriented 
continuous flow Smart Blender to process composites of PP with clay nanoplatelets. In 
one set of experiments, PP was blended with a masterbatch consisting of nanoclay 
dispersed within the same polymer. The composite microstructure consisted of layers that 
were alternately rich and deficient in clay, with the nanoplatelets oriented parallel to the 
film surface (
  
Figure 1.23). A second set of experiments involved blending a different 
masterbatch with itself.45
More recently, Mahesha et al. (2005, 2006) employed the CCAB to process 
composites of polyamide-6 (PA6) and clay nanoplatelets (2% by weight). The composite 
films had a morphology consisting of alternating platelet-rich and platelet-free layers 
(
 The platelets were again oriented parallel to the film surface. 
Such a microstructure should present a circuitous pathway for oxygen diffusion; the 
lower oxygen permeability of the second set of composites was probably because of the 
better exfoliation of the nanoplatelets.  
Figure 1.24)46
                                                 
44 The electrical conductivity was measured along the flow direction and across the sample thickness. 
, with the platelets oriented parallel to the film surface. With continued 
processing, the platelet-free layers appeared to grow thinner and disappear. The 
45 In both composites, the proportion of clay was 6% by weight. 
46 These results have also been documented by Zumbrunnen et al. (2006), and Mahesha (2007). 
71 
 
researchers hypothesized that both sets of layers had refined to such an extent that they 
became thinner than the platelets themselves. An existing theoretical model indicated that 
such a morphology should result in considerably improved barrier properties compared to 
a morphology in which the platelets are randomly oriented. Subsequent experiments by 
Mahesha et al. (2007) validated the model predictions, with the relative oxygen 
permeability47
                 
 of films containing 2.8% nanoplatelets by weight being significantly lower 
than that of films containing 3 or 6% nanoplatelets by weight and processed using screw 
extruders. 
 
 
                       
 
                         (a)                                                                             (b) 
 
Figure 1.23   Composites of polypropylene with clay nanoplatelets, processed using a 
horizontally oriented continuous flow Smart Blender. (a) Layers of oriented platelets in 
thick layer at N = 10; (b) Fine multilayered structure with oriented platelets at N = 20. 
From Parulekar (2003).  
  
 
                                                 
47 The virgin polymer was used as a reference. 
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                           (a)                                                    (b) 
 
Figure 1.24   Composites of polyamide-6 and clay nanoplatelets processed using a 
continuous flow Smart Blender. (a) Nanoplatelets organized into discrete layers; (b) 
Upon further magnification, the nanoplatelets were observed to be oriented parallel to the 
film. From Zumbrunnen et al. (2006); Mahesha (2007). 
 
 
Another technology researched for controlling the evolution of structure in 
polymer blends during their processing is microlayer coextrusion, which was developed 
by Schrenk and Alfrey (1978) at the Dow Chemical Company (Midland, MI). They built 
upon the existing technology of coextrusion, in which a feedblock containing two or 
more polymer streams (which may include compatibilizer streams) is connected to a slit 
die. These researchers added a second, special die to cut, stack and recombine the 
multilayer film (Figure 1.25). Using a series of such dies made it “possible to 
manufacture unique microlayer films containing many hundreds of layers by the flat-die 
coextrusion method.”  
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Figure 1.25   Schematic of microlayer coextrusion. A film that initially contains two 
layers (1) is cut into two halves (2), which are then stacked using a special die (3) and 
recombined to obtain a four-layer film (4). By repeating the process, films containing 
thousands of layers have been obtained. Adapted from Mueller et al. (1997). 
 
 
The technology has been further researched by Baer, Hiltner and co-workers at 
Case Western Reserve University (CWRU), beginning in the 1980s. In their early work, 
the CWRU group studied films supplied by the Dow Chemical Company. For example, 
Gregory et al. (1987) studied the tensile behavior in microlayer films comprised of 
polycarbonate (PC), which is ductile, and poly(styrene-co-acrylonitrile) (SAN), which is 
brittle. The researchers observed that depending on the composition (27 to 65% PC) and 
the strain rate (0.58, 2.9 or 58% per minute), a given film exhibited only ductile behavior, 
only brittle behavior, or both in repeated tensile tests. Specifically, films that contained 
54% or 65% PC underwent ductile or brittle fracture at a strain rate of 2.9% per minute. 
Both films underwent only ductile fracture when the strain rate was reduced to 0.58% per 
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minute. The study of the microdeformation mechanisms showed that each component 
exhibited the same behavior – ductile or brittle fracture – as it would alone, with the 
adhesion between the components having little effect. Comparison of films containing 49 
and 193 layers indicated that the number of layers influenced the failure mode for a given 
film thickness.  
To explore this finding, Ma et al. (1990) studied PC-SAN films that had the same 
thickness of approximately 1.20 mm but had different numbers of layers. These 
researchers observed that increasing the number of layers from 49 to 776 resulted in an 
increased fracture strength, though the modulus and yield strength did not increase 
appreciably. However, the microdeformation mechanism changed as the layers grew 
thinner. In films comprised of 49 or 194 layers, the SAN underwent brittle fracture, while 
in films comprised of 388 or 776 layers48
Exploring this change in microdeformation mechanism further, Mueller et al. 
(1997) processed their own films, identifying four delamination modes, with the 
preferred one depending on the relative layer thicknesses. Delamination can occur via 
debonding at one or more interfaces, or via crazing of one or more layers. In films 
containing thin (<1.5 μm) SAN layers and thick (>1.7 μm) PC layers, fracture occurred 
via single layer delamination so that the interfacial adhesive strength was the same as the 
delamination strength. Processing such films, the researchers observed the variation in 
delamination strength in relation to the acrylonitrile content in SAN, finding this 
variation to be stronger as the SAN layers were made thicker. In addition, crazing 
, the SAN underwent ductile fracture.  
                                                 
48 The film composition was 65% PC in all cases except for the ones consisting of 388 layers; these films 
were 50% PC. 
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occurred for films in which the SAN was 15–25% acrylonitrile, resulting in a peak in the 
delamination strength. This was possibly the first use of microlayer films as model 
systems for studying adhesion between polymers.  
Another such study was conducted by Ebeling et al. (1999). To study the effect of 
adding a compatibilizer on the fracture mechanism, they processed microlayered films of 
polypropylene (PP) and polyamide-66 (PA-66) both with and without maleated PP added 
as compatibilizer. The maleic anhydride (MA) content in the last component was varied 
to change the amount of compatibilizer formed in situ. In all blends, the PA-66 
crystallized first, followed by the PP; the compatibilizer was necessary for the layers to 
adhere. Fracture occurred via interfacial separation for a film having a maleic anhydride 
(MA) concentration of 0.2%, and via crazing of PP when the MA concentration was 
increased to 0.5%, with the fracture toughness increasing by two orders of magnitude 
from the former film to the latter. 
Macosko and co-workers at the University of Minnesota have employed 
microlayer films as model systems to study the fundamental phenomenon of interfacial 
slip between immiscible polymers. This phenomenon had been previously suggested as 
an explanation for anomalously low viscosities of polymer blends compared to their 
components. To investigate interfacial slip, Zhao and Macosko (2002) processed films of 
polypropylene (PP) and polystyrene (PS) at 200oC, at which temperature the component 
viscosities were approximately equal. With films containing 32 and 64 layers appearing 
to exhibit interfacial slip, the researchers defined an interfacial slip velocity as a function 
of shear stress and identified three regimes of slip behavior demarcated by two critical 
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shear stresses (Figure 1.26). The interfacial slip velocity was less than 10–3 μm/s in 
Regime I, which was below the critical stress τ1 for initiation of significant slip. The slip 
velocity increased rapidly with shear stress in Regime II and reached a plateau in Regime 
III, indicating the critical stress τ2 corresponding to the maximum slip had been achieved. 
The researchers cited previous theoretical studies by Furukawa and de Gennes to explain 
the trends observed as the result of polymer chain disentanglement at the interface in 
response to an applied stress. The trends in slip velocity were the same for films 
containing 32 or 64 layers and studied using an in-line slit die rheometer or a parallel-
plate rheometer, indicating that interfacial slip is a material property of the PP-PS system. 
Slip was suppressed by means of physical or chemical compatibilization, with the latter 
method working faster. These results provided further evidence that interfacial chain 
disentanglement was the cause of slip.  
To study the effect of interfacial slip on the adhesion between the polymers, 
Zhang, Lodge and Macosko (2006) processed 20-layer films of polystyrene and 
polymethyl methacrylate, finding the interfacial adhesive strength to decrease linearly 
from the center outwards, eventually reaching a plateau at the outermost layers. The 
researchers found a good correlation between the measurements of interfacial adhesive 
strength and interfacial slip velocity (Figure 1.27). With the shear stress increasing 
linearly from the central interface to the outermost one, the adhesive strength began to 
decrease once τ1 was exceeded, achieving a minimum when τ2 was reached. Annealing 
caused all interfaces to have the same adhesive strength as the central one. Chemical 
compatibilization caused a further increase in adhesive strength. 
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Figure 1.26   Variation of interfacial slip velocity ΔVI with shear stress τ  in a PP-PS 
microlayer film. The interfacial slip velocity begins to increase steeply when τ1 is 
exceeded and reaches a plateau when τ2  is exceeded. Adapted from Zhao and Macosko 
(2002). 
 
 
 
Figure 1.27   Variation of interfacial adhesive strength Gc and shear stress τ in a 
PS/PMMA microlayer film containing 20 layers. In this graph, N denotes the interface 
number, increasing from the surface to the center of the film. Gc begins to decrease when 
τ1 is exceeded, and reaches a plateau when τ2 is exceeded. Adapted from Zhang, Lodge 
and Macosko (2006). 
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Microlayer coextrusion has also been employed to process breathable films. 
Given the toughness exhibited by LDPE and the permeability to water vapor exhibited by 
PEO, Mueller et al. (2000) sought to blend the two. The researchers added calcium 
carbonate particles to the LDPE so that as the layers refined, these particles opened 
pathways for water vapor transmission through them. With further processing, the layers 
disintegrated into platelets in a PEO matrix. As the number of layers was increased from 
8 to 1024, the morphology changed as expected, with a corresponding increase in the 
water vapor transmission rate (WVTR). Such a trend was also observed when PEO was 
blended with PP containing calcium carbonate and the number of layers was increased 
from 256 to 4096, though every sample exhibited a cocontinuous morphology for this 
system. In addition, both sets of films exhibited strain-hardening, provided the 
concentration of PE(CaCO3)49
With a view to obtaining barrier films having a similar morphology, Jarus, Hiltner 
and Baer (2001) blended PP and PA-66
 was at least 30% and that of PP(CaCO3) was at least 20%. 
50
                                                 
49 This component also contained a small amount of silicone glycol. 
, the former providing a barrier to water and the 
latter providing a barrier to gases. A microlayer film consisting of 33 layers had an 
oxygen permeability nearly as low as that predicted by a film model that assumed a series 
layer morphology. The researchers also processed films consisting of 257 and 2049 
layers, injection molding all the microlayer films to investigate the effect of this 
processing step on the morphology. The injection molding temperatures were 
intermediate between the melting points of the components, the idea being that the PP 
layers would melt to form a continuous matrix while the PA-66 layers would remain 
50 Maleated PP was employed as a compatibilizer. 
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intact. However, the latter disintegrated into platelets, and a skin-core morphology was 
formed. The platelets were oriented parallel to the film surface in the skin due to the 
elongational flow in this region but were folded in the core. If a film were processed with 
more than 33 layers or subsequently injection molded, the permeability increased 
considerably but remained an order of magnitude lower than that measured for a blend 
processed using conventional extrusion followed by compression molding.  
Following this exploratory study, Jarus, Hiltner and Baer (2002) measured the gas 
barrier properties of the films with respect to oxygen and carbon dioxide. Injection 
molding each film resulted in a permeability higher than that for a microlayer film 
containing 33 layers but lower than that for a conventionally processed blend. In addition, 
blend permeability models indicated that the aligned platelet morphology in the skin 
region was a more effective barrier than the folded platelet morphology in the core. 
A different system was considered by Lin, Hiltner and Baer (2010a), who 
processed microlayer films containing 17 layers of PP and 16 of PEO. These films, which 
contained 70–90% PP by volume, were in turn sandwiched between two skin layers of 
PP, and the combined film was biaxially stretched, inducing the PEO to form nanolayers 
consisting of single-crystal lamellae. Depending on the draw ratio, such a film could have 
an oxygen permeability up to seven times lower than that for pure PP films that were 
similarly stretched. In addition, the estimated permeability of the PEO in the films was 
one to two orders of magnitude lower than for pure PEO. However, the latter 
permeability approximately doubled when the relative humidity was increased from 0% 
to 85%, leading the researchers to look for alternatives to PEO.  
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In a subsequent study, Lin, Hiltner and Baer (2010b) replaced the PEO with PCL, 
processing the films in the same way as before. To induce the PCL lamellae to become 
oriented normal to the plane of the layers, they had to use PS as a buffer between the 
other components. Once they had done so, the oxygen permeability was considerably 
lower than for a control film containing only PP and PS. This time, increasing the relative 
humidity from 0% to 85% resulted in a slight reduction in permeability. 
The interfacial and bulk mechanical properties of multi-component systems have 
sometimes been studied using specialized rheometers, and sometimes using rheometers 
originally meant for single-component systems. In either case, the rheometer is not meant 
to process a material; that task, if required, is performed beforehand. Separating the tasks 
of processing and rheometry precludes studying the changes in rheology that occur 
during the processing. While efforts have been made to address this situation, they have 
focused on obtaining samples for rheometry, with the blending process not seen as 
requiring improvement. 
The processing instrument is usually based on a view of blending as a mixing, not 
a structuring process, meaning the emphasis has been on achieving a homogeneous 
distribution of components, not on controlling the evolution of the microstructure. 
Naturally, microstructure has been regarded as difficult to control, and although the 
connection between rheology and microstructure has been recognized – with researchers 
developing the means to study changes in sample microstructure in response to simple 
shear flows – this connection has received limited research focus. In fact, even the 
interpretation of the term “microstructure” is limited, with polymer blend rheology 
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studies referring to a change in the droplet size distribution as a change in the 
morphology, and suspension rheology studies referring to particle aggregation and 
migration as formation and evolution of morphology. When researchers draw upon 
theoretical models to explain their experimental results, these models are usually based 
on the assumption that one component is dispersed within the other, simply because a 
rheological model of a multi-component system having a structured arrangement cannot 
be tested. 
Research into the technology of Smart Blending has shown that polymer blend 
morphology can be a function of both the extent of processing and the composition, and 
that different morphologies can be obtained and retained in an extrusion simply by 
changing the processing parameters. The new morphologies have been associated with 
improved impact toughness or barrier properties. Research has also shown that the 
evolution of microstructure in a polymer composite can be controlled, to the point where 
high-aspect-ratio additives are oriented by the process. The microstructure can 
compensate for a reduced concentration of the additive compared to conventional 
methods, as demonstrated in studies of electrically conducting composites and barrier 
films. Having studied these systems in the solid state, the current work sought to study 
them in the melt state. 
 
 
 
 
 
82 
 
Objectives 
The ability to process a polymer blend or composite while controlling the 
evolution of microstructure raises four potential opportunities. First, studying the 
rheological properties associated with these microstructures is of interest in its own right 
and from the viewpoint of on-line rheometry. Specifically, the morphology transitions in 
a polymer blend may correspond to changes in rheological behavior, as may the 
formation and evolution of microstructure in a polymer composite. Second, any changes 
in rheological behavior that accompany the morphology transitions in a polymer blend or 
composite can be documented concisely in a rheology map, which can serve as a 
complement to the morphology map obtained in previous smart blending studies. Third, 
research involving batch devices suggests the potential for developing an instrument that 
can be used for measuring the changes in the rheological properties of polymer blends 
and composites while simultaneously processing them. Finally, applying Smart Blending 
to rheometry offers an opportunity to test rheological models of structured systems 
against experiments, the ultimate goal being that all processing methods be predictive.  
To explore the first three of these opportunities, the following objectives were set 
for this work: 
 
1. To design and develop a rheological device, referred to here as the In Situ 
Structuring Rheometer (ISSR), to study the changes in viscosity of polymer 
blends and composites while simultaneously and controllably evolving their 
microstructure. 
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2. To assess the operation of the ISSR using polymer blends and polymer 
composites that have well documented material properties.  
3. To relate changes in the measured viscosity of a polymer blend and a polymer 
composite to changes in the internal structure in demonstrated applications, so 
that the mechanisms of progressive morphology development are further clarified. 
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CHAPTER 2 
COMPUTATIONAL MODEL 
 
The ISSR is based on the eccentric disk chaotic blender designed by Miles, 
Nagarajan and Zumbrunnen (1995) and improved by Manickam (2000) and by 
Zumbrunnen and Chhibber (2002). The design of the ISSR and the experiments 
performed using it were guided by computational modeling of the blending process. The 
modeling began with simulating the flow within the blending cavity due to the rotation of 
each disk using finite element analysis. The computational domain representing the ISSR 
blending cavity is shown in Figure 2.1. In this diagram, R represents the cavity radius, H 
the cavity height, E the distance between the disk axes, and ω the angular velocity of each 
disk. The boundary conditions corresponding to the rotation of each disk are also shown, 
with the polar coordinates r and θ given by Equation 2.1: 
 
 
2 2 1, tan yr x y
x
θ −  = + =  
                  (2.1 a,b) 
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Figure 2.1   Computational domain for simulations of flow in ISSR blending cavity. The 
boundary conditions are stated in polar coordinates for conciseness. Adapted from Miles 
et al. (1995). 
 
  
Governing Equations and their Simplification 
Although the domain itself is axisymmetric, the flow generated by the rotation of 
the lower disk is non-axisymmetric and was described using Cartesian coordinates for the 
finite element analysis, and, therefore, the governing equations are also stated in these 
coordinates. The melt is modeled as an incompressible fluid, the continuity equation of 
which is given by Equation 2.2:  
 
 
0u v w
x y z
∂ ∂ ∂
+ + =
∂ ∂ ∂              (2.2)   
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Since during the blending process the Weissenberg number is sufficiently low so that 
elastic effects are negligible and the melt behavior is Newtonian, the Navier-Stokes 
equations were used to describe the three-dimensional flow of this melt within this 
domain (Equations 2.3–2.5):
 
 
2 2 2
2 2 2 x
u u u u p u u uu v w g
t x y z x x y z
ρ η ρ
  ∂ ∂ ∂ ∂ ∂ ∂ ∂ ∂
+ + + = − + + + +  ∂ ∂ ∂ ∂ ∂ ∂ ∂ ∂           (2.3) 
 
2 2 2
2 2 2 y
v v v v p v v vu v w g
t x y z y x y z
ρ η ρ
  ∂ ∂ ∂ ∂ ∂ ∂ ∂ ∂
+ + + = − + + + +  ∂ ∂ ∂ ∂ ∂ ∂ ∂ ∂           (2.4) 
 
2 2 2
2 2 2 z
w w w w p w w wu v w g
t x y z z x y z
ρ η ρ
  ∂ ∂ ∂ ∂ ∂ ∂ ∂ ∂
+ + + = − + + + +  ∂ ∂ ∂ ∂ ∂ ∂ ∂ ∂           (2.5) 
 
The governing equations will now be scaled. Using the cavity radius R as the length scale 
for the x, y–directions and the cavity height H as the length scale for the z-direction, the 
non-dimensional coordinates are defined as in Equation 2.6: 
 
 
* * *, ,
x y zx y z
R R H
= = =
              (2.6 a,b,c)
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In addition, based on the boundary conditions for the lower disk, the x,y-components of 
velocity have the maximum values (neglecting sign) given by Equation 2.7 (in which e = 
E/R): 
 
, (1 )U R V R eω ω= = +                  (2.7 a,b) 
 
Using these values as the velocity scales for the x,y–directions and denoting the velocity 
scale for the z–direction, as yet undetermined, by W, the non-dimensional velocities are 
given by Equation 2.8: 
 
* * *, ,(1 )
u v wu v w
R R e Wω ω
= = =
+              (2.8 a,b,c)
 
 
Substituting these scaled coordinates and velocities into Equation 2.2 results in Equation 
2.9: 
 
* * *
* * *
(1 ) 0u v wR R e W
R x R y H z
ω ω∂ ∂ ∂+
+ + =
∂ ∂ ∂            (2.9) 
 
Because of Equation 2.9, the velocity scale for the z-direction can be given by Equation 
2.10: 
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(1 )W H eω= +            (2.10) 
  
To complete the scaling of the Navier-Stokes equations, the pressure and time are scaled 
as given in Equation 2.11, where P is the atmospheric pressure: 
 
* *,
p t tp t
P T R U
= = =
               (2.11 a,b)
 
 
Neglecting the effect of gravity, the Navier-Stokes equation in the x-direction may now 
be written in its scaled form: 
 
2
* * * *
* * *
* * * *
2 2 2
* * * *
2 2 2 2 2 2
* * * *
u u u uU U UV WUu v w
t T x R y R z H
p u u uP U U U
x R x R y R z H
ρ
η
 ∂ ∂ ∂ ∂
+ + + ∂ ∂ ∂ ∂ 
 ∂ ∂ ∂ ∂
= − + + + ∂ ∂ ∂ ∂ 
                                              (2.12) 
 
Equation 2.12 can be simplified to obtain Equation 2.13: 
 
( ) ( )
2
* * * *
* * *
* * * *
2 2 2 2
* * * *
2 2 2 2 2
* * * *
1 1u u u uU u e v e w
R t x y z
p u u uP U R
x R R x y z H
ρ
η
 ∂ ∂ ∂ ∂
+ + + + + ∂ ∂ ∂ ∂ 
 ∂ ∂ ∂ ∂
= − + + + ∂ ∂ ∂ ∂ 
                                                     (2.13) 
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Multiplying throughout by R2/ηU results in Equation 2.14:  
 
( ) ( )* * * ** * *
* * * *
2 2 2 2
* * * *
2 2 2 2
* * * *
1 1u u u uRe u e v e w
t x y z
p u u uPR R
x U x y z Hη
 ∂ ∂ ∂ ∂
+ + + + + ∂ ∂ ∂ ∂ 
 ∂ ∂ ∂ ∂
= − + + + ∂ ∂ ∂ ∂ 
         (2.14) 
 
In the above equation, Re represents the Reynolds number, defined by Equation (2.15): 
 
 
2
Re UR Rρ ρω
η η
= =                       (2.15) 
 
The melt flow in the ISSR can be approximated as a Stokes flow, for which Re → 0. 
Therefore, the left-hand side of Equation 2.14 can be neglected, and the Stokes equation 
in the x-direction is obtained: 
 
2 2 2 2
* * * *
2 2 2 2
* * * *
0p u u uP R
x x y z Hηω
 ∂ ∂ ∂ ∂
− + + + = ∂ ∂ ∂ ∂          (2.16) 
 
Using a similar process, the Stokes equations in the y,z-directions are obtained as: 
 
( )
2 2 2 2
* * * *
2 2 2 2
* * * *
0
1
p v v vP R
y e x y z Hηω
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Because they do not contain transient nor inertial terms, the Stokes equations are simpler 
to solve than the full Navier-Stokes equations. In addition, the Stokes equations contain 
two non-dimensional parameters that define the geometry of the ISSR. The first 
parameter is the aspect ratio A, defined as the ratio of the height of the cavity to its 
diameter (Equation 2.18). The second parameter is the eccentricity e, defined as the ratio 
of the distance between the disk axes E and the cavity radius R (Equation 2.19). 
 
2
HA
R
=
            (2.18) 
Ee
R
=
             (2.19) 
 
Computational Tools for Solving Governing Equations 
 To simulate the melt flow due to the rotation of each disk, a finite element model 
of the blending cavity was developed in COMSOL Multiphysics, a finite element 
analysis program developed by COMSOL, Inc. (Burlington, MA). The computational 
domain is shown in Figure 2.1, with constants defined as in Table 2.1. While the material 
property values are representative, the cavity radius was chosen to match an available 
apparatus. The angular velocity, equal to 2 rpm, was chosen based on an experimental 
study by Liu and Zumbrunnen (1999), who showed that the blending is not significantly 
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affected by changes in the angular velocity as long as it remains below this limit.1
The cavity eccentricity e was fixed as 1.6 based on an earlier experimental study 
by Zumbrunnen and Chhibber (2002) which showed that this value facilitated uniform 
morphology development throughout the blending cavity. The aspect ratio A was 0.10, 
which is the maximum value that can be used in parallel-disk rheometry for a reliable 
measurement [AR 2000 Operator’s Manual (2006)]. The value of A was set via the height 
and radius. 
 
Substituting the values of these constants into Equation (2.14), the Reynolds number is 
estimated to be 1.4x10–3. With such a small value, COMSOL Multiphysics essentially 
solves the Stokes equations, though this simplification is not performed explicitly.  
 
Table 2.1   Constants defined for finite element model of ISSR blending cavity. The 
cavity radius was required to be defined when setting the boundary conditions; the cavity 
height H and aspect ratio A were defined during post-processing in MATLAB.
 
Constant Value Explanation 
ρ 1000 kg/m3 Melt density 
η 1000 Pa.s Melt viscosity 
e 1.6 Eccentricity 
R 20 mm Cavity radius 
ω π/15 rad/s Angular velocity of disks 
 
                                                 
1 For some simulations, the angular velocity of each disk was set to 0.2 rad/s, which is approximately equal 
to the value stated in Table 2.1. 
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Body forces were neglected for this problem, and a velocity boundary condition 
was set at the surface of the rotating disk, with a stationary boundary condition set at the 
surface of the other disk and the lateral wall. The pressure was set to zero at one point on 
the cavity wall. The next step was to generate a mesh, a sample of which is shown in 
Figure 2.2. Because the Stokes flow approximation was applicable, the flow was taken
 
to be generated or stopped instantaneously when a disk started or stopped rotating. 
Therefore, steady-state flows were simulated. The resulting velocity fields for the rotation 
of the upper and lower disks are shown in Figure 2.3. 
 
 
 
Figure 2.2   Computational mesh generated for finite element model of ISSR blending 
cavity.  
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(a) 
 
 
(b) 
Figure 2.3   Simulated velocity field due to rotation of each disk. (a) Upper disk; (b) 
Lower disk. 
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Programs were written in MATLAB to use these velocity fields in three ways. 
First, they were used during the design stage to estimate the torque on each disk, as an aid 
to designing the blending cavity and an external drive system for the lower disk. Second, 
the velocity fields were used to investigate different sets of experimental parameters to 
see whether they induced global chaos and the formation of expansive layers. Finally, the 
velocity fields were used to compare the viscosity measurements obtained in the ISSR 
and a conventional parallel-disk rheometer, for a given range of shear rates. 
 
Model Implementation as a Design Tool 
Gap between Upper Disk and Cylinder 
With the lateral confinement of the sample expected to increase the torque on the 
upper disk, a gap between this disk and the cylinder was considered to reduce the torque 
to the range normally encountered in parallel-disk rheometry. Therefore, the velocity 
field due to the rotation of the upper disk was simulated with a gap that was varied from 0 
to 5 mm. In each case, the velocity field was used to estimate the torque on the disk, with 
its speed fixed at 2 rpm. Simulations were conducted for A = 0.10, with parallel-disk 
rheometry used as a reference case. A sample velocity field obtained from a blending 
cavity with a finite gap is shown in Figure 2.4. 
 
Choice of Motor for External Drive System 
Since the lower disk was to be rotated using a stepper motor, the velocity field 
due to the rotation of this disk, shown in Figure 2.3(b), was used to estimate the torque on  
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Figure 2.4   Velocity field obtained in the ISSR blending cavity due to rotation of the 
upper disk, with A = 0.1, e = 1.6, and a 0.5 mm gap between the upper disk and cylinder.  
 
 
it. For this simulation, the gap between the upper disk and cylinder was neglected, and 
the cavity diameter was taken to be 40 mm. Given the torque estimate, and intending to 
use speed reduction stages, a stepper motor of the appropriate rating was chosen. 
 
Computations for ISSR Simulation  
These simulations were conducted to determine conditions for global chaos and 
the formation of expansive layers, and to compare measurements made using the ISSR 
and a conventional parallel-disk rheometer. For the first set of simulations, the gap 
between the upper disk and the cylinder was neglected, and the blending cavity was taken 
to have a diameter of 40 mm. The reason for this simplification was that the free surface 
boundary condition was difficult to model, especially since particles tended to escape 
through this surface.  
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The blending was simulated according to a stirring protocol,2 which describes the 
sequence in which the disks rotate during a stirring period, and the perturbation strength 
of each disk.3
 
 For example, a protocol denoted by [PSU = 2/π; PSL = 2/3] is one in which 
the perturbation strength of the upper disk is 2/π and that of the lower disk is 2/3. In all 
stirring protocols investigated, the disks rotated alternately (the upper disk first) and in 
opposite directions. Protocols in which the perturbation strengths of the disks were equal 
are denoted by a simplified notation; for example, μ = 0.50 denotes a protocol in which 
the perturbation strength of each disk is 0.50. All protocols were initially studied using 
return maps, and some were subsequently studied further using particle tracking 
simulations.  
 
 
First Return Maps 
In these simulations, two clusters of four particles each were centered on the 
points (r = 0.9R, θ = 0.25π, z = 0.5H) and (r = 0.9R, θ = 1.02π, z = 0.65H)4
Table 2.2
, and the 
particles were tracked for 1000 stirring periods. The particle positions at the end of each 
stirring period were then plotted together. A set of protocols with increasing perturbation 
strength was tested as shown in . The last protocol, with μ = 0.66, corresponds 
to rotating each disk at approximately 1 rpm for 40 seconds, which was considered a 
sufficiently long time for a reliable rheological measurement. 
                                                 
2 Also referred to as a blending protocol or disk rotational protocol. 
3 The perturbation strength is the rotational displacement of each disk during a stirring period, expressed as 
a fraction of a complete rotation. This parameter was defined when reviewing the work of Miles et al. 
(1995). 
4 These were the same initial conditions used by Miles et al. (1995), who placed a single particle at each 
point. 
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When presenting return maps, the blending cavity can be drawn in two ways, as 
seen in Figure 2.5 . In the first view, the z-axis is proportional to the other two axes, and 
in the second view, the z-axis is expanded. Due to its greater clarity, the second view was 
preferred.  
 
 
Table 2.2   Protocols studied using return maps. 
Number Perturbation strength of each disk (μ) 
1 0.10 
2 0.20 
3 0.30 
4 0.40 
5 0.50 
6 0.66 
 
 
 
        
 
       (a)                  (b) 
 
Figure 2.5   Views of blending cavity. In (a), the z-axis is proportional to the other two 
axes; in (b) the z-axis is expanded. 
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Particle Tracking 
 The protocols that led to global chaos were studied further using particle tracking 
simulations to see whether expansive layers were formed throughout the cavity during the 
early stages of blending. The major component was simulated as a continuum and the 
minor component as 180,000 discrete particles, initially organized into 36 pellets that 
were uniformly distributed throughout the blending cavity (Figure 2.6) 5
Figure 2.7
. In addition, one 
simulation was conducted with the minor component particles initially organized in a rod 
centered at (r = 0.5R, θ = π/4, z = H/2) and having a radius of R/100 and a height of H/2 
( ) to illustrate the stretching and folding of the minor component. 
Because the minor component was modeled as particles, the layers that were 
formed quickly became indistinguishable after the initial stages of blending, or 
approximately three stirring periods. In addition, the results of these simulations are more 
directly applicable to the processing of composites than blends since the interfacial 
tension between the components was neglected. 
 
 
Estimating Ranges of Viscosity in ISSR and Parallel-Disk Rheometer (PDR) 
 To clarify the correspondence between viscosity measurements made using the 
ISSR and a conventional PDR, such measurements were simulated, with steady shear 
data for a commercial polyethylene6
                                                 
5 As with the return maps, the z-axis of the blending cavity was expanded for clarity. 
 used as a reference. Part of the shear-thinning 
6 LDPE 4012, manufactured by Dow Chemical Co. (Midland, MI) and purchased from PolyOne (Ayer, 
MA). 
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Figure 2.6   Minor component particles initially organized into 36 pellets that were 
uniformly distributed throughout the blending cavity. Most particle tracking simulations 
used this initial configuration. 
 
 
 
 
 
Figure 2.7   Minor component particles initially organized into a rod of radius R/100 and 
height H/2, centered at (r = 0.5R, θ = π/4, z = H/2). A simulation was conducted for this 
initial condition to illustrate the stretching and folding of the minor component as a result 
of chaotic advection. 
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portion of the data was modeled using a power-law fluid equation, which in turn was 
used to simulate the velocity field in each instrument for different shear rates. These 
velocity fields were used to calculate the viscosity as a function of shear rate using 
Equation 2.20 [AR 2000 Operator’s Manual (2006)], intended for parallel-disk rheometry 
(in which T is the torque and ω the angular velocity): 
 
 
 
( )
( )
ln
3
lnapp
d T
d
η η
ω
 
= + 
 
          (2.20) 
 
In the above equation, the apparent viscosity ηapp, which is the viscosity that would have 
been measured had the material exhibited Newtonian behavior, is given by Equation 
2.21: 
 
 
32app R
T
R
η
π γ
=

           (2.21) 
 
The rim shear rate Rγ  is given by Equation 2.22: 
 
R
R
H
ωγ =             (2.22) 
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For the parallel-disk rheometer, this calculation was essentially circular, but for the ISSR, 
this was an effort to see what viscosity readings would be obtained for the same shear 
rates. 
 
 
Verification and Validation 
Mesh Size Verification 
 Beginning with the default parameters for a Coarse7
Figure 2.8
 mesh in COMSOL, the 
velocity field due to the rotation of the lower disk was simulated. Subsequently, a 
MATLAB program was used to fit a cylindrical grid of points to the cavity and to find 
the velocities at the grid points by interpolation. This procedure was repeated using the 
default parameters for Normal, Fine, Finer and Extra fine meshes in COMSOL, thereby 
completing the first stage of verification. In the second stage, the maximum relative error 
in velocity between each mesh and the next finer was determined and the trend in error 
plotted, with the results shown in . Based on this graph, it was decided to use 
the Finer mesh in subsequent simulations. 
 
Time Step Verification 
 For time step verification, the most challenging case was simulated, 
corresponding to an experiment with the highest perturbation strength and having the disk 
rotational protocol [PSU = 4/π; PSL = 4/3]. The Finer mesh was used along with a non-
dimensional time step of 5x10–3 in one simulation and 10–3 in the other. 
                                                 
7 The meshes are named in COMSOL; hence the initial capital letter. 
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Figure 2.8   Variation of percentage error in velocity for each mesh compared to the next 
finer. The meshes considered were the Coarse, Normal, Fine, Finer and Extra Fine 
meshes. 
 
  
Particle tracking simulations were conducted in which the minor component was 
simulated as particles that were initially organized into 36 pellets distributed uniformly 
throughout the blending cavity (Figure 2.6). Results were obtained in the form of slice 
plots, which show the particles lying in a cross-section of the cavity parallel to the disk 
surfaces and at z = H/2 (Figure 2.9). To account for numerical error, the slice was 
approximated as a band of width H/10, and was viewed from three directions as shown in 
Figure 2.10.  
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Although these simulations were conducted until N=25, structural features were 
easy to discern only for the first few stirring periods, so results were compared only until 
N = 5, and are shown in Figures 2.11–2.15. With no significant differences observed 
between the two sets of slice plots, the time step of 5x10–3 was chosen for future 
simulations.    
 
 
 
 
Figure 2.9   Cutting plane, parallel to the XY-plane and at z = H/2, for slice plots. All 
particles lying within a band of width H/10 around this plane are shown in the slice plots. 
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Figure 2.10   Three views of band around the central slice, with axes indicating the 
orientation of each view in all subsequent slice plots. 
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(a) t* = 5x10–3 
 
 
(b) t* = 10–3 
Figure 2.11   Comparison of slice plots obtained at N = 1 for two time steps. Axes offset 
for clarity. 
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(a) t* = 5x10–3 
 
 
(b) t* = 10–3 
Figure 2.12   Comparison of slice plots obtained at N = 2 for two time steps. Axes offset 
for clarity. 
107 
 
 
(a) t* = 5x10–3 
 
 
(b) t* = 10–3 
Figure 2.13   Comparison of slice plots obtained at N = 3 for two time steps. Axes offset 
for clarity. 
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(a) t* = 5x10–3 
 
 
(b) t* = 10–3 
Figure 2.14   Comparison of slice plots obtained at N = 4 for two time steps. Axes offset 
for clarity. 
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(a) t* = 5x10–3 
 
 
(b) t* = 10–3 
Figure 2.15   Comparison of slice plots obtained at N = 5 for two time steps. Axes offset 
for clarity. 
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Validation 
The test for validation of the mesh parameters and time step was an attempt to 
replicate the computational first return maps obtained by Miles, Nagarajan and 
Zumbrunnen (1995), who studied the transition from globally regular to globally chaotic 
flow in a cavity having the geometric parameters A = 0.3 and e = 0.7 as the perturbation 
strength was varied.8
Figure 2.16
 In the work reported here, eight particles were initially placed in the 
blending cavity, four near an elliptic point and the other four near a hyperbolic point. The 
particles were tracked for 1000 stirring periods, each of which consisted of the alternate 
rotation of the disks through the same displacement but in opposite directions. At the end 
of the simulation, the particle positions at the end of each stirring period were plotted in 
the same figure. The return maps obtained are shown in  and are seen to be in 
good agreement with the original return maps (Figure 1.8). 
 
 
 
 
 
                                                 
8 The earlier study was reviewed in Chapter 1. 
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                    μ = 0.04                            μ = 0.10 
                                        
                   μ = 0.20                            μ = 0.40 
                             
                    μ = 0.60                          μ = 0.80 
 
Figure 2.16   Return maps obtained for validation of mesh parameters and time step. 
These maps were compared to the ones originally obtained by Miles et al. (1995). 
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CHAPTER 3 
COMPUTATIONAL RESULTS 
 
Results of Computations for Design 
  The variation of the torque on the upper disk with increasing gap between this 
disk and the cylinder is shown in Figure 3.1. The torque is seen to decrease steeply as the 
gap is increased to 2 mm, and gradually thereafter. Although the results indicate that a 
gap of 4–5 mm will result in a significantly lower torque than a gap of 0.5 mm, so high a 
gap will result in melt flowing over the upper disk due to the swirl flow generated by the 
rotation of the lower disk. For this reason, the gap between the upper disk and cylinder 
was initially chosen to be 0.5 mm. After experimental testing, the gap was further 
reduced to 0.25 mm. 
The torque on the lower disk due to the melt was estimated as 0.11 Nm for a melt 
having a viscosity of 1000 Pa.s, which is typical for this research. Considering that the 
drive system for this disk would include speed reduction stages, it was driven using a 
NEMA 17 motor, which is rated for a holding torque of 0.30 Nm. 
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Figure 3.1   Variation of torque on upper disk with gap between this disk and the 
cylinder. The horizontal line represents the torque on the upper disk in parallel-disk 
rheometry, in which the sample has a free lateral surface.  
 
 
Results of Computations for ISSR Simulation 
First Return Maps 
The return maps obtained using the protocols listed in Table 2.2 are shown in 
Figure 3.2, and show chaotic behavior occurring as early as μ = 0.20, though such 
behavior did not become global until μ = 0.50. Globally chaotic behavior is also indicated 
for the protocol with μ = 0.66. 
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          (a) μ = 0.10      (b) μ = 0.20 
         
         (c) μ = 0.30       (d) μ = 0.40  
 
        
          (e) μ = 0.50     (f) μ = 0.66 
Figure 3.2   Return maps corresponding to increasing perturbation strengths (μ) of disks 
in ISSR.  
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Particle Tracking 
 The stretching and folding of the minor component is more clearly observed with 
the initial conditions shown in Figure 3.3, with the minor component particles initially 
organized into a rod centered at (r = 0.5R, θ = π/4, z = H/2) and having a radius of R/100 
and a height of H/2 (Figure 2.16). The initial stretching and folding of the minor 
component is observed in Figure 3.3 (a)–(b), with the apparent disintegration of the 
minor component actually being an artifact of simulating it as particles: had more 
particles been simulated, the minor component would have appeared continuous. During 
the fifth stirring period [Figure 3.3 (c)–(d)], the formation of layers is observed, along 
with their orientation parallel to the disks when the upper disk rotates, and their swirling 
when the lower disk rotates. 
 An alternative initial configuration that is closer to the experimental conditions is 
one in which the minor component is initially in the form of well-mixed pellets (Figure 
2.5). The evolution of microstructure from this initial configuration is shown in Figure 
3.4. During the second stirring period [Figure 3.4(a)–(b)], the pellets are already being 
stretched into filaments which are oriented parallel to the rotating upper disk. These 
filaments get folded due to the subsequent rotation of the lower disk. During the fourth 
stirring period [Figure 3.4(c)–(d)], the filaments are thinner and more numerous, and this 
refinement is observed to continue during the sixth stirring period [Figure 3.4(e)–(f)], at 
which stage the microstructural features are quite difficult to discern. 
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Comparison of Viscosity Measurements in ISSR and PDR  
The results are compared in Figure 3.5 and show that for the same rim shear rate, 
the parallel-disk rheometer (PDR) simulation results in a viscosity close to the 
experimental value, but the ISSR simulation results in a significantly higher viscosity. 
Such a difference is to be expected, since the lateral confinement of the sample in the 
ISSR should result in a higher torque for a given shear rate. 
 
 
 
 
 
 
 
 
 
 
 
 
117 
 
         
                    (a)   N = 0.5          (b) N = 1 
 
         
                     (c)   N = 4.5                        (d) N = 5 
Figure 3.3   Evolution of microstructure in ISSR for A = 0.1, e = 1.6, and blending 
protocol [PSU = 0.6625; PSL = 0.6625] with the minor component initially in the form of 
a rod. 
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                   (a) N = 1.5           (b) N = 2 
                     
                   (c) N = 3.5          (d) N = 4 
                     
                   (e) N = 5.5          (f) N = 6 
Figure 3.4   Evolution of microstructure in ISSR for A = 0.1, e = 1.6, and blending 
protocol [PSU = 2/π; PSL = 2/3] with minor component initially in the form of uniformly 
distributed pellets. 
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Figure 3.5   Variation of measured viscosity with angular velocity of upper disk in 
simulations of ISSR and parallel-disk rheometer (PDR). Experimental data from a steady 
shear test on LDPE 4012 is used as a reference. 
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CHAPTER 4 
DESIGN AND EXPERIMENTAL PROCEDURE 
 
The In Situ Structuring Rheometer (ISSR) proposed here is meant to study the 
viscosity of a polymer blend or composite while processing it in such a way as to control 
the evolution of the morphology. As a result, it was designed as a test cell to be fitted into 
a commercial instrument so as to leverage its measurement capability. In this chapter, its 
design and the adaptation of the commercial instrument are described, followed by an 
explanation of the experimental procedure. 
 
Overview of Design 
The design of the ISSR developed here was guided by four considerations. First, 
the measurement capability of the commercial instrument [Figure 4.1(a)] was to be 
leveraged without modifying it. Second, the measurements taken using the device had to 
be in the range encountered in parallel-disk rheometry using the commercial instrument 
since trends in viscosity were being studied, not absolute values. Third, the processes of 
adding components to be blended and of removing the blend sample after an experiment 
had to be simple. Finally, the heat loss from the blending cavity had to be minimized, and 
the drive system shielded from the high temperatures of the blending process.  
The prototype ISSR designed based on these considerations is shown fitted into 
the commercial instrument in Figure 4.1 (b) and shown alone in Figure 4.1(c), with 
additional views in Figure 4.2. Blends and composites are processed within the 
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cylindrical cavity, the end surfaces of which are rotating disks with a separate drive 
system for each. The enclosures isolate the cavity from the ambient, with heating being 
provided by band heaters around the inner enclosure and cavity. A second chamber 
encircling the first prevents the user from accidentally touching the larger heater, with 
heat losses being reduced by the insulation (not shown) between the chambers.  
 
More specifically, the ISSR consists of four major components and support systems:  
• Blending cavity and stirring disks 
• Heating chamber and temperature control systems 
• Purge gas system 
• Disk drive systems1
 
 
Blending Cavity and Stirring Disks 
 The blending cavity, shown in Figure 4.3, consists of a cylinder, its end faces 
being formed by rotating disks, with the axis of the lower outside the cylinder. The 
cylinder and lower disk are made of stainless steel, while the upper disk is made of 
aluminum. As shown in Figure 4.4, the diameters of the upper and lower disks are 40 mm 
and 139.7 mm (5.50 in.)2
                                                 
1 Unless otherwise stated, all components fabricated for the ISSR are made from stainless steel. 
 respectively. To prevent leakage of melt, the cavity was 
designed with a diameter of 40.5 mm so that the clearance between the upper disk and  
2 For ease of fabrication, the component dimensions were set in inches when designing the ISSR. The 
diameter of the parallel-disk attachment, however, was specified in millimeters by the manufacturer of the 
commercial instrument. 
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      (a)           (b) 
 
(c) 
 
Figure 4.1   Combination of existing and new apparatus for experiments. (a) Commercial 
instrument. (b) In Situ Structuring Rheometer (ISSR) housed within commercial 
instrument. (c) ISSR. 
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(a) 
 
 
(b)  
Figure 4.2   Views of ISSR. (a) Cutaway view showing some of the components and 
support systems. (b) Front view showing drive system for lower disk. Also see Figure 
4.13. 
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cylinder is 0.25 mm. The distance between the disk axes is fixed at 64 mm, meaning that 
the eccentricity of the cavity is 1.6. 
The blending cavity is housed in a cylindrical enclosure (Figure 4.5), with the 
cavity cylinder being held in place using a clamp fixed to a block in the enclosure wall 
using a screw and two pins. The cover of this enclosure is fastened to the wall using 
socket-head screws, and is divided in half to allow for access to the blending cavity.3
 
 The 
upper disk shaft fits through a hole in the enclosure cover. 
 
 
 
Figure 4.3   Blending cavity of ISSR. The assembled cavity is shown on the left, and the 
cutaway view on the right shows the upper disk, a parallel-disk attachment supplied with 
the commercial instrument. The lower disk is integrated with its shaft, but the upper disk 
is screwed to its shaft.   
                                                 
3 The wall was also divided in half for the same reason, but after the addition of the outer enclosure, the 
inner one was left undisturbed when retrieving the blend samples. 
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(a) Lower disk with shaft 
 
Figure 4.4   Drawings of blending cavity components [All dimensions in inches.] 
(continued on next page).  
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(b) Cylinder 
Figure 4.4   Drawings of blending cavity components [All dimensions in inches.] 
(continued). 
 
 
Heating Chamber and Temperature Control Systems4
The enclosure (
 
Figure 4.6) also functions as the inner wall of a heating chamber, 
with a band heater fitted around it (Figure 4.7) and the temperature reading obtained from 
a Type K thermocouple fastened to the block in the enclosure wall with a stud. A second 
band heater is fitted around the cylinder, with a Type K thermocouple inserted into the 
vertical hole in the cylinder wall for a temperature reading. Each heater-thermocouple 
pair is connected to a separate CN 740 controller that employs a proportional-integral-
                                                 
4 The thermocouples and temperature controllers were supplied by Omega, Inc. (Stamford, CT). The 
cylinder heater was supplied by Star Electric, Inc. (Alpharetta, GA) and the enclosure heater by Tempco 
Electric Heater Corp. (Wood Dale, IL). 
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derivative (PID) control algorithm. The wiring for the thermocouples and cylinder heater 
run through a hole in the enclosure cover [Figure 4.6(c)] to the controller.  
To insulate the blending cavity from the ambient, a second enclosure is fitted 
around the first. As shown in Figure 4.8 and Figure 4.9(a,b), the wall of this enclosure is 
in the shape of a truncated cylinder, with a flat section at the back to allow 
accommodation within the commercial instrument.  The space between the enclosures is 
packed with ceramic wool (having a temperature rating of 3000oF), held in place by the 
ring-shaped cover of the outer enclosure [Figure 4.9(c)].5
To provide additional insulation, the top of the inner enclosure is covered with 
ceramic woven cloth. To cool the lower disk shaft, it is fitted with a composite fin made 
of aluminum (
 Holes are drilled in the cover to 
accommodate the wiring for the outer heater.  
Figure 4.10). 
 
Purge Gas System 
 The inner enclosure also provides an inert environment for blending, with 
nitrogen being supplied through a hole in the cover of the inner enclosure (Figure 4.11). 
The supply is controlled by a needle valve.  
 
 
 
                                                 
5 The outer enclosure was fabricated from 11 gauge stainless steel. The cover and the two sections of the 
wall were machined separately and welded together.  
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(a) Inner enclosure with cover removed to reveal the blending cavity. 
 
 
 
(b) Inner enclosure with cover in place. The upper disk shaft is seen protruding through a 
hole in the cover. 
Figure 4.5   Inner enclosure of ISSR.  
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(a) Fixed half of inner enclosure. 
Figure 4.6   Components of inner enclosure (continued on next page). 
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(b) Movable half of inner enclosure. 
 
(c) Cover of inner enclosure. The hole near the center is for the wires connecting a heater 
and thermocouple for the cylinder to the temperature controller. 
 
Figure 4.1   Components of inner enclosure (continued). 
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Figure 4.7   Blending cavity housed within two enclosures. Ceramic wool was packed 
into the space between the enclosures, almost completely hiding the enclosure band 
heater.  
 
 
 
 
Figure 4.8   Outer enclosure of ISSR. This component is in the shape of a truncated 
cylinder so as to be fitted within the commercial instrument. 
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(a) Curved section of wall. 
 
(b) Flat section of wall. 
Figure 4.9   Components of outer enclosure. The wall was made in two sections that were 
welded together. (Continued on next page.) 
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(c) Cover of outer enclosure, with holes provided for heater wires. The cover has a flat 
surface at the back to fit within the commercial instrument, and was welded to the wall. 
(All linear dimensions are in inches.) 
 
Figure 4.9   Components of outer enclosure (continued). 
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               (a) Drawing                                                                  (b) Model 
 
 
 
(c) Fin fitted to lower disk shaft. The sprocket for the chain drive helps keep the fin in 
place. 
 
Figure 4.10   Composite fin for cooling lower disk shaft (All dimensions in inches). 
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Disk drive systems6
 The upper disk was supplied with the commercial instrument and the lower disk 
fabricated for the ISSR. As a result, each disk has a separate drive system. The upper disk 
is screwed to a rod, which in turn is fitted through a hollow spindle provided with air 
bearings and rotated by means of an induction motor. The disk along with the complete 
drive system can be moved vertically using the program for operating the commercial 
instrument [AR 2000 Operator’s Manual (2006)], as will be explained when describing 
the experimental procedure. 
  
 The signal flow in the drive system for the lower disk is represented by the block 
diagram in Figure 4.12. This disk is integrated with its shaft and driven by a NEMA 17 
stepper motor, with the two coupled using a Value Gear speed reducer7 and a chain 
drive8 Figure 4.13 ( ). The motor receives signals from a P70360 stepper drive, which, in 
turn, communicates with a PCI-7332 stepper motor controller via a UMI-7764 interface. 
In addition, an encoder9
                                                 
6 Unless otherwise stated, the components of the lower disk drive system were manufactured or supplied by 
National Instruments (Austin, TX). 
 is fitted to the lower disk shaft to provide feedback. The motor 
and speed reducer are thermally separated from the blending cavity by means of the chain 
drive. In addition, the encoder is shielded from the heat of the blending cavity by the 
composite fin. After assembling the drive system, it was configured as described in 
Appendix A. Subsequently, a program was written in LabVIEW [National Instruments 
(Austin, TX)] to control the motor.  
7 Manufactured by Applied Motion, Inc. (Watsonville, CA) and supplied by Minarik (Charlotte, NC).  
8 Supplied by McMaster-Carr (Elmhurst, IL). 
9 Manufactured by US Digital (Vancouver, WA). 
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All these systems are supported by a platform (Figure 4.14), the legs of which are 
threaded cylindrical rods. To hold the platform in place, a pair of hexagonal nuts is 
fastened to each rod above and below the platform. A spirit level was used to ensure the 
platform was horizontal. Ceramic woven cloth was taped to the platform for insulation. 
 
 
 
 
Figure 4.11   Purge gas connection (encircled) in cover of inner enclosure. 
 
 
 
Figure 4.12   Signal flow in drive system for lower disk. 
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Figure 4.13   Drive system for lower disk. A radial ball bearing, housed in the platform, 
for the lower disk shaft is not shown. 
 
 
Figure 4.14   Supporting components of ISSR. The hexagonal nuts fastened to each rod 
above and below the platform are not shown. 
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Comparison of ISSR and EDCB 
 The ISSR is based on the eccentric disk chaotic blender designed by Miles, 
Nagarajan and Zumbrunnen (1995) and subsequently improved by Manickam (2000) and 
Zumbrunnen and Chhibber (2002). The construction of the two instruments differs in the 
following respects: 
 
• Since the ISSR was intended as a test cell for a commercial instrument, the drive 
systems for the disks are controlled separately. In contrast, since the EDCB was 
intended as a stand-alone device, the drive systems for the disks have a common 
control system. 
• Heat transfer to the blending cavity occurs by natural convection in the ISSR but 
by forced convection in the EDCB: this latter device is housed in a convection 
oven. On the other hand, the volume to be heated in the ISSR is considerably 
smaller than that in the EDCB. Therefore, the heat transfer in the ISSR is faster. 
 
 
Adaptation of Commercial Instrument 
The commercial instrument chosen to house the prototype ISSR is the AR 2000 
manufactured by TA Instruments (New Castle, DE), shown in Figure 4.1(a). The 
instrument (Figure 4.15) consists of a main unit and an electronics control box [AR 2000 
Operator’s Manual (2006)], with the latter connected to a computer running 
RheologyAdvantage, the program for operating the AR 2000. This instrument can be 
operated in controlled-stress or controlled-rate mode, with the latter chosen for this work. 
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An Environmental Test Chamber (ETC) is provided for studying a melt sample at an 
elevated temperature in an inert environment. The attachments shown are used to conduct 
parallel-disk rheometry. While the upper attachment was retained, the lower one and the 
ETC were removed for two reasons: to make space available for the ISSR and because 
the ISSR required an eccentric rotating disk. Removing these components required the 
design of the heating chamber, temperature control systems, and purge gas system for the 
ISSR.  
The parallel-disk attachment used as the upper disk of the ISSR is shown in 
Figure 4.16, and the drive system for this disk is housed in the instrument head. The AR 
2000 is connected to a supply of air at 30 pounds per square inch (psi) for the bearings of 
the drive shaft. The gap between the upper disk and lower surface can be adjusted by 
moving the head vertically [AR 2000 Rheometer Operator’s Manual (2006)]. By doing so 
when using the ISSR, the aspect ratio of  its blending cavity can be adjusted. 
 Since blending components in the ISSR involves the alternate rotation of each 
disk, and since the viscosity is measured during the rotation of the upper disk in 
conventional parallel-disk rheometry, the AR 2000 was programmed to conduct a series 
of steady shear tests, with the disk speed alternately set to a constant value and zero.10
 
 As 
a result, the sample is both processed and studied when the upper disk rotates; the sample 
is processed further when the lower disk rotates and the upper one remains stationary. 
 
                                                 
10 Details of the programming will be given when explaining the experimental procedure. 
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Figure 4.15   AR 2000 rheometer manufactured by TA Instruments. Whereas the parallel-
disk attachments shown have a diameter of 25 mm, the upper disk of the ISSR had a 
diameter of 40 mm. 
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Figure 4.16   Parallel-disk attachment (40 mm diameter) used as upper disk of ISSR, and 
seen fitted to spindle in AR 2000 head.  
 
 
 
Materials 
Three types of samples were processed and studied using the ISSR: a compatible 
blend of low density polyethylene (LDPE 4012) and high density polyethylene (HDPE 
25455N), an immiscible blend of polypropylene (PP DX5E66) and LDPE, and a 
composite of linear low density polyethylene (LLDPE 2517) and carbon black (CB). The 
resins were supplied by the Dow Chemical Co. (Midland, MI) and the CB (Printex XE-II) 
was supplied by Degussa Corp. (Akron, OH). The compositions of the systems are stated 
in Table 4.1. The blend compositions are consistent with a recent study of controlled 
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release packaging by Jin et al.(2009), who had studied morphology development and the 
associated evolution of additive release rates from the films. The proportion of CB in the 
composite is consistent with a study by Chougule and Zumbrunnen (2005), who had 
studied the variation of electrical resistivity with the evolution of microstructure.11
The melt density of each resin was assumed equal to the solid density (stated in 
the Material Data Sheet) to ensure that the annular clearance between the upper disk and 
cylinder was filled with melt at the start of blending. Since the composite was processed 
from neat LLDPE and a master-batch consisting of LLDPE compounded with CB (6.5% 
by weight), the bulk density ρbulk and porosity P of the master-batch were estimated, and 
its solid density ρsolid was calculated using Equation (4.1): 
  
 
bulk
solid P
ρ
ρ =                (4.1) 
 
 
Table 4.1   Compositions of blends and composite studied using ISSR. 
System Proportions 
HDPE/LDPE 50/50 (volume) 
PP/LDPE 30/70 (volume) 
LLDPE/CB 97/3 (mass) 
 
 
 
                                                 
11 Both these studies involved the Continuous Chaotic Advection Blender, and were reviewed in Chapter 1. 
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 Using conventional parallel-disk rheometry with 25 mm diameter disks, the 
steady shear behavior of each of the single components was studied, and is shown in 
Figures 4.17–4.19. The blends were processed at 200oC; although the components of the 
composite were tested at 190oC, this system was also processed at 200oC. 
 
 
 
Figure 4.17   Steady shear behavior of LDPE and HDPE at 200oC. 
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Figure 4.18   Steady shear behavior of LLDPE and LLDPE/CB at 190oC.  
 
Figure 4.19   Steady shear behavior of PP and LDPE at 200oC. 
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Experimental Procedure 
Conducting an experiment using the ISSR involves preparing the commercial 
instrument, loading the material components, setting the processing parameters, blending 
the components while measuring the viscosity changes, and retrieving the sample to 
study its morphology.  
 
Preparing the Commercial Instrument 
 To prepare the commercial instrument, the air supply was turned on and the air-
bearing clamp removed. The instrument and control computer were then turned on. After 
the program RheologyAdvantage was started, communication between the computer and 
instrument was checked. Next, the performance of the instrument was checked through a 
series of calibrations conducted as necessary. 12
 The spindle inertia was calibrated first, after which the upper disk was attached 
and its inertia calibrated. To have the option of applying a correction for the bearing 
friction, the bearing was calibrated. Finally, rotational mapping was conducted in which 
the variation of torque in relation to angular position was monitored while the bearing 
completed one rotation at a constant speed [Rheology Advantage Instrument Control 
(2004)]
   
13
 The final preparatory step was to identify a reference position for the upper disk 
corresponding to no gap between the disks. This procedure, known as zeroing the gap, 
.   
                                                 
12 The spindle inertia and bearing friction were required to be calibrated monthly, and the rotational 
mapping was required to be conducted on each day of a test. 
13 Standard mapping was conducted with three iterations. 
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had to be conducted at the testing temperature, meaning the inner enclosure was covered 
and the temperature controllers turned on. Once the cylinder thermocouple indicated that 
the testing temperature had been maintained for 20 minutes, the instrument was set to 
rotate the upper disk at a set speed while it was being lowered. When the upper disk 
could no longer rotate, the gap between the disks was taken to be zero. After waiting a 
little longer for the cylinder and enclosure temperatures to be within 10o C of each other, 
the temperature controllers were turned off, the cover of the inner enclosure removed and 
the upper disk raised so as to load the components. 
 
 
 
Loading Material Components 
 Based on the required composition of the blend or composite, the components 
were mixed and poured into the blending cavity. The upper disk was lowered sufficiently 
to be able to cover the inner enclosure and the ISSR adjusted if necessary so that this disk 
rotated freely. The purge gas supply and temperature controllers were turned on, and the 
components allowed to melt while the blending cavity was heated to the required 
temperature. After 35 to 40 minutes of heating, the upper disk was further lowered to a 
height of 4 mm, and the sample heated for another 40 minutes. During this time, the 
processing parameters were set using RheologyAdvantage and LabVIEW.  
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Setting Processing Parameters  
 Blending was conducted according to the protocol [PSU = 2/π; PSL = 2/3], with 
simulations having indicated this protocol was likely to lead to global chaos and the 
formation of expansive layers. The motion of each disk was programmed separately, with 
the algorithms summarized in Figure 4.20. The disk motions were coordinated manually, 
with a waiting time of five seconds between disk motions to reduce the spread in the 
viscosity readings.  
Since the upper disk was part of the commercial instrument, it was programmed 
to conduct a series of steady shear tests, with the disk speed set to 0.05 rad/s (Run)14
Figure 4.21
 and 
zero in alternate tests. As shown in , each Run test was of type Peak Hold, 
meaning that a specified parameter was held at one value for a specified duration. In this 
case, the angular velocity of the upper disk was held at 0.05 rad/s for 80 seconds, with the 
sample viscosity being measured every 20 seconds. Therefore, the rotational 
displacement of this disk was 4 radians, as required.15 Each Stop test was also of type 
Peak Hold, with the upper disk held stationary for 90 seconds. Specifying the temperature 
had no effect; it was recorded as zero since no temperature control modules supplied with 
the AR 2000 were used.16
 
  
                                                 
14 Liu and Zumbrunnen (1999) found that as long as the speed of each disk does not exceed 2 rpm 
(approximately equal to 0.2 rad/s), changes in disk speed should not significantly affect the blending. 
15 The speed of each disk was one-fourth the value used in simulations, to reduce the swirl caused by the 
lower disk rotation. 
16 A conventional parallel-plate rheometry experiment begins with a conditioning step, during which the 
sample is prepared for the test by heating or preliminary shearing, for example. The experiment continues 
with one or more test steps and concludes with a post-experiment step, during which the sample 
temperature is changed if doing so will make cleaning the instrument convenient. [RheologyAdvantage 
Instrument Control (2004)]. Since the ISSR has its own temperature control systems, the conditioning and 
post-experiment steps were not used here.  
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                            (a)                 (b) 
 
Figure 4.20   Flowcharts for operation of disks. (a) Upper disk operated using Rheology 
Advantage; (b) Lower disk operated using LabVIEW. The lower disk acts as a slave to 
the upper, and is actuated by the user at the start of blending.  
 
 
 
Is N = Nmax? 
STOP 
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Rotate upper disk at set 
speed, for set time. 
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Wait for lower disk to be 
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Wait for upper disk to 
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STOP 
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Wait for upper disk to be 
rotated. 
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(a) 
 
(b) 
Figure 4.21   Screenshot showing how a series of steady shear tests is set up using 
RheologyAdvantage. (a) Complete program window; (b) Close-up of test parameters 
being set for the upper disk rotating (Run 1). When the upper disk is stationary (Stop 1), 
the angular velocity is set to zero for 90 seconds with sampling every 30 seconds.  
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While the upper disk was controlled using an existing program for the commercial 
instrument, the lower disk drive system was controlled using a program written in 
LabVIEW; a screenshot of the front panel is shown in Figure 4.22.17
Finally, once the rest time for the upper disk during each stirring period was set 
using RheologyAdvantage, the rest time for the lower disk was estimated by trial and 
error
 Before running this 
program, three preliminary tasks were completed. First, the stepper motor controller had 
to be initialized; when the program starts running, the “Reinitialize controller” indicator 
flashes as a reminder. The second task was to specify the perturbation strength as 0.6625 
and number of stirring periods as 10. Based on these values, the program calculated the 
intended positions of the motor and disk shafts at the end of each stirring period. The unit 
of measurement was encoder counts, with one revolution of the encoder shaft 
corresponding to 400 counts. Both this value and the gear ratio can be changed on the 
front panel to correspond to modifications of the hardware. Correcting for backlash in the 
system was obviated by connecting the encoder to the disk shaft as explained earlier.  
18
 
. The latter time had to be about three seconds longer than the former to avoid 
overlap between the rotations of the disks.  
                                                 
17 The numbers assigned in LabVIEW to the stepper motor controller and motor axis are given in the Board 
ID and Axis indicators respectively.  
18 Details of how this time was set in the program are given in Appendix A. 
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Figure 4.22   Front panel of program for lower disk drive system.  
 
 
Blending Components and Measuring Viscosities 
Once the sample had been heated, the test programmed using RheologyAdvantage 
was begun, along with the LabVIEW program. Five seconds after the upper disk stopped  
rotating during the first stirring period, the lower disk was set in motion by clicking the 
Manual Advance button. The blending subsequently proceeded automatically until the 
required number of stirring periods was completed, meaning the lower disk acted as a 
slave to the upper. In case blending was to be conducted for more than ten stirring 
periods, the program for the lower disk drive system was run repeatedly. 
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During the blending, the sample viscosity was measured each time the upper disk 
rotated and the variation in the viscosity observed using RheologyAdvantage. 
Simultaneously, the LabVIEW program was used to monitor the displacement of the 
lower disk shaft during a stirring period, the number of stirring periods completed, and 
the number of revolutions completed for comparison with the required values. In 
addition, lights indicated when this disk was running or stationary. 
The experiment set up in RheologyAdvantage ended with the last steady shear 
test, while the LabVIEW program ended when the total displacement of the lower disk 
reached the required value19
 
. In addition, both programs could be stopped before 
completion if necessary. 
 
Retrieval and Examination of Samples 
Once the blending was complete, the purge gas supply and temperature 
controllers were turned off. After a wait of one minute for capacitive discharge of the 
cylinder, the inner enclosure cover was removed. The sample was cooled using an air jet 
to preserve the morphology, following which the upper disk shaft was detached from the 
AR 2000 draw rod, and the instrument head was raised to its maximum height. The 
clamp was separated from the cylinder and removed from the enclosure. 
After waiting for the entire apparatus to cool, the cylinder heater was removed. A 
torch was used to heat the cylinder until the sample softened and could be removed by 
hand, along with the upper disk and cylinder. The sample and disk were then forced out 
                                                 
19 Further details of the working of this program are given in Appendix A. 
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of the cylinder, and the sample separated from the disk using a brass scraper and cooled 
again. 
After immersion in liquid nitrogen for at least five minutes, the sample was 
cryogenically fractured normal to the end surfaces and sputter coated with platinum for 
two minutes, following which the morphology was examined using scanning electron 
microscopy [S-3400N or S480020
 
, both from Hitachi (Tokyo, Japan)]. In addition, the 
viscosity data were compiled and the trend in viscosity with processing was studied. 
Finally, trends in rheology and morphology were correlated using data from several 
samples. 
                                                 
20 The S4800 is a field emission scanning electron microscope. 
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CHAPTER 5 
RESULTS AND DISCUSSION 
 
Single Component System Rheometry in Steady Shear 
Using Conventional Parallel-Disk Rheometer (PDR) 
  For comparison between the ISSR and PDR, the individual components were 
subjected to the stirring protocol [PSU = 2/π; PSL = 2/3] using the PDR. In effect, each 
component was subjected to a series of steady shear tests, with both disks remaining 
stationary between tests.1
 
 The results are presented in Figures 5.1–5.2, with a steady 
viscosity eventually measured for each polymer, and little variation among readings for a 
given N. 
Using ISSR 
In addition, a steady shear test was conducted on LDPE 4012 using the ISSR, 
with the shear rate varied continuously.2 Figure 5.3 The viscosity graph ( ) indicates shear-
thinning at the lower end of the shear rate range, followed by a Newtonian plateau, and 
further shear-thinning until a high-shear-rate Newtonian plateau was attained. Perhaps if 
shearing had been conducted at lower shear rates, another Newtonian plateau would have 
been observed. In comparison, the results of a steady shear test on this resin using a PDR  
                                                 
1 The tests were conducted with disks of diameter 25 mm because a melt ring was required to hold the 
pellets in place until they had melted, and this ring was designed for such disks. 
2 When estimating the required quantity of sample, the melt density was approximated as 80% of the solid 
density. 
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Figure 5.1   Results of series of steady shear tests on LDPE and PP using parallel-disk 
rheometer.  
 
 
Figure 5.2   Results of series of steady shear tests on HDPE and LLDPE using parallel-
disk rheometer.  
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Figure 5.3   Results of steady shear tests on LDPE 4012 using ISSR and PDR.  
 
 
 
reveal a Newtonian plateau until 10.1 sγ −  , with significantly lower viscosities than in 
the ISSR for 11 sγ −< . Above this shear rate, the measured viscosities were higher in the 
PDR, with the measurements becoming approximately equal at the highest shear rates. 
Any expansion of the melt into the annular clearance between the upper disk and cylinder 
of the ISSR was considered insignificant since the rim of the disk was covered with only 
a thin film of melt upon the completion of the experiment. 
In addition, the LDPE 4012 was subjected to a stirring protocol in the ISSR (with 
both disks rotating), and the results compared to those obtained using the PDR. As shown 
in Figure 5.4, the percentage variation in the viscosity readings at each N was always 
higher in the ISSR, but of the same order of magnitude for both rheometers after N=5. 
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Figure 5.4   Variation of viscosity range with number of stirring periods for virgin LDPE 
in ISSR and PDR. 
 
 
 
Variation of Rheology and Morphology in Multi-Component Systems 
Compatible Blend 
For the LDPE/HDPE blend (φLDPE=0.50), the initial stretching and folding of the 
polymers about each other to form thick layers was indicated at N=5 (Figure 5.5). As 
processing continued, the coarse features refined and the microstructure obtained at N=10 
is shown in Figure 5.6(a), which does not appear significantly different from that of a 
pure LDPE sample also processed at N=10 [Figure 5.6(b)].  
However, the differences in the fracture surfaces are apparent at higher 
magnification (Figure 5.7). Networks of tendons, some of which were only 150–200 nm 
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                              (a)                                                                     (b) 
Figure 5.5   Morphology of LDPE/HDPE blend (φLDPE=0.50) processed at N = 5 and 
viewed at (a) low and (b) high magnification. Thick layers are observed at this early stage 
of blending. Compare the feature sizes in (b) to those in Figure 5.6. 
 
 
                      
                              (a)                                                                               (b) 
Figure 5.6   Morphologies of (a) LDPE/HDPE blend (φLDPE=0.50) and (b) pure LDPE 
processed at N = 10, and apparently similar at relatively low magnification.  
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thick, were revealed by the fracture surface of the blend, but not that of the virgin 
polymer. With continued processing at N=20, the morphology did not appear to have 
changed significantly when viewed at low magnification (Figure 5.8). Upon increasing 
the magnification, however, the tendons were observed to have grown thinner, and new 
features were visible (Figure 5.9). These results indicate that the ISSR can be employed 
to process a blend the morphology of which has nanoscale features and is different from 
the droplet morphology commonly encountered in polymer blend rheology studies.  
In a previous study of this blend by Jin et al. (2009) using a continuous flow 
chaotic blender, the initial formation and refinement of layers was documented, along 
with the transition to an interpenetrating blend (IPB) morphology. While the networks of 
tendons observed in the present study indicated that an IPB may have been formed, 
further tests are required for verification.  
The viscosity graphs obtained for the three compatible blend samples are shown 
in Figure 5.10. For Run 3, the blend viscosity was observed to increase until N=5, then 
remain fairly constant until N=14, and gradually increase thereafter. The qualitative 
trends are consistent for the three samples, but the values of viscosity are significantly 
different, and this point will be discussed further after presenting results for the other two 
systems. For now, it is noted that the initial formation and refinement of layers had no 
significant effect on the shear viscosity.  
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                               (a)                                                                    (b) 
         
                               (c)                                                                     (d) 
Figure 5.7   Comparison of pure LDPE (a,b) and LDPE/HDPE blend (φLDPE=0.50) (c,d) 
samples processed at N=10 and viewed at high magnification. Networks of tendons are 
observed in the blend, but not in the pure LDPE. 
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Figure 5.8   Morphology of LDPE/HDPE blend (φLDPE=0.50) processed at N = 20.  
 
 
         
Figure 5.9   Morphology of LDPE/HDPE blend (φLDPE=0.50) processed at N = 20, viewed 
at high magnification. The networks of tendons are still visible, along with new features.  
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Figure 5.10   Variation of shear viscosity with extent of processing for LDPE/HDPE 
blend (φLDPE=0.50) from different runs with stirring protocol [PSU = 2/π; PSL = 2/3]. 
The error bars represent the maximum and minimum readings at each N.  
 
 
 
To clarify this viscosity trend, the sample was modeled as shown in Figure 5.11.3
 
 
Considering the simplest case of a three-layer system between two parallel plates, with a 
layer of melt B sandwiched between two layers of melt A and with the upper plate moved 
at a velocity U while the lower plate is held stationary, the following equations may be 
written for the velocity in each layer: 
 
 
 
 
                                                 
3 This model was referred to in Chapter 1 when describing the rationale for this research.  
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Figure 5.11   Schematic of a three-layer blend sample whose shear viscosity is being 
measured.   
 
 
 
u1 = C1y + C2              (5.1) 
u2 = C3y + C4                (5.2) 
u3 = C5y + C6                (5.3) 
 
 
 
subject to the boundary conditions 
 
u1 = 0                               at y = 0                                            (5.4) 
u3 = U                              at y = 2tA + tB          (5.5) 
u1 = u2                             at y = tA           (5.6) 
u2 = u3                             at y = tA + tB          (5.7) 
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τyx, melt A = τyx, melt B         at y = tA           (5.8) 
τyx, melt A = τyx, melt B         at y = tA + tB          (5.9) 
 
 
 
Solving equations (5.1)–(5.3) subject to the boundary conditions (5.4)–(5.9), we get 
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The shear stress measured at the top surface (the height of which is denoted by H = 2tA + 
tB) is given by  
 
 
2
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A B
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τ η η
η
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=
 = =  
 +
                     (5.13) 
 
 
Based on this equation, the apparent viscosity of the system is given by  
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Similarly, the apparent viscosity of a five-layer system consisting of three layers of melt 
A and two of melt B (Figure 5.12) can be derived as: 
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B
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η
η
η
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+
            (5.16) 
 
 
Figure 5.12   Schematic of a five-layer blend sample whose shear viscosity is being 
measured. 
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In general, the apparent viscosity of a sample consisting of N layers of melt A and (N–1) 
layers of melt B may be written as  
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In addition, the volume fractions of the components Aφ  and Bφ  are given by Equations 
(5.18)–(5.19): 
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So Equation (5.17) can be rewritten as: 
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Equation (5.20) indicates that for any number of layers, the apparent viscosity remains 
constant, a result consistent with experiments.  
 For the LDPE/HDPE blend, 0.5A Bφ φ= = and Equation (5.20) becomes: 
 
1
2 1app A
A B
η η
η η
−
 
= + 
             (5.21)
 
 
 
 
 
Composite 
For the LLDPE/CB composite (xCB = 0.03), coarse striations were observed at 
N=5, though microstructure development was not uniform at this early stage (Figure 
5.13). Further development of the microstructure was not discernible at N=10 (Figure 
5.14). With further processing at N=20 (Figure 5.15), the CB particles appeared to have 
formed a network, with LLDPE having fractured along the network branches. These 
results indicate that the particle network developed throughout the blending, and may 
have been masked by the ductile failure of the LLDPE at N=10.  
The hypothesis of continuous structure development is supported by two earlier 
studies. One was conducted by Danescu and Zumbrunnen (2000), who processed 
composites of polystyrene and CB using an eccentric disk chaotic blender. The other 
study was conducted by Chougule and Zumbrunnen (2005), who documented the 
development of microstructure in LLDPE/CB composites processed using a continuous 
chaotic advection blender. (Both studies were reviewed in Chapter 1.) The latter study 
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                               (a)                                                                    (b) 
Figure 5.13   Micrographs of LLDPE/CB composite (xCB = 0.03) processed at N=5. (a) 
Striations of carbon black are being formed locally; (b) Morphology development is not 
uniform. 
 
 
 
 
 
 
Figure 5.14   Micrograph of LLDPE/CB composite (xCB = 0.03) processed at N=10. 
Morphology development may have been masked by ductile failure of LLDPE. 
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                              (a)                                                                     (b) 
Figure 5.15   Micrographs of LLDPE/CB composite (xCB = 0.03) processed at N=20. (a) 
Low magnification; the CB particles may have formed networks in the center of the 
micrograph (the sample holder is seen at left); (b) High magnification; the LLDPE may 
have undergone ductile fracture along the networks formed by the CB. 
 
 
showed that with continued processing, the composite microstructure refined to the point 
where it appeared to break down, simply because features became finer than the particles 
themselves. A similar process may be expected in the ISSR, so that a uniform dispersion 
of the additive in the matrix can be obtained as in conventional blending. 
The variation of viscosity for the three runs is shown in Figure 5.16. Although the 
overall trends are the same, with the viscosity decreasing as the microstructure 
developed, the values are significantly different among the runs.  
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Figure 5.16   Variation of viscosity for LLDPE/CB composite (xCB = 0.03) for different 
runs with stirring protocol [PSU = 2/π; PSL = 2/3]. The error bars represent the 
maximum and minimum readings at each N. 
 
 
Immiscible Blend 
For the immiscible blend of PP and LDPE (φPP=0.30), droplets were already 
forming at N=10 [Figure 5.17(a)] although some fibers were still observed breaking into 
droplets at N=20 [Figure 5.17(b)]. The transition was complete at N=30 [Figure 5.17(c)].  
The variation of viscosity for these three runs is shown in Figure 5.18. After N=10 there 
was little variation in the viscosity with the extent of blending. In addition, repeatability 
was not achieved between the runs.  
 Together these results indicate that a droplet morphology may already have been 
predominant in the blend at N=10, and the last fibers may have been observed at N=20. In  
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                               (a)                                                                   (b) 
 
 
(c) 
Figure 5.17   Micrographs of LDPE/PP blend (φLDPE=0.70) processed at (a) N=10; (b) 
N=20; (c) N=30. Droplets are already forming at N=10; fibers are observed breaking into 
droplets at N=20; the transition is complete by N=30. 
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Figure 5.18   Variation of viscosity for LDPE/PP blend (φLDPE=0.70) from different runs 
with stirring protocol [PSU = 2/π; PSL = 2/3]. The error bars represent the maximum and 
minimum readings at each N, and are shown for Run III alone for clarity.  
 
 
a previous study using an eccentric disk chaotic blender, Zumbrunnen and Chhibber 
(2002) documented a complete sequence of morphology transitions for a PS/LDPE blend 
(xPS = 0.30), with the initial multilayered morphology giving rise to a fibrous one, and 
finally to a droplet morphology. In the present study, the sequential morphology 
transitions occurred quicker than expected, indicating that this blend may not have been 
the best to study. These results do show that more than one morphology can be obtained 
in a polymer blend using the ISSR, and that the droplet morphology can be obtained by a 
mechanism different from the conventional one. 
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Given the composition of the immiscible blend, it is plausible that after the 
formation of a droplet morphology, the sample can be modeled as an emulsion of PP in 
LDPE (assuming Newtonian behavior), and comparing the predictions of such a model to 
the initially measured viscosity is of interest. Choi and Schowalter (1975) devised such a 
model and derived an equation for steady-shear-viscosity ηblend as a function of 
composition and viscosity ratio ηB/ ηA, stated below (melt B is the minor component): 
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       (5.24) 
 
The predictions of the Choi-Schowalter (1975) model for viscosity ratio varying between 
0.05 and 12 is shown in Figure 5.19(a); this range was found to be favorable for 
progressive structure development in previous Smart Blending work. For the ISSR, the 
range of shear rates due to the rotation of the upper disk was 0–0.25 s–1, and predictions 
of the model for the corresponding range of viscosity ratios is shown in Figure 5.19(b). 
The blend viscosity is nearly constant, a result consistent with experiments.  
However, Vinckier et al. (1999) cautioned against applying the Choi-Schowalter 
model to systems in which the minor phase concentration is greater than 10% by volume. 
In their review of polymer blend studies, Tucker and Moldenaers (2002) admit the 
paucity of models for more concentrated systems. Thus, even though the predictions of  
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(a) 
 
(b) 
Figure 5.19   Predictions of Choi-Schowalter model for an emulsion of two Newtonian 
fluids. (a) Variation of blend viscosity over the range of viscosity ratios (a) employed in 
previous Smart Blending work; (b) corresponding to the shear rates during viscosity 
measurements in the ISSR. 
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the model are in agreement with experimental measurements, further model development 
is needed. 
 
 
Shortcomings of Design 
 Although the trends in viscosity were similar for repeated runs on a given system, 
repeatability of viscosity data was not achieved for any system. Several shortcomings 
were identified with the prototype that may have contributed to this issue: 
 
• Alignment of upper disk and cylinder: While the upper disk was fixed to the 
commercial instrument, the ISSR was adjusted manually so that this disk fit inside 
the cylinder. Variations in the position of the cylinder among runs may have 
affected the viscosity readings.  
• Leakage of sample over upper disk: The swirl flow generated by the rotation of 
the lower disk caused the sample to flow over the upper disk, leading to a gradual 
loss of sample. Given the Stokes flow and the small clearance between the upper 
disk and cylinder, this leakage was not anticipated. 
• Sample preparation: With the components initially in the form of pellets, some air 
may have been trapped in the sample even after it had been heated for 80 minutes. 
• Torque readings: Although the melt flow stopped within a second of the 
corresponding disk stopping, small but finite torque readings were observed five 
seconds after the lower disk had stopped.  
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• Disk coordination: The disk motions were coordinated manually, and the 
triggering may have varied by as much as two seconds between runs. The torque 
reading at the start of a new disk motion may have varied significantly as a result.  
• Seal between lower disk and cylinder: As the lower disk rotated, a little melt was 
carried out of the cavity, as indicated by the thin film of melt coating this disk 
upon the completion of an experiment. This leakage may not have been as 
significant as the leakage over the upper disk. 
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CHAPTER 6 
CONCLUSIONS AND RECOMMENDATIONS 
 
Conclusions 
 An In Situ Structuring Rheometer (ISSR) was designed and implemented for 
studying the changes in shear viscosity of polymer blends and composites while 
processing them in such a way that the evolution of microstructure was controlled. Three 
systems were studied using the ISSR. In the first system, a compatible blend of LDPE 
and HDPE, a multilayer morphology was initially formed, and may have transitioned to 
an IPB with continued processing. In the second system, a composite of LLDPE and CB, 
the particles appeared to form a network within the polymer matrix. In the third system, 
an immiscible blend of LDPE and PP, the minor phase formed into fibrils that eventually 
broke to yield droplets, indicating that a multilayered morphology was initially formed in 
this system as well. The corresponding trends in shear viscosity were measured for these 
systems. For repeated runs on each system, qualitative agreement of viscosity trends was 
achieved but not quantitative agreement. Investigating this issue led to shortcomings 
being identified in the design of the prototype.  
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Recommendations 
Recommendations for Design 
• Reducing sample leakage over the upper disk: A ring can be fitted around the 
upper disk to block the clearance. This ring may be retained during rotational 
mapping, which should be conducted with the disk inside the cavity. 
Alternatively, machining the parallel-disk attachment to have a shorter lip will 
cause less melt to flow into the annular clearance, reducing the effect of this melt 
on the readings. 
• Aligning the upper disk with the cylinder: Fastening the ISSR to the commercial 
instrument should improve the alignment between the cylinder and upper disk. 
• Improving the seal between the lower disk and cylinder: To reduce further 
leakage of sample, the seal between the lower disk and cylinder should be 
improved. One possibility is to divide the cylinder in half lengthwise, weld each 
half to the inner enclosure cover, and so force the cylinder tighter against the 
lower disk when fastening the enclosure cover. A sealant can be used to prevent 
sample leakage through the cylinder; a similar idea was implemented by Guthrie 
and Idziak (2005) in designing a fixture for concentric cylinder rheometry.  
• Coordinating disk motions: Automatic triggering of the lower disk is preferable to 
manual triggering, and may involve attaching a motion sensor to the upper disk 
shaft and a detector to the platform.  
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• Retrieving the sample: A method to retrieve the sample without having to reheat it 
should be devised, perhaps involving the lower disk being fastened to its shaft 
rather than integrated with it.  
• Improving the temperature control system:  
• To reduce the heating requirement, the inner enclosure wall can be made 
thinner1
• Once the heating requirement has been reduced, the cylinder heater can be 
removed and one or two heaters (each connected to a separate 
thermocouple) fitted around the enclosure alone.  
 and the lower surfaces of this enclosure insulated further so that 
the platform does not act as a fin. In addition, the possibility of removing 
the composite fin so as not to draw heat away from the blending cavity can 
be explored. In doing so, overheating of the encoder (rated for 100oC) 
should be avoided.  
• The system should be tested more thoroughly and the heating time 
required for the lower disk to be at a uniform temperature should be 
estimated.  
• Alternative design: The upper disk can be replaced by a cone, in which case the 
gap between the cone and lower disk is fixed as the truncation height of the cone. 
Doing so will ensure a uniform shear field, though care must be taken when using 
this instrument to study fiber composites, or any system the particles of which 
                                                 
1 Doing so will also make adjusting the position of the ISSR easier. 
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may be jammed in or near the truncation zone. The idea of a donut-shaped sample 
by Eberle et al. (2009) may be useful here.   
 
Recommendations for Experiments 
• Stirring protocols: To slow down the morphology development, the perturbation 
strength of each disk can be reduced to 0.50.  In addition, asymmetric protocols 
can be tested, in which the disks have different perturbation strengths. 
• Sample preparation: Loading the blend components as castings will ensure that air 
is absent from the sample during the blending. 
• Materials: Each system can be studied more thoroughly. For example, neat 
LLDPE samples can be compared to the composite samples to be sure that the CB 
particles formed networks. In addition, each system can be the subject of a 
dedicated study in which the composition, stirring protocol, or both are varied. 
Other blend and composite systems can also be studied. 
181 
 
 
 
 
 
 
 
 
 
 
 
APPENDICES 
 
 
 
 
 
 
 
 
 
 
 
182 
 
APPENDIX A 
DRIVE SYSTEM FOR THE LOWER DISK 
 
Configuring the System 
 The drive system must be assembled and configured for use in the ISSR. The 
procedure for doing so consists of two stages: the configuration of the motor via the 
stepper drive, and the configuration of the drive system for control using LabVIEW. This 
procedure is explained in detail in the documentation supplied by National Instruments 
(Austin, TX) and is summarized here.  
 In the first stage, the motor is wired to the stepper drive, which in turn is 
connected to an AC power source and to the computer. The initial configuration of the 
motor is performed using a program called P7000Tools [Danaher Motion (Washington, 
DC)]1 Figure A.1; a screenshot in [ (a)] shows the motor file being set up. Separately, the 
resolution [Figure A.1(b)] and the current reduction [Figure A.1(c)] are adjusted. 
Depending on the application, other settings may also need to be adjusted. These settings 
make up the configuration; when the latter is complete, it is downloaded to the drive and 
the motor is initialized. At this stage, the program may be closed and the cable between 
the drive and computer disconnected. 
 In the second stage, the drive is connected to the PCI-7332 stepper motor 
controller via the UMI-7764 interface, and the program Measurement and Automation 
                                                 
1 The motor and drive are manufactured by Danaher Motion and resold by National Instruments. 
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Explorer (MAX)2
Figure A.2
 is used to configure the controller. Next, the following settings are 
adjusted: the type of feedback is set to “none” since the encoder is not connected to the 
motor shaft [ (a)], and the motor resolution is set to 400 steps per revolution 
[Figure A.2(b)]. Finally, the speed, acceleration and deceleration of the motor are set 
using the 1-D Interactive panel, a screenshot of which is shown in [Figure A.2(c)].   
The drive system is now configured, and its operation may be checked. The 
operation mode is set to Relative Position, and a target position (measured in encoder 
counts) is specified. Upon clicking the “Go” button, the motor shaft should rotate through 
the specified displacement. After this check, MAX may be closed. The outlined 
procedure need not be repeated for every experiment. Instead, the components can be 
connected and the drive system controlled using the LabVIEW program straightaway.  
 
 
 
 
 
 
 
 
                                                 
2 Supplied by National Instruments. 
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(a) 
 
(b) 
Figure A.1   Partial screenshots showing the motor being configured using P7000Tools. 
(a) The completed motor file; (b) Setting the motor resolution. With the motor resolution 
set to twice its default value of 200 steps per revolution, the motor was forced to execute 
microstepping. (continued on next page). 
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Figure A.1. (continued) (c) Adjusting the current reduction. Doing so ensures that the 
motor current is reduced to 10% of its full-scale value when the motor is idle, as a 
precaution against overheating of the motor. 
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(a) In the Axis Configuration tab of the synonymous panel, the type of feedback is set to 
“none” since the encoder is not connected to the motor shaft. 
 
Figure A.2   Adjusting controller settings using Measurement and Automation Explorer 
(continued on next page). 
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(b) In the Stepper Settings tab of the Axis Configuration Panel, the motor resolution is 
set. 
 
 
 
 
(c) In the 1-D Interactive Panel, the motor velocity, acceleration and deceleration are 
adjusted. In addition, the operation of the drive system can be tested as explained in the 
text. 
 
Figure A.2. Adjusting controller settings using Measurement and Automation Explorer 
(continued).  
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Programming the System 
 A program was written in LabVIEW to control the drive system.3
Figure A.3
 Before running 
the program, the user must specify the perturbation strength of the lower disk during a 
stirring period and the number of stirring periods. Based on these data, the code shown in 
 calculates the required positions of the motor and disk shafts at the end of 
each stirring period and the required position of the disk shaft at the completion of 
blending. These calculations are represented by Equations (B.1)–(B.4), in which the 
perturbation strength is denoted by μ, the number of stirring periods by N, the number of 
revolutions completed by the lower disk shaft at the end of blending by n, the angular 
displacements of the disk and motor shafts after each stirring period by θd and θm, the 
number of encoder counts per revolution by C, and the number of encoder counts 
recorded at the completion of blending by Ctot: 
 
μ.N = n             (B.1)  
μ.C = θd               (B.2) 
θd * Gear ratio = θm              (B.3) 
C.N = Ctot               (B.4) 
 
Experience has shown a maximum inaccuracy of 6 counts for a required value of 2,650 
(10 stirring periods with a perturbation strength of 0.6625), an error of approximately 
                                                 
3 When the program runs, signals are sent from the stepper motor controller via the interface to the stepper 
drive, which in turn generates voltage signals to run the motor. This chain of control is depicted in Figure 
4.12 and is implied in the subsequent description. 
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0.23%. To account for small errors in the rotational displacement of the disk, the required 
value in encoder counts is reduced by ten as shown in Figure A.3. For example, if the 
required value of θd is 1200 counts and the actual value after the stipulated number of 
stirring periods is 1196 counts, the program does not run the motor again.  
When the program begins, these calculations are performed, after which the drive 
system is initialized, with the relevant code shown in Figures A.4–A.5. With the upper 
disk rotating, the lower disk is held stationary while an indicator flashes as a reminder to 
initialize the stepper motor controller. Once the user observes the upper disk has stopped 
and presses the Manual Advance button, the program runs the motor.  
 
 
 
Figure A.3   Code for initial calculations. This section of code calculates the required 
number of revolutions and corresponding number of encoder counts at the completion of 
blending. This code also calculates the required positions of the motor and disk shafts at 
the end of each stirring period. 
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The code to run the motor, shown in Figure A.6, consists of segments performing 
the following tasks: accepting data, rotating the motor shaft, updating the display on the 
front panel, operating the light indicators, and switching to Reset mode. Each of these 
segments is shown individually in Figure A.7. 
 
 
 
Figure A.4.   Code for keeping system on standby. 
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Figure A.5.   Code to initialize the drive system. 
 
 
The input data [Figure A.7(a)] consists of the identification numbers of the 
stepper motor controller and motor axis, the operation mode (Relative Position), and the 
required motor shaft position. Given this data, the program causes the motor shaft to 
rotate [Figure A.7(b)], while updating the data displayed on the front panel [Figure 
A.7(c)] along with the light indicators [Figure A.7(d)]. Once the lower disk has been 
rotated through the required angle, the code in Figure A.7(e) transitions to a mode in 
which the motor shaft position is reset.  
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Figure A.6.   Code to run the motor for one stirring period. Segments of this code are 
shown separately in Figure A.7 for clarity. 
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(a) Code segment to accept input data. 
 
 
(b) Code segment to rotate the motor shaft. 
Figure A.7.   Segments of code to run motor (continued on next two pages). 
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(c) Code segment to update the display on the front panel. 
 
 
(d) Code segment to update the indicators. 
 
Figure A.7. Segments of code to run motor (continued on next page). 
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(e) Code segment to switch to Reset mode. 
Figure A.7. Segments of code to run motor (continued). 
 
 
 The code to reset the motor shaft position, shown in Figure A.8, consists of two 
segments. In the first, shown in Figure A.9(a), the target position of zero and the 
operation mode (Relative Position) are accepted as input data. In the second segment of 
code [Figure A.9(b)], the motor shaft position is reset to zero. The motor shaft is now 
held stationary while the upper disk rotates.4
 
 
                                                 
4 During the last stirring period, this code holds the motor shaft stationary for the same time as during all 
other stirring periods, and then the program stops. 
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Figure A.8.   Code to reset motor shaft position before next stirring period begins. 
Segments of this code are shown separately in Figure A.9 for clarity. 
 
 
(a) Code segment to accept input data. 
Figure A.9.   Segments of code to reset motor shaft position (continued on next page). 
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(b) Code segment to reset motor shaft position to zero. 
Figure A.10.   Segments of code to reset motor shaft position (continued). 
 
 
 The code for holding the lower disk shaft stationary while the upper disk rotates is 
shown in Figure A.10. This code can be separated into four subtasks: accepting input data 
[Figure A.11(a)], setting a time delay corresponding to the rotation of the upper disk,5
Figure A.11
 
updating the indicators [both shown in (b)], and checking whether blending 
has been completed [Figure A.11(c)]. If so, the program shifts to Stop mode; otherwise it 
returns to Run mode. 
 
 
                                                 
5 This time delay was referred to in Chapter 4, and is the only task the user cannot complete using the main 
interface. 
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Figure A.11.   Code to keep motor off while upper disk rotates. Segments of this code are 
shown separately in Figure A.11 for clarity. 
 
 
(a) Code segment to accept input data. 
Figure A.12.   Segments of code to keep motor off while upper disk rotates (continued on 
next page). 
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(b) Code segment to operate indicators, and keep motor off for required time. 
 
 
(c) Code segment to determine whether to run the motor again or stop the program, 
based on comparison of required and actual values of displacement of the lower 
disk shaft. 
 
Figure A.11.   Segments of code to keep motor off while upper disk rotates (continued). 
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The code to stop the program is shown in Figure A.12. In addition to this 
automatic feature, the user may use the Stop button on the Front Panel before completion 
if necessary. 
 
 
Figure A.13.   Code to stop the program. 
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APPENDIX B 
MATLAB Programs 
 
As explained in Chapter 2, simulations were conducted for the following purposes: 
1. To guide the design 
a. To choose an appropriate inner diameter for the cavity cylinder 
b. To choose a stepper motor to drive the lower disk 
2. To guide the experiments 
a. Return maps and particle tracking to identify and verify stirring protocols 
that were conducive to global chaos and structure development 
b. Comparing viscosity measurements in the parallel-disk rheometer and 
ISSR 
 
The MATLAB codes for return maps and for simulating viscosity measurements 
are presented in this appendix. The code for particle tracking was similar to that for return 
maps. All the other tasks involved estimating the torque on the upper or lower disk, and 
therefore the codes for these tasks are similar to the one for viscosity measurements. 
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Return maps 
 The following M-files make up this code: 
 
• return_map.m – The main script in which the particle coordinates and velocity 
components are updated at the end of each time step and stirring period. All the 
other M-files are called from this one. 
• set_params.m – Script to set the geometric parameters of the ISSR and the 
rotational speed of the disks. 
• init_config.m – Script to configure the particles at the start of the simulation. 
• outside_volume.m – Function called after each time step to return indices of any 
particles that have traveled outside the blending cavity. 
• pcle_collision_master.m – Script to assemble coordinates and velocity 
components of particles that have traveled outside volume, send this data to the 
function collisions.m, and change coordinates of particles based on altered 
velocity components returned by this function. 
• collisions.m – Function to alter velocity components of particles to reflect elastic 
collisions with cavity surface. 
• plot_return_map.m – Script to plot return map at end of simulation. 
 
The code is presented in the following pages. 
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% return_map.m 
  
% PURPOSE: 
%     This script obtains a return map for the imposed flow   
% in a blending cavity. A particle is tracked for a        
% specified number of stirring periods, one period         
% consisting of the rotation of each disk through the same 
% displacement. The position of the particle at the end of 
% each stirring period is recorded. 
%       To track the particle, the velocity fields due to  
% each disk rotating separately are imported from COMSOL,  
% and the particle position is calculated using a fourth-  
% order Runge-Kutta (RK4) method. 
  
  
% DATA DICTIONARY: 
% Defined in this M-file: 
%   disk (string)  
%               - Identifies disk currently being rotated, 
%                 'upper' or 'lower' 
%   dt          - Non-dimensional time step  
% 
%   found_outside (Boolean variable) 
%               - TRUE if any particle has gone outside the 
%                 ISSR blending cavity  
%   indices     - Indices of particles that have traveled  
%                 outside the blending cavity 
%   N           - Number of stirring periods 
%   omega       - Angular velocity of each disk 
%   pert_strength  
%               - Angular displacement of each disk,       
%                 expressed as a fraction of a complete    
%                 revolution, per stirring period 
%   Program_time   
%               - Time taken by program to finish execution 
% 
%   pcle_coords(N+1,3,num_pcles) 
%               - Coordinates of particles stored at end of                 
%                 each stirring period 
%   step  - Step of RK4 method during which at least one              
%           particle was found to have traveled outside     
%           ISSR volume 
%   t     - Elapsed time since processing began 
%   T     - Duration of a stirring period 
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%   theta   - Angular displacement of each disk per        
%             stirring period, expressed in radians 
%   TL, TU  - Time of rotation of upper or lower disk,         
%             respectively, during a stirring period 
%   t_stepL, t_stepU 
%           - Time steps created to apply RK4 method during 
%             rotation of upper and lower disk,            
%             respectively 
% 
% Defined in init_config.m 
%   p1(3,num_pcles)  
%           - Coordinates of particles  
%           - In init_config.m: Stores initial coordinates  
%           - In current script: Used to concatenate          
%             scratch arrays formed in RK4 method. 
% 
% Defined in set_params.m 
%   omega   - Angular velocity of each disk (rad/sec) 
%  
% Imports: 
%   femL, femU   
%           - FEM structures for velocity fields due to                 
%             separate rotation of lower and upper disks,  
%             respectively 
  
  
  
tic;                        % Start program timer 
  
  
% The geometric parameters of the blending cavity are set  
% in init_config.m . 
init_config; 
  
N = 1000; 
  
pcle_coords = zeros(N+1,3,num_pcles); 
for ctr = 1:3 
    pcle_coords(1,ctr,:) = p1(ctr,:); 
end 
  
  
pert_strengthU = 0.50; 
pert_strengthL = 0.50; 
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thetaU = 360*pert_strengthU*pi/180;         
thetaL = 360*pert_strengthL*pi/180;         
  
TU   = thetaU/omega; 
TL   = thetaL/omega; 
T    = TL + TU; 
  
dt = 5e-3; 
  
t_stepU = dt*TU; 
t_stepL = dt*TL; 
  
found_outside = false;      step = 0;       disk = ''; 
  
% Initialize processing time 
t = 0; 
  
% Track particles 
for k = 1:N 
    % Upper disk rotates for a time TU 
    disk = 'upper';     
    while (t < (k-1)*T + TU)         
        % Advance the time step 
        t = t + t_stepU; 
         
        xn = p1(1,:);       
        yn = p1(2,:);       
        zn = p1(3,:); 
 
        [un,vn,wn,pe1] = postinterp(femU, 'u', 'v', ... 
                                    'w', p1, 'ext',1);   
        
        xs   = xn + (1/2)*t_stepU*un;                
        ys   = yn + (1/2)*t_stepU*vn; 
        zs   = zn + (1/2)*t_stepU*wn; 
  
% Check if any particles have traveled outside the                                                                                                                                  
% volume. If so, model their collisions with the      
% cavity walls in separate M-files. This check will 
% be performed at each step of the RK4 method. 
        [found_outside,indices] = outside_volume(xs,ys,zs); 
        if (found_outside == true) 
            step = 1; 
            pcle_colln_master; 
        end 
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        p1 = [xs; ys; zs];   
        [us,vs,ws,pe2] = postinterp(femU, 'u', 'v', ... 
                                    'w', p1, 'ext',1); 
                
        xss  = xn + (1/2)*t_stepU*us; 
        yss  = yn + (1/2)*t_stepU*vs;  
        zss  = zn + (1/2)*t_stepU*ws;  
        [found_outside,indices] = ... 
outside_volume(xss,yss,zss); 
        if (found_outside == true) 
            step = 2; 
            pcle_colln_master;             
        end         
        p1 = [xss; yss; zss]; 
[uss,vss,wss,pe3] = postinterp(femU, 'u', 'v', ...                                         
'w', p1, 'ext',1); 
         
        xsss = xn + t_stepU*uss;                  
        ysss = yn + t_stepU*vss;  
        zsss = zn + t_stepU*wss;  
        [found_outside,indices] = ... 
outside_volume(xsss,ysss,zsss); 
        if (found_outside == true) 
            step = 3; 
            pcle_colln_master;             
        end         
        p1 = [xsss; ysss; zsss]; 
        [usss,vsss,wsss,pe4] = postinterp(femU, 'u', ...                   
'v', 'w', p1, 'ext',1); 
         
   xnp1 = xn + t_stepU*((1/6)*un + (1/3)*us + ... 
(1/3)*uss + (1/6)*usss); 
   ynp1 = yn + t_stepU*((1/6)*vn + (1/3)*vs + ... 
(1/3)*vss + (1/6)*vsss); 
   znp1 = zn + t_stepU*((1/6)*wn + (1/3)*ws + ... 
(1/3)*wss + (1/6)*wsss); 
[found_outside,indices] = ...  
outside_volume(xnp1,ynp1,znp1); 
        if (found_outside == true) 
            step = 4; 
            pcle_colln_master;             
        end         
  
        p1 = [xnp1; ynp1; znp1];       
    end 
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    % Lower disk rotates for a time TL = T - TU 
    disk = 'lower';     
    while (t >= (k-1)*T + TU) && (t < k*T)  
        % Advance the time step. 
        t = t + t_stepL;         
         
        xn   = p1(1,:);      
        yn   = p1(2,:);      
        zn = p1(3,:); 
        [un,vn,wn,pe1] = postinterp(femL, 'u', 'v', ... 
                                    'w', p1, 'ext', 1); 
         
        xs   = xn + (1/2)*t_stepL*un;                
        ys   = yn + (1/2)*t_stepL*vn; 
        zs   = zn + (1/2)*t_stepL*wn; 
        [found_outside,indices] = outside_volume(xs,ys,zs); 
        if (found_outside == true) 
            step = 1; 
            pcle_colln_master;             
        end         
        p1 = [xs; ys; zs];   
        [us,vs,ws,pe2] = postinterp(femL, 'u', 'v', ... 
                                    'w', p1, 'ext',1); 
         
        xss  = xn + (1/2)*t_stepL*us; 
        yss  = yn + (1/2)*t_stepL*vs;  
   zss  = zn + (1/2)*t_stepL*ws;   
[found_outside,indices] = ...            
outside_volume(xss,yss,zss); 
        if (found_outside == true) 
            step = 2; 
            pcle_colln_master;             
        end         
        p1 = [xss; yss; zss]; 
        [uss,vss,wss,pe3] = postinterp(femL, 'u', ... 
                                    'v', 'w', p1, 'ext',1); 
         
        xsss = xn + t_stepL*uss;                  
        ysss = yn + t_stepL*vss;  
        zsss = zn + t_stepL*wss;  
[found_outside,indices] = 
outside_volume(xsss,ysss,zsss); 
        if (found_outside == true) 
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            step = 3; 
            pcle_colln_master;             
        end         
        p1 = [xsss; ysss; zsss]; 
        [usss,vsss,wsss,pe4] = postinterp(femL, 'u', ... 
'v', 'w', p1, 'ext',1); 
         
   xnp1 = xn + t_stepL*((1/6)*un + (1/3)*us + ... 
(1/3)*uss + (1/6)*usss); 
   ynp1 = yn + t_stepL*((1/6)*vn + (1/3)*vs + ... 
(1/3)*vss + (1/6)*vsss); 
   znp1 = zn + t_stepL*((1/6)*wn + (1/3)*ws + ... 
(1/3)*wss + (1/6)*wsss); 
[found_outside,indices] = ... 
outside_volume(xnp1,ynp1,znp1); 
        if (found_outside == true) 
            step = 4; 
            pcle_colln_master;             
        end         
  
        p1 = [xnp1; ynp1; znp1];                 
    end 
     
  
     
% Save particle coordinates at the end of each stirring 
% period. 
    for ctr = 1:3 
        pcle_coords(k+1, ctr, :) = p1(ctr,:);              
    end 
     
end 
  
Program_time = toc;     % Record the execution time. 
save matlab.mat         % Save the workspace.  
plot_return_map         % Plot the return map. 
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% init_config.m 
  
% PURPOSE: 
% This program arranges particles in two cylindrical       
% clusters in the blending cavity, prior to tracking them. 
% The code has been written so that more particles can be  
% added if so required. 
  
% WORKING: 
% A cylindrical grid of points is formed with center  
% (r = 0, theta = 0, z = 0) and later moved to set the     
% initial coordinates of the particles in each cluster. 
  
  
 
%% DATA DICTIONARY 
% IMPORTS: 
%   ISSR   -  Geometry object representing ISSR 
  
% Geometric parameters of ISSR (defined in set_params.m): 
%   D      - Diameter  
%   R      - Radius 
% 
% Other variables: 
%   cluster_centers(2,3) 
%                   -  Centers of particle clusters 
%   cluster_height  -  Height of  particle clusters 
%   cluster_radius  -  Radius --------"------------ 
%   drho, dtheta, dz 
%                   -  Distance between adjacent particles 
%                      measured along the radial,          
%                      azimuthal, and axial directions 
%   nrho            -  Number of particles along the radial                                  
%                      direction, from cluster center to      
%                      boundary 
%   ntheta          -  Number of particles along the        
%                      azimuthal direction, from 0-360 deg. 
%   nz              -  Number of particles along the axial 
%                      direction  
  
%   num_pcles       -  Total number of particles in              
%                      blending cavity 
%   p1(3,num_pcles) -  Initial coordinates of all particles 
% 
%   P_x, P_y, P_z   -  Coordinates of particles after each  
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%                      stirring period  
% 
%   rho_center, theta_center, z_center 
%                   -  Radial, azimuthal and axial             
%                      coordinates of center of current          
%                      cluster 
%  
%   rho_curr, theta_curr, z_curr 
%                   -  Radial, azimuthal and axial             
%                      coordinates of current particle 
%  
%   rho_i(1,pcles_per_cluster),                                  
%   theta_i(1,pcles_per_cluster), 
%   z_i(1,pcles_per_cluster) 
%                   -  Initial radial, azimuthal and axial 
%                      coordinates of all particles 
%   x_init, y_init, z_init 
%                   -  Initial Cartesian coordinates of           
%                      particles in current cluster 
%   z_min           -  Minimum axial coordinate 
  
%% INITIAL DEFINITIONS 
% Set geometric parameters of ISSR  
set_params; 
  
% For particle clusters 
cluster_radius = R/50; 
cluster_height = H/50; 
  
% For grid 
nrho = 4;       drho = cluster_radius/nrho; 
ntheta = 4;     dtheta = 2*pi / ntheta;      
nz = 4;         dz = cluster_height/(nz-1); 
                
pcles_per_cluster = nrho*ntheta*nz; 
  
%% DEFINE GRID 
% The cylindrical grid will be formed as a set of circular 
% grids, with varying axial coordinate. 
  
% Initialize grid coordinate arrays  
rho_i = zeros(1,pcles_per_cluster); 
theta_i = zeros(1,pcles_per_cluster); 
z_i = zeros(1,pcles_per_cluster); 
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% Set minimum value of axial coordinate 
z_min = -0.5*cluster_height; 
  
pt_ctr = 1;            % Counter for grid points 
for z_ctr = 1:nz       % Counter for axial coordinate                                                             
% points 
    % Set current value of axial coordinate 
    z_curr = z_min + dz*(z_ctr-1); 
    for rho_ctr = 1:nrho 
        % Set current value of radial coordinate 
        rho_curr = drho*rho_ctr; 
     
        for theta_ctr = 1:ntheta 
            % Set current value of angular coordinate 
            theta_curr = dtheta*theta_ctr; 
  
            % Save coordinates of current grid point. 
            rho_i(pt_ctr) = rho_curr; 
            theta_i(pt_ctr) = theta_curr; 
            z_i(pt_ctr) = z_curr; 
                         
            pt_ctr = pt_ctr + 1; 
        end 
    end 
end 
  
%% SET PARTICLE COORDINATES 
% For ease of use when tracking the particles, their 
positions are saved  
% in Cartesian coordinates. 
  
% More definitions 
cluster_centers = [0.90*R  pi/4     0.5*H; 
                   0.90*R  1.02*pi  0.65*H]; 
                
num_clusters = 2; 
num_pcles = num_clusters*pcles_per_cluster; 
  
p1 = zeros(3,num_pcles); 
  
p_ctr = 1;      % Counter for particles 
for ctr = 1:num_clusters 
    % Set coordinates of center of current cluster 
    rho_center = cluster_centers(ctr,1); 
    theta_center = cluster_centers(ctr,2); 
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    z_center = cluster_centers(ctr,3);     
     
    % Convert from cylindrical to Cartesian coordinates 
    [x_init,y_init,z_init] = pol2cart(theta_i,rho_i,z_i); 
     
    % Move the grid to the intended location of the current  
% cluster, and so obtain the particle coordinates. 
    x_init = x_init + rho_center*cos(theta_center); 
    y_init = y_init + rho_center*sin(theta_center); 
    z_init = z_init + z_center; 
     
    % Save the particle coordinates 
    p1(1, p_ctr : p_ctr + pcles_per_cluster - 1) = x_init; 
    p1(2, p_ctr : p_ctr + pcles_per_cluster - 1) = y_init; 
    p1(3, p_ctr : p_ctr + pcles_per_cluster - 1) = z_init; 
  
    p_ctr = p_ctr + pcles_per_cluster; 
end 
  
% Plot the initial coordinates of the particles. 
close all 
figure 
% Plot the blending cavity with the z-axis expanded. 
geomplot(ISSR,'transparency',0, 'AxisEqual','off', ...  
'axisvisible','off') 
hold on 
scatter3(p1(1,:), p1(2,:), p1(3,:), 9, 'k');     
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% set_params.m 
  
% PURPOSE: This script sets the values of the geometric 
parameters in the 
% blending cavity of the ISSR. The rotational speed of the 
disks is also  
% set. 
  
% DATA DICTIONARY: 
%   A      - Aspect ratio  
%   e      - Eccentricity  
%   H      - Height of blending cavity (m) 
%   omega  - Angular speed of each disk (rad/sec) 
%   R      - Upper disk radius (m)  
%   D      - Upper disk diameter (m)  
  
  
e      = 1.6;         
D      = 0.040; 
R      = D/2; 
A      = 0.1;         
H      = A*D;     
omega  = 2 * (2*pi/60);   
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% outside_volume.m 
  
% PURPOSE: This function checks whether any particles have 
% traveled outside the blending cavity. If so, the main    
% return map code calls a script to simulate the collisions 
% of these particles with the cavity walls. 
  
% Calling function:   return_map.m 
% Input arguments 
%   x(1,num_pcles), y(1,num_pcles), z(1,num_pcles) 
%          - Particle coordinates  
%  
% Output arguments 
%   found   - Boolean variable. TRUE if a particle is      
%              found to have traveled outside the volume. 
%  
%   indices - Indices of particles located outside the     
%              blending cavity 
  
% DATA DICTIONARY 
% Defined in set_params.m  
%   H  - Height  
%   R  - Upper disk radius  
%  
% Defined in current function 
%   r  - Radial coordinate of particle       
  
  
  
function [found,indices] = outside_volume(x,y,z) 
  
set_params; 
  
found = false; 
indices = zeros(1,length(x)); 
ctr = 0; 
  
% Calculate radial coordinates of all particles 
r = sqrt(x.^2 + y.^2); 
  
% For each particle 
for pcle_no = 1:length(x) 
    % If the radial coordinate exceeds the upper disk        
% radius 
    if( r(pcle_no) > R ) 
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        % Record the particle index 
        ctr = ctr + 1;      indices(ctr) = pcle_no;  
        continue 
    % Else if the axial coordinate exceeds the cavity      
% height or is negative     
    elseif( (z(pcle_no) > H) || (z(pcle_no) < 0) ) 
        % Record the particle index 
        ctr = ctr + 1;      indices(ctr) = pcle_no;      
    end  
end 
  
% If any particle lies outside the cavity, set 'found' to  
% TRUE. 
if (ctr > 0) 
    found = true; 
end 
indices(ctr+1:end) = [];    % Trim the array of particle   
% indices. 
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% pcle_colln_master.m 
  
% PURPOSE:  
%         This program, together with the function                  
% 'collisions', simulates the collisions of selected       
% particles with the walls of the blending cavity. The       
% particles are chosen because they traveled outside the  
% volume; they will be returned to their original positions 
% and made to undergo elastic collisions with the walls.  
%  
% WORKING: 
%         The current script retrieves the coordinates and 
% velocities of the selected particles and sends them to        
% the function collisions.m, in which the collisions are       
% actually simulated. Subsequently, the coordinates and      
% velocities of the particles are updated. 
  
% DATA DICTIONARY: 
% (All variables pertain to the particles that have gone      
% outside the ISSR blending cavity unless otherwise noted.) 
%     indices    - Indices of particles  
%     new_pos    - Positions of particles after colliding   
%                  with the cavity walls. 
%     new_vel    - Velocities of particles after colliding 
%                  with the cavity walls. 
%     pos        - Coordinates  
%     r          - Radial coordinates  
%     t_step_curr - Current time step (the time step may       
%                   not be equal for the rotation of both        
%                   disks) 
%     u, v, w    - Velocity components of all particles 
%     vel        - Velocities  
%     x, y, z    - Coordinates  
  
% Defined in return_map.m 
%     found_outside (Boolean) 
%                - TRUE if at least one particle has          
%                  traveled outside the cavity. 
%     disk (string) 
%                - Disk currently rotating     
%     step       - Step of RK4 method at which particles       
%                  were found to have traveled outside        
%                  volume 
%     t_step_curr - Current value of non-dimensional time  
%                   step 
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%     t_stepL, t_stepU     
%            - Time steps created to apply RK4 method        
%              during rotation of upper and lower disk,       
%              respectively 
%     un, vn, wn - Velocity components of all particles at 
%                  end of previous time step 
%     xn, yn, zn - x,y,z-coordinates of all particles at      
%                  end of previous time step 
% 
%     In addition, scratch arrays for position and              
% velocity, used in the fourth-order Runge-Kutta Method,    
% also appear in this program, and are updated as required. 
  
  
  
% Initialize position arrays     
pos = [xn(indices); yn(indices); zn(indices)]; 
  
vel = zeros(3,length(indices)); 
  
% To initialize 'vel', we must check at which step the       
% particles traveled outside the volume. 
switch step 
    case 1         
        vel(1,:) = un(indices);  
        vel(2,:) = vn(indices);       
        vel(3,:) = wn(indices); 
             
    case 2 
        vel(1,:) = us(indices);       
        vel(2,:) = vs(indices);       
        vel(3,:) = ws(indices); 
  
    case 3 
        vel(1,:) = uss(indices);      
        vel(2,:) = vss(indices);      
        vel(3,:) = wss(indices); 
  
    case 4 
        vel(1,:) = usss(indices);     
        vel(2,:) = vsss(indices);     
        vel(3,:) = wsss(indices); 
end 
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% Let the particles undergo elastic collisions with the      
% cavity walls, and obtain the new velocities. 
new_vel = collisions(pos,vel); 
  
% Which disk was rotating at the time this script was         
% called? The time step may vary based on the answer. 
switch lower(disk) 
    case 'upper' 
        t_step_curr = t_stepU; 
    case 'lower' 
        t_step_curr = t_stepL;     
end 
  
% With new velocities obtained for the errant particles,       
% obtain their new coordinates and update arrays as        
% required. 
switch step 
    case 1 
        new_pos = pos  +  (1/2)*t_step_curr * new_vel; 
         
        xs(indices) = new_pos(1,:);    
        ys(indices) = new_pos(2,:);    
        zs(indices) = new_pos(3,:); 
 
        un(indices) = new_vel(1,:);    
        vn(indices) = new_vel(2,:);    
        wn(indices) = new_vel(3,:); 
             
    case 2 
        new_pos = pos  +  (1/2)*t_step_curr * new_vel; 
         
        xss(indices) = new_pos(1,:);    
        yss(indices) = new_pos(2,:);    
        zss(indices) = new_pos(3,:); 
 
        us(indices)  = new_vel(1,:);    
        vs(indices) = new_vel(2,:);     
        ws(indices) = new_vel(3,:); 
  
    case 3 
        new_pos = pos  +  t_step_curr * new_vel; 
         
        xsss(indices) = new_pos(1,:);   
        ysss(indices) = new_pos(2,:);    
        zsss(indices) = new_pos(3,:); 
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        uss(indices) = new_vel(1,:);     
        vss(indices) = new_vel(2,:);     
        wss(indices) = new_vel(3,:); 
  
    case 4 
        vel_n   = [un(indices);  vn(indices); wn(indices)]; 
        vel_s   = [us(indices);  vs(indices); ws(indices)]; 
        vel_ss  = [uss(indices); vss(indices); ... 
wss(indices)]; 
          
        new_pos = pos +   ... 
                  t_step_curr * ((1/6)*vel_n  ... 
                               + (1/3)*vel_s  ... 
                               + (1/3)*vel_ss ... 
                               + (1/6)*new_vel) ; 
         
        xnp1(indices) = new_pos(1,:);   
        ynp1(indices) = new_pos(2,:);   
        znp1(indices) = new_pos(3,:); 
 
        usss(indices) = new_vel(1,:);   
        vsss(indices) = new_vel(2,:);   
        wsss(indices) = new_vel(3,:); 
end             
  
found_outside = false; 
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% collisions.m 
  
% PURPOSE: This program simulates the collisions of            
% selected particles with the walls of the blending cavity. 
% The particles are chosen because they traveled outside          
% the volume; they will be returned to their original 
% positions and made to undergo elastic collisions with the 
% walls. 
  
% DATA DICTIONARY: 
% (All variables pertain to the particles undergoing        
% collisions unless otherwise noted.) 
%     pcles_outside_cavity  
%                - Number of particles that have gone      
%                  outside the cavity 
%     r          - Radial coordinates of particles 
%     new_vel    - Velocities of particles after collisions 
%     normal_comps, tgtl_comps 
%                - Normal and tangential components of       
%                  particle velocities  
%     unit_normal_vectors, unit_tgtl_vectors 
%                - Unit normal and tangential vectors to      
%                  surfaces, corresponding to points at      
%                  which particles exited cavity 
%     x, y, z    - Coordinates  
  
% Defined in return_map_test.m 
%     un, vn, wn - Velocity components of all particles at 
%                  end of previous time step 
%     xn, yn, zn - x,y,z-coordinates of all particles at      
%                  end of previous time step 
  
  
     
% If particles go outside the cavity during a particular        
% step of the RK4 method, then those particle positions are 
% saved to an array "pos" and their velocities to an array 
% "vel". Those arrays are passed to this program, which     
% returns the new velocities and positions. 
  
  
function new_vel = collisions(pos,vel) 
  
set_params;         % For the radius and height of the       
% blending cavity 
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% Extract coordinates and velocity components of particles 
% that have gone outside the cavity, for latest RK4 step. 
x = pos(1,:);    y = pos(2,:);    z = pos(3,:); 
     
pcles_outside_cavity = length(x); 
unit_normal_vectors = zeros(3,pcles_outside_cavity); 
unit_tgtl_vectors = zeros(3,pcles_outside_cavity); 
  
% Calculate the radial coordinates of the particles. The      
% radial and axial coordinates will be used to identify the 
% surface through which each particle left the blending       
% cavity. Having done so, and knowing the particle         
% coordinates, the unit normal and tangential vectors to     
% the surface at that point can be found. 
r = sqrt(x.^2 + y.^2);        
  
for p_ctr = 1:pcles_outside_cavity 
    % Did the particle leave through the lateral surface? 
    if (r(p_ctr) > R) && (z(p_ctr) > 0) && (z(p_ctr) < H) 
         
        % Then the unit normal vector is the unit vector         
% collinear with the position vector of the        
% particle ... 
        unit_normal_vectors(:,p_ctr) = ... 
                 [x(p_ctr)/r(p_ctr), y(p_ctr)/r(p_ctr), 0]; 
         
        % ... and the unit tangential vector will be along  
% the axial direction, with the sign depending on   
% that of the axial velocity. 
        unit_tgtl_vectors(:,p_ctr) = [0, 0, ...  
sign(vel(3,p_ctr))]; 
         
  
     
    % Did the particle leave through the bottom surface?         
    elseif (z(p_ctr) < 0) && (r(p_ctr) < R) 
        % Then the unit normal vector is in the (-z)       
% direction ... 
        unit_normal_vectors(:,p_ctr) = [0, 0, -1]; 
         
        % ... and the unit tangential vector is the unit       
% vector collinear with the position vector of the 
% particle. 
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        unit_tgtl_vectors(:,p_ctr) = ...   
[x(p_ctr)/r(p_ctr), y(p_ctr)/r(p_ctr), 0]; 
         
    % Did the particle leave through the top surface? 
    elseif (z(p_ctr) > H) && (r(p_ctr) < R)         
        % Then the unit normal vector is in the (+z)             
% direction ... 
        unit_normal_vectors(:,p_ctr) = [0, 0, 1]; 
         
        % ... and the unit tangential vector is the unit   
% vector collinear with the position vector of the 
% particle. 
        unit_tgtl_vectors(:,p_ctr) = ... 
[x(p_ctr)/r(p_ctr), y(p_ctr)/r(p_ctr), 0]; 
    end 
end 
  
  
% Calculate the normal and tangential components of the       
% particle velocities. 
normal_comps = zeros(3,pcles_outside_cavity); 
tgtl_comps = zeros(3,pcles_outside_cavity); 
  
for p_ctr = 1:pcles_outside_cavity 
    normal_comps(:,p_ctr) = ...                     
vel(:,p_ctr) .* unit_normal_vectors(:,p_ctr); 
        
    tgtl_comps(:,p_ctr) = ...                       
vel(:,p_ctr) .* unit_tgtl_vectors(:,p_ctr); 
end 
  
% In an elastic collision, the normal component of the       
% velocity of a particle is reversed.  
normal_comps = -normal_comps; 
% The tangential component remains unchanged. 
  
% Calculate the velocities of the particles after their    
% collisions with the cavity walls. 
new_vel = zeros(3,pcles_outside_cavity); 
for p_ctr = 1:pcles_outside_cavity 
    new_vel(:,p_ctr) = ...                       
normal_comps(:,p_ctr) + tgtl_comps(:,p_ctr);     
end 
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% plot_return_map.m 
  
% PURPOSE: 
%       This program plots the return map for the imposed       
% flow in the blending cavity. 
  
 
  
% DATA DICTIONARY: 
%   markers     -- Markers for particles in each cluster 
%  
%   pcle_coords(N+1,3,num_pcles) 
%               -- Coordinates of particles stored after      
%                  each stirring period 
  
  
figure        
geomplot(ISSR,'transparency',0, 'AxisEqual','off', ...  
'axisvisible','off') 
hold on 
  
markers = ['ok'; '+b']; 
for k = 1:N+1 
     
    % Although each cluster contains 64 particles, the        
% positions of only 4 are plotted for ease of viewing. 
    start_pcle = 1; 
    end_pcle = 4; 
     
    for ctr = 1:num_clusters 
       curr_marker = markers(ctr,:); 
       scatter3(pcle_coords(k, 1, start_pcle:end_pcle), ... 
                pcle_coords(k, 2, start_pcle:end_pcle), ...  
                pcle_coords(k, 3, start_pcle:end_pcle), ...  
36, curr_marker);         
        hold on 
         
        start_pcle = start_pcle + pcles_per_cluster; 
        end_pcle   = end_pcle + pcles_per_cluster;         
    end 
end 
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Predicting viscosity measurements  
 The code consists of the following M-files: 
 
• visc_pred.m – The main script from which the others are called. 
• set_params.m – Script to set the geometric parameters of the ISSR and the 
rotational speed of the disks 
• gen_grid.m – To generate a circular grid of points covering the upper disk. These 
points will be the vertices of the cells. 
• calc_cell_areas.m – To calculate the areas of cells formed in the grid 
• find_cell_centers.m – To find the coordinates of the cell centers 
 
The code is presented in the following pages. 
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% visc_pred.m 
 
% PURPOSE: 
%       This script estimates the torque on the upper disk 
% in the ISSR or PDR due to the rotation of this disk. This        
% estimate is used to compare measurements made in the two      
% rheometers. 
  
% WORKING: 
%       An FEM model for a shear-thinning fluid is imported 
% from COMSOL. This model includes velocity fields for a   
% range of shear rates from 0.05 to 10 (1/s).  
%  
%       The upper disk is divided into cells, with the            
% components of the velocity gradient calculated at the    
% cell centers. The velocity gradient is used in           
% combination with a specified viscosity to estimate the 
% viscosity at a given shear rate, assuming Newtonian       
% behavior. (The specified viscosity is obtained through a 
% power-law equation for LDPE 4012 for the range of shear    
% rates considered.) 
% 
%       After performing this calculation for every shear   
% rate, the combined data is used to apply a correction for 
% shear-thinning behavior. 
  
  
  
% CALLED SCRIPTS: 
% set_params       -- To set geometric parameters of ISSR  
%                     or PDR 
%  
% gen_grid         -- To generate a circular grid of points 
%                     covering the upper disk 
%  
% calc_cell_areas  -- To calculate the areas of cells       
%                     formed using the circular grid 
%  
% find_cell_centers -- To find the coordinates of the cell 
%                      centers  
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% DATA DICTIONARY: 
% Imports: 
%   fem            -- FEA model for shear-thinning fluid 
%  
% Geometric parameters of ISSR (defined in set_params.m): 
%   A     -- Aspect ratio  
%   e     -- Eccentricity 
%   H     -- Height (m)  
%   R     -- Radius (m) 
%  
% Variables related to grid of points: 
%   angle          -- Angular coordinates of centers of          
%                     grid cells 
%   centers        -- Centers of grid cells 
%   num_cells      -- Number of grid cells 
%   num_pts        -- Number of grid points (defined in       
%                     gen_grid.m) 
%   radius         -- Radial coordinates of centers of grid 
%                     cells 
%  
% Variables related to shear rate: 
%   grad_u, grad_v, grad_w  
%          -- Gradients of x,y,z-components of velocity 
%             (Although 'grad_w' is not necessary, it has    
%             been included in the call to an interpolation 
%             function for completeness.) 
%   num_shear_rates -- Number of shear rates considered 
%  
%   rim_shear_rate  -- Shear rate at rim of upper disk   
%               [Array of size (1 x num_shear_rates)] 
%  
% Variables for calculating torque on upper disk: 
%   Arrays of size (num_shear_rates x num_cells):   
%   dtau_x , dtau_y       
%         -- Components of shear stress on a grid cell             
%   dforce_x , dforce_y    
%         -- Components of shear force on a grid cell 
%   dtorque_x , dtorque_y –  
%         -- Components of torque on a grid cell 
%  
%   Arrays of size (1 x num_shear_rates):  
%   torque         -- Total torque on upper disk 
%   torque_x, torque_y 
%         -- x,y-components of total torque on upper disk 
%  
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% Variables for melt viscosity (Pa.s): 
%   Arrays of size (1 x num_shear_rates) 
%  
%   viscosity_spec   -- Viscosity specified using a power- 
%         law equation 
%                       (obtained from a steady shear test 
%           on LDPE 4012)  
%   viscosity_calcd  -- Viscosity calculated assuming      
%         Newtonian behavior 
%                        
%   viscosity_corrd  -- Viscosity corrected for shear-      
%         thinning 
  
  
  
% Set geometric parameters of ISSR, including the radius(R) 
% and height (H) of the blending cavity. 
set_params;   
  
  
rim_shear_rate = ...  
[ 0.05011   0.06309   0.07943   0.09999           ... 
  0.1259    0.1585    0.1995    0.2512    0.3162  ... 
  0.3981    0.5011    0.6309    0.7943    0.9999  ... 
  1.259     1.585     1.995     2.512     3.162   ... 
  3.981     5.011     6.309     7.943     9.999 ]; 
  
viscosity_spec = 918.14*((rim_shear_rate).^(-0.192));               
omega = rim_shear_rate * H/R;                
close all 
  
num_shear_rates = length(rim_shear_rate); 
viscosity_calcd = zeros(1,num_shear_rates);       
  
  
% Generate a polar grid of points at which the velocity      
% gradient is to be calculated. 
gen_grid; 
% plot_grid; 
  
% There are as many cells in the grid as points. The new      
% variable num_cells is defined because thinking in terms    
% of cells is helpful in understanding the script          
% vel_grad.m . 
num_cells = num_pts; 
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% Calculate the areas of the grid cells, for use when      
% calculating the components of the shear force on each          
% cell. 
calc_cell_areas;   
     
% Find the coordinates of the center of each cell. The      
% velocity gradient will be evaluated at these points. 
find_cell_centers; 
  
% Convert the coordinates of the cell centers from         
% Cartesian to polar; the radial coordinates will be used  
% when calculating the torque on each cell. 
x = centers(1,:);         y = centers(2,:); 
[angle,radius] = cart2pol(x,y); 
     
  
dtau_x = zeros(num_shear_rates, num_cells);      
dtau_y = zeros(num_shear_rates, num_cells);      
  
dforce_x = zeros(num_shear_rates, num_cells);      
dforce_y = zeros(num_shear_rates, num_cells);      
  
dtorque_x = zeros(num_shear_rates, num_cells);      
dtorque_y = zeros(num_shear_rates, num_cells);      
  
torque_x = zeros(1,num_shear_rates); 
torque_y = zeros(1,num_shear_rates); 
  
torque = zeros(1,num_shear_rates); 
  
% For each shear rate ... 
for s_ctr = 1:num_shear_rates        
% Calculate the components of velocity gradient at the 
% centers of the cells using interpolation. 
    [grad_u,grad_v,grad_w] = postinterp(fem,'uz','vz','wz', 
... 
                                 centers, 'Solnum', s_ctr); 
% The variable Solnum contains the serial number of the  
% shear rate for which the velocity data should be        
% obtained. 
     
                              
    % Calculate the shear stress on each cell 
    dtau_x(s_ctr,:) = viscosity_spec(s_ctr) * abs(grad_u);      
    dtau_y(s_ctr,:) = viscosity_spec(s_ctr) * abs(grad_v); 
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    % Calculate the shear force on each cell. 
    dforce_x(s_ctr,:) = dtau_x(s_ctr,:) .* cell_areas;         
    dforce_y(s_ctr,:) = dtau_y(s_ctr,:) .* cell_areas; 
  
    % Calculate the torque contribution for each grid cell. 
    dtorque_x(s_ctr,:) = dforce_x(s_ctr,:) .* radius;      
    dtorque_y(s_ctr,:) = dforce_y(s_ctr,:) .* radius; 
  
% Add up the contributions to get the total torque in      
% the x,y directions. 
    torque_x(s_ctr) = sum(dtorque_x(s_ctr,:));           
    torque_y(s_ctr) = sum(dtorque_y(s_ctr,:)); 
  
    % Determine the net torque. 
torque(s_ctr) = sqrt(torque_x(s_ctr)^2 + ...  
torque_y(s_ctr)^2); 
     
     
    viscosity_calcd(s_ctr) =  torque(s_ctr) / ... 
                             (2 * pi * (R^3) *  
rim_shear_rate(s_ctr));                              
end 
  
  
viscosity_corrd = zeros(1, num_shear_rates-1); 
for s_ctr = 2 : num_shear_rates 
    nr1 = log(torque(s_ctr-1)); 
         
    nr2 = log(torque(s_ctr)); 
             
    dr1 = log(omega(s_ctr-1)); 
     
    dr2 = log(omega(s_ctr)); 
     
    nr = nr2 - nr1; 
     
    dr = dr2 - dr1; 
     
    term = 3 + (nr / dr);     
     
    viscosity_corrd(s_ctr-1) = viscosity_calcd(s_ctr-1) * 
term; 
end 
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% set_params.m 
  
% PURPOSE: This script sets the values of the geometric         
% parameters in the ISSR, along with the disk rotational 
speed. 
  
% DATA DICTIONARY: 
%   A      -- Aspect ratio  
%   e      -- Eccentricity  
%   H      -- Height of blending cavity (m) 
%   R      -- Upper disk radius (m)  
  
  
e      = 1.6;         
R      = 0.020;       
A      = 0.10;         
H      = A*2*R;     
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% gen_grid.m 
  
% CALLING SCRIPT: visc_pred.m 
% PREVIOUS ACTION: Setting geometric parameters of ISSR or 
% PDR, and rotational speed of upper disk 
  
% PURPOSE: This program fits a polar grid to the upper disk 
% of the rheometer. 
   
% DATA DICTIONARY: 
%    drho        -- Increment in radial coordinate 
%    dtheta      -- Increment in angular coordinate 
%    nrho        -- Number of increments in radial             
%                   coordinate 
%    ntheta      -- Number of increments in angular           
%     coordinate 
%    num_pts     -- Number of grid points 
%    rho         -- Array of radial coordinates of grid          
%     points 
%    rho_curr    -- Current value of radial coordinate 
%    theta       -- Array of angular coordinates of grid   
%     points 
%    theta_curr  -- Current value of angular coordinate 
   
  
nrho = 40;       drho = R/nrho; 
ntheta = 48;     dtheta = 2*pi / ntheta;      
  
num_pts = nrho*ntheta; 
  
rho = zeros(1,num_pts); 
theta = zeros(1,num_pts); 
  
% The grid will be plotted one ring at a time. 
pt_ctr = 1;     % Index of current point 
  
for rho_ctr = 1:nrho 
    % Set the current value of the radial coordinate 
    rho_curr = drho*rho_ctr; 
     
    for theta_ctr = 1:ntheta 
        % Set the current value of the angular coordinate  
        % (minimum zero) 
        theta_curr = dtheta*(theta_ctr-1); 
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        % Initialize the coordinates of the current point 
        rho(pt_ctr) = rho_curr; 
        theta(pt_ctr) = theta_curr; 
        pt_ctr = pt_ctr + 1; 
    end 
end 
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% calc_cell_areas.m 
  
% CALLING SCRIPT: visc_pred.m 
% PREVIOUS ACTION: Calculating the velocity gradient at the 
% upper disk surface 
  
% PURPOSE: This program calculates the areas of the cells   
% generated from the grid in vel_grad.m; the results will  
% be used in visc_pred.m to calculate the shear force on    
% each cell.  
  
% DATA DICTIONARY: 
% Defined in this M-file: 
%   cell_areas -- Array holding areas of grid cells 
%   r1         -- Inner radial coordinate of a grid cell 
%   r2         -- Outer --------------"----------------- 
% 
% Defined in gen_grid.m 
%   drho       -- Increment in radial coordinate   
  
cell_areas = zeros(1,num_cells); 
  
% Set the areas of the cells in the innermost ring; these  
% cells are sectors of a circle. 
cell_areas(1:ntheta) = (1/2)*(drho^2)*dtheta; 
  
% Now proceed ring by ring. Begin by setting the indices of  
% the first and last cells in the current ring. 
start = ntheta + 1; 
finish = start + ntheta - 1; 
for rho_ctr = 1 : nrho-1 
% Set the inner and outer radial coordinates of the                  
% cell  
    r1 = drho*rho_ctr; 
    r2 = r1 + drho; 
     
    % Calculate the area of each cell in the current ring. 
    cell_areas(start:finish) = (1/2)*((r2^2) - 
(r1^2))*dtheta; 
     
% Update the indices to reference the first and last          
% cells in the next ring. 
    start = finish + 1; 
    finish = start + ntheta - 1; 
end 
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% find_cell_centers.m 
  
% CALLING SCRIPT: visc_pred.m 
% PREVIOUS ACTION: Generating a circular grid of points    
% covering the upper disk  
 
% PURPOSE: 
%       This program calculates the velocity gradient at      
% the top of the ISSR for a flow field generated by the     
% rotation of the upper disk.  
%       The grid is used to form cells, with the velocity   
% gradient evaluated at the center of each cell. The       
% innermost ring of cells uses the center of the disk as a 
% grid point to form circular sectors. The other rings     
% consist of annular segments. 
  
  
% IMPORTS: 
%    fem        -- FEM structure representing ISSR or PPR 
  
% DATA DICTIONARY: 
% Defined in this M-file: 
%    centers    -- centers of grid cells 
%    fem        -- FEM structure representing rheometer       
%        under consideration   
%    grad_u, grad_v, grad_w 
%               -- Gradients of x,y,z-components of          
%        velocity 
%    r          -- Radial coordinates of vertices of a grid 
%                  cell 
%    rho_max    -- Maximum value of radial coordinate 
%    t          -- Angular coordinates of vertices of a      
%                  grid cell 
%    x_box, y_box 
%               -- x,y-coordinates of vertices of a grid     
%                  cell 
  
% Defined in visc_pred.m 
%    num_cells  -- Number of grid cells 
%    Rheometer  -- Type of rheometer  
  
% Defined in gen_grid.m 
%    dtheta     -- Increment in angular coordinate 
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% The number of grid cells is the same as the number of      
% grid points. 
centers = zeros(3,num_cells); 
  
i = 1;  % Counter for 'centers' 
  
  
% Start with the innermost ring of boxes, which are         
% circular sectors. (The origin of the coordinate system      
% was not set as a grid point in gen_grid.m, but is used as 
% one now.) 
r = zeros(1,3);         t = zeros(1,3); 
  
for ctr = 1:ntheta 
    % The origin is the first cell node. 
    r(1) = 0;           t(1) = 0;      
% The current numbered grid point is the second cell    
% node. 
    r(2) = rho(ctr);    t(2) = theta(ctr); 
     
    % If we have not reached the end of the ring ... 
    if (ctr < ntheta) 
% ... the next numbered grid point is the third cell      
% node. 
        r(3) = rho(ctr+1);    t(3) = theta(ctr+1); 
    % Otherwise ...      
    else 
% The first numbered grid point is the third cell          
% node. 
        r(3) = rho(1);        t(3) = theta(1); 
    end 
     
    % Obtain the Cartesian coordinates of the cell nodes.     
    [x_box,y_box] = pol2cart(t,r); 
         
% Obtain the coordinates of the center as the mean of   
% the coordinates of the nodes. 
    centers(1,i) = mean(x_box); 
    centers(2,i) = mean(y_box);         
    i = i + 1; 
end 
  
% Now find the centers of the annular boxes. 
r = zeros(1,4);         t = zeros(1,4);  
x_box = zeros(1,4);     y_box = zeros(1,4); 
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rho_max = rho(end); 
for ctr = 1:num_cells 
% If the current grid point lies on the outer boundary  
% of the grid, stop. 
    if rho(ctr) == rho_max 
        break 
    end       
     
% Define the sides of a box with the point as one       
% corner.    
    r(1) = rho(ctr);      r(2) = rho(ctr + ntheta);     
    r(3) = r(2);          r(4) = r(1); 
     
    t(1) = theta(ctr);      t(2) = t(1);         
    t(3) = t(2)+dtheta;     t(4) = t(3); 
     
    % Obtain the Cartesian coordinates of the cell nodes.     
    [x_box,y_box] = pol2cart(t,r); 
     
% Obtain the coordinates of the center as the mean of  
% the coordinates of the nodes. 
    centers(1,i) = mean(x_box); 
    centers(2,i) = mean(y_box);     
     
    i = i + 1; 
end 
% Set the z-coordinate of the center as the height of the   
% upper disk. 
 
centers(3,:) = H;            
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