Decorations on Geometric Crystals and Monomial Realizations of Crystal
  Bases for Classical Groups by Nakashima, Toshiki
ar
X
iv
:1
30
1.
73
01
v1
  [
ma
th.
QA
]  3
0 J
an
 20
13
DECORATIONS ON GEOMETRIC CRYSTALS AND MONOMIAL
REALIZATIONS OF CRYSTAL BASES FOR CLASSICAL GROUPS
TOSHIKI NAKASHIMA
Abstract. We shall describe explicitly the decoration functions for certain decorated geometric
crystals of classical groups and we shall show that they are represented in terms of monomial real-
izations of crystal bases.
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1. Introduction
Since the theory of crystal bases was invented by Kashiwara([6, 7]), there have been several kinds
of realizations for crystal bases, e.g., tableaux, paths, polytopes, monomials, etc. In the article, the
monomial realization of crystal bases, which is introduced by Nakajima [13] and refined by Kashiwara
[9], will be treated and used to describe the decoration functions for the decorated geometric crystals
([2], see also below). Let Y be the set of Laurant monomials in doubly-indexed variables {Ym,i}
(m ∈ Z, i ∈ I := {1, 2, · · · , n}) as follows:
Y := {Y =
∏
m∈Z,i∈I
Y
lm,i
m,i |lm,i ∈ Z \ {0} except for finitely many (m, i)}.
We can define the crystal structure on Y by the way as in 5.1 and it is shown that certain connected
component B(Y ) ⊂ Y including the highest monomial Y is isomorphic to the crystal B(λ) where
λ = wt(Y ) is a dominant integral weight. For example, for type An and any integer m we have
B(Λ1) ∼= {Ym,1,
Ym,2
Ym+1,1
,
Ym,3
Ym+1,2
, · · · ,
Ym,n
Ym+1,n−1
,
1
Ym,n
},
where Λ1 is the first fundamental weight and Ym,1 is the highest monomial.
A geometric crystal is a sort of geometric lifting of Kashiwara’s crystal bases ([1]), which is gen-
eralized to the affine/Kac-Moody settings ([11, 12, 15]). In this paper we do not treat such general
settings and then we shall consider the simple classical settings below. Let g be a simple complex Lie
algebra, G the corresponding complex algebraic group, B± ⊂ G Borel subgroups and U± maximal
unipotent subgroups such that U± ⊂ B±. The notion of decorated geometric crystals has been ini-
tiated by Berenstein and Kazhdan([2]). Let I be the index set of the simple roots. Associated with
the Cartan matrix A = (ai,j)i,j∈I , the decorated geometric crystal X = (χ, f) is defined as a pair of
geometric crystal χ = (X, {ei}i, {γi}i, {εi}i) and a certain special rational function f on the algebraic
variety X satisfying the condition
f(eci(x)) = f(x) + (c− 1)ϕi(x) + (c
−1 − 1)εi(x),
for any i ∈ I, where eci is the unital rational C
× action on X , and ϕi := εi · γi is the rational functions
on X . The function f is called the decoration (function) of the decorated geometric crystal X . In
[2] the ultra-discretization of the decoration is used to describe the Kashiwara’s crystal base B(λ),
which is quite similar to the polyhedral realizations of crystal bases([14, 19]). This similarity let us
conceive some link between crystal bases and the decorations. Indeed, in [18] we made this link clear
for type An. Here we shall consider another link between them, which is the main purpose of this
article. The purpose here is to present the explicit form of the decorations for the decorated geometric
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crystals on Bw0 (see 4.4) and describe the decorations in terms of the monomial realizations of crystal
bases([9, 13]). In [18], we presented the conjecture (see also Conjecture 6.8 below) and gave the
positive answer for type An. To be more precise, we shall introduce certain part of the results in [18].
First, we consider the geometric crystal structure on the variety Bw0 := TB
−
w0
where T ⊂ G is the
maximal torus, w0 is the longest element of the Weyl group and B
−
w0
:= B− ∩Uw0U . Let χi : U → C
be the elementary character and η : G→ G the positive inverse (see 4.2). Then the decoration fB on
Bw0 is defined by the formula
fB(g) :=
∑
i
χi(π
+(w−10 g)) + χi(π
+(w−10 η(g))),
where π+ : B−U → U is the projection. By the definition of fB, it suffices to get the explicit form
of χi(π
+(w−10 g)) and χi(π
+(w−10 η(g))) for our purpose. Furthermore, the elementary characters are
expressed by the “generalized minors ∆γ,δ” ([3, 4, 5]) and then as in (6.2) we have
fB(g) =
∑
i
∆w0Λi,siΛi(g) + ∆w0siΛi,Λi(g)
∆w0Λi,Λi(g)
,
where Λi is the i-th fundamental weight. We shall see the explicit forms of ∆w0Λi,siΛi(g) and
∆w0siΛi,Λi(g) as in (6.8) and (6.9). In most cases except for the spin representations of type Bn
and Dn, it is performed by direct calculations. For the cases of the spin representations, we prepare
the “triangles”, which has some interesting combinatorial properties and is useful to calculate the
above generalized minors. Then, we can find their relations to the monomial realizations of crystals
(Sect.5).
In [18], we also describe the relations to the polyhedral realizations explicitly for type An though
we do not treat that part herein. However, we strongly believe that there exist the relations similar
to the ones for type An. As for the relations to the polyhedral realizations for other classical cases,
we shall discuss in forthcoming papers.
The organization of the article is as follows: After the introduction in this section and the prelimi-
naries in Sect.2, we review the explicit descriptions for the fundamental representation of the classical
Lie algebras in Sect.3. In Sect.4, first we introduce the theory of decorated geometric crystals following
[2]. Next, we define the decoration by using the elementary characters and certain special positive
decorated geometric crystal on Bw = TB
−
w . Finally, the ultra-discretization of TB
−
w is described
explicitly. In Sect.5, the theory of monomial realizations would be introduced and we shall see some
duality on monomial realizations. In Sect.6, we review the generalized minors and their relations
to our elementary characters and certain bilinear forms. The main conjecture will be presented at
the end of the section. In the last three sections, we describe the explicit form of decorations and
express them in terms of the monomial realization of crystal bases, which means that the conjecture
is positively resolved for the classical groups.
The author would like to acknowledge Masaki Kashiwara for discussions and his helpful suggestions.
2. Preliminaries and Notations
We list the notations used in this paper. Let A = (aij)i,j∈I be an indecomposable Cartan ma-
trix with a finite index set I (though we can consider more general Kac-Moody setting.). Let
(t, {αi}i∈I , {hi}i∈I) be the associated root data satisfying αj(hi) = aij where αi ∈ t∗ is a simple
root and hi ∈ t is a simple coroot. Let g = g(A) = 〈t, ei, fi(i ∈ I)〉 be the simple Lie algebra associ-
ated with A over C and ∆ = ∆+ ⊔∆− be the root system associated with g, where ∆± is the set of
positive/negative roots. Let P ⊂ t∗ be the weight lattice, 〈h, λ〉 = λ(h) the pairing between t and t∗,
and (α, β) be an inner product on t∗ such that (αi, αi) ∈ 2Z≥0 and 〈hi, λ〉 =
2(αi,λ)
(αi,αi)
for λ ∈ t∗. Let
P ∗ = {h ∈ t : 〈h, P 〉 ⊂ Z} and P+ := {λ ∈ P : 〈hi, λ〉 ∈ Z≥0}. We call an element in P+ a dominant
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integral weight. Let {Λi|i ∈ I} be the set of the fundamental weights satisfying 〈hi,Λj〉 = δi,j is a
Z-basis of P .
The quantum algebra Uq(g) is an associative Q(q)-algebra generated by the ei, fi (i ∈ I), and
qh (h ∈ P ∗) satisfying the usual relations, where we use the same notations for the generators ei and
fi as the ones for g. The algebra U
−
q (g) is the subalgebra of Uq(g) generated by the fi (i ∈ I).
For the irreducible highest weight module of Uq(g) with the highest weight λ ∈ P+, we denote it
by V (λ) and we denote its crystal base by (L(λ), B(λ)). Similarly, for the crystal base of the algebra
U−q (g) we denote (L(∞), B(∞)) (see [6, 7]). Let πλ : U
−
q (g) −→ V (λ)
∼= U−q (g)/
∑
i U
−
q (g)f
1+〈hi,λ〉
i be
the canonical projection and π̂λ : L(∞)/qL(∞) −→ L(λ)/qL(λ) be the induced map from πλ. Here
note that π̂λ(B(∞)) = B(λ) ⊔ {0}.
By the terminology crystal we mean some combinatorial object obtained by abstracting the
properties of crystal bases. Indeed, crystal constitutes a set B and the maps wt : B −→ P ,
εi, ϕi : B −→ Z ⊔ {−∞} and e˜i, f˜i : B ⊔ {0} −→ B ⊔ {0} (i ∈ I) satisfying several axioms (see
[8],[19],[14]). In fact, B(∞) and B(λ) are the typical examples of crystals.
3. Fundamental Representations
3.1. Type An. Let V1 := V (Λ1) be the vector representation of sln+1(C) with the standard basis
{v1, · · · , vn+1}, and {ei, fi, hi}i=1,··· ,n the Chevalley generators of sln+1(C). Their actions on the
basis vectors are as follows:
(3.1) eivj =
{
vi if j = i+ 1,
0 otherwise,
fivj =
{
vi+1 if j = i,
0 otherwise,
hivj =

vi if j = i,
−vi+1 if j = i+ 1,
0 otherwise,
3.2. Type Cn. Let I := {1, 2, · · · , n} be the index set of the simple roots of type Cn. The Cartan
matrix A = (ai,j)i,j∈I of type Cn is given by
ai,j =

2 if i = j,
−1 if |i− j| = 1 and (i, j) 6= (n− 1, n)
−2 if (i, j) = (n− 1, n),
0 otherwise.
Here αi (i 6= n) is a short root and αn is the long root. Let {hi}i∈I be the set of the simple co-roots
and {Λi}i∈I be the set of the fundamental weights satisfying αj(hi) = ai,j and Λi(hj) = δi,j .
First, let us describe the vector representation V (Λ1). Set B
(n) := {vi, vi|i = 1, 2, · · · , n.} and
define V (Λ1) :=
⊕
v∈B(n) Cv. The weight of vi is as follows:
wt(vi) =
{
Λi − Λi−1 if i = 1, · · · , n,
Λi−1 − Λi if i = 1, · · · , n,
where Λ0 = 0. The actions of ei and fi are given by:
fivi = vi+1, fivi+1 = vi, eivi+1 = vi, eivi = vi+1 (1 ≤ i < n),(3.2)
fnvn = vn, envn = vn,(3.3)
and the other actions are trivial.
Let Λi be the i-th fundamental weight of type Cn. As is well-known that the fundamental repre-
sentation V (Λi) (1 ≤ i ≤ n) is embedded in V (Λ1)
⊗i with multiplicity free. The explicit form of the
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highest(resp. lowest) weight vector uΛi (resp. vΛi) of V (Λi) is realized in V (Λ1)
⊗i as follows:
(3.4)
uΛi =
∑
σ∈Si
sgn(σ)vσ(1) ⊗ · · · ⊗ vσ(i),
vΛi =
∑
σ∈Si
sgn(σ)v
σ(i) ⊗ · · · ⊗ vσ(1),
where Si is the i-th symmetric group.
We review the crystal B(Λk) following [10, 16]. Set the order on the set J = {i, i|1 ≤ i ≤ n} by
1 < 2 < · · · < n− 1 < n < n < n− 1 < · · · < 2 < 1
Then, the crystal B(Λk) is described:
(3.5) B(Λk) =
{
[j1, · · · , jk]
1 ≤ j1 < · · · < jk ≤ 1,
if ja = jb = i, then a+ b ≤ i
}
Note that in [10] the vector [j1, · · · , jk] is represented as the column Young tableau. Note also that
the highest(resp. lowest) weight vector in B(Λk) is [1, 2, · · · , k] (resp. [k, k − 1, · · · , 2, 1]).
3.3. Type Bn. Let I := {1, 2, · · · , n} be the index set of the simple roots of type Bn. The Cartan
matrix A = (ai,j)i,j∈I of type Bn is given by
ai,j =

2 if i = j,
−1 if |i− j| = 1 and (i, j) 6= (n, n− 1)
−2 if (i, j) = (n, n− 1),
0 otherwise.
Here αi (i 6= n) is a long root and αn is the short root. Let {hi}i∈I be the set of the simple co-roots
and {Λi}i∈I be the set of the fundamental weights satisfying αj(hi) = ai,j and Λi(hj) = δi,j .
First, let us describe the vector representation V (Λ1) for Bn. Set B
(n) := {vi, vi|i = 1, 2, · · · , n} ∪
{v0} and V (Λ1) :=
⊕
v∈B(n) Cv. The weight of vi is as follows:
wt(vi) = Λi − Λi−1, wt(vi) = Λi−1 − Λi (i = 1, · · · , n− 1),
wt(vn) = 2Λn − Λn−1, wt(vn) = Λn−1 − 2Λn, wt(v0) = 0,
where Λ0 = 0. The actions of ei and fi are given by:
fivi = vi+1, fivi+1 = vi, eivi+1 = vi, eivi = vi+1 (1 ≤ i < n),(3.6)
fnvn = v0, fnv0 = 2vn, env0 = 2vn, envn = v0,(3.7)
and the other actions are trivial. For i = 1, 2, · · · , n − 1, the i-th fundamental representation V (Λi)
is realized in V (Λ1)
⊗i as the case Cn and their highest (resp. lowest) weight vector uΛi (resp. vΛi ) is
given by the formula (3.4).
The last fundamental representation V (Λn) is called the “spin representation” whose dimension is
2n. It is realized as follows: Set V
(n)
sp :=
⊕
ǫ∈B
(n)
sp
Cǫ where
B(n)sp := {(ǫ1, · · · , ǫn)|ǫi ∈ {+,−} (i = 1, 2, · · · , n)}.
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Define the explicit actions of hi, ei and fi on V
(n)
sp by
hi(ǫ1, · · · , ǫn) =
{
ǫi·1−ǫi+1·1
2 (ǫ1, · · · , ǫn), if i 6= n,
ǫn(ǫ1, · · · , ǫn) if i = n,
(3.8)
fi(ǫ1, · · · , ǫn) =

(· · · ,
i
−,
i+1
+ , · · · ) if ǫi = +, ǫi+1 = −, i 6= n,
(· · · · · · · · · ,
n
−) if ǫn = +, i = n,
0 otherwise
(3.9)
ei(ǫ1, · · · , ǫn) =

(· · · ,
i
+,
i+1
− , · · · ) if ǫi = −, ǫi+1 = +, i 6= n,
(· · · · · · · · · ,
n
+) if ǫn = −, i = n,
0 otherwise.
(3.10)
Then the module V
(n)
sp is isomorphic to V (Λn) as a Bn-module.
Remark. We can associate the crystal structure on the set B
(n)
sp by setting f˜i = fi and e˜i = ei in
(3.9) and (3.10) respectively, which is also denoted by B
(n)
sp and is isomorphic to B(Λn).
3.4. Type Dn. Let I := {1, 2, · · · , n} be the index set of the simple roots of type Dn. The Cartan
matrix A = (ai,j)i,j∈I of type Dn is as follows:
ai,j =

2 if i = j,
−1 if |i− j| = 1 and (i, j) 6= (n, n− 1), (n− 1, n), or (i, j) = (n− 2, n), (n, n− 2)
0 otherwise.
Let {hi}i∈I be the set of the simple co-roots and {Λi}i∈I be the set of the fundamental weights
satisfying αj(hi) = ai,j and Λi(hj) = δi,j .
First, let us describe the vector representation V (Λ1) for Dn. Set B
(n) := {vi, vi|i = 1, 2, · · · , n}.
The weight of vi is as follows:
wt(vi) = Λi − Λi−1, wt(vi) = Λi−1 − Λi (i = 1, · · · , n− 1),
wt(vn) = Λn−1 + Λn − Λn−2, wt(vn) = Λn−2 − Λn−1 + Λn,
where Λ0 = 0. The actions of ei and fi are given by:
fivi = vi+1, fivi+1 = vi, eivi+1 = vi, eivi = vi+1 (1 ≤ i < n),(3.11)
fnvn = vn−1, fn−1vn = vn−1, en−1vn−1 = vn, envn−1 = vn,(3.12)
and the other actions are trivial. For i = 1, 2, · · · , n − 2, the i-th fundamental representation V (Λi)
is realized in V (Λ1)
⊗i as the cases Bn and Cn and their highest (resp.lowest) weight vector uΛi (resp.
vΛi) is given by the formula (3.4).
The last two fundamental representations V (Λn−1) and V (Λn) are also called the “spin repre-
sentations” whose dimensions are 2n−1. They are realized as follows: Set V
(+,n)
sp (resp. V
(−,n)
sp )
:=
⊕
ǫ∈B
(+,n)
sp (resp. B
(−,n)
sp )
Cǫ where
B(+,n)sp (resp. B
(−,n)
sp ) := {(ǫ1, · · · , ǫn)|ǫi ∈ {+,−}, ǫ1 · · · ǫn = +(resp. −)}.
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Define the explicit actions of hi, ei and fi on V
(±,n)
sp by
hi(ǫ1, · · · , ǫn) =
{
ǫi·1−ǫi+1·1
2 (ǫ1, · · · , ǫn), if i 6= n,
ǫn−1·1+ǫn·1
2 (ǫ1, · · · , ǫn) if i = n,
(3.13)
fi(ǫ1, · · · , ǫn) =

(· · · ,
i
−,
i+1
+ , · · · ) if ǫi = +, ǫi+1 = −, i 6= n,
(· · · · · · · · · ,
n−1
− ,
n
−) if ǫn−1 = +, ǫn = +, i = n,
0 otherwise
(3.14)
ei(ǫ1, · · · , ǫn) =

(· · · ,
i
+,
i+1
− , · · · ) if ǫi = −, ǫi+1 = +, i 6= n,
(· · · · · · · · · ,
n−1
+ ,
n
+) if ǫn−1 = −, ǫn = −, i = n,
0 otherwise.
(3.15)
Then the module V
(+,n)
sp (resp. V
(−,n)
sp ) is isomorphic to V (Λn) (resp. V (Λn−1)) as a Dn-module.
Remark. Similar to the case Bn, in this case we can associate the crystal structure on the set B
(+,n)
sp
(resp. B
(−,n)
sp ) by setting f˜i = fi and e˜i = ei in (3.14) and (3.15) respectively, which is also denoted
by B
(±,n)
sp and is isomorphic to B(Λn) (resp. B(Λn−1)).
4. Decorated geometric crystals
The basic reference for this section is [1, 2, 15].
4.1. Definitions. Let A = (aij)i,j∈I be an indecomposable Cartan matrix. Let g = g(A) = 〈t, ei, fi(i ∈
I)〉 be the simple Lie algebra associated with A over C as above and ∆ = ∆+⊔∆− be the root system
associated with g. Define the simple reflections si ∈ Aut(t) (i ∈ I) by si(h) := h − αi(h)hi, which
generate the Weyl group W . Let G be the simply connected simple algebraic group over C whose Lie
algebra is g = n+ ⊕ t ⊕ n−, which is the usual triangular decomposition. Let Uα := exp gα (α ∈ ∆)
be the one-parameter subgroup of G. The group U± are generated by {Uα|α ∈ ∆±}. Here U
± is a
unipotent radical of G and Lie(U±) = n±. For any i ∈ I, there exists a unique group homomorphism
φi : SL2(C)→ G such that
φi
((
1 t
0 1
))
= exp(tei), φi
((
1 0
t 1
))
= exp(tfi) (t ∈ C).
Set α∨i (c) := φi
((
c 0
0 c−1
))
, xi(t) := exp (tei), yi(t) := exp (tfi), Gi := φi(SL2(C)), Ti := α
∨
i (C
×) and
Ni := NGi(Ti). Let T be a maximal torus of G which has P as its weight lattice and Lie(T ) = t.
Let B±(⊃ T, U±) be the Borel subgroup of G. We have the isomorphism φ : W
∼
−→N/T defined
by φ(si) = NiT/T . An element si := xi(−1)yi(1)xi(−1) is in NG(T ), which is a representative of
si ∈W = NG(T )/T .
Definition 4.1. Let X be an affine algebraic variety over C, γi, εi, f (i ∈ I) rational functions on X ,
and ei : C
××X → X a unital rationalC×-action (i ∈ I). A 5-tuple χ = (X, {ei}i∈I , {γi, }i∈I , {εi}i∈I , f)
is a G (or g)-decorated geometric crystal if
(i) ({1} ×X) ∩ dom(ei) is open dense in {1} ×X for any i ∈ I, where dom(ei) is the domain of
definition of ei : C
× ×X → X .
(ii) The rational functions {γi}i∈I satisfy γj(eci (x)) = c
aijγj(x) for any i, j ∈ I.
(iii) The function f satisfies
(4.1) f(eci(x)) = f(x) + (c− 1)ϕi(x) + (c
−1 − 1)εi(x),
for any i ∈ I and x ∈ X , where ϕi := εi · γi.
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(iv) ei and ej satisfy the following relations:
ec1i e
c2
j = e
c2
j e
c1
i if aij = aji = 0,
ec1i e
c1c2
j e
c2
i = e
c2
j e
c1c2
i e
c1
j if aij = aji = −1,
ec1i e
c21c2
j e
c1c2
i e
c2
j = e
c2
j e
c1c2
i e
c21c2
j e
c1
i if aij = −2, aji = −1,
ec1i e
c31c2
j e
c21c2
i e
c31c
2
2
j e
c1c2
i e
c2
j = e
c2
j e
c1c2
i e
c31c
2
2
j e
c21c2
i e
c31c2
j e
c1
i if aij = −3, aji = −1.
(v) The rational functions {εi}i∈I satisfy εi(eci (x)) = c
−1εi(x) and εi(e
c
j(x)) = εi(x) if ai,j =
aj,i = 0.
We call the function f in (iii) the decoration of χ and the relations in (iv) are called Verma relations.
If χ = (X, {ei}, {γi}, {εi}) satisfies the conditions (i), (ii), (iv) and (v), we call χ a geometric crystal.
Remark. The definitions of εi and ϕi are different from the ones in e.g., [2] since we adopt the
definitions following [11, 12]. Indeed, if we flip εi → ε−1 and ϕi → ϕ−1, they coincide with ours.
4.2. Characters. Let Û := Hom(U,C) be the set of additive characters of U . The elementary
character χi ∈ Û and the standard regular character χ
st ∈ Û are defined as follows:
χi(xj(c)) = δi,j · c (c ∈ C, i ∈ I), χ
st =
∑
i∈I
χi.
We also define the anti-automorphism η : G→ G by
η(xi(c)) = xi(c), η(yi(c)) = yi(c), η(t) = t
−1 (c ∈ C, t ∈ T ),
which is called the positive inverse([2]).
The rational function fB on G is defined by
(4.2) fB(g) = χ
st(π+(w−10 g)) + χ
st(π+(w−10 η(g))),
for g ∈ Bw0B, where π+ : B−U → U is the projection defined by π+(bu) = u.
For a split algebraic torus T over C, let us denote its lattice of (multiplicative )characters(resp.
co-characters) by X∗(T ) (resp. X∗(T )). By the usual way, we identify X
∗(T ) (resp. X∗(T )) with the
weight lattice P (resp. the dual weight lattice P ∗).
4.3. Positive structure and ultra-discretization. Let us review the notion positive structure and
the ultra-discretization.
Definition 4.2. Let T, T ′ be split algebraic tori over C.
(i) A regular function f =
∑
µ∈X∗(T ) cµ · µ on T is positive if all coefficients cµ are non-negative
numbers. A rational function on T is said to be positive if there exist positive regular functions
g, h such that f = g
h
(h 6= 0).
(ii) Let f : T → T ′ be a rational map between T and T ′. Then we say that f is positive if for any
ξ ∈ X∗(T ′) we have that ξ ◦ f is positive in the above sense.
Note that if f, g are positive rational functions on T , then f · g, f/g and f + g are all positive.
Definition 4.3. Let χ = (X, {ei}i∈I , {wti}i∈I , {εi}i∈I , f) be a decorated geometric crystal, T ′ an
algebraic torus and θ : T ′ → X a birational map. The birational map θ is called positive structure on
χ if it satisfies:
(i) For any i ∈ I the rational functions γi ◦ θ, εi ◦ θ, f ◦ θ : T
′ → C are all positive in the above
sense.
(ii) For any i ∈ I, the rational map ei,θ : C× × T ′ → T ′ defined by ei,θ(c, t) := θ−1 ◦ eci ◦ θ(t) is
positive.
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Let v : C(c)\ → Z be a map defined by v(f(c)) := deg(f(c−1)), which is different from that in e.g.,
[11, 12, 15, 17].
Let f : T → T ′ be a positive rational mapping of algebraic tori T and T ′. We define the map
f̂ : X∗(T )→ X∗(T ′) by
〈χ, f̂(ξ)〉 = v(χ ◦ f ◦ ξ),
where χ ∈ X∗(T ′) and ξ ∈ X∗(T ).
Let T+ be the category whose objects are algebraic tori over C and whose morphisms are positive
rational maps. Then, we obtain the “ultra-discretization” functor
UD : T+ −→ Set
T 7→ X∗(T )
(f : T → T ′) 7→ (f̂ : X∗(T )→ X∗(T ′)).
Note that this definition of the functor UD is called tropicalization in [1] and much simpler than the
one in [2].
Let θ : T ′ → X be a positive structure on a decorated geometric crystal χ = (X, {ei}i∈I , {wti}i∈I , {εi}i∈I , f).
Applying the functor UD to positive rational morphisms ei,θ : C
× × T ′ → T ′ and f ◦Θ, γi ◦ θ, εi ◦Θ :
T ′ → C, we obtain
e˜i := UD(ei,θ) : Z×X∗(T
′)→ X∗(T
′)
wti := UD(γi ◦ θ) : X∗(T
′)→ Z,
ε˜i := UD(εi ◦ θ) : X∗(T
′)→ Z,
f˜ := UD(f ◦ θ) : X∗(T
′)→ Z.
Now, for given positive structure θ : T ′ → X on a geometric crystal χ = (X, {ei}i∈I , {wti}i∈I , {εi}i∈I),
we associate the quadruple (X∗(T
′), {e˜i}i∈I , {wti}i∈I , {ε˜i}i∈I) with a free pre-crystal structure (see
[1, 2.2]) and denote it by UDθ,T ′(χ). We have the following theorem:
Theorem 4.4 ([1, 2, 15]). For any geometric crystal χ = (X, {ei}i∈I , {γi}i∈I , {εi}i∈I) and positive
structure θ : T ′ → X, the associated pre-crystal UDθ,T ′(χ) = (X∗(T ′), {ei}i∈I , {wti}i∈I , {ε˜i}i∈I) is a
Langlands dual Kashiwara’s crystal.
Remark. The definition of ε˜i is different from the one in [2, 6.1.] since our definition of εi corre-
sponds to ε−1i in [2].
For a positive decorated geometric crystal X = ((X, {ei}i∈I , {γi}i∈I , {εi}i∈I , f), θ, T
′), set
(4.3) B˜
f˜
:= {x˜ ∈ X∗(T
′)(= Zdim(T
′))|f˜(x˜) ≥ 0},
and define Bf,θ := (B˜f˜ ,wti|B˜
f˜
, εi|B˜
f˜
, ei|B˜
f˜
)i∈I .
Proposition 4.5 ([2]). For a positive decorated geometric crystal X = ((X, {ei}i∈I , {γi}i∈I , {εi}i∈I , f), θ, T ′),
the quadruple Bf,θ is a normal crystal.
4.4. Decorated geometric crystal on Bw. For a Weyl group element w ∈ W , define B−w :=
B− ∩ UwU and set Bw := TB−w . Let γi : Bw → C be the rational function defined by
(4.4) γi : Bw →֒ B
− ∼−→ T × U−
proj
−→ T
α∨i−→ C.
For any i ∈ I, there exists the natural projection pri : B− → B− ∩ φ(SL2). Hence, for any x ∈ Bw
there exists unique v =
(
b11 0
b21 b22
)
∈ SL2 such that pri(x) = φi(v). Using this fact, we define the
rational function εi on Bw as in [18]:
(4.5) εi(x) =
b22
b21
(x ∈ Bw).
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The rational C×-action ei on Bw is defined by
(4.6) eci(x) := xi ((c− 1)ϕi(x)) · x · xi
(
(c−1 − 1)εi(x)
)
(c ∈ C×, x ∈ Bw),
if εi(x) is well-defined, that is, b21 6= 0, and define eci(x) = x if b21 = 0.
Remark. The definition (4.5) is different from the one in [2]. Indeed, if in (4.5) we take εi(x) = b21/b22,
then it coincides with the one in [2].
Proposition 4.6 ([2]). For any w ∈ W , the 5-tuple χ := (Bw , {ei}i, {γi}i, {εi}i, fB) is a decorated
geometric crystal, where fB is in (4.2), γi is in (4.4), εi is in (4.5) and ei is in (4.6).
For the longest Weyl group element w0 ∈ W , let i0 = i1 . . . iN be one of its reduced expressions
and define the positive structure on B−w0 Θ
−
i0
: (C×)N −→ B−w0 by
Θ−
i0
(c1, · · · , cN ) := yi1(c1) · · ·yiN (cN ),
where yi(c) = yi(c)α
∨(c−1), which is different from Yi(c) in [15, 14, 11, 12]. Indeed, Yi(c) = yi(c
−1).
We also define the positive structure on Bw0 as TΘ
−
i0
: T × (C×)N −→ Bw0 by TΘ
−
i0
(t, c1, · · · , cN) =
tΘ−
i0
(c1, · · · , cN ).
Now, for this positive structure, we describe the geometric crystal structure on Bw0 = TB
−
w0
explicitly.
Proposition 4.7 ([18]). The action eci on tΘ
−
i0
(c1, · · · , cN ) is given by
eci (tΘ
−
i0
(c1, · · · , cN)) = tΘ
−
i0
(c′1, · · · , c
′
N )
where
(4.7) c′j := cj ·
∑
1≤m<j, im=i
c · c
ai1,i
1 · · · c
aim−1,i
m−1 cm +
∑
j≤m≤N, im=i
c
ai1,i
1 · · · c
aim−1,i
m−1 cm∑
1≤m≤j, im=i
c · c
ai1,i
1 · · · c
aim−1,i
m−1 cm +
∑
j<m≤N, im=i
c
ai1,i
1 · · · c
aim−1,i
m−1 cm
.
The explicit forms of rational functions εi and γi are:
(4.8) εi(tΘ
−
i0
(c)) =
 ∑
1≤m≤N, im=i
1
cmc
aim+1,i
m+1 · · · c
aiN ,i
N
−1 , γi(tΘ−i0(c)) = αi(t)cai1,i1 · · · caiN ,iN .
5. Monomial Realization of Crystals
5.1. Definitions of Monomial Realization of Crystals. Following [9, 13], we shall introduce the
monomial realization of crystals. For doubly-indexed variables {Ym,i|i ∈ I,m ∈ Z.}, define the set of
monomials
Y := {Y =
∏
m∈Z,i∈I
Y
lm,i
m,i |lm,i ∈ Z \ {0} except for finitely many (m, i)}.
Fix a set of integers p = (pi,j)i,j∈I,i6=j such that pi,j + pj,i = 1, which we call a sign. Take a sign
p := (pi,j)i,j∈I,i6=j and a Cartan matrix (ai,j)i,j∈I . For m ∈ Z, i ∈ I define the monomial
Am,i = Ym,iYm+1,i
∏
j 6=i
Y
aj,i
m+pj,i,j
.
Here, when we emphasize the sign p, we shall denote the monomial Am,i by A
(p)
m,i. For any cyclic
sequence of the indices ι = · · · (i1i2 · · · in)(i1i2 · · · in) · · · s.t. {i1, · · · , in} = I, we can associate the
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following sign (pi,j) by:
(5.1) pia,ib =
{
1 a < b,
0 a > b.
For example, if we take ι = · · · (213)(213) · · · , then we have p2,1 = p1,3 = p2,3 = 1 and p1,2 = p3,1 =
p3,2 = 0. Thus, we can identify a cyclic sequence · · · (i1 · · · in)(i1 · · · in) · · · with such (pi,j).
For a monomial Y =
∏
m,i Y
lm,i
m,i , set
wt(Y ) =
∑
i,m
lm,iΛi, ϕi(Y ) = maxm∈Z{
∑
k≤m
lk,i}, εi(Y ) = ϕi(Y )− wt(Y )(hi) = max
m∈Z
{−
∑
k>m
li,k},
f˜i(Y ) =
A
−1
n
(i)
f
(Y ),i
· Y if ϕi(Y ) > 0,
0 if ϕi(Y ) = 0,
e˜i(Y ) =
{
A
n
(i)
e (Y ),i
· Y if εi(Y ) > 0,
0 if εi(Y ) = 0,
where n
(i)
f (Y ) = min{n|ϕi(Y ) =
∑
k≤n
lk,i}, n
(i)
e (Y ) = max{n|ϕi(Y ) =
∑
k≤n
lk,i}.
Theorem 5.1 ([9, 13]). (i) In the above setting, Y is a crystal, which is denoted by Y(p).
(ii) If Y ∈ Y(p) satisfies εi(Y ) = 0 (resp. ϕi(Y ) = 0) for any i ∈ I, then the connected component
containing Y is isomorphic to B(wt(Y )) (resp. B(w0wt(Y ))), where we call such monomial
Y a highest (resp. lowest) monomial.
By the above crystal structure of monomials, we know that for any k ∈ Z, i ∈ I the monomial
Yk,i is a highest monomial with the weight Λi. Thus, we can define the embedding of crystal m
(k)
i
(i ∈ I, k ∈ Z) by
m
(k)
i : B(Λi) →֒ Y(p)(5.2)
uΛi 7→ Yk,i
5.2. Duality on Monomial Realizations. Let i1, · · · , in be the indices satisfying {i1, · · · , in} = I.
For the cyclic sequence i = · · · (i1i2 · · · in)(i1i2 · · · in) · · · let p = (pi,j) be the associated sign as in(5.1).
And for the opposite cyclic sequence i−1 = · · · (inin−1 · · · i1)(inin−1 · · · i1) · · · , let tp = p′ := (p′i,j) =
(pj,i) be the associated sign. For a monomial Y =
∏
m,i Y
li,m
i,m ∈ Y(p), define the map
a− : Y(p) →
Y(tp) is defined by Yi,m 7→ Y
−1
i,a−m for a ∈ Z.
Indeed, the following lemma is derived by direct calculations:
Proposition 5.2. For a monomial Y ∈ Y(p), we have aY ∈ Y(tp) and
ϕi(
aY ) = εi(Y ), εi(
aY ) = ϕi(Y ), wt(
aY ) = −wt(Y ),(5.3)
af˜i(Y ) = e˜i(
aY ), ae˜i(Y ) = f˜i(
aY ).(5.4)
Proof. The last formula in (5.3) is trivial by the definition. For an arbitrary monomial Y =∏
i,m Y
li,m
i,m ∈ Y(p), we have
aY =
∏
i,m Y
−li,m
i,a−m =
∏
i,m Y
−li,a−m
i,m . Thus, one gets
ϕi(
aY ) = max
m∈Z
{
∑
k≤m
−li,a−k} = max
m∈Z
{
∑
a−k≤m
−li,k} = max
m∈Z
{
∑
k≥m
−li,k} = εi(Y ).
The second one is obtained similarly.
As for (5.4), we shall show the first one. Let us see the following lemma:
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Lemma 5.3. We have
aA
(p)
i,m(Y ) = A
(tp)
i,a−m−1(Y ),(5.5)
n(i)e (
aY ) = a− n
(i)
f (Y )− 1, n
(i)
f (
aY ) = a− n(i)e (Y )− 1,(5.6)
Proof. The first formula is trivial from the definition of Ai,m. As for (5.6), we can see
n(i)e (
aY ) = max
n
{ϕi(
aY ) =
∑
k≤n
−li,a−k} = max
n
{εi(Y ) =
∑
k≤n
−li,a−k}
= max
n
{wti(Y ) + εi(Y ) = wti(Y ) +
∑
k≤n
−li,a−k} = max
n
{ϕi(Y ) =
∑
k>n
li,a−k}
= max
n
{ϕi(Y ) =
∑
k<a−n
li,k} = a−min
n
{ϕi(Y ) =
∑
k<n
li,k} = a− (n
(i)
f (Y ) + 1).
The second one is shown similarly.
By this lemma, we can easily get (5.4).
For Y ∈ Y(p), let us denote the connected component containing Y by B(Y ). Then, by the above
proposition we obtain:
Theorem 5.4. For any Y ∈ Y(p) and any a ∈ Z, the set aB(Y ) is equipped with the crystal structure
associated with tp and there exists the isomorphism of crystals :
(5.7) aB(Y )
∼
−→B(aY )(⊂ Y(tp)) (aY 7→ aY ).
Indeed, we find that if Y is a highest(resp. lowest) monomial in Y(p), then aY is a lowest(resp.
highest) monomial in Y(tp).
6. Explicit form of the decoration fB for Classical Groups
6.1. Generalized Minors and the function fB. For this subsection, see [3, 4, 5]. Let G be a simply
connected simple algebraic groups over C and T ⊂ G a maximal torus. Let X∗(T ) := Hom(T,C×)
and X∗(T ) := Hom(C
×, T ) be the lattice of characters and co-characters respectively. We identify P
(resp. P ∗) with X∗(T ) (resp. X∗(T )) as above.
Definition 6.1. For a dominant weight µ ∈ P+, the principal minor ∆µ : G→ C is defined as
∆µ(u
−tu+) := µ(t) (u± ∈ U±, t ∈ T ).
Let γ, δ ∈ P be extremal weights such that γ = uµ and δ = vµ for some u, v ∈ W . Then the
generalized minor ∆γ,δ is defined by
∆γ,δ(g) := ∆µ(u
−1gv) (g ∈ G),
which is a regular function on G.
Lemma 6.2 ([2]). Suppose that G is simply connected.
(i) For u ∈ U and i ∈ I, we have ∆µ,µ(u) = 1 and χi(u) = ∆Λi,siΛi(u), where Λi be the ith
fundamental weight.
(ii) Define the map π+ : B− · U → U by π+(bu) = u for b ∈ B− and u ∈ U . For any g ∈ G, we
have
(6.1) χi(π
+(g)) =
∆Λi,siΛi(g)
∆Λi,Λi(g)
.
Proposition 6.3 ([2]). The function fB in (4.2) is described as follows:
(6.2) fB(g) =
∑
i
∆w0Λi,siΛi(g) + ∆w0siΛi,Λi(g)
∆w0Λi,Λi(g)
.
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6.2. Bilinear Forms. Let ω : g→ g be the anti involution
ω(ei) = fi, ω(fi) = ei ω(h) = h,
and extend it to G by setting ω(xi(c)) = yi(c), ω(yi(c)) = xi(c) and ω(t) = t (t ∈ T ).
There exists a g(or G)-invariant bilinear form on the finite-dimensional irreducible g-module V (λ)
such that
〈au, v〉 = 〈u, ω(a)v〉, (u, v ∈ V (λ), a ∈ g(or G)).
For g ∈ G, we have the following simple fact:
∆Λi(g) = 〈guΛi , uΛi〉,
where uΛi is a properly normalized highest weight vector in V (Λi). Hence, for w,w
′ ∈W we have
(6.3) ∆wΛi,w′Λi(g) = ∆Λi(w
−1gw′) = 〈w−1gw′ · uΛi , uΛi〉 = 〈gw
′ · uΛi , w · uΛi〉,
where note that ω(s±i ) = s
∓
i .
Proposition 6.4. Let i = i1 · · · iN be a reduced word for the longest Weyl group element w0. For
tΘ−
i
(c) ∈ Bw0 = T ·B
−
w0
, we get the following formula.
(6.4) fB(tΘ
−
i
(c)) =
∑
i
∆w0Λi,siΛi(Θ
−
i
(c)) + αi(t)∆w0siΛi,Λi(Θ
−
i
(c)).
Proof. We shall show
(6.5) ∆w0Λi,Λi(Θ
−
i
(c)) = 1.
Since Θ−
i
(c) ∈ Uw0U , we have w
−1
0 Θ
−
i
(c) ∈ w−10 Uw0U = U
− ·U . So, there exist u1 ∈ U− and u2 ∈ U
such that w−10 Θ
−
i
(c) = u1u2. Thus, it follows from (6.3) that
∆w0Λi,Λi(Θ
−
i
(c)) = 〈w−10 Θ
−
i
(c)uΛi , uΛi〉 = 〈u1u2uΛi , uΛi〉 = 〈u2uΛi , ω(u1)uΛi〉 = 〈uΛi , uΛi〉 = 1,
since ω(u1) ∈ U . The following is evident from (6.3)
∆w0siΛi,Λi(tΘ
−
i
(c)) = 〈tΘ−
i
(c)uΛi , w0siuΛi〉 = 〈Θ
−
i
(c)uΛi , t · w0siuΛi〉(6.6)
= ∆w0siΛi,Λi(Θ
−
i
(c)) · w0siΛi(t).
Since w0siΛi/w0Λi = αi and ∆w0Λi,Λi(tΘ
−
i
(c)) = ∆w0Λi,Λi(Θ
−
i
(c)) · w0Λi(t), we obtain the desired
result.
Remark. Note that by virtue of Proposition 6.4 to get the explicit form of fB(tΘ
−
i
(c)) it is sufficient
to know those of ∆w0Λi,siΛi(Θ
−
i
(c)) and ∆w0siΛi,Λi(Θ
−
i
(c)).
6.3. Explicit form of fB(tΘ
−
i
(c)) for An. For all classical cases An, Bn, Cn and Dn, we fix the
reduced longest word i0 as follows:
(6.7) i0 =

1, 2, · · · , n︸ ︷︷ ︸, 1, 2, · · · , n− 1︸ ︷︷ ︸, · · · , 1, 2, 3︸ ︷︷ ︸, 1, 2, 1 for An,
(1, 2, · · · , n− 1, n)n for Bn, Cn,
(1, 2, · · · , n− 1, n)n−1 for Dn.
To obtain the explicit form of fB(tΘ
−
i0
(c)) for type An, by the above remark it suffices to know
∆w0Λi,siΛi(Θ
−
i0
(c)) and ∆w0siΛi,Λi(Θ
−
i0
(c)) for
c = (c
(i)
j |i+ j ≤ n+ 1) = (c
(1)
1 , c
(1)
2 , · · · , c
(1)
n , c
(2)
1 , c
(2)
2 , · · · , c
(2)
n−1, · · · c
(n−1)
1 , c
(n−1)
2 , c
(n)
1 ) ∈ (C
×)N .
The following result for type An is given in [18]:
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Theorem 6.5 ([18]). For c ∈ (C×)N as above, we have the following explicit forms:
∆w0Λj ,sjΛj (Θ
−
i0
(c)) = c
(n−j+1)
1 +
c
(n−j+1)
2
c
(n−j+2)
1
+
c
(n−j+1)
3
c
(n−j+2)
2
+ · · ·+
c
(n−j+1)
j
c
(n−j+2)
j−1
,(6.8)
∆w0sjΛj ,Λj (Θ
−
i0
(c)) =
1
c
(j)
1
+
c
(j−1)
1
c
(j−1)
2
+
c
(j−2)
2
c
(j−2)
3
+ · · ·+
c
(1)
j−1
c
(1)
j
, (j ∈ I).(6.9)
As we mentioned in the introduction, we shall see the relations between the decoration and the
monomial realizations of crystals of type An explicitly following [18]. For type An take (pi,j)i,j∈I,i6=j
such that pi,j = 1 for i < j, pi,j = 0 for i > j, which corresponds to the cyclic sequence i =
(12 · · ·n)(12 · · ·n) · · · . Then we obtain
Proposition 6.6 ([18]). The crystal containing the monomial Yn−i+1,1 (resp. Y
−1
i,1 ) is isomorphic to
B(Λ1) (resp. B(Λn)) and all basis vectors are given by
f˜k · · · f˜2f˜1(Yn−i+1,1) =
Yn−i+1,k+1
Yn−i+2,k
∈ B(Λ1),
e˜k · · · e˜2e˜1(Y
−1
i,1 ) =
Yi−k,k
Yi−k,k+1
∈ B(Λn) (k = 1, · · · , n).
Applying this results to Theorem 6.5 and changing the variable Ym,l to c
(m)
l , we find:
Proposition 6.7 ([18]). For j = 1, · · · , n we have
χj(π
+(w−10 tΘ
−
i0
(c))) = ∆w0Λj ,sjΛj (Θ
−
i0
(c)) =
j−1∑
k=0
f˜k · · · f˜2f˜1(c
(n−j+1)
1 ),
χj(π
+(w−10 η(tΘ
−
i0
(c)))) = αj(t)∆w0sjΛj ,Λj (Θ
−
i0
(c)) = αj(t)
j−1∑
k=0
e˜k · · · e˜2e˜1(c
(j)
1
−1
).
Note that {f˜k · · · f˜2f˜1(cn−i+1,1)|0 ≤ k < i} = B(Λ1)sk−1 · · · s2s1 is the Demazure crystal associated
with the Weyl group element sk−1 · · · s2s1 ([8]).
Observing Proposition 6.7, we present the following conjecture:
Conjecture 6.8 ([18]). There exists certain reduced longest word i = (i1, · · · , iN) and a sign p =
(pi,j)i6=j such that for any i ∈ I, there exist Demazure crystal B−w (i) ⊂ B(Λk), Demazure crystal
B+w′(i) ⊂ B(Λj) and positive integers {ab, ab′ |b ∈ B
−
w , b
′ ∈ B+w′} satisfying
χi(π
+(w−10 tΘ
−
i
(c))) = ∆w0Λi,siΛi(Θ
−
i
(c)) =
∑
b∈B−w (i)
abmb(c),
χi(π
+(w−10 η(tΘ
−
i
(c)))) = αi(t)∆w0siΛi,Λi(Θ
−
i
(c)) = αi(t)
∑
b′∈B+
w′
(i)
ab′mb′(c),
where mb(c) ∈ Y(p) is the monomial corresponding to b ∈ B(Λk) associated with p = (pi,j)i6=j .
We would see the answers to this conjecture for other type of Lie algebras in the subsequent sections.
7. Explicit form of fB(tΘ
−
i0
(c)) for Cn
7.1. Main theorems. In this section we see the results for type Cn.
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Theorem 7.1. In the case Cn, for k = 1, · · · , n, i0 = (12 · · ·n)n and c = (c
(j)
i )1≤i,j≤n
= (c
(1)
1 , c
(1)
2 , · · · , c
(n)
n−1, c
(n)
n ) ∈ (C×)n
2
we have
(7.1) ∆w0Λk,skΛk(Θ
−
i0
(c)) = c
(k)
1 +
c
(k)
2
c
(k+1)
1
+ · · ·+
c
(k)
n
c
(k+1)
n−1
+
c
(k+1)
n−1
c
(k+1)
n
+
c
(k+2)
n−2
c
(k+2)
n−1
+ · · ·+
c
(n)
k
c
(n)
k+1
,
where note that ∆w0Λn,snΛn(Θ
−
i0
(c)) = c
(n)
n .
We also get the following theorem.
Theorem 7.2. (i) Let k be in {1, 2, · · · , n− 1}. Then we have
∆w0skΛk,Λk(Θ
−
i0
(c)) =
1
c
(k)
1
+
k−1∑
j=1
c
(j)
k−j
c
(j)
k−j+1
.(7.2)
(ii) For variables (c
(j)
i )1≤i,j≤n, set C
(j)
i =
c
(n−j)
i
c
(n−j+1)
i−1
and C
(j)
i =
c
(n−j)
i−1
c
(n−j)
i
. Then we have
(7.3) ∆w0snΛn,Λn(Θ
−
i0
(c)) =
∑
(∗)
C(1)u1 C
(2)
u2
· · ·C(m)um C
(l1−1)
l1
· C
(l2−2)
l2
· · ·C
(lk−k)
lk
,
where (∗) is the conditions: k +m = n, 0 ≤ m < n,
1 ≤ l1 < l2 < · · · < lk ≤ n, and 1 ≤ u1 < u2 < · · · < um ≤ n.
7.2. Proof of Theorem 7.1. On the module V (Λ1) we can write xi(c) := α
∨
i (c
−1)xi(c) = c
−hi(1 +
c · ei) and yi(c) := yi(c)α
∨
i (c
−1) = (1 + c · fi)c−hi since f2i = e
2
i = 0 on V (Λ1).
We also have ω(yi(c)) = α
∨
i (c
−1)xi(c) = xi(c) and define
iΞ
(p)
j =
iΞ
(p)
j (c
[1:p]) and iΞ
(p)
j =
iΞ
(p)
j (c
[1:p]) for p, j ∈ I, c = (c
(j)
i )1≤i,j≤n ∈ (C
×)n
2
by
X(p)X(p−1) · · ·X(1)vi =
n∑
j=1
iΞ
(p)
j vj +
n∑
j=1
iΞ
(p)
j
vj ∈ V (Λ1) (i = 1, 2, · · · , n),
X(p)X(p−1) · · ·X(1)vi =
n∑
j=1
iΞ
(p)
j vj +
n∑
j=1
iΞ
(p)
j
vj ∈ V (Λ1) (i = 1, 2, · · · , n),
where c[1:p] = (c
(1)
1 , c
(1)
2 , · · · , c
(p)
n−1, c
(p)
n ) and X(p) = xn(c
(p)
n )xn−1(c
(p)
n−1) · · ·x1(c
(p)
1 ).
By (6.3) and ω(Θi0(c)) = X
(n) · · ·X(1), we have
(7.4) ∆w0Λi,siΛi(Θi0(c)) = 〈si · uΛi , X
(n) · · ·X(1)vΛi〉,
and then e.g.,1Ξ
(n)
2 = ∆w0Λ1,s1Λ1(Θi0(c)).
Here to describe iΞ
(p)
j explicitly let us introduce some combinatorial object segments as follows.
For 1 ≤ p, k ≤ n set L := p− n+ k and S := n− k + 1. For r = 0, 1, · · · , n− p, set
M
(p)
k [r] := {M = {m2,m3, · · · ,mL}|2 + r ≤ m2 < · · ·mL ≤ p+ r}.
We usually denote M
(p)
k [0] by M
(p)
k . Define the segments of M ∈ M
(p)
k [r] as M = M1 ⊔ · · · ⊔MS
where each segment Mj is a consecutive subsequence of M or an empty set such that min(Mb) =
max(Ma)+ (b− a+1) for a < b and non-empty Ma,Mb. Note that for M = {m2, · · · ,mL} ∈ M
(p)
k [r]
and s ∈ {−r,−r + 1, · · · , n − p − r} we find that M [s] := {m2 + s, · · · ,mL + r} is an element in
M
(p)
k [r + s].
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Example 7.3. For n = p = 6, k = 4 and r = 0 we have L = 4 and S = 3.
M = {2, 3, 5} =⇒ M1 = {2, 3}, M2 = {5}, M3 = ∅.
M = {2, 3, 6} =⇒ M1 = {2, 3}, M2 = ∅, M3 = {6},
M = {2, 4, 6} =⇒ M1 = {2}, M2 = {4}, M3 = {6},
M = {3, 4, 6} =⇒ M1 = ∅, M2 = {3, 4}, M3 = {6},
Form ∈M =M1⊔· · ·⊔MS ∈ M
(p)
k [r], define n(m) := n−j+1 ifm ∈Mj. ForM =M1⊔· · ·⊔MS ∈
M
(p)
k [r], write M1 = {2 + r, 3 + r, · · · , a} where note that non-empty M1 has to include 2 + r. For
i2+r, · · · , ia satisfying i− 1 ≤ i2+r ≤ i3+r ≤ · · · ≤ ia ≤ n, define
CMi2+r ,i3+r ,··· ,ia :=
c
(1+r+ǫi2+r )
i2+r+1−2ǫi2+r
· · · c
(a+ǫia−1)
ia+1−2ǫia
c
(2+r)
i2+r
· · · c
(a)
ia
, DM :=
∏
m∈M\M1
c
(m)
n(m)−1
c
(m)
n(m)
,
where ǫi = δi,n and C
M
i2+r ,i3+r ,··· ,ia
= 1 (resp. DM = 1) if M1 = ∅ (resp. M \M1 = ∅). Here, for
(c
(l)
k ) we set c
(l) := (c
(l)
1 , · · · , c
(l)
n ) and c[a:b] := (c(a), c(a+1), · · · , c(b)). Then, c = c[1:n]. Indeed, for
M ∈ M
(p)
k [r] the monomial C
M ·DM depends on c[2+r:p+r] and then for any s = 1, 2, · · · , n− p + 2
and q = 0, 1, · · · , r we have
(7.5) CMi2+r ,i3+r ,··· ,ia ·D
M = CMi2+r ,i3+r ,··· ,ia ·D
M (c[s:s+p−2]) = C
M [−q]
i2+r ,i3+r ,··· ,ia
·DM [−q](c[s:s+p−2]),
where M [−q] ∈ M
(p)
k [r − q].
Proposition 7.4. In the setting above, we have
iΞ
(p)
k =
1
c
(1)
i−1
∑
i− 1 ≤ i2 ≤ · · · ≤ ia ≤ n
M = M1 ⊔ · · · ⊔MS ∈ M
(p)
k
CMi2,i3,··· ,ia ·D
M ,(7.6)
iΞ
(p)
k
=
∑
i=i1≤i2≤···≤ip≤k
(c
(1)
i1−1
c
(2)
i2−1
· · · c
(p)
ip−1
)−1(c
(1)
i2
c
(2)
i3
· · · c
(p−1)
ip
c
(p)
k ).(7.7)
Proof. Set X := xn(cn) · · ·x1(c1). By calculating directly we have the formula:
Xvi =
{
c−11 v1 if i = 1,
ci−1c
−1
i vi + vi−1 if i = 2, · · · , n,
(7.8)
Xvi = c
−1
i−1(civi + ci+1vi+1 + · · ·+ cn−1vn−1 + cnvn + vn),(7.9)
where we understand c0 = 1. Using these, for k = 1, 2, · · · , n and p = 2, · · · , n we get
iΞ
(p)
k
=
k∑
j=i
iΞ
(p−1)
j
c
(p)
k
c
(p)
j−1
,(7.10)
iΞ
(p)
k =
iΞ
(p−1)
k+1 +
iΞ
(p−1)
k
c
(p)
k−1
c
(p)
k
.(7.11)
Indeed, the formula (7.7) is easily shown by the induction on p using (7.10).
To obtain (7.6) we see the segments of elements in M
(p)
k , M
(p−1)
k+1 and M
(p−1)
k . M = M1 ⊔
· · · ⊔Mn−k ∈ M
(p−1)
k+1 can be seen as an element in M
(p)
k by setting Mn−k+1 = ∅. For any M
′ =
M ′1 ⊔ · · · ⊔M
′
n−k+1 ∈ M
(p−1)
k , the last segment M
′
n−k+1 is empty or includes p − 1. Indeed, the
following lemma insures this fact:
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Lemma 7.5. For any M =M1 ⊔ · · · ⊔MS ∈M
(p)
k and any i = 1, · · · , S := n− k + 1 we have
(7.12) minMi ≥ i+ 1, maxMi ≤ L+ i− 1.
The proof of this lemma is done by the induction on p.
Thus, in any case if we set M ′′n−k+1 = M
′
n−k+1 ∪ {p}, then M
′′ := M ′1 ⊔ · · · ⊔M
′
n−k ⊔M
′′
n−k+1 turns
out to be an element in M
(p)
k and we have
CM
′′
i2,··· ,ia ·D
M ′′ = CM
′
i2,··· ,ia ·D
M ′
c
(p)
k−1
c
(p)
k
.
Using this formula and (7.11), we obtain (7.6).
Thus, for example, we have ∆w0Λ1,s1Λ1(Θ
−
i0
(c)) = 1Ξ
(n)
2 =
n∑
j=1
c
(1)
j
c
(2)
j−1
+
n∑
j=2
c
(j)
n−j+1
c
(j)
n−j+2
.
To get the explicit form of ∆w0Λk,skΛk(Θ
−
i0
(c)), we show the following lemma:
Lemma 7.6. For k = 1, · · · , n− 1 set
(7.13) Wk :=

1Ξ
(n)
k+1
1Ξ
(n)
k−1 · · ·
1Ξ
(n)
2
1Ξ
(n)
1
2Ξ
(n)
k+1
2Ξ
(n)
k−1 · · ·
2Ξ
(n)
2
2Ξ
(n)
1
...
... · · ·
...
...
kΞ
(n)
k+1
kΞ
(n)
k−1 · · ·
kΞ
(n)
2
kΞ
(n)
1
 .
Then, we have ∆w0Λk,skΛk(Θ
−
i0
(c)) = detWk.
Proof. As has been given in (3.4), for the lowest weight vector vΛk ∈ V (Λk) andX := X
(n) · · ·X(1) ∈
G we have
XvΛk =
∑
σ∈Sk
sgn(σ)Xv
σ(k) ⊗ · · · ⊗Xvσ(1).
Here note that for the simple reflection sk ∈ W ,
sk(v1 ⊗ · · · ⊗ vk−1 ⊗ vk) = v1 ⊗ · · · ⊗ vk−1 ⊗ vk+1.
Thus, it follows from the formula (7.4) that ∆w0Λk,skΛk(Θ
−
i0
(c)) coincides with the coefficient of the
vector v1 ⊗ · · · ⊗ vk−1 ⊗ vk+1 in XvΛk , which completes the proof.
The last column of Wk is just
t(1Ξ
(n)
1 ,
2Ξ
(n)
1 , · · · ,
kΞ
(n)
1 ) =
t(1, c
(1)
1
−1
, c
(1)
2
−1
, · · · , c
(1)
k−1
−1
).
Considering the elementary transformations on Wk by (i-th row) −
c
(1)
i
c
(1)
i−1
×(i + 1-th row) for i =
1, · · · , k − 1, the (i, j)-entry of the transformed matrix W˜k is as follows:
Lemma 7.7. The (i, j)-entry (W˜k)i,j is:
(7.14) (W˜k)i,j =
{
iΞ
(n−1)
k+1 (c
[2:n]) if j = 1,
iΞ
(n−1)
k−j+1(c
[2:n]) if j > 1,
where for (c
(l)
k )1≤k,l≤n we set c
(l) := (c
(l)
1 , · · · , c
(l)
n ) and c[a:b] := (c(a), c(a+1), · · · , c(b)) for 1 ≤ a < b ≤
n. Then, c = c[1:n] as above. Note that iΞ
(p)
k (c) depends only on c
[1:p].
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Proof. We shall show
(7.15) iΞ
(n)
j (c)−
c
(1)
i
c
(1)
i−1
i+1Ξ
(n)
j (c) =
c
(1)
i
c
(1)
i−1
iΞ
(n−1)
j (c
[2,n]).
For M = M1 ⊔ · · · ⊔Mn−j+1 ∈ M
(n)
j such that M1 = {2, 3, · · · , a} is non-empty, let M
′ := M \ {2}
be an element in M
(n−1)
j [1]. Then we have
CMi−1,i3,··· ,ia ·D
M =
c
(1)
i
c
(2)
i−1
C
M\{2}
i3,··· ,ia
·DM\{2},
where M \ {2} is considered as an element in M
(n−1)
j [1] and by (7.5) the left-hand side of (7.15) is
written as
c
(1)
i
c
(1)
i−1c
(2)
i−1
∑
i − 1 ≤ i3 ≤ · · · ≤ ia ≤ n
M′(= M \ {2}) = M′1 ⊔ · · · ⊔M
′
n−j+1 ∈ M
(n−1)
j
[1]
CM
′
i3,··· ,ia ·D
M ′ ,
which shows (7.15).
Applying the above elementary transformations to the matrixWk repeatedly, we have the following:
Corollary 7.8. For k, j such that 1 ≤ k < j ≤ n, we get
(7.16) iΞ
(n)
j (c
[k:n])−
c
(1)
i
c
(1)
i−1
i+1Ξ
(n)
j (c
[k:n]) =
c
(1)
i
c
(1)
i−1
iΞ
(n−1)
j (c
[k+1,n]).
Then we find the following equalities of determinants:
detWk =
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
c
(1)
1
1Ξ
(n−1)
k+1 (c
[2:n]) c
(1)
1
1Ξ
(n−1)
k−1 (c
[2:n]) · · · c
(1)
1
1Ξ
(n−1)
2 (c
[2:n]) 0
c
(1)
2
c
(1)
1
2Ξ
(n−1)
k+1 (c
[2:n])
c
(1)
2
c
(1)
1
2Ξ
(n−1)
k−1 (c
[2:n]) · · ·
c
(1)
2
c
(1)
1
2Ξ
(n−1)
2 (c
[2:n]) 0
...
... · · ·
...
...
c
(1)
k−1
c
(1)
k−2
k−1Ξ
(n−1)
k+1 (c
[2:n])
c
(1)
k−1
c
(1)
k−2
k−1Ξ
(n−1)
k−1 (c
[2:n]) · · ·
c
(1)
k−1
c
(1)
k−2
k−1Ξ
(n−1)
2 (c
[2:n]) 0
kΞ
(n)
k+1(c
[2:n]) kΞ
(n)
k−1(c
[2:n]) · · · kΞ
(n)
2 (c
[2:n]) c
(1)
k−1
−1
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
=
∣∣∣∣∣∣∣∣∣∣
1Ξ
(n−1)
k+1 (c
[2:n]) 1Ξ
(n−1)
k−1 (c
[2:n]) · · · 1Ξ
(n−1)
2 (c
[2:n])
2Ξ
(n−1)
k+1 (c
[2:n]) 2Ξ
(n−1)
k−1 (c
[2:n]) · · · 2Ξ
(n−1)
2 (c
[2:n])
...
... · · ·
...
k−1Ξ
(n−1)
k+1 (c
[2:n]) k−1Ξ
(n−1)
k−1 (c
[2:n]) · · · k−1Ξ
(n−1)
2 (c
[2:n])
∣∣∣∣∣∣∣∣∣∣
= · · · · · · · · ·
=
∣∣∣∣∣1Ξ(n−k+2)k+1 (c[k−1:n]) 1Ξ(n−k+2)k−1 (c[k−1:n])2Ξ(n−k+2)k+1 (c[k−1:n]) 2Ξ(n−k+2)k−1 (c[k−1:n])
∣∣∣∣∣ = 1Ξ(n−k+1)k+1 (c[k:n])
Thus, it follows from (7.6) that for k = 1, 2, · · · , n− 1
(7.17)
∆w0Λk,skΛk(Θ
−
i
(c)) = 1Ξ
(n−k+1)
k+1 (c
[k:n]) = c
(k)
1 +
c
(k)
2
c
(k+1)
1
+ · · ·+
c
(k)
n
c
(k+1)
n−1
+
c
(k+1)
n−1
c
(k+1)
n
+
c
(k+2)
n−2
c
(k+2)
n−1
+ · · ·+
c
(n)
k
c
(n)
k+1
The case k = n is easily obtained by the formula in [5, Sect.4]:
(7.18) ∆w0Λn,snΛn(Θ
−
i0
(c)) = c
(n)
1 .
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Now, the proof of Theorem 7.1 has been accomplished.
7.3. Proof of Theorem 7.2. For k = 1, 2, · · · , n− 1, set
Uk :=

1Ξ
(n)
k
1Ξ
(n)
k−1 · · ·
1Ξ
(n)
2
1Ξ
(n)
1
2Ξ
(n)
k
2Ξ
(n)
k−1 · · ·
2Ξ
(n)
2
2Ξ
(n)
1
...
... · · ·
...
...
k−1Ξ
(n)
k
k−1Ξ
(n)
k−1 · · ·
k−1Ξ
(n)
2
k−1Ξ
(n)
1
k+1Ξ
(n)
k
k+1Ξ
(n)
k−1 · · ·
k+1Ξ
(n)
2
k+1Ξ
(n)
1
 .
Since ∆w0skΛk,Λk(Θi0(c)) = 〈uΛk , X
(n) · · ·X(1)skvΛk〉, the function ∆w0skΛk,Λk(Θi0(c)) is given as
the coefficient of the vector v1 ⊗ v2 ⊗ · · · ⊗ vk in X(n) · · ·X(1)skvΛk . Thus, by the argument in the
proof of Theorem 7.1, we obtain:
(7.19) ∆w0skΛk,Λk(Θ
−
i0
(c)) = detUk (k = 1, 2, · · · , n− 1).
Using the formula (7.15), we have for j = 1, 2, · · · , k
(7.20) k−1Ξ
(n)
j (c)−
c
(1)
k
c
(1)
k−2
k+1Ξ
(n)
j (c) =
c
(1)
k−1
c
(i)
k−2
k−1Ξ
(n−1)
j (c
[2:n]) +
c
(1)
k
c
(1)
k−2
kΞ
(n−1)
j (c
[2:n]).
Here, applying this formula to the above determinant, we have
∆w0skΛk,Λk(Θ
−
i0
(c))
=
c
(1)
k−1
c
(1)
k
∣∣∣∣∣∣∣∣∣∣
1Ξ
(n−1)
k (c
[2:n]) 1Ξ
(n−1)
k−1 (c
[2:n]) · · · 1Ξ
(n−1)
2 (c
[2:n])
2Ξ
(n−1)
k (c
[2:n]) 2Ξ
(n−1)
k−1 (c
[2:n]) · · · 2Ξ
(n−1)
2 (c
[2:n])
...
... · · ·
...
k−1Ξ
(n−1)
k (c
[2:n]) k−1Ξ
(n−1)
k−1 (c
[2:n]) · · · k−1Ξ
(n−1)
2 (c
[2:n])
∣∣∣∣∣∣∣∣∣∣
+
∣∣∣∣∣∣∣∣∣∣∣∣
1Ξ
(n−1)
k (c
[2:n]) 1Ξ
(n−1)
k−1 (c
[2:n]) · · · 1Ξ
(n−1)
2 (c
[2:n])
2Ξ
(n−1)
k (c
[2:n]) 2Ξ
(n−1)
k−1 (c
[2:n]) · · · 2Ξ
(n−1)
2 (c
[2:n])
...
... · · ·
...
k−1Ξ
(n−1)
k (c
[2:n]) k−1Ξ
(n−1)
k−1 (c
[2:n]) · · · k−1Ξ
(n−1)
2 (c
[2:n])
k+1Ξ
(n−1)
k (c
[2:n]) k+1Ξ
(n−1)
k−1 (c
[2:n]) · · · k+1Ξ
(n)
2 (c
[2:n])
∣∣∣∣∣∣∣∣∣∣∣∣
.
In the above formula, let Zk−1 be the matrix in the first determinant. Thus, we have
(7.21) detUk =
c
(1)
k−1
c
(1)
k
detZk−1 + detUk−1.
Repeating these steps, we can derive
detUk = detU1 +
k−1∑
j=1
c
(j)
k−j
c
(j)
k−j+1
detZj .
Carrying out the elementary transformations above to the matrix Zk−1 we easily know that detZj = 1
for j = 1, · · · , k − 1 and detU1 =
2Ξ
(n−k+1)
k (c
[k:n]) = c
(k)
1
−1
, which show
(7.22) ∆w0skΛk,Λk(Θ
−
i0
(c)) =
1
c
(k)
1
+
k−1∑
j=1
c
(j)
k−j
c
(j)
k−j+1
,
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and then (7.2).
Next, to show (7.3), we shall see ∆w0Λn,snΛn(Θ
−
i0
−1(c)) since for g ∈ B−w0 we have
(7.23) ∆w0siΛi,Λi(g) = ∆w0Λi,siΛi(η(g)),
where i0
−1 = (nn− 1 · · · 21)n and η(Θ−
i0
−1(c)) = Θ
−
i0
(c) (− : c
(j)
i 7→ c
(j)
n−i+1). These mean
∆w0siΛi,Λi(Θ
−
i0
(c)) = ∆w0Λi,siΛi(Θ
−
i0
−1(c
′)),
where c′ = (cN , cN−1, · · · , c1) for c = (c1, · · · , cN). As we have seen ω(yi(c)) = α
∨
i (c
−1)xi(c) = xi(c),
we have ω(Θ−
i0
−1(c
′)) = X
(n)
X
(n−1)
· · ·X
(1)
where X
(p)
= x1(c
(p)
1 )x2(c
(p)
2 ) · · ·xn(c
(p)
n ). We define
iΣ
(p)
j and
iΣ
(p)
j by
X
(p)
X
(p−1)
· · ·X
(1)
vi =
n∑
j=1
iΣ
(p)
j vj +
n∑
j=1
iΣ
(p)
j
vj ∈ V (Λ1).
To describe these coefficients explicitly, we define the similar objects to the segments as above. For
1 ≤ p, i ≤ n, set L := p− n+ i− 1 and S := n− i+ 2,
M
(p)
i := {M = {m1, · · · ,mL}|1 ≤ m1 ≤ · · · ≤ mL ≤ p}.
For an element M , define the segments M1, · · · ,MS by the same way as before, thus, M =M1 ⊔ · · · ⊔
MS . For an element M =M1 ⊔ · · · ⊔MS ∈M
(p)
i writing MS = {q, q + 1, · · · , p− 1, p}, set
DM :=
S∏
j=1
∏
m∈Mj
c
(m)
i+j−1
c
(m)
i+j−2
, FMSjq ,jq+1,··· ,jp :=
c
(q−1)
jq−1
c
(q)
jq+1−1
· · · c
(p−2)
jp−1−1
c
(p−1)
jp−1
c
(q)
jq
c
(q+1)
jq+1
· · · c
(p−1)
jp−1
c
(p)
jp
.
Lemma 7.9. We have
(7.24) iΣ
(p)
k = c
(p)
k−1
∑
k ≤ jp ≤ jp−1 · · · ≤ jq ≤ n
M = M1 ⊔ · · · ⊔MS ∈ M
(p)
i
DM · FMSjq,jq+1,··· ,jp ,
where MS = {q, q + 1, · · · , p− 1, p} and S = n− i+ 2. Note that
1Σ
(n)
k = c
(n)
k−1.
By the similar argument as the above cases, we have
(7.25) ∆w0Λn,snΛn(Θ
−
i0
−1(c)) =
∣∣∣∣∣∣∣∣∣∣
1Σ
(n)
n
1Σ
(n)
n−1 · · ·
1Σ
(n)
2
1Σ
(n)
1
2Σ
(n)
n
2Σ
(n)
n−1 · · ·
2Σ
(n)
2
2Σ
(n)
1
...
... · · ·
...
...
nΣ
(n)
n
nΣ
(n)
n−1 · · ·
nΣ
(n)
2
nΣ
(n)
1
∣∣∣∣∣∣∣∣∣∣
To calculate this determinant we need some preparations. Let us define the functions:
iEk[j](c) :=
∑
k ≤ jk ≤ jk−1 · · · ≤ jq ≤ n
M = M1 ⊔ · · · ⊔MS ∈ M
(p)
i
,
MS = {q, q + 1, · · · , k} 6= ∅,
jk < uk+1 < uk+2 · · · < uj ≤ n
DM · FMSjq ,jq+1,··· ,jk · F
{k+1,k+2,··· ,j}
uk+1,uk+2,··· ,uj (j ≥ k),(7.26)
iFk(c) :=
∑
M = {m1, · · · , mk−n+i−1}
= M1 ⊔ · · · ⊔MS ∈ M
(p)
i
, MS = ∅,
1 ≤ l1 ≤ l2 ≤ · · · ≤ ln−k+1 ≤ mk−n+i−1
DM ·
c
(l1)
l1
c
(l2)
l2+1
c
(l3)
l3+2
· · · c
(ln−k+1)
ln−k+1+n−k
c
(l1)
l1−1
c
(l2)
l2
c
(l3)
l3+1
· · · c
(ln−k+1)
ln−k+1+n−k−1
.(7.27)
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Lemma 7.10. We have the following formula for 2 ≤ k ≤ n and 2 ≤ p ≤ n:
iΣ
(p)
k −
c
(p)
k−1
c
(p)
k
iΣ
(p)
k+1 =
c
(p)
k−1
c
(p)
k
iΣ
(p−1)
k ,
1Σ
(n)
k = c
(n)
k−1,(7.28)
iΣ
(n)
n−1 −
c
(n)
n−2
1Σ
(n)
n
· iΣ
(n)
n =
c
(n)
n−2
c
(n)
n−1
· iΣ
(n−1)
n−1 + c
(n)
n−2 ·
iEn[n] +
c
(n)
n−2
1Σ(n)n
· iFn,(7.29)
n−k+2Fk
iΣ
(k−1)
k−1 − c
(k−1)
k−2
iFk = c
(k−1)
k−2 ·
n−k+1Fk ·
iEk−1[k − 1] + c
(k−1)
k−2
iFk−1,(7.30)
n−k+2Ek[j] ·
iΣ
(k−1)
k−1 − c
(k−1)
k−2 ·
iEk[j] = c
(k−1)
k−2 ·
iEk−1[j].(7.31)
Direct inspections show this lemma.
Let us denote the right-hand side of (7.29) by Xi (i = 2, · · · , n). For the right-hand side of (7.25)
subtracting the
c
(n)
k−1
c
(n)
k
× (n−k)-th column from n−k+1th column for k = 1, 2, · · · , n− 1 and applying
the formula (7.28) and (7.29), we obtain
R.H.S of (7.25)(7.32)
=
1
c
(n)
n−2
∣∣∣∣∣∣∣∣∣∣
1Σ
(n)
n 0 · · · 0 0
2Σ
(n)
n X2 · · ·
2Σ
(n−1)
2
2Σ
(n−1)
1
...
... · · ·
...
...
nΣ
(n)
n Xn · · ·
nΣ
(n−1)
2
nΣ
(n−1)
1
∣∣∣∣∣∣∣∣∣∣
=
1Σ
(n)
n
c
(n)
n−1
∣∣∣∣∣∣∣∣
2Σ
(n−1)
n−1 · · ·
2Σ
(n−1)
2
2Σ
(n−1)
1
... · · ·
...
...
nΣ
(n−1)
n−1 · · ·
nΣ
(n−1)
2
nΣ
(n−1)
1
∣∣∣∣∣∣∣∣
+1Σ
(n)
n
∣∣∣∣∣∣∣∣
2En[n]
2Σ
(n−1)
n−2 · · ·
2Σ
(n−1)
2
2Σ
(n−1)
1
...
... · · ·
...
...
nEn[n]
nΣ
(n−1)
n−2 · · ·
nΣ
(n−1)
2
nΣ
(n−1)
1
∣∣∣∣∣∣∣∣+
∣∣∣∣∣∣∣∣
2Fn
2Σ
(n−1)
n−2 · · ·
2Σ
(n−1)
2
2Σ
(n−1)
1
...
... · · ·
...
...
nFn
nΣ
(n−1)
n−2 · · ·
nΣ
(n−1)
2
nΣ
(n−1)
1
∣∣∣∣∣∣∣∣
To complete this calculations, we see the following lemma:
Lemma 7.11. Set
ηk[j] :=
∣∣∣∣∣∣∣∣
n−k+2Ek[j]
n−k+2Σ
(k−1)
k−2 · · ·
n−k+2Σ
(k−1)
2
n−k+2Σ
(k−1)
1
...
... · · ·
...
...
nEk[j]
nΣ
(k−1)
k−2 · · ·
nΣ
(k−1)
2
nΣ
(k−1)
1
∣∣∣∣∣∣∣∣ ,(7.33)
φk :=
∣∣∣∣∣∣∣∣
n−k+2Fk
n−k+2Σ
(k−1)
k−2 · · ·
n−k+2Σ
(k−1)
2
n−k+2Σ
(k−1)
1
...
... · · ·
...
...
nFk
nΣ
(k−1)
k−2 · · ·
nΣ
(k−1)
2
nΣ
(k−1)
1
∣∣∣∣∣∣∣∣ .(7.34)
Then we have
ηk[j] = ηk−1[j] +
n−k+2Ek[j](c)
c
(k−1)
k−2
,(7.35)
φk = φk−1 + (
1
c
(k−1)
k−2
+ ηk−1[k − 1])
n−k+2Fk(c).(7.36)
Proof of Lemma7.11 By the formula (7.28) and (7.31), we obtain
(7.37) n−k+2Ek[j](
iΣ
(k−1)
k−2 − c
(k−1)
k−3 ·
iEk[j]) =
c
(k−1)
k−3
c
(k−1)
k−2
n−k+2Ek[j] ·
iΣ
(k−2)
k−2 + c
(k−1)
k−3 ·
iEk−1[j].
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Considering the column transformations as above to the determinant in (7.33) and applying the
formula (7.28) and (7.37) repeatedly, we obtain (7.35). Similarly, applying (7.28) and (7.30) to the
determinant in (7.34) repeatedly, we obtain (7.36).
From (7.32), we have
(7.38) ∆w0Λn,snΛn(Θ
−
i0
−1(c)) =
1Σ
(n)
n
c
(n)
n−1
+ 1Σ
(n)
n · ηn[n] + φn.
By (7.35) and (7.36), we get that
ηk[j] =
k∑
l=2
c
(l−1)
l−2
−1
n−l+2El[j](c),(7.39)
φk = φ2 +
k∑
j=3
n−j+2Fj(c)(c
(j−1)
j−2
−1
+ ηj−1[j − 1]).(7.40)
Substituting these to (7.38), we have
(7.41) ∆w0Λn,snΛn(Θ
−
i0
−1(c)) = φ2 +
n+1∑
j=3
n−j+2Fj(c) · (c
(j−1)
j−2
−1
+
j−1∑
l=2
c
(l−1)
l−2
−1
n−l+2El[j − 1](c)),
where we understand 1Fn+1(c) = 1. Using (7.35) and the explicit form of
iEk[j] in (7.26), we get the
following theorem:
Theorem 7.12. We have
(7.42) ∆w0Λn,snΛn(Θ
−
i0
−1(c)) =
∑
(∗)
D
(l1)
l1
·D
(l2−1)
l2
· · ·D
(lk−k+1)
lk
·D
(2)
u1
D
(3)
u2
· · ·D
(m+1)
um
,
where D
(j)
i =
c
(j)
i
c
(j)
i−1
, D
(j)
i =
c
(j−1)
i−1
c
(j)
i
and (∗) is the conditions: k +m = n, 0 ≤ m < n,
1 ≤ l1 < l2 < · · · < lk ≤ n, and 1 ≤ u1 < u2 < · · · < um ≤ n.
Proof. For M ∈ M
(p)
i if i = n− k+2 and MS 6= ∅, then L = 1 and then M =MS = {k}. Thus, it
follows from (7.26) and (7.27) that
n−k+2Ek[j](c) =
∑
k≤ul<uk+1
<···<uj≤n
c
(k−1)
uk−1
c
(k)
uk+1−1
· · · c
(j−1)
uj−1
c
(k)
uk c
(k+1)
uk+1 · · · c
(j)
uj
=
∑
k≤ul<uk+1
<···<uj≤n
D
(k)
uk
D
(k+1)
uk+1
· · ·D
(j)
uj
,(7.43)
n−k+2Fk(c) =
∑
1≤l1<l2<···<ln−k+2≤n
D
(l1)
l1
D
(l2−1)
l2
· · ·D
(ln−k+2−(n−k+1))
ln−k+2
.(7.44)
1
c
(l−1)
l−2
= D
(2)
1 D
(3)
2 · · ·D
(l−1)
l−2 .(7.45)
Then, applying these to (7.41) we get (7.42)
Since we have
∆w0snΛn,Λn(Θ
−
i0
(c)) = ∆w0Λn,snΛn(Θ
−
i0
−1(c)),
where for c = (c
(j)
i ), we define c = (c
(n−j+1)
i
−1
), we get the following:
(7.46) ∆w0snΛn,Λn(Θ
−
i0
(c)) =
∑
(∗)
C(1)u1 C
(2)
u2
· · ·C(m)um C
(l1−1)
l1
· C
(l2−2)
l2
· · ·C
(lk−k)
lk
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where C
(j)
i =
c
(n−j)
i
c
(n−j+1)
i−1
, C
(j)
i =
c
(n−j)
i−1
c
(n−j)
i
and (∗) is the conditions: k +m = n, 0 ≤ m < n,
1 ≤ l1 < l2 < · · · < lk ≤ n, and 1 ≤ u1 < u2 < · · · < um ≤ n.
This shows (7.3) and then we accomplish the proof of Theorem 7.2.
7.4. Correspondence to the monomial realizations. Let us present the affirmative answer to the
conjecture for type Cn in this subsection. First, we see the monomial realization of B(Λ1) associated
with the cyclic oder · · · (12 · · ·n)(12 · · ·n) · · · , which means that the sign p0 = (pi,j) is given by
pi,j = 1 if i < j and pi,j = 0 if i > j. The crystal B(Λ1) is described as follows: We abuse the
notation B(Λ1) := {vi, vi|1 ≤ i ≤ n} if there is no confusion. Then the actions of e˜i and f˜i are defined
as f˜i = fi and e˜i = ei in (3.2) and (3.3). To describe the monomial realizations, we write down the
monomials Ai,m associated with p0:
(7.47) Ai,m =

c
(m)
1 c
(m)
2
−1
c
(m+1)
1 , for i = 1,
c
(m)
i c
(m)
i+1
−1
c
(m+1)
i−1
−1
c
(m+1)
i , for 1 < i ≤ n− 1,
c
(m)
n c
(m+1)
n−1
−2
c
(m+1)
n for i = n.
Here the monomial realization of B(Λ1) is described explicitly:
(7.48) B(c
(k)
1 )(
∼= B(Λ1)) =
{
c
(k)
j
c
(k+1)
j−1
= m
(k)
1 (vj),
c
(k+n−j+1)
j−1
c
(k+n−j+1)
j
= m
(k)
1 (vj) | 1 ≤ j ≤ n
}
,
where m
(k)
i : B(Λi) →֒ Y(p) (uΛi 7→ c
(k)
i ) is the embedding of crystal as in Sect.5 and we understand
c
(k)
0 = 1. Now, Theorem 7.1 claims the following:
Theorem 7.13. We obtain ∆w0Λn,snΛn(Θ
−
i0
(c)) = m
(n)
n (uΛn) = c
(n)
n and
∆w0Λk,skΛk(Θ
−
i0
(c)) =
n∑
j=1
m
(k)
1 (vj) +
n∑
j=k+1
m
(k)
1 (vj), (k = 1, 2 · · · , n− 1)(7.49)
∆w0skΛk,Λk(Θ
−
i0
(c)) =
k∑
j=1
m
(k−n)
1 (vj), (k = 1, 2, · · · , n− 1).(7.50)
To mention the result for ∆w0snΛn,Λn(Θ
−
i0
(c)), we define the following set of monomials:
(7.51) B :=
C(1)u1 C(2)u2 · · ·C(m)um C
(l1−1)
l1
· C
(l2−2)
l2
· · ·C
(lk−k)
lk
0 ≤ m ≤ n, k +m = n,
1 ≤ l1 < l2 < · · · < lk ≤ n,
1 ≤ u1 < u2 < · · · < um ≤ n,
la = ub ⇒ la ≥ a+ b

where C
(j)
i =
c
(n−j)
i
c
(n−j+1)
i−1
, C
(j)
i =
c
(n−j)
i−1
c
(n−j)
i
as above. Note that if k = 0 (resp. m = 0) for an element in B,
then it is just c
(0)
n (resp.
1
c
(n)
n
). We find the following fact:
Proposition 7.14. Let m
(0)
n : B(Λn)→ Y(p) be the embedding of crystals such that m
(0)
n (uΛn) = c
(0)
n .
Then, we obtain Im(m
(0)
n ) = B and then B(c
(0)
n ) = B.
Proof. The map m
(0)
n is described explicitly:
(7.52) m(0)n ([u1, · · · , um, lk, lk−1, · · · , l1]) = C
(1)
u1
C(2)u2 · · ·C
(m)
um
C
(l1−1)
l1
· C
(l2−2)
l2
· · ·C
(lk−k)
lk
,
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where [u1, · · · , um, lk, lk−1, · · · , l1] is an element in B(Λn) (see (3.5)), which satisfies
u1 < u2 · · · < um ≤ n < lk < lk−1 < · · · < l1.
Note that m
(0)
n ([1, 2, · · · , n]) = c
(0)
n and m
(0)
n ([n, n− 1, · · · , 2, 1]) = 1
c
(n)
n
, which are the highest weight
vector and the lowest weight vector in B(c
(0)
n ) respectively. So, it suffices to see the compatibility
e˜i ◦m
(0)
n = m
(0)
n ◦ e˜i and f˜i ◦m
(0)
n = m
(0)
n ◦ f˜i. To see these, we find the parts including c
(j)
i
±
. Indeed,
C
(j)
i , C
(j)
i+1, C
(j)
i and C
(j)
i+1 include c
(n−j)
i , c
(n−j+1)
i
−1
, c
(n−j)
i
−1
and c
(n−j)
i respectively. There can be
16 = 24 cases according that each of the 4parts exists or not, which correspond to the vectors in B(Λn)
including i, i+1, i+ 1 and i. For example, if we consider v = [· · · , i, · · · , ] , that is, if v includes only i
not i+1, i+ 1, i, then we have m
(0)
n (v) includes the part C
(k)
i where the entry i in v is the k-th entry.
In this case, m
(0)
n (v) has c
(n−k)
i and then ϕi(m
(0)
n (v)) = 1 and εi(m
(0)
n (v)) = 0. Then, applying f˜i on
m
(0)
n (v), we have f˜i(m
(0)
n (v)) = m
(0)
n (v) ·A
−1
i,n−k. Here we find
(7.53) C
(k)
i · A
−1
i,n−k =

c
(n−k)
1 ·
c
(n−k)
2
c
(n−k)
1 c
(n−k+1)
1
=
c
(n−k)
2
c
(n−k+1)
1
= C
(k)
2 , for i = 1,
c
(n−k)
i
c
(n−k+1)
i−1
·
c
(n−k)
i+1 c
(n−k+1)
i−1
c
(n−k)
i c
(n−k+1)
i
=
c
(n−k)
i+1
c
(n−k+1)
i
= C
(k)
i+1 for 1 < i < n,
c
(n−k)
n
c
(n−k+1)
n−1
·
c
(n−k+1)
n−1
2
c
(n−k)
n c
(n−k+1)
n
=
c
(n−k+1)
n−1
c
(n−k+1)
n
= C
(k−1)
n for i = n.
These correspond to
f˜i(v) =

[2, · · · ] for i = 1,
[· · · , i+ 1, · · · ] for 1 < i < n,
[· · · , n, · · · ] for i = n.
Then, in this case we obtain f˜i(m
(0)
n (v)) = m
(0)
n (f˜i(v)).
Next, we consider v = [· · · , i, · · · , ] , that is, if v includes only i not i, i + 1, i+ 1, then we have
m
(0)
n (v) includes the part C
(k)
i where the entry i in v is the i − k-th entry from the bottom. In
this case, m
(0)
n (v) has c
(n−k)
i
−1
and then εi(m
(0)
n (v)) = 1. Then, applying e˜i on m
(0)
n (v), we have
e˜i(m
(0)
n (v)) = m
(0)
n (v) ·Ai,n−k−1. Here we find
(7.54) C
(k)
i ·Ai,n−k−1 =

c
(n−k)
1
−1
·
c
(n−k−1)
1 c
(n−k)
1
c
(n−k−1)
2
=
c
(n−k−1)
1
c
(n−k−1)
2
= C
(k+1)
2 , for i = 1,
c
(n−k)
i−1
c
(n−k)
i
·
c
(n−k−1)
i c
(n−k)
i
c
(n−k−1)
i+1 c
(n−k)
i−1
=
c
(n−k−1)
i
c
(n−k−1)
i+1
= C
(k+1)
i+1 for 1 < i < n,
c
(n−k)
n−1
c
(n−k)
n
·
c
(n−k−1)
n c
(n−k)
n
c
(n−k)
n−1
2 =
c
(n−k−1)
n
c
(n−k)
n−1
= C(k+1)n for i = n.
These correspond to
e˜i(v) =

[· · · , 2] for i = 1,
[· · · , i+ 1, · · · ] for 1 < i < n,
[· · · , n, · · · ] for i = n.
Then, in this case we obtain e˜i(m
(0)
n (v)) = m
(0)
n (e˜i(v)). As for other cases, we can discuss similarly
and obtain e˜i(m
(0)
n (v)) = m
(0)
n (e˜i(v)) and f˜i(m
(0)
n (v)) = m
(0)
n (f˜i(v)).
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Finally, we shall show
Proposition 7.15. Let B˜ be the set of monomials:
(7.55) B˜ :=
C(1)u1 C(2)u2 · · ·C(m)um C(l1−1)l1 · C(l2−2)l2 · · ·C(lk−k)lk
0 ≤ m ≤ n, k +m = n,
1 ≤ l1 < l2 < · · · < lk ≤ n,
1 ≤ u1 < u2 < · · · < um ≤ n.

Then, we get B = B˜.
Here, note that the difference between B and B˜ is the condition “la = ub ⇒ la ≥ a+ b”. Thus, the
inclusion B ⊂ B˜ is trivial.
To show Proposition 7.15, we see the following: Let B be the set
(7.56) B :=
{
[j1, · · · , jn] 1 ≤ j1 < · · · < jk ≤ 1.
}
.
Then, it follows from (3.5) that B(Λn) ⊂ B. We extend the map m
(0)
n to the map on B, say also m
(0)
n .
So, for v = [u1, · · · , um, lk, lk−1, · · · , l1] ∈ B, we have the monomial
(7.57) m(0)n ([u1, · · · , um, lk, lk−1, · · · , l1]) = C
(1)
u1
C(2)u2 · · ·C
(m)
um
C
(l1−1)
l1
· C
(l2−2)
l2
· · ·C
(lk−k)
lk
,
which appears in the summation (7.46) and may not necessarily belong to B. But, indeed, we can
show that it belongs to B, which means that the conjecture is positive for this case.
For v = [u1, u2, · · · , l2, l1] ∈ B, if ua = i = lb and a+ b ≤ i, then we say the pair (ua, lb) in v is in
i-configuration or simply, v is in i-configuration. Thus, if v ∈ B is in i-configuration for any i, then
v ∈ B(Λn). For this v, let (j : k) = j, j+1, · · · , k−1, k (resp. (s : t) = s, s− 1, · · · , t) be a consecutive
subsequence of u1, · · · , um (resp. lk, lk−1, · · · , l1), which is also called a segment of v.
Lemma 7.16. For v = [u1, u2, · · · , l2, l1] ∈ B, suppose that there exist a, b such that ua = j = lb and
v is not in j-configuration.
(i) For v = (· · · (j : m) · · · (k : j) · · · ) we have n > m+k−j, where (j : m) and (k, j) are segments
of v.
(ii) We assume that a is the smallest among the elements satisfying ua = lb = j and a+ b > j for
some b. Then we have a+ b = j + 1.
Proof. (i) Since v is not in j-configuration, we have a + b > j. If uc = m and ld = k, c + d ≤ n.
We know that c− a = m− j and d− b = k − j, which mean that
n ≥ c+ d = (a+m− j) + (b + k − j) > m+ k − j.
(ii) If there is no c, d such that uc = ld, c < a and d < b. Then we have (a− 1) + (b− 1) ≤ j − 1 and
then a+ b ≤ j+1. Since v is not in j-configuration, we obtain a+ b = j+1. If there are c, d such that
c < a, d < b, uc = i = ld, i < j and v is in i-configuration. We may assume that c, d are the nearest to
a, b, that is, there is no pair (k, k) in v such that i < k < j. Indeed, if there is such a pair (k, k) with
i < k < j and v is in k-configuration, then we may replace i with k. Unless v is in k-configuration, it
contradicts the minimality of a, b. The last assumption means (a− c) + (b− d) ≤ j − i+1. Since v is
in i-configuration, we have c+ d ≤ i. Then we get a+ b ≤ j + 1. Thus, by the assumption v is not in
j-configuration, we have a+ b > j and then we obtain a+ b = j + 1.
Definition 7.17. (i) If a pair (ua, lb) = (i, i) in v satisfies a+ b = i+ 1, we call such a pair is in
(+1)-configuration.
(ii) We define the set as follows:
(7.58) B∗ :=
{
v = [u1, · · · , um, lk, · · · , l1] v satisfies the conditions (A1)-(A6) below.
}
(A1) 0 ≤ m ≤ n, k +m = n.
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(A2) There exists x ∈ {0, 1, · · · ,m} such that 1 ≤ u1 < · · · < ux, ux+1 < · · · < um ≤ n and
there exists y ∈ {0, 1, · · · , k} such that 1 ≤ l1 < · · · < ly, ly+1 < · · · < lk ≤ n, and x, y
satisfy the following (A3)-(A6).
(A3) If there exist p ∈ {1, · · · , x} and q ∈ {1, · · · , y} such that up = lq, then p+ q ≤ up.
(A4) If ux ≥ ux+1, then there exists z ∈ {1, · · · , y} such that lz = ux and x + z ≤ ux, and
there exists w ∈ {1, 2, · · · , z} such that lw = ux+1, {lz, lz+1, · · · , lw} is consecutive and
(x+ 1) + w = ux+1 + 1, namely, the pair (ux+1, lw) is in (+1)-configuration.
(A5) If ly ≥ ly+1, then there exists z′ ∈ {1, · · · , x} such that uz′ = ly and y + z′ ≤ ly, and
there exists w′ ∈ {1, 2, · · · , z′} such that uw′ = ly+1, {uz′, uz′+1, · · · , uw′} is consecutive
and w′ + (y + 1) = ly+1 + 1, namely, the pair (uw′ , ly+1) is in (+1)-configuration.
(A6) If ux ≥ ux+1 and ly ≥ ly+1, then ux = ly.
By the definition, it is evident B ⊂ B∗. For an element v = [u1, · · · , um, lk, · · · , l1] ∈ B
∗, we define
its level l(v) as follows:
(7.59)
l(v) =
{
min(a+ b− 1|ua = lb and a+ b = ua + 1) if there exist a, b such that ua = lb, a+ b = ua + 1,
n otherwise.
The following lemma is obtained from Lemma 7.16 and the definition of the level.
Lemma 7.18. (i) Assume that for v ∈ B∗ there exist x (resp. y) such that ux ≥ ux+1 (resp.
ly ≥ ly+1) and there is no y (resp. x) such that ly ≥ ly+1 (resp. ux ≥ ux+1). Then we have
l(v) = ux+1 (resp. l(v) = ly+1).
(ii) Assume that for v ∈ B∗ there exist x, y such that ux ≥ ux+1 and ly ≥ ly+1. Then we have
l(v) = min(ux+1, ly+1).
(iii) For an element v in B∗, v ∈ B(Λn) if and only if l(v) = n.
Proof. The statements (i) and (ii) are evident from the definition of B∗. Let us show (iii). Write
v = [u1, · · · , uk, lm, · · · , l1]. If v ∈ B(Λn), then any (i, i)-pair in v is in i-configuration, which means
that l(v) = n. Conversely, assume that v 6∈ B(Λn). Consider the case that for v there exists x as in the
condition (A4) above. In this case, there exists z such that ux+1 = lz and (x+1)+z = ux+1+1, which
implies l(v) ≤ ux+1 < n. The case that there exists y satisfying the condition (A5) is treated by the
similar way. Now, assume that there are no x, y satisfying the conditions (A4) and (A5) respectively.
In this case, v is an element in B. It follows from Lemma 7.16 that there are a, b such that ua = lb
and a+ b = ua + 1. This shows that l(v) ≤ ua < n since (n, n)-pair is always in n-configuration.
Definition 7.19. Define the transformation τi (i = 1, 2, · · · , n− 1) on B∗ as follows:
(i) For v = [u1, · · · , um, lm′ , lm′−1, · · · , l1], find i which is the smallest such that ua = i = lb for
some a, b and a + b = i + 1. If it does not exist, then τi is nothing but the identity. Indeed,
In this case by Lemma 7.18 v ∈ B(Λn). Consider the case that such a exists. Then let (i : j)
and (k : i) be the segments in v including i, i and j, k are the largest ones.
(ii) Suppose there are no x, y satisfying the condition (A4) and (A5) respectively, that is, v ∈ B.
Let (j1 : j2) (resp. (k2 : k1)) be the right-next (resp. left-next)segments to (i : j) (resp.
(k : i)), that is, v = (· · · (i : j)(j1 : j2) · · · (k2 : k1) (k : i) · · · ). Let
τi : v 7→ (· · · (k + 1 : k + j − i+ 1)(j1 : j2) · · · (k2 : k1) (k + j − i+ 1 : j + 1) · · · ).
If j 6= i, then τj is the identity.
(iii) Suppose that there is x (resp. y)satisfying (A4) (resp. (A5)) and no y (resp. x)satisfying
(A5) (resp. (A4)). In this case, it follows from the above argument that set i = ux+1 (resp.
i = ly+1) and then τi is defined as same as the previous one and τj is identity for j 6= i.
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(iv) Suppose that there are x and y satisfying (A4) and (A5) respectively and w and w′ are as
in (A4) and (A5) respectively, namely, ux+1 = lz and x + w = ua, and uw′ = ly+1 and
w′ + y = ly+1. If ux+1 6= ly+1, then set i = min(ux+1, ly+1) and τi is defined as the previous
one. If ux+1 = ly+1(= i), then τi is the composition of the previous τux+1 and τly+1 , that is,
τi := τly+1 ◦ τux+1 . If j 6= i, set τj = id.
We obtain the following lemma:
Lemma 7.20. (i) The transformation τi defined above is well-defined, that is, τi(B∗) ⊂ B∗ for
any i.
(ii) If τi 6= id, then we have l(τi(v)) > l(v) for any v ∈ B∗.
Proof. First let us see the case (ii) in Definition 7.19. In this case, we have
τi(v) = (· · · (k + 1 : k + j − i+ 1)(j1 : j2) · · · (k2 : k1) (k + j − i+ 1 : j + 1) · · · ).
In this formula, if k + j − i + 1 < min(j1, k1), τi(v) ∈ B ⊂ B∗. We can see that the level of τi(v) is
equal to j1 and it is greater than i, which implies l(τi(v)) > l(v). Consider the case j1 ≤ k+ j− i+1,
which corresponds to the condition (A4) in Definition 7.17. By the definition of the segment we know
that j1 > j + 1. Thus, we have j1 ∈ (k + j − i+ 1 : j + 1), which means there is the pair (j1, j1)’s in
τi(v). Let us see that this pair is in (+1)-configuration. Set τi(v) := [u
′
1, · · · , u
′
k, l
′
m, · · · , l
′
1]. And let
u′a = k+1, u
′
b = j1, l
′
c = j + 1 and l
′
d = j1. Thus, we have b−a = (k+j− i+1)−(k+1)+1 = j− i+1
and d− c = j1 − (j + 1). Here note that ua = i and lc = i in v, which means a+ c = i+ 1. Thus, we
get
b+ d = a+ (j − i+ 1) + c+ (j1 − j − 1) = a+ c+ j1 − i = j1 + 1.
We can easily see that any pair (i, i) in the parts (u′1, · · · , k + j − i+ 1) and (k + j − i+ 1, · · · , l
′
c) is
in i-configuration. Then, τi(v) is in B∗. As for the level of τi(v), we can show as the previous case.
The case k1 ≤ k + j − i+ 1 is shown similarly, which corresponds to the condition (A5) in Definition
7.17.
Next, let us see (iii) in Definition 7.19. Suppose that there is x such that ux ≥ ux+1 and there
is no y such that ly ≥ ly+1. Let w be the number such that ux+1 = lw and x + w = ux+1. Set
i := ux ≥ ux+1 =: j = lw and let (j : A) (resp. (B : j)) be the segment including j = ux+1 (resp.
j = lw) and A = uz (resp. B = lz′), that is,
v = [· · · i, (j : A), A′, · · · , B
′
, (B : j) · · · ]
Note that there is i between B and j. Then, we obtain
(7.60) τj(v) = [· · · i, (B + 1 : A+B − j + 1), A
′, · · · , B
′
, (A+B − j + 1 : A+ 1) · · · ]
Here i < B + 1 and there are the following two cases:
(1) A+B − j + 1 < A′, B′. (2) A+B − j + 1 ≥ min(A′, B′).
In the first case, we do not need to consider the conditions (A4)–(A6) and then τj(v) ∈ B ⊂ B
∗. Let
us see the case (2). By the similar argument to the above cases (ii) and (iii), we know that τj(v) ∈ B∗
and l(τj(v)) ≥ min(A′, B′) > j ≥ l(v). We can also check the case that there is y such that ly ≥ ly+1
and there is no x such that ux ≥ ux+1.
Finally, let us see (iv) in Definition 7.19. Let x, y be numbers satisfying ux ≥ ux+1 and ly ≥ ly+1
and set i := ux = ly, j := ux+1, k := ly+1. Note that i ≥ j, k. By the condition (A6), there exist r, s
such that ur = k, ls = j, (x+1)+ s = j+1 and (y+1)+ r = k+1. Note that l(v) = min(j, k). Now,
v is in the form:
v = [· · · (k : i), (j : A), B, · · ·C, (D : k), (i : j) · · · ]
where (j : A) (resp. (D : k)) is the segment including j (resp. k), A < B + 1 and C + 1 > D. We
consider the following three cases: (1) j < k. (2) j > k. (3) j = k.
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The cases (1) and (2) are treated in the similar manner to the above cases. Thus, we see the case (3).
In this case, τj is defined as the last one in Definition 7.19 (iv). So, we have
τj(v) = τly+1 ◦ τux+1(v)(7.61)
= τly+1([· · · , (j : i)(i+ 1 : A+ i− j + 1), (B : E), F, · · · , C, (D : j), (A+ i− j + 1 : j + 1), · · · ])
=
{
[· · · (D + 1 : G), (B : E), F, · · · , C, (G : A+ 1), · · · ] if A+ i− j 6= B,
[· · · (D + 1 : H), F, · · · , C, (H : E + 1), · · · ] if A+ i− j = B,
where G = A+ i− 2j +D+ 1 and H = E +D− j + 1. Here, we can easily see that τj(v) is in B∗ by
the similar way to the previous cases. By the formula (7.61) we also know that
l(v) ≤ j(= ux+1) < min(B,C, F ) ≤ l(τj(v)).
Now, we completed proving the lemma 7.20.
Example 7.21. For n = 10 and v = [1235665 3 2 1] ∈ B, we have
[1235665 3 2 1]
τ1−→[4565665 6 5 4]
τ5−→[4567865 8 7 4]
τ5−→[4787887 8 7 4]
τ7−→[4789 10 109 8 7 4] ∈ B(Λn).
Proposition 7.22. For any element v ∈ B∗, there exists a sequence of indices i1, · · · , ik such that
τi1 ◦ · · · ◦ τik(v) ∈ B(Λn).
Proof. It follows from Lemma 7.20(ii) that for any v ∈ B∗ \ B(Λn), there exists j such that
l(v) < l(τj(v)). This fact means that there exists i1, · · · , ik such that
l(τi1 ◦ · · · ◦ τik(v)) = n,
which is equivalent to τi1 ◦ · · · ◦ τik(v) ∈ B(Λn) by Lemma 7.18.
Next lemma is the key for the relations to the monomial realization.
Lemma 7.23. For any v ∈ B∗ and any i ∈ I, we have m
(0)
n (τi(v)) = m
(0)
n (v).
Proof. If τi = id, there is nothing to show. So, we consider an element in B∗ \ B(Λn). For
v = [u1, · · · , um, lm, · · · , l1] ∈ B∗ \B(Λn), set ua = i = lb, a+ b = i+ 1 and let (i : j) (resp. ((k : i)))
be a segment including i (resp. i), that is, v = [· · · , (i : j) · · · , (k : i) · · · ]. Let
P := (C
(a)
i C
(a+1)
i+1 · · ·C
(j−i+a)
j ) · (C
(b−i,)
k C
(b−i)
k−1 · · ·C
(i−b)
i ) =
c
(n−j+i−a)
j
c
(n−a+1)
k
be the part of the monomial m
(0)
n (v) related to the segments (i : j) and (k : i). Note that for the last
equality we use a+ b = i+ 1. For the element
τi(v) = [· · · (k + 1 : k + j − i+ 1) · · · (k + j − i+ 1 : j + 1) · · · ],
we also get the part of m
(0)
n (τi(v)):
Q = (C
(a)
k+1C
(a+1)
k+2 · · ·C
(j−i+a)
k+j−i+1) · (C
(j−b+1,)
k+j−i+1C
(j−b+1)
k+j−i · · ·C
(j−b+1)
j+1 ) =
c
(n−j+i−a)
j )
c
(n−a+1)
k
,
which shows P = Q and then m
(0)
n (v) = m
(0)
n (τi(v)).
Here, let us see that
Lemma 7.24. For any v ∈ B∗ there exists a unique element v′ ∈ B(Λn) which is obtained by applying
τj’s to v.
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Proof. For v ∈ B∗ \B(Λn), suppose that there exist i1, · · · , ir and j1, · · · , js such that
v1 := τi1 · · · τir (v) 6= τj1 · · · τjs(v) =: v2,
and v1, v2 ∈ B(Λn). By Lemma 7.23 we know that
(7.62) m(0)n (v1) = m
(0)
n (v) = m
(0)
n (v2).
In the meanwhile, the restricted map m
(0)
n |B(Λn) is bijective. Thus, it follows from (7.62) that v1 = v2,
which contradicts the assumption v1 6= v2.
Indeed, in the example above, the second step and the third step can be exchanged. But, the result
turns out to be the same.
For v ∈ B∗, we showed that there exists a unique element v′ ∈ B(Λn) obtained by applying τi’s. Let
us denote v′ by Rect(v) and call it the rectification of v. Indeed, we know that Rect(B∗) = Rect(B) =
B(Λn).
Proof of Proposition 7.15. We have m
(0)
n (B) = B˜ and we know that Rect(B) = B(Λn) and
m
(0)
n (Rect(v)) = m
(0)
n (v) for any v ∈ B. Therefore, we obtain
B˜ = m(0)n (B) = m
(0)
n (Rect(B)) = m
(0)
n (B(Λn)) = B.
Hence, owing to Theorem 7.2 (ii) and Proposition 7.15 one gets the following result:
Theorem 7.25. For b ∈ B(Λn) let n(b) be the multiplicity of b defined as n(b) := ♯{v ∈ B|Rect(v) =
b}. Then, we have
(7.63) ∆w0snΛn,Λn(Θ
−
i0
(c)) =
∑
b∈B(Λn)\{uΛn}
n(b) ·m(0)n (b),
where uΛn = [1, 2, · · · , n− 1, n] is the highest weight vector.
Thus, we know that Conjecture 6.8 is affirmative for type Cn and the sequence i0 = (12 · · ·n)n.
8. Explicit form of fB(tΘ
−
i0
(c)) for Bn
8.1. Main theorems. In case of type Bn fix the sequence i0 = (12 · · ·n)
n.
Theorem 8.1. For k = 1, · · · , n and c = (c
(i)
j )1≤,i,j≤n = (c
(1)
1 , c
(1)
2 , · · · , c
(n)
n−1, c
(n)
n ) ∈ (C×)n
2
, we have
∆w0Λk,skΛk(Θ
−
i0
(c))
= c
(k)
1 +
c
(k)
2
c
(k+1)
1
+ · · ·+
c
(k)
n−1
c
(k+1)
n−2
+
c
(k)
n
2
c
(k+1)
n−1
+ 2
c
(k)
n
c
(k+1)
n
+
c
(k+1)
n−1
c
(k+1)
n
2 +
c
(k+2)
n−2
c
(k+2)
n−1
+ · · ·+
c
(n)
k
c
(n)
k+1
,
where note that ∆w0Λn,snΛn(Θ
−
i0
(c)) = c
(n)
n .
Theorem 8.2. Let k be an index running over {1, 2, · · · , n− 1} and c be as in the previous theorem.
Then we have
∆w0skΛk,Λk(Θ
−
i0
(c)) =
1
c
(k)
1
+
k−1∑
j=1
c
(j)
k−j
c
(j)
k−j+1
.(8.1)
The case k = n will be presented in 8.5. We shall prove the above theorems in 8.2 and 8.3.
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8.2. Proof of Theorem 8.1. Considering similarly to type Cn as in 7.2, we can write
xi(c) := α
∨
i (c
−1)xi(c) =
{
c−hi(1 + c · ei) i 6= n,
c−hn(1 + c · en +
c2
2 e
2
n) i = n,
yi(c) := yi(c)α
∨
i (c
−1) =
{
(1 + c · fi)c−hi i 6= n,
(1 + c · fn +
c2
2 f
2
n)c
−hn i = n,
since f2i = e
2
i = 0 (i 6= n) and e
3
n = f
3
n = 0 on the vector representation V (Λ1). We also have
ω(y i(a)) = α
∨
i (a
−1)xi(a) = xi(a) and define
iΞ
(p)
j =
iΞ
(p)
j (c
(p)) and iΞ
(p)
j =
iΞ
(p)
j (c
(p)) for p, j ∈ I by
X(p)X(p−1) · · ·X(1)vi =
n∑
j=0
iΞ
(p)
j vj +
n∑
j=1
iΞ
(p)
j
vj ∈ V (Λ1) (i = 0, 1, · · · , n),
X(p)X(p−1) · · ·X(1)vi =
n∑
j=0
iΞ
(p)
j vj +
n∑
j=1
iΞ
(p)
j
vj ∈ V (Λ1) (i = 1, 2, · · · , n),
where c(p) = (c
(1)
1 , c
(1)
2 , · · · , c
(p)
n−1, c
(p)
n ) and X(p) = xn(c
(p)
n )xn−1(c
(p)
n−1) · · ·x1(c
(p)
1 ).
By (6.3) and ω(Θi0(c)) = X
(n) · · ·X(1), same as (7.4) we have
∆w0Λi,siΛi(Θi(c)) = 〈si · uΛi , X
(n) · · ·X(1)vΛi〉.
To describe iΞ
(p)
j explicitly let us use the segments as in Sect.7.
For m ∈M =M1⊔· · ·⊔MS ∈M
(p)
k , define n(m) := n−j+1 if m ∈Mj . For M =M1⊔· · ·⊔MS ∈
M
(p)
k , write M1 = {2, 3, · · · , a}. For i − 1 ≤ i2 ≤ i3 ≤ · · · ≤ ia ≤ n and for 1 ≤ b < c ≤ a and
i ≤ j2 ≤ · · · ≤ jb ≤ n, define the monomials in (c
(i)
j )1≤i,j≤n by
CMi2,i3,··· ,ia :=
(
c
(1+ǫi2 )
i2+1−2ǫi2
)1+ǫi2+1
· · ·
(
c
(a+ǫia−1)
ia+1−2ǫia
)1+ǫia+1
c
(2)
i2
1+ǫi2
· · · c
(a)
ia
1+ǫia
, DM :=
∏
m∈M\M1
c
(m)
n(m)−1
c
(m)
n(m)
,(8.2)
C˜Mj2,j3,··· ,jb;b,c :=
c
(1)
j2
1+ǫj2
· · · c
(b−1)
jb
1+ǫjb
c
(b)
n c
(c+1)
n−1 · · · c
(a)
n−1
c
(2)
j2−1
· · · c
(b)
jb−1
c
(c)
n c
(c+1)
n
2
· · · c
(a)
n
2 .(8.3)
where ǫi = δi,n and C
M
i2,i3,··· ,ia = 1 (resp. D
M = 1) if M1 = ∅ (resp. M \M1 = ∅). Note that in
(8.3) if b = 1 (resp. c = a), then c
(1)
j2
1+ǫj2
· · · c
(b−1)
jb
1+ǫjb
= c
(2)
j2−1
· · · c
(b)
jb−1
= 1 (resp. c
(c+1)
n−1 · · · c
(a)
n−1 =
c
(c+1)
n
2
· · · c
(a)
n
2
= 1).
Proposition 8.3. In the setting above, we have
iΞ
(p)
k
= c
(1)
i−1
−1 ∑
i≤i2≤···≤ip≤k
(c
(2)
i2−1
· · · c
(p)
ip−1
)−1(c
(1)
i2
1+ǫi2
c
(2)
i3
1+ǫi3
· · · c
(p−1)
ip
1+ǫip
c
(p)
k
1+ǫk
).(8.4)
iΞ
(p)
0 = c
(1)
i−1
−1
p∑
q=1
∑
i≤i2≤···≤iq≤n
(c
(2)
i2−1
· · · c
(q)
iq−1
)−1(c
(1)
i2
1+ǫi2
c
(2)
i3
1+ǫi3
· · · c
(q−1)
iq
1+ǫiq
c(q)n ),(8.5)
iΞ
(p)
k = c
(1)
i−1
−1
∑
(A)
CMi2,i3,··· ,ia ·D
M + 2
∑
(B)
C˜Mj2,··· ,jb;b,c ·D
M
(8.6)
where c
(1)
0 = 1 and the conditions (A) and (B) are as follows:
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(A) i− 1 ≤ i2 ≤ · · · ≤ ia ≤ n, M =M1 ⊔ · · · ⊔MS ∈M
(p)
k , M1 = {2, · · · , a}.
(B) i ≤ j2 ≤ · · · ≤ jb ≤ n, M =M1 ⊔ · · · ⊔MS ∈M
(p)
k , M1 = {2, · · · , a} 6= ∅, 1 ≤ b < c ≤ a.
Proof. Set X := xn(cn) · · ·x1(c1). Calculating directly we have the formula:
Xvi =
{
c−11 v1 if i = 1,
ci−1c
−1
i vi + vi−1 if i = 2, · · · , n,
(8.7)
Xv0 = v0 + 2c
−1
n vn,(8.8)
Xvi = c
−1
i−1(civi + ci+1vi+1 + · · ·+ c
2
nvn + cnv0 + vn),(8.9)
where we understand c0 = 1. Using these, we get for i = 1, 2, · · · , n,
iΞ
(p)
k
=
k∑
j=i
iΞ
(p−1)
j
c
(p)
k
1+ǫk
c
(p)
j−1
, (k = 1, · · · , n),(8.10)
iΞ
(p)
k =
iΞ
(p−1)
k+1 +
iΞ
(p−1)
k
c
(p)
k−1
c
(p)
k
, (k = 1 · · · , n− 1),(8.11)
iΞ
(p)
0 =
n∑
j=i
iΞ
(p−1)
j
c
(p)
n
c
(p)
j−1
+ iΞ
(p−1)
0 ,(8.12)
iΞ(p)n =
n∑
j=i
iΞ
(p−1)
j
c
(p)
j−1
−1
+ 2iΞ
(p−1)
0 c
(p)
n
−1
+ iΞ(p−1)n
c
(p)
n−1
c
(p)
n
2 .(8.13)
Indeed, the formulae (8.4) and (8.5) are easily shown by the induction on p using the formulae (8.10)
and (8.12).
To obtain (8.6) we see the segments of elements in M
(p)
k , M
(p−1)
k+1 and M
(p−1)
k as the case Cn and
apply the recursions (8.11) and (8.13) to the induction hypothesis. Arguing similarly to the previous
case, we obtain the desired results.
Thus, for example, we have
∆w0Λ1,s1Λ1 =
1Ξ
(n)
2 =
n−1∑
j=1
c
(1)
j
c
(2)
j−1
+
c
(1)
n
2
c
(2)
n−1
+ 2
c
(1)
n
c
(2)
n
+
c
(2)
n−1
c
(2)
n
2 +
n∑
j=3
c
(j)
n−j+1
c
(j)
n−j+2
.
The following is the same as Lemma 7.6.
Lemma 8.4. For k = 1, · · · , n− 1 we define the matrix Wk by
(8.14) Wk :=

1Ξ
(n)
k+1
1Ξ
(n)
k−1 · · ·
1Ξ
(n)
2
1Ξ
(n)
1
2Ξ
(n)
k+1
2Ξ
(n)
k−1 · · ·
2Ξ
(n)
2
2Ξ
(n)
1
...
... · · ·
...
...
kΞ
(n)
k+1
kΞ
(n)
k−1 · · ·
kΞ
(n)
2
kΞ
(n)
1
 .
Then we have ∆w0Λk,skΛk(Θ
−
i0
(c)) = detWk.
The last column of the matrix Wk is just
t(1Ξ
(n)
1 , · · · ,
kΞ
(n)
1 ) =
t(1, c
(1)
1
−1
, c
(1)
2
−1
, · · · , c
(1)
k−1
−1
).
Then, applying the elementary transformations on Wk by (i-th row) −
c
(1)
i
c
(1)
i−1
×(i + 1-th row) for i =
1, · · · , k − 1, in the transformed matrix W˜k its (i, j)-entry is as follows:
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Lemma 8.5. For c = (c
(l)
k )1≤,k,l≤n we set c
(l) := (c
(l)
1 , · · · , c
(l)
n ) and c[a:b] := (c(a), c(a+1), · · · , c(b))
(a ≤ b). For i = 1, · · · , k − 1 the (i, j)-entry (W˜k)i,j is:
(8.15) (W˜k)i,j =

iΞ
(n−1)
k+1 (c
[2:n]) if j = 1,
iΞ
(n−1)
k−j+1(c
[2:n]) if 1 < j < k,
0 if j = k,
Note that by definition we have c = c[1:n].
Proof. The proof is similar to the one for Lemma 7.7. Indeed, for type Bn we also get the same
formula as (7.15):
iΞ
(n)
j (c)−
c
(1)
i
c
(1)
i−1
i+1Ξ
(n)
j (c) =
c
(1)
i
c
(1)
i−1
iΞ
(n−1)
j (c
[2,n]).
Then, this shows the lemma.
Applying the above elementary transformations to the matrix Wk, we find
detWk =
1Ξ
(n−k+1)
k+1 (c
[k:n]).
Thus, it follows from (8.6) that
∆w0Λk,skΛk(Θ
−
i
(c)) = 1Ξ
(n−k+1)
k+1 (c
[k:n])(8.16)
= c
(k)
1 +
c
(k)
2
c
(k+1)
1
+ · · ·+
c
(k)
n−1
c
(k+1)
n−2
+
c
(k+1)
n
2
c
(k+1)
n−1
+ 2
c
(k)
n
c
(k+1)
n
+
c
(k+1)
n−1
c
(k+1)
n
2 +
c
(k+2)
n−2
c
(k+2)
n−1
+ · · ·+
c
(n)
k
c
(n)
k+1
.
The case k = n is easily obtained by the formula in [5, (4.18)]:
(8.17) ∆w0Λn,skΛn(Θ
−
i0
(c)) = c(n)n .
Now, the proof of Theorem 8.1 has been accomplished.
8.3. Proof of Theorem 8.2. The proof of Theorem 8.2 is the same as that of Theorem 7.2 (ii).
Indeed, we obtain the formula (7.19) and (7.20) for type Bn. Defining the matrix Uk and Zk, same as
type Cn we have detZj = 1 (j = 1, · · · , k− 1)and detU1 = c
(k)
1
−1
. Thus, we obtain the desired result
for type Bn.
8.4. Correspondence to the monomial realizations. Except for ∆w0snΛn,Λn(Θ
−
i0
(c)) (see 8.5),
we shall see the positive answer to the conjecture for type Bn.
First, we see the monomial realization ofB(Λ1) associated with the cyclic oder · · · (12 · · ·n)(12 · · ·n) · · · ,
which means that the sign p0 = (pi,j) is given by pi,j = 1 if i < j and pi,j = 0 if i > j as in the previous
section. The crystal B(Λ1) is described as follows: We abuse the notation B(Λ1) := {vi, vi|1 ≤ i ≤
n}⊔{v0} if there is no confusion. Then the actions of e˜i and f˜i (1 ≤ i < n) are defined as f˜i = fi and
e˜i = ei in (3.6). The actions of f˜n and e˜n are given as:
(8.18) f˜nvn = v0, f˜nv0 = vn, e˜nv0 = vn, e˜nvn = v0.
To see the monomial realization B(c
(k)
1 ), we describe the monomials Ai,m explicitly:
(8.19) Ai,m =

c
(m)
1 c
(m)
2
−1
c
(m+1)
1 for i = 1,
c
(m)
i c
(m)
i+1
−1
c
(m+1)
i−1
−1
c
(m+1)
i for 1 < i < n− 1,
c
(m)
n−1c
(m)
n
−2
c
(m+1)
n−2
−1
c
(m+1)
n−1 for i = n− 1,
c
(m)
n c
(m+1)
n−1
−1
c
(m+1)
n for i = n.
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Here the monomial realization B(c
(k)
1 ) for B(Λ1) associated with p0 is described explicitly:
(8.20) B(c
(k)
1 ) =
{
c
(k)
j
ǫj
c
(k+1)
j−1
= m
(k)
1 (vj),
c
(k)
n
c
(k+1)
n
= m
(k)
1 (v0),
c
(k+n−j+1)
j−1
c
(k+n−j+1)
j
ǫj = m
(k)
1 (vj) | 1 ≤ j ≤ n
}
,
where m
(k)
i : B(Λi) →֒ Y(p) (uΛi 7→ c
(k)
i ) is the embedding of crystal as in Sect.5 and we understand
c
(k)
0 = 1. Now, Theorem 8.1 and Theorem 8.2 mean the following:
Theorem 8.6. We obtain ∆w0Λn,snΛn(Θ
−
i0
(c)) = m
(n)
n (uΛn)(= c
(n)
n ) and
∆w0Λk,skΛk(Θ
−
i0
(c)) =
n∑
j=1
m
(k)
1 (vj) + 2m
(k)
1 (v0) +
n∑
j=k+1
m
(k)
1 (vj), (k = 1, 2 · · · , n− 1)(8.21)
∆w0skΛk,Λk(Θ
−
i0
(c)) =
k∑
j=1
m
(k−n)
1 (vj), (k = 1, 2, · · · , n− 1).(8.22)
Note that the second result is derived from the fact that B(c
(k)
1 ) = B(c
(n+k)
1
−1
), which is the
connected component including c
(n+k)
1
−1
as the lowest monomial.
8.5. Triangles and ∆w0snΛn,Λn(Θ
−
i0
(c)). To state the result for ∆w0snΛn,Λn(Θ
−
i0
(c)), we need certain
preparations. The set of triangles △n is defined as follows:
(8.23) △n := {(j
(l)
k )1≤k≤l≤n|1 ≤ j
(l+1)
k ≤ j
(l)
k < j
(l+1)
k+1 ≤ n+ 1 (1 ≤ k ≤ l < n)}.
We visualize a triangle (j
(l)
k ) in △n as follows:
(j
(l)
k ) =
j
(1)
1
j
(2)
2 j
(2)
1
j
(3)
3 j
(3)
2 j
(3)
1
· · · · · · · · · · · ·
j
(n)
n j
(n)
n−1 · · · j
(n)
2 j
(n)
1
By the definition of △n, we easily obtain
Lemma 8.7. For any k ∈ {1, 2, · · · , n} there exists a unique j (1 ≤ j ≤ k + 1) such that the kth row
of a triangle (j
(l)
k ) in △n is in the following form:
(8.24) k-th row (j
(k)
k , j
(k)
k−1, · · · , j
(k)
2 , j
(k)
1 ) = (k + 1, k, k − 1, · · · , j + 1, j − 1, j − 2, · · · , 2, 1),
that is, we have j
(k)
m = m for m < j and j
(k)
m = m+ 1 for m ≥ j.
For a triangle δ = (j
(l)
k ), we list j’s as in the lemma: s(δ) := (s1, s2, · · · , sn), which we call the label
of a triangle δ. Here we have
Lemma 8.8. For δ ∈ △n let s(δ) = (s1, · · · , sn) be its label. Then, we have
(i) The label s(δ) satisfies 1 ≤ sk ≤ k + 1, and sk+1 = sk or sk + 1 for k = 1, · · · , n.
(ii) Each k-th row of a triangle δ is in one of the following I, II, III, IV:
I. sk+1 = sk + 1 and sk = sk−1.
II. sk+1 = sk and sk = sk−1.
III. sk+1 = sk + 1 and sk = sk−1 + 1.
IV. sk+1 = sk and sk = sk−1 + 1.
Here we suppose that s0 = 1 and sn+1 = sn−1 + 1, which means that the 1st row must be in
I,II or IV and the n-th row must be in I or IV.
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Now, we associate a Laurant monomial m(δ) in variables (c
(j)
i )i∈I,j∈Z with a triangle δ = (j
(l)
k ) by
the following recipe.
(i) Let s = (s1 · · · , sn) be the label of δ.
(ii) If i-th row is in the form I, then associate c
(si)
i .
(iii) If i-th row is in the form IV, then associate c
(si)
i
−1
.
(iv) If i-th row is in the form II or III, then associate 1.
(v) Take the product of all monomials as above for 1 ≤ i ≤ n, then we obtain the monomial m(δ)
associated with δ. This defines a map m : △n → Y, where Y is the set of Laurant monomials
in (c
(j)
i )i∈I,j∈Z.
Let us denote the special triangle δ = (j
(l)
k ) such that j
(l)
k = k + 1(resp. j
(l)
k = k) for any k, l by δh
(reps. δl). Then, we can present the result for type Bn.
Theorem 8.9. For the type Bn, we obtain the explicit form:
(8.25) ∆w0snΛn,Λn(Θ
−
i0
(c)) =
∑
δ∈△n\{δl}
m(δ),
where the monomial m(δ) is obtained by applying : c
(j)
i → c
(n−j+1)
i
−1
.
The proof of this theorem will be given in 8.7.
Example 8.10. The set of triangles △4 is as follows:
1
21
321
4321
1
21
321
5321
1
21
421
5321
1
31
421
5321
2
31
421
5321
2
31
421
5421
1
31
421
5421
1
21
421
5421
1
31
431
5421
2
31
431
5421
2
32
431
5421
1
31
431
5431
2
31
431
5431
2
32
431
5431
2
32
432
5431
2
32
432
5432
and their labels s(δ) are
(2, 3, 4, 5), (2, 3, 4, 4), (2, 3, 3, 4), (2, 2, 3, 4), (1, 2, 3, 4), (1, 2, 3, 3), (2, 2, 3, 3), (2, 3, 3, 3),
(2, 2, 2, 3), (1, 2, 2, 3), (1, 1, 2, 3), (2, 2, 2, 2), (1, 2, 2, 2), (1, 1, 2, 2), (1, 1, 1, 2), (1, 1, 1, 1).
Then, we have the corresponding monomials m(δ):
1
c
(5)
4
,
c
(4)
4
c
(4)
3
,
c
(3)
3
c
(3)
2 c
(4)
4
,
c
(2)
2
c
(2)
1 c
(4)
4
,
c
(1)
1
c
(4)
4
,
c
(1)
1 c
(3)
4
c
(3)
3
,
c
(2)
2 c
(3)
4
c
(2)
1 c
(3)
3
,
c
(3)
4
c
(3)
2
,
c
(2)
3
c
(2)
1 c
(3)
4
,
c
(1)
1 c
(2)
3
c
(2)
2 c
(3)
4
,
c
(1)
2
c
(3)
4
,
c
(2)
4
c
(2)
1
,
c
(1)
1 c
(2)
4
c
(2)
2
,
c
(1)
2 c
(2)
4
c
(2)
3
,
c
(1)
3
c
(2)
4
, c
(1)
4 ,
and we have the monomials m(δ):
c
(0)
4 ,
c
(1)
3
c
(1)
4
,
c
(2)
2 c
(1)
4
c
(2)
3
,
c
(3)
1 c
(1)
4
c
(3)
2
,
c
(1)
4
c
(4)
1
,
c
(2)
3
c
(4)
1 c
(2)
4
,
c
(3)
1 c
(2)
3
c
(3)
2 c
(2)
4
,
c
(2)
2
c
(2)
4
,
c
(3)
1 c
(2)
4
c
(3)
3
,
c
(3)
2 c
(2)
4
c
(4)
1 c
(3)
3
,
c
(2)
4
c
(4)
2
,
c
(3)
1
c
(3)
4
,
c
(3)
2
c
(4)
1 c
(3)
4
,
c
(3)
3
c
(4)
2 c
(3)
4
,
c
(3)
4
c
(4)
3
,
1
c
(4)
4
.
Then, the total sum of all monomials m(δ) except c
(0)
4 is ∆w0s4Λ4,Λ4(Θ
−
i0
(c)) for B4.
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8.6. Crystal structure on △n. Let δ be a triangle. Then the actions of f˜i and e˜i are defined as
follows: Let Jk = (j
(k)
k , j
(k)
k−1, · · · , j
(k)
2 , j
(k)
1 ) be the k-th row of δ. Thus, we denote δ = (J1, · · · , Jn). It
follows from Lemma 8.8 that there exists a unique j such that Jk = (k+1, k, · · · , j+1, j− 1, · · · , 2, 1)
and Jk is in one of I,II,III,IV. Set J
′
k = (k + 1, · · · , j + 2, j, j − 1, · · · , 2, 1) and J
′′
k = (k + 1, · · · , j +
1, j, j − 2, · · · , 2, 1). Then, we have
f˜iδ =
{
(· · · , Ji−1, J ′i , Ji+1, · · · ) if Ji is in I,
0 otherwise,
(8.26)
e˜iδ =
{
(· · · , Ji−1, J ′′i , Ji+1, · · · ) if Ji is in IV,
0 otherwise.
(8.27)
The weight of δ = (J1, · · · , Jn) is defined as follows: Let s = (sk)k=1,··· ,n be the label of δ, that is,
Jk = (k + 1, k, · · · , j + 1, j − 1, · · · , 2, 1) for j = sk:
(8.28) wt(δ) = Λn −
n∑
k=1
(sk − 1)αk.
We can easily check that △n is equipped with the crystal structure by (8.26), (8.27) and (8.28), and
obtain:
Proposition 8.11. As a crystal, △n is isomorphic to B(Λn). The highest (resp. lowest) weight
crystal is δh(resp. δl) ∈ △n.
Proof. As was given in 3.3, we know the explicit form of the crystal B(Λn) ∼= B
(n)
sp . So, let us
describe the one-to-one correspondence between △n and B
(n)
sp : Let s = (s1, · · · , sn) be the label of a
triangle δ ∈ △n. Now, let us associate ǫ = (ǫ1, · · · , ǫn) ∈ B
(n)
sp with s by
(8.29) ǫ1 =
{
+ if s1 = 1,
− if s1 = 2,
ǫk =
{
+ if sk = sk−1,
− if sk = sk−1 + 1,
(k > 1),
which defines the map ψ : △n → B
(n)
sp . Then, e.g., the vector δh (resp. δl) corresponds to the highest
(resp. lowest) weight vector (+,+, · · · ,+) (resp. (−,−, · · · ,−)). It is clear to find that the map ψ is
bijective. Now, if k-th row of δ is in type I, then (sk−1, sk, sk+1) = (j, j, j + 1) for some j and in the
corresponding ǫ = ψ(δ), we have ǫk = +, ǫk+1 = −. For f˜k(δ) let s′ be its label and ǫ′ := ψ(f˜kδ). It is
easy to see that (s′k−1, s
′
k, s
′
k+1) = (j, j + 1, j + 1) and ǫ
′
k = −, ǫ
′
k+1 = +, which shows that the map
ψ is compatible with the action of f˜k, that is, ǫ
′ = ψ(f˜kδ) = f˜kǫ = f˜kψ(δ). For the types II,III and
IV we can see f˜k(δ) = 0 and f˜kψ(δ) = 0, thus we find the compatibility of ψ. By arguing similarly,
we can also see the compatibility of ψ with the action of e˜k’s. Thus, we find that the map ψ is an
isomorphism of crystals.
Next, let us show that the map m : △n → Y gives an isomorphism between △n and the monomial
realization of B(Λn). Consider the crystal structure on Y by taking p = (pi,j) such that
(8.30) pi,j =
{
1 if i > j,
0 if i < j.
Indeed, this corresponds to the cyclic sequence of I such as: · · · (nn− 1 · · · 21)(nn− 1 · · · 21) · · · . So,
by the prescription in Sect.5 we obtain the monomial realization Y(p). Here, by the definition of the
map m we can get that m(δh) = c
(1)
n , which is one of the highest monomials in Y(p) with the highest
weight Λn.
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Proposition 8.12. Let B(c
(1)
n ) be the connected subcrystal of Y(p) whose highest monomial is c
(1)
n
and which is isomorphic to B(Λn) of type Bn. Then we have m(△n) = B(c
(1)
n ).
Proof. In the setting Y(p), we have
(8.31) Ai,m =

c
(m)
1 c
(m+1)
2
−1
c
(m+1)
1 , for i = 1,
c
(m)
i c
(m)
i−1
−1
c
(m+1)
i+1
−1
c
(m+1)
i , for 1 < i < n− 1,
c
(m)
n−1c
(m)
n−2
−1
c
(m+1)
n
−2
c
(m+1)
n−1 , for i = n− 1,
c
(m)
n c
(m)
n−1
−1
c
(m+1)
n for i = n.
For δ ∈ △n and its label s = (s1, · · · , sn), suppose the k-th row of δ is in I (k 6= 1, n), that is,
there is some j such that (sk−1, sk, sk+1) = (j, j, j + 1), where as we mentioned above s0 = 1 and
sn+1 = sn−1+1. In this case, the k− 1(resp. k+1)-th row is in II or IV (resp. III or IV). In the case
k 6=, 1, n− 1, n, by the action of f˜k we have (sk−1, sk, sk+1) = (j, j, j + 1)→ (j, j + 1, j + 1). Then we
get the k-th row of f˜k(δ) is in IV and the k − 1 (resp. k + 1)-th row is in I or III (resp. I or II), i.e.,
the following four cases:
f˜k : (sk−2, sk−1, sk, sk+1, sk+2) =

(j, j, j, j + 1, j + 1) → (j, j, j + 1, j + 1, j + 1),
(j − 1, j, j, j + 1, j + 1) → (j − 1, j, j + 1, j + 1, j + 1),
(j, j, j, j + 1, j + 2) → (j, j, j + 1, j + 1, j + 2),
(j − 1, j, j, j + 1, j + 2) → (j − 1, j, j + 1, j + 1, j + 2).
In these cases, the types of the k − 1, k, k + 1-th rows and the parts of monomials related to the
variables c
(l)
k−1, c
(l)
k , c
(l)
k+1 are turn out to be as follows:
f˜k :
(II, I, IV) → (I, IV, II)
c
(j)
k
c
(j+1)
k+1
→
c
(j)
k−1
c
(j+1)
k
(IV, I, IV) → (III, IV, II)
c
(j)
k
c
(j)
k−1c
(j+1)
k+1
→ 1
c
(j+1)
k
(II, I, III) → (I, IV, I) c
(j)
k →
c
(j)
k−1
c
(j+1)
k+1
c
(j+1)
k
(IV, I, III) → (III, IV, I)
c
(j)
k
c
(j)
k−1
→
c
(j+1)
k+1
c
(j+1)
k
.
In all these cases, the action by f˜k on monomial m(δ) is described as multiplying the monomial
A−1k,j = c
(j)
k
−1
c
(j)
k−1c
(j+1)
k+1 c
(j+1)
k
−1
, which implies m(f˜kδ) = f˜km(δ).
In the case k = 1, if the 1st row is in I, then we get (s0, s1, s2) = (1, 1, 2). This is changed by the
action of f˜1 to (1, 2, 2), which means that as for the labels of the 0th,1st,2nd,3rd rows and the parts
of the monomials related to variables c
(1)
1 , c
(2)
1 , c
(2)
2 . Hence, we have
f˜1 :
(I, IV) → (IV, II)
c
(1)
1
c
(2)
2
→ 1
c
(2)
1
,
(I, III) → (IV, I) c
(1)
1 →
c
(2)
2
c
(2)
1
.
In both cases, the action by f˜1 is given by multiplying the monomials A1,1
−1 = c
(1)
1
−1
c
(2)
2 c
(1)
2
−1
.
The cases k = n are also done by the similar way:
f˜n : (sn−2, sn−1, sn) =
(j − 1, j, j) → (j − 1, j, j + 1) c
(j)
n−1c
(j)
n →
1
c
(j+1)
n
(j, j, j) → (j, j, j + 1) c
(j)
n →
c
(j)
n−1
c
(j+1)
n
.
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This means that the action by f˜n is given by multiplying the monomial An,j
−1 = c
(j)
n
−1
c
(j)
n−1c
(j+1)
n
−1
.
Let us see the last case k = n − 1. If the i-th row of δ is in I, then we have (sn−3, sn−2, sn−1, sn) =
(j, j, j, j + 1) or (j − 1, j, j, j + 1) whose types are (II,I,IV) or (IV,I,IV) respectively if the (n − 1)-th
row is in I. Then we have
f˜n−1 :
(II, I, IV) → (I, IV, I)
c
(j)
n−1
c
(j+1)
n
→
c
(j)
n−2c
(j+1)
n
c
(j+1)
n−1
,
(IV, I, IV) → (III, IV, I)
c
(j)
n−1
c
(j)
n−2c
(j+1)
n
→ c
(j+1)
n
c
(j+1)
n−1
.
This implies that the action by f˜n−1 is described by multiplying the monomial
An−1,j
−1 = c
(j)
n−1
−1
c
(j)
n−2c
(j+1)
n
2
c
(j+1)
n−1
−1
. As for the actions of e˜i, we can show that m(e˜iδ) = e˜im(δ)
by the similar manner to the cases of f˜i.
Then, by these results we have
Theorem 8.13. B(c
(1)
n ) = m(△n)) ∼= B(Λn) for type Bn.
8.7. Proof of Theorem 8.9. By the explicit descriptions in (3.9) and (3.10), we know that e2i = f
2
i =
0 on V
(n)
sp . Thus, we can write xi(c) := α
∨
i (c
−1)xi(c) = c
−hi(1 + c · ei) and yi(c) := yi(c)α
∨
i (c
−1) =
(1 + c · fi)c−hi on V
(n)
sp and then for ǫ = (ǫ1, · · · , ǫn) ∈ B
(n)
sp
(8.32) xi(c)ǫ =

cǫ+ ǫ′ if (ǫi, ǫi+1) = (−,+),
c−1ǫ if (ǫi, ǫi+1) = (+,−),
ǫ otherwise,
(i < n), xn(c)ǫ =
{
cǫ+ ǫ′′ if ǫn = −,
c−1ǫ if ǫn = +,
where ǫ′ = (· · · , ǫi−1,+,−, ǫi+2, · · · ) for i < n and ǫ
′′ = (· · · , ǫn−1,+).
For c(i) = (c
(i)
1 , · · · , c
(i)
n ) ∈ (C×)n setX(i)(c(i)) := x1(c
(i)
1 ) · · ·xn(c
(i)
n ) andX(c) := X(n)(c(n)) · · ·X(1)(c(1))
where c := (c(n), · · · , c(1)).
To calculate ∆w0snΛn,Λn(Θ
−
i0
(c)) explicitly, first let us see ∆w0Λn,snΛn(Θ
−
i0
−1(c)) (i0
−1 = (n n −
1 · · · 21)n) since for g ∈ Uw0U we have
(8.33) ∆w0siΛi,Λi(g) = ∆w0Λi,siΛi(η(g)),
and η(Θ−
i0
(c)) = Θ−
i0
−1(c) (− : c
(i)
j 7→ c
(i)
n−j+1). By the above formula and ω(Θ
−
i0
−1(c)) = X(c), we
have
∆w0Λn,snΛn(Θ
−
i0
−1(c)) = 〈snǫh, X(c)ǫl〉
where snǫh = sn(+, · · · ,+) = (+, · · · ,+,−) and ǫl = (−, · · · ,−). Thus, we would like to see the
coefficient of the vector (+, · · · ,+,−) in X(c)ǫl.
For the sequence i0 = (12 · · ·n)n, define J to be the set of all subsequences of i0. Since each xi(c)
can be written in the form chi(1 + cei) on Vsp, the operator X(c) is expanded in the form:
(8.34) X(c) =
∑
ξ∈J
αξeξ,
where eξ := ei1 · · · eim for ξ = (i1, · · · , im) ∈ J and αξ is a product of α
∨
i (c)’s and some scalars. Now,
we shall find for which subsequence (i1, · · · , ik) ∈ J we get
(8.35) ei1 · · · eikǫl = (+, · · · ,+,−).
Here note that
(8.36) wt(+, · · · ,+,−)− wt(ǫl) =
n∑
i=1
iαi − αn,
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and then for (i1, · · · , ik) in (8.35), we know that if i 6= n the number of i’s is i and the number of n
is n− 1.
Let us associate an element in U(n+) with a triangle δ = (j
(l)
k ) ∈ △n by the following way:
(i) For i = 1, · · · , n define ri(δ) be the set of indices as ri(δ) := {(k, l)|j
(l)
k = i} and ni(δ) := ♯ri(δ).
(ii) Set L = ni(δ). For ri(δ) = {(ka1 , la1), · · · , (kaL , laL)} define la1 , · · · , laL with la1 < la2 < · · · <
laL .
(iii) For δ let ri(δ) be as in (ii). We set
Ei(δ) := ela1 ela2 · · · elaL
and E(δ) := En(δ) · En−1(δ) · · ·E1(δ).
Example 8.14. For n = 4 and the triangle
δ =
2
32
431
5421
we obtain
r1(δ) = {(1, 3), (1, 4)}, E1(δ) = e3e4,
r2(δ) = {(1, 1), (1, 2), (2, 4)}, E2(δ) = e1e2e4
r3(δ) = {(2, 2), (2, 3)}, E3(δ) = e2e3
r4(δ) = {(3, 3), (3, 4)}, E4(δ) = e3e4,
and then E(δ) = (e3e4)(e2e3)(e1e2e4)(e3e4).
Lemma 8.15. Let (j1, · · · , jm) ∈ J be a subsequence of i0 and E = ej1 · · · ejm be the associated
monomial of ei’s. Then we have
(8.37) Eǫl = (+, · · · ,+,−) if and only if there exists δ ∈ △n \ {δl} such that E = E(δ).
Note that δ = (j
(l)
k ) 6= δl if and only if j
(n)
n = n+ 1.
Proof. First, for δ = (j
(l)
k ) = δl, that is, j
(l)
k = k, we have
E(δl) = en(en−1en)(en−2en−1en) · · · (e1e2 · · · en−1en),
and then E(δl)ǫl = (+,+, · · · ,+,+) 6= (+,+, · · · ,+,−).
Next, assuming that there exists δ ∈ △n \ {δl} such that E = E(δ), show that Eǫl = snǫh =
(+, · · · ,+,−). Indeed, if Eδ 6= 0, we have that Eǫl = snǫh by the explicit actions of ei’s and the
weight counting. So it suffices to show Eǫl 6= 0. Now, for δ = (j
(k)
i ) write
E = E(δ) = elm · · · el2el1 (m =
n(n+ 1)
2
− 1).
Let us show elk · · · el1ǫl 6= 0 (1 ≤ k ≤ m) by the induction on k. By the definition of E(δ) we know
that el1 = en and then this implies el1ǫl = enǫl 6= 0. Assume elk−1 · · · el1ǫl 6= 0 and elk appears in
Ej(δ). Set i = lk. If i ≤ n− 1, then the i− 1, i, i+ 1th row of the triangle δ around this j is in one of
the following forms:
(a)
i−1-th row ∗ j−1
i-th row j© j−1
i+1-th row j j−1
(b)
i−1-th row ∗ j−1
i-th row j© j−1
i+1-th row j j−2
(c)
i−1-th row ∗ j−1
i-th row j© j−2
i+1-th row j j−2
(d)
i−1-th row ∗ j−2
i-th row j© j−2
i+1-th row j j−2
(e)
i−1-th row ∗ j−1
i-th row j© j−2
i+1-th row j−1 ∗∗
(f)
i−1-th row ∗ j−2
i-th row j© j−2
i+1-th row j−1 ∗∗
,
where ∗ means j or j+1, ∗∗ means j− 2 or j− 3 and j© is the entry which gives elk = ei in E(δ). As
for (a), we see that Ej = · · · eiei+1 · · · and Ej−1 = · · · ei−1eiei+1 · · · , and then we have elk−1 = ei+1.
Suppose that j−1 in the i+1-th row gives ei+1 = elp (1 ≤ p ≤ m) in Ej−1(δ). Since elk−1 · · · el1ǫl 6= 0,
we know that the vector before applying ei+1 in Ej−1, say ǫ
′ = (ǫ′i), is not zero, that is,
ǫ′ = elp−1 · · · el1ǫl 6= 0.
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Since the vector ei−1eiei+1ǫ
′ 6= 0, the vector ǫ′ satisfies ǫ′i−1 = ǫ
′
i = ǫ
′
i+1 = −, ǫ
′
i+2 = +. If i ≤ n− 2,
there exists j in i+ 2-th row of δ and this means that there is ei+2 in Ej(δ) since there are j − 1 and
j in the i+ 1th row. Then, we know that the vector before being applied elk−1 = ei+1, say ǫ
′′ = (ǫ′′i ),
has the signs ǫ′′i = ǫ
′′
i+1 = − and ǫ
′′
i+2 = +, which implies eiei+1ǫ
′′ 6= 0:
(ǫ′i−1, ǫ
′
i, ǫ
′
i+1, ǫ
′
i+2) = (−,−,−,+)
ei+1
−→(−,−,+,−)
ei−→(−,+,−,−)
ei−1
−→(+,−,−,−)
· · ·
ei+2
−→(∗,−,−,+)
ei+1
−→(∗,−,+,−)
ei−→(∗,+,−,−).
Thus, we know that elk · · · el1ǫl 6= 0 in the case (a). For the case (b), since we can deduce that there
is only j − 1 or j in the i+ 2th row, the following two cases can occur:
Ej(δ)Ej−1(δ) = (· · · eiei+1 · · · )(· · · ei−1eiei+2 · · · ), or Ej(δ)Ej−1(δ) = (· · · eiei+1ei+2 · · · )(· · · ei−1ei · · · ),
where in the R.H.S. of the above equations “· · · ” means that there is no ei−1, ei, ei+1 or ei+2. In both
cases, before applying ei in Ej(δ), we applied ei−1 in Ej−1(δ) and then ei+1 in Ej(δ), and we know
that the resulting vector ǫ does not vanish by the induction hypothesis and is in the form ǫ = (ǫk)
such that ǫi = − and ǫi+1 = +, which means eiǫ 6= 0.
For the cases (c)–(f), arguing similarly we obtain
(c) Ej(δ) · Ej−1(δ) = (· · · eiei+1 · · · )(· · · ei−1ei+2 · · · ) or (· · · eiei+1ei+2 · · · )(· · · ei−1 · · · ).
(d) Ej(δ) · Ej−1(δ) = (· · · eiei+1 · · · )(· · · ei+2 · · · ) or (· · · eiei+1ei+2 · · · )(· · · ).
(e) Ej(δ) · Ej−1(δ) = (· · · ei · · · )(· · · ei−1ei+1ei+2 · · · ) or (· · · ei · · · )(· · · ei−1ei+1 · · · ).
(f) Ej(δ) · Ej−1(δ) = (· · · ei · · · )(· · · ei+1ei+2 · · · ) or (· · · ei · · · )(· · · ei+1 · · · ).
Thus, in all cases we find that elk · · · el1ǫl 6= 0. The case i = n − 1 is done by the similar way. So,
finally we assume that i = lk = n. Then, the n − 1-th row and the n-th row of δ around j are as
follows:
(i)
n−1-th row ∗ j−1
n-th row j© j−1
(ii)
n−1-th row ∗ j−1
n-th row j© j−2
(iii)
n−1-th row ∗ j−2
n-th row j© j−2
where ∗ means j or j + 1 and j© is the entry which gives elk = en. As for (i), we know that
Ej(δ) = · · · en · · · and Ej−1(δ) = · · · en−1en · · · . Suppose that j − 1 in the n-th row gives en = elp
in Ej−1(δ). Denote the vector before being applied en = elp by ǫ
′ = (ǫ′i), that is, ǫ
′ = elp−1 · · · el1ǫl,
which satisfies ǫ′n−1 = ǫ
′
n = − and then
Ej−1(δ) : (ǫ
′
n−1, ǫ
′
n) = (−,−)
en−→(−,+)
en−1
−→(+,−).
This means that the vector before being applied en = elk , say ǫ
′′ = (ǫ′′i ), has the form ǫ
′′
n = − and
then we have enǫ
′′ = elk · · · el1ǫl 6= 0. Considering similarly, we have
(ii) Ej(δ) · Ej−1(δ) ·Ej−2(δ) = (· · · en · · · )(· · · en−1 · · · )(· · · en · · · ).
(iii) Ej(δ) · Ej−1(δ) ·Ej−2(δ) = (· · · en · · · )(· · · · · · )(· · · en−1en · · · ).
These imply that in the both cases the vector applied en in Ej(δ) never vanish. Thus, we also find
that enǫ
′′ = elk · · · el1ǫl 6= 0 and then E(δ)ǫl 6= 0. Now, we find that E(δ)ǫl 6= 0 for any δ ∈ ∆n \ {δh}.
Next, assume that Eǫl = (−,−, · · · ,−,+). Under this assumption, by (8.36) we have that each ei
(i 6= n) should appear i-times in E and en should appear n− 1-times in E. In the sequence i0 there
are n cycles (12 · · ·n) just as
i0 = 12 · · ·n︸ ︷︷ ︸ 12 · · ·n︸ ︷︷ ︸ · · · 12 · · ·n︸ ︷︷ ︸ 12 · · ·n︸ ︷︷ ︸
nth cycle n− 1th cycle 2nd cycle 1st cycle
Since there are n positions of the index n in i0, we should choose n− 1 from them, which is written
as (n, n− 1, · · · , j+1, j− 1, · · · , 2, 1) for some j. This defines (j
(n)
n−1, j
(n)
n−2, · · · , j
(n)
2 , j
(n)
1 ), which is the
bottom row(= n-th row) of an element in △n except the first entry j
(n)
n . Here, we fix j
(n)
n = n + 1.
Next, let us see en−1. We can apply en−1 after applying en and can apply en after applying en−1.
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Thus, we get the positions of n− 1’s in i0, which must be in between two n’s chosen in the previous
step. Then, we obtain the list (j
(n−1)
n−1 , j
(n−1)
n−2 , · · · , j
(n−1)
2 , j
(n−1)
1 ), which should satisfy the condition
j
(n)
k ≤ j
(n−1)
k < j
(n)
k+1 (1 ≤ k ≤ n − 1) and becomes the n − 1th row of the corresponding δ. This
condition just coincides with the ones for △n. Repeating these steps, we obtain a triangle δ and find
that there exists δ ∈ △n such that E = E(δ).
To show Theorem 8.9, let us find the coefficient of the vector generated from ǫl by applying
aξei1 · · · eik in (8.34). Set Ei(c) = cα
∨
i (c
−1)ei. Then we can write xi(c) = α
∨
i (c
−1)+Ei(c). Here note
that for ǫ = (ǫi) ∈ B
(n)
sp :
Ei(c)ǫ = cα
∨
i (c
−1)ei(ǫ1, · · · , ǫn) =

(· · · ,
i
+,
i+1
− , · · · ) if ǫi = −, ǫi+1 = +, i 6= n,
(· · · · · · · · · ,
n
+) if ǫn = −, i = n,
0 otherwise.
We consider the four cases I-IV: If the i-th row of δ is in I, there exists j such that the i− 1, i, i+1th
rows of δ are in the form:
i− 1-th row · · · j + 3 j + 2 j + 1 j − 1 j − 2
i-th row · · · j + 3 j + 2 j + 1 j − 1 j − 2
i+ 1-th row · · · j + 3 j + 2 j j − 1 j − 2
This means that in the expansion (8.34) we know that this δ gives the following monomial in which
α∨i appears once:
(8.38) · · ·α∨i (c
(j)
i
−1
)Ei+1(c
(j)
i+1) · · ·Ei−1(c
(j−1)
i−1 )Ei(c
(j−1)
i )Ei+1(c
(j−1)
i+1 ) · · ·
Thus, by the action of α∨i (c
(j)
i
−1
) we obtain the coefficient c
(j)
i . In the other cases II,III,IV, discussing
similarly we obtain the coefficient 1 for II and III, and we have the coefficient c
(j)
i
−1
for IV, which
coincides with the recipe after Lemma 8.8 and then we know that the desired coefficient is the same
as m(δ).
As has been shown above, the set of monomials m(△n) has the crystal structure isomorphic to
B(c
(1)
n )(∼= B(Λn)). The following lemma is direct from Theorem 5.4.
Lemma 8.16. The set of monomials m(△n) is a crystal isomorphic to B(c
(0)
n ) ∼= B(Λn).
Proof. This is the case a = n+1 in Theorem 5.4. Indeed, the explicit form of Ai,l is given in (8.31),
which induces the formula A−1i,l = Ai,n−l.
Thus, by the formula (8.33), we obtain
∆w0snΛn,Λn(Θ
−
i0
(c)) = ∆w0Λn,snΛn(Θ
−
i0
−1(c)),
where for c = (c(1), · · · , c(n)) (c(i) = (c
(i)
l )1≤l≤n) we define c = (c
(n), · · · , c(1)) (c(i) = (c
(i)
n−l+1
−1
)1≤l≤n).
Therefore, we have completed the proof of Theorem 8.9.
Hence, we obtain the affirmative answer to our conjecture for type Bn.
9. Explicit form of fB(tΘ
−
i0
(c)) for Dn
9.1. Main Theorems. In case of type Dn, fix the cyclic reduced longest word i0 = (12 · · ·n−1n)n−1.
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Theorem 9.1. For k ∈ {1, 2, · · · , n} and c = (c
(j)
i ) = (c
(1)
1 , c
(1)
2 , · · · , c
(n−1)
n−1 , c
(n−1)
n ) ∈ (C×)n(n−1), we
have
∆w0Λk,skΛk(Θ
−
i0
(c))
= c
(k)
1 +
c
(k)
2
c
(k+1)
1
+ · · ·+
c
(k)
n−2
c
(k+1)
n−3
+
c
(k)
n−1c
(k)
n
c
(k+1)
n−2
+
c
(k+1)
n−2
c
(k+1)
n−1 c
(k+1)
n
+
c
(k)
n
c
(k+1)
n−1
+
c
(k)
n−1
c
(k+1)
n
+
c
(k+2)
n−3
c
(k+2)
n−2
+ · · ·+
c
(n−1)
k
c
(n−1)
k+1
(k = 1, 2, · · · , n− 2),
∆w0Λn−1,sn−1Λn−1(Θ
−
i0
(c)) = c
(n−1)
n−1 , ∆w0Λn,snΛn(Θ
−
i0
(c)) = c(n−1)n .
Theorem 9.2. Let k be in {1, 2, · · · , n− 2}. Then we have
∆w0skΛk,Λk(Θ
−
i0
(c)) =
1
c
(k)
1
+
k−1∑
j=1
c
(j)
k−j
c
(j)
k−j+1
.(9.1)
The proof of Theorem 9.2 is the almost same as the ones for Theorem 7.2 and Theorem 8.2.
The cases k = n − 1, n will be presented in 9.4. We shall prove the above theorems in the next
section.
9.2. Proof of Theorem 9.1. Considering similarly to type Cn as in 7.2, we can write
xi(c) := α
∨
i (c
−1)xi(c) = c
−hi(1 + c · ei),
yi(c) := yi(c)α
∨
i (c
−1) = (1 + c · fi)c
−hi ,
since f2i = e
2
i = 0 on the vector representation V (Λ1). We also have ω(yi(c)) = α
∨
i (c
−1)xi(c) = xi(c)
and define the coefficients iΞ
(p)
j =
iΞ
(p)
j (c
[1:p]) and iΞ
(p)
j =
iΞ
(p)
j (c
[1:p]) for j ∈ I and p ∈ {1, 2, · · · , n−1}
by
X(p)X(p−1) · · ·X(1)vi =
n∑
j=1
iΞ
(p)
j vj +
n∑
j=1
iΞ
(p)
j
vj ∈ V (Λ1) (i = 1, · · · , n),
X(p)X(p−1) · · ·X(1)vi =
n∑
j=1
iΞ
(p)
j vj +
n∑
j=1
iΞ
(p)
j
vj ∈ V (Λ1) (i = 1, 2, · · · , n),
where c[1:p] = (c
(1)
1 , c
(1)
2 , · · · , c
(p)
n−1, c
(p)
n ) and X(p) = xn(c
(p)
n )xn−1(c
(p)
n−1) · · ·x1(c
(p)
1 ).
It follows from (6.3) and ω(Θi0(c)) = X
(n−1) · · ·X(1) that we also have
(9.2) ∆w0Λi,siΛi(Θi(c)) = 〈si · uΛi , X
(n−1) · · ·X(1)vΛi〉,
which is almost same as (7.4). To describe iΞ
(p)
j explicitly let us define the segments of type Dn, which
are similar to the ones for Bn and Cn. For k ∈ I and p ∈ {1, 2, · · · , n − 1} set L := p − n + k + 1
and S := n − k, which are slightly different from the other types. For M ∈ M
(p)
k [r] := {M =
{m2,m3, · · · ,mL}|2 + r ≤ m2 < · · ·mL ≤ p + r} (r ∈ Z). As in the previous sections, we denote
M
(p)
k [0] by M
(p)
k .
Form ∈Mj ⊂M =M1⊔· · ·⊔MS ∈ M
(p)
k , define n(m) := n−j+1. ForM =M1⊔· · ·⊔MS ∈M
(p)
k ,
write M1 = {2, 3, · · · , a}. For 1 ≤ b ≤ c ≤ a ≤ p and i ≤ i2 ≤ · · · ≤ ib ≤ n− 1 define the monomials
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in (c
(i)
j )1≤i<n,1≤j≤n,
CMi2,i3,··· ,ib :=
(c
(1)
i2
· · · c
(b−1)
ib
)(c
(1)
n
ǫi2+1
· · · c
(b−1)
n
ǫib+1
)
c
(2)
i2−1
· · · c
(b)
ib−1
, DM :=
∏
m∈M\M1
c
(m)
n(m)−1
c
(m)
n(m)
,(9.3)
EMb,c :=
c
(b)
n c
(b+1)
n · · · c
(c−1)
n
c
(b+1)
n−1 c
(b+2)
n−1 · · · c
(c)
n−1
+
c
(b)
n−1c
(b+1)
n−1 · · · c
(c−1)
n−1
c
(b+1)
n c
(b+2)
n · · · c
(c)
n
,(9.4)
FMc,a :=
c
(c+1)
n−2 c
(c+2)
n−2 · · · c
(a)
n−2
(c
(c+1)
n−1 c
(c+1)
n )(c
(c+2)
n−1 c
(c+2)
n ) · · · (c
(a)
n−1c
(a)
n )
,(9.5)
where ǫi = δi,n and C
M
i2,i3,··· ,ia = 1 (resp. D
M = 1, EMb,c = 1, F
M
c,a = 1) if M1 = ∅ or b = 1 (resp.
M \M1 = ∅, M1 = ∅ or b = c, M1 = ∅ or c = a).
Proposition 9.3. In the setting above, we have
iΞ
(p)
k
=
∑
i≤i2≤···≤ip≤k
(c
(1)
i2
c
(2)
i3
· · · c
(p−1)
ip
c
(p)
k c
(p)
n
ǫ′k
)c
(1)
n
ǫ′i2 c
(2)
n
ǫ′i3 · · · c
(p−1)
n
ǫ′ip
c
(1)
i−1c
(2)
i2−1
· · · c
(p)
ip−1
(9.6)
(k = 1, 2, · · · , n),
iΞ(p)n =
∑
i≤i2≤···≤ip≤n+1
i2,··· ,ip 6=n
(c
(1)
i2−2ǫ′′i2
c
(2)
i3−2ǫ′′i3
· · · c
(p−1)
ip−2ǫ′′ip
c
(p)
n−1)c
(1)
n
ǫ′i2 c
(2)
n
ǫ′i3 · · · c
(p−1)
n
ǫ′ip
c
(1)
i−1c
(2)
i2−1
· · · c
(p)
ip−1
(9.7)
iΞ
(p)
k = c
(1)
i−1
−1∑
(A)
CMi2,··· ,ib ·D
M · EMb,c · F
M
c,a (k = 1, 2, · · · , n− 1),(9.8)
where ǫ′i = δi,n−1, ǫ
′′
i = δi,n+1 and the condition (A) is as follows:
(A) M =M1 ⊔ · · · ⊔MS ∈M
(p)
k , i ≤ i2 ≤ · · · ≤ ib ≤ n− 1, M1 = {2, · · · , a}, 1 ≤ b < c ≤ a.
Proof. Set X := xn(cn) · · ·x1(c1). By calculating directly we have the formula:
Xvi =

c−11 v1 if i = 1,
ci−1c
−1
i vi + vi−1 if i = 2, · · · , n− 2,
cn−2c
−1
n−1c
−1
n vn−1 + vn−2 if i = n− 1,
cn−1c
−1
n vn + c
−1
n vn−1 if i = n,
(9.9)
Xvi =
{
c−1i−1(civi + · · ·+ cn−2vn−2 + cn−1cnvn−1 + cnvn + cn−1vn + vn−1) if i < n,
cnc
−1
n−1vn + c
−1
n−1vn−1 if i = n.
(9.10)
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where we understand c0 = 1. Using these, we get
iΞ
(p)
k
=
k∑
j=i
iΞ
(p−1)
j
c
(p)
k c
(p)
n
ǫ′k
c
(p)
j−1
, (k = 1, · · · , n),(9.11)
iΞ
(p)
k =
iΞ
(p−1)
k+1 +
iΞ
(p−1)
k
c
(p)
k−1
c
(p)
k
, (k = 1 · · · , n− 2),(9.12)
iΞ
(p)
n−1 =
n∑
j=i
iΞ
(p−1)
j
c
(p)
j−1
−1
+ iΞ(p−1)n c
(p)
n
−1
+ iΞ
(p−1)
n−1
c
(p)
n−2
c
(p)
n−1c
(p)
n
,(9.13)
iΞ(p)n =
n−1∑
j=i
iΞ
(p−1)
j
c
(p)
j−1
−1
c
(p)
n−1
+ iΞ(p−1)n c(p)n−1c(p)n −1.(9.14)
Indeed, the formulae (9.6) and (9.7) are easily proved by the induction on p using the formulae (9.11)
and (9.14) as the other types.
Considering the segments in M
(p)
k , M
(p−1)
k+1 and M
(p−1)
k as the cases for Cn and applying the
recursions (9.12) and (9.13) to the induction hypothesis, we obtain (9.8).
Thus, for example, we have
∆w0Λ1,s1Λ1(Θ
−
i0
(c)) = 1Ξ
(n−1)
2 =
n−2∑
j=1
c
(1)
j
c
(2)
j−1
+
c
(1)
n−1c
(1)
n
c
(2)
n−2
+
c
(1)
n
c
(2)
n−1
+
c
(1)
n−1
c
(2)
n
+
c
(2)
n−2
c
(2)
n−1c
(2)
n
+
n−1∑
j=3
c
(j)
n−j
c
(j)
n−j+1
.
The following is similar to Lemma 7.6 and Lemma 8.4.
Lemma 9.4. For k = 1, · · · , n− 2 we define the matrix Wk by
(9.15) Wk :=

1Ξ
(n−1)
k+1
1Ξ
(n−1)
k−1 · · ·
1Ξ
(n−1)
2
1Ξ
(n−1)
1
2Ξ
(n−1)
k+1
2Ξ
(n−1)
k−1 · · ·
2Ξ
(n−1)
2
2Ξ
(n−1)
1
...
... · · ·
...
...
kΞ
(n−1)
k+1
kΞ
(n−1)
k−1 · · ·
kΞ
(n−1)
2
kΞ
(n−1)
1
 .
Then we have ∆w0Λk,skΛk(Θ
−
i0
(c)) = detWk.
Similar to the previous cases, the last column of the matrix Wk is given as
t(1Ξ
(n−1)
1 , · · · ,
k−1Ξ
(n−1)
1 ) =
t(1, c
(1)
1
−1
, c
(1)
2
−1
, · · · , c
(1)
k−1
−1
).
Then, applying the elementary transformations on Wk by (i-th row) −
c
(1)
i
c
(1)
i−1
×(i + 1-th row) for i =
1, · · · , k − 1, in the transformed matrix W˜k its (i, j)-entry is as follows:
Lemma 9.5. For c = (c
(l)
k |1 ≤ k ≤ n, 1 ≤ l < n) we set c
(l) := (c
(l)
1 , · · · , c
(l)
n ) and c[a:b] :=
(c(a), c(a+1), · · · , c(b)) (a ≤ b). For i = 1, · · · , k − 1 the (i, j)-entry (W˜k)i,j is:
(9.16) (W˜k)i,j =

iΞ
(n−2)
k+1 (c
[2:n−1]) if j = 1,
iΞ
(n−2)
k−j+1(c
[2:n−1]) if 1 < j < k,
0 if j = k,
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Note that for type Dn by definition we have c = c
[1:n−1].
Proof. The proof is similar to the one for Lemma 7.7. Indeed, for type Dn we also get the same
formula as (7.15):
iΞ
(n−1)
j (c)−
c
(1)
i
c
(1)
i−1
i+1Ξ
(n−1)
j (c) =
c
(1)
i
c
(1)
i−1
iΞ
(n−2)
j (c
[2,n−1]).
Then, this proves the lemma.
Applying the above elementary transformations to the matrix Wk, we find
detWk =
1Ξ
(n−k)
k+1 (c
[k:n−1])
Thus, it follows from (9.8) that for k = 1, 2, · · · , n− 2
∆w0Λk,skΛk(Θ
−
i
(c)) = 1Ξ
(n−k)
k+1 (c
[k:n−1])
= c
(k)
1 +
c
(k)
2
c
(k+1)
1
+ · · ·+
c
(k)
n−2
c
(k+1)
n−3
+
c
(k)
n−1c
(k)
n
c
(k+1)
n−2
+
c
(k+1)
n−2
c
(k+1)
n−1 c
(k+1)
n
+
c
(k)
n
c
(k+1)
n−1
+
c
(k)
n−1
c
(k+1)
n
+
c
(k+2)
n−3
c
(k+2)
n−2
+ · · ·+
c
(n−1)
k
c
(n−1)
k+1
.
The cases k = n− 1, n are easily obtained by the formula in [5, (4.18)]:
(9.17) ∆w0Λn−1,skΛn−1(Θ
−
i0
(c)) = c
(n−1)
n−1 , ∆w0Λn,skΛn(Θ
−
i0
(c)) = c(n−1)n .
Now, the proof of Theorem 9.1 has been done.
9.3. Correspondence to the monomial realizations. Except for ∆w0sn−1Λn,Λn−1(Θ
−
i0
(c)) and
∆w0snΛn,Λn(Θ
−
i0
(c)) (see 9.4), we shall see the positive answer to the conjecture for type Dn.
Let us see the monomial realization ofB(Λ1) associated with the cyclic sequence · · · (12 · · ·n)(12 · · ·n) · · · ,
which means that the sign p0 = (pi,j) is given by pi,j = 1 if i < j and pi,j = 0 if i > j as in the previous
sections. The crystal B(Λ1) is described as follows: We abuse the notation B(Λ1) := {vi, vi|1 ≤ i ≤ n}
if there is no confusion. Then the actions of e˜i and f˜i (1 ≤ i ≤ n) are defined as f˜i = fi and e˜i = ei
in (3.11) and (3.12).
To see the monomial realization B(c
(k)
1 ), we give the explicit forms of the monomials Ai,m:
(9.18) Ai,m =

c
(m)
1 c
(m)
2
−1
c
(m+1)
1 for i = 1,
c
(m)
i c
(m)
i+1
−1
c
(m+1)
i−1
−1
c
(m+1)
i for 1 < i < n− 2,
c
(m)
n−2c
(m)
n−1
−1
c
(m)
n
−1
c
(m+1)
n−3
−1
c
(m+1)
n−2 for i = n− 2,
c
(m)
n−1c
(m+1)
n−2
−1
c
(m+1)
n−1 for i = n− 1,
c
(m)
n c
(m+1)
n−2
−1
c
(m+1)
n for i = n.
Let where m
(k)
i : B(Λi) →֒ Y(p) (uΛi 7→ c
(k)
i ) is the embedding of crystal as in Sect.5. Here the
monomial realization B(c
(k)
1 ) = m
(k)
1 (B(Λ1)) = {m
(k)
1 (vj),m
(k)
1 (vj)|1 ≤ j ≤ n} associated with p0 is
described explicitly:
(9.19) m
(k)
1 (vj) =

c
(k)
j
c
(k+1)
j−1
1 ≤ j ≤ n− 2,
c
(k)
n−1c
(k)
n
c
(k+1)
n−2
j = n− 1,
c(k)n
c
(k+1)
n−1
j = n,
m
(k)
1 (vj) =

c
(k+n−i)
j−1
c
(k+n−j)
j
1 ≤ j ≤ n− 2,
c
(k+1)
n−2
c
(k+1)
n−1 c
(k+1)
n
j = n− 1,
c
(k)
n−1
c
(k+1)
n
j = n,
where we understand c
(k)
0 = 1. Now, Theorem 9.1 and Theorem 9.2 claim the following:
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Theorem 9.6. We obtain
∆w0Λk,skΛk(Θ
−
i0
(c)) =
n∑
j=1
m
(k)
1 (vj) +
n∑
j=k+1
m
(k)
1 (vj), (k = 1, 2 · · · , n− 2)(9.20)
∆w0Λn−1,sn−1Λn−1(Θ
−
i0
(c)) = m
(n−1)
n−1 (uΛn−1), ∆w0Λn,skΛn(Θ
−
i0
(c)) = m(n−1)n (uΛn),(9.21)
∆w0skΛk,Λk(Θ
−
i0
(c)) =
k∑
j=1
m
(k−n+1)
1 (vj), (k = 1, 2, · · · , n− 2).(9.22)
Note that the last result is derived from the fact that B(c
(k)
1 ) = B(c
(n+k−1)
1
−1
), which is the
connected component including c
(n+k−1)
1
−1
as the lowest monomial.
9.4. ∆w0sn−1Λn−1,Λn−1(Θ
−
i0
(c)) and ∆w0snΛn,Λn(Θ
−
i0
(c)). To state the results for ∆w0sn−1Λn,Λn−1(Θ
−
i0
(c))
and ∆w0snΛn,Λn(Θ
−
i0
(c)), we need to prepare the set of triangles △′n for type Dn which is similar to
the one for type Bn:
(9.23) △′n := {(j
(l)
k |1 ≤ k ≤ l < n)|1 ≤ j
(l+1)
k ≤ j
(l)
k < j
(l+1)
k+1 ≤ n (1 ≤ k ≤ l < n− 1)}.
We visualize a triangle (j
(l)
k ) in △
′
n as follows:
(j
(l)
k ) =
j
(1)
1
j
(2)
2 j
(2)
1
j
(3)
3 j
(3)
2 j
(3)
1
· · · · · · · · · · · ·
j
(n−1)
n−1 · · · j
(n−1)
2 j
(n−1)
1
Here we know that the set of triangles △′n for Dn coincides with △n−1 for Bn. As type Bn we easily
obtain
Lemma 9.7. For any k ∈ {1, 2, · · · , n− 1} there exists a unique j (1 ≤ j ≤ k + 1) such that the kth
row of a triangle (j
(l)
k ) in △
′
n is in the following form:
(9.24) k-th row (j
(k)
k , j
(k)
k−1, · · · , j
(k)
2 , j
(k)
1 ) = (k + 1, k, k − 1, · · · , j + 1, j − 1, j − 2, · · · , 2, 1),
that is, we have j
(k)
m = m for m < j and j
(k)
m = m+ 1 for m ≥ j.
For a triangle δ = (j
(l)
k ) ∈ △
′
n, we list j’s as in the lemma: s(δ) := (s1, s2, · · · , sn−1), which we call
the label of a triangle δ. Here we have the following same as Lemma 8.8:
Lemma 9.8. For any δ ∈ △′n let s(δ) := (s1, s2, · · · , sn−1) be its label. Then
(i) The label s(δ) satisfies 1 ≤ sk ≤ k + 1 and sk+1 = sk or sk + 1 for k = 1, · · · , n− 1.
(ii) Each k-th row of a triangle δ is in one of the following I, II, III, IV:
I. sk+1 = sk + 1 and sk = sk−1.
II. sk+1 = sk and sk = sk−1.
III. sk+1 = sk + 1 and sk = sk−1 + 1.
IV. sk+1 = sk and sk = sk−1 + 1.
Here we suppose that s0 = 1 and sn = sn−2 + 1, which means that the 1st row must be in I,II
or IV and the n− 1-th row is in I or IV.
Now, we associate a Laurant monomial m(δ) in variables (c
(j)
i )i∈I,j∈Z with a triangle δ = (j
(l)
k ) by
the following way.
(i) Let s = (s1 · · · , sn−1) be the label of δ ∈ △
′
n.
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(ii) Suppose i-th row is in the form I. If 1 ≤ i ≤ n− 2, then associate c
(si)
i . For i = n− 1,
(a) If n+ sn−1 is even, then associate c
(sn−1)
n−1 .
(b) If n+ sn−1 is odd, then associate c
(sn−1)
n .
(iii) Suppose i-th row is in the form IV. If 1 ≤ i ≤ n− 2, then associate c
(si)
i
−1
. For i = n− 1,
(a) If n+ sn−1 is even, then associate c
(sn−1)
n
−1
.
(b) If n+ sn−1 is odd, then associate c
(sn−1)
n−1
−1
.
(iv) If i-th row is in the form II or III, then associate 1.
(v) Take the product of all monomials as above for 1 ≤ i < n, then we obtain the monomial
m(δ) associated with δ. This defines the map m : △′n → Y, where Y is the set of Laurant
monomials in (c
(j)
i )i∈I,j∈Z.
Here we define the involutions ξ and on Y by
(9.25)
ξ : c
(n−1)
k 7→ c
(n)
k , c
(n)
k 7→ c
(n−1)
k , c
(j)
k 7→ c
(j)
k (j 6= n− 1, n),
− : c
(j)
i 7→ c
(n−j)
i
−1
.
As type Bn, let us denote the special triangle such that j
(l)
k = k + 1(resp. j
(l)
k = k) for any k, l by δh
(reps. δl). Indeed, we have
(9.26) m(δh) =
{
c
(1)
n−1 if n is odd,
c
(1)
n if n is even,
, m(δl) = c
(n)
n
−1
.
Now, we present ∆w0sn−1Λn−1,Λn−1(Θ
−
i0
(c)) and ∆w0snΛn,Λn(Θ
−
i0
(c)) for type Dn:
Theorem 9.9. For type Dn, we have the explicit forms:
∆w0snΛn,Λn(Θ
−
i0
(c)) =
∑
δ∈△n\{δl}
m(δ),(9.27)
∆w0sn−1Λn−1,Λn−1(Θ
−
i0
(c)) =
∑
δ∈△n\{δl}
ξ ◦m(δ).(9.28)
The proof of this theorem will be given in 9.6.
Example 9.10. The set of triangles △′5 is the same as △4:
1
21
321
4321
1
21
321
5321
1
21
421
5321
1
31
421
5321
2
31
421
5321
2
31
421
5421
1
31
421
5421
1
21
421
5421
1
31
431
5421
2
31
431
5421
2
32
431
5421
1
31
431
5431
2
31
431
5431
2
32
431
5431
2
32
432
5431
2
32
432
5432
and their labels s(δ) are
(2, 3, 4, 5), (2, 3, 4, 4), (2, 3, 3, 4), (2, 2, 3, 4), (1, 2, 3, 4), (1, 2, 3, 3), (2, 2, 3, 3), (2, 3, 3, 3),
(2, 2, 2, 3), (1, 2, 2, 3), (1, 1, 2, 3), (2, 2, 2, 2), (1, 2, 2, 2), (1, 1, 2, 2), (1, 1, 1, 2), (1, 1, 1, 1).
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Then, we have the corresponding monomials m(δ):
1
c
(5)
5
,
c
(4)
5
c
(4)
3
,
c
(3)
3
c
(3)
2 c
(4)
4
,
c
(2)
2
c
(2)
1 c
(4)
4
,
c
(1)
1
c
(4)
4
,
c
(1)
1 c
(3)
4
c
(3)
3
,
c
(2)
2 c
(3)
4
c
(2)
1 c
(3)
3
,
c
(3)
4
c
(3)
2
,
c
(2)
3
c
(2)
1 c
(3)
5
,
c
(1)
1 c
(2)
3
c
(2)
2 c
(3)
5
,
c
(1)
2
c
(3)
5
,
c
(2)
5
c
(2)
1
,
c
(1)
1 c
(2)
5
c
(2)
2
,
c
(1)
2 c
(2)
5
c
(2)
3
,
c
(1)
3
c
(2)
4
, c
(1)
4 .
And then, we have the corresponding monomials m(δ):
c
(0)
5 ,
c
(1)
3
c
(1)
5
,
c
(2)
2 c
(1)
4
c
(2)
3
,
c
(3)
1 c
(1)
4
c
(3)
2
,
c
(1)
4
c
(4)
1
,
c
(2)
3
c
(4)
1 c
(2)
4
,
c
(3)
1 c
(2)
3
c
(3)
2 c
(2)
4
,
c
(2)
2
c
(2)
4
,
c
(3)
1 c
(2)
5
c
(3)
3
,
c
(3)
2 c
(2)
5
c
(4)
1 c
(3)
3
,
c
(2)
5
c
(4)
2
,
c
(3)
1
c
(3)
5
,
c
(3)
2
c
(4)
1 c
(3)
5
,
c
(3)
3
c
(4)
2 c
(3)
5
,
c
(3)
4
c
(4)
3
,
1
c
(4)
4
.
Thus, we have
∆w0snΛn,Λn(Θ
−
i0
(c)) =
c
(1)
3
c
(1)
5
+
c
(2)
2 c
(1)
4
c
(2)
3
+
c
(3)
1 c
(1)
4
c
(3)
2
+
c
(1)
4
c
(4)
1
+
c
(2)
3
c
(4)
1 c
(2)
4
+
c
(3)
1 c
(2)
3
c
(3)
2 c
(2)
4
+
c
(2)
2
c
(2)
4
+
c
(3)
1 c
(2)
5
c
(3)
3
+
c
(3)
2 c
(2)
5
c
(4)
1 c
(3)
3
+
c
(2)
5
c
(4)
2
+
c
(3)
1
c
(3)
5
+
c
(3)
2
c
(4)
1 c
(3)
5
+
c
(3)
3
c
(4)
2 c
(3)
5
+
c
(3)
4
c
(4)
3
+
1
c
(4)
4
.
9.5. Crystal structure on △′n. We shall define certain crystal structure on △
′
n by the similar way
to type Bn. First, let us define the actions of f˜i and e˜i as follows: For a triangle δ ∈ △′n let Jk =
(j
(k)
k , j
(k)
k−1, · · · , j
(k)
2 , j
(k)
1 ) be the k-th row of δ. Thus, we denote δ = (J1, · · · , Jn−1). It follows from
Lemma 9.8 that there exists a unique j such that Jk = (k+1, k, · · · , j+1, j− 1, · · · , 2, 1) and Jk is in
one of I,II,III,IV. Set J ′k = (k+1, · · · , j+2, j, j−1, · · · , 2, 1) and J
′′
k = (k+1, · · · , j+1, j, j−2, · · · , 2, 1).
Then, we have
f˜iδ =
{
(· · · , Ji−1, J ′i , Ji+1, · · · ) if Ji is in I,
0 otherwise,
(i = 1, · · · , n− 2),(9.29)
f˜n−1δ =
{
(· · · , Jn−2, J ′n−1) if Jn−1 is in I and n+ j is even,
0 otherwise,
(9.30)
f˜nδ =
{
(· · · , Jn−2, J
′
n−1) if Jn−1 is in I and n+ j is odd,
0 otherwise,
(9.31)
e˜iδ =
{
(· · · , Ji−1, J ′′i , Ji+1, · · · ) if Ji is in IV,
0 otherwise,
(i = 1, · · · , n− 2),(9.32)
e˜n−1δ =
{
(· · · , Jn−2, J ′′n−1) if Jn−1 is in IV and n+ j is odd,
0 otherwise,
(9.33)
e˜nδ =
{
(· · · , Jn−2, J ′′n−1) if Jn−1 is in IV and n+ j is even,
0 otherwise.
(9.34)
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The weight of δ = (J1, · · · , Jn−1) is defined as follows: Let s = (sk)k=1,··· ,n−1 be the label of δ, that
is, Jk = (k + 1, k, · · · , j + 1, j − 1, · · · , 2, 1) for j = sk.
(9.35) wt(δ) =

Λn −
n−2∑
k=1
(sk − 1)αk −
[
sn−1 − 1
2
]
αn−1 −
[sn−1
2
]
αn if n is even,
Λn−1 −
n−2∑
k=1
(sk − 1)αk −
[sn−1
2
]
αn−1 −
[
sn−1 − 1
2
]
αn if n is odd,
where [x] is the so-called Gaussian symbol, i.e.,, the maximum integer which does not exceed x. We
can easily check that △′n is equipped with the crystal structure and obtain.
Proposition 9.11. We have the following isomorphism of crystals:
△′n ∼=
{
B(Λn) if n is even,
B(Λn−1) if n is odd.
The highest weight crystal is δh ∈ △′n.
Proof. As was given in 3.4, we know the explicit form of the crystalsB(Λn) ∼= B
(+,n)
sp andB(Λn−1) ∼=
B
(−,n)
sp . So, we shall see how △′n and B
(±,n)
sp correspond to each other. Let s = (s1, · · · , sn−1) be the
label of a triangle δ ∈ △′n. Now, let us associate ǫ = (ǫ1, · · · , ǫn) ∈ B
(±,n)
sp with s by
ǫ1 =
{
+ if s1 = 1,
− if s1 = 2,
ǫk =
{
+ if sk = sk−1,
− if sk = sk−1 + 1,
(2 ≤ k ≤ n− 2),(9.36)
(ǫn−1, ǫn) =

(+,+) if sn−1 = sn−2 and n+ sn−1 is odd.
(+,−) if sn−1 = sn−2 and n+ sn−1 is even,
(−,+) if sn−1 = sn−2 + 1 and n+ sn−1 is odd,
(−,−) if sn−1 = sn−2 + 1 and n+ sn−1 is even,
(9.37)
which define the map ψ+ : △′n → B
(+,n)
sp if n is even and ψ− : △′n → B
(−,n)
sp if n is odd. Then, e.g., for
even n, the vector δh (resp. δl) corresponds to the highest (resp. lowest) weight vector (+,+, · · · ,+)
(resp. (−,−, · · · ,−)) since s(δh) = (1, 1, · · · , 1) and s(δl) = (2, 3, · · · , n). It is clear to find that the
map ψ± is bijective. The rest of the proof is almost the same as the one for Proposition 8.11.
Next, let us show that the map m : △′n → Y gives an isomorphism between △
′
n and the monomial
realization of B(Λn) for even n or B(Λn−1) for odd n. Consider the crystal structure on Y by taking
the sign p = (pi,j) which is the same one as (8.30). Then, it corresponds to the cyclic sequence of I
such as: · · · (nn− 1 · · · 21)(nn− 1 · · · 21) · · · . Here, by the map m we get
m(δh) =
{
c
(1)
n if n is even,
c
(1)
n−1 if n is odd.
Proposition 9.12. Let B(c
(1)
n )(resp. B(c
(1)
n−1)) be the connected subcrystal of Y(p) whose highest
monomial is c
(1)
n (resp. c
(1)
n−1) and which is isomorphic to B(Λn) (resp.B(Λn−1)) of type Dn. Then
we have m(△′n) = B(c
(1)
n ) if n is even and m(△′n) = B(c
(1)
n−1) if n is odd.
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Proof. By the above setting for Y(p), we have
(9.38) Ai,m =

c
(m)
1 c
(m+1)
2
−1
c
(m+1)
1 , for i = 1,
c
(m)
i c
(m)
i−1
−1
c
(m+1)
i+1
−1
c
(m+1)
i , for 1 < i < n− 2,
c
(m)
n−2c
(m)
n−3
−1
c
(m+1)
n−1
−1
c
(m+1)
n
−1
c
(m+1)
n−2 , for i = n− 2,
c
(m)
n−1c
(m)
n−2
−1
c
(m+1)
n−1 , for i = n− 1,
c
(m)
n c
(m)
n−2
−1
c
(m+1)
n for i = n.
For δ ∈ △′n and i = 1, 2, · · · , n− 2 we can see that m(f˜iδ) = f˜i(m(δ)) by the same way as in the proof
of Proposition 8.12.
Thus, let us see f˜n−1 and f˜n. First, for the label s(δ) = (s1, · · · , sn−1), suppose that n + sn−1 is
odd. Thus, the action of f˜n−1 is trivial and
f˜n : (sn−3, sn−2, sn−1) =
(j − 1, j, j) → (j − 1, j, j + 1) c
(j)
n
c
(j)
n−2
→ 1
c
(j+1)
n
(j, j, j) → (j, j, j + 1) c
(j)
n →
c
(j)
n−1
c
(j+1)
n
.
This means that the action of f˜n involves the multiplication of the monomialAn,j
−1 = c
(j)
n
−1
c
(j)
n−2c
(j+1)
n
−1
.
Therefore, we have m(f˜nδ) = f˜nm(δ).
For s = (s1, · · · , sn−1), suppose that n+ sn−1 is even. Thus, the action of f˜n is trivial and
f˜n−1 : (sn−3, sn−2, sn−1) =
(j − 1, j, j) → (j − 1, j, j + 1)
c
(j)
n−1
c
(j)
n−2
→ 1
c
(j+1)
n−1
(j, j, j) → (j, j, j + 1) c
(j)
n−1 →
c
(j)
n−1
c
(j+1)
n−1
,
which means that the action of f˜n−1 involves the multiplication of the monomialAn−1,j
−1 = c
(j)
n−1
−1
c
(j)
n−2c
(j+1)
n−1
−1
.
Therefore, we havem(f˜n−1δ) = f˜n−1m(δ). As for the actions of e˜i, we can show that m(e˜iδ) = e˜im(δ)
by the similar way to the case of f˜i.
Then, by these results we have
Theorem 9.13. B(c
(1)
n ) = m(△′n) ∼= B(Λn) if n is even and B(c
(1)
n−1) = m(△
′
n)
∼= B(Λn−1) if n is
odd.
9.6. Proof of Theorem 9.9. By the explicit descriptions in (3.14) and (3.15), we know that e2i =
f2i = 0 on V
(±,n)
sp . Thus, we can write xi(c) := α
∨
i (c
−1)xi(c) = c
−hi(1 + c · ei) and yi(c) :=
yi(c)α
∨
i (c
−1) = (1 + c · fi)c
−hi on V
(±,n)
sp and then for ǫ = (ǫ1, · · · , ǫn) ∈ B
(±,n)
sp
(9.39)
xi(c)ǫ =
{
cǫ+ ǫ′ if (ǫi, ǫi+1) = (−,+),
c
ǫn−1−ǫn
2 ǫ otherwise ,
(i < n), xn(c)ǫ =
{
cǫ+ ǫ′′ if (ǫn−1, ǫn) = (−,−),
c−
ǫn−1+ǫn
2 ǫ otherwise ,
where ǫ′ = (· · · , ǫi−1,+,−, ǫi+2, · · · ) for i < n and ǫ′′ = (· · · , ǫn−2,+,+).
For c(i) = (c
(i)
1 , · · · , c
(i)
n ) ∈ (C×)n setX(i)(c(i)) := x1(c
(i)
1 ) · · ·xn(c
(i)
n ) andX(c) := X(n−1)(c(n−1)) · · ·X(1)(c(1))
where c := (c(n−1), · · · , c(1)).
To obtain the explicit form of ∆w0snΛn,Λn(Θ
−
i0
(c)), let us see ∆w0Λn,snΛn(Θ
−
i0
−1(c)) as in 8.7, since
for g ∈ Uw0U we have
(9.40) ∆w0siΛi,Λi(g) = ∆w0Λi,siΛi(η(g)),
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and η(Θ−
i0
(c)) = Θ−
i0
−1(c) (− : c
(i)
j 7→ c
(i)
n−j+1) as the previous case. Since ω(Θ
−
i0
−1(c)) = X(c), we
have ∆w0Λn,snΛn(Θ
−
i0
−1(c)) = 〈snǫh, X(c)ǫl〉 where snǫh = sn(+, · · · ,+) = (+, · · · ,+,−,−) and
ǫl =
{
(−, · · · ,−,−) if n is even,
(−, · · · ,−,+) if n is odd.
Thus, our aim is to obtain the coefficient of the vector snǫh = (+, · · · ,+,−,−) in X(c)ǫl.
For the sequence i0 = (12 · · ·n)n−1, let J be the set of all subsequences of i0. The operator X(c)
is expanded in the form on V
(±)
sp :
(9.41) X(c) =
∑
ξ∈J
αξeξ,
where eξ = ei1 · · · eim for ξ = (i1, · · · , im) and αξ is a product of α
∨
i (c)’s and some scalars. Now, we
shall see which sequence (i1, · · · , ik) ∈ J gives
(9.42) ei1 · · · eikǫl = (+, · · · ,+,−,−) = snǫh.
As for the weight, we have
(9.43) wt(snǫh)− wt(ǫl) =
n−2∑
i=1
iαi +
[
n− 1
2
]
αn−1 +
[
n− 2
2
]
αn,
where [x] is the Gaussian symbol as before. Thus, for (i1, · · · , ik) in (9.42), we know that if i 6= n−1, n
the number of i’s is i and the number of n− 1 (resp. n) is n−22 (resp.
n−2
2 ) if n is even or
n−1
2 (resp.
n−3
2 ) if n is odd.
Let us associate an element in U(n+) with a triangle δ = (j
(l)
k ) ∈ △
′
n by the following way, which
is almost same as the one for the type Bn in 8.7:
(i) For i = 1, · · · , n − 1 define ri(δ) to be the set of indices as ri(δ) := {(k, l)|j
(l)
k = i} and
ni(δ) := ♯ri(δ).
(ii) Set L = ni(δ). For ri(δ), define la1 , · · · , laL by setting ri(δ) = {(ka1 , lai), · · · , (kaL , laL)} with
la1 < la2 < · · · < laL .
(iii) For i = 1, 2, · · · , n− 1 set
Ei(δ) := ela1 ela2 · · · elaL−1 ×

elaL if laL 6= n− 1,
en−1 if laL = n− 1 and kaL + laL is odd,
en if laL = n− 1 and kaL + laL is even.
and E(δ) := En−1(δ) · En−2(δ) · · ·E1(δ).
Example 9.14. For n = 5 and a triangle
δ =
2
32
431
5421
we obtain
r1(δ) = {(1, 3), (1, 4)}, E1(δ) = e3e4,
r2(δ) = {(1, 1), (1, 2), (2, 4)}, E2(δ) = e1e2e5
r3(δ) = {(2, 2), (2, 3)}, E3(δ) = e2e3
r4(δ) = {(3, 3), (3, 4)}, E4(δ) = e3e4,
and then E(δ) = (e3e4)(e2e3)(e1e2e5)(e3e4). This example is quite similar to Example 8.14, but r2(δ)
differs from the one in Example 8.14.
Lemma 9.15. Let (j1, · · · , jm) ∈ J be a subsequence of i0 and E = ej1 · · · ejm be the associated
monomial of ei’s. Then we have
(9.44) Eǫl = snǫh = (+, · · · ,+,−,−) if and only if there exists δ ∈ △n \ {δl} such that E = E(δ)
DECORATIONS ON GEOMETRIC CRYSTALS AND MONOMIAL REALIZATIONS OF CRYSTAL BASES 51
Note that δ = (j
(l)
k ) 6= δl if and only if j
(n−1)
n−1 = n.
Proof. The proof is similar to the one for Lemma 8.15. Indeed, we can easily see that E(δl)ǫl 6= snǫh.
Suppose that there exists δ ∈ △′n \ {δl} such that E = E(δ). Writing E(δ) = elm · · · el1 we may show
that elk · · · el1ǫl 6= 0 for any k = 1, 2, · · · ,m by the induction as in the case Bn. For this δ, suppose
that elk appears in Ej(δ). The cases i = lk = 1, 2, · · · , n− 2 are done by the same way as the proof
of Lemma 8.15. So, let us see the case i = lk = n− 1 or n. The n− 2-th row and the n− 1-th row of
δ around j are as follows:
(i)
n−2-th row ∗ j−1
n−1-th row j© j−1
(ii)
n−2-th row ∗ j−1
n−1-th row j© j−2
(iii)
n−2-th row ∗ j−2
n−1-th row j© j−2
where ∗ means j or j + 1 and j© is the entry which gives elk = en−1 or en.
As for (i), we have the following cases:
(a) Ej(δ) = · · · en · · · and Ej−1(δ) = · · · en−2en−1 · · · .
(b) Ej(δ) = · · · en−1 · · · and Ej−1(δ) = · · · en−2en · · · .
Now, we consider the case (a). Suppose that j−1 in the n-th row gives en−1 = elp in Ej−1(δ). Denote
the vector before being applied en−1 = elp by ǫ
′ = (ǫ′i), that is, ǫ
′ = elp−1 · · · el1ǫl, which satisfies
ǫ′n−2 = ǫ
′
n−1 = −, ǫ
′
n = + and then
(ǫ′n−2, ǫ
′
n−1, ǫ
′
n) = (−,−,+)
en−1
−→(−,+,−)
en−2
−→(+,−,−).
This shows that the vector before being applied en = elk , say ǫ
′′ = (ǫ′′i ), has the form ǫ
′′
n−1 = ǫ
′′
n = −
and then we have enǫ
′′ = elk · · · el1ǫl 6= 0. The case (b) is also shown similarly and the cases (ii) and
(iii) are also shown similarly. Therefore, we obtain E(δ)ǫl 6= 0 for any δ ∈ △′n \ {δl}.
Assuming Eǫl = snǫh = (+, · · · ,+,−,−) we see that each ei (i 6= n) should appear in E i-times
(1 ≤ i ≤ n − 2), en−1 should appear
[
n−1
2
]
-times and en should appear
[
n−2
2
]
-times by (9.43).
Moreover, en−1 and en appear alternatively since only en can change ǫn = − to + and only en−1 can
change ǫn = + to −. In the sequence i0 there are n− 1-cycles 12 · · ·n just as
i0 = 12 · · ·n︸ ︷︷ ︸ · · · 12 · · ·n︸ ︷︷ ︸ 12 · · ·n︸ ︷︷ ︸
(n− 1)th cycle 2nd cycle 1st cycle
Since the indices n − 1 and n appear alternatively
[
n−1
2
]
+
[
n−2
2
]
= n − 2-times in i0, we should
choose n − 1 or n from one cycle alternatively. Listing the number of such cycles from the right,
we obtain (n − 1, · · · , j + 1, j − 1, · · · , 2, 1) = (j
(n−1)
n−2 , j
(n−1)
n−3 , · · · , j
(n−1)
2 , j
(n−1)
1 ) for some j, which is
the bottom row(= n − 1-th row) of an element in △′n except the first entry j
(n−1)
n−1 = n. Next, we
define the n− 2-th row. We can apply en−2 after applying en−1 or en and can apply en−1 or en after
applying en−2. Thus, this means that n − 2 must be in between n − 1 and n chosen in the above
process. Then, we obtain the n−2-th row (j
(n−2)
n−2 , j
(n−2)
n−3 , · · · , j
(n−2)
2 , j
(n−2)
1 ), which should satisfy the
condition j
(n−1)
k ≤ j
(n−2)
k < j
(n−1)
k+1 (1 ≤ k ≤ n − 2) since this n − 2 can be in the same cycle as the
previous n − 1 or n. This condition just coincides with the ones for △′n. Repeating this process, we
obtain a triangle δ and find that this δ ∈ △′n satisfies E = E(δ).
Next, let us find the coefficient of the vector generated from ǫl by applying aξei1 · · · eik in (8.34).
Set Ei(c) = cα
∨
i (c
−1)ei. Then we can write xi(c) = α
∨
i (c
−1) + Ei(c). We consider the cases that δ is
in I∼IV. In the case that δ is in I, there exists j such that the i − 1, i, i + 1th rows of δ are in the
form:
i− 1-th row · · · j + 3 j + 2 j + 1 j − 1 j − 2
i-th row · · · j + 3 j + 2 j + 1 j − 1 j − 2
i+ 1-th row · · · j + 3 j + 2 j j − 1 j − 2
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This means that in the expansion (9.41) we know that this δ gives the following monomial in which
α∨i appears once:
(9.45) · · ·α∨i (c
(j)
i
−1
)Ei+1(c
(j)
i+1) · · ·Ei−1(c
(j−1)
i−1 )Ei(c
(j−1)
i )Ei+1(c
(j−1)
i+1 ) · · ·
Hence, by the action of α∨i (c
(j)
i
−1
) we obtain the coefficient c
(j)
i . In the other cases II,III,IV, we can
discuss similarly and obtain that for II and III, we have the coefficient 1 and for IV we have c
(j)
i
−1
,
which coincides with the recipe after Lemma 9.8 and then we know that the desired coefficient is the
same as m(δ).
As has been seen in Proposition 9.11, the set of monomials m(△′n) has the crystal structure iso-
morphic to B(Λn−1) or B(Λn). The following lemma is immediate from Theorem 5.4.
Lemma 9.16. The set of monomials m(△′n) (resp. ξ ◦m(△
′
n)) is a crystal isomorphic to B(c
(0)
n ) ∼=
B(Λn) (resp. B(Λn−1)), where
− and ξ are the involutions as in (9.25).
Proof. We find by the definition of the map − that this is the case a = n in Theorem 5.4. By
Proposition 9.11, we know that △′n
∼= B(c
(1)
n ) if n is even and △′n
∼= B(c
(1)
n−1) if n is odd. Thus,
by Theorem 5.4 we have that for an even n, B(c
(1)
n ) = B(c
(n−1)
n
−1
) = B(c
(0)
n ) and for an odd n,
B(c
(1)
n−1) = B(c
(n−1)
n−1
−1
) = B(c
(0)
n ), which means the desired result.
Thus, by the formula (9.40), we obtain
∆w0snΛn,Λn(Θ
−
i0
(c)) = ∆w0Λn,snΛn(Θ
−
i0
−1(c)),
where for c = (c(1), · · · , c(n)) (c(i) = (c
(i)
l )1≤l≤n) we define c = (c
(n−1), · · · , c(1)) (c(i) = (c
(i)
n−l+1
−1
)1≤l≤n).
The case k = n− 1
∆w0sn−1Λn−1,Λn−1(Θ
−
i0
(c)) = ∆w0Λn−1,sn−1Λn−1(Θ
−
i0
−1(c)),
is also obtained by considering the map ξ, that is, by flipping n−1↔ n. Therefore, we have completed
the proof of Theorem 9.9.
Hence, we get the positive answer to our conjecture for type Dn.
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