ABSTRACT Electromagnetic radars have been shown potentially to be used for remote sensing of biosignals in a more comfortable and easier way than wearable and contact devices. While there is an increasing interest in using radars for health monitoring, their performance has not been tested and reported either in practical scenarios or with acceptable low errors. Therefore, we use a frequency modulated continuous wave (FMCW) radar operating at 77 GHz in a bedroom environment to extract the respiration and heart rates of a patient, who is used to lying down on the bed. Indeed, the proposed signal processing contains advanced phase unwrapping manipulation, which is unique. In addition, the results are compared with a reliable reference sensor. Our results show that the correlations between the reference sensor and the radar estimates are in 94% and 80% for breathing and heart rates, respectively.
I. INTRODUCTION
Monitoring vital signs of a human like heart rate and breathing rate is very critical for saving lives. Individuals might suffer from a disease such as sleep apnea, or their lives have been threatened by a natural disaster. In the former case, there is a need for continuous surveillance of a patient in a room while in the latter case the problem is finding the victims through obstacles like walls. In all of them, it is not possible to attach a device to the subject body to record and analyze their health-related signals. One solution is using radars with the capability of sensing any environment dynamics. The general principle of a typical radar is sending a specific signal then listening to its echo in order to extract environmental features. This idea is not new as it has been used by bats for million years ago (see [1] ) in that they use acoustic waves.
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The acoustic waves could not travel a long distance and they are easily interfered with any mechanical movements and they need a medium for propagation. In contrast, electromagnetic (EM) waves can propagate without any medium and can penetrate through obstacles and do not have the limitations of acoustic waves.
Among popular applications of EM radars, biomedical sensing has gained increasing attention for adopting them in remote sensing of vital signs such as heart rate (HR), breathing rate (BR), blood oxygen density etc. For instance, radars can find HR and BR by detecting the chest wall movement. This is greatly helpful for reducing the number of contact biomedical sensors for monitoring of a patient over a long time. For example, to monitor sleep apnea, in [2] the authors proposed a remote controlling system, which uses a 24 GHz radar.
The authors in [3] also proposed a time-varying filter to reduce noise in order to extract the heart rate with an impulse radar. Initially the algorithm finds the respiration rate. Then it adopts a time-varying filter after which the derivative of the received signal is taken to increase the signal to noise ratio (SNR) for the estimation of the heart rate. Although this paper considered how to increase SNR for detecting the heart rate, there was no thorough description of the experiment equipment and the setup. Indeed, the accuracy of the reference sensor has not been reported.
As we are interested in using FMCW radar it is important to notice that there is no comprehensive analysis for the Doppler accuracy of FMCW radars. But in [4] , authors investigated the range accuracy considering non-idealities in FMCW generation. This is the first paper using direct digital synthesizer (DDS) for artificially adding non-linearities and phase noise to evaluate their effects on the range detection.
In the generation of an FMCW signal a sort of phase randomness appears, which is called phase noise. While it is manifesting itself in the phase, it has impact on the magnitude of the generated signal. In addition, the phase noise degrades the quality of the parameter estimation in any radars particularly FMCW radars. In general, the phase noise effect in the range detection of any radar kind is discussed in [5] . When the echo signal is mixed with the transmitted signal at the receiver, the phase noise autocorrelation becomes a function of transmitted phase noise autocorrelation. This phenomenon is called the range correlation effect. In brief, [5] clarifies that the phase noise effect in the range detection of any radar system increases as the range of the subject increases. Fortunately, the phase noise due to the range correlation effect is very low for our case because the subject is very close to the radar located at a few meters distance.
In [6] , the authors investigated the main reason for reflecting an EM wave from a body in microwave frequencies. In particular, there are two main reasons: 1) blood perfusion underneath of the skin surface leading to the skin impedance variation, 2) skin/body surface movement. By designing some experiments, they found out the body displacement has a higher influence on reflecting the signal than the impedance change of the skin surface. Their research was conducted in microwave frequencies at which a portion of the wave can penetrate the body. While in mm-wave frequencies, as we consider, the wave is totally reflected off the body surface.
Similarly, in [7] , the authors used the FMCW radar for the purpose of the vital sign detection. To choose the start frequency, they tested the FMCW radar at different start frequencies with different bandwidth and different subject position. At the end, they came up with a great conclusion that the radar reliably senses vital signs for many cases, but they chose 9.6 GHz for the purpose of the demonstration and implementation by considering the other factors such as the low interference on the local wireless networks. They analyzed the magnitude and the phase of the received echo signal and they showed that the vital signs detection can be carried out on either phase or magnitude. This result is against the discussion in [8] where the authors illustrated that the magnitude analysis comes with higher order harmonics which degrades the vital sign rate detection robustness, instead they exploited the phase extraction as we will. Furthermore, [7] did not discuss the linear phase trend that is apparent in the captured phase. This behavior seems to be the impact of the hardware non-linearities while they neglected with no more clarification. The linear trend is like a flicker noise, but in the phase domain, and it can affect the vital signs' detection. Although the HR accuracy is reported in [7] , BR correct detection rate has not been reported. But in this work, we will investigate both BR and HR and their waveforms experimentally.
A similar phase acquisition using FMCW radar at 80 GHz was presented in [9] . The authors assumed that the distance of the target is known, therefore they did not concentrate on designing an algorithm for finding the targets' range. In addition, the radar was tested in front, back, left, and right sides of the subject when the target was sitting on a chair. This experiment setup cannot be used for a practical clinical purpose when a patient is supposed to laying down on the bed with lots of background clutters. In addition, they did not use phase unwrapping and we will show that is necessary in mm-wave frequencies.
This paper tries to show the feasibility and validity of using an FMCW radar for remote vital sign monitoring. It compares the radar outputs with a reference sensor too. To achieve so, we will provide a signal processing flow for the measurement of the heart and breathing waveform as well as a processing scheme to estimate HR and BR. The whole analysis relies on a unique phase unwrapping process. With the help of the system model, the algorithm is explained in section II. In section III, we will introduce a mm-wave FMCW radar equipment and discuss how to choose FMCW parameters for our application. In section IV, the empirical results are discussed and in the last section,V, we will conclude the paper with some remarks and future extensions.
II. SYSTEM MODEL
Among other radars, we chose FMCW for our study. They have unique advantages, which cannot be presented in other radars at once. Those are:
• Being a mm-wave radar: the high attenuation in mm-wave frequencies provides a high isolation between the co-located operating radars even if they are separated in a few meters. Indeed, tiny displacements in mm are comparable to the wavelength thus they can be detected. This high sensitivity is required to detect the chest wall movement, which is in mm order.
the received signal at particular range experienced a line of sight wireless channel. In contrast, CW radars suffer from multipath fading because they collect all reflections from all objects at all visible ranges in a one sinusoid signal.
• 
A. FMCW RADAR PRINCIPLES
In any radar, the electromagnetic wave is sent into the environment containing various objects. Then the echo of the wave is captured at a receiver. A simplified block diagram of such a system is shown in Fig. 1 in which both the transmitter and the receiver are at the same location. Each chirp at the output of the FMCW generator is a sinusoid signal whose frequency is swept from f min to f max (Fig. 2) . Here the frequency is swept linearly with a positive slope of K and a duration of T r implying that the sweeping bandwidth is f max −f min = KT r . The received signal at the output port of the receiver antenna is amplified and correlated with the transmit signal, which results in a signal called beat signal. The beat signal contains information about the objects in the scene.
Particularly, the delay in the reflected signal is translated to an instantaneous frequency difference between the transmitted and the received chirps.
The power amplifier (PA) and the low-noise power amplifier (LNA) at the transmitter and the receiver in Fig. 1 are non-linear components. Fortunately, the FMCW signal is a constant envelop signal with the peak-to-average-power ratio (PAPR) of zero dB, which lets the amplifiers to work in their linear region. But, they adds time-varying delays to the signal even if they are in their linear operation. The time varying delay is much greater than T r and it manifests itself as a very small Doppler shift in the baseband. This Doppler shift is in the slow-time as we will see later. In practice, the PA and the LNA delays will diminish after a while when they become thermally stable.
Assume that the complex chirp signal is:
f min is the start frequency (and λ max is the corresponding wavelength) and A t is the magnitude related to the transmit power. Suppose that there is only a single small object situated at the distance of R 0 to the radar but it is moving around R 0 , which results in a time-varying distance to the radar. Let us denote this time-varying distance by R(t) = R 0 + x(t) and x(t) is a function represents the distance variations around R 0 . Furthermore, the reflected wave off the object at the receiver is the delayed version of s(t) with a delay of t d = 2R(t)/c, which is the round-trip time of the wave. c is the light speed throughout the whole paper. Consequently, the IF signal for only a single chirp duration will be:
The thermal noise and other channel considerations are ignored for simplifications, but A r has a relationship to A t by the radar equation [10] . The beat signal, y(t), can be expressed as follows:
the second approximate equality in (3) is obtained by ignoring the third term in the phase, which is very small. The third term is negligible because K is in 10 12 Hz/s order while t d is in 1ns thus the term is in the order of 10 −6 . Equation (4) obtained after replacing t d to (3) and ignoring the x(t)t term because t is in 1µs and x(t) is almost constant for one chirp as we will see later. Furthermore, ψ(t) varies with x(t) relative to λ max . So, the phase variations in the scale of the maximum wavelength can greatly change the beat signal phase. For example, a radar operating at 6 GHz is 10 times less sensitive in comparison to a 60 GHz radar. Thus, as a rule of thumb, the phase power for the same amount of physical displacement is 20 dB more in mm-waves. In addition, x(t) is almost constant within one chirp because subjects are not moving more than 1 mm per chirp equivalent to 1 mm/1µs = 10 3 m/s. Therefore, ψ(t) can be approximated by sampling x(t):
where t 0 is any time in [t d , T r ]. This equation is used to detect the range of a subject, R 0 . To this end, an FFT is applied over samples of a chirp to obtain the spectrum of the beat signal, which has peaks corresponding to the subjects at different ranges. This FFT reveals range information so it is called range FFT. Each range FFT bin represents a particular distance with an associated phase similar to ψ(t). Furthermore, as we mentioned before, there can be a very small shift in ω b due to residual delays incurred by the PA and the LNA. Although the little frequency shift exists, it diminishes after the radar warms up.
As mentioned before, (5) does not have any information about variations of x(t). To observe its variation, multiple chirps must be sent in a sequence, which is similar to the sampling of x(t). Let's say that x(t) is sampled each T c , called a frame period. Therefore, T c ≥ T r and x(t) appears within the phase of the range bin corresponding to the target distance (see (5)). Hence, it is possible to take a second FFT over the phase samples of that range to obtain spectral information of x(t). Because it is giving vibration frequencies, thus it is a vibration FFT. In fact, x(t) is a function models the chest wall displacement. As it is vibrating due to the heartbeat and exhalation or inhalation, it is a periodic function [11] . So, the spectrum of x(t) contains peaks spaced equally with the fundamental frequency of the vibration, f v . The concept behind it is that any periodic function has a Fourier series (FS) expansion with the terms, which are the harmonics of the fundamental frequency. Those harmonics appear as the peaks in the frequency spectrum.
The range of the objects and their vibration frequency, if they have a vibration, are estimated by finding ω b in (5) and the maximum value of the range phase spectrum, (f ). The formulations are summarized in Table 1 with their maximum and minimum values. If there is no SNR limitation, the maximum detectable range is determined by the Nyquist sampling rate theorem, which sets a limit on the maximum allowable baseband frequency of f b . The minimum range detection can be expressed as c/2B where B is the sweeping bandwidth [12] . But a more practical range resolution relationship is provided in Table 1 , which also considers the range FFT resolution with the size of N meaning that there are N samples in a chirp. On the other hand, the maximum frequency of vibration is related to the frame rate of 1/T c at which the phase ψ(t) is sampled. Similarly, the Nyquist sampling principle limits the maximum visible f v as it is equated in the table. The minimum value of f v is determined by the number of vibration FFT points, M, since the whole vibration spectrum is equally divided to M bins. Fig. 3 shows the chronological order of the signal processing chain used for cardio-respiratory rate detection. After sampling the beat signal with f b,max , the range FFT is applied over the samples of each chirp and the result is a vector, which is called complex range profile. By collecting consecutive complex range profiles from multiple chirps and putting them into a matrix in a row-wise manner, the range-slow time matrix is constructed with M rows (i.e. M chirps).
B. PROPOSED ALGORITHM
Prior to taking the angle of the received complex signal, one must be sure that any non-linearities, distortions, and artifacts have been removed because the phase computation is highly non-linear and it increases the complexity of removing those imperfections. For instance, the DC value of both in-phase and quadrature components of the complex signal must be removed unless otherwise, it will affect the phase quality. Suppose that the imaginary and real parts of a complex range bin are I (t) + dc i , R(t) + dc r , respectively. Then,
where dc i , dc r are DC values of the imaginary and real parts, respectively. In [13] , they showed that the phase modulation due to the chest vibration generates so many harmonics as well as DC terms. The DC terms do not degrade the phase quality because they have inforamtion about the target displacement. In addition, [14] also discussed that the leakage between Tx and Rx can generate the DC terms. If there are DC terms due to a reason rather than the target motion, then φ(t) is not equal to ψ(t) in (5) . In other words, in the complex plane, the received signal constellation is shifted from the origin to [dc r dc i ] T . In Fig. 4 , a constellation shift is apparent VOLUME 7, 2019 in the point cloud before DC compensation. The center and the radius of the cloud can be estimated based on a nonlinear least square estimation (NLLS), which is optimum in maximum liklehood (ML) sense when the noise is white Gaussian. After doing algebraic simplifications, the problem will be converted to a linear least square estimator (LLSE) as follow:
where A, b are defined in the Appendix A. y = [R c r c i ] T is a vector of unknowns in which R is a function of the center point and the radius, and c r , c i are real and imaginary parts of the center point, x. Fig. 4 is obtained for the actual vital signs' waveforms. Thanks to the mm sensitivity, the complex signal trajectory in Fig. 4 is a complete circle. This is the result of the phase dependency on the relative chest movement to the wavelength causing a great phase change only for displacements in the range of mm. After DC compensation, the phase of each column in the range-slow time matrix is calculated by using tan −1 (.) so that the output phases are wrapped in [−π, π]. In contrast, the phase can change beyond of ±π because x(t), the physical displacement, can be greater than λ max /4 (see (5)). Therefore, there should be a mechanism to unwrap the phase beyond of ±π . If ψ(t) in (5) is sampled with an appropriate sampling time of T c then it is possible to maintain the phase difference between two consecutive samples less than π . Equivalently, x(t) must not change more than λ max /4 within T c period. If this assumption is satisfied, any phase change greater than π indicates that the phase should be corrected by adding or subtracting 2π . This process is called phase unwrapping, which is performed on the columns of the rangeslow time matrix separately (Fig. 3) . For a detailed analysis on the phase unwrapping process see Appendix B.
The DC value of each column is removed after phase unwrapping to eliminate the static clutters. Then, to find vibration frequencies, the second FFT is applied to each column resulting in a matrix contains vibrations over each range bin. This matrix is called range-vibration map. This map is used to search for the best range bin, which minimizes the cardio-respiratory rate estimations errors. In fact, the best range bin, or the column, is selected so that the rate estimation is the closest one to a reference sensor. We shall talk about this step of the algorithm and the reference sensor in the experiment section.
After selecting the best range, the index of the vibration frequency that has the largest magnitude and the two neighbour indexes are taken to interpolate and find a fine vibration frequency of the target. This is done by adopting Gaussian interpolation with an assumption that the spectrum over the three vibration indexes behaves analogous to a Gaussian function.
III. OUR EQUIPMENT
For our experiments, we chose a Texas Instrument (TI) mm-wave radar (AWR1443 [15] ) operating from 76-81 GHz. It is a general-purpose sensor with very wide applications and it has a built-in DSP and an ARM processor for postprocessing. Although the radar can run small applications stand-alone, we are not used to running our processing on the chip. In fact, after configuring the radar, the chirp samples are transferred over the UART interface to a PC to do signal analysis in Matlab. To work with the radar, an evaluation board of AWR1443 is used [16] .
Using mm-wave radar is best suited for mm range displacement detection since it is desirable for the vital signs sensing. λ max is 3.9 mm at 77 GHz, thus little changes of x(t) in (5) can be detected. For a typical adult, the chest moves about 1-12 mm and 0.01-0.5 mm due to breathing and heartbeat respectively [17] . chirp is repeated every T c = 50 ms. Fig. 5 illustrates the chirp configuration used for the entire experiments. The chirp configuration along with other variables are listed in Table 2 . Also with M = 256, the observation window for both BR and HR becomes 12.8s. In order to increase the time resolution, half of the samples for Doppler FFT comes from the previous observation interval meaning that the observation windows are overlapped with M/2 samples. Thus, equivalently the observation duration is 6.4s. Table 3 also shows min and max allowable values of range and vibration frequency in order to detect them without ambiguity. The vibration frequency of the chest for respiration would be 0.1-0.6 Hz (or 6-36 times per minute) and that of heart rate is 0.8-2 Hz (or 48-120 beat per minute). These range of frequencies are within the acceptable vibration frequency range mentioned in Table 3 . Fig. 5b illustrates a bedroom with a radar attached to a ceiling on the bed. A patient was lying on the bed facing up to the radar during the entire study. Indeed, a wearable device is used as a reference. This wearable sensor is a commercial product of Hexoskin, [18] . The accuracy of the sensor is examined in [19] in which the authors claimed that the device measures BR and HR for different body postures with 98% accuracy in comparison to the standard laboratory measurement tools.
IV. EXPERIMENTS

A. PRIMARY RESULTS
The study was performed on a patient in a 40-minute attempt. The raw data is captured via UART port from AWR1443Boost (see [16] ) to analyze offline in Matlab. At each stage of the signal processing chain, different maps are extracted. Each map conveys different information about the bedroom and vital signs and will be discussed. Finally, to complete our analysis, we will define the system performance metrics and the breathing and the heart rates' accuracies are presented.
1) THREE DIFFERENT MAPS
The raw data does not reveal any information about the environment until they are arranged and manipulated in specific forms. For instance, Fig. 6 represents three different maps obtained at different stages in Fig. 3 . In all the maps, there are three different range regions: 1) Region above the bed: spanned from 1.5-1.67 m 2) Region on the body surface: spanned from 1.68-1.84 m 3) Region on the bed: spanned from 1.88-2 m In the first region, there is no object to reflect the signal, though this is a silent region as it is observed in the three maps of Fig. 6 .
The second region is the body region, which contains the reflection from different points of the body. From the radar point of view, the target is very large such that it is not a single point on the range profile. In fact, the two points in the space are distinctive where their distances have a difference greater than the range resolution. The range resolution, here, is 3.35 cm (see Table 3 ), which is enough for distinguishing the reflection from abdomen and thorax. In our study, the participant was aware of being still during the entire examination meaning that his body was moving up and down only due to cardio-respiratory activities. It is also important to notice that when we are breathing, the chest moves together with belly and even shoulders. Therefore, a large area of the body contributes to the phase modulation, thus the unwrapped phase map indicates a phase variation over multiple ranges. Among all range bins in the acceptable field of view, the best range is selected with the maximum average power. The power variation is required to distinguish the stationary clutters and VOLUME 7, 2019 the chest modulation (Fig. 6 (left) ). This is performed in the ''range bin selection'' block of Fig. 3 .
In addition, it is interesting to highlight that there is somehow a constant reflection in the third region, bed region, which is seen as a perfect stationary clutter. The stationary clutters are eliminated after removing DC from the unwrapped phases. Therefore, the region will not have any vibration in the range-vibration map.
From Fig. 6 one can conclude that taking the unwrapped phase map as a base signature for vital signs monitoring has an advantage of ignoring other parts of the visible ranges by only reasoning on that whether the phase variation resembles a vital signs or it does not. However, in the maps, the only nonstationary feature is a biological activity ensuring that the range-vibration map has only frequencies of the respiration and heartbeat. 1 This assumption providing a way to achieve the main purpose of the study that is showing the validation and feasibility of using a mm-wave radar for remote vital sign sensing.
FIGURE 7.
A sample of heart (bottom) and breathing (top) waveforms vs time.
2) HEART AND BREATHING WAVEFORMS
As depicted in Fig. 3 , after finding the best rang bin, one can use to filter out the breathing or heartbeat frequencies of ψ(t) to obtain corresponding waveforms. Each waveform in Fig. 7 is a time-variation of the chest displacement due to heartbeat or respiration. The magnitude of the breathing waveform is about 10 times of the heartbeat waveform and the later has a higher number of peaks than the former. Besides, it is possible to count the number of peaks in each waveform 1 For example, in the range-vibration map, there is a high peak at 18.75 bpm, which is corresponding to the BR in that moment.
to obtain an estimate of the vital sign rate but that gives a poor estimation in comparison to the spectral estimation used in our proposed algorithm. Spectral estimation is optimum in maximum likelihood (ML) sense when the phase noise is Gaussian. The optimality is shown in the appendix C.
B. SYSTEM PERFORMANCE
In our 40-minute trial the BR and HR are estimated based on finding the max value in their frequency range as formulated in Table 1 . After removing some outliers from the estimates, which can be due to spark noises and any other external causes, the time trace along with the statistics of BR and HR are shown in Fig. 8a and Fig. 8b . In these figures, the instantaneous values of the radar and Hexoskin estimates are compared.
To have intuitions, some statistical parameters are defined to evaluate the similarity, robustness and confidentiality of the radar estimations with respect to Hexoskin estimates. If e is an error vector with the elements of e i , then the standard deviation of the error can be stated as:
which is the standard deviation where( .) and . are the notations for statistical mean and second norm of a vector respectively and P is the number of data points. The correlation of variation (CV) is another factor represents the ratio between the standard deviation and the mean value of the data, d:
One useful parameter is Pearson correlation coefficient denoted as R icc : Fig. 8a and Fig. 8b . The sample points cloud in radar-Hexoskin planes is plotted in Fig. 8a (right) and Fig. 8b (right) in which r is R icc . The ideal case is when all the samples are sitting on y = x line indicating that the radar data are the same as Hexoskin. In practice, the BR data follows a similar linear behavior around y = x line with a slop of 1 and a 0 bias. Similarly, for HR, the linear fitted curve has a slop of 0.98 and a bias of 0. In the acceptable ranges of HR values, the linear fitted curve is very close to y = x line while they can diverge for very lower or very higher invalid values. It is also good to mention that the BR and HR values are well distributed in the whole range of vital signs to show the agreement between the radar observation and the reference sensor.
The performance of our system is compared to the other works in Table 4 . The values for the front side tests in [9] are in the table to make a fair comparison to our experiments. The performance reported in [9] has a high variance for a particular radar-target orientation. However, we consider the average performance while there might be a case the values are less than 4%. The system performance in [7] is not better than [9] and the best correct estimation rate they obtained is considered here. BR accuracy for [7] was not reported but our system shows an improvement in comparison to [9] . Our HR estimation is much more accurate than [7] and it is so close to [9] . Besides, the output power of our radar is higher than the others (last column of Table 4 ) but the target is somehow in a close range. Although we could not change the distance due to the space limitation in the bedroom, it is possible to use the radar for farther distances.
V. CONCLUSION
In this paper, we discussed a base theory of an FMCW radar with the phase analysis perspective. This paved the way to develop an algorithm for detecting vital signs in a realistic setting i.e. in a bedroom. In addition, operating in mm-wave has an advantage of being sensitive to a micron displacement. This feature together with FMCW radar properties motivated us to choose an mm-wave FMCW radar for our experiments. The radar tested for vital signs monitoring in a bedroom with a high agreement between the radar estimates and a reference sensor. The accuracy of the radar was compared with the other works with an improvement in the BR estimation and a close quality in HR detection. Besides, a primary application of our contribution can be a long-term monitoring of a patient who is suffering from a chronic disease such as sleep apnea. During our study, where the heartbeat waveform was shown, we realized that the radar might be used to record the ECG pattern, but it requires to increase the SNR level of the heartbeat detection in the presence of breathing. Indeed, the algorithm simply can be extended to track vital signs of multiple targets by employing the FMCW radar localization.
APPENDIX A ESTIMATION OF THE CENTER AND THE RADIUS OF A CLOUD POINT
We want to minimize the squared error between the radius and the distance of sample points to the hypothetical center point of the cloud. Assume that we represent the complex samples as a 2D real column vectors with the first and second elements of real and imaginary parts of the complex sample, respectively. If a i is the i'th sample point and x is the circle origin and r is the radius, then
in that θ is the angle of a i and n i is an additive noise. If the noise is i.i.d., zero-mean and Gaussian with the power of σ 2 n , then the optimum Maximum Liklehood (ML) estimator of x, r is:
Consider all a i 's to minimize the squared error:
N is the number of samples. The last summation resembles of the second norm of a vector. By rearranging the inner bracket terms and putting unknowns in a vector, y, and knowns in a vector b the following equation can be obtained:
−r 2 , and A, b are:
A is a full column rank matrix for N > 3, thus has a left inverse of A † and the optimum solution is:
The optimum solution of P in (A.3) is equal to the optimum solution in (A.4) when r = x 2 −R > 0. By contradiction, if r < 0 and y * = [R x T ] T is optimum the following shows y * is not optimum:
therefore each term of the summation in (A.3) with y * is greater than when y = [ x 2 x T ] T implying that r has to be zero.
APPENDIX B PHASE UNWRAPPING
In the signal processing, the phase of the elements in the range-slow time matrix is taken. The column of the resulted matrix is the phase evolution of the echo signal at a particular range. We should do the phase unwrapping on the column corresponding to our desired target range. Let's denote the phase sequence as φ n for n = 1, · · · , M , namely M is the size of the vibration FFT. For every pair of (φ n ,φ n+1 ) we knew that |φ n+1 − φ n | should not be greater than π . If it is then a phase correction must be applied. The phase correction is accomplished as bellow:
• φ n+1 − φ n > π : means that φ n+1 > 0 and φ n < 0. As illustrated in Fig. (9, left) , it seems the target followed the path shown in the red color just in T c period. But, with our assumption it should pass the green path, which is shorter and it is less than π. To achieve so, 2π must be subtracted from φ n+1 .
• φ n+1 − φ n < −π : means that φ n+1 < 0 and φ n > 0. Similarly, in Fig. (9, right) it is shown that the target is followed the long path with the red color while the correct one is the shorter one. To correct, this time 2π must be added to φ n+1 . The whole process must be done in a sequence starting with n=1 and ending with n=M-1. At each iteration, φ n+1 is only updated. The algorithm 1 explains the process.
Algorithm 1 Phase Unwrapping Procedure
r is the desired detected range index; r desired = R(:, r) (R is the range-slow time matrix and Matlab syntax is used to select the r'th column);
APPENDIX C OPTIMALITY OF FREQUENCY ESTIMATION
We can write ψ(t) in discrete form by considering a noise term as follows: Table 1 ). Let
thus the problem of finding the desired vital sign frequency is to find a x i [n] such that the following will be satisfied in an interval of M samples:
in which p r is the conditional probability. (C.2) is maximum likelihood (ML) criterion and it is optimum when all possible x i [n] can happen with equal probability and equal power.
Then it can be shown that (C. 
It is enough to show that the following is true:
where is a vector containing positive frequency samples of the phase discrete-time Fourier transform (DFT). ψ[n] is the discrete-time phase corresponding to the phase in (5), e i is a vector having only one at the i'th position, and α, β are the frequency indexes for the desired range of frequencies. For instance, breathing frequency is in [0.1, 0.6] Hz and α, β are set to 0.1 and 0.6 Hz respectively. For proving (C.4), we start to expand the inner argument of the left-hand side of the equation:
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