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ABSTRACT 
We study h-matrices EM(i) associated with automorphisms. We show that they 
are characterized by the fact that for some k, all products of at least k summand 
matrices M(i) have rank 1, and all products of the M( i > have 0 or 1 entries. We give 
a polynomial-time algorithm to determine if a given h-matrix represents an automor- 
phism. We give a method for determining the dimension-group representation of the 
automorphism, and compute it for the full shift. We show that one-sided inert 
automorphisms of full shifts have a special form, although their order can be infinite. 
For lag 2, they can readily be written out. We give results partially reducing the lag-n 
case to lag 2 and the general case to the inert case. We determine all quotient groups 
for a filtration of the one-sided inert automorphisms of a full k-shift. One-sided inert 
automorphisms can be described in terms of labelings of a partition associated with 
the partitions of the transformations M(i). For higher lags, we can show that every 
suitable lag-r partition is associated with a lag-(r - 1) partition. 
1. INTRODUCTION 
In this paper, we show how to express one-sided automorphisms of 
subshifts of finite type by matrices indexed on the vertices of an edge graph, 
and give some consequences. 
For brevity, let no = {1,2,. . . , n,}. A $ZZ n,-shijl is the topological space 
consisting of all sequences ( x,) indexed on n, E Z where x,, E no, topolo- 
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gized by the product of discrete topologies. The s/r@ rru~~~ IS ttw mq> 
44)= w, Yn = XntI for 11 E Z. The subshift of finite type associated 
with an n, X n,, matrix T whose entries are 0, 1 E Z is the set of sequences 
such that 
t 
_ 1 forall iEZ, 
*,rt+ I i 0 for all i tZ Zi; 
in other words, (rn) is a biinfinite edge sequence in the graph. 
An automorphism of a subshift of finite type is a homomorphism com- 
muting with d. 
Boyle et al. [l] defined an automorphism on the dimension group induced 
by an automorphism of a subshift. An automorphism is inert if it is in the 
kernel. For a full shift this means that average information does not travel to 
the left or right at a nonzero velocity. For instance, the shift map itself is 
noninert: all information is carried 1 unit over. 
All automorphisms of finite order of full shifts are inert. A one-sided 
automorphism is an inert automorphism such that the image of a symbol 
depends only on symbols to its left. 
EXAMPLE 1. For a full shift, we can construct a large class of one-sided 
automorphisms as follows. Fix a set S of symbols. For some element x of S 
choose a permutation 71; of no \ S. This maps a pair xy (x E S, y E no \ S> 
to x71;(y). Let this be the only nontrivial action. These automorphisms have 
finite order. 
EXAMPLE 2. One-sided automorphisms form a semigroup under compo- 
sition. The following example of automorphisms of a Z-shift is due to [I]. Let 
I), send I2 to 13, 13 to 12, and otherwise fu y in a block xy. Let I,!Q send 
21 to 23, 23 to 21, and otherwise fix y in a block xy. Each is an 
automorphism of the preceding type. Then I/J, I/J&X) is an inert one-sided 
automorphism of infinite order. 
In [l] a number of results related to those of this paper are obtained. One 
can look at much of symbolic dynamics in terms of either matrices or 
sequences of states and state splittings. Here we formulate a number of 
results (some known) in matrix terms. 
2. THE h-MATRIX OF AN AUTOMORPHISM 
A block in a subshift is a sequence xi xi + i . . . xi + k. The Curtis-Hedlund- 
Lyndon theorem says that for every continuous map I,!I commuting with the 
AUTOMORPHISMS OF A-MATRICES 77 
shift, if we write JI(( xn)) = ( y,,) f or some r, s, then yn depends only on 
x,_,x,_,*r . . x,+,. 
DEFINITION 1. To a mapping I,!J in the above situation we associate (0,l) 
matrices M(l), M(2), . . . , M(n,). The entries of M(i) are indexed on 
(r + s&blocks in the shift. Th e u, v) entry of M( i ) is 1 if and only if ( 
(I) for some x, . x, which is an (r + s + l)-block in the subshift 
14=x . x,-r, one has v = x_,+, x,, and 
(2);he image y0 of x--, . x, has yO=i. 
We say that u matches v if (1) holds. The M(i) are equivalent to A-matrices. 
Propositions 1 and 3 below are known, but for completeness we state 
them with proofs. 
PROPOSITION 1. There is l-l correspondence between 
(a) n-tuples of (0, 1) matrices M( i > whose sum is the matrix M such that 
mu0 = 1 ifand only if u = x_, . x,_,, v = x_~+~. x,~, and 
(b) continuous mappings from the subshift into the full shift commuting 
with s. 
Proof. Every block must be assigned a symbol y0 E no uniquely, so the 
sum of M(i) is always M. Conversely, the M(i) determine a unique 
mapping from (r + s + Dblocks corresponding to (u, v) to integers y0 such 
that m( yo)UD = 1. ??
PROPOSITION 2. The mapping is into the original subshift if and only if 
M(i)M(j) = 0 h w enever if is not a possible Z-block, provided the original 
was nondegenerate. 
Proof. The image of some x,_ r . . x, +s + 1 corresponding to a triple (u, 
c, w) is ij such that m(i),,, = 1, m(j),, = 1. Thus ij will occur if and only 
if M( i > M(j) # 0. Every block uvw can be extended to an infinite sequence 
if we have nondegeneracy. ??
PROPOSITION 3. The mapping is finite-to-l if and only if there is an 
upper bound on the traces of all products of M(i) in the shift. If the domain 
is irreducible, it is l-l if and only if this upper bound can be taken as 1. 
Proof. The trace of a product of length k is n if and only if n closed 
walks (i.e., n period-k points) map onto a single period-k point. So a periodic 
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point has n inverse images. The maximum number of inverse images of any 
point equals the maximum number for a periodic point. H 
We introduce a little Boolean-matrix terminology 
DEFINITION 2. In a finite monoid _H the right (Zef, two-sided) ideal 
generated by an element x is XL (Ax, J X.4). 
DEFINITION 3. The equiualence relations % (A!!, Z:) are that two ele- 
ments X, y E.& generate the same right (left, two-sided) ideals. 
DEFINITION 4. The composition IH 0 2 is ZD. In any finite monoid 
3 = 2 0 171 = 5. It is always an equivalence relation. The monoid is ex- 
pressed as a union of CD-equivalence-relation classes. They are partially 
ordered by inclusion of two-sided ideals generated. If a, b E 29 and ab E 3, 
then the D-class is regular and has an idemnotent. These facts can be found 
in [3]. 
DEFINITION 5. The rooz(: (column) rank of a Boolean matrix is the least 
number of rows (columns) such that all other rows (columns) are Boolean 
linear combinations of them. 
EXAMPLE 3. This has rank 2: 
I 0 11 1 0 . 1 
If row rank equals column rank, we say rank. Both row and column rank 
are D-class invariants. 
Assume henceforth that the subshift is mixing. Then M is primitive. The 
next two results are folk theorems. 
THEOREM 4. Zf the mapping is l-l, all products M(i,) ... M(i,) are 
(0, I) matrices. There exists k such that all k-fold products have rank at most 
1. 
Proof. If some entry is greater than 1, we can get it to be on the main 
diagonal by further multiplication, by the mixing property of C M( i > = M. So 
all matrices are (0, 1) matrices. That we mean the set of matrices in the 
semigroup generated by all M( ‘> ’ fi ‘t t IS nl e, and the natural homomorphism to 
a Boolean matrix semigroup is l-l. This semigroup cannot contain Boolean 
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idempotents of rank greater than I, since an idempotent of rank r has at least 
r main-diagonal ones 131. 
Let D, be a maximal %-class of rank greater than 1 having products of 
arbitrary length, if such exist. Then all products of some length k, lie in no 
higher ~-class by maximality. So we have some a, b E D, and ub E D,. For 
finite semigroups, this means D, has an idempotent. We have already noted 
that this is false. ??
By polynomial time we will mean polynomial time in the number of 
blocks of fued length. 
THEOREM 5. There exists a polynomial-time algorithm for uetifying 
whether or not an en&morphism of any mixing subshi? S, given by n,, x n,, 
matrices M(i), i = 1,2, . . . , nO, is an automorphism. 
Proof. Define an associated finite type subshift as follows. The symbols 
are ordered pairs (a, b) of blocks in T. The allowed transitions are {a, b} + 
{c, d} if for some i; m(i),C = m(i)b,+ = 1. Then points of the shift are in l-l 
correspondence with pairs (u,, b,) such that the endomorphism sends (a,) 
and (b,) to the same image. Therefore, the endomorphism is l-1 if and only 
if no element of the new shift passes through a point (a, b), a # b. 
There exists a polynomial-time algorithm to detect which points in a 
graph can extend to biinfinite sequences. ??
3. EIGENVECTORS AND INERTIA 
From here on we assume the subshift mapping is l-l. We have seen that 
all sufficiently large products of the M(i) are rank-l (0, 1) matrices or 0. 
Therefore, they are products wz) where w is a column vector, v is a row 
vector, and both are (0, 1) vectors. 
PROPOSITION 6. Zf WV and r-s occur as products of the M (i >, so does ws. 
Proof. The sum of all UK for all length-n products is M “, which has all 
entries positive for sufficiently large n. So if vi = 1, rj = 1, then we can find 
a matrix T with tij = 1, 
T = M(i,) *a* M(i,) 
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for some a E Z+, and then wvTrs is a rank-l, nonzero (0, 1) matrix. Its 
nonzero rows must be s and its nonzero columns W. H 
If we multiply w or o by any M( i ), we get either zero or some other tc: 
or u, since wuM( i) will be another product having rank 1. For a full shift we 
always get some other w or v. 
Let M be indexed on length-r sequences. 
PROPOSITION 7. For an automorphism onto a full n, shifi the weight of v 
times the weight of w equals nh. Also vMjw = n{, for all v, w, j. 
Proof. We have VW = I, since (wuxws) = ws for all v, w. We then also 
have uM(i,) ... M(i.>w = 1 for all i,, , ii, since wvM(i,) **. M(ij) is 
some unique rank-l i 0,l) matrix in the semigroup. The product vMlw is a 
sum of n& such terms, since there are n, different M(i). The power M r has 
every entry 1, since there is a unique length-r path in the graph from any one 
r-sequence to any other. So 
II\ 1 1 ... 1 
vM’w = vJw = v ; (1 1 ... l)w, 
,;, 1 1 ..’ 1 
equals the weight of v times the weight of w. It is ni by the above. ??
The dimension-group representation due to Krieger can roughly be 
described as follows. An automorphism (Y gives a strong shift equivalence 
from a matrix T to itself, which gives a shift equivalence. And shift equiva- 
lences actually act on the dimension group. It follows that the representation 
is described for a full no-shift by a positive rational number whose prime 
factors divide n,-namely, a 1 X 1 matrix, since T is shift-equivalent to a 
1 X 1 matrix. 
The precise description of the dimension-group representation is as 
follows. The set of all sequences 
4- 
is called an n-ray; all 
n-rays is an n-beam. 
To an n-beam 
a, n] = { y E Sr : yj = xi for j d n) 
values yi at most n are fixed. A finite disjoint union of 
U xj( --co, n] 
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we associate the vector v such that 
vy =l{j: xi = y}( 
An automorphism will send beams to beams and induce a mapping on vectors 
v when we take limits under n. This mapping is the dimension-group 
representation. 
The effect of the shift map is to multiply by the matrix T of the shift. 
Suppose that we compose with the shift map until in our present notation the 
image symbol is the new rightmost symbol of a block, so each new symbol 
depends on symbols to its left. Let h denote the ring homomorphism 
Z[M,(Z+)] + M,(Z+) induced by the identity M,,(Z+) + M,(Z+). 
THEOREM 8. The dimension-group representation, if multiplied by any 
su.iciently large power T”, has (CX, j) entry equal to the number of terms in 
s- 1 
M(j) = a(M), 
taken in the semigroup semiring, having a nonzero p-row. Here p is any 
r-block of the shift ending in (Y. 
Proof. Let g be an automorphism. Let e, be a (0, 1) vector with only 
one 1 in place (Y. Let (a,) be a sequence with a, = (Y. The image of (a,) 
under g will have all symbols prior to and including a, unique, given the 
n-ray. Write its next sequence as A,, + 1A, + 2 . . A, + s. Then for s large enough 
that the image is an s-beam, the image vector u, + s has j-entry equal to the 
number of possible sequences A,, 1h, + 2 . A, +s ending in a j. Let P = 
a,- r+la”-r+2 *** a,. Each such sequence corresponds to a product 
MC&+,) *.* M( A,,,) having a nonzero p-row and with A,+, = j, and 
conversely, for any sequence /I ending in fx. ??
THEOREM 9. For a full shift, with the automorphism written in terms of 
M( i > such that the image is the rightmost symbol in the block, the dimen- 
sion-group representation represents the automorphisms by 
1 
w,(l) ’ 
where W,(l) is the weight of row vectors in the rank-l semigroup. 
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Proof. All terms in n(M) are rank-l (0, 1) matrices of the form UX. 
Therefore, if row p is nonzero, its number of ones is exactly the weight of o. 
which is W,(l). Then the number of terms is [W,(l)]- ’ times the weight of 
row p in h( Ct( M)) = MS-lM(j). If T + 1 = s, M’-’ = J. So the rows are 
(1,. . . , l)M( j>. 
Since we are only interested in the limit under multiplication by T, we 
can take the average over j. This is 
~(l,l)...) 1)M. 
The weight of this row vector is l/n, times the weight of M which is nh+ ‘. 
So we have as the number of terms 
Dividing by ni = nI;’ ’ gives l/nOWr(l) per entry. The trace is 
1 
w,(l) . 
??
EXAMPLE 4. The identity map has inertia 1. It is represented by a matrix 
in which m(j)“,, = 1 if and only if u matches y, and j is the last entry of y. 
This is a transformation matrix, since U, j determine y. Therefore, its rank-l 
products are constant, and in them a nonzero row vector u has weight 1. 
Interpreted this way, all inert one-sided automorphisms have u of weight 
1, and w of weight nb. So w consists of the unique vector (1, 1, . , 1). 
THEOREM 10. A11 one-sided inert automorphisms of a full shifi have the 
jX?owing form: M(i) are (0,l) transformation matrices whose sum is M. 
There exists a hierarchy 
of equivalence relations on the indices of M such that 
(*I iffy is the transformation M(i) and x _ y in pk, thenfi(x) -fi< y) 
in p&l. 
Conuersely, any M( i ) such that a system & exists satisfying ( * ) gives a 
one-sided inert automorphism. 
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Proof. The condition that w has all ones and each M( i > preserves it 
means each M( i > is a transformation matrix fi. The sum condition is 
necessary, and any system M(i) satisfying it will give a continuous map 
commuting with the shift, by Proposition 1. 
Next we construct the equivalence relations. Let x N y in pk if and only 
if g(x) = g(y) for all g which are k-fold compositions of fi. Then p. = I, 
and pk = II for some k, since by Theorem 4 for some k all k-fold products 
of fi are rank-l transformations, and therefore constants. By definition pk 
are a hierarchy of equivalence relations. If x N y in pk, then f;:(x) - fi< y> in 
Pk-I> since gfi will be a k-fold composition if g is a (k - I)-fold composi- 
tion. 
For example, consider the automorphism of lag 2 for which the following 
table gives the image of a 2-block xy: 
1 2 3 
1 2 3 
2 1 3 
It corresponds to the hierarchy of partitions Z 1 ((121, {3}) 2 U. On any cell 
of U9, (311 each fi is constant. Moreover, the image of each fi on (1, 2, 3) 
lies in a cell. 
Conversely, suppose & exist. Then all o-fold compositions of f;. are 
constant. So they have rank 1. This means that each product of fi has trace 
exactly 1; if not, some power off will permute a b-element set (b > 1) and 
no power of that power will be constant. So we have an automorphism by 
Proposition 3. ??
DEFINITION 6. The partitions (of Theorem 10) such that x & y if 
g(x) = g(y) for all k-fold compositions g of functions M(i) are the upward 
-hierarchy partitions. The downward hierarchy of partitions rk (k = 
0 , . . . , s) is defined recursively by starting with rrs = U. The number s i s to 
be determined later. Then rTT,_ 1 is the equivalence relation gener ated by 
{h< x), ji< y) : x rTT, y). Here i ranges over all states of the image shift. 
We may show that if r, refines p, then TV_ 1 refines p,, _ 1. Hence some 
?r&. is I, and we choose s so that the first such k is 0. 
EXAMPLE 5. The following construction gives 
one-sided automorphisms, k > 2. Let S be any subset of set of words in k of 
length r + 1, with (i) initial sequence of [log t-1 l’s; (ii> no later length-Dog r] 
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sequence of l’s; and (iii) terminals 2 or 3. Let the automorphism on S 
interchange the final 2 or 3 of a word w if the first r symbols are such that 
w E S. By [4], ]{S)] > cir/’ for some c > 1. 
Next we study the downward partition associated with the automorphism 
which always interchanges the final 2 and 3. The mapping M(i) for i # 2,3 
deletes the first symbol of a word w and inserts an i as last symbol. For 
i = 2,3 it inserts i unless u;i E S, in which case it inserts the other of {2,3). 
The top partition is that generated by saying the range of each M( i > is in one 
cell. The ranges of all M(i), i + 2,3, are disjoint, given by final symbol; but 
for 2,3 we have overlap wherever a word x is such that some jr E S. Then 
by changing j we can shift the last symbol between 2,3. Therefore, the cells 
are k x ... X k X {i), i # 2,3, and k X k X *.* X k X {2,3). Let this rela- 
tion be rr_l. By induction rr, _, tells whether elements i of the last t digits 
are or are not in {2,3). By definition it is generated by the images of cells C 
of %,+1 under the mappings M( i ). Such an image will have places 
r--l+ l,..., F - 1 specified by C and the last place specified by i (except 
as to whether they are 2 or 3). 
But in some cases rr_t is finer than this. If for all j, jx cannot belong to 
S, then the final symbol is determined even as to whether it is 2 or 3. 
It can be shown that the cells will be precisely as follows: k X ... X k X 
S,-t+l x ... x s,, where s,_~+ r is either a symbol in k or in {2,3), and it can 
be a 2 or 3 only if places to its left cannot be extended to their left to give an 
element of S. For instance, if we have [log r] ones in the middle, then the 
next set can be (2) or (3) but not {2,3). 
There are however more than t levels to this partition. After level rr_ r, 
the cells begin specifying the rightmost digits as to whether they are 2 or 3 in 
all cases, since it will always be known whether the previous portion is a 
marker. The simplest nontrivial case is k = 3, r = 4 with initial partition 
having cells k X k X k X {l), k X k X k X {2,3) and set of markers (11 xy), 
x, y # 1. 
Let PO project cells by deleting their last coordinate. The images of cells 
under P, give a partition with properties similar to the original. 
EXAMPLE 6. This downwards partition hierarchy is associated with the 
automorphism sending a word llry to 11x(5 - y>, x # 1, y # 1 in a 3-shift. 
Its cells, up to automorphisms interchanging 2 and 3, are given below, where 
“#” denotes [l, 2, 3), “*” denotes {2, 3), and Cartesian products are meant, 
e.g., ### is # X # X #: 
n,, : identity 
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711: *uu, U,D E {1,2,3) 
lxy, x, y E {1,2,3) 
972: **I, *ll, lxy, x, y E {1,2,3) 
**2, *12 
**3, *13 
713: **u, u E {1,2,3}, 12*, 111 
*Iv, 0 E {1,2,3}, 13*, 112 
121, 113 
131 
5.4: #**, #13 
#*1 
#12 
#ll 
lr5: ##* 
##l 
?re: ##iv 
Then ~0~3 = POT, 
P,,~,: *2, *3 
*1, 13 
12 
11 
PO=,: **, 13 
*1 
11 
12 
POT31 **, 13 
*1 
12 
11 
po7Tng: ## 
THEOREM 11. Assume k > 3. The group <ii of inert one-sided automor- 
phisms of a k-ship act as automorphisms of a one-sided shift (x,) for n < 0. 
It has normul subgro ups No 1 N, I) **a , where N,. is the kernel of the action 
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on ((x,1 : x, is constant for n < --r}. Let S, denote the symmetric group of 
degree k. The quotient G,/N,, = S,, NJN, = Si_,. anrl.for r > 0. 
The intersection 0: N,. is (e}. The image of Gi in G,/N,. is generated by 
involutions which permute a pair of markers of equal length. 
Proof. The group Gi acts continuously on elements (x,,), n < 0, since 
the image of any element is determined by elements to its left. The inverse in 
Gi gives an inverse also in this action. It will preserve the set of elements 
which are constant for n < -r, so that we have normal subgroups N,, 
I”, ’ N,+ 1. We have a map G,/N,, --f Sk by perUNIting COnStaUt sequences 
(this is onto by automorphisms of lag 1 which relabel symbols). The maps 
WY + 1 + S,k(k-l)k’- ’ are defined by the fact that if (x,) is constant for 
n < -(r + 1) and (Y is in N,, then (Y can only change x0, since x,, for 
n Q - 1 is a shift of an element that is constant for n < -r. So (Y permutes 
ra. There are k(k - l)k’- ’ h c oices of X, for r < - 1, since the constant 
portion has k choices, the next symbol has k - 1 choices [unless ( x,,) is 
constant for n Q -r, and in that case CY futes xl, and each succeeding 
symbol has k choices. For r = 0, we have Sk_ i, since the set of constant (x,> 
is preserved. It remains to prove ontoness. For r = 0, we use the permuta- 
tions of lag 2 which for a certain x send xy for r z y to x 7~ ( y). They are 
generated by involutions of this form. Here ry is a marker for x Z y, and rr 
permutes all symb 1 b t o s u X. For r > 0, we first construct elements going 
onto S:!!, ‘jk’- . To do th iswetakeelementsoforfixed~zuxx...x_.~,...x_, 
sending XXX.. . x_,_, x_,xo to xxx.. x_,_~ . . x-, r (x,J for a permu- 
tation 7~ where n(x) = x. The initial portion of x’s is taken to have length 
r + 2. Otherwise (Y is the identity. For x0 z x these elements are markers, 
so we have automorphisms. They generate all S,“!!, ‘jk’- ‘, and involutions of 
this type generate them. 
To generate each factor Sk it suffices to have a single additional element 
in each Sk - S, _ r. To do this we conjugate our previous generators by the 
element p which interchanges x_,~x_,~_~... x-ix and x_,~x_,~_, . . . x_~u, 
where x_, is the rightmost symbol of x_ r_ 1 x_ , which is not an x, and u 
is any symbol other than x_, , x. Both these are markers, so we have an 
automorphism. 
Choose (Y to map xx . . xv_, _ 1 . . v _ 1xo by replacing x0 by a permuta- 
tion V( x,) which is a (k - I)-cycle, where /3 maps the initial portion 
X...xX _r_l... r-i to x... rv_,_i . ..v_~. Then /3 sends x... x-ix to 
x... ~v_,_~...v_~x,,, where v_,_i =x-,-i, x0 z x. Then (Y sends this to 
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r . . XV_,_, . . , v_i~(xJ, where r(xJ z x0, x, and p-r sends this to 
Lx... xx_,_i. *. T-lX~, where x2 z x. So the conjugate lies in S, - Sk_ 1. 
For other choices of initial segment we have the identity. 
These new elements with S,_ 1 generate S,. If cy is in N,. and has lag r, it 
is the identity, since x _ r _ 1 . . x,, is arbitrary in the set defining N,. So 
; N,.= (e}. 
?-=I 
The next theorem partly reduces the noninert case to the inert one-sided 
case. Let z/ denote the set of pairs (0, or) such that WV is a rank-l product 
of the M(i). 
THEOREM 12. 
(M(i), M(iY) g’ 
For any automorphism c>f a full shij the mappings 
tve disjoint transformations T(i) on 7. All sufficiently 
long compositions of T( i > are of rank 1. 
Proof. We have that vM( i ) is another vector v, since M( i ) times a 
rank-l matrix is a rank-l matrix. 
All sufficiently large compositions of M(i) are of rank 1, of the form WV. 
Then for any vector x appearing as a row in a rank-l product of the M(i), 
we have x(wv) = v, so sufficiently large products are constant. 
Suppose M(i), M(j) both send v, t(j to x, y. Then in vM(i)w the 
nonzero product xw = 1 arises from the unique (Y such that x, = w, = 1, 
since xw = 1. It also arises from the unique /3 such that V~ = y = 1, since 
vy = 1. So M(i) has (P, a) entry 1. But M(j) has the (/3, (Y? entry 1 by 
the same argument. So they are not disjoint. This contradicts Proposition 1. 
??
EXAMPLE 7. This lag-2 inert automorphism representing the image of a 
pair has infinite order. The partitions are 
~1 = {(12},{34),{56},(78}}, 
p2 = {(1234},(5678)}, 
12 43 57 68 
12 43 57 68 
21 34 75 86 
21 34 75 86 
13 24 56 87 
13 24 56 87 
31 42 65 78 
31 42 65 78 
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The reason is that (x6) sends I, 3 to 5,7; and (rl) sends 5,7 to 1,X Let the 
functions @, : { 1, . . , 8) -+ {l, ,8) be defined as follows: Qw<x) is the last 
symbol of @‘(xu;), where k is the length of TV’. Then there are infinitely 
many words 2(: such that ati has rank at least 2. This implies infinite order. 
We represent lag-2 automorphisms by products (xy). 
EXAMPLE 8. Let (xy) = g(y) for y > 8, g(y) being l-l monotone from 
19 ,..., 16)to{3,4,7,8,11,12,15,16).Let((2x-l)y)=((2r)y).Other- 
wise, let g be given by Table 1. 
Let rTT1 be the partition into (2i - 1,2i). All M(i) are constant on r,, as 
are the fx (columns). Let ‘ITS be the partition into 8,{9, . , 16). Then M(i) 
on a cell of rTTz lie within a cell of rrr. And M( i > each have image in a single 
cell of rr2, e.g., all 5’s occur in columns 1 to 8, all 4’s in column 9 to 16. 
Since all rows are l-l and the M(i) have the partition property, we have 
an automorphism cr. All fx 1’ re in a cell {1,2,5,6), {3,4,7,8), (9, 10, 13,14), 
or {11,12,15,16). And for each cell the rows indexed by elements of the cell 
are equal. This proves j-, of are all constant. Let g, denote the function 
given by the first row of TabYe 1. Then f,{(S, 9)) = 11, 51, g,{(l, 5)) = IS, 9). 
A lengthier argument shows the order of (Y is infinite. 
The next two results give an efficient way to list one-sided inner automor- 
phisms of a full shift of fKed lag. We call the hypothesis of the next theorem 
row constancy. 
THEOREM 13. A necessary and sufficient condition for a hierarchy of 
partitions 1 = rrO C ?rl C ‘*. c rr,, = U to be consistent with a one-sided 
conjugacy in a full shi$ is that in each C, X C,_ 1 all row sums are constant, 
where C,, C,_ 1 are arbitrary cells of 7~~) ITS_ 1 in the matrix M of Proposi- 
tion 1. 
TABLE 1 
1 2 3 4 5 6 7 8 
1 5 6 1 21 9 14 13 10 
3 6 5 2 1 I 14 9 10 13 
5 5 6 1 2; 9 14 13 10 
7 6 5 1 2 1 14 9 10 13 
___--------___-------+-___________------__---_ 
9 1 6 2 5 1 10 14 9 13 
11 6 1 5 14 10 13 9 
13 1 6 2 
2 ; 
5 10 14 9 13 
15 6 1 5 
; 
2 I 14 10 13 9 
I 
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Proof. By hypothesis each function M( i > restricted to a single cell C, 
of 7~~ lies within a single cell C,_ 1 of rk _ , If the matrix M( i > has a 1 
anywhere in the submatrix corresponding to C, X C, _ ,, then M( i ) is a 
transformation in that block. So the same set of M( i ) occurs on each row, 
and row sums are constant. 
Conversely, to construct matrices M(i) given rTTk, we start at 7rn_ ,. 
Inductively, we label each C, X C,_ r with a set of numbers equal in 
cardinality to its row sum, to be its entries. We start with C, X C,_ r. The 
total row sum of all C, X C, _ i is s, for a full s-shift. Assign to each a set of 
symbols equal in cardinality to its row sum. Suppose we have gone down to 
some C,, 1 X C, with a set S. Consider any C, X CL. Its row sums have 
total cardinality 1 SI. Th e are the sums of the row sums of C, X C,-, cells y 
over Ck_r C C,. 
Thus, we can assign disjoint subsets to the C,_ , cells. When this process 
is complete, each nonzero entry in the matrix, as a C, X C, cell, will have a 
label i and be an entry in an M( i >. Then M( i ) by construction send each 
cell Ck_ 1 into a cell C, , so products of M( z> are eventually constant. 
Therefore, we have a conjugacy. ??
4. CONCLUSION 
A-matrices can be used to make various computations with automor- 
phisms. One-sided inert automorphisms provide a large class which have 
interesting properties and which can readily be listed by computer, especially 
for lag 2. 
There are many open questions about one-sided automorphisms: 
(1) Is there an upper bound 
on the number of one-sided lag-r automorphisms of a k-shift? 
(2) What is the maximum number of levels that can occur in the standard 
hierarchy of partitions? 
(3) What is their group structure and periodic point action? 
The answer to (2) is related to the question 
(4) What is the maximum lag of the inverse of a lag-r automorphism? 
We would like to express our appreciation to Mike Boyle for useful 
comments. We also would like to thank the referee for very thorough 
suggestions and comments. 
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