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ABSTRACT In this paper, we present two localization algorithms that exploit the Angle of Arrival (AoA)
parameters of the received signal. The proposed ANGular Location Estimation (ANGLE) algorithms utilize
a probabilistic model to describe the angular response of the received signal. Consequently, the ANGLE
algorithms can estimate the location of a transmitter using a single step Hadamard product. The first
algorithm utilizes a Single Sample of the received signal (ANGLE-SS). The second algorithm, on the other
hand, employs the signal Subspace Decomposition technique (ANGLE-SD). The localization capabilities of
the ANGLE algorithms have been experimentally investigated in an office environment. The performances of
the ANGLE algorithms have been validated against the performances of several AoA-based localization sys-
tems. The experimental results show that the ANGLE-SD algorithm outperforms all the studied AoA-based
localization systems. The ANGLE-SS algorithm, on the other hand, outperforms every localization system
that utilizes less than 50 samples of the received signal. The ANGLE algorithms are flexible, generic and
computationally very efficient. These features allow the ANGLE algorithms to be easily deployed in any
existing AoA-based localization system.
INDEX TERMS Angle of arrival, AoA, direction of arrival, DoA, AoA-based localization systems, indoor
localization systems.
I. INTRODUCTION
Locating a transmitting device in a wireless communication
system requires inverse calculations for the received signal’s
parameters. Over the past decades, several techniques have
been developed and deployed to provide localization solu-
tions. These techniques depend on either the Received Signal
Strength (RSS), the Time of Arrival (ToA), the Time Differ-
ence of Arrival (TDoA) or the Angle of Arrival (AoA) param-
eters of the received signals [1]–[3]. RSS and time-based
approaches estimate the distance between the transmitter
and the receiver by measuring the signal strength and the
travel time of the received signal, respectively. AoA-based
approaches, on the other hand, estimate the angle between
the transmitter and the receiver by measuring the phase of
the received signal at different points in space using array
antennas.
AoA-based localization systems require multiple array
antennas to be distributed in the vicinity of the transmitting
device. Every array antenna system can (based on an AoA
The associate editor coordinating the review of this manuscript and
approving it for publication was Li He.
estimation technique) provide the direction of the received
signals with respect to the array antenna system. Combining
the direction information, either by a triangulation process [4]
or probabilistic models [5], can provide a location estimate of
the transmitting device.
In the following subsections, we will present a brief
overview of the existing AoA estimation techniques and the
available AoA-based localization systems, followed by the
contributions and the layout of the paper.
A. AoA ESTIMATION TECHNIQUES
Over the years, many AoA estimation techniques have been
introduced. The simpliest AoA estimation technique is the
Conventional Beamformer (CBF) [6], [7] (also known as
Bartlett beamformer or delay and sum beamformer). The
CBF has a very poor angular resolution which is consid-
ered its major shortcome. The Minimum Variance Distor-
tionless Response (MVDR) beamformer [6]–[8] (also known
as the optimal beamformer) can provide a better angular
resolution than the CBF. However, the MVDR beamformer
operates under the assumption that the received signals are
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uncorrelated and statistically independent. Therefore, its per-
formance deteriorates in the presence of the multipath effect.
Since the 1980s, many AoA estimation techniques based
on the signal subspace decomposition technique have
been introduced such as MUltiple SIgnal Classification
(MUSIC) [9], Root-MUSIC [10], [11] and Estimation
of Signal Parameters via Rotational Invariance Technique
(ESPRIT) [12]. These techniques have been proposed as
superresolution AoA estimation techniques. Nevertheless,
their performance deteriorates in the presence of the multi-
path effect (similar to the MVDR beamformer). To overcome
the multipath problem, a spatial smoothing technique [13]
can be employed with any AoA estimation technique that
assumes the received signals are uncorrelated and statistically
independent. The spatial smoothing technique decorrelates
the received signals spatially, causing a decrease in the array
antenna degrees of freedom (i.e. the number of AoA estima-
tions is less than the number of the array antenna elements).
The spatial smoothing technique may also demand a spe-
cific distribution of the array antenna elements. Therefore,
deploying the spatial smoothing technique may restrict the
localization system.
Parameter estimation algorithms based on maximum like-
lihood (ML) estimator were also deployed to estimate the
AoA of the received signals [14], [15]. These algorithms
can estimate the AoA of correlated signals efficiently based
on few received signals’ samples. Nevertheless, the itera-
tive parametric search of these algorithms is computationally
intensive and might require long time to converge.
Since 2005, the sparse representation of space has
been heavily deployed in the field of the AoA estima-
tions [16]–[18]. AoA estimation techniques, that deploy a
sparsity-based minimization, can provide accurate AoA esti-
mations based on a single received sample. These techniques
can also estimate the AoA of coherent signals. Nevertheless,
these techniques depend heavily on convex minimization
techniques. Accordingly, they might require a significant
amount of computing power, making them less desirable for
real life applications.
B. AoA-BASED LOCALIZATION SYSTEMS
Lately, due to the drop in the manufacturing cost, array
antennas have been deployed rapidly in commercial wire-
less communication systems. Affordable WiFi Access Point
(AP) [19] and affordable Internet of Things (IoT) AoA esti-
mation solutions [20]–[23], are only few examples of the
vast deployment of array antennas in wireless communication
systems. Accordingely, several AoA-based localization sys-
tems have recenely been introduced such as ArrayTrack [24],
SpotFi [25] and RoArray [26].
The ArrayTrack system is an indoor localization system
which uses a custommade hardware constructed of 8 antenna
elements. The ArrayTrack system uses the MUSIC and the
spatial smoothing techniques to estimate the AoA of the
direct and the reflected paths. Tomitigate themultipath effect,
it uses an iterative scheme with multiple received signals.
After identifying the direct path, to localize the transmitting
device, it multiplies theMUSIC angular response from all the
deployed AP’s.
SpotFi, on the other hand, is an algorithm which can be
used with any commercial WiFi AP that contains 3 antenna
elements. The SpotFi algorithm requires several received
signals to provide a single location estimate. It deploys the
MUSIC technique and a modified spatial smoothing tech-
nique to obtain the AoA and the ToA estimations. It uses
the ToA information to distinguish the direct path from the
reflected paths. For localization, it uses a simple minimiza-
tion technique that combines all the angle estimates and the
received signal strengths.
Recently, RoArray has been introduced as an accu-
rate AoA-based localization algorithm for indoor environ-
ments. It uses the same hardware as the SpotFi algorithm.
Instead of the MUSIC and the spatial smoothing techniques,
the RoArray algorithm deploys a sparsity-based regularized
minimization to estimate the AoA and the ToA of the received
signals. It relies also on the ToA information to distinguish
between the direct and the reflected paths. For localiza-
tion, it uses the same minimization technique as the SpotFi
algorithm.
C. THE CONTRIBUTIONS AND THE LAYOUT
In this paper, we present two ANGular Location Estima-
tion (ANGLE) algorithms that utilize a probabilistic model
to describe the angular response of the received signal. The
first algorithm exploits a Single Sample of the received
signal (ANGLE-SS). The second algorithm, on the other
hand, employs the signal Subspace Decomposition technique
(ANGLE-SD). The propose algorithms are distinguished by
the following features:
i) The ANGLE algorithms are computationally very effi-
cient. They provide the location estimates using a single
step Hadamard product (i.e. elementwise multiplica-
tion). On the other hand, the aforementioned AoA-based
localization systems (i.e. ArrayTrack, SpotFi and
RoArray) solve the localization problem by deploying
multiple computationally intensive steps.
ii) The aforementioned AoA-based localization systems
require several received signals to provide a single loca-
tion estimate. The ANGLE algorithms, on the other
hand, can localize a transmitter based on a single
received signal.
iii) The ANGLE algorithms are flexible. They do not
require the array antenna to be distributed in a cer-
tain configuration. Meanwhile, ArrayTrack and SpotFi
require the antenna elements to be distributed as a Uni-
form Linear Array (ULA) antenna.
The remainder of the paper is structured as follows:
In Section II, the data model of array antennas is presented.
A general probabilistic model for anyAoA-based localization
system is presented in Section III. In Section IV, the proposed
ANGLE algorithms are introduced. In Section V, the exper-
imental setup is presented. In Section VI, the experimental
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results and discussions are presented. Finally, in Section VII,
the conclusions are drawn.
II. DATA MODEL
Assuming an array antenna system, constructed of N antenna
elements, is deployed at the receiver side. The received sam-
pled signal vector can be expressed as:
x(k) = [x1(k) . . . xn(k) . . . xN (k)]T (1)
in which k is the sample index, xn(k) is the received signal
sample at the n-th antenna and can be expressed as:
xn(k) = Areiψn(θ,φ) + ζ (2)
where ()T is the transpose notation, Ar is the received signal
amplitude and ζ is a complex white Gaussian noise. ψn(θ, φ)
is the phase difference between the n-th antenna element and
a reference point in space. ψn(θ, φ) is a function of θ and φ,
where θ ∈ −pi 7→ pi is the azimuth angle and φ ∈ 0 7→ pi is
the elevation angle. ψn(θ, φ) has been defined for the planar
and the linear array in Section V.
In array antenna systems, the received signal can be
expressed as follows [27]:
y(k) = wT x(k) (3)
the complex vector w ∈ CN×1 controls the look direction
of the array antenna. The array antenna output power can be
given by:
|y|2 = wHRxxw (4)
in which Rxx is the received signals covariance matrix and it
is given by:
Rxx ≈ 1K
∑
k
x(k)Hx(k) (5)
where K is the number of samples that are used to construct
Rxx and ()H is the conjugate transpose operator. It is worth
mentioning that (5) is the approximation of Rxx for a finite
sample size.
The covariance matrix Rxx is a positive definite Hermitian
matrix, consequently, it can be diagonalized by a nonsingular
orthogonal transformation matrix Q as follows [28]:
QHRxxQ = 3 (6)
where:3 ∈ RN×N is a diagonal matrix, its diagonal elements
are positive real eigenvalues λ1, . . . λn, . . . λN , and the corre-
sponding eigenvectors are:
Q = [e1, e2, . . . eN ] (7)
where en ∈ CN×1 is the n-th eigenvector corresponds to
n-th eigenvalue λn. If the eigenvalues are sorted from the
smallest to the largest, matrix Q can be divided into two
subspace matrices such that Q = [QζQr]. The first sub-
space matrix Qζ is defined as the noise subspace matrix
and it is composed of N − D eigenvectors associated with
the channels thermal noise, the relating eigenvalues are
λ1 ≈ λ2 ≈ . . . λN−D ≈ σ 2ζ . D is the number of received
signals and σ 2ζ is the noise variance. The second subspace
matrix Qr is defined as a signal subspace matrix and it is
composed of D eigenvectors associated with the received
signals.
III. FIXED PROBABILISTIC MODEL (FPM)
In this section, we present the Fixed Probabilistic Model
(FPM). The FPM can be used to localize a transmitting device
based on the AoA estimations of the received signal [5].
The term ‘‘fixed’’ has been added to emphasize that the
probabilistic model is independent of the AoA estimation
process (i.e. the AoA estimations, from the FPM point of
view, are given and fixed for any received signal). The FPM
combines the AoA estimations of the received signal from
multiple AoA units. This model is conceptually similar to the
localization model that has been used in both the SpotFi and
the RoArray algorithms. Formulating the FPM can be done
in two steps, as follows:
A. THE DISCRETIZATION PROCESS
Let’s assume that there is a specific area of interest in which
we want to localize a transmitter, then the area can be dis-
cretized into a grid of points, with each point having a specific
location Lp = [lxp , lyp] with respect to the reference point
L0 = [0, 0]. In this position lxp and lyp are the locations of
the point p on the x-axis and the y-axis, respectively, in a 2D
Cartesian coordinate system. If there are U AoA units, each
point in the grid Lp has an azimuth angle θup with respect to
the u-th AoA unit (where u ∈ U ). The location of the u-th
AoA unit is given by Lu = [lxu , lyu].
B. FORMULATING THE LIKELIHOOD FUNCTION
Let’s assume that the error in estimating the AoA of the
received signal has a Gaussian distribution. Then, the like-
lihood function can be defined as follows:
L(2eU |2pU ) = exp
(
−1
2
(
2
p
U−2eU
)T
6−1
(
2
p
U−2eU
))
(8)
2eU can be expressed as:
2eU = [θe1 . . . θeu . . . θeU ]T (9)
in which θeu is the estimated AoA, in the azimuth domain,
from the u-th AoA unit. 2pU , on the other hand, can be
expressed as:
2
p
U = [θp1 . . . θpu . . . θpU ]T (10)
where θpu is the actual angle between the location Lp and the
u-th AoA unit. It can be found by:
θpu = tan−1
(
lyp − lyu
lxp − lxu
)
− θ0u (11)
in which θ0u is the angle between Lu and L0.6 is the distribu-
tion’s covariance matrix and given by
6 = σ 2IU (12)
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where σ 2 is the variance of the AoA estimation and IU is
identity matrix of size U × U .
Finally, we can define a posterior probability function for
the position Lp given the U measurements through Bayes’
rule:
P(2pU |2eU ) =
L(2eU |2pU )P(2pU )
P(2eU )
(13)
If there is no prior knowledge of the transmitter location,
we may assume that P(2pU ) is uniform (i.e. constant) over
the range of 2pU . In such a case, the value of 2
p
U that max-
imizes L(2eU |2pU ) also maximizes P(2pU |2eU ). Therefore,
the L(2eU |2pU ) and P(2pU |2eU ) estimates are identical. Fol-
lowing this analogy, we will consider the likelihood function
for this model and the following algorithms instead of the
posterior probability function.
IV. THE ANGLE ALGORITHMS
In this section, we will provide the mathematical derivation
of the proposed ANGLE algorithms, as follows:
A. ANGLE-SS
Assuming that the AoA parameter of the received signal has
a Gaussian error distribution. Then, the likelihood function
L(xu(k)|θpu ) can be expressed as:
L(xu(k)|θpu )=exp
(
− 1
2σ 2
(
xu(k)− c(θpu )
)H (xu(k)−c(θpu )))
(14)
where xu(k) ∈ CN×1 is the received signal vector at the
u-th AoA unit, see (1), and c(θpu ) ∈ CN×1 is the u-th AoA
unit’s steering vector that is associated with the azimuth angle
θ
p
u and can be expressed as:
c(θpu ) =
[
eiψ1(θ
p
u ) . . . eiψn(θ
p
u ) . . . eiψN (θ
p
u )
]T
(15)
The log likelihood function of (14) can be expressed as:
LL(xu(k)|θpu ) = −
1
2σ 2
(xHu (k)xu(k)+ c(θpu )Hc(θpu )
− xHu (k)c(θpu )− c(θpu )Hxu(k)) (16)
Note that the term 1
2σ 2
is a constant. The first term of (16)
does not involve the parameter θpu , and the second term
does not involve the received signal’s vector xu(k). Only
the third and fourth terms involve the received signal’s vec-
tor and the array steering vector. Therefore, by choosing
one of the last two terms, the likelihood function can be
expressed as:
Gu = c(θpu )Hxu(k) (17)
It is worth noting that even though (17) and (14) are differ-
ent, their parameter estimates are identical. Simplifying the
likelihood function to a multiplication function is a common
practice in the communication system field (see the time syn-
chronization problem in [29]). The total likelihood function
can be expressed as follows:
G =
∏
u
Gu (18)
It can be deduced that (18) represent a one step Hadamard
product (i.e. elementwise multiplication).
B. ANGLE-SD
In array antenna signal processing, due to the random effect
of noise on the received signal’s samples, it is desirable to
estimate the received signal’s AoA based onmultiple received
samples. Accordingly, in this subsection, we present the
ANGLE-SD algorithm which employs the signal subspace
decomposition technique on the received signal’s covariance
matrix Rxx .
The derivation of the ANGLE-SD algorithm starts with
minimizing the output power in (4) subjected to the constraint
below [30]:
minimize wHRxxw
subjected to wHw = 1 (19)
By using the lagrange multiplier method, the cost function
can be expressed as:
H (w) = wHRxxw+ λ
(
1− wHw
)
(20)
in which λ is the lagrange constant.
Taking the gradient of the cost function H (w) will yield:
∇w∗H (w) = Rxxw− λw (21)
In order to find the optimum value, the gradient should be
equated to zero, which leads to:
Rxxw = λw (22)
Multiplying (22) with wH , due to the constraint in (19), will
lead to:
wHRxxw = λ (23)
It is easy to deduce that (23) is similar to (6). Accordingly,
the weight vector w is an eigenvector of the covariance
matrix Rxx . Thus, the optimal weight vector wopt that cor-
responds to a received signal is equal to the eigenvector eN
that is associated with the largest eigenvalue λN . Hence,
eN contains the appropriate phase response that is associated
with the AoA parameter of the received signal.
Coinciding with the same analogy that led to (17). The
likelihood function can be expressed as a product between
a reference value (here, woptu ), and a test value (here, c(θ
p
u )).
Then, the likelihood function equals to:
Gu = c(θpu )Hwoptu (24)
The total likelihood function can be found by deploying (18).
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V. EXPERIMENT SETTING
We conducted an experiment in an office environment to
estimate the location of a transmitting device. The dimensions
of the room were 6.45m × 9.47m. We used 3 AoA units
as shown in Figure 1. The red dots represent the receivers’
locations and the black squares represent the transmitter’s
locations. At each location, the transmitter had transmitted
100 signals. The measurements were performed using the
MIMOSA radio channel sounder [31], [32]. The sounder
transmission bandwidth is 80 MHz centered around a carrier
frequency of 1.35 GHz. The sounder consists of a transmit-
ter (Tx) and a receiver (Rx) having 8 and 8 channels, respec-
tively. OFDM is used to encode the digital transmit symbols.
The 80 MHz bandwidth is divided into 6560 subcarriers,
equally divided between the 8 parallel transmit channels. This
results in an interfrequency spacing of 12.21 kHz and an
OFDM symbol duration TS of 81.92 µs. Since we used only
a single transmitting channel, only 820 subcarriers have been
recorded for this experiment.
FIGURE 1. The office environment. The red dots represent the receivers’
locations and the black squares represent the transmitter’s locations.
The 8 receiver channels are distributed over a planar array,
as shown in Figure 2. The phase difference ψn(θ, φ) can be
expressed as [6]:
ψn(θ, φ) = 2pi
λ
(
ψxn + ψ zn
)
(25)
where
ψxn = dxn sin (θ) sin (φ)
ψ zn = d zn cos (θ) sin (φ) (26)
in which λ is the operating wavelength. dxn and d
z
n are the
displacement (in the x-axis and the z-axis, respectively) of
the n-th antenna element with respect to a specific point in
space.
In some studied cases in Section VI, we used a ULA
antenna constructed of 3 antenna elements. The phase
response of the ULA can be expressed as follows:
ψn(θ ) = 2pi
λ
dn sin (θ) (27)
FIGURE 2. A schematic of the receiver’s planar array. The array operates
on frequency range from 1.31 GHz to 1.39 GHz, the minimum wavelength
λmin = 21.6 cm. The inter element spacing between each patch in the
array equals 10.8 cm.
VI. EXPERIMENTAL RESULTS AND DISCUSSIONS
As stated in Section V, we conducted an indoor experiment
to evaluate the localization capabilities of the ANGLE algo-
rithms. In this Section, the performances of the ANGLE
algorithms have been validated against the performances
of several AoA-based localization systems. The localization
accuracy has been statistically investigated for 900 received
signals (100 signals per location). The presented estimation
error is calculated as the distance from the exact transmitter
location and the center point of the high probability area.
The high probability area is an area that has a probabilistic
intensity equals to or greater than 80% of the maximum
intensity point in the probabilistic map.
A. ANGLE-SS & ANGLE-SD VERSUS FPM
In this subsection, we investigated the localization accuracy
of the ANGLE algorithms against the FPM localization
system. CBF, MVDR, MUSIC and Sparse AoA estima-
tion techniques have been implemented with FPM, which
are respectively abbreviated as FPM-CBF, FPM-MVDR,
FPM-MUSIC and FPM-Sparse.
Figure 3 shows the boxplots of the localization error based
on FPM-CBF, FPM-MVDR, FPM-MUSIC, FPM-Sparse,
ANGLE-SD and ANGLE-SS, receptively. 3 AoA units, con-
structed of 8 antenna elements each, have been deployed.
FPM-CBF, FPM-MVDR, FPM-MUSIC andANGLE-SDfig-
ures have three different boxplots depending on the deployed
sample size. FPM-Sparse and ANGLE-SS figures, on the
other hand, have a single boxplot based on a single sample
of the received signal. For every boxplot, the central horizon-
tal red mark indicates the median, and the bottom and top
edges of the boxplot indicate the 25th and 75th percentiles,
respectively. The whiskers (the horizontal black mark) extend
to the most extreme data points not considered the outliers,
and the outliers are plotted individually as red dots. Observing
Figure 3, one can deduce the following:
1) The FPM-CBF performance doesn’t deteriorate severely
with the decrease of the sample size. The maximum
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FIGURE 3. The boxplots of the localization error based on FPM-CBF, FPM-MVDR, FPM-MUSIC, FPM-Sparse, ANGLE-SD and ANGLE-SS,
receptively. 3 AoA units, constructed of 8 antenna elements each (see Figure 1 and 2), have been deployed. FPM-CBF, FPM-MVDR,
FPM-MUSIC and ANGLE-SD figures have three different boxplots depending on the deployed sample size. FPM-Sparse and ANGLE-SS
figures, on the other hand, have a single boxplot based on a single sample of the received signal. It is worth noting that the y-axis varies
for every figure.
localization error is below 2.5 m (for the case of 5 sam-
ples). This acceptable performance can be attributed to
the use of a large array antenna (N = 8) and the use of
3 AoA units.
2) FPM-MVDR performs the worst compared with the
other localization systems especially for the case of
5 samples. This poor performance is due to severe influ-
ence of the multipath effect and the sample size on the
MVDR beamformer.
3) Even though FPM-MUSIC provides a very accurate
location estimates (for the case of 500 samples), its
performance deteriorates rapidly with the reduction of
the sample size. This deterioration in the performance
can be attributed to the severe effect of the noise and
the reflected paths on the array covariance matrix (Rxx)
when a small sample size is considered. Consequently,
the subspace decomposition can be negatively impacted.
4) FPM-Sparse provides a median estimation error
around 1 m, but its estimation uncertainty can be
extended up to 7 m. This bad performance can be
accounted to the sensitivity of the sparse convex opti-
mization problem about the model mismatch. The mis-
match, between the model overcomplete matrix and
the array antenna performance in real life applications,
is almost unavoidable.
5) The ANGLE-SD algorithm provides the best per-
formance of all the presented localization systems.
The ANGLE-SD performance doesn’t deteriorate
severely with the reduction of the sample size.
The maximum estimation error for the case of 5 samples
was around 1.3 m. Even though ANGLE-SD employs
(similar to MUSIC) the signal subspace decomposi-
tion technique. ANGEL-SD, obviously, outperforms
FPM-MUSIC. This can be attributed to two reasons.
First, ANGEL-SD uses the eigenvector that associated
with the maximum eignvalue (i.e. it does not require
an accurate subspace decomposition between the signal
and the noise). Therefore, ANGLE-SD performs well
even with limited sample size. Second, ANGEL-SD
takes into account the complete angular response of
the received signal. FPM-MUSIC, on the other hand,
considers only the angle that is associated with the
maximum value of the angular response.
6) The ANGLE-SS algorithm outperforms every FPM
localization system that utilizes less than 50 samples of
the received signal. It is also noticeable that ANGLE-SS
performs approximately similar to ANGLE-SD for
the case of 5 samples. The good performance of
ANGEL-SS can be attributed to the use of the com-
plete angular response of the received signal (similar to
ANGLE-SD).
Figure 4 shows the cumulative distribution function (CDF)
of the localization error for all the presented localization
systems in Figure 3. The CDF’s of FPM-CBF, FPM-MVDR,
FPM-MUSIC and ANGLE-SD were presented for the
case of 500 samples. It can be deduced that ANGLE-SD
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FIGURE 4. The CDF plot of the localization error for all the presented
systems in Figure 3. It is obvious that ANGLE-SD provides the best
performance followed by ANGLE-SS and FPM-MUSIC. These three
localization algorithms provide a localization error of less than 0.7 m for
80% of the received signals. FPM-Sparse and FPM-MVDR, on the other
hand, provide the worst location estimates.
provides the best performance followed by ANGLE-SS
and FPM-MUSIC. These three localization algorithms pro-
vide a localization error of less than 0.7 m for 80% of the
received signals. FPM-Sparse and FPM-MVDR, on the other
hand, provide theworst location estimates. Based on Figure 4,
we will continue the investigations with the three localization
algorithms that provided the best performances.
FIGURE 5. The CDF plot of the localization error based on FPM-MUSIC,
ANGLE-SD and ANGLE-SS, respectively. 2 AoA units (unit 1 and 2 in
Figure 1), constructed of 8 antenna elements each, were considered for
the localization. ANGLE-SD preforms the best followed by FPM-MUSIC
and ANGLE-SS with a maximum estimation error around 1.2 m, 4 m and
5 m, respectively. All the localization algorithms had localized 80% of the
received signals with a localization error below 1 m.
Figure 5 shows the CDF plot of the localization error based
on FPM-MUSIC, ANGLE-SD and ANGLE-SS, respectively.
Only two AoA units, constructed of 8 antenna elements each,
were considered for the localization. ANGLE-SD preforms
the best followed by FPM-MUSIC and ANGLE-SS with
a maximum estimation error around 1.2 m, 4 m and 5 m,
respectively. The poor performance of ANGLE-SS is due
to the significant effect of the noise and the reflected paths
on a single received sample when only two AoA units have
been used. Nevertheless, the three localization algorithms had
localized 80% of the received signals with a localization error
below 1 m.
FIGURE 6. The CDF of the localization error based on FPM-MUSIC,
ANGLE-SD and ANGLE-SS, receptively. 3 AoA units, constructed of 3
antenna elements each, were considered for the localization. ANGLE-SD
preforms the best followed by FPM-MUSIC and ANGLE-SS with maximum
estimation error around 1.2 m, 1.9 m and 3.2 m, respectively. All the
localization algorithms had localized 80% of the received signals with a
localization error below 1 m.
We investigated also the performance of the three local-
ization algorithms with a more realistic setup. Nowadays,
the most used setup is the deployment of array antennas
that constructed of 3 antenna elements. This setup can
be implemented in a commercial WiFi AP (the case of
SpotFi and RoArray). Figure 6 shows the CDF plot of the
localization error based on FPM-MUSIC, ANGLE-SD and
ANGLE-SS, receptively. 3 AoA units, constructed of only
3 antenna elements each, were considered for the localization.
ANGLE-SD preforms the best followed by FPM-MUSIC and
ANGLE-SS with maximum estimation error around 1.2 m,
1.9 m and 3.2 m, respectively. Similar to Figure 5, the three
localization algorithms had localized 80% of the received
signals with a localization error below 1 m.
B. ANGLE-SS & ANGLE-SD VERSUS ROARRAY
In this subsection, we investigated the performance of the
ANGLE algorithms against the RoArray localization algo-
rithm. As mentioned earlier, RoArray has been developed
to operate with a commercial WiFi AP that provides only
30 samples. Therefore, we used only 30 samples of a single
received signal, to provide a location estimate of the trans-
mitting device, for both the RoArray and the ANGLE-SD
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algorithms. 3 AoA units, constructed of 3 antenna elements
each, were considered for the localization.
FIGURE 7. The CDF of the localization error based on the RoArray,
the ANGLE-SD and the ANGLE-SS algorithms. 3 AoA units, constructed
of 3 antenna elements each, were considered for the localization.
RoArray and ANGLE-SD used only 30 samples for localization, meanwhile
ANGLE-SS used only a single sample. Single received signal has been
used to provide a single location’s estimate. It is obvious that both the
ANGLE algorithms outperform the RoArray localization algorithm. The
median of the estimation error was around 1.74 m, 0.32 m and 0.38 m for
RoArray, ANGLE-SD and ANGLE-SS, receptively.
Figure 7 shows the CDF of the localization error based
on the RoArray, the ANGLE-SD and the ANGLE-SS algo-
rithms. It is obvious that the ANGLE algorithms outperform
the RoArray localiztion algorithm. Themedian of the location
estimation error was around 1.74 m, 0.32 m and 0.38 m
for RoArray, ANGLE-SD and ANGLE-SS, receptively. The
RoArray performance, for the case of 3 AoA estimation units,
is approximitley similar to the recorded performance in the
literature [26].
C. ANGLE-SS & ANGLE-SD COMPUTATIONAL
PERFORMANCE
All the investigated localization systems were implemented
in MATLAB [33]. We used CVX solver [34] to solve the
sparsity-based regularized minimization for FPM-Sparse and
RoArray.
Table 1 presents the computational time for a single loca-
tion estimate (was conducted using a pc with an intel core
i7 processor) for all the investigated AoA-based localization
systems. It is obvious that the ANGLE algorithms require
the least computational time. FPM-CBF, FPM-MVDR and
FPM-MUSIC require a very acceptable computational time,
in the order of tens of milliseconds longer than the ANGLE
algorithms. FPM-Sparse and RoArray, on the other hand,
require the most computational time due to the involved
parametric search.
The large computational time of the RoArray localization
algorithm, in the order of tens of seconds, is due to the exten-
sive use of the large convex optimization problem. A similar
TABLE 1. The computation time of the investigated AoA-based
localization systems.
computational time had been recorded in the literature [26].
Accordingly, the RoArray localization algorithm is more
suited for static environments.
VII. CONCLUSION
In this paper, we present two localization algorithms that
exploit the Angle of Arrival (AoA) parameters of the
received signal. The proposed ANGular Location Esti-
mation (ANGLE) algorithms utilize a probabilistic model
to describe the angular response of the received signal.
Consequently, the ANGLE algorithms can estimate the
location of a transmitter using a single step Hadamard
product. The first algorithm utilizes a Single Sample of
the received signal (ANGLE-SS). The second algorithm,
on the other hand, employs the signal Subspace Decomposi-
tion technique (ANGLE-SD). The experimental results show
that the ANGLE-SD algorithm outperforms all the studied
AoA-based localization systems. The ANGLE-SS algorithm,
on the other hand, outperforms every localization system that
utilizes less than 50 samples of the received signal.
The ANGLE algorithms can be distinguished by the fol-
lowing features:
i) They are computationally very efficient. They provide a
location estimate with the order of tens of milliseconds.
ii) They can localize a transmitter accurately based on a
single received signal.
iii) They do not require the array antenna elements to be
distributed in a certain configuration. Therefore, they
are more flexible than the majority of the existing
AoA-based localization algorithms.
Finally, based on the experimental investigation, it is advis-
able to deploy the ANGLE-SD algorithm with array antenna
systems that can providemore than 50 samples of the received
signal. Otherwise the ANGLE-SS algorithm will suffice.
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