Abstract. We introduce the notion of a braiding on a skew monoidal category, whose curious feature is that the defining isomorphisms involve three objects rather than two. These braidings are shown to arise from, and classify, cobraidings (also known as coquasitriangular structures) on bialgebras. Using a multicategorical approach we also describe examples of braidings on skew monoidal categories arising from 2-category theory.
Introduction
A skew monoidal category is a category C equipped with a functor C 2 → C : (X, Y ) → XY , an object I ∈ C, and natural transformations
satisfying five coherence conditions [10] . When the maps α, ρ, and λ are invertible, we recover the usual notion of monoidal category.
The generalisation allows for new examples. For instance, if B is a bialgebra we obtain a new skew monoidal structure Vect[B] on the category Vect of vector spaces, with tensor product X ⋆ Y = X ⊗ B ⊗ Y and I the ground field K. In this case the associativity map a is invertible just when the bialgebra is Hopf; on the other hand the unit maps ℓ and r are never invertible unless B = I. More generally bialgebroids give rise to, and can by characterised by, certain skew monoidal categories [10] .
Another class of examples [1] arises if one attempts to study 2-categorical structures as strictly as possible. For instance, there is a skew monoidal structure on the 2-category FProd s of categories equipped a choice of finite products, and functors which strictly preserve them (not just in the usual up to isomorphism sense). The tensor product AB has the universal property that maps AB → C correspond to functors A × B → C preserving products strictly in the first variable but up to isomorphism in the second. Although this example may seem slightly bizarre it turns out that the corresponding skew closed structure on FProd s also captures functors which preserve finite products in the usual sense.
A natural question to ask is whether there exists a sensible notion of braiding for skew monoidal categories generalising the classical theory of braided monoidal categories [5] . A naive approach would be to ask for an invertible natural transformation s : AB → BA interacting suitably with the skew monoidal structure. However we would like our notion of braiding to capture the example of FProd s and, in that case, the objects AB and BA are not isomorphic. Instead, what we find is that (AB)C and (AC)B both classify functors preserving products strictly in A and up to isomorphism in B and C, and so are isomorphic.
In the present paper we introduce a notion of braiding on a skew monoidal category which is given by an invertible natural transformation s : (AB)C → (AC)B satisfying certain axioms. Apart from capturing the above example and others like it, the definition is justified in various ways. For example in Theorem 4.7 we establish that braidings on the skew monoidal category Vect [B] are in bijection with cobraidings (also known as coquasitriangular structures) [6, 9] on the bialgebra B.
Let us now give a brief outline of the paper. In Section 2 we define braidings and describe various consequences of the axioms -in particular, showing that if the underlying skew monoidal structure notion is monoidal then our definition restricts to the classical one. In Section 3 we introduce the, perhaps more intuitive, notion of a braided skew closed category. In this setting the braiding is specified by an isomorphism [ 
A, [B, C]] → [B, [A, C]]
just as in the classical setting of symmetric closed categories. Sections 4 and 5 are driven by our two leading classes of examples. Motivated by bialgebras, in Section 4 we study skew cowarpings and monoidal comonads on monoidal categories. The main result, Theorem 4.5, asserts that given a monoidal comonad G on a monoidal category C satisfying a mild hypothesis there is a bijection between braidings on the monoidal category C G of coalgebras and braidings on the cowarped skew monoidal category C [G] . This is then specialised to the bialgebra setting in Theorem 4.7. In Section 5 we introduce braided skew multicategories and show how to pass from these, assuming a representability condition, to braided skew monoidal categories. Using this we exhibit braidings on the 2-categorical examples such as FProd s .
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Braided skew monoidal categories
Let C be a skew monoidal category with structure maps a : (AB)C → A(BC), ℓ : IA → A, and r : A → AI.
Remark 2.1. There is a variant of the notion of skew monoidal category in which the directions of a, ℓ, and r are all reversed. We call this a right skew monoidal category. (Our skew monoidal categories are also called left skew.) If C is skew monoidal then there are induced right skew monoidal structures on the opposite category C, and also on C with reverse multiplication; we call the latter C rev . On the other hand if we use the reverse multiplication on C op we get another (left) skew monoidal category, called C oprev .
Definition 2.2.
A braiding on C consists of natural isomorphisms s : (XA)B → (XB)A making the following diagrams commute:
The braiding is a symmetry if the diagram (2.4) . We write C inv for the skew monoidal category C equipped with the natural isomorphism s −1 . If s is a symmetry, so that s −1 = s, then (2.3) is equivalent to (2.2), and C inv = C.
There is no explicit compatibility requirement between the braiding and the left and right unit maps, but see Propositions 2.6 and 2.7 below. Proof. There is a unique natural isomorphism c : BC → CB making the diagram
to deduce that s necessarily has the form 
while finally (2.5) is clearly equivalent to the usual symmetry axiom for c.
Thus if a, ℓ, and r are all invertible, then we recover the usual notion of braided or symmetric monoidal category. But in fact it is enough just to suppose that ℓ is invertible: see Proposition 2.10 below.
Consequences of the axioms. Let s be a braiding on the skew monoidal category C. Lemma 2.5. Axiom (2.2) implies that the composite
Proof. This holds by commutativity of 
Proof. Use the previous lemma in
This easily implies:
commutes.
Proof.
Proof. Apply Propositions 2.6 and 2.8 to C inv .
Recall that a skew monoidal category is left normal when the left unit maps ℓ : IA → A are invertible. 
commutes. Since c : BI → IB and the various instances of ℓ are invertible, it follows that r : B → BI is also invertible; thus the skew monoidal category C is also right normal.
By (2.2) and one of the skew monoidal category axioms, the diagram
commutes, and so the left vertical is invertible. But now by naturality the diagram
commutes, and so the right vertical is invertible. This proves that the skew monoidal category C is actually monoidal.
Braided skew closed categories
Let C be a skew closed category in the sense of [8] with structure maps
Definition 3.1. A braiding on C consists of natural isomorphisms
making the following diagrams commute.
Remark 3.2. Condition (3.3) holds for s ′ just when (3.2) does for the inverse of s ′ ; thus in the symmetric case (3.3) is not needed. A definition of symmetric skew closed category was given in [1] -a skew closed category equipped with a natural isomorphism s ′ satisfying (3.1), (3.2), (3.5), and an axiom concerning the unit I. We prove in Corollary 3.6 that the unit axiom is redundant, and so our definition implies that of [1] . In fact the implication is strict: we shall see in Remark 4.6 that (3.4) does not follow from the other axioms. are not just natural, but C-natural.
Suppose that C is a skew monoidal category which is closed, by which we mean that each functor − ⊗ A : C → C has a right adjoint [A, −], so that there are natural isomorphisms C(XA, B) ∼ = C(X, [A, B]). The skew monoidal structure gives rise to a skew closed structure [8] , with maps
The associativity map a determines a map t :
, which may be constructed from L as the composite
where u is the unit of the tensor-hom adjunction. Conversely, L can be constructed from t as the composite
where ε : [A, B]A → B is the counit of the tensor-hom adjunction.
There is a bijection between natural isomorphisms
and natural isomorphisms
as related by the commutative square
in which the vertical maps are the adjointness isomorphisms. A useful way to think of this correspondence is to write T A : C → C for the functor sending X to XA, and H A for its right adjoint. Then, for given A and B, the s : (XA)B → (XB)A can be seen as the components of a natural transformation Proof. Routine calculation shows that (2.1) and (3.1) are equivalent, and likewise (2.5) and (3.5). The remaining cases require a little more work. First we establish the correspondence between (2.2) and (3.2). The equation (2.2) asserts the commutativity of
and, on taking mates, we see that this is equivalent to
There is a contravariant functor P sending X ∈ C to H X H A , and we may regard the domain H BC H A of the above displayed equation as this contravariant functor applied to X = T C B. Similarly there is a contravariant functor Q sending X to H A H X H C , and the codomain of the displayed equation is QB.
The equation asserts the equality of two natural maps P (T C B) → Q(B).
Taking mates once again, this time with respect to the adjunction T C ⊣ H C , and noting the contravariance of P and Q, we see that this is equivalent to an equation between two induced maps P (B) → Q(H C B); specifically, to commutativity of
which is the displayed equation (3.2) of the proposition. Since (2.3) for s is (2.2) for its inverse, and similarly (3.3) for s ′ is (3.2) for its inverse, the argument above shows that (2.3) is equivalent to (3.3).
Finally we establish the correspondence between (2.4) and (3.4) . First observe that a morphism f : A → B in C induces a natural transformation T f : T A → T B , whose component at an object X is 1f : XA → XB; this in turn has a mate H f : H B → H A . Then we may express (2.4) as
which, on taking mates, becomes
We can regard this as an equality of maps P (T B T c A) → Q(A) for contravariant functors P and Q, and so on taking mates as an equality of maps P (A) → Q(H C H B A); specifically, the equality of the upper composites, and hence also of the lower composites, in the following two diagrams.
The equality of the lower composites is the condition (3.4) stated in the proposition.
We conclude the section by showing that the unit axiom (S4) of [1] is redundant.
Proof. By (3.2), the large rectangular region in
commutes, while the other two quadrilaterals commute by naturality of s ′ , and the triangular region by one of the skew closed category axioms. Thus the exterior commutes. Cancel the isomorphism s ′ at the end of each composite and set A = I to deduce commutativity of the upper region of the diagram
in which the central regions commute by functoriality of the internal hom, the lower region by naturality of i and the left and right regions by skew closed category axioms. Corollary 3.6. If (3.2) commutes then axiom (S4) of [1] holds; that is, the composite
is the identity. In particular, axiom (S4) of [1] is redundant.
Proof. Use (3.2) to replace the last two factors in the displayed composite
, then use one of the skew closed category axioms to deduce that the resulting composite is the identity. Since (3.2) is (S3) of [1] , it follows that (S4) is redundant as claimed.
Braided cowarpings and bialgebras
For this section, we suppose that C is in fact a monoidal category, and often write as if it were strict. Some aspects would work more generally for a skew monoidal category.
Skew cowarpings.
A skew cowarping on C is a skew warping [7] on C oprev . Explicitly, this involves data
QX → X subject to five axioms. The "cowarped" tensor product is given by X * Y = X.QY with unit K. The structure maps are Proof. It is straightforward to see that the above four equations imply, in turn, the four equations (2.1) to (2.4) for a braiding on C[Q]. In the opposite direction one obtains the above four equations above by taking the first variable in (2.1) to (2.4) to be I.
We will refer to a natural isomorphism y : QX.QY → QY.QX satisfying the above four axioms as a braiding on the skew cowarping Q. 
Monoidal comonads.
A monoidal comonad G = (G, δ, ε) on C determines a skew cowarping with QX = GX and K = I, and with v given by
with v 0 and k defined using G 0 and ε respectively; conversely, any skew cowarping with K = I arises in this way from a monoidal comonad [7, Proposition 3.5] . By a braiding on the monoidal comonad G we simply mean a braiding on the associated skew cowarping.
Given a monoidal comonad G, in addition to the cowarped skew monoidal category C[G], we can form the lifted monoidal structure on the EilenbergMoore category C G of coalgebras. Proof. First suppose that c is a braiding on C G . In particular, for any cofree algebras GX and GY there is an isomorphism c : GX.GY → GY.GX in C G , and this is natural in X and Y . By GX.GY.GZ
and now (4.4) takes the form GX.GY.GZ
where the left region commutes because c is a G-coalgebra homomorphism, and the right region by naturality of G 2 . Suppose conversely that y : GX.GY → GY.GX is a braiding on G. First take X = I in (4.4), to deduce commutativity of
in which the horizontal composites are the coalgebra structure maps; thus y is a coalgebra homomorphism. Then (4.2) and (4.3) imply (2.2) and (2.3), and so by Propositions 2.6 and 2.9, the diagrams
commutes by (4.2), and similarly
commutes by (4.3). Combining these, we see that
commutes. Let (A, α) and (B, β) be G-coalgebras. The rows of
are split equalizers in C and so are equalizers in C G . The solid vertical ys commute with the rows by naturality of y and commutativity of (4.6), thus there is a unique induced invertible c : A.B → B.A making the left square commute. It follows from (4.6) that for cofree coalgebras c : GX.GY → GY.GX is just y. The braid axioms will hold for all coalgebras if and only if they hold for cofree coalgebras. One of these holds by
and the other is similar.
Combining the above result with Proposition 4.3 we obtain • for any two objects X and A the maps x1 : IA → XA, where x : I → X, are jointly epimorphic.
Then there is a bijection between (1) braidings on G, (2) braidings on the monoidal category C G of coalgebras, and (3) braidings on the cowarped skew monoidal category C[G].

4.3.
The case of bialgebras. Let V be a symmetric monoidal category, and B a bialgebra in V. The coalgebra structure of B induces a comonad G on V given by tensoring on the left with B; the algebra structure comprising µ : BB → B and η : I → B makes this into a monoidal comonad with structure maps
where c : XB → BX is the symmetry isomorphism. Of course there are many bialgebras whose underlying algebra is not commutative, for instance the group ring of Z[G] of a non-abelian group G. Therefore the cowarped skew monoidal structure Ab[Z [G] ] exhibits the independence of (2.4) from the other axioms for a braiding. Since this skew monoidal structure is closed, it follows from Theorem 3.4 that (3.4) is independent of the other axioms for a braided/symmetric skew closed structure. We could also apply Theorem 4.5 to C op , but this is not so interesting, since for the typical choices of C the property of Remark 4.2 will probably not hold for C op . But in fact it is not hard to see that Proposition 4.3 and Theorem 4.5 hold for C provided that either C or C op has the property of Remark 4.2. Thus if C has the property of Remark 4.2, then braidings on C T also correspond to braidings on the opmonoidal monad T .
The analogue of Theorem 4.7 then says that for a commutative ring R and R-bialgebra B there are bijections between: 
Braided skew multicategories and the 2-categorical examples
This last section is geared towards understanding the braidings on skew monoidal categories, like FProd s arising from 2-category theory. These examples are naturally seen as arising from certain generalised multicategories, called skew multicategories, that satisfy a condition called left representability [2] . Here we build on this by introducing braided skew multicategories and describing the passage from the left representable amongst these to braided skew monoidal categories. We begin by revisiting the notion of skew multicategory defined in [2] -to which we refer for further detail.
5.1. Skew multicategories. Let T be a Cat-operad with unit e ∈ T 1 and substitution denoted by (x, (x 1 , . . . , x n )) → x(x 1 , . . . , x n ). A T -multicategory A consists of a set A of objects, together with
• for each list a 1 , . . . , a n ∈ A and each b ∈ A, a functor A(a 1 , . . . , a n ; b) : T n → Set whose value at an object x ∈ T n we write as A x (a 1 , . . . , a n ; b) or sometimes A x (a; b), where a stands for the list a 1 , . . . , a n ; • for each a ∈ A an element 1 a ∈ A e (a; a) called the identity;
• substitution maps
. . , a n ; c)
natural in x, x 1 , . . . , x n satisfying the associativity and identity axioms which are the natural "Ttyped" analogues of those for ordinary multicategories.
There is a Cat-operad R defined as follows. We have R 0 = {ℓ} and R n = {λ : t → ℓ} for n > 0. The multiplication
and the unit by t ∈ R 1 . By definition a skew multicategory A is an R-multicategory. Such involves, for all n, a set A l (a 1 , . . . , a n ; b) of loose multimaps. For n > 0 we also have sets A t (a 1 , . . . , a n ; b) of tight multimaps and a function j a,b : A t (a 1 , . . . , a n ; b) → A l (a 1 , . . . , a n ; b) (5.1) that allows us to view tight multimaps as loose ones. The term multimap will refer to elements of the disjoint union A t (a 1 , . . . , a n ; b)∪A l (a 1 , . . . , a n ; b). Since e R = t all identities are tight. With regards substitution, if f, g 1 , . . . , g n are multimaps with suitable source and target then substitution in R ensures that f (g 1 , . . . , g n ) is tight if and only if both f and g 1 are, in which case j (f (g 1 , . . . , g n )) = jf (jg 1 , g 2 , . . . , g n ). It follows from this that A has an underlying category of tight unary morphisms and a multicategory A l of loose morphisms.
Remark 5.1. In practice, many examples of skew multicategories have the property that the functions (5.1) are subset inclusions. Such skew multicategories amount to ordinary multicategories equipped with a subcollection of tight multimaps which are non-nullary, contain the identities, and with f (g 1 , . . . , g n ) tight just when both f and g 1 are.
Example 5.2. There is a multicategory FP of categories equipped with a choice of finite products and whose multimaps are functors F : A 1 × . . . × A n → B preserving products in each variable in the usual up to isomorphism sense. A nullary map, an element of FP(; A), is an object of A. Declaring a multimap to be tight just when it preserves products strictly in the first variable equips FP with the structure of a skew multicategory.
Example 5.3. More generally any pseudocommutative 2-monad T on Cat [3] gives rise to a skew multicategory T-Alg -as an instance we have the above example, but also many more such as the skew multicategory of symmetric monoidal categories. An object is a strict T -algebra A; we write A for the underlying category of such a T -algebra. A multimorphism F : (A 1 , . . . , A n ) → B is a functor F : A 1 × . . . × A n → B equipped with the structure of an algebra pseudomorphism in each variable separately, with these n pseudomorphism structures commuting with each other in the sense explained in [3] . Nullary morphisms a : (−) → A are just objects a of A. Declaring a multimap F : (A 1 , . . . , A n ) → B to be tight if it is a strict algebra morphism in the first variable -that is, if for all a 2 ∈ A 2 , . . . , a n ∈ A n the pseudomorphism F (−, a 2 , . . . , a n ) : A 1 → B is strict -equips T-Alg with the structure of a skew multicategory. See Section 4.2 of [2] and the references therein for more on this example.
5.2.
Skew monoidal categories arising from left representable skew multicategories. The skew multicategory A is weakly representable if for all pairs (x ∈ R n , a ∈ A n ) the functor A x (a; −) : A → Set is representable; that is, if there exists an object m x a ∈ A and multimap θ x (a) ∈ A x (a; m x a) with the universal property that the induced function
is a bijection for all b ∈ A.
Since for all x ∈ R n we have x n+m−1 = t m • 1 x n , a multimap θ x (a) induces for each b ∈ A m and c ∈ A a function
The weakly representable A is said to be left representable if the function (5.2) is a bijection for all x, a, b and c, and all universal multimaps θ x (a). Theorem 6.1 of [2] asserts that there is a 2-equivalence between the 2-categories of left representable skew multicategories and of skew monoidal categories. We now describe the skew monoidal structure on A associated to the left representable A.
Setting AB = m t (A, B) gives the defining representation
with universal multimap denoted e A,B ∈ A t (A, B; AB). We sometimes write it as e : A, B → AB omitting the subscript.
Given f : A → C and g : B → D in A, the morphism f g : AB → CD is the unique one such that 
e / / AI.
5.3.
Braided skew multicategories. We will begin by recalling braided multicategories. These differ from the usual notion of symmetric multicategory in that they involve actions of the braid groups B n rather than the symmetric groups S n .
Braid groups and symmetric groups. Recall that the Artin braid group B n has presentation
There is an evident homomorphism | − | n : B n → S n sending σ i to the transpostion (i, i + 1) so that, in particular, B n acts on {1, . . . , n}.
In addition to the group operation, one can form the tensor product of braids. Combining this with the group operations the sets B n admit an evident substitution B n × B m 1 × . . . B mn → B m 1 +...+mn : (s, (t 1 , . . . , t n )) → s(t 1 , . . . , t n ) which, indeed, form the substitution for an operad B, and the functions | − | n : B n → S n define an operad morphism from B to the corresponding operad S.
Braided multicategories. A braiding on a multicategory A consists of (1) for each s ∈ B n a function
satisfying the action equations (f s)t = f (st) and f 1 Bn = f as well as (2) the equivariance equation (f (g 1 , . . . , g n ))s(t 1 , . . . , t n ) = f s(g s 1 t s 1 , . . . , g sn t sn ) for all f ∈ A(b 1 , . . . , b n ; c) and s ∈ B n , together with g i ∈ A(a i ; b i ) and t i ∈ B |a i | for i ∈ {1, . . . , n}. The braiding is a symmetry if the actions satisfy s * = t * whenever |s| = |t| Alternatively, and more simply, modify the definition above by replacing each occurence of B by S.
Braided skew multicategories. Now let A be a skew multicategory. By a braiding on A we require, to begin with, that the ordinary multicategory A l of loose multimaps be equipped with actions s * : A l (a 1 , . . . , a n ; b) → A l (a s1 , . . . , a sn ; b)
exhibiting it as a braided multicategory. Consider the subgroup B 1 n = σ 2 , . . . , σ n ≤ B n ; that is, we omit the single generator having a non-trivial action on 1 ∈ {1, . . . , n}. Of course B 1 n ∼ = B n−1 . Observe also that s(t 1 , . . . , t n ) ∈ B 1 m 1 +...mn whenever s ∈ B 1 n and t 1 ∈ B 1 m 1 . In a braided skew multicategory we also require: (1*) for each s ∈ B 1 n a function s * : A t (a 1 , . . . , a n ; b) → A t (a s1 , . . . , a sn ; b) such that these satisfy the action equations (f s)t = f (st), f 1 = f as well as the compatibility j(f s)
. . , n}, we require the equivariance equation
For a symmetric skew multicategory we also require that s * = t * whenever |s| = |t| and s, t ∈ B 1 n . Alternatively, letting S 1 n ⊆ S n denote the subgroup of permutations fixing 1 ∈ {1, . . . , n}, we obtain a simpler definition of symmetric skew multicategory, by replacing each appearance of B by S.
Remark 5.4. Recall from Remark 5.1 that a skew multicategory A for which the comparison functions j a,b : A t (a 1 , . . . , a n ; b) → A l (a 1 , . . . , a n ; b) are inclusions amounts to an ordinary multicategory equipped with a subcollection of tight morphisms which are not nullary, contain the identities and have the property that f (g 1 , . . . , g n ) is tight just when f and g 1 are. Under this correspondence a braiding on the skew multicategory simply amounts to a braiding on the associated multicategory with the property that if s ∈ B 1 n and f is a tight multimap of arity n then f s is tight too. There is a corresponding result for symmetries with B 1 n replaced by S 1 n . Example 5.5. The multicategory FP of Example 5.2 admits a symmetry lifted directly from the cartesian multicategory Cat. For if s ∈ S n then F s : A s1 × . . . × A sn → B will preserve products in the ith variable just when F preserves products in the s i th variable. Since the tight multimaps in FP are defined to be those preserving products strictly in the first variable F s will be tight so long as F is and s ∈ S 1 n . Accordingly FP is a symmetric skew multicategory. Proof. Left representability and closedness is established in Examples 4.8 of [2] . The underlying multicategory of loose maps is symmetric by Proposition 18 of [3] . A multimap F : (A 1 , . . . , A n ) → B involves a functor A 1 ×. . . A n → B equipped with a pseudomap structure on the functor   F (a 1 , . . . , a i−1 , −, a i+1 , . . . , a n ) : A i → B for each i ∈ {1, . . . , n} and tuple (a 1 , . . . , a i−1 , a i+1 , . . . , a n ). The different pseudomap structures are required to satisfy compatibility axioms. The symmetry s ∈ S n permutes the variables and the pseudomap structuresin particular, if s ∈ S 1 n the multimap F s : (A 1 , A s2 . . . , A sn ) → B has pseudomap (F s)(−, a 2 , . . . , a n ) : A 1 → B given by F (−, a s −1 2 , . . . , a s −1 n ) : A 1 → B which is strict whenever F is strict in the first variable. Hence F s is tight if F is tight and s ∈ S 1 n , as required. So it suffices to show that f and g coincide under precomposition with this multimap. For each of the four axioms this is straightforward, if lengthy. The fifth axiom, distinguishing a symmetry from a general braiding, has the object (XA)B as source, and so can be verified in a similar fashion. We sketch the case of (2.4), leaving the others to the reader. The argument can be summarized in the following diagrams which can be read as follows. Any region consisting of solid arrows denotes an equality of multimorphisms. The dashed arrows denote actions of the braid groups: each such arrow acts on the path that follows it to give a new multimorphism, which can then be composed with others. Consider for example the square at the bottom left of the upper diagram, with two dashed horizontal arrows and two solid vertical arrows. The path following it represents a multimorphism XA, C, B → X((AC)B) which can be constructed in either of two ways, depending on which way we traverse the upper central square. However it is constructed, we may first act with σ 2 , then substitute e in the first position, or first substitute e in the first position then act with σ 3 , and the two results will be the same. Continuing in this way, we see that the two sides of (2.4) are each equal to the result of acting on (e • 2 e) • 2 e 2 with σ 3 , and so are themselves equal. 
