Unsupervised Image-to-Image Translation achieves spectacularly advanced developments nowadays. However, recent approaches mainly focus on one model with two domains, which may face heavy burdens with the large cost of training time and the huge model parameters, under such a requirement that n (n > 2) domains are freely transferred to each other in a general setting. To address this problem, we propose a novel and unified framework named Domain-Bank, which consists of a globally shared auto-encoder and n domain-specific encoders/decoders, assuming that there is a universal sharedlatent space can be projected. Thus, we not only reduce the parameters of the model but also have a huge reduction of the time budgets. Besides the high efficiency, we show the comparable (or even better) image translation results over state-of-the-arts on various challenging unsupervised image translation tasks, including face image translation and painting style translation. We also apply the proposed framework to the domain adaptation task and achieve state-of-the-art performance on digit benchmark datasets.
I. INTRODUCTION
Image-to-image translation problem is a general formulation which involves a wide range of various computer vision problems. Just as a sentence may be translated in either English or French, an image may be rendered into another image with a different attribution. Many problems in image processing can be defined as "translating" an input image in one domain into a corresponding output image in another domain. Typically, denoising, super-resolution, and colorization all pertain to image-to-image translation where the input is a degraded image (noisy, low-resolution, or grayscale) and the output is a high-quality color image.
Recently, a series of attractive works ignite a renewed interest in the image-to-image translation problem by adopting Convolution Neural Networks (CNNs). Gatys et al. [2] first study how to use CNN to reproduce famous painting styles on natural images. Since the seminal work by Goodfellow et al. [3] , GAN has been proposed for a wide variety of problems. Unlike past works, by utilizing GANs, [1] , [4] , [5] , [6] are proposed to translate an image from a source domain X to a target domain Y in the absence of paired examples. These algorithms often produce more impressive results near to the corresponding target domain, since a joint distribution that can be learned from two different domains by using images from the marginal distributions in individual domains.
Notwithstanding their demonstrated success, the existing approaches basically focus on the setting of one model with two domains. Specifically, by learning through one fresh training, translation is limited to transfer one pair of different domains. After a careful examination of existing image-toimage translation networks, we argue that different marginal distributions can be projected into a common space in their learned network structures. To the best of our knowledge, a translation among n domains has not yet been proposed in previous works.
As a result, the network is only able to capture two specific domains' translation one at a time. For a new domain, the whole network has to be re-trained end-to-end, which leads to an unavoidable burden under the situation where n × (n − 1) training time are required, given n domains. In practice, this makes these methods unable to scale to a large number of domains. Additionally, how to further reduce the training time, network model size and enable more flexibilities to control translation among domains, remain to be considered yet to be addressed.
To overcome these problems, we explore a multi-domain image translation in which we reconsider the joint distributions of multiple domains. From the perspective of a probabilistic modeling, the coupling theory [7] states there exists an infinite set of joint distributions that can arrive at the given marginal distributions in general. This highly ill-posed problem forces us to make an additional assumption on the structure of the joint distribution. By further considering the interaction of n domains, we make a global shared-latent space assumption that assumes every sampled image from one of the n domains can be mapped to a universal shared-latent space. Based on the universal assumption, we propose a compact, and easily extended Domain-Bank framework that learns every domain pairs' joint distribution simultaneously.
In details, the proposed Domain-Bank framework is composed of multiple domain-specific component banks and each component represents one specific domain. Specifically, a component bank consists of encoders and decoders for specific domains. For an input image, the corresponding component bank maps an image to a shared-latent space and then decodes it to the target image.
In several challenging unsupervised multi-domain image translation tasks like face image translation and painting style translation, we comprehensively demonstrate the superior efficiency and at least comparable results to the state-of-the-art methods. Furthermore, as more domains' samples are engaged We declare tuples of {E 1 , E 2 , · · · , En} and {G 1 , G 2 , · · · , Gn} of n domains. By adopting a weight sharing constraint in the last few layers of {E 1 , E 2 , · · · , En} and the first few layers of {G 1 , G 2 , · · · , Gn}, we implement the shared-latent space assumption.
(b) The shared-latent space assumption. For arbitrary pairs of corresponding images (x a i , x b j ), a, b ∈ [1, n], they can be translated to a same latent code z. {E 1 , E 2 , · · · , En} encode functions that map the image to a latent code, and then {G 1 , G 2 , · · · , Gn} decode the latent code to images of the corresponding domain. {D 1 , D 2 , · · · , Dn} are adversarial discriminators for the corresponding domains in order to evaluate whether the translated images are realistic.
in Domain-Bank framework, the performance gain of domain adaptation tasks on digital recognition becomes consistently obvious.
Compared with existing models under the unsupervised image-to-image translation settings, our proposed Domain-Bank is unique in the following aspects:
• Our model is designed with a compact and clean structure, which also obtains a considerably huge reduction of training time and model parameters in case of n (n > 2) domains. • The universal shared auto-encoder subnetwork is trained efficiently and effectively with multi-domain training samples/pairs, thus leading to a better generation which is confirmed in both quantitative and qualitative experimental results.
II. RELATED WORK
Image-to-Image translation problem has already been promoted by the deep neural network and obtains some impressive results especially in the domain/style transfer fields. Neural generative models have recently received an increasing amount of attention. Several algorithms, including generative adversarial networks [3] , variational autoencoders (VAEs) [8] , [9] , stochastic back-propagation [10] and diffusion processes [11] , have demonstrated that a deep neural network can learn a domain distribution from examples.
Image-to-Image Translation. Many image processing and computer vision tasks can be viewed as an image-to-image translation problem, mapping an image in one domain to a corresponding image in another domain, e.g., image segmentation, stylization, super-resolution, and abstraction.
Unsupervised Image-to-Image Translation. In unsupervised image-to-image setting, we only have two independent sets of images where one possesses images in one domain and so do the other. Note that there are no paired samples guiding how an image could be translated to a corresponding image in another domain. Several other approaches also adopt the unpaired setting, where the goal is to relate two data domains, domain X and domain Y . More Recently, [12] proposed the domain transformation network (DTN) and achieved promising results on translating small resolution face and digit images. Liu et al. [4] proposed CoGAN, which used a weightsharing strategy to learn a common representation across two domains. Following, Liu et al. [1] first made a shared-latent assumption, and then they proposed an unsupervised imageto-image translation framework, which used VAEs and GANs to learn a mapping from input to output images. Our approach builds on this framework.
Generative Adversarial Networks (GANs). GANs have achieved great success in a wide variety of computer vision applications, enhancing both supervised tasks and unsupervised ones. The key of GANs is the introduction of the adversarial loss, which forces the generated images to be indistinguishable from real images substantially. Soon after, various GANs have been proposed to the image generation on class labels [13] , attributes [14] , [15] , and images [16] , [1] , [6] , [4] , [5] , [17] , [18] . A list of training tricks of GANs is given in [19] .
Variational Auto Encoders (VAEs). A VAE consists of two networks that encode a data sample to a latent representation and decode the latent representation back to data space. The key of VAEs is to optimize a variational bound. By enhancing the variational approximation, superior image generation results were obtained [20] , [21] . Larsen et al. [9] proposed a VAE-GAN architecture to improve image generation quality of VAEs. VAEs also were applied to translate face image attribute in [15] . More recently, Liu et al. [1] extended the framework of VAE-GAN to unsupervised image-to-image translation problems.
III. DOMAIN-BANK NETWORKS
We construct a multi-domain image translation network based on variational autoencoders (VAEs) [8] , [9] , [10] and generative adversarial networks (GANs) [3] , [4] , [6] , which encodes an input image to the shared-latent space and can also reconstruct/transfer it.
A. Network Architecture Figure 1 shows our multi-domain translation architecture, which is based on the universal shared-latent space assumption. Supposing we are considering arbitrary two domains of n domains, namely
We denote the corresponding marginal data distributions as x a ∼ P Xa and x b ∼ P X b . We aim to learn a joint distribution of images in the domain X a and domain X b by utilizing images from the marginal distributions in two individual domains. It can be easily extended to the case of n domains. That is, we can learn a joint distribution of n domains.
Everyone (supposed to be a, a ∈ [1, n]) has two functional paths, through which any given images x a sampled from P Xa can be projected into the shared-latent code z and then can be recovered back as well. That is, we suppose
). Equally, we define two reconstruction functions for domain X a to domain X a : 1) x a i = F a→a (x a i ) and 2) x a i = F a→b→a (x a i ). The function 1) can be equivalently written as F a→a (x a i ) = G a (E a (x a i )), and the 2) is written as
Notably, for an input image in the domain X a , the function 1) directly translate it to an image in the domain X a . However, in function 2), the input image is first translated from domain X a to domain X b , and then the generated image in the domain X b is converted back to the domain X a . In addition, a necessary condition for translating domain X a to domain X b to exist is the cycle-consistency constraint [22] , [1] , [6] : F a→b→a (x a i ) = F b→a (F a→b (x a i )). In other words, we can reconstruct the input image from translating back to the translated input image. Therefore, the shared-latent space assumption indicates the cycle-consistency assumption.
Domain-Specific Encoder and Decoder. Following the architecture used in [1] , the image encoder E a consists of 3 convolutional layers and 3 basic residual blocks [23] , symmetrically, the image decoder G a also consists of 3 basic residual blocks and 3 transposed convolutional layers. In our multi-domain image-to-image translation network, different domains have domain-specific encoders E a and domainspecific decoders G a . For instance, Monet's painting need to use Monet's specific encoder whilst Van Gogh's has to use Van Gogh's specific encoder. Similarly, this is also necessary for the domain-specific decoders. Different domains use domainspecific encoders to extract representations of the input images, and then domain-specific decoders responsible for decoding representations for reconstructing images in different domains. In other words, the encoder and the decoder can be seen as a domain-specific component, and we only need to train different components for different domains.
Universal Shared Auto-Encoder. Based on the sharedlatent assumption, we enforce a weight-sharing constraint to relate the VAEs. Specifically, we further assume a share intermediate representation h that the process of generating corresponding images satisfy the formula {x a , x b , · · · , x n } → h → z.
(1) Therefore, we assume E a = E L,a • E H where E L,a is a low-level generation function that maps X a , a ∈ [1, n] to h, respectively. However, E H is a common high-level generation function that maps h to z. From another view, z can be considered as the high-level representation of different domains, and h can be regarded as a special implementation of z through E H . Similarly, h also admits us to represent G a by G a = G H •G L,a . In the implementation, we share the weights of the last few layers of E a that are responsible for extracting high-level representations of input images in the n domains. Equally, the first few layers of G a , a ∈ [1, n] are shared, which responsible for decoding high-level representations for reconstructing the input images.
Domain-Specific Discriminator. Since we have n different domains, our framework has n adversarial networks: GAN a = {D a , G a }. In GAN a , for real images sampled from the domain X a , D a should output true, while for images generated by G a , it should output false. In our framework, GAN a can generate two types of images: 1) images from the reconstruction stream F a→a = G a (E a (z)) and 2) images from the translation stream F a→b = G b (E a (z)). The reconstruction stream can be trained with supervisions that we only apply adversarial training to images from the translation stream F a→b . Thus, we require train n domain-specific discriminators for n different domains.
B. Loss Functions
To better understand the losses applied in Domain-Bank, we first give a decomposed perspective of possible combinations of the key components in Figure 1 . Basically, our framework is based on variational autoencoders (VAEs) and generative adversarial networks (GANs) including n domain image encoders, n domain image generators, and n domain adversarial discriminators.
VAE Loss. In our framework, we use variational autoencoder (VAE) to generate images in which VAE is supervised by the KL divergence. In the VAE, the encoder outputs a mean vector E µ,a (x a i ) where the input image x a i ∈ X a . The distribution of the latent code z is written as q a (z a |x a i ) ≡ N (z a |E µ,a , I) where I is an identity matrix. We assume the distribution of q a (z a |x a i ) as a random vector of N (z a |E µ,a , I) and sample from it. Thus, the reconstructed image is x a→a i = G a (z a ∼ q a (z a |x a i )). In addition, let η be a random vector with a multi-variate Gaussian distribution: η ∼ N (η|0, I).
In the VAE, the function z a ∼ q a (z a |x a i ) is implemented via z a = E a,µ (x a i ) + η. The goal of VAE is to minimize a variational upper bound. The VAE object is written as
where the hyper-parameters λ 1 and λ 2 display the weights of the corresponding objectives and the KL divergence term penalizes deviation of the distribution of the latent code from the prior distribution. Note that the L1 loss used in VAE is to ensure similarity between the generated real image and the original rendering image. Adversarial Loss. The adversarial losses are applied to translation functions. Note that we have defined G a and its discriminator D a , where a ∈ [1, n] . We express the objective as:
where the hyper-parameter λ 0 controls the impact of the GAN objective functions. In the adversarial part, G a attempts to generate images G a (z b ) that look like images from domain X a , while D a tries to distinguish between translated samples G a (z b ) and real samples x a . Finally, G a aims to minimize this objective against an adversary D a that tries to maximize it.
Cycle-consistency Loss. We use a VAE-like function to model the cycle-consistency constraint, which is written as
where the hyper-parameters λ 3 and λ 4 control the weights of the different objective terms. Full Objective. As a result, our ultimate objective is written as:
L(E, G, D) = n a n b
where a, b ∈ [1, n] and a = b. We aim to solve:
C. Training Strategy
We employ an alternative training strategy motivated by GAN's [3] solving a mini-max problem where the optimization aims to find a saddle point. The zero-sum game in our framework consists of two plays: the domain-specific discriminators as the first team, and the domain-specific encoders/decoders for the second. During training with a specific pair of images from domain X a and X b , we first train domain-specific X b 's discriminator with all other components fixed. Afterward the X a 's encoder/decoder and X b 's encoder/decoder are involved not only to minimize the VAEs losses and the cycleconsistency losses but also to defeat the first one. 
IV. EXPERIMENTS
We first give qualitative results on various tasks. Further, we present the quantitative performance gain on the digital domain adaptation tasks.
A. Qualitative Analysis
Face Attributes Translation. The CelebA dataset [24] is exploited for attribute-based face images translation. There are many different attributes of face images including hair, smiling and eyeglass. Particularly, we select a domain of hair with different colors including blond, brown, black, etc. Specifically, the hair with blond color constitutes the 1st domain, brown hair constitutes the 2nd domain, while the black hair constitutes the 3rd domain. In the experiments, we set λ 0 =10, λ 1 =λ 3 =0.1 and λ 2 =λ 4 =0.1. In Figure 2 , we visualize the results where we display the transitions between hair with different colors. It is not difficult to see that we obtain comparable results to other algorithms in hair translation.
Painting Style Translation. We further utilize landscape photographs downloaded from Flickr and WikiArt, which is also used in [6] . The size of the dataset for each artist/style is 526, 1073, 400, and 563 for Cezanne, Monet, Van Gogh, and Ukiyo-e. We use the same settings with λ 0 =10, λ 1 =λ 3 =0.1 and λ 2 =λ 4 =0.1. Figure 3 shows our results in comparison with the other methods. Compared with UNIT, our results are superior to it. Particularly, Our generated images are more clearly and with higher contrast ratios than UNIT, whilst comparable to CycleGAN.
Summary of Complexity Comparisons. To demonstrate the advantages of the complexity of our proposed framework, we compare the training time and model parameters with those baselines in Table I . It can be clearly seen that our Domain-Bank has fewer parameters and training time. This is because we consider modeling n domains in a model so that n domains have a common shared-latent space. For models that only handle two domains, they need n × (n − 1) separate shared-latent spaces. Thus, we have fewer model parameters in the shared-latent part when facing n domains. Because of the usage of different n domains during a training process, the shared-latent part of the network can better learn the commonalities and the characteristic among them. Due to the better commonalities and the characteristic, the convergence of network is speeded up, leading to less training time.
B. Quantitative Performance
In order to better understand the performance gained by sharing more information through more than two domains, we adopt our framework to the domain adaptation task, which adapts a classifier trained using labeled samples in one domain (source domain) to classify samples in a new domain where labeled samples in the new domain (target domain) are unavailable during training. In our case, we append additional auxiliary domains by applying our framework with minimal efforts to check whether it can boost the system's performance. The network structure is omitted.
More specifically, we utilize three datasets for digits: the Street View House Number (SVHN) dataset [25] , the MNIST dataset [26] and USPS dataset [27] , and perform multi-task learning where our framework is supposed to 1) translate images between any two of three domains and 2) classify the samples in the source domain using the features extracted by the discriminator in it. In practice, we adopt a small network because the digit images have a small resolution. In the experiment, we find that the cycle-consistency constraint is not necessary for this problem, and that is why we remove the cycle-consistency stream from the framework. Fig. 4 . The visualization of digital image translation. The curve on the right represents the classification accuracy of MNIST (In the case of test, we classify the MNIST dataset using the features extracted by the discriminator in the SVHN dataset.), and the six images numbered from A to F are the visualization of different iterations. Visibly, our results outperform in terms of image quality and details for describing digits. Due to the generation of clearer digits, our results obtain higher accuracy for classification by unsupervised learning without a hitch. Worth mentioning, our approach speeds up the training process.
As a result, Figure 4 shows the visualization of digit and Table II reports the achieved performance with comparison to the competing algorithms. We achieve better performances for SVHN → MNIST, MNIST → USPS and USPS → MNIST domain adaption, which are the state-of-the-art right now.
V. CONCLUSION
In this paper, we have proposed a novel multi-domain image translation framework, namely Domain-Bank. We show it learned to translate from multiple domains to multiple domains in one training process. Particularly, our Domain-Bank explicitly reduces the training time and model parameters, given n (n > 2) domains. The universal shared auto-encoder subnetwork leads to a better generation which is confirmed in both quantitative and qualitative experimental results.
