Abstract. Kalman [9] introduced a method for estimating the state of a discrete linear dynamic system subject to noise. His method is fast but has poor numerical properties. Duncan and Horn [3] showed that the same problem can be formulated as a weighted linear least squares problem. Here we present a method which uses orthogonal transformations to solve the Duncan and Horn formulation by taking advantage of the special structure of the problem. This approach gives advantages in numerical accuracy over other related methods in the literature, and is similar in the number of computations required. It also gives a straightforward presentation of the material for those unfamiliar with the area.
1. Introduction. Kalman filtering [9] is a tool used by engineers and others to estimate the behavior of certain linear dynamic systems when both the system, and the measurements made on the system, are subject to zero mean random noise of known covariance, and the initial state of the system comes from a distribution with known mean and covariance. The theory and the algorithms for computing the required estimates were originally developed in an elegant manner using conditional probability theory to obtain the linear estimates that minimized the expected values of the 2-norms of the errors. An excellent introduction to this approach is given by Rhodes [12] . This approach is somewhat involved, and requires some study for a reader not initially familiar with the basic probability theory used. The relation between such minimum variance estimators and weighted least squares solutions led Duncan and Horn [3] to approach the problem in the discrete case from the viewpoint of regression analysis; they showed how the Kalman estimates x k) could be found by solving a sequence of weighted linear least squares problems min I[F(k)x (k-y(k [12, k 1, 2,..., (k) where F (k) is a known matrix of coefficients, y(k) includes the known measuremeats, and II" denotes the 2-norm. The problems can be solved in a recursive manner since F (k +1) is just F (k) with additional rows and columns added.
One purpose of this paper is to suggest a method for solving the Duncan and Horn formulation of the problem on a computer. A reliable approach is to compute an orthogonal decomposition of F where R is upper triangular. When F is not sparse, Q would usually be the product of Householder transformations [2] . This basic approach is used here, but because of the special form of F, the computation is performed more economically using both Householder transformations and Givens rotation matrices (see, for example, [11] ). This approach brings out the recursive nature of the solution process very clearly, and leads to straightforward derivations of factors of the inverses of the estimator covariances.
The method, which is described in 4, has advantages in numerical stability over other published methods for computing the same results. This will be more understandable after the model and method have been presented, so a discussion of some of the methods that are already available, along with a comparison with the present work, will be left until 9. An operation count is given in 8.
Another purpose of this paper is to emphasize the importance of Duncan and Horn's large matrix formulation of the linear dynamic estimation problem. This approach shows the essential nature and simplicity of the problem and as the authors say in [3] , it "opens the way for further developments in recursive estimation which are more tractable in the regression approach". A derivation of this formulation will be presented in 2 and 3 as a teaching tool.
It is shown in 5 and 6 how the techniques given in 4 can be used to compute the factors of the inverses of as many covariance matrices as are wanted, and 7 shows how the method can be adjusted to handle some extensions of the model.
The introduction to the linear dynamic model in 2 is given in somewhat expanded form to make this paper readable for workers who have some familiarity with techniques of matrix computations, but who are not familiar with this particular problem. Again in the interests of clarity, the computations involving Givens rotations are presented as ordinary rotations. If the size of the problem is such as to justify the overhead involved in using fast, stable, two-multiplication rotations, then descriptions of these can be found in the literature [5] , [7] , [11] .
The notation E(.) will denote expected value, and superscript T will denote transpose, otherwise capital italic letters will denote matrices, with the symmric capitals V, W, etc., reserved for symmetric nonnegative definite matrices. Lower case italic will denote column vectors, except for the indices i, ], k, m, n, p, s, t.
2. Description of the model. Here we will be concerned with dynamic systems, so we will consider a system which is evolving in time. It is assumed that the part of the system we are interested in can be characterized at any given time by a vector of variables, the state vector; for example, these variables could be pressure, temperature, etc. The discrete Kalman filter is applicable to linear systems where at time k the system's n dimensional state vector Xk is given, for k=2,3,..., by (1)
Here u k is a known p dimensional vector which might be chosen to control the system in some desired way, F_ and Bk are known matrices, and v, is a noise vector which comes from a distribution with zero mean, (2) E(v) 0, and covariance Vk,
where V is a known symmetric nonnegative definite matrix.
It is also assumed that x l, the initial state of the system, is a random vector from a distribution with known mean X llO, the estimate of x at time zero, and covariance V,
Note that this can be written as the equation (5) X lo X V where v is a zero mean noise vector with known covariance V1.
The problem arises because the state vector Xk is not directly measurable;
instead the m dimensional vector of observations y , is available where it is known that for k 1, 2,-., (6) y , C'kXk + W'k with C, a known matrix and w, a noise vector such that
where Wk is a known nonnegative definite matrix.
Given all the information in (1)- (7) 
where wk is zero mean, unit covariance noise.
Equations (9), (11), and (12) combine to give the formulation of the problem suggested by Duncan and Horn [3] (13) (13) can be written more briefly as (14) y(k) F(k)x(k)+ Rosenbrock [13] has observed that Kalman filtering is an extension of the work of Gauss. By putting the problem in the form of (13) and (14) R2=Oy.
Here R will certainly be nonsingular if the Lj are nonsingular in (13) .
This least squares solution for general F was suggested by Golub [6] . Lawson and Hanson [11] treated the case when F has band form. Gentleman [5] showed how fast, numerically stable variants of the Givens rotation matrices without square roots could be used to gain speed in special cases like the present one. Here advantage will be taken of these techniques, and the special form of F, to obtain a fast recursive set of operations for its reduction to block upper bidiagonal form with the element at the other end of the arrow, and -]indicates this originally zero element has been made nonzero in the tth rotation. Other orders of elimination are possible, but this appears to be the quickest, taking about 4n 3 multiplications using ordinary rotations. If n is large enough to justify the overhead involved in using stable two-multiplication rotations [5] , [7] , this can be reduced to 2n 3. More will be said on this in 8.
The equivalent transformations of the vector y in (13) and (14) (14) , which is given by (19), has an error given by (30) .mx-,=x-R-1Q'y=x-R-1Q((Fx+v)=-R-1Qv which is a random vector with a mean of zero and covariance matrix ( (11) dk+l FkXk +L+iXk+l -}"l)k+l.
31) E(T) R -1 ( T(1)) T)OIR-T (R rR)-' H.
This can be combined with (20) in step 2k, as shown in (24), and the new system solved again. However as this has just added n nonsingular equations in the n unknowns Xk /1, it is the equivalent of using (1) (17) is continued to the new matrix in (41). This can be done using j steps of the same form as was used for (24).
7. An extension of the model. Although in equations (1) and (6) (43) rnn(2m + n) + 2m 3/3 multiplications for the complete Householder reduction. Standard rotations require 4 multiplications each, while it is possible to compute stable two-or three-multiplication rotations [5] , [7] (3) and (7) for the noise, and in (4) for the initial estimate, and if covariance matrices of the estimates are desired as output, then covariance square root filtering appears to be the correct approach.
The inverse of a covariance matrix is called an information matrix. It is possible to update information matrices for this problem, but the same arguments on definiteness and accuracy of square roots apply here too, and so it is numerically superior to consider information square root filters. The present method requires only factors of information matrices in (8) , and gives factors of information matrices in 5, so it is clearly an information square root filter.
One of the best available approaches for this estimation problem was given by Dyer and McReynolds [4] , and this has also been called an information square root filter. They considered zero mean unit covariance noise as in (11) An operation count of the Dyer and McReynolds method as described in [4] shows that it takes about (49) m3/6+m2n/2+mn2+ 16n3/3 multiplications for the problem described here if the covariance matrix of the system noise and the information matrix of the measurement noise are given. This is 8n3/3 more multiplications than in (45), which if m n means it takes about 60% more multiplications than the method given here. There are other variants of the Dyer and McReynolds approach described in [1] and [10] which give computation counts more comparable with (45) but they also suffer from requiring the inverse of F,. 10 . Comments. If some observations are noise free the corresponding covariance matrices will be singular. In such cases the method given here will not work (although it can easily be extended to allow for covariance matrices that are singular). Similarly Kalman's original method and other covariance updating methods have difficulties with singular or ill-conditioned information matrices. Thus the different basic methods have complementary applications.
The fact that information filters, such as the one given here, can work in the absence of certain information, that is with singular information matrices, is an important advantage for some cases. Lack of information can cause leading subrnatrices of R in (20) to be singular; this can be detected in the present algorithm, and in such cases no estimates would be computed. But as more information comes in, nonsingularity of the later submatrices would allow estimates to be computed.
Again we emphasize that the way of formulating the problem suggested by Duncan and Horn is a natural and easily understandable approach and leads directly to good computational techniques. The well known fact that this weighted least squares result gives the best linear unbiased estimate for the case of nonsingular, bounded, noise covariance matrices, ties the result to Kalman's work without having to show the equivalence algebraically. The speed of the algorithm given here, together with its good numerical properties, makes it an attractive one when compared with other published algorithms..
