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Esta línea de investigación se enfoca en el área 
de confianza y reputación de agentes en sistemas 
multi-agente. Su objetivo general es el análisis, 
desarrollo y formalización de la dinámica de la 
confianza y reputación de los agentes, a partir de 
la interacción con sus pares en el marco de un 
sistema multi-agente (SMA). Esto involucra el 
desarrollo y formalización de técnicas de 
representación y actualización del grado de 
confianza y de reputación de un agente, y 
también, la integración de estas técnicas con 
mecanismos de razonamiento automático y 
dinámica de creencias. En particular, se espera 
avanzar en el estudio y desarrollo de 
formalismos para aplicaciones de naturaleza 
dinámica y distribuida, que combinen 
mecanismos de confianza, dinámica de creencias 
y argumentación. 
Palabras claves: Confianza y reputación, 
Sistemas Multi-Agente, Dinámica del 
conocimiento. 
CONTEXTO 
Esta línea de investigación se realizará dentro del 
ámbito del Instituto de Ciencias e Ingeniería de 
la Computación (ICIC) de doble dependencia 
entre CONICET y la Universidad Nacional del 
Sur, y dentro del Departamento de Ciencias e 
Ingeniería    de    la    Computación    de    dicha 
Universidad. La investigación está asociada con 
los proyectos de investigación: “Formalismos 
para el tratamiento de confianza y reputación en 
sistemas multi-agente” (PGI 24/ZN32) y 
“Argumentación y dinámica de creencias para 
mejorar las capacidades de razonamiento y 
representación de conocimiento en sistemas 
multi-agente” (PGI 24/N035) ambos financiados 
por la Universidad Nacional del Sur. Además, el 
primer autor posee una beca doctoral financiada 
por CONICET. 
INTRODUCCIÓN 
En [SS05], Sabater y Sierra sostienen que la 
importancia de la confianza y reputación en 
sociedades humanas está fuera de discusión, por 
lo cual no es sorprendente que varias disciplinas, 
cada una desde una perspectiva diferente, haya 
estudiado y utilizado ambos conceptos. La 
investigación científica en el área de 
mecanismos computacionales de confianza y 
reputación en sociedades virtuales, es una 
disciplina reciente orientada a incrementar la 
fiabilidad y performance de comunidades 
electrónicas. En artículos recientes como 
[Chan10, Bhu10, Jos08, Jos07, SS05, Del03, 
McKChe02, AM02, eBAY02, Mont02,  Mui02, 
ARH00, GrSlo00, BK01] podemos notar que en 
ciencias de la computación hay dos elementos 
que han contribuido sustancialmente a 




el paradigma de SMAs y la evolución creciente 
del comercio electrónico. 
El estudio de confianza y reputación tiene 
muchas aplicaciones en tecnologías de 
Comunicación e Información. Estos sistemas 
han sido reconocidos como factores claves para 
el éxito de la adopción delcomercio electrónico. 
Los mismos son usados por agentes de software 
inteligentes como un mecanismo para buscar 
compañeros confiables y como un incentivo en 
la toma de decisiones acerca de si se tiene en 
cuenta un contrato. La reputación es usada en el 
mercado electrónico como un mecanismo para 
evitar fraudes y estafas [AM02, eBAY02, 
Del03]. Los e-markets no son el único campo de 
aplicación; por ejemplo, en [TGFS14, TGFS12, 
BK01] usan la confianza para mejorar la 
performance de mecanismos de revisión de 
creencias. Otra importante área de aplicación en 
tecnología de agentes es el trabajo de equipo y 
cooperación [Mont02]. Además, entre los 
formalismos de argumentación que se proponen 
sobre sistemas multi-agente, también hay 
algunos que usan la información de confianza y 
reputación para razonar [PSM11, Tang12]. Las 
investigaciones en confianza y reputación se 
requieren tanto para ambientes colaborativos 
como competitivos [LLRJ12, C11], y 
considerando tanto valores de confianza como 
valores de desconfianza [HCJ10]. 
En la actualidad, existen pocos trabajos que 
estudien una visión general de confianza y 
reputación desde el punto de vista de cienciasde 
la computación. Por ejemplo, Dellarocas en 
[Del03] presenta una visión general de 
mecanismos de reputación online que son usados 
en sitios web comerciales. En el área de 
confianza, Grandison [GrSlo00] examina varias 
definiciones de confianza que existen en la 
literatura y proveen una definición de confianza 
para aplicaciones de Internet. Hay también 
algunas propuestas que establecen una tipología 
de reputación [Mui02] y confianza 
[McKChe02]. 
El estudio y desarrollo de agentes inteligentes, y 
la investigación en el área de SMA, han 
demandado en los últimos años el estudio y 
desarrollo de formalismos de representación y 
mantenimiento de conocimiento. En particular 
esto ha dado un fuerte impulso al área de 
Revisión de Creencias [Han99, HFCF01, 
FKS02] donde se estudia formalmente parte de 
estos temas. Además, en los últimos años se han 
producido importantes avances en un área 
relativamente joven que se enfoca en la Revisión 
de Creencias en SMA, entre cuyos artículos se 
pueden destacar [DGB97, Can98, LW99, LW01, 
TGFS12, TGFS14, TGFS16]. 
En esta línea de investigación se pretende 
realizar un aporte en el estudio y desarrollo de 
nuevos formalismos, técnicas y métodos de 
representación y actualización del grado de 
confianza y de reputación de un agente, y su 
integración con mecanismos de razonamiento 
automático. Este aporte es de importancia para 
mejorar las capacidades de los agentes que sean 
utilizados en aplicaciones concretas que 
requieran el uso de agentes inteligentes y 
sistemas multi-agente. Este tipo de aplicaciones 
son requeridas en la actualidad para la resolución 
de problemas de mucha complejidad en ciencias 
de la computación y en otras disciplinas. 
LINEAS DE INVESTIGACIÓN Y 
DESARROLLO 
Esta línea de investigación, toma como punto de 
partida varias publicaciones vinculadas a la 
misma. Por ejemplo, en el libro [FC10], se 
realiza un análisis sistemático y acabado de los 
sistemas computacionales de confianza; en 
particular, sus autores distinguen lo desarrollado 
como la visión global del naciente campo de la 
modelización de confianza y los modelos 




confianza y el concepto aliado de la reputación 
de una gama de diferentes orígenes. En 
particular, se plantean como objetivo poder 
sistematizar una teoría general de la 'confianza' 
para proporcionar un modelo orgánico de este 
fenómeno muy complejo y dinámico en el 
desarrollo cognitivo, afectivo, y de niveles 
sociales (interactivos y colectivos). 
En el artículo [TGFS12], publicado en Journal of 
The Knowledge Engineering Review, se ha 
desarrollado una primera propuesta para modelar 
la dinámica de unabase de creencias de agentes 
basada en la credibilidad de la información que 
es recibida de sus pares informantes. En 
particular, se han definido operadores de 
revisión priorizados y no priorizados, donde la 
credibilidad de la información es usada para 
aceptar o rechazar la información recibida. 
En [Tam12], se ha publicado una primera 
aproximación para utilizar la credibilidad de la 
información recibida en una extensión de un 
sistema de argumentación estructurada. 
En [TGFS14], publicado en Artificial 
Intelligence Journal, se propuso operadores de 
expansión, contracción y revisión de órdenes de 
credibilidad de informantes. En esta propuesta 
un agente que tiene un orden de credibilidad 
sobre sus informantes, puede modificar 
dinámicamente ese orden ante la presencia de 
nueva información recibida de sus pares. 
En [TGFS16], publicado recientemente en la 
revista Knowledge and Information Systems, se 
realiza una propuesta para compartir 
información entre agentes, donde cada agente 
puede tener su propio orden de credibilidad entre 
sus informantes. 
RESULTADOS OBTENIDOS/ESPERADOS 
La implementación de aplicaciones que integren 
adecuadamente   mecanismos   de   confianza  y 
reputación en sistemas multi-agente, requiere del 
estudio y desarrollo de nuevos formalismos 
teóricos. En esta línea de investigación, se 
consideran varios objetivos específicos para tal 
fin: 
 Proponer un formalismo de actualización de 
valores de confianza y reputación usando la 
experiencia generada a partir de la 
interacción con otros agentes del sistema. Se 
estudiará en particular cómo un cambio en 
las creencias de un agente puede afectar los 
valores de confianza que el mismo mantiene 
de sus informantes.
 Analizar y definir un formalismo de 
confianza y reputación multi-contexto. La 
confianza y la reputación son propiedades 
dependientes del contexto. Un modelo de 
confianza y reputación que administra un 
único contexto, es diseñado para asociar un 
único valor de confianza o reputación a cada 
miembro del SMA sin tomar en 
consideración el contexto. Sin embargo, un 
modelo de multi-contexto permite la 
posibilidad de tratar con varios contextos, 
manteniendo diferentes valores de confianza 
y reputación asociados a cada contexto 
particular de un agente.
 Formalizar un modelo de mantenimiento de 
confianza que, además de considerar los 
elementos indicados en los objetivos 
específicos anteriores, permita integrar a 
ellos el concepto de la opinión de la mayoría. 
Dado que muchas propuestas de la literatura 
consideran únicamente a la opinión de la 
mayoría como método de evaluación, se 
planea integrar esta propuesta a las 
propuestas basadas en un orden deconfianza 
entre los agentes.
 Evaluar la relación entre mecanismos de 
mantenimiento de valores de confianza 
simbólicos y numéricos, y desarrollar una 




 Analizar los formalismos mencionados tanto 
en ambientes colaborativos como 
competitivos, y considerar tanto valores de 
confianza como valores de desconfianza 
FORMACIÓN DE RECURSOS HUMANOS 
Esta línea de investigación forma parte de los 
trabajos que se realizarán para la concreción de 
un Doctorado en Ciencias de la Computación. 
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