(MAP) and Maximum Likelihood Multiuser Detectors (ML MUDs) [1] , [2] , [3] are capable of achieving the optimum BER performance that is close to the singleuser BER bound. However, the complexity of these optimum MUDs is exponentially proportional to the number of users supported, which becomes extreme even when a moderate number of users are considered. Consequently, the application of the optimum MUDs in practice is limited.
Spreading sequences of the low-density type (containing many zeros) were theoretically presented in [4] for the purpose of allowing low-complexity multiuser detection. These sequences, when designed in accordance with suitable rules [5] allow application of a belief-propagation algorithm at the receiver. This was shown to result in promising performance for overloaded systems; i.e. systems with more spreading sequences than chips; and for Binary Phase Shift Keying (BPSK) modulated data in [6] . Recently, Low-Density Signature (LDS) Structure complemented with more-affordable MAP-based Chip-Level iterated (CLi) MUD has been shown to achieve performance very close to single-user even at 200% overloaded condition [6] , [7] . The LDS structure can be captured by a low density graph thus the detection of different users' symbols could be based on Message Passing Algorithm (MPA) presented in [6] for LDS-CDMA systems.
In this contribution we investigate the information-theoretic capacity of LDS structure for uplink CDMA systems. Furthermore; using the calculated rate region, the effect of density Manuscript received November 3, 2010. The associate editor coordinating the review of this letter and approving it for publication was P. Demestichas.
This work was supported by Huawei Technologies. Co., Ltd., P.R. factor and maximum number of allowed users per chip on the capacity of LDS MAC is investigated using Monte carlo simulations. The rest of the paper is outlined as follows: Section II presents the system architecture for LDS scheme. In section III we derive the information-theoretic capacity of LDS structure. The simulation results for different LDS characteristics are presented in section IV. Conclusions are drawn in section V.
II. LDS SCHEME SYSTEM MODEL In LDS scheme, the low density spreading sequences are assigned uniquely to each user and are fully transparent to the receiver. So each user is intentionally arranged to spread its data over a small number of chips and then zero padding is done such that the processing gain stays the same as conventional CDMA systems. We focus on an LDS-CDMA system with users and user indices = 1, ..., and the multi access memoryless channel with probability transitions
Low density codebook with density factor 0 < ≤ 1 is generated using the following steps.
1) Full density codebook generation: Generate the set of full density codewords (signatures) with length = ( is the number of total chips or the length of the low density codewords) for each user according to its distribution ( ).
2) Zero padding: Add
− zeros at the end of each codeword. 3) Interleaving: For each user randomly choose an interleaving pattern = { (1), (2), ..., ( )} and interleave the zero-padded codewords of the user. Thus the none zero components of codewords will appear in
} denote the set of all users' interleavers. For a given time instance = 1, ..., ; let denote the set of users active at this time instance, i.e. = { ∈ : ∈ Ω }. For any subset ⊆ of users, we further define Ω( ) as the ordered set of time instances that users of are only active at that time, i.e. Ω( ) = { = 1, ..., : = }. For a fixed density factor as the overall codeword length approaches infinity, the length of the full density part will also approach to infinity. We can extend the joint typicality definition to low density codewords by applying the original definition over the support sets Ω( ) for every ⊆ .
For time varying fading MAC we will have [8] :
1089-7798/11$25.00 c ⃝ 2011 IEEE where is the time index, ( ) and ( ) are the transmitted symbol and the fading process of user respectively, and ( ) is white Gaussian noise with variance 0 . So for LDS structure Eq.(1) can be modified as:
III. CAPACITY REGION OF LDS MAC We shall now focus on the scenario of interest in this paper, where the channels are time-varying due to the motion of the users. When the receiver can perfectly track the channel but the transmitters don't have such information. So the codewords can not be selected as a function of the state of the channel but the decoding is able to use such information. The capacity region of time varying fading MAC is known (Gallager [9] , Shamai and Wyner [10] ) and given by: {
where
) is a random vector having the stationary distribution of the joint fading processes. Now, the rate region of time varying fading LDS MAC can be derived by defining an equivalent LDS channel:˜( ) = , ( ) where , denotes the activity of user at time , specifically , will be equal to one if ∈ otherwise it will be zero. The rate region of fading LDS MAC will be similar to original fading MAC but with the original channel replaced with LDS equivalent channel: {
As for a proportion of time users are silent, their transmit power denoted by˜will be larger than their transmit power : / . More specifically, for a fixed interleaving pattern and thus a fixed LDS structure, the above rate region can be expressed as follows: {
Now if we consider the ensemble of LDS schemes over all possible interleaving patterns, the activity parameter a will be independent and takes Bernoulli distribution with probability of being 1 equal to . Therefore the rate region will be: {
where = ( 1 , . . . , ) ∈ {0, 1} with Bernoulli components with probability .
Bernoulli distribution of users' activity allows any number of users to be active in a given symbol. In this regard, we call the ensemble of the generated LDS codes as LDS K ( , K). If we limit the number of active users to be less than a specific number ≤ , then the resulted LDS will be called LDS K ( , ). The rate region still will have the same form as above equation, but with a different distribution for activity vector . the original i.i.d Bernoulli distribution of the components of this vector will imply:
The distribution for LDS K ( , ) takes the following form:
where is a normalizing factor and is expressed as follows:
Clearly having a symbol with no active user is a waist of channel. We can further restrict the LDS ensemble to those that have at least one user active at a given time. This will result in the expurgated scheme LDS K ( , + ) with following activity vector distribution:
It is noticeable that by introducing the constraint of maximum number of active users at a specific time instance, the density factor would diverge from its initial value 0 according to number of active users (d). The can be calculated as follows:
By plugging density factor from Eq. (14) into Eq. (6) we obtain the capacity region of LDS MAC. 
IV. NUMERICAL RESULTS
In this section, we present the simulation results for both MAC and LDS MAC systems. The simulation is carried out for a system with 20 users. the Weighted Sum Rate (WSR) is calculated for LDS fading MAC by averaging over fading process through Monte Carlo simulation. The results for MAC are calculated using Eq. (3) for 20 users. Figure 1 shows the comparison between the WSR of MAC and LDS MAC for different density factors and maximum number of users allowed per chip. As expected there is a gap between the curve for MAC and LDS MAC, which is the penalty paid for reducing the complexity of multiuser detector compared to successive decoding for achieving the points on the boundary of MAC capacity region. It is noticeable that for LDS systems increasing and reducing the maximum number of allowed users at each time instance will result in higher WSR.
Using LDS structure the complexity order of the MUD will reduce from number of total users' to the maximum number of allowed users per chip as shown in Fig. 2 This figure shows that by reducing the density factor, the computational complexity of MUD for LDS systems decreases significantly.
V. CONCLUSIONS
The capacity region of LDS MAC is calculated using information theoretic analysis. It is shown that using LDS as a multiple access technique will reduce the capacity compared to MAC with successive decoding, but this can be interpreted as the price paid for reducing the complexity of receiver. Furthermore the simulation results show how the capacity is changed according to density factor and maximum number of users at each time instance. As expected as the density factor is increased, the capacity approaches to that of MAC.
