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Non-Abelian Stokes theorem for the Wilson loop operator in an arbitrary
representation and its implication to quark confinement
Ryutaro Matsudo∗ and Kei-Ichi Kondo†
Department of Physics, Graduate School of Science, Chiba University, Chiba 263-8522, Japan
We give a gauge-independent definition of magnetic monopoles in the SU(N) Yang-Mills theory
through the Wilson loop operator. For this purpose, we give an explicit proof of the Diakonov-
Petrov version of the non-Abelian Stokes theorem for the Wilson loop operator in an arbitrary
representation of the SU(N) gauge group to derive a new form for the non-Abelian Stokes theorem.
The new form is used to extract the magnetic-monopole contribution to the Wilson loop operator
in a gauge-invariant way, which enables us to discuss confinement of quarks in any representation
from the viewpoint of the dual superconductor vacuum.
PACS numbers: 12.38.Aw, 21.65.Qr
I. INTRODUCTION
The Wilson loop operator [1] is the physical quantity of fundamental importance in gauge theories due to its gauge
invariance. Indeed, quark confinement is judged by the area law of the vacuum expectation value of the Wilson loop
operator, which is the so-called Wilson criterion for quark confinement. Recently, it has been shown [2] that the non-
Abelian Stokes theorem (NAST) for the Wilson loop operator is quite useful to understand quark confinement
based on the dual superconductor picture [3]. Here the NAST for the Wilson loop operator refers to the alternative
expression in which the line integral defining the original Wilson loop operator is replaced by the surface integral.
In particular, we want to obtain the NAST which eliminates the path ordering. Such a version of the NAST was
indeed derived for the first time by Diakonov and Petrov for the SU(2) Wilson loop operator based on a specific
method in [4] (See also [5]). Later, it was recognized that the Diakonov-Petrov version of the NAST can be derived
as a path-integral representation using the coherent state of the Lie group in a unified way [6–9]. The NAST is
rederived based on the SU(2) coherent state in [6]. In a similar way, the NAST has been extended into the gauge
group SU(3) in [7] and SU(N) in [8, 9] to discuss the quarks in the fundamental representation [10–12]. See [2]
for a review. There exist other versions of the NAST, see [13–19].
Let A be the Lie algebra valued connection one-form for the gauge group G = SU(N):
A (x) := Aµ(x)dx
µ = A Aµ (x)TAdx
µ ∈ G = Lie(G) (A = 1, ..., dimG), (1)
where TA is the generator of the Lie algebra G = su(N) of the group G = SU(N) and dimG is the dimension of the
group G, i.e., dimG = N2 − 1 for G = SU(N). In what follows, the summation over the repeated indices should be
understood unless otherwise stated. For a given loop, i.e., a closed path C, the Wilson loop operator WC[A ] in
the representation R is defined by
WC [A ] := N−1trR
{
P exp
[
−ig
YM
∮
C
A
]}
, N := dR = trR(1), (2)
where P denotes the path ordering and the normalization factorN is equal to the dimension dR of the representation
R, to which the probe of the Wilson loop belongs, ensuringWC [0] = 1. We introduce the Yang-Mills coupling constant
g
YM
for later convenience, although this can be absorbed by scaling the field A ′ = g
YM
A .
For the gauge group SU(2), for instance, any representation is characterized by a single index J = 12 , 1,
3
2 , 2,
5
2 , · · · .
In fact, the Wilson loop operator in the representation J of SU(2) is rewritten into the surface-integral form [4, 6]:
WC [A ] =
∫
[dµ(g)]Σ exp
{
−igYMJ
∫
Σ:∂Σ=C
dSµνfgµν
}
,
fgµν(x) =∂µ[n
A(x)A Aν (x)] − ∂ν [nA(x)A Aµ (x)]− g−1YMǫABCnA(x)∂µnB(x)∂νnC(x),
nA(x)σA =g(x)σ3g†(x), g(x) ∈ SU(2) (A,B,C ∈ {1, 2, 3}), (3)
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2where σA (A = 1, 2, 3) are the Pauli matrices with σ3 being the diagonal matrix, g is an SU(2) group element and
[dµ(g)]Σ is the product of an invariant measure on SU(2)/U(1) over Σ:
[dµ(g)]Σ :=
∏
x∈Σ
dµ(n(x)), dµ(n(x)) =
2J + 1
4π
δ(nA(x)nA(x)− 1)d3n(x). (4)
The purpose of this paper is to extend the Diakonov-Petrov version of the NAST for the Wilson loop operator to an
arbitrary representation of the SU(N) group (N ≥ 3) to derive a new form for the NAST, which enables one to define
a gauge-invariant magnetic monopole in the Yang-Mills theory and to extract the magnetic-monopole contribution
to the Wilson loop operator in a gauge-invariant way. The new form of the NAST has been obtained already for the
fundamental representation of SU(N) (N ≥ 3) in [9]. The new form is useful to discuss quark confinement in an
arbitrary representation from the viewpoint of the dual superconductor picture. The relevance of the Wilson loop
to quark confinement can be observed by calculating the magnetic monopole current k, whose definition is proposed
in this paper. In fact, one of the authors and his collaborators have used the new form of the NAST to calculate
the average of the Wilson loop operator for SU(2) and SU(3) in the fundamental representation using the numerical
simulations on a lattice. Through the simulations, they have examined the dual superconductivity picture for quark
confinement. See chapter 9 of [2]. The new form of the NAST will be used to extend the preceding works to any
representation of SU(3) in subsequent works.
Last but not least we must mention the facts that an original form of the NAST for arbitrary representation of the
SU(N) group (N ≥ 3) was already announced in the second paper of Ref.[5] and that the same form for the NAST
has been derived in an independent way specifically for the fundamental representation of the SU(N) gauge group
in [18]. However, the formula given there is not appropriate for our purpose stated above. Although the formula
given originally in the second paper of [5] is correct, indeed, nontrivial (mathematical) works are required to derive
the new form from it. Moreover, to the best of our knowledge, there are no available proofs of the NAST for any
representation in the published literature. Therefore, we give an explicit proof of the NAST as a preliminary step
toward our purpose.
II. NON-ABELIAN STOKES THEOREM FOR THE WILSON LOOP OPERATOR
Let A g(x) = A gµ (x)dx
µ be the gauge transformation of the Yang-Mills gauge field A (x) by the group element
g ∈ G:
A
g(x) := g(x)†A (x)g(x) + ig−1
YM
g(x)†dg(x). (5)
Using a reference state |Λ〉, we define the one-form Ag(x) = Agµ(x)dxµ from the Lie algebra valued one-form
A g(x) = A gµ (x)dx
µ by
Ag(x) :=〈Λ|A g(x)|Λ〉 or Agµ(x) = 〈Λ|A gµ (x)|Λ〉. (6)
Then it is shown [6, 8] that the Wilson loop operator has a path-integral representation,
WC [A ] =
∫
[dµ(g)]C exp
(
−ig
YM
∮
C
Ag
)
, (7)
where [dµ(g)]C is the product of the invariant integration measure dµ(g(x)) at each point x on the loop C:
[dµ(g)]C =
∏
x∈C
dµ(g(x)). (8)
Now the argument of the exponential is an Abelian quantity, since Agµ is no longer a matrix, just a number.
Therefore, we can apply the (usual) Stokes theorem,∮
C=∂Σ
ω =
∫
Σ
dω, (9)
to replace the line integral along the closed loop C to the surface integral over the surface Σ bounded by C. See
Fig. 1. Thus we obtain a NAST:
WC [A ] =
∫
[dµ(g)]Σ exp
[
−ig
YM
∫
Σ:∂Σ=C
F g
]
, (10)
3FIG. 1: A closed loop C for defining the Wilson loop operator and the surface Σ whose boundary is given by the loop C.
where the F g is the curvature two-form defined by
F g = dAg =
1
2
F gµν(x)dx
µ ∧ dxν , F gµν(x) := ∂µAgν(x)− ∂νAgµ(x), (11)
and the integration measure on the loop C is replaced by the integration measure on the surface Σ,
[dµ(g)]Σ :=
∏
x∈Σ:∂Σ=C
dµ(g(x)), (12)
by inserting additional integral measures, 1 =
∫
dµ(g(x)) for x ∈ Σ− C.
The field strength F gµν is calculated as
F gµν =∂µA
g
ν − ∂νAgµ
=∂µ〈Λ|A gν |Λ〉 − ∂ν〈Λ|A gµ |Λ〉
=∂µ〈Λ|g†Aνg|Λ〉 − ∂ν〈Λ|g†Aµg|Λ〉+ ig−1YM∂µ〈Λ|g†∂νg|Λ〉 − ig−1YM∂ν〈Λ|g†∂µg|Λ〉
=∂µ〈Λ|g†Aνg|Λ〉 − ∂ν〈Λ|g†Aµg|Λ〉+ ig−1YM〈Λ|(∂µg†∂νg − ∂νg†∂µg)|Λ〉+ ig−1YM〈Λ|g†[∂µ, ∂ν ]g|Λ〉
=∂µ〈Λ|g†Aνg|Λ〉 − ∂ν〈Λ|g†Aµg|Λ〉+ igYM〈Λ|g†[Ωµ,Ων ]g|Λ〉+ igYM〈Λ|g†[∂µ, ∂ν ]g|Λ〉, (13)
where we have introduced
Ω(x) := ig−1
YM
g(x)dg†(x). (14)
We define the Lie algebra valued field m(x) which we call the precolor (direction) field by
m(x) :=
〈
Λ|g†(x)TAg(x)|Λ
〉
TA = m
A(x)TA, m
A(x) =
〈
Λ|g†(x)TAg(x)|Λ
〉
. (15)
For a Lie algebra valued operator O(x) = OA(x)TA, we obtain the relation:
〈Λ|g†(x)O(x)g(x)|Λ〉 = 〈Λ|g†(x)TAg(x)|Λ〉OA(x) = mA(x)OA(x) = κtr(m(x)O(x)), (16)
where we adopted the normalization for the generator:
tr(TATB) = κ
−1δAB. (17)
Therefore, the field strength F gµν is written as
F gµν(x) =κ{∂µtr(m(x)Aν(x)) − ∂νtr(m(x)Aµ(x)) + igYMtr(m(x)[Ωµ(x),Ων(x)])}
+ ig
YM
〈Λ|g†(x)[∂µ, ∂ν ]g(x)|Λ〉. (18)
Notice that the final term is not gauge invariant and disappears finally after the integration with respect to the
gauge-invariant measure dµ(g). Therefore, it is omitted in what follows.
III. COLOR DIRECTION FIELD
As a reference state |Λ〉, we can choose the highest-weight state defined by the (normalized) common eigenvector
of the generators H1, H2, · · · , Hr in the Cartan subalgebra with the eigenvalues Λ1,Λ2, · · · ,Λr:
Hj |Λ〉 = Λj |Λ〉 (j = 1, · · · , r), (19)
4where r is the rank of G, i.e., r := rankG = N − 1. Then we have
〈Λ|Hj|Λ〉 = Λj 〈Λ|Λ〉 = Λj (j = 1, · · · , r), (20)
by taking into account the normalization 〈Λ|Λ〉 = 1.
Let R+ (R−) be a subsystem of positive (negative) roots.1 Then the highest-weight state satisfies the following
properties:
(i) |Λ〉 is annihilated by all the (off-diagonal) shift-up operators Eα with α ∈ R+:
Eα|Λ〉 = 0 (α ∈ R+), (21)
(ii) |Λ〉 is annihilated by some shift-down operators Eα with α ∈ R−, not by other Eβ with β ∈ R−:
Eα|Λ〉 = 0 (some α ∈ R−); Eβ |Λ〉 = |Λ + β〉 (some β ∈ R−). (22)
The adjoint rotation of a generator TA can be written as a linear combination of the generators {TA}:
g†(x)TAg(x) =RAB(x)TB, (23)
since g†(x)TAg(x) is written by using the commutator repeatedly:
g†(x)TAg(x) = e
iY TAe
−iY = TA + [iY, TA] +
1
2
[iY, [iY, TA]] + ..., Y := θ
BTB, (24)
and the commutator is closed [TA, TB] = ifABCTC with the structure constant fABC . Hence, the precolor field (15)
is written as
m(x) = RAB(x) 〈Λ|TB|Λ〉TA, mA(x) = RAB(x) 〈Λ|TB|Λ〉 . (25)
Multiplying g(x) from the left and g†(x) from the right, on the other hand, (23) yields
TA =RAC(x)g(x)TCg
†(x), (26)
which is cast after multiplying RAB(x) into the form:
RAB(x)TA =RAB(x)RAC(x)g(x)TCg
†(x)
=(Rt)BA(x)RAC(x)g(x)TCg
†(x)
=1BCg(x)TCg
†(x)
=g(x)TBg
†(x), (27)
where we have used the fact that the matrix R is a real-valued R∗AB = RAB and unitary R
†R = RR† = 1, in other
words, R is an orthogonal matrix satisfying RtR = RRt = 1 for the transposed matrix Rt of R, because the structure
constant is real-valued.
By substituting (27) into (25), the precolor field is written as
m(x) = 〈Λ|TB|Λ〉 g(x)TBg†(x)
= 〈Λ|Hj |Λ〉 g(x)Hjg†(x)
=Λjg(x)Hjg
†(x), (28)
where we have used in the second equality the fact that the generators TA other than the Cartan generators Hj , i.e.,
the shift-up and shift-down generators Eα in the Cartan basis have the property:
〈Λ|Eα|Λ〉 = 0, (29)
1 The root vector is defined to be the weight vector of the adjoint representation. A weight ~νj is called positive if its last nonzero
component is positive. With this definition, the weights satisfy ν1 > ν2 > · · · > νN .
5since Eα |Λ〉 = 0 or Eβ |Λ〉 is the eigenvector with the eigenvalue Λ + β and obeys
〈Λ|Eβ |Λ〉 = Nβ,Λ 〈Λ|Λ + β〉 = 0, (30)
because the eigenvectors with the different eigenvalues are orthogonal 〈Λ|Λ′〉 = 0 for Λ 6= Λ′. We have used (20) in
the last equality.
We introduce r Lie algebra valued fields nj(x) defined by
nj(x) := g(x)Hjg
†(x) = nAj (x)TA (j = 1, ..., r). (31)
Then we arrived at the important relation:
m(x) := Λjnj(x) ∈ G = Lie(G) = su(N), mA(x) := ΛjnAj (x). (32)
Notice that (23) is determined by the commutation relation alone and, hence, RAB does not depend on the represen-
tation adopted. Therefore, nAj (x) does not depend on the representation
nAj (x) = RAj(x), (33)
and we can use the fundamental representation to calculate nAj (x) and to calculate the precolor field m
A(x).
mA(x) =
〈
Λ|g†(x)TAg(x)|Λ
〉
= Λjn
A
j (x) = Λjg(x)Hjg
†(x). (34)
IV. DERIVATION
We define Bµ(x) by
Bµ(x) := ig
−1
YM
[nj(x), ∂µnj(x)]. (35)
In what follows, the summation over j should be understood. Then it satisfies the relation:
ig
YM
[Bµ(x),nj(x)] = ∂µnj(x) (j = 1, 2, · · · , r). (36)
The relation (36) is derived in Appendix A. Hence we obtain a relation for the precolor field m(x) = Λjnj(x):
∂µm(x) = igYM [Bµ(x),m(x)]. (37)
On the other hand, we find
∂µnj(x) = igYM [Ωµ,nj(x)]. (38)
This relation follows from
∂µnj = ∂µ(gHjg
†) = ∂µgg
†gHjg
† + gHjg
†g∂µg
†
= −g∂µg†gHjg† + gHjg†g∂µg†
= −[g∂µg†, gHjg†]
= ig
YM
[Ωµ,nj ], (39)
where we have used g†g = 1 = gg† in the second equality and ∂µgg
† = −g∂µg† following from ∂µ(gg†) = 0 in the
third equality. Therefore, we obtain another relation for the precolor field m(x) = Λjnj(x):
∂µm(x) = igYM [Ωµ(x),m(x)], (40)
Combining (37) and (40), we conclude
[Ωµ(x),m(x)] = [Bµ(x),m(x)]. (41)
The relation (41) is used to write the third term in F gµν(x) as
ig
YM
tr(m[Ωµ,Ων ]) = ig
−1
YM
tr([∂µnj , ∂νnj ]m), (42)
6The relation (42) is also derived in Appendix A. Therefore, the field strength F gµν is written as
F gµν(x) =κ(∂µtr{m(x)Aν(x)} − ∂νtr{m(x)Aµ(x)} + ig−1YMtr{m(x)[∂µnk(x), ∂νnk(x)]}),
=∂µ{mA(x)A Aν (x)} − ∂ν{mA(x)A Aµ (x)} − g−1YMfABCmA(x)∂µnBk (x)∂νnCk (x). (43)
Thus, we have arrived at the final form of the NAST for SU(N) in arbitrary representation:
WC [A ] =
∫
[dµ(g)]Σ exp
[
−igYM
∫
Σ:∂Σ=C
F g
]
, F g :=
1
2
fgµν(x)dx
µ ∧ dxν ,
F gµν(x) =Λj{∂µ[nAj (x)A Aν (x)] − ∂ν [nAj (x)A Aµ (x)]− g−1YMfABCnAj (x)∂µnBk (x)∂νnCk (x)},
nj(x) =g(x)Hjg
†(x) = nAj (x)TA (j = 1, ..., r). (44)
We can introduce also the normalized 2 and traceless field n(x) which we call the color (direction) field [9]:
n(x) :=
√
2N
N − 1m(x), or m(x) :=
√
N − 1
2N
n(x), (45)
to rewrite the NAST into
WC [A ] =
∫
[dµ(g)]Σ exp
[
−ig
YM
√
N − 1
2N
∫
Σ:∂Σ=C
fg
]
, fg :=
1
2
fgµν(x)dx
µ ∧ dxν ,
fgµν(x) =κ(∂µtr{n(x)Aν(x)} − ∂νtr{n(x)Aµ(x)} + ig−1YMtr{n(x)[∂µnk(x), ∂νnk(x)]}),
=∂µ{nA(x)A Aν (x)} − ∂ν{nA(x)A Aµ (x)} − g−1YMfABCnA(x)∂µnBk (x)∂νnCk (x),
n(x) =
√
2N
N − 1Λjnj(x), nj(x) = g(x)Hjg
†(x) (j = 1, ..., r). (46)
In what follows, we work out the G = SU(3) case for concreteness. For G = SU(3), we choose the highest-weight
state as the reference state. Then the highest-weight vector of the representation with the Dynkin indices [m,n] is
given by
~Λ = (Λ3,Λ8) =
(
m
2
,
m+ 2n
2
√
3
)
. (47)
The fields n3 and n8 are independent of the representation and, hence, can be calculated in the fundamental repre-
sentation:
n3(x) = g(x)H3g
†(x) = g(x)
λ3
2
g†(x), n8(x) = g(x)H8g
†(x) = g(x)
λ8
2
g†(x), (48)
with the components:
nA3 (x) = 2tr
[
λA
2
g(x)
λ3
2
g†(x)
]
, nA8 (x) = 2tr
[
λA
2
g(x)
λ8
2
g†(x)
]
, (49)
where λ3 and λ8 are the diagonal matrices of the Gell-Mann matrices λA (A = 1, ..., 8) for the Lie algebra su(3) =
Lie(SU(3)). The parametrization of a group element g and the explicit form of the integration measure dµ(g) can be
found in [8].
For the fundamental representation [0, 1], the color field takes the value in the Lie algebra of SU(3)/U(2) = CP 2
(See Fig. 2):
m(x) =
1√
3
n(x) =
1√
3
n8(x) =
1√
3
g(x)
λ8
2
g†(x) =
1
6
g(x)
(
1 0 0
0 1 0
0 0 −2
)
g†(x) ∈ Lie[SU(3)/U(2)]. (50)
2 This color field is normalized in the fundamental representation. In general, 2tr[m(x)m(x)] = ΛjΛk2tr[nj(x)nk(x)] =
ΛjΛk2tr[HjHk] = Λ
2
j , which is equal to
N−1
2N
in the fundamental representation.
7H1
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H1
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FIG. 2: The weight diagram for the fundamental representation of SU(3), (Left) [1, 0] = 3, where ~Λ = ~h1 = ~ν1 := (
1
2
, 1
2
√
3
)
is the highest weight and the other weights are ~ν2 := (−
1
2
, 1
2
√
3
)and ~ν3 := (0,−
1√
3
), (Right) [0, 1] = 3∗, the highest weight is
−~ν3 := (0,
1√
3
) and the other weights are −~ν2 := (
1
2
,− 1
2
√
3
) and −~ν1 := (−
1
2
,− 1
2
√
3
).
H1
H2
− α(3)
α(1)
α(2)
- α(1)
- α(2)
 α(3)
FIG. 3: The root diagram of SU(3) is equal to the weight diagram of the adjoint representation [1, 1] = 8 of SU(3). Here
the positive root vectors are given by ~α(1) = (1, 0), ~α(2) = ( 1
2
,
√
3
2
), and ~α(3) = (−1
2
,
√
3
2
). The two simple roots are given by
α1 := ~α(1) and α2 := ~α(3). ~Λ = ( 1
2
,
√
3
2
) is the highest weight of the adjoint representation.
This is also the case for the fundamental representation [1, 0]:
m(x) =
1
2
n3(x) +
1
2
√
3
n8(x) = g(x)
[
1
2
λ3
2
+
1
2
√
3
λ8
2
]
g†(x) =
−1
6
g(x)
(
−2 0 0
0 1 0
0 0 1
)
g†(x) ∈ Lie[SU(3)/U(2)]. (51)
The fundamental representations have the same structure characterized by the degenerate matrix: the two of the
three diagonal elements are equal, despite their different appearance.
For the adjoint representation [1, 1], on the other hand, the color field takes the value in the Lie algebra of
SU(3)/U(1)2 = F 2 (see Fig. 3):
m(x) =
1
2
n3(x) +
√
3
2
n8(x) = g(x)
[
1
2
λ3
2
+
√
3
2
λ8
2
]
g†(x) =
1
2
g(x)
(
1 0 0
0 0 0
0 0 −1
)
g†(x) ∈ Lie[SU(3)/U(1)2]. (52)
Here the matrix between g and g† is not degenerate: the three diagonal elements take different values.
For the general representation with the Dynkin index [m,n], the color field reads
m(x) =
1√
3
n(x) =
m
2
n3(x) +
m+ 2n
2
√
3
n8(x) =
1
3
g(x)
(
2m+ n 0 0
0 −m+ n 0
0 0 −m− 2n
)
g†(x) ∈ Lie[SU(3)/H˜]. (53)
where H˜ is called the maximal stability subgroup.
Thus,we can show that every representation R of SU(3) specified by the Dynkin index [m,n] belongs to (I) or (II):
(I) Minimal case: If mn = 0 (m = 0 or n = 0), the maximal stability group H˜ is given by
H˜ = U(2), (54)
with generators {H1, H2, Eβ , E−β}. In the minimal case, dim(G/H˜) is minimal. Such a degenerate case occurs
when the highest-weight vector ~Λ is orthogonal to some root vectors. In the minimal case, the coset G/H˜ is
given by the complex projective space:
G/H˜ = SU(3)/U(2) = SU(3)/(SU(2)× U(1)) = CP 2, (55)
8H1
H2
- α(1)
- α(2)
Λ
ν1ν2
ν3
- α(3)- α(2)

H1
H2Λ
H1
H2
− α(3)
α(2)
- α(1)
- α(2)
FIG. 4: The relationships among the weight vectors ~ν1, ~ν2, ~ν3 in the fundamental representations 3 and the root vectors
~α(1), ~α(2), ~α(3) in SU(3). We find ~ν1 ⊥ ~α
(3),−~α(3). Here ~Λ = ~ν1 := (
1
2
, 1
2
√
3
) is the highest weight of the fundamental
representation 3.
H1
H2
- α(3)
- α(1)
- α(2)
Λ
FIG. 5: The weight vectors and root vectors required to define the coherent state in the adjoint representation [1, 1] = 8 of
SU(3), where ~Λ = ( 1
2
,
√
3
2
) is the highest weight of the adjoint representation.
For example, the fundamental representation [1, 0] has the maximal stability subgroup U(2) with the generators
{H1, H2, Eα(3) , E−α(3)} ∈ u(2), where
~Λ = ~ν1 ⊥ ~α(3),−~α(3). (56)
See Fig. 4.
(II) Maximal case: If mn 6= 0 (m 6= 0 and n 6= 0), H˜ is the maximal torus group:
H˜ = H = U(1)× U(1), (57)
with generators {H1, H2}. In the maximal case, dim(G/H˜) is maximal. This is a non-degenerate case. In the
maximal case, the coset G/H˜ is given by the flag space:
G/H˜ = SU(3)/(U(1)× U(1)) = F2. (58)
For example, the adjoint representation [1, 1] has the maximal stability subgroup U(1)×U(1) with the generators
{H1, H2} ∈ u(1) + u(1). See Fig.5.
V. MAGNETIC MONOPOLES
We can define the gauge-invariant magnetic-monopole current k = δ∗fg from the field strength fgµν through
the NAST. The magnetic–monopole current k is defined as the (D− 3)-form using the gauge-invariant field strength
(curvature two-form) by
k = δ∗fg = ∗dfg, fg =
r∑
j=1
Λjf
(j). (59)
Using the same procedure as given in [9], the Wilson loop operator in arbitrary representation of SU(N) is written
in terms of the electric current j and the magnetic current k:
WC [A ] =
∫
[dµ(g)] exp
{
−ig
YM
√
N − 1
2N
[(ωΣC , k) + (NΣC , j)]
}
, (60)
9where we have defined the (D − 3)-form k and the one-form j in D spacetime dimensions:
k := δ∗fg, j :=δfg, (61)
we have introduced an antisymmetric tensor ΘΣC of rank two which has the support only on the surface ΣC spanned
by the loop C:
ΘµνΣC (x) :=
∫
ΣC :∂ΣC=C
d2Sµν(x(σ))δD(x− x(σ)), (62)
and we have defined the (D − 3)-form ωΣC and one-form NΣC using the Laplacian ∆ by
ωΣC :=
∗d∆−1ΘΣC = δ∆−1∗ΘΣC , NΣC := δ∆−1ΘΣC , (63)
with the inner product for two forms being defined by
(ωΣC , k) =
1
(D − 3)!
∫
dDxkµ1···µD−3(x)ω
µ1···µD−3
ΣC
(x),
(NΣC , j) =
∫
dDxjµ(x)NµΣC (x). (64)
Here we have replaced the measure [dµ(g)]Σ by [dµ(g)] := [dµ(g)]RD =
∏
x∈RD dµ(g(x)) over all the spacetime points.
For D = 4, especially, the magnetic current reads
kµ =
1
2
ǫµνρσ∂νf
g
ρσ, f
g
µν =
r∑
j=1
Λjf
(j)
µν . (65)
Then, the magnetic charge is defined by
qm =
∫
d3xk0 =
∫
d3x
1
2
ǫjkℓ∂ℓf
g
jk(x) =
∫
d2Sℓǫ
jkℓ 1
2
fgjk(x). (66)
We examine the quantization condition for the magnetic charge. In the SU(3) case, the two kinds of gauge-invariant
field strength are given by
fgµν =Λ1f
(1)
µν + Λ2f
(2)
µν ,
f (1)µν =∂µ2tr{n3Aν} − ∂ν2tr{n3Aµ} − ig−1YM2tr{n3[∂µn3, ∂νn3] + n3[∂µn8, ∂νn8]},
f (2)µν =∂µ2tr{n8Aν} − ∂ν2tr{n8Aµ} − ig−1YM2tr{n8[∂µn3, ∂νn3] + n8[∂µn8, ∂νn8]}
=∂µ2tr{n8Aν} − ∂ν2tr{n8Aµ} − 4
3
ig−1
YM
2tr{n8[∂µn8, ∂νn8]). (67)
Notice that f
(2)
µν is written in terms of n8 alone (see Appendix B for the derivation of f
(2)
µν ). It is shown [2] that the
two kinds of the gauge-invariant charges q
(1)
m and q
(2)
m obey the different quantization conditions:
qm =Λ1q
(1)
m + Λ2q
(2)
m ,
q(1)m :=
∫
d3x
1
2
ǫjkℓ∂ℓf
(1)
jk (x) =
4π
g
YM
(
n− 1
2
n′
)
,
q(2)m :=
∫
d3x
1
2
ǫjkℓ∂ℓf
(2)
jk (x) =
4π
g
YM
1
2
√
3n′, n, n′ ∈ Z. (68)
The existence of the magnetic charge q
(1)
m characterized by two integers n and n′ is consistent with a fact that the
map defined by
n3 : S
2 → SU(3)/[U(1)× U(1)] ≃ F2, (69)
has the nontrivial Homotopy group:
π2(SU(3)/[U(1)× U(1)]) = π1(U(1)× U(1)) = Z+ Z. (70)
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On the other hand, the existence of the magnetic charge q
(2)
m characterized by an integer n′ is consistent with a fact
that the map defined by
n8 : S
2 → SU(3)/U(2) ≃ CP 2, (71)
has the following nontrivial homotopy group:
π2(SU(3)/[SU(2)× U(1)]) = π1(SU(2)× U(1)) = π1(U(1)) = Z. (72)
Incidentally, we can show [2] that the gauge-invariant field strength F gµν is equal to the component of the non-
Abelian field strength F [V ] of the restricted field V (in the decomposition A = V +X ) projected to the color field
n:
F gµν = tr{mFµν [V ]} = Λjf (j)µν , f (j)µν = tr{njF [V ]}. (73)
This relation is useful in calculating the contribution from magnetic monopoles to the Wilson loop average from the
viewpoint of the dual superconductor picture for quark confinement. The results will be given elsewhere.
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Appendix A: Derivation of eq.(36) and eq.(42)
Equation (36) is derived as follows.
igYM[Bµ,nj ] = − [[nk, ∂µnk],nj ]
=[[∂µnk,nj ],nk] + [[nj ,nk], ∂µnk]
=[[∂µnj ,nk],nk]
=[nk, [nk, ∂µnj ]]
=∂µnj − nk(nk, ∂µnj). (A1)
where we have used the Jacobi identity in the second equality, the relation [∂µnk,nj ] = [∂µnj ,nk] following from
∂µ[nk,nj ] = 0 and the commutativity [nj ,nk] = 0 in the third equality, and the identity F = nk(nk,F ) +
[nk, [nk,F ]] (see e.g., Appendix C of [2]) in the fifth equality. Moreover, we find that the last term in (A1) vanishes:
(nk, ∂µnj) =κtr(nk∂µnj)
=κtr(gHkg
†∂µ(gHjg
†))
=κtr(gHkg
†∂µgHjg
†) + κtr(gHkg
†gHj∂µg
†)
=− κtr(gHk∂µg†gHjg†) + κtr(gHkHj∂µg†)
=− κtr(gHjg†gHk∂µg†) + κtr(gHkHj∂µg†)
=− κtr(gHjHk∂µg†) + κtr(gHkHj∂µg†)
=κtr(g[Hk, Hj]∂µg
†) = 0, (A2)
where we have used g†g = 1 = gg† and g†∂µg = −∂µg†g following from ∂µ(gg†) = 0 in the fourth equality and
cyclicity of the trace in the fifth equality. Combining (A1) and (A2), indeed, we have (36).
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Equation (42) is derived as follows. The third term in F gµν(x) is rewritten using the relation (41) as
ig
YM
tr(m[Ωµ,Ων ]) =igYMtr([m,Ωµ]Ων)
=ig
YM
tr(Ων [m,Bµ])
=ig
YM
tr([Ων ,m]Bµ)
=igYMtr([Bν ,m]Bµ)
=tr(∂νmBµ)
=ig−1
YM
tr(∂νm[nj , ∂µnj ])
=ig−1
YM
tr([∂νm,nj ]∂µnj)
=ig−1
YM
tr([∂νnj ,m]∂µnj)
=ig−1
YM
tr([∂µnj , ∂νnj ]m), (A3)
where we have used tr{A[B,C]} = tr{[A,B]C} = tr{B[C,A]} = tr{C[A,B]} due to the cyclicity of the trace in the
first, third, and seventh equalities, and the relation [∂νm,nj ] = [∂νnj ,m] which is derived from ∂ν [m,nj ] = 0 and
the commutativity [m,nj ] = 0 in the eighth equality.
Appendix B: Field strength for the magnetic monopole
For G = SU(N), we can define three types of products: ·, ×, and ∗ in the vector form by
X ·Y :=XAY A = Y ·X, (B1a)
(X×Y)C :=fABCXAY B = −(Y ×X)C , (B1b)
(X ∗Y)C :=dABCXAY B = (Y ∗X)C , (B1c)
which correspond to three operations in the Lie algebra form: tr(), [, ], and {, } as
2tr(X Y ) =X AY A, (B2a)
[X ,Y ] =ifABCX
A
Y
BTC , (B2b)
{X ,Y } − 1
N
2tr(X Y )1 =dABCX
A
Y
BTC . (B2c)
Then we obtain the relation:
n8 · (∂µn8 × ∂νn8) =∂νn8 · (n8 × ∂µn8)
=(2
√
3n3 ∗ ∂νn3) · (n8 × ∂µn8)
=2
√
3∂νn3 · [n3 ∗ (n8 × ∂µn8)]
=2
√
3∂νn3 · [
√
3
2
(n8 × ∂µn3)]
=3n8 · (∂µn3 × ∂νn3), (B3)
where we have used the identity: X · (Y × Z) = Y · (Z ×X) = Z · (X × Y ) in the first and the fifth equalities,√
3n3 ∗ n3 = n8 in the second equality, and (X ∗ Y ) · Z = (X ∗ Z) · Y in the third equality. The fourth equality is
shown as
n3 ∗ (n8 × ∂µn8) =n8 × (n3 ∗ ∂µn8)
=n8 × (∂µ(n3 ∗ n8)− ∂µn3 ∗ n8)
=
1√
3
n8 × ∂µn3 − n8 × (n8 ∗ ∂µn3)
=
1√
3
n8 × ∂µn3 + 1
2
√
3
n8 × ∂µn3
=
√
3
2
(n8 × ∂µn3). (B4)
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where we have used X ∗ (Y × Z) = Y × (X ∗ Z) + Z ∗ (X × Y ) and n3 × n8 = 0 in the first equality, the Leibniz
rule in the second equality,
√
3n3 ∗ n8 = n3 in the third equality, and X × (X ∗Z) = 12 (X ∗X)× Z following from
X × (Y ∗Z) = (X ∗ Y )×Z + (X ∗Z)× Y and √3n8 ∗ n8 = −n8 in the fourth equality.
This relation was used to write f
(2)
µν in the form given in (67):
n8 · (∂µn3 × ∂νn3) + n8 · (∂µn8 × ∂νn8) = 4
3
n8 · (∂µn8 × ∂νn8). (B5)
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