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ABSTRACT 
ABSTRACT 
The present thesis embodies the researches carried out at the 
Aligarh Muslin University, Aligarh. The thesis comprises of six chapter. 
Besides the introductory I chapter, the next three chapter deal with 
various aspects of the study of certain newly defined polynomials 
including their fractional derivative and fractional integral aspects, the 
next chapter is a study of a triple transformations of certain 
hypergeometric fiinctions. The last chapter- concerns the study of a q-
analogue of Lagranges polynomials of three variables due to Khan and 
Shukla. 
Chapter I gives a brief survey of some of the earlier and recent 
work connected with the present thesis in the field of various 
hypergeometric and double hypergeometric type polynomials and 
fi-actional calculus. The chapter also contains some preliminary concept 
and important well-known results needed in the subsequent text. An 
attempt has also been made in this chapter to make the present thesis self 
contained. Further, a brief chapter wise summary of chapter II through 
VI have also been given in this introductory chapter. 
Chapter II deals with a study of a new class of polynomial set 
suggested by the polynomials Kn(x) due to M. A. Khan and G. S. 
Abukhammash certain generating functions, recurrence relations, 
Rodrigues formula and some other results including relationship of this 
newly defined polynomial with Hermite, Legendre, Laguerre and Khan 
and Abukhammash polynomials. Contents of this chapter are already 
published in Acta Ciencia Indica [67], 
Chapter III introduces a study of a new class of polynomial set 
(x) suggested by Gegenbauer polynomials C^(x)and defined by 
means of a generating function of the form G(3x^f-3x/^ +t^)for the 
choice G(w) = ( l -w)" . The chapter contains some interesting results in 
the form of generating functions, recurrence relations, double 
hypergeometric forms, integral representations, fi-actional integrals and 
Laplace transforms. 
Chapter IV concerns with a study of a three variable analogue 
of Konhauser's biorthogonal polynomial Z"(x;k). 
Certain generating fimctions, multiple generating functions, Schlafii's 
contour integral, fractional integrals and derivatives, Laplace transform, 
integral representations and a finite sum property for the polynomial 
(x, y, z; k, p, q) have been obtained. 
Chapter V deals with a study of triple transformations of certain 
hypergeometirc functions which may be regarded as a generalization of 
double transformations of certain hypergeometric functuions due to R. P. 
Singh [85]. Contents of this chapter are already accepted for publication 
in Acta Ciencia Indica. 
Chapter VI introduces a q-analogue of Lagrange polynomials of 
three variables due to Khan and Shukla and gives certain results 
involving these polynomials. 
Results of chapter III, IV and VI are communicated for 
publication in different national and international journals of repute and 
are indicated in references [71], [72] and [73] respectively of the 
bibliography of the present thesis. 
In the end an ejdiaustive and upto-date list of writings and original 
papers on the subject matter of this thesis have been provided in the form 
of a bibliography. 
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and important well-known results needed in the subsequent text. An 
attempt has also been made in this chapter to make the present thesis self 
contained. Further, a brief chapter wise summary of chapter II through 
VI have also been given in this introductory chapter. 
Chapter II deals with a study of a new class of polynomial set 
suggested by the polynomials Kn(x) due to M. A. Khan and G. S. 
Abukhammash certain generating functions, recurrence relations, 
Rodrigues formula and some other results including relationship of this 
newly defined polynomial with Hermite, Legendre, Laguerre and Khan 
and Abukhammash polynomials. Contents of this chapter are already 
published in Acta Ciencia Indica [67]. 
Chapter III introduces a study of a new class of polynomial set 
(x) suggested by Gegenbauer polynomials C„''(jf)and defined by 
means of a generating function of the form for the 
choice G(w)=(l-w)". The chapter contains some interesting results in 
the form of generating functions, recurrence relations, double 
hypergeometric forms, integral representations, fi-actional integrals and 
Laplace transforms. 
Chapter IV concerns with a study of a three variable analogue 
(x,y, z;k, P, q) of Konhauser's biorthogonal polynomial {x; k). 
Certain generating flmctions, multiple generating flmctions, Schlafli's 
contour integral, fi-actional integrals and derivatives, Laplace transform, 
integral representations and a finite sum property for the polynomial 
{x,y,z\k,p,q) have been obtained. 
Chapter V deals with a study of triple transformations of certain 
hypergeometirc functions which may be regarded as a generalization of 
VI 
double transformations of certain hypergeometric functions due to R. P. 
Singh [85]. Contents of this chapter are already accepted for publication 
in Acta Ciencia Indica. 
Chapter VI introduces a q-analogue of Lagrange polynomials of 
three variables due to Khan and Shukla and gives certain results 
involving these polynomials. 
Results of chapter III, IV and VI are communicated for 
publication in different national and international journals of repute and 
are indicated in references [71], [72] and [73] respectively of the 
bibliography of the present thesis. 
In the end an exhaustive and upto-date list of writings and original 
papers on the subject matter of this thesis have been provided in the form 
of a bibliography. 
CHAPTER I 
INTRODUCTION 
1. SPECIAL FUNCTIONS AND ITS GROWTH 
A special function is a real or complex valued function of one or 
more real or complex variables which is specified so completely that its 
numerical values could in principle be tabulated. Besides elementary 
functions such as x", e", log x, and sin x, "higher" functions, both 
transcendental (such as Bessel functions) and algebraic (such as various 
polynomials) come under the category of special functions. The study of 
special functions grew up with the calculus and is consequently one of 
the oldest branches of analysis. It flourished in the nieteenth century as 
part of the theory of complex variables. In the second half of the 
twentieth century it has received a new impetus from a connection with 
Lie groups and a connection with averages of elementary functions. The 
history of special functions is closely tied to the problem of terrestrial 
and celestial mechanics that were solved in the eighteenth and nineteenth 
centuries, the boundary-value problems of electromagnetism and heat in 
the nineteenth, and the eigenvalue problems of quantum mechanics in 
the twentieth. 
Seventeenth-centuiy England was the birthplace of special 
functions. John Wallis at Oxford took two first steps towards the theory 
of the gamma function long before Euler reached it. Wallis had also the 
first encounter with elliptic integrals while using Cavalieri's primitive 
forerunner of the calculus. [It is curious that two kinds of special 
functions encountered in the seventeenth century, Wallis' elliptic integral 
and Newton's elementary symmetric functions, belongs to the class of 
hypergeometric functions of several variables, which was not studied 
systematically nor even defined formally until the end of the nineteenth 
century], A more sophisticated calculus, which made possible the real 
flowering of special flmctions, was developed by Newton at Cambridge 
and by Leibnitz in Germany during the period 1665-1685. Taylor's 
theorem was found by Scottish mathematician Gregory in 1670, 
although it was not published until 1715 af^er rediscovery by Taylor. 
In 1703 James Bernoulli solved a differential equation by an 
infinite series which would now be called the series representation of a 
Bessel fimction. Although Bessel flmctions were met by Euler and others 
in various mechanics problems, no systematic study of the functions was 
made until 1824, and the principal achievements in the eighteenth 
century were the gamma function and the theory of elliptic integrals. 
Euler found most of the major properties of the gamma function around 
1730. In 1772 Euler evaluated the Beta-function integral in terms of the 
gamma fimction. Only the duplication and multiplication theorems 
remained to be discovered by Legendre and Gauss, respectively, early in 
the next century. Other significant developments were the discoveiy of 
Vandermonde's theorem in 1772 and the definition of Legendre 
polynomials and the discovery of their addition theorem by Laplace and 
Legendre during 1782-1785. In a slightly different form the polynomials 
had already been met by Liouville in 1722. 
The golden age of special fimctions, which was centered in 
nineteenth century German and France, was the result of developments 
in both mathematics and physics: the theory of analytic functions of a 
complex variable on one hand, and on the other hand, the field theories 
of physics (e.g. heat and electromagnetism) which required solutions of 
partial differential equations containing the Laplacian operator. The 
discovery of elliptic functions (the inverse of elliptic integrals) and their 
property of double periodicity was published by Abel in 1827. Elliptic 
functions grew up in symbiosis with the general theory of analytic 
flmctions and flourished throughout the nineteenth century, specially in 
the hands of Jacobi and Weierstrass. 
Another major development was the theoiy of hypergeometric 
series which began in a systematic way (although some important results 
had been found by Euler and Pfaff) with Gauss's memoir on the 2F1 
series in 1812, a memoir which was a landmark also on the path towards 
rigor in mathematics. The 3F2 series was studied by Clausen (1828) and 
the iFi series by Kummer (1836). The functions which Bessel considered 
in his memoir of 1824 are QFI series; Bessel started from a problem in 
orbital mechanics, but the fiinctions have found a place in eveiy branch 
of mathematical physics. Near the end of the century Appell (1880) 
introduced hypergeomertic functions of two variables, and Lauricella 
generalized them to several variables in 1893. 
The subject was considered to be part of pure mathematics in 
1900, applied mathematics in 1950. In physical science special functions 
gained added importance as solutions of the Schrodinger equation of 
quantum mechanics, but there were important developments of a purely 
mathematical nature also. In 1907 Barnes used gamma fimction to 
develop a new theory of Gauss's hypergeometric functions 2F1. Various 
generalizations of 2F1 were introduced by Horn, Kampe de Feriet, 
MacRobert, and Meijer. From another new viewpoint, that of a 
differential difference equation discussed much earlier for polynomials 
by Appell (1880), Truesdell (1948) made a partly successful effort at 
unification by fitting a number of special functions into a single 
framework. 
2. ORTHOGONAL POLYNOMIALS: 
Orthogonal polynomials constitute an important class of special 
fiinctions in general and hypergeometric functions in particular. The 
subject of orthogonal polynomials is a classical one whose origins can be 
traced to Legendre's work on planetary motion with important 
applications to physics and to probability and statistics and other 
branches of mathematics, the subject flourished through the first third of 
this century. Perhaps as a secondary effect of the computer revolution 
and the heightened activity in approximation theory and numerical 
analysis, interest in orthogonal polynomials has revived in recent years. 
The ordinary hypergeometric functions have been the subject of 
extensive researches by a number of eminent mathematicians. These 
functions play a pivotal role in mathematical analysis, physics, 
Engineering and allied sciences. Most of the special functions, which 
have various physical and technical applications and which are closely 
cormected with orthogonal polynomial and problems of mechanical 
quadrature, can be expressed in terms of generalized hypergeometric 
fimctions. However, these functions suffer from a shortcoming that they 
do not unify various elliptic and associated functions. This drawback 
was overcome by E. Heine through the definition of a generalized basic 
hypergeometric series. 
3. BASIC HYPERGEOMETRIC SERIES: 
The study of basic hypergeometric series (also called q-
hypergeometric series or q-series) essentially started in 1748 when Euler 
considered the infinite product {q',q)t, = as a generating 
function for p(n), the number of partitions of a positive integer n into 
positive integers. But it was not until about a hundred years later that the 
subject acquired an independent status when Heine converted a simple 
observation that Lim q-^l = a into a systematic theory of 2(|)i 
basic hypergeometric series parallel to the theory of Gauss' 2F1 
hypergeometric series. 
Apart from some important work by J. Thomae and L. J. Rogers 
the subject remained somewhat dormant during the latter part of the 
nineteenth century until F. H, Jackson embarked on a lifelong program 
of developing the theory of basic hypergeometric series in a systematic 
maimer, studying q-differentiation and q-integration and deriving q-
analogues of hypergeometric summation and transformation formulas 
that were discovered by A. C. Dixon, J. Dogall, L. Saalschutz, F. J. W. 
Whipple, and others. 
D. B. Sears, L. Carlitz, W. Hahn, and L. J. Slater were among 
p^ohlinent contributors duriiig 1950's. Sears derived several 
transformation formulas for 3(j>2 series, balanced series and very-well-
poised „+i<|)n series. Substantial contributions were also made by W. N. 
Bailey, M. Jackson, Slater and others in the field of bilateral basic 
hypergeometric series, where the most flmdamental formula is 
Ramanujan's iVj/j summation formula. 
During the 1960's R. P. Agarwal [3] and L. J. Slater [84] each 
published a book partially devoted to the theory of basic hypergeometric 
series, and G. E. Andrews initiated his work in number theoiy, where he 
showed how useful the summation and transformation formulas for basic 
hypergeometric series are in the theory of partitions. Andrews gave 
simpler proofs of many old results, wrote review articles pointing out 
many important applications and, during the mid 1970's, started a period 
of every fiiiitfiil collaboration with R. Askey. Basic hypergeometric 
series is an active field of research today. The q-series provided Askey 
and his co-workers with a very rich environment for deriving q-
extensions of beta integrals and of the classical orthogonal polynomials 
of Jacobi. Gegenbauer, Legendre, Laguerre and Hermite. Askey and his 
sudents and collaborators who include W. A. Al-Salam, M. E. H. Ismail, 
T. H. Koomwinder, W. 0 . Morris, D. Stanton, and J. A. Wilson have 
produced a substantial amount of interesting work over the past twenty 
years. This flurry of activity has been so infections that many researchers 
found themselves hopeless trapped by this alluring "q-disease", as it is 
affectionately" called. 
Practically every branch of function theory has been extended to 
the basic number field, so that now we have basic exponential, 
trigonometric, and hyperbolic functions, basic analogues of Bessel, 
Weber and Airy fimctions, and basic Legendre, Bessel, Laguerre, 
Hermite, Jacobi, Ultraspherical and Gegenbauer polynomials. 
Over the last twenty or twenty five years, a great resurgence of 
interest in q-functions has arisen in connection with number theory and 
applications in mathematics and the physical sciences. This has 
undoubtedly been influenced by the universal prevalence of small 
efficient computers, so that many, but by no means all, of the numerical 
difficulties associated with q-hypergeometric functions have been 
conquered. In 1983 H. Exton wrote a book on q-Hypergeometric 
Functions and their applicatios in which he devoted final two chapters to 
give a number of example of their occurance in number theoiy and 
various other fields. These include mechanical engineering, solid state 
theory in physical chemistry, linear algebra, Lie theory, elliptic 
functions, conduction of heat, statistics, Fourier analysis, difference 
equations, operational calculus, transient behaviour in electrical cables, 
high-energy particle physics, quantum theory and cosmology. 
q-polynomials constitute an important class of q-hypergeometric 
function. As early as 1905, F. H. Jackson [124] studied q-Legendre and 
q-Bessel Functions. S. Wigert [136] in 1923 and G. Szego [135] in 1926 
gave polynomials H„(x, q) and Gn(x, q) respectively. In 1944, F. H. 
Jackson [125] introduced q-analogue of Laguerre polynomials and W. 
Hahn [123] in 1949, gave a fresh impetus to the study of q-polynomials. 
During 1956 to 1958 the polynomials of Wigert and Szego were studeid 
as polynomials related to theta functions by L. Carlitz [111, 112, 113], 
W. A. Al-Salam and L. Carlitz [101]. These polynomials were also 
extended to more general polynomials by W. A. Al-Salam [99] and L. 
Carlitz [114, 115]. 
In 1965, W. H. Abdi [97] defined the basic analogue of the Bessel 
polynomials and W. A. Al-Salam and L. Carlitz [102] studied some 
orthogonal q-polynomials. Later in 1967, Al-Salam [100] made a study 
of q-Appell polynomials and L. Carlitz [116] in 1972, obtained 
generating fimctions for certain q-polynomials. 
Since 1977, we have seen tremendous and renewed interest in 
orthogonal q-polynomials both new and old. During 1977 and 1989 
prominent contributions in the field of q-polynomials came from W. R. 
Allaway [98], W. A. Al-Salam and M. E. H. Ismail [103, 104], D. A. 
Anderson, W. Milton and J. S. Dehesa [105], G. E. Andrews and R. 
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Askey [106], R. Askey and M. E. H. Ismail [107], D. M. Bressoud [108, 
109], J. Bustoz and M. E. H. Ismail [110], J. Cigler [117], C. F. Dunkl 
[118, 119], H. Exton [120, 121, 122], M. E. H. Ismail [126, 127], M. E. 
H. Ismail and J. A. Wilson [128], M. A. Khan [19, 20, 21, 23], D. S. 
Moak [130], H. M. Srivastava [131, 132], and D. Stanton [133, 134]. 
In 1990, T. H. Koomwinder [129] studied Jacobi functions as 
limit cases of q-ultrasphereical polynomials and M. A. Khan and A. H. 
Khan [26] obtained some characterizations of q-Bessel polynomials. In 
1991, M. A. Khan and A. K. Sharma [28] studied q-Lagrange 
polynomials. In 1993, M. A. Khan [34] obtained some operational 
generating formulae for certain q-polynomials and M. A. Khan and A. H. 
Khan [33] gave a unification of q-Bemoulli and q-Euler polynomials. 
Recently, in 1995, M. A. Khan [39] obtained some operational 
representations of certain q-polynomials. In 1996, M. A. Khan and M. 
Najmi [47] obtained two generating formulae for generalized q-Rice 
polynomials which in particular cases yield many interesting known as 
well as new generating formulae for other q-polynomials. 
In 1997, M. A. Khan and A. K. Shukla [49] obtained two 
transformations of q-Lauricella flmctions into basic or q-hypergeometric 
functions. These results provide conversion of n-fold summations into a 
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single summation which may be looked as a result analogous to the 
Cauchy's multiple integral formula. 
Very recently in 2002, M. A. Khan [69] obtained q-analogue of 
Euler's theorem and M. A. Khan and A. R. Khan [73] studied q-
Lagrange polynomails of three variables. 
4. DEFEVrriON NOTATIONS AND RESULTS USED: 
Frequently occuring definitions, notations and results used in this 
thesis are as given under: 
THE GAMMA FUNCTION: The gamma fimction is defined as 
r (z)= 0. (4.1) 
POCHHAMMER'S SYMBOL AND THE FACTORIAL 
FUNCTION: The Pochhammer symbol (A,)n is defined as 
^jA(A + l)(A + 2)...(A + n - l ) , i f n = l,2,3,.. . ^^ ^^ 
" | l , if n = 0 
Since (l)n = n may be looked upon as a generalization of 
elementaiy factorial. In terms of gamma function, we have 
A ^ 0,-1,-2,... (4.3) 
The binomial coefficient may now be expressed as 
12 
nl n\ 
(4.4) 
Also, we have 
(4.5) 
Equation (4.3) also yields 
(4.6) 
which, in conjunction with (4.5), gives 
For A. = 1, we have 
(-1)%! 
, 0 < k < n 
0 , k > n 
(4.7) 
LEGENDRE'S DUPLICATION FORMULA: In view of the 
definition (4.2), we have 
W 2 „ = 2 >2/J A 
V 2 \ ^ /n 
,« = 0,1,2,... (4.8) 
which follows also from Legendre's duplication formula for the Gamma 
function, viz. 
^ r 
z + -
2 . 
A 1 1 3 
2 2 
(4.9) 
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GAUSS'S MULTIPLICATION THEOREM: For every positive 
integer, we have 
m 
(4.10) 
yn 
which reduces to (4.8) when m = 2. 
THE BETA FUNCTION: The Beta fiinction B (a, P) is a function of 
two complex variables a and p, defined by 
0 
^ f e i ® ,/?/(«)< o,/?/(j3)< 0,«,/3 ^ -1 , -2 , -3 
(4.11) 
THE GENERALIZED HYPERGEOMETRIC FUNCTION: The 
generalized hypergeometric function is defined as 
(«i)„(«2)„"KI (4.12) 
wherePjTtO,-1,-2,-3, ... ; j = l ,2 , . . . , q . 
The series in (4.12) 
(i) Converges for jzj < QO if p < q. 
(ii) Converges for |z| < 1 if p = q + 1, and 
(iii) Diverges for all z, z 0, if p > q + 1. 
Furthermore, if we set 
= -tecJ , 
M 7=1 
then the pFq series, with p = q + 1, is 
14 
I. Absolute convergent for |z| = 1, if Re((o) > 0, 
II. Conditionally convergent for |z| = 1, z 1, 
I f - 1 < Re((o) < 0, and 
III. Diverges for |z| = 1 if Re(co) < -1. 
Further, a symbols of the type A (k, a) stands for the set of k 
parameters 
a a+l a+k-\ 
Thus 
p+k^ q+r 
{bMr.py: 
n=0 
f \ / a a + U 
//I 
'a + k-\ 
/n 
V r j „ 
(4.13) 
in terms of hypergeometric function, we have 
n=0 n\ 
a; z 
(4.14) 
z 
= 1-7=0^ n=onl 
(4.15) 
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The linear transformations of the hypergeometric function, known 
as Euler's transformations are as follows: 
'a,b; z 
c ; 
a,c-b\ z 
c ; z - l 
(4.16) 
c 7^0,-1,-2, . . . , |arg(l-z)|<7i; 
'a,b\ z 
c ; 
= ( l - z ) ,c-a-b 
c-a,c~b; 
(4.17) 
c ^ 0 , - l , - 2 , . . . , |arg(l-z) |<7i . 
Appell function of two variables are defined as 
F,[a,b,b'-,c-,x,y]= f (4.18) 
max {lx|, iy|} < 1; 
^=0 n=om\n\ yc)^(c)„ 
x| + | y | < l ; 
m=0 n= 0 m \ n \ {c). m+n 
(4.19) 
max {|x|, |y|} < 1; 
F,[a,b-c,c'-x,y]= I 
n=om\ n\ {cl{c% 
(4.20) 
(4.21) 
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Lauricella (1893) fiirther generalized the four Appell ftmctions Fi, 
F2, F3, F4 to functions of n variables. 
h L - k L my" mf 1 2' 
|xi| + ... + |x„|<l; 
I 
m,.m 2,...,'" „=0 
max {|xi|, IX2I, ... ,|xn|} < 1 
I m ,m 2,-
/Wj! •• /w„! 
(4.22) 
(4.23) 
v n + - + V H < i 
^ X „=0 
max {|xi|, ... ,|x„l} < 1 
Clearly, we have 
(4.24) 
(4.25) 
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Also, we have 
00 00 00 
k=0m=0n=0 k\m\n\ 
Just as the Gaussian 2F1 function was generalized to pFq by 
increasing the number of numerator and denominator parameters, the 
four Appell functions were unified and generalized by Kampe' de F'eriet 
(1921) who defined a general hypergeometric ftinction of two variables. 
The notation introduced by Kampe' de Feriet for his double 
hypergeometirc function of superior order was subsequently abbreviated 
in 1941 by Burchnall and Chaundy [11]. We recall here the definition of 
a more general double hypergeometric function [than the one defined by 
Kampe' de F'eriet] in a slightly modified notation [see, for example 
Srivastava and Panda [135]: 
= I i r . . ^ ^ (4-27) 
- - . ( a , ) 
where, for convergence 
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(i) p + q < £ + m + 1, p + k < I + n + 1, |x| < 00, |y| < 00, or 
(ii) p + q = ! + m + l , p + k = « + n + l , a n d 
(p-i) (p-i) 
y < 1, if p > ^  
max |x|,|>'|}< l,if p<£ 
(4.28) 
Although the double hypergeometirc function defined by (4.27) 
reduces to the Kampe' de F'eriet function in the special case: 
q = k and m = n, 
yet it is usually referred to in the literature as the Kampe' de F'eriet 
flmction. Similarly, a general triple hypergeometric series F ^^^ [x, y, z] 
[cf. Srivastava [128], p. 428] is defined as: 
F (3) x,y,z 
00 00 00 
m=0 n=0 p=0 Tn\ n\ p\ 
(4.29) 
where, for convenience. 
Aim,n,p) = 
Ua) nib) Ub') n[b\) 
nie) ^(g,) 
J 'm+n+p j^^^J 'm+n J'pi^m 
K(d,) nid^) l{d") 
n{h.) "7t{h".) 
(4.30) 
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where (a) abbreviaties, the array of a parameters aj, a2, ^a, with 
similar interpretations for (b), (b'), (b"), et cetera. The triple 
hypergeometric series in (5.29) converges absolutely when 
1 + E + G + G"+H-A-B-B"-C>0 
1 + E + G + G'+H'-A -B-B'-C> 0 
1 + £ + G'+G"+H"-A - B'-B"-C'> 0 
(4.31) 
where the equalities hold true for suitably constrained values of |x|, |y| 
and |z. 
In this thesis we also need to extend the definition of Kampe de 
F'eriet's double hypergeometric fiinction to generalized triple 
hypergeometirc function. We define and denote the extended form as 
follows: 
( ( / J / , " ) iim^Uw): 
CO 00 00 
J 'X k-^yi r+v s y^i \ J 'Q k+x r v J >t s J h 
X-
k\ r\ s\ 
(4.32) 
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For a = y = 5 = e = = = p = = v = 
= T = t = u = v = w = (7 = A = V = l , (4.32) reduces to the three variable 
version of the general form of the Kampe de Feriet's double 
hypergeometirc fiinction. 
5. ON A NEW CLASS OF POLYNOMIAL SET SUGGESTED BY 
THE POLYNOMIALS K„(x) OF M. A. KHAN AND G. S. 
ABUKHAMMASH: Hermite polynomials Hn(x) are defined by means 
of the relation 
(5.1) 
«=o n\ 
valid for all finite x and t. 
Recently, in 1999, M. A. Khan and G. S. Abukhammash [62] 
introduced the polynomials Kn(x) suggested by (5.1) and defined by 
means of the relation 
«=o n\ 
valid for all finite x and t. 
In chapter II of the present thesis a study has been made of new 
class of polynomial set Mn(x) suggested by the polynomials Kn(x) due to 
M. A. Khan and G. S. Abukhammash [62] and defined by means of the 
relation 
21 
~ ^ \ n=0 n\ 
valid for all finite x and t. 
(5.3) 
The definition (5.3) is equivalent to the following explicit 
representation of M„(x): 
n-2k n-2k-ir 
I I 
to r=o 5=0 [n-lk-'ir-As)! k! r! s! 
(5.4) 
Examination of (5.4) shows that Mn(x) is a polynomial of degree 
precisely 3n in x and that 
in which 7i;3n-4(x) is a polynomial of degree (3n - 4) in x. 
In view of (4.32), we can write (5.4) as 
( -« ,2 ,3 ,4 ) : - ; - ; - : - ; - ; - ; 3 1 1 
(5.5) 
Certain generating ftinctions, recurrence relations, Rodrigues 
formula and some other results including relationship of this newly 
defined polynomial with Hermite, Legendre, Laguerre and Khan and 
Abukhammash polynomials have been obtained. 
6. A STUDY OF A NEW CLASS OF POLYNOMIAL SET 
SUGGESTED BY GEGEP»JBAUER POLYNOlVflALS: The Legendre 
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polynomials Pn(x) and the Heraiite polynomials Hn(x) are respectively 
defined by 
+ = (6.1) 
n=0 
= l ^ l M l L . (6.2) 
n=0 n\ 
A careful inspection of the L. H. S. of (6.1) and (6.2) reveals the 
fact that the L. H. S of (6.1) is (l - w) 2 and that of (6.2) is e" where u = 
2xt -1" and this 2xt -1^ is a part of (x -1)^ = x^ - 2xt + t^  by deleting x^ 
and putting the remainder -2xt + t^  = - u so that u = 2xt - t .^ In an 
attempt to extend this idea M. A. Khan and G. S. Abukhammash 
considered the following expansion: 
{x-tf + . (6.3) 
Then by deleting x^  term of the R. H. S. of (6.3) and putting the 
remainder -3x^t + 3xt^ -1^ = - u they considered two sets of polynomials 
generated by e" and (l-w)~3. hi their recent paper [62] in 1999 they 
studied a new class of polynomials Kn(x) suggested by Hermite 
polynomials Hn(x) defined by means of a generating function of the form 
G (3xh - 3xt^ + t^ ) for the choice G (u) - e". They defined Kn(x) by 
means of the following relation: 
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= i ^ M l L (6,4) 
n=0 n\ 
valid for all finite x and t. 
Later on in a separate communication M. A. Khan and G. S. 
Abukhammash [74] studied another new class of polynomials Rn(x) 
suggested by Legendre polynomials P„(x) and defined by means of the 
generating relation 
+ = (6.5) 
in which + - t ^ ) ^ denotes a particular branch which 1 
as t ^ 0. 
These polynomials emerge from polynomials defined by means of 
the generating function of the form 
G(3x't-3xt'+t')=±g„{x)t" (6.6) 
for the choice G(u) = e" and G(u) = (l - w) 3 respectively. 
The Gegenbauer polynomial Cl{x) is a generalization of the 
Legendre polynomial and is defined by the generating relation 
n=0 
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This polynomial is essentially equivalent to Ultraspherical 
polynomial which in turn is a particular case of Jacobi polynomial. 
This motivated to study a similar generalization of the polynomial 
R„(x) defined by (6.5). 
In chapter III a study has been made of a new class of 
polynomials Al{x) suggested by Gegenbauer polynomial and 
defined for the choice G(u) = (1 - 3x^t + 3xt^ - t^) It is hoped that it 
will lead to generalization of Jacobi polynomial. 
The polynomials A"^  (x) are defined by means of the relation: 
{ ^ - ^ x ' t ^ ^ x t ' - t ' Y ' = t A : { x Y . (6.7) 
«=o 
Expanding the L. H. S. of (6.7) and equating the coefficients of t", one 
gets 
' n' 'n-3r' 
3. 2 
r=o i=o \n-3 r-2 s)! r ! s! 
From (6.8) it follows that A^ix) is a polynomial of degree 
precisely 2n in x and that 
(6.9) 
n ! 
in which 7r2n- 3 is a polynomial of degree 2n - 3 in x. 
Now putting X = 1 in (6.7), we obtain 
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n=0 
from which 
< { 1 ) = ^ (6.10) 
Again from (6.7) with x = 0, we get 
n = 0 
But (l 
3/1 
n=o n\ 
Hence 
(6.11) 
n\ 
In view of (4.32), we can write (6.8) as 
(-n,3,2) : - ; - ; 1 1 
(6.12) 
_ ( l -v -« ,2 , l ) : - ; - ; 3x ' ' 27x\ . 
The chapter contains some interesting results in the form of 
recurrence relations, generating functions, double hypergeometric forms, 
integral representations, fractional integrals and Laplace transforms. 
7. A STUDY OF A THREE VARIABLE ANALOGUE OF 
KONHAUSER'S BIORTHOGONAL POLYNOMIALS z:(x;Jc): 
Two very important classes of polynomials y"(x;k) and Z"(x\k), where 
the former is a polynomial in x and the latter is a polynomial in x'', a > 1 
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and k = 1, 2, were studied by J. D. E. Konhauser [76] in 1967. For k 
= 1 these become Laguerre polynomials L" {x) and their special cases for 
k = 2 were encountered earlier by spenser and Fano [87] in connection 
with certain calculations regarding penetration of gamma rays through 
matter and were subsequently discussed by Preiser [82]. Konhauser [76, 
p. 304] gave the following explicit expression for die polynomials 
Z:{x;k): 
n! y=o 
/ \ n 
J. T(kj + a+\) 
(7.1) 
He also established 
J n 
^V/,ye {0,1,2,...} (7.2) 
which exhibit the fact that the polynomial sets Y"{x-,k) and Z"{x-,k) are 
biorthogonal with respect to the weight function x " e "'' over the interval 
(0, oo), where a > - 1, k is a positive integer and 8ij is the Kronecker 
delta. 
For the polynomial Y^(x-,k), Carlitz [4] subsequently showed that 
W! ,=] II j=o J. I ^ J (7.3) 
Recently, in 1999, M. A. Khan and K. Ahmad [58] defined and studied 
two variable analogue of Konhauser's polynomial Z"(x;k). 
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Chapter IV concerns with a study of a three variable analogue 
{x,y,z-,k,p,q)of Konhauser's polynomial Z"(x;A;)suggested by 
Laguerre polynomials of three variables due to M. A. 
Khan and A. K. Shukla [52], an extension of Laguerre polynomials of 
two variables due to S. F. Ragab [83] and obtain certain 
results involving three variable Konhauser's polynomial 
The polynomial Z" '^-^ {x,y,z;k,p,q) is defined as follows 
(r V .-k nn\- ^(fa + « + l)r(p» + P + l)r{qn + y + l) 
(nl) 
n n-r n-r-s (-n) X 'v^'z''' 
X Z ^ ^ (7.4) 
.=0 .To >0 rl si j! r{kj + a+\)r{ps^^ +\)r{qr+y + i ; 
Putting k = p = q = 1, (7.4) reduces to 
h to h r! s! j! (ct + l). +1), iy +1), 
which is M. A. Khan and A. K. Shuida's [52] polynomial 
, a three variable analogue of Laguerre's polynomial 
Putting q = 1, y = 0 and z 0 in (7.4), we obtain 
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(niy 
y y V "-JS^J-^ F , 
.=0 5 / J! r(kj+a+\) r(ps+^ +1) 
which is M. A. Khan and K. Ahmad's [58] polynomial Z"-^{x,y;k,p), a 
two variable analogue of Konhauser's polynomial Z"(x;k)of one 
variable. Also for k = p = 1, y = 0 and z = 0, (7.4) reduces to 
{n\f .=0 ,=0 s! J ! (a+\)j 0 
(7.7) 
which is Ragab's [83] polynomial a two variable analogue of 
Laguerre polynomial 
Further, for p = q = 1, p = y = 0, y = z = 0 in (7.4), we obtain 
= (7.8) 
which is Konhauser's polynomial Z"{x;k). 
Fork = p = q = l , P = y = 0 , y = z = 0, (7.1)becomes 
= (7.9) 
which is Laguerre's polynomial L f \ x ) . 
Using (4.29) we can express (7.4) as 
29 
>qn 
X (7.10) 
The chapter contains certain generating functions, multiple 
generating fiinctions, Schlafli's contour integral, fractional integrals and 
derivatives, Laplace transform, integral representations and a finite sum 
property for the polynomial {x,y,z-,k,p,q). 
8. ON TRIPLE TRANSFORMATIONS OF CERTAIN 
HYPERGEOMETRIC FUNCTIONS: In 1965, R. P, Singh [85] made 
use of the integral [7[ 
i*.) UU «J 
I + dy = B{a, (8.1) 
0 0 
whereR«(a)>0,R«(P)>0. 
Using the method of term by term integration, he showed that, if 
R( (a) > 0, Rt (P) > 0, and if k and s are non-negative integers, than 
inside the region of convergence of resulting series, the following result 
holds 
0 0 
dxdy 
= B(a,P)j<i,(z) p+s+k ^q+s+k 
.s+k 
^,,62,...,^ ,A(s + k,a + P); 
dz 
(8.2) 
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where <5 = 
k's 
(k + s) k+s 
, (a) > 0, (p) > 0, k and s are positive 
integers. 
In particular, he let (})(z) = e'^  z^ and evaluated the above integral 
and obtained the following: 
00 
h h h ^y cfxdy 
jC •A(s,a),A{k,P),A(s + k,a + p + ^i); j, t S K 
Ais + k,a + f5) 
(8.3) 
where Rl (a+p+^i) > 0 
For brevity he used the operator notation 
Q = [5(a,j3)r(a + P +pi] ' ' + }dxcfy 
0 0 
(8.4) 
in which Rl (a) > 0, (p) > 0 and (a+p+^i) > 0. 
Chapter V deals with a study of triple transformations of certain 
hypergeometric functions which may be regarded as a generalization of 
double transformation of certain hypergeometirc functions due to R. P. 
Singh. 
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Using the transformations x+y+z = u, y+z = uv and z = uvw, it 
can be verified that 
'(f) (x + y + z) dxdydz = r(a)r(p)r{r) 
0 0 0 Tia + P+r) 0 
j((>(u)u a+p+y-l du 
(8.5) 
where Rf (a) > 0, RC (P) > 0. Rt (y) > 0. 
Using the method of term by term integration it can be shown 
that, if Kl (a) > 0, Rt (p) > 0, Rl (y) > 0, and if k, r and s are non-
negative integers, then inside the region of convergence of the resuking 
series, the following result holds: 
0 0 0 
dxdydz 
TiaWipnr) 
ria + p+r) ^ 
a+p+y-1 
p p+s+r+k ^ q+s-\-r+k (bg), A{s + r + k,a + P+y) ;(s + r + k) s+r+k 
du (8.6) 
where (ap) denotes a sequence of parameters ai, a i , . . a p . 
In particular, by taking (j) (u) = e ' " u ^, the above integral on the 
right can be evaluated to obtain 
f {x + y + zY x^-y-'z^-' 
0 0 0 
dxdy
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_r(a)r(p)r(Y)r(fi+a + p+r) 
r(a + p+y) 
p+ls+lr-k-lk 
{Up),A(j,a),A(r,/3), A(k,Y)A(s + r + k,a + ^ +r + n;^ ^ ^^^ 
(b^), A(s + r + k,a + p+Y) ; 
(8.7) 
where Rt (a+p47+11) > 0. 
For brevity, the following operator notation will be used: 
Q ( r(a + p+r) 
x'^-'y^-'z'-' {}ckdydz (8.8) 
000 
in which Rt (a) > 0, ((3) > 0, Rt (y) > 0 and Rt (a+p+7+n) > 0. 
9. A STUDY OF q-LAGRANGES POLYNOMIALS OF THREE 
VARIABLES: Lagrange polynomials arise in certain problems in 
statistics. In literature they are denoted by symbol are 
defined by means of the following generating relation (see [78-79]): 
= (9.1) 
n^O 
Brenke polynomials [5] are defined as 
A{t) B{xt)=ZPn(x)t" ( 9 .2 ) 
n=0 
SO that 
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i=0 
(9.3) 
where an and bn are arbitrary constants and where 
A(t) = = • Furthermore, with the proper choice of the 
parameters, they form some interesting sets of orthogonal polynomials. 
These were first encountered by Al-Salam and Chihara [1]. 
k=0 
-k n -n-^k (9.4) 
where 1 - (a + l)x/+ a/ = 1 
V "y 
n r . / and 1 - (c + + c/ = 
Next they appeared as the q-Random Walk polynomials of Askey and 
Ismail [2]. 
1 " (9.5) 
where l-xt + ct^ ^  
k a J I 
and l-at + bt^ = 
V A, 
/ \ 
V /^y 
In 1991, M. A. Khan and A. K. Sharma [28] considered an 
interesting special case of Brenke polynomials in the form of q-analogue 
of Lagranges polynomials (9.1). They defined q-Lagranges polynomials 
by means of the following generating relation using the notations of 
Slater [86]: 
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,<I>0 
? 
where 
n=0 
1 
(9.6) 
(9.7) 
( 1 - ^ L 
Recently in 1998, M. A. Khan and A. K. Shukla [56] studied 
Lagrange polynomials of three variables. They defined the three variable 
analogue of Lagrange polynomials by means of the 
following generating relation: 
(9.8) 
n = 0 
In order to study the above polynomial they introduced the following 
lemma: 
LEMMA: 
00 00 CO CO n m 
x Z I A(k,m,n)=j: X X A{k,m-k,n-m) 
n=0 m=0 k=0 n=0 m = 0 k=0 
and 
(9.9) 
CO n m OO 0 0 0 0 
Z Z Z A{k,m,n)^Yu Z Z A{k,m + k,n + m) n=0 m=0 /t=0 n=0 m=0 k=Q 
(9.10) 
The present is a study of a q-analogue of Lagranges polynomials 
of three variables given by (9.8). The chapter contains some interesting 
results involving these polynomials. 
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The q-analogue of Lagranges polynomial of three variables 
are defined by means of the following generating 
relation using the notations of Gasper and Rahman [13]: 
n=0 
(9.11) 
To study such a polynomial the chapter introduces the following 
lemma: 
LEMMA: We have 
i Z i A(k,j,n)=t ± 2 A{k,j,n-j-k) (9.12) 
„=0 7=0 /t=0 n=0 7=0 k=0 
and 
i t I i I: A{k,j,n + j + k) . (9.13) 
/)=0 y=0 /t=0 n=0 y=0 k=Q 
The above lemma is a special case of a lemma due to Srivastava 
and Manocha [92]: Expanding the L. H. S. of (9.11) using the above 
lemma and finally equating the coefficients of f on both sides, we get 
Polynomials can be regarded as a generalization 
of q-Lagrange polynomials of Khan and Sharma [28] firom two to three 
variables as it can easily be seen that 
= (9.15) 
CHAPTER II 
ON A NEW CLASS OF POLYNOMIAL SET 
SUGGESTED BY THE POLYNOMIALS 
K„(x) OF M. A KHAN AND G. S. ABUKHAMMASH 
ABSTRACT - The present chapter deals with a study of new class of 
polynomial set suggested by the polynomials Kn(x) due to M. A. Khan 
and G. S. Abukhammash. The chapter contains generating functions, 
recurrence relations, Rodrigues formula and some other results including 
relationship of this newly defined polynomial with Hermite, Legendre, 
Laguerre and Khan and Abukhammash polynomials. 
1. INTRODUCTION - Hermite polynomials Hn(x) are defined by 
means of the relation 
„=o n! 
valid for all finite x and t . 
Recently, in 1999, M. A. Khan and G. S. Abukhammash [62] 
introduced the polynomials Kn(x) suggested by (1.1) and defined by 
means of the relation 
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«=0 n! 
valid for all finite x and t. 
The present chapter is a study of a new class of polynomial set 
M„(x) suggested by polynomials Kn(x) due to M. A. Khan and G. S. 
Abukhammash [62]. 
To study Mn(x) we need to extend the definition of Kampe de 
F'eriet's double hypergeometric function to generalized triple 
hypergeometric function. We define and denote the extended form as 
follows 
F = 
:((n,) ,a);((pp),A) ;((q3) ,V); 
k=0 r=0 s=0 ^ 
vr+w5 J'kk+nr+vs J 'tk+us J 
„ p X j ^ X r f ^ X . x - y ' z ' 
^ («, ) . ^ (p,) TT (tf,) ^ • S • J^^ J fa k J^^J '^r J^^J 'Vs 
= T = t = u = v = w = a = A = V = l , (1.3) reduces to the three variable 
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version of the general form of the Kampe de Feriet's double 
hypergeometric function. 
2. GENERATING FUNCTIONS OF THE FORM G (4x^t - + 
Consider the generating relation 
G {4x\ - 6 X ¥ + 4xt^ -1 ' ) = Z g„ (x) t" (2.1) 
n=0 
in which G(u) has a formal power-series expansion where a formal 
power series is one for which the radius of convergence is not 
necessarily greater than zero. Thus G(x, t) determines the coefficient set 
{gn (x)} even if the series is divergent for 1 0 . Let 
F = G ( 4 x ^ t - 6 x V + 4xt^- t^) (2.2) 
Then 
dF 
dx ^ ^ (2.3) 
dt 
in which the argument of G' is omitted because it remains (4x^t - + 
4xt^ -1"*) throughout. From (2.3) we find that the F of (2.2) satisfies the 
partial differential equation 
(x^ - 3x2t + 3xt^ - 1 ^ ) ^ - (3x^t - 3xt^ +1^) ^ 0 (2.4) 
dx dt 
Since 
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F = G ( 4 x ' t - 6 x ¥ + 4 x t ' - t ' ) = X g „ ( x ) f , 
n=0 
It follows from (2.4) that 
«=0 n=0 n=0 n=0 
- h r i x ' s M t " + - = 0 
n=l n=l n=l 
or 
n=0 n=l «=1 n=2 
+ -Z(ri-2)g„Jx)t" -l^gUn)t" = 0 . (2.5) 
n=2 n=3 n=3 
Equating the coefficient of t", we obtain the following result. 
THEOREM 1 From 
G i4x\ - + 4xt' - 1 ' ) = I g„ (x) t", 
n=0 
It follows that g^ (x) = 0, xg[ (x) = 3g, (x), x^g'^ (x) = 6x^2 (x) + (x) 
and for n > 3. 
= ^ x^g'n-x ix) - 3(« - l)xg„_, (X) - (x) + - (x) + g^, (x) (2.6) 
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The differential recurrence relation (2.6) is common to all sets 
g„(x) possessing a generating function of the form used in (2.1). In this 
chapter we shall consider the polynomials g„(x) for the choice G(u)= e". 
3. A NEW CLASS OF POLYNOMIAL SET: We define a new class 
of polynomials Mn (x) suggested by the polynomials Kn (x) due to M. 
A. Khan and G. S. Abuidiammash by means of the relation 
«=o n\ 
valid for all finite x and t. 
The L. H. S. of (3.1) can be expanded as follows: 
(3.1) 
z {Ax'yt" 
v«=o y V 
I k=0 k\ y r! 5=0 5! 
( - l ) ^ r ^ 
y 
n 'n-2k' 
QO . 2 . 3 4 k+s i n-2k-2r-4s^k ^3n-4k-&r-l2s 6'x' au Z.J L ^
= Z Z Z E 
«=o /i:=o /•=o 5=0 («-2A:-3r-45)! k! r! s! 
So it follows from (3.1) that 
~n-2k-3r' n-2k 
M „ ( x ) = 5 ; I 
k=0 r=0 i=0 
^ J ( - ! ) ' « 4 (t+i /i n-2k-2r-As^k ^^^^n-Ak-ir-lls 
(3.2) 
{n-2k-l>r-As)\ k! r! s! 
Examination of (3.2) shows that Mn(x) is a polynomial of degree 
precisely 3n in x and that 
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In which 7i3n-4(x) is a polynomial of degree (3n-4) in x. 
4. RECURRENCE RELATIONS - Since the generating function 
(3.1) is of the form G (4x^t - + 4x1^ ^ - t^), the M„(x) must 
satisfy (2.6). 
Hence we obtain 
= (x) - 3(n - l)xM„_, (x) - 3xMi, (x) + (n- 2)M„_, (x) + Mi, (x), n > 3 
with Mo(x) = 0,xM[(x) = 3M, (x ) and x^M'^{x) = 6xM^(x) + 6M,(x). 
(4.1) 
Now differentiating the relation (3.1) partially with respect to x, we 
obtain 
M'Axy 
n=0 n\ 
n=0 n\ n=0 n\ n=0 n\ n=Q fll 
which, with a shift of index on the left, yields for n > 0 
M'„ (X) = 12«x^M„_, (X) -12«(« - (X) + 4n(n - \){n - 2)M„_, (x) 
(4.2) 
Combination of (4.1) and (4.2) yields 
3nx' Hi(x) - 3x(4nx'+n-l) M„_i(x) - {12n(n-l)x^+(n-2)} M„_2(x) 
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+4n(n-l )(n-2)x' M„_3(x)-3x' M'„_, (X) + 3xMi^ (x) - M^, {x), n>3. 
(4.3) 
we use (4.2) and (4.3) as our pair of independent difference recurrence 
relations. From this pair of equation we at once obtain the pure 
recurrence relation 
3nx^ M„(x) = 3x(4nx^+n-l) M„_i(x)-{36(n-l)xVl2n(n-l)x^+(n-2)} 
M„_2(x) +4(n-2){n(n-l)x+9(x+n-l)} x^  M„_3(x)-12(n-3){(n-3n+3)x 
+3(n-2)} X M„^(x) +12(n-3)(n-4){(n-2)x+l} M„,5(x) - 4(n-3) (n-4) 
(n-5) M„^(x) (4.4) 
5. THE RODRIGUES FORMULA - Examination of the defining 
relation (3.1) for Mn(x) in the light of Maclaurin's theorem gives at once 
M„{x) = 
dt" 
t=0 
The function e ^ is independent of t, so we may write 
e-^M„(x) = dt" /=o 
Now put X - 1 = CO. Then 
dt" 
Thus it can be written as 
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dx 
or = D V " , 
a formula of the same nature as Rodrigues formula for Hermite 
polynomial Hn(x). 
6. THE HYPERGEOMETRIC FORM OF M„(x): The formula (3.2) 
yields at once 
\ n-2k^\ n-2k-'ir~ 
(6.1) 
k=o r=o s=o k! r! s! 4 2/t+2r+4i ^4/t+8r+12s 
In view of (1.3), we can write (6.1) as 
M„(x)=(4X^)"F 1 1 
? 9 • 5 » 5 8x' 16x' 256x 12 
(6.2) 
7. GENERATING FUNCTIONS: To obtain the generating functions 
for Mn(x) other than (3.1) we consider the sum 
«(4M„(X) r 
n=0 
= 1 
n\ 
{clt" 
n 'n-2k' 'n-2k-3r' 
2_ 3 4 ( - l ) ' ^ M k+s y, n-2k-2r-4s^k ^jj 
r^Q n\ k=o r=o 5=0 ( « " 2^ 1 - 3 r - 4^)! k! r! s! 
CO QO 00 CO 
= Z I S I n=0 /t=0 r=0 i=0 n\ k! r! s! 
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CO 00 oo 
to i'o ily ( - i f " ' ' k ! r ! s ! «=o n\ 
GO oO oO 
Z I I 
i = o r=o k! r! 
k 
Axt^ 
r 
t' 
k! r! s! 
we thus arrive at the (divergent) generating function 
(C ,2,3,4):-;-;-:-;-;-; -xY 4xi' F 
-t 
- : -;-;-; (j _ ^^^tf ' (l - ' (l - Ax't) 
/7=o n! 
Next, consider the series 
<X> OO M ^ 
(7.1) 
/t=o n=o k! n! n=o k=o k! (n-k)! ^ n! 
^ iix-tfv-eix-tfv'+Aix-ty-v' 
h k\ 
y 
Equating the coefficient of — , we obtain 
n=o n! 
(3.17) 
To (7.1) we now apply (7.2) in the following manner: 
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Consider the series 
I 
k=Q 
(clM,{x-t){-tyy 
k! 
k=o n\ k\ 
n+k 
n=o k=o (n-k)\ k\ 
- e 
«=0 
Because of (7.1) it now follows 
«=o n\ 
= e )l + 4{x-tytyl 
(7.3) 
8. SOME SPECIAL RESULTS: Consider the identity 
^4ix+yft-6{x+yft^+4(x+yy-t^ 
_ 4xh-6xV+4xt^-t* -I* I2x^yt+l2xy^l-l2xyt^+t'^ 
— C" O C/ (3.17) 
Making use of (3.1) in (8.1), we obtain 
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- M„(x + y y 
«=o n\ 
«=o rt! t=o A:! r=o r\ 5! /=o /! 7=0 7! 
00 oD QO 00 00 00 
= 1 1 1 1 1 1 «=0 yt=0 r=0 i=0 i=0 ;=0 n! k! r! 
' n-k-r-s' 'n-k-r- s-2i' 
n-k n-k-r 2 4 
= Z Z I I I 
n=0 ^=0 r=0 i = 0 /=0 7=0 
{n-k-r-s-2i-Aj)\ k! r! s! i!j! 
Equating the coefficient of t", we obtain 
n n-k n-k-r 
'n-k-r-s' ' n-k-r-s-h' 
2 4 
M„(x+y) = Z Z Z I Z 
k=0 r=0 5=0 /=0 7=0 
r+2s+t 
s! i! j! 
W jy) 12--' (-1)' n! ^ 
k! r! s! i!j! 
Next, consider the identity 
Again with the help of (3.1), we get 
n=0 n\ 
(8.2) 
(8.3) 
k\ r=o r\ s=o s! /j=o n ! i=o 
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n-k^ 
. 2 3 
= S Z S I 
„=0 t=0 r=0 J=0 {n-k-2r-3s)\k\ r\ si 
Comparing the coefficient of t", we get 
n^k' 
n 2 3 s z z 
•=0 r=0 i=0 
(a^  - ly (l - AQ- (A -1) - (X) 
(«-A:-2r-35)!A:! r! 5! 
(8.4) 
Finally, consider the identity 
Using (3.1) in (8.5), we get 
n=o n\ 
n=0 n\ k=0 k\ r=0 r\ 5=0 s! 
n' 'n-2k' 'n-2k-3r~ 
QO 2 , 3 4 
- H I T Z n=0 k=0 r=0 i=0 {n-2k-3r-4s)l 
3n-4k-»r~12s 
kl rl sl 
Equating the coefficient of f , we obtain 
n •n-2/t" 'n-2k-3r 
2 3 L 4 
k=0 r=0 5=0 
Jn-4k-Sr-Us 
{n~2k-3r-4s)\ 
k\ r\ 5! 
(3.17) 
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9. RELATIONSHIP WITH POLYNOMIAL DUE TO KHAN AND 
ABUKHAMMASH AND HERMITE POLYNOMIALS: From (3.1), 
we have 
«=o n[ 
= e" 
= e 
H n=0 n! r=o r\ s=o 5! 
„=o r=o s=o n ! r ! s ! 
= I" n=0 r=0 J=0 {n-r-45) \ r ! s ! 
4x ^n 
Equating the coefficient of f , we get 
I " 
r=0 i=0 ( « - / • - 4 5 ) ! r / 5 / 
(9.1) 
where Ki,(x) denote the polynomials due to M. A. Khan and G. S. 
Abukhammash and is given by (1.2). 
Again, 
«=o n\ 
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= e 
- (2x0" HX^x' ) ^ ( -22x ' ty 
n=o n! r=o r! s=o s! 
I ; £ £ 2 " ( - 2 2 ) ^ ) H , ( 6 x ' ) t ' 
„=o r=o s=o n! r ! s ! 
„=o r=o 5=0 {n-2r- s) \ r! s ! 
Equating the coefficient of t", we get 
r=o s=Q {n-2r-s) \ r ! s ! 
wiiere Hn(x) denote Hermite polynomials given by (11). 
Further, 
^ 1 n\ 
(9.2) 
n=0 n\ r=0 r\ s=Q S ! 7=0 j! 
„=o r=o j=oy=o u! r I s! j ! 
n 'n-2r-s' 
00 2 n-2r 2 
= sx z I /i=0 r=0 j=0 7=0 X (n-2r-s-2j)! 
50 
r\s!j\ 
Equating the coefficient of t", we get 
n ' n-2r-s' 
2 n-2r 2 
r z z 
r=0 5=0 7=0 
\n-2r-s-2j / o-jNy 
{n-2r-s-2j)! 
r\ s!j\ 
We again return to (3.1) and have 
n=0 n\ 
(9.3) 
^ £ H„{x^)(2xt) " (-4XY) ' ^ (4xt')' 
n=o n\ r=o r\ 5=0 s! j=o j! 
00 00 00 
Z-i 2-1 L^ 2-1 ! I I • , /•=o i=oy=o nlrlsi j! 
n" 'n-2r' 
00 2 2 3 
= z z 
n=0 r=0 s=0 7=0 ( n - 2 r - 2 s ~ 3 j ) / r / s / j / 
Equating the Coefficient of f on both sides, we obtain 
2 
y 
'n-2r' 
2 
Y 
'n-2r-ls' 
3 
V 
r=0 5=0 
ZJ 
7=0 {n-2r-2s-3j)!r!s!j! 
(3.17) 
Conversely, we have 
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n=0 n\ 
00 00 00 00 
Z X I Z 
n=0 r=0 s=0j=0 
n" 'n-2r' 'n-lr-hs' 
00 2 j 3 4 
n! rI sI J! 
^ [_ J L J L ^ 
n=o r=o s=o j=o ( « - 2 r - 3 5 - 4 j ) !r !s !j ! 
Equating the coefficient of t", we get 
n "n-2/- ' 'n-2r-3s' 
2_ 3 4 
r=0 J=0 j=0 {n-2r-2s-4j)!r!s!J! 
Similarly, 
/i=0 n! 
«=o n I r=o r! s=o s I 
„ = o r = o s=o ( « - r - 4 5 ) ! r ! s ! 
Equating the coefficient of t^ we obtain 
Kn(2x^ )=I I 
r=0 s=0 ( « - r - 4 5 ) ! r ! s ! 
(9.5) 
(9.6) 
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10. RELATIONSfflP WITH LEGENDRE AND LAGUERRE 
POLYNOMIALS: In view of Curzon's integral 
nl^fji 0 
(10.1) 
for the Legendre polynomials Pn(x) and the relation (9.5) we can easily 
obtain the following relationship between Pn(x) and M„(x): 
x" P„{x') 
n-2r n-2r~3s 
r+2s 2r+s s n 
r=o s=o 7=0 \n-2r-3s-Aj)!r! s I j ! (i 
(10.2) 
Further, using the following relationship between Hermite and Laguerre 
polynomials 
1 
(10.3) 
and the result (9.5), we obtain the following relationship between Mn(x) 
and Laguerre polynomials: 
(-\)" x^" nl 
{In) I 
2n-2r 2n-2r-3s 
4 
I 2 n - 2 r - 3 s - 4 j = y y . 
M {2n-2r-'is-Aj)!r!s!j! 
(3.17) 
53 
r - i r 2 n o 4n+2 ^ 2n+l ^ f 
{2n + l)! 
2/1+1 2n+l-2r 
= I I 
2n+l-2r-3i 
4 
I r=o y=o (2« + l - 2 / - - 3 j - 4 y ) / / - / j / y / (10.5) 
CONCLUDING REMARKS - Results of this chapter are already 
published in the following paper 
[67] Khan, M. A. and : On a new class of polynomial set suggested 
Khan, A. R. by the polynomials K„(x) of M. A. Khan and 
G. S. Abukhammash. Acta Ciencia Indica, 
Vol. XXVIIM, No. 4 (2001), pp. 429 - 438 
It may further be remarked that the results of this chapter can be 
extended for the polynomial Nn(x) defined by 
exp + —+"C„(-1) " /")= 
n=o n! 
It is proposed to make such a study in future research work. 
CHAPTER III 
A STUDY OF A NEW CLASS OF POLYNOMIAL SET 
SUGGESTED BY GEGENBAUER POLYNOMIALS 
ABSTRACT - The present chapter deals with a study of a new class of 
polynomials A^(x) suggested by Gegenbauer Polynomials C^(x) and 
defined by means of a generating function of the form G(3x^t-3xt^+t^) 
for the choice G (u) = (1-u)"^ The chapter contains some interesting 
results in the form of recurrence relations, generating fimctions, double 
hypergeometric forms, integral representations, fractional integrals and 
Laplace transforms. 
1. INTRODUCTION - The Legendre polynomials P„(x) and the 
Hermite polynomials Hn(x) are respectively defined by 
(i-ixt+t'}"' (1.1) 
n=0 
and (1.2) 
n=0 n\ 
A careful inspection of the L. H. S of (1.1) and (1.2) reveals the 
fact that L. H. S. of (1.1) is (l-2^) ^ and that of (1.2) is e" where u = 
2xt-t^ and this 2xt-t^ is a part of (x-t)^ = x^-2xt+t^ by deleting x^ and 
putting the remainder -2xt+t^ = -u so that u = 2xt -1^. In an attempt to 
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extend this idea M. A. Khan and G. S. Abukhanirrr^H^T?^idered the 
following expansion: 
(x-t)^ = x^  - 3x^t + 3xt^ -1^ . (1.3) 
Then by deleting x^  term of the R. H. S. of (1.3) and putting the 
remainder - 3x^t + 3xt^ - t^  = - u they considered by two sets of 
polynomials generated by e" and (l - «) ^ . In their recent chapter [62] 
in 1999 they studied a new class of polynomials Kn(x) suggested by 
Hermite polynomials Hn(x) defined by means of a generating function of 
the form G (3x\ - 3xt^ + t^) for the choice G (u) = e". They defined 
Kn(x) by means of the following relation: 
^ l ^ j y ^ y (J 
«=o n\ 
valid for all finite x and t. 
Later on in a separate communication M. A. Khan and G. S. 
Abukhammash [74] studied another new class of polynomials Rn(x) 
suggested by Legendre polynomials Pn(x) and defined by means of the 
generating relation 
I 
+ = t R „ ( x ) t " (1.5) 
n=0 
in which {l-3x^t + 3xt^ -t^) ^ denotes a particular branch which 1 
as t ^ 0. 
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These polynomials emerge from polynomials defined by means of 
the generating function of the form 
G(3x2t-3xt ' + t^)= (1.6) 
n=0 
I 
for the choice G (u) = e" and G (u) ^ (l - u) ^ respectively. 
The Gegenbauer polynomial CI (x) is a generalization of the 
Legendre polynomial and is defined by the generating relation 
n=0 
This polynomial is essentially equivalent to ultraspherical 
polynomial which in turn is a particular case of Jacobi polynomial. 
This motivated to study a similar generalization of the polynomial 
Rn(x) defined by (1.5). The present chapter is an outcome of such a study 
of another new class of polynomials A'„ (x) suggested by Gegenbauer 
polynomial C^ (x) and defined for the choice G (u) = 
+ . It is hoped that it will lead to generalization of 
Jacobi polynomial. 
To study ^^(x) we need the extended form of Kampe' de Feriet's 
double hypergeometric fimction. A generalization of Kampe' de Feriet 
fiinction was given by H. M. Srivastava and M. C. Daoust [89] who 
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defined an extension of Wright's ^i//^ function [cf. (1.5(21))] in two 
variables. More generally the extension of the Wright function pXj/^  in 
several variables, which is referred to in the literature as the generalized 
Lauricella function of several variables, is also due to H. M. Srivastava 
and M. C. Daoust [88]. We need here the following special cases of their 
extension of Kampe' de F§riet's function: 
p A : B ; D X y 
((eE)'PE^E):((gG),UG);((hH),VH); ' . 
D 
for ki = k2 = k3 = ... = kA = 1, A = = = ••• = A^ = 1, 
mi = m2 = m3 = ... = niB = 1, ni = n2 = ns = ... = no = 1, 
Pi =P2 = P3 = .-. =PE= l,qi =q2 = q3 = ••• qE= I, 
Ui =U2 = U3= ... =Ug= 1, Vi =V2 = V3 = ... Vh= 1, 
(1.7) reduces to the general form of Kampe' de Feriet's double 
hypergeometric function (see, for example Srivastava and Panda [90] 
which further reduces to Kampe' de Feriet's function in the special case 
B = D and G = H 
In this chapter, we need the following results: 
( l - x - j ; ) - (1.8) 
r=0s=0 A- ! 5 ! 
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For the special choice a = -n where n is a positive integer, (1.8) 
becomes 
(1.9) 
r=0s=0 Z - . ' ^ ! 
In this chapter we also need the following theorem given in the 
paper of M. A. Khan and G. S. Abukhammash [62]: 
THEOREM-From 
n=0 
2 
It follows that gi(x) = 0, gj(x) = - g , ( x ) and for n > 2 
(x) - 2m: (x) = 2x g;:, (x) -{n- (x) ~gi,{x) (1.10) 
2. A NEW CLASS OF POLYNOMIAL SET - We define a new class 
of polynomial A^ (x) suggested by Gegenbauer polynomials CI (x) 
by means of the generating relation 
+ {x)t" (2.1) 
n=0 
Expanding the L. H. S. of (2.1), we get 
00 00 
/ 2 
1 + ; 
X 3x^ 
n=0 n=0 n ' 
n=0r=0i=0 (n-r-s)! r! s! 
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00 00 00 
= 1 1 1 n=0 r=0 s=0 
n 'n~3r' 
00 L3 2 
n! r! s! 
«=o r=o 5=0 ( « - 3 r - 2 ^ ) / r ! s ! 
New equating the coefficient of t", we get 
n-3r-s ^ 2 n - 6 r - 3 s 
n 'n-3r" 
3 2 
(2.2) 
r=o =^0 r / s / ( n - 3 r - 2 s ) / 
From (2.2) it follows that is a polynomial of degree 
precisely 2n inx and that 
2n 
n! 2/1-3 
(2.3) 
in which 7r2„_3 is a polynomial of degree 2n - 3 in x. 
Now putting X = 1 in (2.1), we obtain 
n=0 
from which 
Again from (2.1) with x = 0, we get 
n=0 
n=0 «! 
(2.4) 
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Hence 
A^ ( 0 ) = 1 , ( 0 ) = ( 0 ) = 0 , (O)=O . (2.5) 
n\ 
3. DIFFERENTIAL RECURRENCE RELATIONS - From (1.7) we 
find that the generating relation (2.1) implies the differential 
recurrence relation 
x'DA:(x)-2m a : (X) =2XD Al, (x)-(« -1) Al, (x>D Al,(x), (3.1) 
where D = — . 
dx 
Now differentiating (2.1) partially w.r.t 'x', we get 
3v(2x / - / ' ) + - t ' Y ' ' = (3.2) 
n=0 
again differentiating (2.1) partially w.r.t. 't', we get 
3v(x ' -2x t + t^) ( l -3x ' r + 3x^ ' - t ^Y" ' = f,nAl(x)t"-^ (3.3) 
n=0 
Multiplying (2.1) by 3v (l-3x'^ + 3xr' (3.2) by - x and (3.3) by 
- t and adding, we get 
3v (l - +3x/2 - = 3v (i - ^xh + 3xf' - 1 ' ± Al {x)t" 
n=0 
«=0 n=l 
Equating the coefficient of t", we get 
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+ 3(3V+«-2)x^:_2 -XZ)^;_3(X)-(3V + «-3)<_3(X)=0 (3.4) 
Again, from (2.1), we have 
+ - e Y ' " = ± A T ' ( x y . (3.5) 
n = 0 
Multiplying (3.5) by 3v(l + xr'), (3.2) by -2t and (3.3) by -3t and 
adding, and then equating the coefficient of t°, we get 
3(v + «)<(x)=3v4-^(x)+3v xAt\{x)-2DA:_Xx) . (3.6) 
Adding (3.2) and (3.3), we get 
3v + = j : D A l ( x y t"-' . (3.7) 
rt=Q n=0 
Using (2.1) in (3.7) and equating the coefficient of t" and replacing n by 
n - 1, we get 
3v x^<:;(x) = DAl,(x)+ n < (x) . (3.8) 
We can rewrite (3.7) as 
, , f . . t ^ i ^ y = tDA:{x)+iA:{x)n . 
l - 3 x r4-3xr - r =^0 n=0 n=l 
Equating the coefficient of t°, on both sides, we get 
3(v + n) x'a: ( X ) - 3{n - l )xC , (« - 2 K _ , (x)- (« + \)AI, ( X ) 
= DA: W - ^^'DAlr W + D A I , W " DAI, W . (3-9) 
Multiplying (3.6) by x and adding the product to (3.1), we obtain 
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= 3v X DAT\x)-(3v + n)x Al (x)- (« - ^vx^AtUx) (3.10) 
4. PURE RECURRENCE RELATIONS - Multiplying (3.8) by 2 and 
adding to (3.6), we obtain the following pure recurrence relation: 
(3v + « ) < ( x ) = 3v A y \ x ) - 6 v x'Atl{x)+?,vxA::l(x) . (4.1) 
Using (3.6) in (3.1), (3.4), (3.9) and (3.10), we obtain the 
following recurrence relations 
3v A::;(x)-6v X Ar'(x)+3v {x'+i)a:_\'(x)-6v x'AI^Hx) 
+ 3vxAl%) 
- 3(v+n + l)x'A:Jx)-2(3v + n)xA:(x)+(3v+n-l)A:Jx) (4.2) 
3v x < ; ( x ) - 9 v A:^'(x)+12v x' A:_\'(x)-3v x(l + x')a:!^(x) 
+ 9vx'Al%)-3vx' A:!}(x) 
= 3(v+n + l)xAl,(x)-{9(v+n)x'+2n}A:(x) + 3(9v + 5n-5)x'A:_,(x) 
-3(7v+3n-6)xAl2(x)+2(3v+n-3)Al,(x) (4.3) 
3v a::;(x)-9V X' A:^'(X)+I2V X ^ r / W - ^ v (i+3x^)^::](x) 
+ 9v x'A:_%)-3vxA:!l(x)+(n + l)A:Jx) 
+ 3 {2(v + «) x' - (v + « +1)}< (x)- 3(3v + 2« - 2) X (x) 
+ (3u + 2«-4)^„%(x) = 0 (4.4) 
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3v A::;(x)-6vxAr(x)-^3v (x'+i)a::;(x)-6v 
= + + . (4.5) 
Using (3.8) in (3.1), (3.4), (3.9) and (3.10), we get 
3v X^ Ar'(x)-6v X 3v = (« + l K , , ( X ) (4.6) 
= (« + (x)- N(\ + 3x^ )A: (X)+ 3(3v + 2« - l y A l , (x) 
- (9v + 4« - 8)x A l , (x)+(3v + « - 3)a:_, (X) (4.7) 
3v X<_1(x)-3v ^r3'(x)-3v < ( x ) = 0 (4.8) 
3v(x^ + + « K ( x ) = 0 . (4.9) 
5. ADDITIONAL GENERATING FUNCTIONS AND OTHER 
FORMS OF 4;(x)- The generating functions (l -3x^r + 3xt^- r ^ , 
used to define the polynomials ^ ( x ) , can be expanded in powers of 
t in different ways, thus yielding additional results. For instance. 
x ^ - l 
1 -
Therefore, we can rewrite (2.1) as 
( ^ - ' r . / ^ . ^ ' T ^ (5.1) 
- ; [ X - t ) _ n=0 
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Here (5.1) can also be written as 
'v; x ' - l 
X F 
Again 
3 v ; i 
X 1^0 n=0 
Therefore 
n=(i [ - : - ; - ; ' ( i - : , ^ , ) ' 
Now 
V :--;3x{x=-lY (l-x^)f' 
(i-x',J '(i-xhf 
r=o s=o r!sl{[-x^t) 
3r+2s 
\3r+3s+3v 
n 
QO . 3 . 2 
= Z Z E 
n=0 r=0 s=0 (3v) sr-tsi'"' {n-'ir-2s)\ 
Hence we obtain a new form of A^ (x): 
(5.2) 
(5.3) 
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n' 
3 2 I z r=0 s=0 
2n-6r-3s 
rf s! (n-3r-2s) 13 
Again, from (2.1), we have 
3r+2s 
/ 1 \ / 1 
v + -
V 3 , 
v + -
r+s V 3 j 
(5.4) 
n = 0 
1 r + 
= I Z 
\ - t \ 
^ ^ / ri\ r+n+v 
r=o n=o r ! n ! \ l - r ) 
( - I X / " 
n ~n-2r' 
_2_ 3 
= Z S I n=0 r=0 s=0 r! s! {n-2r-3s) ! 
Hence we obtain yet another form for A^  (x): 
n 'n-2r' 
.2. 3 
r=o s=o r ! s ! [n -2r- S^) ! 
We return to the original definition (2.1) of ^^ (x) and note that 
(l - 3x't + 3xt'-t'y= [(1 - t f -3t{x' -1)+ 3t'{x-1)]'^ 
(5.5) 
= ( 1 - 0 
-3v " 3t(x'~i) yHx-i) 
. {i-'f ( 1 - 0 ' . 
This leads to 
n=0 „=o r=o s=o r! s ! {n-2r-s)\ {3v) 
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Now equating the coefficient of t° on both sides, we get another form of 
A ' W a s 
n-2r 
z-
r=0 s=0 ( / v + - V + — 
l 3 ; r+s v 3 ; 
(5.6) 
Further, from (2.1) we also have 
n=0 
-3v ' 3x(x-l) / 3x(x-l)r ( l - x ^ y 
(1-xO' (1-x/)^ ( l -x r ) ' 
00 00 00 
h i ' o sfo ( l - x ^ f ^^ ^^ ^^ ^ 
oo 00 00 00 
= I S I z „=0 i=0 r=0 / 
n+s+2r+3k 
' n 
V + -
V 3 j 
V + -
3J 
n 'n-ik' 
CO . 3 . 2 
s=o ^„_,_2r-3k)k\r! s! 2 v + -
3 
v + -
, 3J k+r+s k+r+s 
Hence yet another form of Al (x) is as given below 
n\ 
(3v)„x 
= 
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n n-ik' 
J . 2 = i: z z 
k=0 r=0 s=0 k\r! s! v + -
V '^Jk+r+s 
v + -
V 3 , 
.(5.7) 
k+r+s 
6. GENERALIZED KAMPE DE FERIET'S DOUBLE 
HYPERGEOMETRIC FORMS - In view of (1.4) the 
representations of Al{x) given in (2.2), (5.4), (5.5) and (5.6) can 
respectively be written in the Kampe de Feriet's double 
hypergeometric form as follows: 
.2n 
n\ 
(-«,3,2):-;-; 1 1 
ni 
(-«,3,2) 
v + - l , l 
n\ 
(-«,3,2):-;- ; 1 1 
n\ 
( l - v - n , l , 2 ) : - ; - ; 27x^'3x 
(-«,2,l),(3v+«,l,2):-;-; 
V+1,1,1 v+^,1,1 
1 - x ' x - 1 
9 ' 27 
(6.1) 
(6.2) 
(6.3) 
(6.4) 
It may be remarked that the area of applicability of this new 
polynomials ^^(x) is greater than that of Gegenbauer polynomial 
CI (x). In Gegenbauer polynomial, power of x in each term is 2 less than 
that of the preceding term. So if n is even, power of x in each term will 
be even and if n is odd then power of x in each term will be odd. This is 
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not the case with (x). Here the powers of x in each term is 3 less than 
that of the preceding term and irrespective of n being odd or even the 
polynomial contains terms where powers of x are alternately even and 
odd. 
Further investigations mto these polynomials e.g. integral 
representation, fractional integrals and Laplace transform will be a 
worth while study. It is proposed to make such a study in future research 
work. 
CHAPTER IV 
A STUDY OF THREE VARIABLE ANALOGUE 
OF KONHAUSER'S BIORTHOGONAL 
POLYNOMIAL 
ABSTRACT - The present chapter deals with a study of a three variable 
analogue {x,y,z-,k,p,q) of Konhauser's biorthogonal polynomial 
Z" (x; k). Certain generating functions, multiple generating functions, 
Schlafli's contour integral, fractional integrals and derivatives, Laplace 
transform, integral representations and a finite sum property for the 
polynomial {x,y,z-,k,p,q) have been obtained. 
1. INTRODUCTION:- Two very important classes of polynomials 
Y^{x;k) and Z^(x;k), where the former is a polynomial in x and the 
latter is a polynomial in x"", a > - 1 and k = 1, 2, ...., were studied by J. 
D. E Konhauser [76] in 1967. For k = 1 these become Laguerre 
polynomials Z"(x) and their special cases for k = 2 were encountered 
earlier by Spencer and Fano [87] in connection with certain calculations 
regarding penetration of gamma rays through matter and were 
subsequently discussed by Preiser [82]. 
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Konhauser [76, p. 304] gave the following explicit expression for 
the polynomials Z° (x; k): 
«J y=o 
/ \ « 
Jy 
rl^J 
( 1 . 1 ) 
He also established the result 
(1.2) 
which exhibit the fact that the polynomial sets Y" {x;k) and Z^ (x; A;) are 
biorthogonal with respect to the weight function x" e"'' over the interval 
(0, oo), where a > - 1, k is a positive integer and 5, , is the Kronecker 
delta. 
For the polynomials Y"(x;k), Carlitz [4] subsequently showed 
that 
/ 1 
nl i=i i\ i=o KJJ V 
' j + a + r 
(1.3) 
/n 
Recently, in 1999, M. A. Khan and K. Ahmad [58] defined and 
studied two variable analogue of Konhauser's polynomial Z" (jc;A:) . 
The aim of the present chapter is to introduce a three variable 
analogue {x,y,z-,k,p,q) of Konhauser's polynomial Z"(x;fc) 
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suggested by Laguerre polynomials of three variables due 
to M. A. Khan and A. K. Shukla [52], an extension of Laguerre 
polynomials of two variables due to S. F. Ragab [83], and 
obtain certain results involving three variable Konhauser's polynomial 
It what follows we shall need a symbol of the type A (k, a) to 
denote a sequence of k parameters 
a a+1 a+2 a+k-l , , 
- , , ,..., ,k > 1. 
k k k k 
Also, (A-)n will denote Pochhammer symbol defined by 
1 i f n = 0 ,A^0 
(A + 1)...(A + « - 1 ) V n S {l,2,3...j 
(1.4) 
Further, similar to Kampe' de Feriet's double hypergeometric fimction, a 
general triple hypergeometric series F^ ^^  [x, y, z] (cf. Srivastava [92, p. 
428] is defined as 
x,y,z 
00 00 00 y" ^P 
= Z I I A ( m , n , p ) — — — , 
m=0 n=0 p=0 m\ n\ p\ 
(3.17) 
where, for convenience, 
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A 
Ua,) nib) niy) Ub") 
(\ J^m+n+p J'm+n ,_]V J'n+p J 'p m,n,p)=^ ^ G' G^' 
^S^J hn.p fS^J Jlls'j L ^ Jiig'j 
K{d) K{d') l{d]) 
^ J'm J 'n J / p 
n{h) n{h'.) l[h]) 
(1.6) 
where (a) abreviatives, the array of A parameters a,, a2, ..., aA, with 
similar interpretations for (b), (b'), (b"), et cetera. The triple 
hypergeometric series in (1.6) converges absolutely when 
1 + £ + G + G'+H'-A -B-B'-C> 0 
1 + E + GW+H"-A - B'-B"-C"> 0 
(1.7) 
where the equalities hold true for suitably constrained values of |xi, |y 
and |z. 
Similarly, a general quadruple hypergeometric series (co, x, y, 
z] will be defined as 
F^ ^^  [CO, X, y, z] 
(o,x,y,z 
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oo OO 00 00 
Z-y y Y ^ ^ ^ ill Z^ Z-i Z^ ^ P pi pii pill 
n-0 * 0 r-0 5-0 ^ ^j^'X+k^s 
7=1 y=l ;=i 7=1 7=1 
C c' c" c'" c'"/ \ C" I S D d' 
kJCU nyU 
G G ^ G^^ G^^^ Cj^ G^ H H^ 
^(gLk ^ig'Lr ^ ( g ' ^ L ^{hl K (h% 7=1 7=1 7=1 7=1 7=1 7=1 7=1 7=1 
7=1 7=1 
2. The Polynomial (x,y,z;k,p,q) :-
The polynomial {x,y,z;k,p,q) is defined as follows: 
(«!) 
X f y f = V '^Jr+s+j-^ y 
r=0 s=0 7=0 r ! S ! 
Putting k = p = q = 1, (2.1) reduces to 
(«!) 
X f "f T (-ril.s.jX^/^' 
.to .to to n s . f j ! (a+iUp+ilir+il ^ ' ^ 
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which is M. A. Khan and A. K. Shukla's [52] polynomial 
a three variable analogue of Laguerre's polynomial 
Putting q ^ I, Y = 0 and z = 0 in (2.1) we obtain 
rikn+a+l)r{pn + l5+l) 
n "s ( - y ' z ' ' 
^ .=0 h s!j! + l ) r ( / ) ^ i3 +1) 
which is M. A. Khan and K. 
Ahmad's [58] polynomial Z''/{x,y;k,p), 
a two variable analogue of Konhauser's polynomial Z"{x;k) of one 
variable. Also for k = p = 1, y = 0 and z = 0, (2.1) reduces to 
{nf .=0 j=os! J !{a+ 11(13+ll 
which is Ragab's [83] polynomial , a two variable analogue of 
Laguerre's polynomial . 
Further, for p = q = 1, |3 = y = 0, y = z = 0 in (2.1) we obtain 
= . (2.5) 
nl j=o y!r(kj+a + l) 
which is Konhauser's polynomial Z^(x;k). 
For k = p = q = 1, p = y = 0, y = z = 0, (2.1) becomes 
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nl j=o Jl{a + l)j 
which is Laguerre's polynomial Z-f k^) • 
Using (1.5), we can express (2.1) as 
(2.6) 
F (3) 
-n 
-:: -;-;-: A{k,a+\)-A{p,p +l);Afe,7 +l); k ^ ' p ^ ' q ' 
3. GENERATING FUNCTIONS:-
The polynomial admit the following 
generating relation 
(2.7) 
A(A:,a + l); 
X f \ p 9 z 
.Pj 
t 
f z 
(3.1) 
(«+lL(i3+l) ,„(7 + l),„ 
For an arbitrary C, one can easily obtain the following generating 
function for (2.1): 
[-::-;-;- •.A(k,a +1); A(a p + l);A(q,r +1); 
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t-l 
X 
[kj t-l 
f z 
' t-l 
/ z (3.2) 
If we replace t by - and let |c| ^ oo in (3.2), we obtain the 
c 
generating relation (3.1). 
For a positive integer j and an arbitraiy A,, another generating 
function for (2.1) is as given below: 
Z 
n = 0 
A0-,A + 1)::: ? 9 ? 9 5 5 5 5 9 5 9 9 
— ... ? 5 9 • • 9 5 9 5 5 - :A{k,a +1); A(a j3 +1); A(^,y +1);-; 
/ \ K / \ P / \ 9 
— 
X 
7 j't, - z j't,-
z (3.3) 
Z n=0 
Interesting special cases of (3.3) are as given below: 
- A - k z 
PJ 
z 
v^y 
k't,k't (3.4) 
t l 
Ac; ) 
' f , 
77 
I 
rt=0 ( a + i L ( r + i ) , 
:A(A:,a +l);A(Aj3 7 +1);-; 
/ / \ z 
(3.5) 
I «=0 (a + lUP+l) pn 
::: - +1); A(/7, p +1); A(^,y +1);-; 
c \ 
Z 
U . 
q't-z'UqH (3.6) 
Another generating relation for (2.1) is as given below: 
I n=0 
{n (A +1), + z ; K p,q)t" 
A(/, A+ l>,A(/,/i + l ) : : : : : - ; - ; - ; - ; - ; - : - ; - ; 
- ; - :A(A:,a+1);A(/7,/3 + 1); 
VA, y 
z 
r \<i z 
VJ / 
(3.7) 
Interesting special cases of (3.7) are as follows: 
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s n=0 
(nif Z'/-Hx,y,r,k,P,q)t" 
(a + 1), 'kn 
A ( / 7 , i 3 + l ) ; A ( 9 , 7 + 1 ) : : : - ; - ; - ; - - ; - ; 
r Y 
p^qX-y'qH-z'^p^tyq'^t (3.8) 
z 
n = 0 (/J+1) P" 
77(4) 
::: :: : A(A:,a +1); A(/?, /3 +1); 
/ \ p y_ 
\Pj 
(3.9) 
s n=0 (r+1). qn 
::: :: : A(Ar,a +1); A(/7, j3 +1); 
z 
(3.10) 
Yet, another generating function for (2.1) is as follows: 
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z 
n = 0 
jn f (A + + + ILZ:-^'^ {x,y,z-Xp,q) t" 
- ; - ; - A(A:,a+ 1); 
; - ; (X 
A{p,l5+l);A{q,r+l):-: [k 
i-j'm-t,-
/ \ p y 
yPy 
r z V j' y m'"t 
(3.11) 
An interesting special case of (3.11) is as follws: 
n = 0 
a + 1);A(/7,/3 +1); 7+ 1 ) : : : - ; 
- ; - ; - : : :- ;- ;- ;- : :- ;- ;- ;- ;- ;- :A(^,a+l); 
A{p,p+l);A{q,Y+l);-; 
(3.12) 
Still, other generating relations of interest for (2.1) are as follows 
- {nf Zy'^x,y,z-,k,p,q)t" 
t o (A + l),„(a+l),„(j3+1)^(7 
•• 5 5 5 5 5 
A(y, A +1)::: - - ; - ; - ; - ; - ; - +1); A(A P +1); Afey +1);-; 
x't y^t zH 
k ' r ' 7 7 ' 7 7 ' / 
(3.17) 
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A(/, A +1):::—;—;—;—::—;—;—;—;—;—: — ; — ; ;—; 
+1)::: :: -;-;-;-;-;- :A(k,a + l);A{p,P + i);A{q,r +1);-; 
x'i't y'i't z'i't (3.14) 
«=0 
{n ly (A + IKm + {x,y,z-k,P,q) t" 
; A(w,V + 1 ) : : : - ; - ; - ; - : : - ; - ; - ; - ; - ; - a + 1);A(A i3 +1): 
- ;-; x ' f j ^ t y ' i ' f t zV'j^t i'^t 
k'm"' ' p'm'" ' q^m'" ' m'" 
(3.15) 
z «=o 
{n (A + \\„ (AI + (v + I L {x, y, z; k, P, q) t" 
/qn 
= 7^ (4) 
; A(r,T] + 1 ) ; A(5,5 + 1 ) : : : - ; - ; - ; - : : - ; - ; - ; - ; - ; - a +1) : 
; - ;-; xH'j'm'"t yn'fm'"t z'i'fm'"t i'fm'"t 
A{p,P+\);A{q,Y+l);-; k'r's' ' p^'r's' ' q^r's' ' r's' 
(3.16) 
4. MULTIPLE GENERATING FUNCTIONS: Consider the double 
series 
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lm + n)fzlf^{x,y,z-Xp,q)t"u' ^ ^ 
„=0 m=o n! m! (a + + + 
= Z to (a + lL( i3+l )^(y+l) ,„ - ; t 
^ f {n^f Z"/^x,y,z-k,p,q) {u + tf 
Now, by making use of (3.1), we at once arrive at 
lm + nyYz:f/{x,y,z-Xp,g)t"u' z z -n! m! (a + + + 
u+t J-, = e aF, 0'' k ^(k,a+\)• 
/ \ y_ 
VP. 
{u^t) 
X (4.1) 
Here (4.1) may be regarded a double generating fimction for (2.1). Next, 
consider the triple series 
00 CO 00 X z z 
„=0 r=o . = 0 n!r! s! {a + + + 
h h h r I si {a ^ + lL(r + IL 
n=0 
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Now, by making use of (3.1), we obtain 
GO 00 oo 
Z Z I {(;7 + r + If (X, z; k,p,q)tW 
„=o r=o .=0 n!r! s! {a + + + 
A{k,a+\); 
(u + v + t) O^p 
f \p 
KPJ 
/ \ z 
(w + V + /) (4.2) 
Here (4.2) may be regarded as a triple generating relation for (2.1). 
Finally, consider the quadruple series 
0 0 OO CO CO ^ ^ ^ ^ {(n + r + 5 + / ) y ( X , > ; , z ; K 
„=0 r=o .=0 ,=0 n Iris I j I (a + + + 
h r t S I j I (a + IL(/3 +1)^(7 +1)^ 
r+s-^ ] 
«=0 
{u + v + w + ty 
( « + ( y + i i 
Now, by making use of (3.1), we get 
oO oO CO 0 0 
I z z s {(« + r + . + j) Z^ili^^ {X, y, z; k, p,q)t"u''v'w^ „=o .=0 .=0 v=o nir I s I j I (a + + + 
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_ M + V + W + / 
(w + v + 
R \P 
y 
yP^ 
[u + v + w + t) 
X 
/ \<] z 
/ 
{u + v + w + t) (4.3) 
Here (4.3) may be regarded as a quadruple generating function for (2.1). 
In a similar manner a multiple generating function for (2.1) can 
easily be obtained. 
5. SCHLAFLI'S CONTOUR INTEGRAL:- It is easy to show that 
Z-'^'^rx vz-kn a) + 0 T{pn +fi+ \) T(qn + r+\) 
J-oo J-00 J-ao i^n+a+l^ /wi+^ +l^ n^+y+l 
(5.1) 
Proof of (5.1): The R. H. S. of (5.1) is equal to 
r ( ^ n + a +l) T(pn+fi +l) T(qn + y+\) 
(n if r=Q s^o j=o r! s! j! 
2m 27d ^ 2m ^^ 
T(pn+p+l) r{qn + y+l) 
{my 
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n n-r n-r-s 
Y Y y V - -/r+s+j 
.=0 >0 r! s! j ! r{lg+a +1) r(p5 + p+l) r{qr + y +1) 
using Hankel's formula (see A. Erdelyi, et. Al. [8], 1.6 (a)) 
= — . (5.2) 
r(z) Ini 
Finally, (5.1) follows from (2.1). 
6. FRACTIONAL INTEGRALS AND DERIVATIVES: Let L denote 
the linear space of (equivalent classes of) complex valued function f(x) 
which are Lebesgue - integrable on [0, a], a < oo. For f(x) 8 L and 
complex number |i with Rf |n > 0, the Riemann-Liouville fractional 
integral of order |i is defined as (see Prabhakar [80], p. 72) 
/ W = ^ (x-ty-'f{t)dt for almost all x [0, a]. (6.1) 
Using the operator F, Prabhakar [81] obtained the following result for 
and (n) > 0 and R« a > - 1 
( x ; ^ ^ f e t ^ l l L ^ - . ^ - . ^ ^ - k ) (6.2) 
r{kn+a+ fi+l) 
M. A. Khan and K. Ahmad [58] established the following result: 
^ ^ l y - V ^ - ^ (6.3) 
r{kn + a + A + l)r{pn+ + /x +1) 
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To obtain a result a similar to (6.3) for (x,y,z;k,p,q), we 
first seek a three variable analogue of operator P. 
A three variable analogue of may be defined as 
(6.4) 
Putting f{x,y,z)=x''yl'z'Z"/''ix,y,z;k,p,q) in (6.4), we obtain 
(by putting u = xti, v = yt2, w = zts) 
(mfrm^n) „ „-r n-r-s v-^,./'^,?'" 
^ ^ ^ 
r=0 s=0 7=0 ' - S : j ! r{kj+a +1) r(/75 + P+\) r(qr + y +1) 
^iltri^-tr^t, H^r'ii-t^y-'dt, n t n i - t . r d t , 
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[(using (2.1)] 
(n!f 
n n-r tt-r-s 
y y y 
r=(i J=0 7=0 r : S ! j ! r{/g +a+l) r(ps +p+l)r(qr + y+\y 
We thus arrive at 
r(A77 + a + A + l) r{pn + p + i^+l) r{qn + Y +ri + ]) 
(6.5) 
We now make use of fractional differentiation operator D^ 
defined by (see [92], P. 285) 
(6.6) 
where |i is an arbitrary complex number, to show that 
h (iu)„ r ( ^ + a + l ) T(pn+p+\)T(qn + y+\) 
I 
jU+T]; 
= F 
/ /' \ p X 
t- y^ 
\Pj 
t-
z 
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where F is as defined by the present authors in their earlier paper ([67], 
equation (1.3)]. 
Proof of (6.7). We can rewrite (3.1) as 
+1)^(7 
X 
V / v y 
10 A(Ai3+l); 
r \p 
L 
\Pj 
^ z Y 
.q) 
Now multiplying both sides by t'^  \ and applying Df ^, we 
obtain L. H. S. 
= z 
rifi) h +1)^(7+lX„ 
(using Kummer's transformation). 
Similarly, 
R. H.S 
00 00 CO 
r(/i) n=0 r=0 i=0 
Kh KPy 
.n+r+s 
A 
n! r! s! n 
7=11 
a+j 
/n 
n 
H \ y j„ 
n 
7=11 
7 + 7 
\ Jn 
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(a,1,1)." , ' ? 
/ \ k / \ p r \ 
X ^ z 
Z 
— t - t - — 
^Pj 
which immediately leads to (6.7). 
7. LAPLACE TRANSFORMS:- In the usual notation the Laplace 
transform is given by 
i ; e - " f { t ) d t M ^ - a ) > 0 , (7.1) 
where f s L (0, R) for eveiy R > 0 and f(t) = 0(e''), t ^ 00. 
Using (6.1) Srivastava [91] proved 
'k+i^k A(k,a+l); 
/ 
X 
Sj 
(7.2) 
provided that RC (s) > 0 and R«(P) > - 1. 
A result similar to (7.2) was also proved by M. A. Khan and K. 
Ahmad [58] for the polynomial Z"'^ {x,y;k,p)sLS given below 
{nfsl 
- :A{k,a+l);A(k,p+\); 
N't 
v^iy 
Z (7.3) 
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In the special case when y = a, 8 = p, it simplifies at once to the 
following elegant form 
(7.4) 
where R«(si) > 0, R«(s2) > 0 and a > -1, p > -1. 
In order to obtain a result of the type (7.3) for {x,y,z-,k,p,q), we 
introduce a three variable analogue of (7.1) as follows: 
00 CO 00 
'f{u,v,w)dudvdw. (7.5) 
0 0 0 
Now, we have 
L{u v^Z„(xu,yv,zw;k,p,q):s^,s2,s^]= —— 
n n-r n-r-s 
x E E I 
r=0 J=0 y=0 
( - 4 
X y z 
v^y 
r ! s ! j ! n 
1=1 
t r n 
* A 
p 
K 
;=1 
P + i ] " n 
V 
/=i 
y +i 
V 1 / R 
X 
( « + i L + Op. ( 7 + i L + + i ) r ( n + 1 ) 
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n n-r n-r-s SI z r=0 5=0 7=0 
n 
. i=\ "V y Js 
q 
K i=\ \ ^ /r 
kjf 
\J xPj 
p^ f \ 
.1) 
r! s ! j ! n 1=1 
a+i n n 
V y Js i=l 1 ^r 
We thus arrive at 
(a + + i ) . „ ( y + I L r ( A + + i ) r ( n + 0 
77(3) N.. , , . , , , 
/ \ 
X 
K / \ P / 
Z 
Us J 
(7.6) 
In the special case when A, = a, |i = P, r| = y, it simplifies at once 
to give the following elegant form 
W'' Z"'^''' {XU, ZW; k, p, : , } 
r(^ + a+l) T(pn + p+l) Y(qn + y+\) 
(sfsfsf - x 's^sl - y ' s ^ s l - z'^slsP)" (7.7) 
where R«(si) > 0, Rf(s2) > 0 and R« (S3) > 0 and R« (a) > - 1, R«(P) > - 1, 
R«(y)>-1 . 
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8. FURTHER INTEGRAL REPRESENTATIONS: Using the 
definition of Beta function, it is easy to derive the following integral 
representation for Z"'^''' (x, y, z; k, p, q) (see Rainville [84], p. 18): 
^ +1) T(pn+ /3 + 1) r{qn+y + 
r(/b2+a+A + l) r{pn + p+^ + l) T{qn + Y+r] + \) 
X . (8.1) 
Using the integral (see Erdelyi et.al. [8], Vol. I, p. 14), 
2/ sm7 :z r{z )= -^ \ - t y - ' e - ' d t (8.2) 
and the fact that 
n n-r n-r-s ( - , X^ V^z'' 
r=o =^0 y=o r!s!j! 
it is easy to derive the following integral representation for 
^ (niy 
r(^w+a+i) r{pn+fi+i) 
Also, we hdve 
Z: '^ ' ' ix,y,z;k,p,q), (8.4) 
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•00 'CO 
0 . 0 . 0 
Z^'P'^ (xu,yv,zw;k,p,q) dii dv dw 
= {\-x'-y'-z")" . (8.5) 
9. A FINITE SUMMATION FORMULA: It is a easy to derive the 
following finite sum property of the polynomial Z"'^'^ (x,y,z;k,p,q) 
Jkr 
(9.1) 
Proof of (9.1):- The generating relation together with the fact that 
t 
V A - y 
/ wy 
A{k,p+l); 
X ^Fk 
wz 
\ y 
- L f l 
A(k,a+l); U , 
/ 
y 
V A . y 
X O^k 
V"- y 
w't 
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yields 
I /i=0 
(iVy r ] f » j n l f z f ^ ' (x,y,z;kM) r' 
n ! - 0 {a 
from which on comparing the coefficient oft" on both sides, we get (9.1) 
CONCLUDING REMARK: 
It is worthwhile to study n-variable generalization of Konhauser's 
biorthogonal polynomial Z°(x;A:) and such a study does not seen 
difficult. It is proposed to make such a study in future work. 
CHAPTER V 
ON TRIPLE TRANSFORMATION OF CERTAIN 
HYPERGEOMETRIC FUNCTIONS 
ABSTRACT - In 1965, R. P. Singh [85] gave a double transformation 
of certain hypergeometric functions which augments parameters in the 
pFq function. The present chapter deals with a study of triple 
transformations of certain hypergeometric functions which may be 
regarded as a generalization of double transformations of certain 
hypergeometric flmctions due to R. P. Singh. 
1. INTRODUCTION: In 1965, R. P. Singh [85] made use of the 
integral [7] 
J J(^(x+;;) x^-'y^-'dx dy = B{a,p) z'^^^-'dz, (1.1) 
0 0 0 
where Rt (a) > 0, Rl! (p) > 0. 
Using the method of term by term integration, he showed that, if 
RC (a) > 0, R( (P) > 0, and if k and s are non-negative integers, then 
inside the region of convergence of resulting series, the following result 
holds: 
00 
dxdy 
(1.2) 
dz 
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where <5 = k's 
{k^sr 
, R^ (a) > 0, (P) > 0, k and s are positive integers. 
In particular, he let (|) (z) = e z^ and evaluated the above integral 
and obtained the following: 
0 0 
dxdy 
t S K 
(1.3) 
where (a+p+^i) > 0. 
For brevity he used the operator notation 
00 oo 
} = Wa, i3)r (a + /3+M)r + x '^-y- 'dxdy (1.4) 
0 0 
in which R« (a) > 0, RC (P) > 0 and R« (a+P+n) > 0. 
The present chapter deals with a study of generalization of (1.4) 
to triple transformation of certain hypergeometric functions. 
Frequently occurring definitions, notations and results used in this 
paper are as given below: 
The gamma function is defined as 
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r (z)= (1.5) 
The Beta fiinction B(a, (3) is a function of two complex variables 
a and p, defined by 
B(a,p) = 
r(z + l) 
(1.6) 
The generalized hypergeometric function is defined as 
(1.7) 
where the series in (1.7) 
(i) Converges for )z| < QO if p < q 
(ii) Converges for |z| < 1 if p = q+1 and 
(iii) Diverges for all z, z 0, if p > q+1 
Further a symbol of the type A (k,a) stands for the set of k 
parameters 
a a + 1 a + k-l 
Thus 
p+k^q+k 
kUr,!})-: 
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/ \ a 
n=0 
a+k 
n\ 
a 
^n V y n 
p] 
V ' / 
p + r-l) 
N V 
(1-8) 
2. SOME GENERAL FORMULAE: Using the transfonnations x + y + 
z = u, y + z = uv and z = uvw, it can easily be verified that 
JMx + JF + dxdydz= 
r (a + /3+x) 0 0 0 0 
(2.1) 
where Ri (a) > 0, R^ (P) > 0, (y) > 0. 
Using the method of term by term integration it can be shown 
that, if (a) > 0, R( (p) > 0, R( (y) >0, and if k, r and s are non-negative 
integers, then inside the region of convergence of the resulting series, the 
following resuh holds 
k ) ; 
0 0 0 
" ' t s ' / z ' dxdydz 
r ( a + i 3 + r ) 0 
X F p+s+r+k q+s+r+k du (2.2) 
where (Op) denotes a sequence of parameters ai, aa,..., ap. 
In particular, by taking (j) (u) = e " u^, the above integral on the 
right can be evaluated to obtain 
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3 0 C O O O ^ 
0 00 t i - ' - dxdydz 
r{a + p+r) 
^p+2s+2r-Hk Fq+s+r+k 
{ap),A(s,alA{r,p),A{k,Y),A{s + r + k,a + p+y + ^i},^ 
(2.3) 
where Rl (a+(347+^) > 0. 
For brevity, the following operator notation will be used: 
r ( a + /3+r) 
r{a)r{p)r{Y)ri^+a + p+r) 
QOOOOO ^ 
(2.4) 
0 0 0 
in which Rl (a) > 0, Rl (P) > 0, Rl (y) > 0 and Rl (a+p+T+|Li) > 0. 
The following results are immediate consequences of the relation (2.4) 
(2.5) 
^rja + p +a)r(A + p)r{v+y)T{^ +a+X + p+v+Y + n+i^) 
r ( a ) r ( j 3 ) r ( r ) r ( a + p + y + + a + i + p + v + Y ) 
(2.6) 
a + p+Y ; (3.17) 
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a,j3,A(2,]u+a + /3+)'); 
A{2,a + p+r) •! 
(2.8) 
A{3,a + l3+r) 
(2.9) 
X,a,iLi+a +P +y; 
a + p+Y ; 
(2.10) 
X,a,j5,A{2,n+a + P+Y}, 
A(2,a + i3+y) 
(2.11) 
A,a,j3,7,A(3,/j+a + /3+y); 
A(3,a + /3+7) 
(2.12) 
In particular, if = - n and = 0, (2.10), (2.11) and (2.12) reduce 
to 
t (2.13) 
(2.14) 
(2.15) 
Further, we have 
tx 
a: =2^2 (2.16) 
a; 
I 4^3 a,j3,A(2,ju+a+/3+y); a,A(2,a + j3+y) ; (2.17) 
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Q 
(C.P.y.M) ixyz 
a,fi,y,A{3,n+a + p+y)-
b{ 
tx 
b; 
a; 
b; 
txy = 5^ 3 
a,A(3,a + j3+y) 
6,a + i3+y ; 
b,A{2,a + p+r) •! 
txyz 
(2.18) 
(2.19) 
(2.20) 
(2.21) 
Proof of (2.5) to (2.21): Results (2.5) and (2.6) follow from (1.5), (2.1) 
and (2.4). Results (2.6) to (2.21) follow from the method of term by term 
integration and making use (1.5), (1.6), (1.7), (1.8), (2.1) and (2.4). 
3. SOME CLASSICAL AND NEW POLYNOMIALS: From (2.13), 
we have 
Q {n+i,p.r.oy 
Q 
, 1 ^ n 1+-JC/ 
0 
^ / 
, xt 1 + — 
^ b j 
^yni^At) 
Q (an+p+l.x.S.O) 
- 1 A" 
l + -Xt 
2 
(3.1) 
(3.2) 
(3.3) 
where yi,(t) and y„(a, b, t) are respectively Bessel's simple and 
generalized polynomials [84] and is a special case of Bessel 
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polynomial studied by M. A. Khan and K. Ahmad [55] and is as given 
below: 
-~n,an + p + x 
Writing the series for 3F0 fimction in (2.14) in reverse order, we obtain 
Also Bateman polynomials [8, p. 193] are defined by 
(3.4) 
r l + rt + v + — 
2y 
«!r(Ai+i) r l + v + i i 
7 
(3.5) 
More particularly 
n\ 1,1+ 
From (3.4) and (3.5), we have 
(n-a) 
Further, since we have 
" / I \ 
(3.6) 
(3.7) 
-n 
1,1+ a ; 
x1 -A 
-n ; 
/ 
1 + a ; 
therefore fi-om the above relation, we obtain 
(3.17) 
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writing the series for 4F0 function in (2.15) is reverse order, we obtain 
- w ;_l 
(3.9) 
where the polynomial 1F3 on the right of (3.9) is believed to be a new 
polynomial. Since we have 
n 
xt 
-n 
\-a-n,\-fi -n; 
therefore from the above relation, we obtain 
-n 
xt 
{a+n) _ _ 
MAPI 
(3.10) 
From (2.19), we have 
(3.11) 
where 0 < ^ + p < 1 and Hn p, v) denotes the polynomial due to Rice 
defined by 
V 
1 
and denotes Laguerre polynomials defined as 
n\ 1 ^  1 
-n ; 
1+a; ' 
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Similarly, for 0 < ^ < 1, we have 
Q (3.12) 
where denotes Khandekar's generalization of Rice's 
polynomials and is defined by 
n\ 
"-/i,/2 + a + /3 + l,(^; 
1 
1+a ,p\ 
Q L, 
/ J 
Q (a -1) 
n\ 
P.it) 
(3.13) 
(3.14) 
where 0 < a + P < 1, Pn(t) denotes Legendre's polynomials and L„(x) 
denotes simple Laguerre polynomials 
Q {iv+n.p.y.o] 
v+iV 
2j 
v2 
' 0 V + -
. Vr, c:{t). (3.15) 
where denotes Gegenbauer polynomials. 
V^ y , 
where denotes Ultraspherical polynomials 
Q f l 
\ y 
(3.16) 
(3.17) 
where denotes Jacobi polynomials. 
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Also, 
O J T^ '' 
where R^ (1+a-p-y) > 0. 
Again from (2.19), we have 
k ^ i 1 1 a ; 2 I 1 2 {^ap.l-a-p-fiy+fiY  
where Rt (1- a - P - n) > 0. Since [8, p. 143] associated Legendre's 
ftinctions 
l + x 
\~xj 
-V, l + v ; l - x 
and Laguerre functions [8, p. 268] 
r(i+v) 
therefore, we have 
(j){-v;l+a;x), 
Q ^ z i k l L l ^ z j ^ f l z ! 
\ ^ J r ( i+v ) vl + O 
(3.19) 
where Rt (1 - a - p - i^) > 0. 
Again since [8, p. 148] 
l + m + v , m - v ; l - x 
1 + m ; 2 
therefore, using (2.7), we obtain 
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D (m-v,/),l+v-/J,v) ' r ( v + w + i ) ^ ' 
(3.20) 
where 0 < Rt (m - v) < 1 and RC (1+ v - p) > 0 
Further, since [8, p. 128 (24)] 
Til-,) 
A 2 2 ' 2 2 2 ' 1 — r 
1-AX ' ^ 
where Rt > 0. Taking ^ = 0 and replacing by 
/ \ 
, we have 
I ^ V I t J 
P. 
/ N t r / ^ 
Ux + t^) [ylx + t^) 
n n 1. 
— . — + —5 X 
2 2 2 . - ; ^ 
1 ' ^ 
Now we can easily obtain the relation 
M. 
2 " 
(3.21) 
ix + t,^ 
where Hn(t) denotes Hermite polynomials defined as 
H„{x) = {2x)\F, 
n n \. , — — + - , 1 
2 2 2 — F 
Again, from (2.19), we have 
{4 W} = K (22 - 1), (3.22) 
where Rt (z) > 0, Rt (1-p-z) > 0 and F„ (z) is another Bateman's 
polynomial defined by 
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1,1 
J = - 1 ) , (3.23) 
where 0 < R! (z) < 1 and is an ultraspherical type 
generalization of Bateman's polynomial Fn(z), first considered by M. A. 
Khan and A. K. Shukla [60] and is defined as 
l+a,p ' 
which for a = 0 and p = 1 reduces to Bateman's polynomial Fn(z) 
(3.24) 
where R( (z+m) > 0, R( ( l-p-z-m) > 0 and F„'"(z) denotes Pasternak's 
polynomial defined by 
l,m + l ' 
(3.25) 
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where 0 < Rl (z+m) < 1 and denotes an ultraspherical type 
generalization of Pasternak's polynomial, first considered by M. A. 
Khan and A. K. Shukla [60] and is defined as 
- n,« + 2a + l , - ( l + z + w); J 
l + a,l + m 
which for a = 0 reduces to Pasternak's polynomial 
(3.26) 
where 0 < Rfa < 1 and denotes a Jacobi type generalization 
of Bateman's polynomial Fn(z), first considered by M. A. Khan and 
A. K. Shukla [60] and is defined as 
1 
\+a,p 
which for P = a reduces to and for a = P = 1, p = 1 becomes 
Bateman's polynomial Fn(z). 
Q (3.27) 
where 0 < R((z+m) < 1 and denotes a Jacobi type 
generalizafion of Pasternak's polynomial, first considered by M. A. 
Khan and A. K. Shukla [60] and is defined as 
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\ + a,\ + m ' 
which for p = a reduces to and for a = (5 = 0 reduces to 
Pasternak's polynomial 
Further, we have 
-n; 
a,l; 
xt -zAt). (3.28) 
where RC (1-a-P) > 0 and Z„(x) denotes Bateman's polynomial defined 
by 
Zn{x)=2F2 
1,1 r 
Q 11 i^ i a.v ,l-a,n+v— 
2 2 
•n 
a,1 + 6; 
xt > = zt\b,t) (3.29) 
where R£ V — 
V 
>0 ,0< /?4a )< l and denotes generalization 
of Bateman's polynomial Zn(t) given by Bateman himself but this 
notation was adopted by M. A. Khan and A. K. Shukla [60] and is 
defined as 
-n,n + 2v. 
1 1 ut 
which for v = '/a, b = 0 reduces to Zn(t) 
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p+l^q+2 1 'xt = fn 
p' J 
(3.30) 
where the polynomial on the R. H. S. of (3.30) is Sister Celine's 
polynomial which is defined by 
L - F q+2 1 Jc l-AA^-bq ; 
Finally, we have 
xt F 
(3.31) 
^^^ b b b-"^' 
F 'p+4^ q+2 A(2,a + p+Y) •! 
(3.32) 
Q pFq xyzt F A(3,a + /3+r) ; 
(3.33) 
4. GENERATING FUNCTIONS AND EXPANSIONS: The operator 
^(a ^ y } ' s sometimes useful in deriving the generating functions and 
expansions one function from the known generating function and 
expansion of another function. We mention here a few such cases. 
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In view of the relation [10, p. 267(22)], the generating function 
for J T i - f ^ t ) may be written as 
( I - " )" -" 
xtu 
1; l-u n=0 
(4.1) 
Operating on both sides by } ^^ing (3.8), we obtain the 
generating function for Laguerre polynomials 
III 
(4.2) 
n=0 
Again replacing P by P - n in the relation (3.17), we have 
I - - .X 
\ y 
which may also be written as 
n=0 
-.X 
\-t 
V 2 , 
II 
n = 0 
Using (4.2) and finally (2.7), we obtain the generating fiinction for 
Jacobi polynomials 
(4.3) 
n=0 
Starting with (3.17), we may also obtain 
(3.17) 
n=0 
Again, (3.2) may be adjusted as follows: 
I l l 
a , u 
C wA" 
n=on\ 
1+ 
xt 
\ " / n\ 
Thus, after performing the operation, we obtain the generating function 
for Bessel polynomials 
1 -
ut Nl-a U 
«=o n! 
(4.5) 
In view of the relation [84, p. 207 (2)], we have 
/ 1 , \ 1- f •JC 
v / 
^ (-l) '>i!(l+a)„ 
— - . X 
V 2 ) 
(4.6) 
Operating on both sides of (4.6) by { } 
(3.17), we obtain the expansion for Jacobi polynomials 
V 2 , 
(4.7) 
n . Replacing v by v - — in (3.15), we have 
Q 
( 1 v+ 
2 2 
-.X 
f l \ f l ^ 
— -V - + v 
\ u Y"! U ) 
2 . (I-Zv), 
n 
V — 
which may be written as 
n=0 
1 n\ v+ 2 2 .X U 
V Y 
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= 1 -n=0 
'I ^ 
V 
v2 y 
'I ^ 
- + v 
v2 y 
(-lyA 
( l - 2 v ) „ 
-clH^y. 
Using (4.2) and (2.7), we get 
n 3 
n=0 
1 
V 
u . 
1 
- + v 
v2 yn/ 
i-if^ 
(4.8) 
n . 
Replacing a by a - — in (3.16), we have 
Q {2a+l,p,r,oy L 
(\-t \ 
— . X 
V 2 J 
n n 
which may be written as 
a E A /j=0 
^ \ "-2 i^-t 
.X u' 
V ^ y n=0 
n n 
a —,a — 
2 2) 
using (4.2) and (2.7), we obtain 
n n a—,a — 
2 2 
«=0 
i t y . (4.9) 
5. SOME FORMULAE INVOLVING APPELL'S FUNCTIONS: 
Appell's functions of two variables [8, p. 224] are defined as follows: 
(5.1) 
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/«=o«=o {c)Jc')„ ml nl 
F A a M c ^ ' ^ . y ) ^ i l ^ f m ^ (5.3) 
' - o « = o ml n\ 
ml nl 
Now it follows from the identity 
,„=o«=o ml nl 
and the foraiula (2.6) that 
+ + + P+y;u,v) (5.5) 
The confluent form of (5.1) is [93, p. 25] 
z i^f-'C^'f^; (5.6) 
-o-o {cl,„ ml nI 
This form is readily obtained from the identity 
m=on=o{aj„m 1 nl 
where Iv(z) is the modified Bessel ftinction, and the formula (2.6) giving 
= (j)^ (a + l5+r+^i ,P ,a + P+y,u,v) (5.7) 
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We also obtain Appell's functions from the confluent series [93, 
p. 25-26] as follows: 
(5.9) 
Further we have [8, p. 264] that 
:r 1 
where Mk, ^(x) is Whittaker's M-function. Now consider the identity 
2 "'2 2 2 ' 2 
^<j)(a;c;xu) (j) {a;l + a + b -c;vy) 
Operating on both sides by = Q } observing that [8, p. 269] 
F^ [a; b;c,{\ + a + b-c);x(l- y), y{l - x)]- 2^1 
'a,b-
c 
a,b ; 
\ + a + b-c; y 
we immediately obtain 
(ux+vy) 
a ib,b,d,oY 
{\+a+b-c) 
e 2 {ux)2{vy)- 2 M, , 1 (vy) 
— a, 
2 2 2 
= F4 [a; Z?; c, (1 + a + - c); m(1 - v), v(l - m)] ^ (5.10) 
6. AN IDENTITY: The operator Q }may also be used for 
establishing certain identities. We illustrate the method by considering 
115 
the expansion for Laguerre polynomials. We have the relation [3, p. 142] 
that 
r=o rl 
which may also be written as 
n ! r=o r ! (l + A), .=0 r!(n-r)\ ^ok!{\ + l + r\ 
^ y y + ^  + + 
h r=o r!k! («- r ) ! ( l + A + 4 
Operating on both sides by = Q we obtain 
n\ h r!(n-r)\{a + P+yl 
X 
•n + r,a,a + p +Y + l^ + r; 
a + P +Y +r,\ + l + r ; 
(6.1) 
Taking ^ = a + - n, the right hand side becomes Saalschutz 
form and finally reduces to ( - I f 
n\ 
CONCLUDING REMARK: Results of this chapter has been accepted 
for publication in Acta Ciencia Indica. 
CHAPTER VI 
A STUDY OF q-LAGRANGES POLYNOMIALS 
OF THREE VARIABLES 
ABSTRACT - The present chapter introduces a q-analogue of 
Lagranges polynomials of three variables due to Khan and Shukla and 
gives certain results involving these polynomials. 
1. INTRODUCTION: Lagranges polynomials arise in certain problems 
in statistics. In literature they are denoted by symbol and are 
defined by means of the following generating relation (see [78-79]): 
(1.1) 
n=0 
Brenke Polynomials [5] are defined as 
A i t ) B i x t ) = Z P „ { x y (1.2) 
n=0 
So that 
(1.3) 
k=0 
where an and bn are arbitraiy constants and where • 
Furthermore, with the proper choice of the parameters, they form some 
interesting sets of orthogonal polynomials. These were first encountered 
by Al-Salam and Chihara [1]. 
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P„(x;q;a,b,c)=Y. ic=o 
-n+k (1.4) 
where 1 - (a + l)x/ + = 
a y p. 
and 
1 (c + l)xt + ct^ = 1 - t 1 — . Next they appeared as the q-
v ~ / 
Random Walk Polynomials of Askey and Ismail [2], 
1 
kl 
•X 
k=0 
[ r ' - w v y - y 
-k (1.5) 
where \ -xt + ct^ = 
V 
/ \ 
/iy 
X, 
/ \ 
1 - 1 
V 
In 1991, M. A. Khan and A. K. Sharma [28] considered an 
interesting special case of Brenke Polynomials in the form of q-analogue 
of Lagranges polynimials (1.1). They defined q-Lagranges polynomials 
by means of the following generating relation using the notations of 
Slater [86]: 
A A 
5 5 
(1.6) 
n=0 
where 
100 
q'' 
' ( 1 - 4 " ( 1 - 4 , 
(1.7) 
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Recently in 1998, M. A. Khan and A. K. Shuida [56] studied 
Lagranges Polynomials of three variables. They defined the three 
variable analogue of Lagrange Polynomials by means of 
the following generating relation: 
( i - x O - O - J ' O - ' O - ^ O " ^ = . (1.8) 
n=0 
In order to study the above polynomials they introduced the following 
lemma: 
LEMMA: 
C30 00 00 , ^ cc n m 
I I I Aik,m,n)=j: X X A{k,m-k,n-m) (1.9) 
n=0 m=0 k=0 n=0 m = 0 k=0 
and 
x n m 00 00 00 
E I Z A(k,m,n)=Z Z Z A(k,m + k,n + m) . (1.10) 
n=0 m=0 k=0 n=0 m=0 k=0 
In this chapter we consider the q-analogue of Lagranges 
polynomials of three variables. 
2. q-LAGRANGE POLYNOMIALS OF THREE VARL^LES: We 
define the q-analogue of Lagranges polynomials of three variables 
by means of the following generating relation using the 
notations of Gasper and Rahman [13]: 
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n=0 
(2.1) 
In order to study such a polynomial we need the following 
lemma: 
LEMMA 1: We have 
i Z i A(k,j,n)=± t Z A(k,j\;n-j-k) (2.2) n=Q 7=0 k=0 n=0 7=0 *=0 ^ 
and 
i i Z Z Z A(k,J,n + j + k) . (2.3) 
n=0 7=0 jt=0 n=0 7=0 k=0 
The above lemma is a special case of the following lemma due to 
Srivastava and Monacha [92]: 
LEMMA 2. For positive integers mi, ..., m^ (r > 1), 
z z 
= Z Z (2.4) 
n=0 
and 
z z 
= Z Z + + (2.5) 
n=0 =0 
120 
Expanding the L. H. S. of (2.1) using Lemma 1 and finally 
equating the coefficient of t" on both sides, we get 
Polynomials can be regarded as a generalization 
of q-Lagrange Polynomials of Khan and Sharma [28] fi:om two to three 
variables as it can easily be seen that 
(2.7) 
Replacing z by yq^ in (2.1), we also get 
= (2.8) 
Similarly, 
(2.9) 
= (2.10) 
. (2.11) 
Now consider 
n=0 
121 
= 1: i S n=0 y=0 ;t=0 
n=0 j=0 i=0 
using (2.2). 
Now equating the coefficient of f , we get 
7=0 
(2.12) 
As a particular case of (2.12) it can easily be verified that 
- i . (2.13) 
r = 0 
3. MAIN RESULTS: The first formula to be proved is 
n=0 m=0 V « y 
_ (x(v + t)q";q}M^ + t y ; q } M v + t)qy-qi 
W v + W v + W v + 
(3.1) 
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Proof: X X + " g t i f (x ,y , z ) t ' ' v " 
n=0 m=0 
n=0 
,00;-;q,x(v + 0) ;-;q,y(v +1)) ;-;q,z{v + r)) 
^ (x(v + ;gl{y(v + ^ qj (z(v + /)q';ql _ 
Wv + gl (y(v + /); ql (z(v + ql 
The second formula to be proved is 
I 
n = 0 
ft) 
(x^  (1 (1 (1 
Proof: 
n=0 
n; 
0) 
n=0 r=0 
{-.,)' 
from which the result follows by using (3.1). 
The third formula to be proved ^s 
Z S i V-n=0 m=0 m=0 U ! TH ! k ! 
_ {x{t + V + (oy- ,q\{y( t + V + (oy \q)^[z( t + v + (o)q'-q)^ 
(x(/ + V + 0)); + V + «>, {z{t + v + o)); q)^ 
The proof of (3.3) is similar to that of (3.1) 
The fourth formula to be proved is 
(3.17) 
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S I 
n = 0 m=0 
m + n 
n 
I o \ —m(m-\) 
5 > • 5 5 ; 
( 3 . 4 ) 
CO 0 0 
Proof: X Z 
n=0 m=0 
m + fi 
n 
\ -m(m-l) 
5 m?o {q)M„-
n i n " ) (— n'"" 
I Z ^^  
n=0 m=0 ill 
= i g i / ' \ w ) i " A «=0 
vq 
q 
n=0 
(3) 
> ? • ? ? » 
CONCLUDING REMARK: 
It is proposed to study q-Lagrange polynomials of n-variables in 
future research work . 
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