A neural-network architecture of multifaceted planar interconnection holograms and optoelectronic neurons is analyzed. Various computer-generated hologram techniques are analyzed and tested for their ability to produce an interconnection hologram with high-accuracy interconnects and high diffraction efficiency. A new technique is developed by using the Gerchberg-Saxton algorithm, followed by a random-search error minimization that produces the highest interconnect accuracy and the highest diffraction efficiency of the techniques tested. Analysis of the system shows that the hologram has the capacity to connect 5000 neuron outputs to 5000 neuron inputs with bipolar synapses and that the encoded synaptic weights have an accuracy of 5 bits. A simple feedback system is constructed and demonstrated.
Introduction
The key components of neural networks, whether biological or man-made, are nonlinear processing elements (neurons) and weighted interconnections between neurons (synapses). Each neuron is composed of an input summing port, a nonlinear transfer device, and an output port. The input to a neuron is equal to the sum of the weighted synaptic outputs from other neurons in the network. This input is transformed by the neuron's activation function to produce a new operating state for the neuron. Neural networks can be configured as feedforward or feedback systems and have been used for pattern recognition, 1 as associative memories, 2 and for solving optimization problems. 3 While neural networks can and are implemented entirely with electronic hardware, optics has a clear advantage in the task of interconnecting neurons. Unlike electronic signals, light beams do not interact with one another, permitting many connections to be made in the same space. All-optical associative memories have been demonstrated by using resonator structures, [4] [5] [6] but those systems do not provide a general approach for implementing neural networks. Since photons do not interact with one another, it is difficult to implement directly the processing operation of the neuron with optical devices; thus many systems combine optical synaptic interconnects with optoelectronic neurons.
A standard optical vector-matrix multiplier can be used to implement the interconnects when neurons are arranged in a one-dimensional array. 7 To build larger networks, the neurons can be arranged in a two-dimensional (2-D) plane, but the interconnect becomes four-dimensional. Volume holograms have been investigated for optically interconnecting a 2-D array of neuron outputs to a 2-D array of neuron inputs, however, because of Bragg degeneracy, unique interconnections can be achieved only when the input and output planes are sparsely populated. 8 Wavelength multiplexing has been proposed as a method to allow full interconnection between a 2-D array of outputs and inputs via a volume hologram. 9 An alternative approach to interconnecting a 2-D array of neurons [10] [11] [12] involves the use of multifaceted holograms 13 for performing the interconnection process. An individual neuron within the 2-D array emits a light beam that illuminates a single subhologram. The diffraction pattern produced by that subhologram provides the interconnections from that neuron to all other neurons in the network. An array of subholograms, one subhologram for each neuron, encodes all the interconnections in the network.
We discuss and analyze the system properties, capabilities, limitations, and design of neural networks, that are composed of multifaceted planar holograms and optoelectronic neurons. The architecture of the optoelectronic neural network is discussed in Section 2. Various techniques for computer generation of planar holograms are discussed in Section 3 and analyzed in Section 4. An example system is analyzed in Section 5, and a feedback associative memory is demonstrated in Section 6. The conclusions of the analysis are discussed in Section 7.
Architecture of an Opto-Electronic Neural Network
The general system architecture considered in here is shown in Fig. 1 . It consists of a 2-D array of optoelectronic neurons and a 2-D array of interconnection subholograms. Incoherent addition (i.e., intensity summation) of the light coming from different neurons is assumed. The interconnections in this architecture are fixed. Learning or specification of the synaptic weights is assumed to have been done prior to building the network.
The optoelectronic neuron consists of an input detector that performs an intensity summation of the synaptic weighted light beams, an electronic implementation of the neuron's activation function, and an output port that encodes the neuron's output state on a light beam. In Fig. 1 , the outputs and inputs of the optoelectronic neurons are shown in separate planes. This could represent, for example, two layers of a feedforward network. For a feedback system, the inputs and outputs would be combined into a single integrated device and the outputs directed to the inputs with the appropriate optics.
In general, neural networks contain both excitatory and inhibitory (i.e., bipolar) interconnections. Although previous work with Hopfield-style associative memories has shown that better performance can be achieved with unipolar synaptic weights instead of bipolar weights when an optimized threshold is used, 14 the implementation of arbitrary networks will require the use of bipolar synaptic weights. With synaptic weights mapped as light intensity, the polarity of the interconnection in this architecture is encoded spatially. A differential pair of detectors is used at the input to the neuron: one to sum the inhibitory signals and the other to sum the excitatory signals. Additionally, the output state of a neuron can be either unipolar or bipolar. Bipolar neurons require two output devices: one that encodes positive output states and the other that encodes negative output states. A light emitter or spatial light modulator can be integrated with the pair of detectors to form an optoelectronic neuron. 15, 16 The full interconnection hologram in Fig. 1 is made up of an array of subholograms. As mentioned earlier, each subhologram connects a neural emitter or modulator to an array of neural detectors. Each subhologram is designed as a Fourier transform hologram so that the connection pattern is independent of subhologram position. Optical generation of interconnection holograms for this geometry has been reported. 17 The holograms considered here are computer generated and are designed to be either a binary transmission mask or a multilevel phase mask. The hologram mask has a finite number of resolvable elements [i.e., finite space-bandwidth product (SBWP)], which limits the amount of information that can be encoded in a subhologram and the number of subholograms that can placed on the mask. Since each subhologram connects a single neuron output to an array of neuron inputs, it must be able to encode a number of interconnections equal to the number of neurons in the array, and therefore, the SBWP required must be at least equal to the number of neurons. Additional SBWP may be necessary to provide sufficient accuracy in the interconnection weights, to encode a carrier, to provide light confinement in each detector cell, to encode the neuron and synaptic weight polarities, and to separate individual subholograms so as to reduce crosstalk. The hologram mask is constrained by fabrication considerations to be either a binary amplitude transmission mask or a phase transmission mask with a limited number of quantization levels. The task of the hologram design process is to produce a hologram that satisfies the fabrication constraints, accurately encodes the interconnection weights, and has a high diffraction efficiency, while at the same time utilizes the least SBWP so that large networks can be constructed.
Hologram Design
There are a number of design strategies that have been developed to produce binary transmission holograms. In the cell-based techniques such as the Lee 18 technique and the Lohmann 19 technique, one starts with the desired amplitude pattern, determines the complex-valued wave front that would produce this pattern, in this case through a Fourier relationship, and then encodes samples of the wave front in the binary transmission hologram. Since intensity is detected by the optoelectronic neurons, the amplitude pattern at the detector plane represents the square root of the synaptic weights. To reduce the dynamic range required in the wave front, a random phase can be added to the amplitude pattern. Rectangular pixels in the hologram produce a sinc function amplitude roll-off in the diffraction plane, but the synaptic weights can be compensated to correct for this error. In the Lee technique, the wave front is sampled with four quadrature phase basis vectors, and the samples are encoded in the size of transparent apertures. Wave-front samples of the Lohmann technique are encoded as single transparent apertures with an area proportional to sample magnitude and a position related to sample phase.
The diffracted amplitude pattern produced by the holograms suffers from speckle noise. By confining the diffracted light produced by the holograms to the centers of the neuron detectors, speckle noise in the diffraction plane is reduced 20 and alignment of the detector array is made easier. Light confinement is accomplished by either zero padding the synaptic weights before subhologram generation or by replicating the original subholograms.
Point-based techniques binarize individual samples of the wave front.
As with the cell-based methods, these techniques begin with the desired amplitude pattern. Wavefront samples are forced to be real valued and positive by modulation with a carrier frequency and by addition of a bias. Error diffusion is a specific point binarization process based on the Floyd and Steinberg algorithm. 21 This process binarizes individual samples and redistributes the binarization error to adjacent samples. This has the effect of transforming much of the binarization error into high-frequency noise that manifests itself in regions outside the connection pattern in the diffraction plane. 22 There are other approaches that iteratively reduce the error of the reconstructed synaptic weights. One such technique is the Gerchberg-Saxton method. 23 This technique tries to satisfy the quantization constraints on the hologram while producing the desired synaptic weights in the diffraction pattern. 24, 25 During a typical iteration, the diffraction pattern is inverse Fourier transformed to yield a complex hologram function. A constrained hologram is produced by using a quantization function. A new diffraction pattern is calculated, and the synaptic weight values are imposed on the appropriate region of the diffraction plane. Because only intensity detection is considered, the phase of the diffraction pattern is left unchanged. This constitutes a new diffraction pattern. Ideally, this process continues until all constraints are met, but some amount of reconstruction error often results either due to limited computation time or the fact that no exact solution exists. A variable quantization function can be used to improve the performance of the algorithm. During the initial iterations, no binarization is performed. Gradually the range of values binarized is increased until all hologram values are binarized in the final iterations.
Another iterative technique for holographic design is based on the simulated annealing algorithm. 26, 27 With this process, the hologram is always binary, and the difference between the desired synaptic weights and actual synaptic weights produced by the binary hologram is encoded in an energy function. The algorithm tries to minimize this energy function by changing pixels from transparent to opaque or vice versa. If a change produces a lower reconstruction error (downhill change), then it is accepted. If a change produces a higher reconstruction error (uphill change), then it is accepted with a probability based on the Maxwell-Boltzmann distribution. This iterative process continues with periodic reductions in the probability of accepting uphill changes (annealing). When no more changes in the hologram are produced, the process stops. With a perfect annealing schedule and an unlimited computation budget, the optimal binary hologram will be produced.
Unfortunately, the simulated annealing technique is a very time consuming process. In addition, annealing schedules are generally formulated through trial and error. By eliminating the annealing, that is accepting only downhill changes, the simulated annealing process reduces to a random search. In this approach, one begins with a random start point for the hologram and then only accepts changes that improve accuracy. If one begins with a hologram calculated via another technique and then applies random search, a hologram with improved accuracy can be calculated in a much shorter amount of time than would be required with simulated annealing. In this paper, this technique is referred to as a preconditioned random search. Preconditioned random search was applied to holograms produced by using either the error-diffusion technique or the Gerchberg-Saxton technique.
Once a binary transmission hologram has been calculated, it can be fabricated by using electron-beam lithography. The lithographic mask can function as the hologram, or it can be used to copy the hologram to another substrate.
Binary phase holograms, which have improved diffraction efficiency relative to binary amplitude holograms, can be constructed from binary amplitude holograms by using reactive ion-etching techniques.
The Gerchberg-Saxton, simulated annealing, and random-search techniques can be reformulated to calculate multilevel phase-only holograms. The former is modified by replacing the amplitude quantization function with a phase quantization function, 28 while the pixel update processes of the latter two are modified so that when a pixel is randomly chosen, its discrete phase value is randomly changed to another discrete phase value.
The production of multilevel phase-only holograms is more complex than the production of binary holograms. The fabrication process begins by breaking the phase levels into binary values and generating a separate electron-beam mask for each bit. 29 M electron-beam masks are used to generate 2 M phase levels. As with the binary phase hologram, the mask pattern is copied to a substrate and reactive ion etching is used to produce specific phase modulations. This is repeated for all M masks.
Hologram Analysis
To evaluate the various design techniques, a 64-point connection pattern was defined. Half the interconnection weights in this pattern had a value of 1 and half had a value of 0. With randomness in the design process (random output phase coding in the cell-based, error-diffusion, and Gerchberg-Saxton techniques, and randomness in the starting point and pixel-picking process of the simulated annealing and random-search techniques), each process was repeated 50 times to produce statistically averaged performance metrics. These metrics include reconstruction error, diffraction efficiency, computation time, and interconnection capacity.
A. Reconstruction Error
The reconstructed synaptic weights are taken from the intensity of the calculated diffraction pattern and rescaled by a linear least-squares fit to match the value range of the desired synaptic weights. For an N-point connection pattern, the root-mean-square (RMS) error is calculated from the desired synaptic weights, w ij , and the weights reconstructed from the hologram, ŵ ij , and is described by
To evaluate the tradeoff between the hologram error and the SBWP, each subhologram was replicated with increasing replication factors. Zero padding around the synaptic weights was also used with some of the techniques to evaluate this tradeoff. Figure 2 is a graph showing the RMS error as a function of SBWP for the various binary amplitude holograms tested with the 64-point connection pattern. To properly offset this connection pattern from the central diffraction order, a carrier-frequency expansion of 4 by 4 was designed into the holograms resulting in a fundamental SBWP of 1024. The fundamental SBWP of the hologram is the number of points used to encode the synaptic weights, synaptic weight polarity factor, and carrier; it is the minimum SBWP required by the hologram. This figure illustrates that little improvement in synaptic weight accuracy is gained at a great expense in SBWP beyond an increase of 4 by 4 in synaptic weight zero padding or subhologram replication. This figure also shows that the Gerchberg-Saxton preconditioned random-search technique produced the most accurate hologram (i.e., lowest RMS error). Fig. 3 did use a carrier, and the fundamental SBWP for the 64-point connection pattern is again 1024. As with binary holograms, little improvement in synaptic weight accuracy was found beyond a 4 by 4 subhologram replication factor. Similar curves were found with holograms possessing more phase levels. A modest improvement in accuracy was observed as the number of phase steps was increased. Results at the same SBWP with and without a carrier showed little difference in reconstruction error. When holograms were produced without a carrier and at the fundamental SBWP (i.e., 64 points), much higher reconstruction errors resulted and subhologram replication had little effect on error. The Gerchberg-Saxton preconditioned random-search technique produced the lowest RMS error for all cases tested.
The inverse of the RMS error roughly corresponds to the analog dynamic range of the stored synaptic connections. For instance with a 4 by 4 replication factor, the error-diffusion hologram has an RMS error of 0.22 as shown in Fig. 2 which corresponds approximately to a dynamic range of 4 or a precision of 2 bits. Similarly, the synaptic weights stored in a Gerchberg-Saxton preconditioned randomsearch hologram have a dynamic range of 15 (3.9 bits) for binary amplitude encoding and 18 (4.2 bits) for 4-level phase encoding. When bipolar weights are considered with two connections per synapse, the dynamic range is doubled (i.e., an additional 1 bit in precision is gained). 
B. Diffraction Efficiency
The diffraction efficiency of a hologram is the fraction of diffracted light energy, I h (x,y), falling on the detector array or region of interest (ROI) out of the total energy illuminating the hologram, I o . Mathematically, this is described as Table 1 lists the diffraction efficiencies calculated for some of the techniques tested. The diffraction efficiency of binary amplitude holograms was low due to absorption in the hologram, the large central diffraction order, and the need for both a +1 and -1 diffraction order. Diffraction efficiency improves by a factor of 4 when the holograms are encoded as binary phase holograms. With half of the binary amplitude hologram pixels transparent (i.e., duty cycle of 50%), the phase-only version produced no central diffraction order. However, with the Lee technique which has a much lower duty cycle, the intensity ratio between the central diffraction order and +1 diffraction order increases with phase modulation. When considering scatter, this large central diffraction order is a problem. Clearly, the Gerchberg-Saxton and Gerchberg-Saxton preconditioned random search demonstrated the best diffraction efficiency. Also, while most techniques showed no improvement in diffraction efficiency as the number of phase levels was increased, these two techniques showed a marked improvement up to 16 phase levels. Beyond this quantization little improvement was observed. 
C. Computation Time
The Fourier transform step used in the cell-based and error-diffusion techniques is implemented via a fast Fourier transform (FFT) algorithm. Hence, the computation time required to calculate a hologram that connects a plane of N neuron outputs to another plane of N neuron inputs is proportional to N 2 log 2 (αN) [Nlog 2 (αN) for each subhologram]. The Gerchberg-Saxton implementation is also based on an FFT but requires many iterations. Thus, the computation time required is generally hundreds of times longer than for the noniterative techniques. The hologram generation algorithms based on simulated annealing and random search use look-up tables to calculate changes in the reconstructed synaptic weights, which helps to lower the reconstruction time, but the computation time with these algorithms is proportional to N 3 . Table 2 lists the computation times required to encode the 64-point trial connection pattern in a 1024 point subhologram by using the various techniques. All times listed are for the equivalent of a VAX 11/780 computer. By extrapolating these times to the construction of a large-scale neural network with thousands of subholograms encoding millions of interconnections, one finds that computation times can range from months to centuries. This is obviously impractical on conventional computer systems, but by simultaneously generating the subholograms on the separate processors of a massively parallel computer or by using specialized hardware, reasonable computation times can be achieved. 
D. Interconnection Capacity
In the architecture depicted in Fig. 1 , neurons are laid out in a two-dimensional grid with N x neurons in the horizontal direction and N y neurons in the vertical direction for a total of N x N y neurons. Each neuron consists of 1 or 2 inputs depending on synaptic weight polarity (W) and 1 or 2 outputs depending on neuron state polarity (P). Zero padding around synaptic weights is described by the integer factors Z x and Z y , and subhologram replication is described by the integer factors R x and R y . Expansion of the SBWP for carrier-frequency encoding is described by C fx and C fy . Any additional SBWP used to improve the accuracy in the interconnection weights is described by the expansion factors E x and E y . Combining these factors yields an equation describing the number of pixels in a single subhologram. For a hologram mask of physical dimensions H x × H y , and resolution elements of size ∆ x × ∆ y , and a fractional separation factor of G between subholograms for reducing crosstalk, the total number of neurons that can be laid out in one dimension of the neuron plane is given by
(4) The total interconnection capacity of the hologram plane is (N x N y ) 2 .
As an approximation to the upper limit of hologram capacity, consider a common lithographic mask of size 125 mm by 125 mm with a pixel size of 0.5 µm by 0.5 µm. Assuming a subhologram replication factor of 4 × 4 (i.e., R x = 4 and R y = 4), a carrier-frequency factor of 4 × 4, a cross-talk subhologram separation factor, G, of 15%, and Z x , Z y , E x , and E y all equal 1, a plane of 5000 (50×100) bipolar neural emitters can be connected to a plane of 5000 bipolar neural detectors. This size yields an interconnection capacity of 25 million bipolar synapses. The 2:1 layout is a result of using two detectors per neuron to encode the synaptic polarity and two emitters per neuron to encode output polarity. Larger capacities can be realized when less SBWP (i.e., less subhologram replication) is used to encode the synaptic weights, although as Fig. 2 and Fig. 3 show, this reduces the accuracy of the stored weights. Figure 4 illustrates a feedforward system implemented with detector-emitter based neurons. In this example, data are optically fed into the system and electronically read out of the system. The operational speed and power requirements are set by the characteristics of the detectors, emitters, and interconnection holograms. The detected power required to achieve a particular signal-to-noise ratio (SNR) at an individual detector is given by P det = √  A∆f D * SNR, (5) where D * is the specific detectivity of the detector, A is the detector area, and ∆f is the temporal bandwidth of the detector. For this diffractive interconnection system, the power received at an individual detector is given by
System Analysis
where the typical source has an output power of P emit and η d is the diffraction efficiency of the hologram. The fanout and fanin factors refer to the number of neurons a single neuron connects to and the number of neurons that feed into a neuron, respectively. From these two equations, the minimum required emitter power is given by
In Sec. 4, a typical interconnection hologram was found to connect 5000 bipolar neuron emitters to 5000 bipolar neuron detectors. To examine the potential performance of the system illustrated in Fig. 4 , an array of surface-emitting laser diodes interconnected via a phase-only hologram with a diffraction efficiency of 40% to a silicon based detector array is assumed. High-speed silicon detectors can operate at 1
MHz with a detectivity of 10 11 cm√ Hz/W. To achieve a SNR of 10:1 in the extreme case where 1 emitter is connected to all the detectors (i.e., fanin of 1 and fanout of 5000), the minimum required emitter power is 128 µW. This extreme fanout/fanin case will rarely be encountered, and typically several orders of magnitude less emitter power will be required. Even so, the optical power required for the entire network is 640 mW. Vertical-cavity surface-emitting laser diodes have high differential quantum efficiencies, but require a high threshold current. One reported device has a threshold current of 5 mA and operates ~ 4 V. 30 With 5000 emitters, the total electrical power required by a neuron plane is approximately 100W. Heat dissipation of this much power may be a problem, but as experimental threshold currents continue to drop, less power dissipation will be needed. LED's, while having lower quantum efficiencies, can operate with less power since they require no threshold current and may be more suitable for large networks.
With 25×10
6 interconnections operating at 1 MHz, the processing rate of this system is 25×10 12 bipolar synaptic interconnections per second per neuron plane. This is at least three orders of magnitude higher than most electronic neural networks. Detector-modulator based systems are similar in design but require an external source of illumination that must be coupled to the neuron plane by using a beamsplitter. This external source can be advantageous from a power dissipation standpoint, however, the speed of systems based on detector-modulator neurons is fixed by the modulator material and typically in the range of 1 kHz. With this approach, 25×10 9 bipolar synaptic interconnects per second can be realized. This is comparable to current electronic neural networks. 
Demonstration System
To demonstrate the use of fixed planar holographic interconnects in an optoelectronic neural network, a demonstration system was constructed by using binary amplitude holograms.
A. Neural Network Implemented
A Hopfield auto-associative memory model was chosen. This neural network tries to associate each input pattern presented to it with one of the stored patterns. A training set of three stored patterns ( ) was used in the system. The appropriate synaptic weights were encoded in binary-amplitude planar holograms by using the error-diffusion method and error-diffusion preconditioned random-search method. Without access to an electron-beam lithography facility, the interconnection holograms were fabricated by using photolithographic methods.
B. Experimental Layout
The experimental optoelectronic neural network is illustrated in Fig. 5 . An initial pattern of 8 by 8 pixels is fed into the system by a computer; this pattern represents the initial state of the neural network. The pattern is optically written onto a Hughes liquid-crystal light valve SLM. This binary pattern is polarization encoded onto the laser beam by the SLM. The polarization beam-splitting cube reflects only the vertical component of this polarized signal so that a binary amplitude pattern illuminates the hologram array. Each pixel of the pattern illuminates an individual subhologram. There are 64 neurons with 4096 bipolar interconnections in this experimental system.
The Fourier transform of the hologram array is produced at the back focal plane of the lens. To reduce scatter, the low frequency information of the diffraction pattern is filtered out. A relay lens is used to image the filtered Fourier plane onto a video camera. The light arriving at the detector plane represents the input to the neuron plane. For this experimental test system, a video camera is used to detect the opti-cal signal. The video signal is digitized by a video frame buffer. The computer splits up the video frame into a grid and sums up the intensity in each cell to simulate a detector array. The difference and threshold operations are performed digitally, and the result is stored in another video frame buffer, which drives the projection television. This forms the new network state, which illuminates the hologram plane, and the process continues until the network converges to a stable state.
A neuron in the system can take on two values; a value of 0 is represented by a dark pixel, and a value of 1 is represented by a light pixel. The performance of a Hopfield style neural network is significantly improved by using bipolar neuron states instead of unipolar neuron states. As an experimental test of bipolar neurons, a two step process was used. During the first step, a pattern was projected onto the SLM, and the detected pattern on the video camera was stored. During the second step, the inverse of the pattern was projected onto the SLM, and the output pattern it produced was subtracted from the first detected pattern. 
C. Results
A prime feature of auto-associative memory neural networks is the convergence of the network to the ideal stored pattern when the input pattern is corrupted. By randomly flipping the pixels of the training set, a test set of corrupted patterns was generated. These patterns were presented to the experimental optoelectronic neural network. The convergence of these patterns was also evaluated in a computer simulation of the optoelectronic neural network and a computer simulation of the ideal neural network. From the simulations, it was found that the auto-associative neural network constructed with preconditioned random-search holograms performed almost identically to a neural network with ideal synaptic weights. The experiment, while not performing quite as well as the simulation, did come close for both unipolar and bipolar neuron state values. The results with the error-diffusion hologram were not as good as with the preconditioned random-search hologram. Figure 6 illustrates the performance of the experimental optoelectronic neural network with a test set composed of corrupted versions of the letter " ". This figure is a graph of the probability that the network converges to the original letter " " as a function of the number of corrupted pixels in the input pattern. The total number of pixels in the input is 64. From this graph, it is apparent that when the number of incorrect pixels in the input pattern becomes too large, the network does not converge to the ideal pattern. Similar responses were found with the other stored patterns.
The small differences between the experimental results and the simulation results were attributed to aberrations in the Fourier transform lens and relay lens, to nonuniformity in the response of the video camera, to high-frequency rolloff in the holograms due to loss of spatial resolution as a result of the hologram fabrication process, and to RF interference in the electronics produced by the argon ion laser's plasma discharge tube.
The experimental optoelectronic neural network system along with its computer simulation shows that a planar hologram can be used to implement the synaptic weights of a neural network. These experimental results agree well with analytic calculations of associative memory performance. 14 Figure 6 . Performance of the ideal associative memory and the experimental system. This graph plots the probability of convergence of the network to the correct state, the letter B, versus the number of corrupted pixels.
Discussion
There are a number of ways holograms can be designed to implement interconnects for optical neural networks. Of the techniques tested, holograms designed with the Gerchberg-Saxton preconditioned random-search technique had the best performance in terms of reconstruction accuracy and diffraction efficiency. During the initial iterations of the Gerchberg-Saxton technique, there is very little quantization of the hologram, which seems to allow higher diffraction efficiencies to be achieved. Theoretically, the simulated annealing algorithm should be able to find the optimal solution, and our original formulation of the simulated annealing energy function included a term to maximize diffraction efficiency. However, we found that this energy function produced little improvement in diffraction efficiency because the reconstruction error dominated the energy function. A reformulated simulated annealing process enforcing high diffraction efficiency first and then enforcing low reconstruction error should perform as well as the Gerchberg-Saxton preconditioned random-search technique. However, we have been unsuccessful to date in formulating such an energy function for the simulated annealing process. The holographic design approach that uses error minimization (random-search) following Gerchberg-Saxton is a new computer-generated hologram technique that appears to work extremely well and may have general applications beyond neural networks.
For the generation of an individual subhologram, the scale factor between the output light pattern and the desired connection pattern was determined by a least-squares fit. When designing a complete hologram with many subholograms, a global scale factor must be incorporated into the hologram design process. For the noniterative techniques, the wave front samples for all the subholograms can be generated and then globally rescaled before hologram encoding. For the iterative techniques, a global scale factor must be determined before the design process begins or a global scale factor can be set by the subhologram that diffracts the most light.
Binary holograms, both binary amplitude and binary phase, require a carrier frequency which results in the connection pattern being produced off-axis. However, this results in an awkward system geometry and also increases the physical size of the system. An on-axis connection pattern can be produced by a multilevel phase hologram encoded without a carrier frequency. On-axis holograms have a much smaller fundamental SBWP than off-axis holograms but have a much higher reconstruction error. To adequately encode the synaptic weights, we found that at least an increase of four (E x = 2 and E y = 2) in SBWP above the fundamental SBWP was required in the hologram generation process and that a SBWP equal to that of an off-axis hologram (E x = 4 and E y = 4 instead of C fx = 4 and C fy = 4) was necessary to achieve equivalent reconstruction accuracy for the synaptic weights. The on-axis holograms, however, generally exhibited a higher diffraction efficiency than off-axis holograms and provide a simpler system geometry, especially for cascaded feedforward systems.
The analysis in Sec. 4 showed that the Gerchberg-Saxton preconditioned random-search technique was able to encode synaptic weights in a 4-level phase-only hologram with an RMS error of 0.055 or a dynamic range of ~ 18. The holograms produced with this method exhibited diffraction efficiencies around 42%. The analysis also showed that with size and encoding constraints on the lithographic mask, planar holograms have the capacity to connect 5000 bipolar neuron outputs to 5000 bipolar neuron inputs. Since the operational speed of modulator based neurons is relatively slow, optical neural networks based on such neurons are comparable in processing rates to current electronic neural networks. Emitter based neurons are considerably faster. The choice of an emitter is still unclear since the tradeoffs between LED's and laser diodes have yet to be fully evaluated. In Sec. 5 a system based on detector-emitter neurons was analyzed. Such a system has a potential processing rate of 25×10 12 bipolar interconnections per second per neuron plane when a 1 MHz operating speed is assumed, however, input and output limitations may represent a bottleneck in system operation at this speed. In Sec. 6, we demonstrated that a system employing planar holographic optical interconnects can be used to implement a neural network architecture and that the performance of an optically implemented Hopfield style network comes close to that of a system with ideal interconnection weights. An interesting observation concerns the assumption of incoherent addition of the light from various subholograms. In the experimental neural network system, we found that even with coherence between neuron outputs, the neurons performed as if incoherent addition was taking place. With energy confined to the center of a detector, the total energy falling on the entire detector was equal to the sum of the energies of the individual light beams falling on the detector since we were effectively averaging over the coherence effects (i.e., fringe patterns).
We conclude from this work that high-speed, large-scale neural network systems based on fixed planar holographic interconnects and detector-emitter optoelectronic neurons should be realizable provided that hologram generation times and power dissipation of the system can be reduced, that fabrication of wafer size electron-beam holograms is practical, and that emitter technology continues to progress.
