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Abstract. We consider the numerical approximation of the mild solution to a semilinear
stochastic wave equation driven by additive noise. For the spatial approximation we consider
a standard finite element method and for the temporal approximation, a rational approxi-
mation of the exponential function. We first show strong convergence of this approximation
in both positive and negative order norms. With the help of Malliavin calculus techniques
this result is then used to deduce weak convergence rates for the class of twice continuously
differentiable test functions with polynomially bounded derivatives. Under appropriate as-
sumptions on the parameters of the equation, the weak rate is found to be essentially twice
the strong rate. This extends earlier work by one of the authors to the semilinear setting.
Numerical simulations illustrate the theoretical results.
1. Introduction
The goal of this paper is to analyze errors that stem from the approximation of the stochas-
tic wave equation by means of finite elements and a rational approximation of the exponential
function. The stochastic wave equation is an evolutionary equation that can be used to model
various time dependent phenomena influenced by random forces, for example, the vertical
movement of a DNA molecule suspended in liquid, see [12]. In this paper, we consider it as
the equation in L2(D) = L2(D,R) given by
(1) du˙(t)−∆u(t) dt = F (t, u(t)) dt+G(t) dW (t)
for t ∈ (0, T ], T < ∞, where D ⊂ Rd, d = 1, 2, 3, is a convex domain. We assume the
Laplacian ∆ to have Dirichlet zero boundary conditions, i.e., u(t) = 0 on ∂D for all times
t ∈ (0, T ], and that we have initial values u(0) = u0, u˙(0) = v0. The driving noise W is a
Wiener process in L2(D), so the solution u becomes an L2(D)-valued stochastic process. We
are mainly interested in the setting when u 7→ F (·, u) is nonlinear, in which case the equation
is said to be semilinear. The noise is said to be additive since the mapping G does not depend
on u.
In general, (1) cannot be solved analytically. The question of how to find an approximation
uˆ of u and how to evaluate the quality of such an approximation a priori is therefore of
great importance if one wants to use this equation in practice. In order to implement an
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approximation on a computer, the equation is typically discretized both in the spatial and
temporal parameters, in which case the resulting approximation uˆ is said to be fully discrete.
In the literature, the quality of uˆ is in general evaluated by analyzing the rate of decay of the
strong error E[‖u− uˆ‖2L2(D)]1/2 (see [3, 6, 7, 8, 9, 15, 16, 17, 18, 23, 25, 26, 27]). Comparatively
few results (see [9, 14, 15, 16, 17, 18, 26]) exist on the rate for the weak error E[|φ(u)−φ(uˆ)|],
where φ : L2(D) → R is a sufficiently smooth real-valued test function. Of the results cited,
only [14] provides a weak convergence result for a fully discrete approximation of a semilinear
stochastic wave equation. If φ is (locally) Lipschitz, the weak error can be bounded by the
strong error, but in analysis the rate of decay of the weak error as one considers finer and
finer approximations is often found to be twice the rate of the strong error.
The outline of our paper is the following. In Section 2, we analyze (1) in a more general,
abstract, Hilbert space setting and show spatial and temporal regularity results under mild
assumptions on F .
In Section 3 we deduce strong and weak error rates for the approximation of the so called
mild solution u of (1) by means of a finite element approximation (by piecewise linear or
quadratic functions) in space and a rational approximation of the exponential function in
time, generalizing the result of [17] to the semilinear setting. This approach sets the paper
apart from several recent works (e.g., [3, 7, 8, 9, 26, 27]) on the stochastic wave equation that
consider trigonometric integrators for the temporal approximation. There are situations when
such integrators could be better suited such as highly oscillatory data but for complicated
domain geometries the algorithms in the present article could be more advantageous from an
implementation point of view, since they not require any knowledge of the eigenfunctions of
∆ or its discrete counterpart.
For the analysis we take a similar approach as the author of [26], by using negative norm
strong convergence rates in our analysis of the weak error. However, instead of using Kol-
mogorov’s equation and the Itoˆ formula, we complete the analysis by means of Malliavin cal-
culus. Our results are applicable under slightly more general assumptions on F (t, ·) compared
to [26], specifically when F (t, ·) is a Nemytskij operator, i.e., when F (t, u)v = f(t, u(·))v(·),
u, v,∈ L2(D), with f(t, ·) being a real-valued function of at most linear growth, with bounded
and Lipschitz-continuous first derivative. The test function φ is assumed to be twice Gaˆteaux
differentiable, with polynomially bounded derivatives.
Section 4 finishes the main part of the paper with examples in which it is noted that when F
is a sufficiently smooth Nemytskij operator, the derived weak convergence rates are essentially
twice as big as the strong convergence rates, provided that the initial value is smooth, for
d = 1, 2 when the covariance operator Q of W is of trace class, and d = 1 when Q = I.
Numerical simulations in d = 1 illustrate our theoretical results.
In Appendix A, which completes the paper, it is shown that a sufficiently smooth Nemytskij
operator fulfills the assumptions of Section 3.
Throughout the paper, we adopt the notion of generic constants, which is to say that the
symbol C is used to denote a positive and finite number which may vary from occurrence to
occurrence and is independent of any parameter of interest, such as spatial and temporal step
sizes in a numerical method. For a, b ∈ R we use the expression a . b to denote the existence
of a generic constant C such that a ≤ Cb.
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2. The stochastic wave equation
In this section the stochastic wave equation is presented, along with necessary background
material from probability theory and functional analysis. We use the semigroup approach
of [11] and refer to this monograph for more details on the material covered here. The
equation is treated in an abstract Hilbert space setting, while in the next section we restrict
ourselves to the setting in which the solution takes values in the Hilbert space L2(D) where
D ⊂ Rd, d = 1, 2, 3, is a domain.
Let (H, 〈·, ·〉H , ‖ · ‖H) and (U, 〈·, ·〉U , ‖ · ‖U ) be real separable Hilbert spaces. We denote by
(L(H,U), ‖ · ‖L(H,U)) the space of bounded linear operators from H to U equipped with the
usual operator norm and by (L1(H,U), ‖ · ‖L1(H,U)) and (L2(H,U), 〈·, ·〉L2(H,U) , ‖ · ‖L2(H,U))
the subsets of trace class and Hilbert–Schmidt operators respectively. We use the short-
hand notations L(H) = L(H,H), L1(H) = L1(H,H) and L2(H) = L2(H,H). Note that if
(V, 〈·, ·〉V , ‖ · ‖V ) is another Hilbert space and if Γ2 ∈ L(U, V ), Γ1 ∈ Li(H,U), i ∈ {1, 2}, then
Γ2Γ1 ∈ Li(H,V ) and
(2) ‖Γ2Γ1‖Li(H,V ) ≤ ‖Γ2‖L(U,V )‖Γ1‖Li(H,U).
Similarly, if Γ1 ∈ Li(V,H), i ∈ {1, 2}, then Γ1Γ2 ∈ Li(U,H) and
(3) ‖Γ1Γ2‖Li(U,H) ≤ ‖Γ1‖Li(V,H)‖Γ2‖L(U,V ).
For an orthonormal basis (ej)
∞
j=1 of H, the trace of Γ ∈ L1(H) is defined by Tr(Γ) =∑∞
j=1 〈Γej , ej〉H and is independent of the choice of basis. If Γ1 ∈ L1(H,U) and Γ2 ∈ L(U,H)
then
(4) Tr(Γ1Γ2) = Tr(Γ2Γ1).
We will have reason to use spaces of Gaˆteaux differentiable mappings, which we define in
the same way as the authors of [2]. By C(H,U) we denote the space of continuous mappings
from H to U and by G1(H,U) ⊂ C(H,U) the space of Gaˆteaux differentiable mappings with
strongly continuous derivatives, i.e., the space of all continuous mappings ϕ : H → U such
that
ϕ′(u)v = lim
→0
1

(ϕ(u+ v)− ϕ(u))
exists as a limit in U for all u, v ∈ H, that ϕ′(u) ∈ L(H,U) for all u ∈ H and that the
mapping H 3 u 7→ ϕ′(u)v is continuous for all v ∈ H. If in addition ϕ′ ∈ C(H,L(H,U)),
then ϕ ∈ C1(H,U), the space of Fre´chet differentiable mappings. By G2(H,U) ⊂ G1(H,U)
we denote the space of all mappings ϕ ∈ G1(H,U) such that
ϕ′′(u)(v, w) = lim
→0
1

(
ϕ′(u+ w)v − ϕ′(u)v)
exists as a limit in U for all u, v, w ∈ H, that ϕ′′(u) : H × H → U ∈ L[2](H,U), the space
of all bounded bilinear mappings, for all u ∈ H, that ϕ′′(u) is symmetric for all u ∈ H,
and that the mapping H 3 u 7→ ϕ′′(u)(v, w) is continuous for all v, w ∈ H. If in addition
ϕ′ ∈ C(H,L(H,U)) and ϕ′′ ∈ C(H,L[2](H,U)), then ϕ ∈ C2(H,U), the space of twice Fre´chet
differentiable mappings. For n = 1, 2, we denote by Gnb (H,U) and Gnp (H,U) the sets of all
ϕ ∈ Gn(H,U) such that all derivatives of ϕ (but not necessarily ϕ itself) are bounded and
polynomially bounded, respectively, with Cnb (H,U) and Cnp (H,U) defined analogously. We use
the shorthand notations Gn(H) = Gn(H,H), Gnb (H) = Gnb (H,H) and Gnp (H) = Gnp (H,H), and
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similarly for the spaces of Fre´chet differentiable mappings. For ϕ ∈ G1p(H,U) and u, v ∈ H
we have the mean value theorem in U ,
ϕ(u)− ϕ(v) =
∫ 1
0
ϕ′(v + s(u− v))(u− v) ds.
For 0 < T <∞, let (Ω,A, (Ft)t∈[0,T ], P ) be a complete filtered probability space satisfying
the usual conditions, which is to say that F0 contains all P -null sets and Ft = ∩s>tFs for
all t ∈ [0, T ]. By Lp(Ω, H), p ∈ [1,∞) we denote the space of all H-valued random variables
X with norm ‖X‖Lp(Ω,H) = (E[‖X‖pH ])1/p. Let W : Ω × [0, T ] → H be a Wiener process
with a covariance operator Q ∈ L(H) that is positive semidefinite and self-adjoint, but not
necessarily of trace-class.
As is usual in this setting, we write H0 = Q
1
2 (H), which is a Hilbert space when equipped
with the inner product 〈·, ·〉H0 =
〈
Q−
1
2 ·, Q− 12 ·
〉
H
, where Q−
1
2 is the pseudo-inverse of Q
1
2 .
Note that for Γ1,Γ2 ∈ L02 = L2(H0, H),
(5)
∣∣∣〈Γ1,Γ2〉L02∣∣∣ = |Tr(Γ1QΓ∗2)| ≤ ‖Γ1QΓ∗2‖Tr
whenever the right hand side is finite. Here and below the shorthand notation ‖ · ‖Tr =
‖ · ‖L1(H) is used. The Wiener process allows us to handle Itoˆ integrals
∫ T
0 Φ(t) dW (t), for
predictable stochastic processes Φ : [0, T ]×Ω→ L02. The following Burkholder-Davis-Gundy
type inequality turns out to be useful.
Lemma 2.1 ([10, Lemma 7.2]). For any p ∈ [1,∞), there is a constant C > 0, such that, for
any predictable stochastic process Φ : [0, T ]× Ω→ L02 with ‖Φ‖Lp(Ω,L2([0,T ],L02) <∞, we have∥∥∥∫ T
0
Φ(t) dW (t)
∥∥∥
Lp(Ω,H)
≤ C‖Φ‖Lp(Ω,L2([0,T ],L02)).
We are now ready to introduce the equation that is studied in this paper, given by
(6)
{
du˙(t) + Λu(t) dt = F (t, u(t)) dt+G(t) dW (t), t ∈ (0, T ],
u(0) = u0, u˙(0) = v0.
Here the solution process u and the Wiener process W take values in the Hilbert space H, u˙
denotes the time derivative of u and F and G are deterministic mappings. The operator Λ
is a densely defined, linear, unbounded positive self-adjoint operator with a compact inverse,
implying that it has an orthonormal eigenbasis (ej)
∞
j=1 spanningH with an increasing sequence
(λj)
∞
j=1 of strictly positive eigenvalues, which are used to define fractional powers Λ
α
2 , α ∈ R
(see [19, Appendix B]). We adopt the notation H˙α for the Hilbert space D(Λ
α
2 ) and remark
that H˙−α ' (H˙α)∗ for α ≥ 0, where (H˙α)∗ is the dual of H˙α (and we identify H˙0 and (H˙0)∗
by Riesz representation theorem). We have that H˙0 = H and that H˙ζ ⊂ H˙α for α ≤ ζ ∈ R
, where the embedding is dense and continuous. By [5, Lemma 2.1], for every ζ ∈ R, Λα2
can be uniquely extended to an operator in L(H˙ζ , H˙ζ−α). We make no notational distinction
between Λ
α
2 and its extension.
In order to treat (6) in a semigroup framework, we define for α ∈ R the Hilbert space Hα =
H˙α ⊕ H˙α−1 with inner product 〈v, w〉Hα = 〈v1, w1〉H˙α + 〈v2, w2〉H˙α−1 for v = [v1, v2]>, w =
[w1, w2]
> ∈ Hα. Writing H = H0, let A : D(A) = H1 → H, B : H˙−1 → H and Θα2 : Hα →
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H, α ∈ R, be given by
A =
[
0 −I
Λ 0
]
, B =
[
0
I
]
and Θ
α
2 =
[
Λ
α
2 0
0 Λ
α
2
]
.
The third operator is used to relate the norms of Hα and H via ‖ · ‖Hα = ‖Θα2 · ‖H. We also
consider P 1, the projection onto the first coordinate of H, i.e., P 1v = v1 for v = [v1, v2]> ∈ H.
Note that Θ
α
2B = BΛ
α
2 and that therefore, the identities
(7) ‖Θα2Bv‖H = ‖Λ
α−1
2 v‖H˙0 = ‖v‖H˙α−1 ,
with v ∈ H˙α−1, and
(8) ‖B‖L(H˙−1,H) = ‖BΛ
1
2 ‖L(H˙0,H) = ‖Θ
1
2B‖L(H˙0,H) = 1,
hold.
The operator −A is the generator of a C0-semigroup (actually a group) which, for t ∈ R,
can be written as
E(t) =
[
C(t) Λ−
1
2S(t)
−Λ 12S(t) C(t)
]
=
[
cos(tΛ
1
2 ) Λ−
1
2 sin(tΛ
1
2 )
−Λ 12 sin(tΛ 12 ) cos(tΛ 12 )
]
.
It fulfills
(9) ‖E(t)‖L(H) ≤ 1
uniformly in t ∈ R. We note the commutative properties, with α ∈ R,
Θ
α
2E(·) = E(·)Θα2
and
(10) Λ
α
2 P 1E(·)B = P 1E(·)BΛα2 ,
so that, for all α ∈ [0, 1] there exists by [17, Lemma 4.4] a constant C > 0 such that, for all
t, s ∈ [0, T ],
(11) ‖Θ−α2 (E(t)− E(s)) ‖L(H) = ‖ (E(t)− E(s)) Θ−
α
2 ‖L(H) ≤ C|t− s|α
and by (8) and an argument similar to [7, (4.1)], we have
‖Λα2 P 1E(t− s)B‖L(H˙0) = ‖P 1E(t− s)BΛ
α
2 ‖L(H˙0)
= ‖S(t− s)Λα−12 ‖L(H˙0) ≤ C|t− s|1−α.
(12)
If we, for t ∈ [0, T ], write X(t) = [X1(t), X2(t)]> = [u(t), u˙(t)]>, then (6) can be written in
the abstract Itoˆ form
(13) dX(t) +AX(t) dt = BF (t,X1(t)) dt+BG(t) dW (t)
with initial condition X(0) = x0 = [u0, v0]. Under the following assumption, (13) has a mild
solution given by
(14) X(t) = E(t)x0 +
∫ t
0
E(t− s)BF (s,X1(s)) ds+
∫ t
0
E(t− s)BG(s) dW (s)
for t ∈ [0, T ], the existence of which we show below.
Assumption 2.2. There exist parameters β, η, δ ≥ 0 and θ ≤ min(β, δ, 1) and a constant
C > 0 such that the data in (13) fulfill the following requirements.
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(i) The mapping G : [0, T ]→ L2(H0, H˙β−1) satisfies
‖Λβ−12 (G(t1)−G(t2)) ‖L02 ≤ C|t1 − t2|
η
for all t1, t2 ∈ [0, T ] and ‖Λ
β−1
2 G(t)‖L02 ≤ C for some t ∈ [0, T ].
(ii) The function F : [0, T ]× H˙0 → H˙0 satisfies
‖Λ− 12 (F (t, u)− F (t, v)) ‖H˙0 ≤ C‖u− v‖H˙0
for all t ∈ [0, T ] and u, v ∈ H˙0,
‖Λα2 F (t, u)‖H˙0 ≤ C
(
1 + ‖Λα2 u‖H˙0
)
,
for all t ∈ [0, T ], u ∈ H˙α and α ∈ {0, θ} and
‖Λ− 12 (F (t, u)− F (s, u)) ‖H˙0 ≤ C
(
1 + ‖u‖H˙0
) |t− s|η
for all s, t ∈ [0, T ] and u ∈ H˙0.
(iii) The initial value x0 ∈ Hδ is deterministic.
The following theorem is very similar to, e.g., [26], but since the mappings F and G depend
on t, and the assumptions on F are slightly different than those in [26], we include a proof of
our own.
Theorem 2.3. Let Assumption 2.2 be satisfied. Then (13) has a unique mild solution given
by (14) and for any r ≤ min(β, δ, 1 + θ), p ∈ [1,∞),
(15) sup
t∈[0,T ]
‖X(t)‖Lp(Ω,Hr) <∞.
Proof. Let t ∈ [0, T ] be fixed. Using the fact that Λ−α ∈ L(H˙0) for any α ≥ 0, we have by
Assumption 2.2(ii) and (7) that for any x = [x1, x2]
>, y = [y1, y2]> ∈ H,
‖BF (t, x1)−BF (t, y1)‖H = ‖Λ− 12 (F (t, x1)− F (t, y1)) ‖H˙0 . ‖x− y‖H.
Similarly, recalling also (2),
‖BF (t, x1)‖H + ‖BG(t)‖L2(H0,H) = ‖Λ−
1
2F (t, x1)‖H˙0 + ‖Λ−
1
2G(t)‖L02
. ‖F (t, x1)‖H˙0 + ‖Λ
β−1
2 G(t)‖L02
. 1 + ‖x1‖H˙0 ≤ 1 + ‖x‖H.
The existence and uniqueness of the mild solution (14) now follows from [11, Theorem 7.2]
(for p ≥ 2 and clearly also for p ∈ [1, 2) since (Ω,A, (Ft)t∈[0,T ], P ) is a probability space),
which also guarantees that (15) holds for r = 0. The case r < 0 follows immediately. To
show (15) for 0 < r ≤ min(β, δ, 1), we first note that
‖X(t)‖Lp(Ω,Hr) = ‖Θ
r
2X(t)‖Lp(Ω,H)
≤ ‖E(t)Θ r2x0‖H +
∫ t
0
‖E(t− s)Θ r2BF (s,X1(s))‖Lp(Ω,H) ds
+
∥∥∥∥∫ t
0
E(t− s)Θ r2BG(s) dW (s)
∥∥∥∥
Lp(Ω,H)
.
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For the first term, (9) and Assumption 2.2(iii) imply
‖E(t)Θ r2x0‖H ≤ ‖x0‖Hr . 1.
Next, we first note that since r ≤ 1, by (9), (7), Assumption 2.2(ii) and (15) with r = 0,∫ t
0
‖E(t− s)Θ r2BF (s,X1(s))‖Lp(Ω,H) ds
≤ t sup
s∈[0,T ]
‖Θ r2BF (s,X1(s))‖Lp(Ω,H) = t sup
s∈[0,T ]
‖Λ r−12 F (s,X1(s))‖Lp(Ω,H˙0)
. sup
s∈[0,T ]
‖F (s,X1(s))‖Lp(Ω,H˙0) . 1 + sup
s∈[0,T ]
‖X1(s)‖Lp(Ω,H˙0)
≤ 1 + sup
s∈[0,T ]
‖X(s)‖Lp(Ω,H) . 1.
(16)
For the third term, by analogous arguments, Assumption 2.2(i) and Lemma 2.1 (note that
the integrand below is deterministic),∥∥∥∥∫ t
0
E(t− s)Θ r2BG(s) dW (s)
∥∥∥∥
Lp(Ω,H)
.
(∫ t
0
‖E(t− s)Θ r2BG(s)‖2L2(H0,H) ds
) 1
2
. t 12 sup
s∈[0,T ]
‖E(t− s)Θ r2BG(s)‖L2(H0,H)
. sup
s∈[0,T ]
‖Λ r−12 G(s)‖L02 . 1.
Altogether, this shows (15) for 0 ≤ r ≤ min(β, δ, 1). Finally, for the case r ∈ (1,min(β, δ, 1+θ)]
we repeat the arguments above, replacing the calculation in (16) with
sup
s∈[0,T ]
‖Λ r−12 F (s,X1(s))‖Lp(Ω,H˙0)
. sup
s∈[0,T ]
‖Λ θ2F (s,X1(s))‖Lp(Ω,H˙0) . 1 + sup
s∈[0,T ]
‖Λ θ2X1(s)‖Lp(Ω,H˙0)
≤ 1 + sup
s∈[0,T ]
‖Θmin(β,δ,1)2 X(s)‖Lp(Ω,H)
which is finite since we have shown that (15) holds with r = min(β, δ, 1) and by assumption
θ ≤ min(β, δ, 1). 
From here on we denote by r = min(β, δ, 1 + θ) the maximum spatial regularity of the
solution to (13). A temporal regularity result finishes this section of the paper.
Theorem 2.4. Let Assumption 2.2 be satisfied and let r = min(β, δ, 1 + θ). Then, for all
α ≤ r, p ≥ 1, there is a positive constant C such that for all s, t ∈ [0, T ],
(17) ‖X(t)−X(s)‖Lp(Ω,Hα) ≤ C|t− s|min(r−α,
1
2
).
and
(18) ‖X1(t)−X1(s)‖Lp(Ω,H˙α) ≤ C|t− s|min(r−α,1).
Proof. Fix 0 ≤ s ≤ t ≤ T . We first note that
Θ
α
2 (X(t)−X(s)) = Θα2 (E(t− s)− I)X(s) +
∫ t
s
Θ
α
2E(t− r)BF (r,X1(r)) dr
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+
∫ t
s
Θ
α
2E(t− r)BG(r) dW (r),
so that therefore
‖X(t)−X(s)‖Lp(Ω,Hα) = ‖Θ
α
2 (X(t)−X(s)) ‖Lp(Ω,H)
≤ ‖Θα2 (E(t− s)− I)X(s)‖Lp(Ω,H)
+
∥∥∥∥∫ t
s
Θ
α
2E(t− r)BF (r,X1(r)) dr
∥∥∥∥
Lp(Ω,H)
+
∥∥∥∥∫ t
s
Θ
α
2E(t− r)BG(r) dW (r)
∥∥∥∥
Lp(Ω,H)
.
(19)
By (11) and Theorem 2.3 the first term on the right hand side of (19) is bounded by
‖Θα−r2 (E(t− s)− I)‖L(H)‖Θ
r
2X(s)‖Lp(Ω,H) . (t− s)min(r−α,1).
For the second term, we have, since α ≤ r ≤ 1 + θ, by (7), (9), Assumption 2.2(ii) and
Theorem 2.3,∥∥∥∥∫ t
s
Θ
α
2E(t− r)BF (r,X1(r)) dr
∥∥∥∥
Lp(Ω,H)
≤
∫ t
s
‖E(t− r)Θα2BF (r,X1(r))‖Lp(Ω,H) dr
≤
∫ t
s
‖E(t− r)‖L(H)‖Λ
α−1
2 F (r,X1(r))‖Lp(Ω,H˙0) dr
. (t− s) sup
r∈[0,T ]
‖Λ θ2F (r,X1(r))‖Lp(Ω,H˙0) .
(
1 + sup
r∈[0,T ]
‖Λ θ2X1(r)‖Lp(Ω,H˙0)
)
(t− s).
Similarly, Lemma 2.1 yields that the third term on the right hand side of (19) is bounded by
a constant times(∫ t
s
‖E(t− r)Θα2BG(r)‖2L2(H0,H) dr
) 1
2
≤ (t− s) 12 sup
r∈[0,T ]
‖Θα2BG(r)‖L2(H0,H) = (t− s)
1
2 sup
r∈[0,T ]
‖Λα−12 G(r)‖L02
. (t− s) 12 sup
r∈[0,T ]
‖Λβ−12 G(r)‖L02 . (t− s)
1
2 ,
which completes the proof of (17). The proof of (18) is entirely similar, except for the analysis
of the stochastic term. By (12), it satisfies(∫ t
s
‖P 1E(t− r)BΛα2G(r)‖2L02 dr
) 1
2
=
(∫ t
s
‖P 1E(t− r)BΛ 1+α−β2 Λβ−12 G(r)‖2L02 dr
) 1
2
. sup
τ∈[0,T ]
‖Λβ−12 G(τ)‖L02
(∫ t
s
(t− r)2 min(β−α,1) dr
) 1
2
. (t− s)min(β−α,1)+ 12
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which combined with the previous estimates proves (18) and therefore finishes the proof of
the theorem. 
3. Approximation and convergence
In this section we consider a more concrete setting by taking H = H˙0 = L2(D), where D
denotes a convex polygonal bounded domain in Rd. Let Λ = −∆ be the Laplace operator on H
with zero Dirichlet boundary conditions. With this, the spaces (H˙α)α∈R are related to classical
Sobolev spaces by H˙0 = L2(D), H˙1 = H10 (D) and H˙2 = D(Λ) = H2(D) ∩ H10 (D), where
Hn(D) denotes the Sobolev space of order n ∈ N on D and H10 (D) is the subspace of functions
in H1(D) that are zero on the boundary of D (see also Appendix A). Next, we introduce our
fully discrete approximation of the solution to (13). For the spatial discretization, a standard
continuous finite element method is employed and for the temporal discretization, a rational
approximation of the semigroup. This is the same approach as in [18, Section 5] to which the
reader is referred for further details, but see also [16] and [17]. We then show a strong and a
weak convergence result for this approximation.
To be precise, we take (V κh )h∈(0,1] ⊂ H˙1, κ ∈ {2, 3}, to be a standard family of finite
element function spaces consisting of continuous piecewise polynomials of degree κ− 1, with
respect to a regular family of triangulations of D with maximal mesh size h, that are zero
on the boundary of D. They are equipped with the inner product 〈·, ·〉V κh = 〈·, ·〉H˙0 . On this
space, let a discrete counterpart Λh : V
κ
h → V κh to Λ be defined by
〈Λhvh, uh〉H˙0 =
〈
Λ
1
2 vh,Λ
1
2uh
〉
H˙0
= 〈vh, uh〉H˙1
for all vh, uh ∈ V κh . Fractional powers of Λh are defined in the same way as for Λ. We define
the generalized orthogonal projector Ph : H˙
−1 → V κh by 〈Phv, vh〉 = H˙−1〈v, vh〉H˙1 for all
v ∈ H˙−1 and vh ∈ V κh , where H˙−1〈·, ·〉H˙1 denotes the dual pairing. Note that Ph coincides
with the usual orthogonal projector when restricted to H˙0. For our convergence results, we
need the following assumption on (V κh )h∈(0,1].
Assumption 3.1. There exists a constant C > 0 such that, for all h ∈ (0, 1], the operators
Λh and Ph satisfy ∥∥Λα2h Ph∥∥L(H˙0) ≤ Ch−α, α ∈ [0, 2],(20) ∥∥Λα2h Phv∥∥H˙0 ≤ C∥∥Λα2 v∥∥H˙0 , v ∈ H˙α, α ∈ [−1, 1].(21)
In our setting, this assumption is fulfilled if the mesh underlying V κh is quasi-uniform,
see [24, (3.28)] and [19, (3.17)]. The counterpart to this assumption, that there exists a
constant C > 0 such that
(22) ‖Λα2 vh‖H˙0 ≤ C‖Λ
α
2
h vh‖H˙0 , vh ∈ V κh , α ∈ [−1, 1],
holds without the assumption of quasi-uniformity. A combination of (20) and (21) yields,
for v ∈ H˙0 and α ∈ [0, 1],
(23) ‖PhΛ
α
2 v‖H˙0 = ‖Λ
α
2
h Λ
−α
2
h PhΛ
α
2 v‖H˙0 ≤ Ch−α‖Λ
−α
2
h PhΛ
α
2 v‖H˙0 . h−α‖v‖H˙0 ,
where we have used the fact that Λ
α
2 v ∈ H˙−α.
Let
Ah =
[
0 −I
Λh 0
]
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be a discrete counterpart to A on the product space Vκh = V κh ⊕ V κh , equipped with the same
inner product as H. With some abuse of notation, by the expression Phv, v = [v1, v2]> ∈ H
we denote the element [Phv1, Phv2]
> ∈ Vκh . The operator −Ah, similarly to −A, generates a
C0-(semi)group Eh : R→ L(Vκh ).
Let
Θ
α
2
h =
[
Λ
α
2
h 0
0 Λ
α
2
h
]
∈ L(Vκh )
and note that as a straightforward consequence of (21) and (22), for every α ∈ [0, 1] there
exists a constant C > 0 such that for all h ∈ (0, 1], vh ∈ Vκh and v ∈ Hα,
‖Θα2 vh‖H ≤ C‖Θ
α
2
h vh‖H,
‖Θ
α
2
h Phv‖H ≤ C‖Θ
α
2 v‖H,
(24)
and, using (23), one shows that there is a constant C > 0 such that for all h ∈ (0, 1] and
v ∈ H,
(25) ‖PhΘ
α
2 v‖H ≤ Ch−α‖v‖H.
For the temporal discretization, consider a uniform time grid tj = j∆t = j(T/N∆t), j =
0, . . . , N∆t. Let R : C→ C be a rational function such that |R(iy)| ≤ 1 for all y ∈ R and, for
some ρ ∈ N and C, b > 0, |R(iy)− e−iy| ≤ C|y|ρ+1 for all y ∈ R with |y| ≤ b, where i = √−1.
We write Enh,∆t = R(∆tAh)
n for the rational approximation of order ρ of the operator Eh(tn).
Note that the Crank–Nicolson operator
Eh,∆t =
1− 12Ah
1 + 12Ah
is a rational approximation of order ρ = 2 and is of particular importance for the wave
equation as it preserves the energy. We define the interpolation E˜ : [0, T ] → L(H) of the
approximation by the step function
(26) E˜(t) = χ{0}(t)Ph +
N∆t∑
j=1
χ(tj−1,tj ](t)E
j
h,∆tPh,
for t ∈ [0, T ], where χ is the indicator function. For this interpolation, the stability result
(27) ‖E˜(t)‖L(H) ≤ 1
for all t ∈ [0, T ] holds uniformly in h,∆t ∈ (0, 1], see, e.g., [17]. Moreover, the following error
estimate with respect to its first component holds.
Lemma 3.2 ([18, Lemma 5.2]). Let α ≥ 0 and assume that E˜ is given by (26) for a rational
approximation Eh,∆t of order ρ ∈ N of Eh(∆t) for ∆t ≤ 1. Then there exists a constant
C > 0 such that, for all h,∆t ∈ (0, 1],
sup
t∈[0,T ]
(
‖P 1(E˜(t)− E(t))Θ−α2 ‖L(H,H˙0) + ‖Λ−
α
4 P 1(E˜(t)− E(t))BΛ 12−α4 ‖L(H˙0)
)
≤ C
(
hmin(α
κ
κ+1
,κ) + ∆t
min(α ρ
ρ+1
,1)
)
.
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We now define the fully discrete approximation (Xjh,∆t)
N∆t
j=0 by the recursion scheme
(28) Xjh,∆t = Eh,∆t
(
Xj−1h,∆t + PhBF (tj−1, P
1Xj−1h,∆t)∆t+ PhBG(tj−1)∆W
j
)
for j = 1, 2, . . . , N∆t, where ∆W
j = W (tj)−W (tj−1), with X0h,∆t = Phx0. In closed form it
is given by the discrete mild solution formulation
Xnh,∆t = E
n
h,∆tx0 + ∆t
n−1∑
j=0
En−jh,∆tPhBF (tj , P
1Xjh,∆t) +
n−1∑
j=0
En−jh,∆tPhBG(tj)∆W
j
for n = 0, 1, . . . , N∆t. This we extend to a continuous time process X˜ : Ω× [0, T ]→ Vκh by
(29) X˜(t) = E˜(t)x0 +
∫ t
0
E˜(t− s)BF (bsc∆t, X˜1(bsc∆t)) ds+
∫ t
0
E˜(t− s)BG(bsc∆t) dW (s),
for t ∈ [0, T ]. Here X˜1 = P 1X˜ and b·c∆t = b·/∆tc∆t where b·c denotes the floor function. It
is straightforward to see that X˜(tj) = X
j
h,∆t P -a.s. for all j = 0, 1, . . . , N∆t.
3.1. Strong convergence. Under Assumptions 2.2 and 3.1, we now deduce a strong con-
vergence result, i.e., convergence measured in ‖ · ‖L2(Ω,H˙0). For the weak convergence we shall
also need strong convergence in a negative norm, for which we need an additional assumption.
Assumption 3.3. In addition to the requirements of Assumption 2.2, there exists parameters
µ ∈ [0, 2], ν ∈ [max(µ − 1, 0),min(r, 1)] and a constant C > 0 such that for every t ∈ [0, T ],
F (t, ·) ∈ G1p(H˙0, H˙−min(µ,1)) and
(30) ‖Λ−µ2 F ′(t, u)v‖H˙0 ≤ C
(
1 + ‖Λ ν2 u‖H˙0
)
‖Λ− ν2 v‖H˙0
for all u ∈ H˙ν and v ∈ H˙−ν .
Note that, as a consequence of the Lipschitz condition of Assumption 2.2(ii) and the fact
that ‖ · ‖H˙−1 is continuous on H˙−min(µ,1), we obtain that for all t ∈ [0, T ] and u, v ∈ H˙0,
‖Λ− 12F ′(t, u)v‖H˙0 =
∥∥∥Λ− 12 lim
→0
1

(F (t, u+ v)− F (t, u))
∥∥∥
H˙0
= lim
→0
1

∥∥∥Λ− 12 (F (t, u+ v)− F (t, u))∥∥∥
H˙0
. lim
→0
1

‖v‖H˙0 = ‖v‖H˙0
(31)
which, since G1p(H˙0, H˙−min(µ,1)) ⊂ G1p(H˙0, H˙−1), implies that F (t, ·) ∈ G1b(H˙0, H˙−1).
We also need the following version of Gronwall’s lemma, see [13, 2.2 (9)]. Note that we,
for a real-valued sequence (aj)
∞
j=1, use the convention
∑0
j=1 aj = 0.
Lemma 3.4 (Gronwall’s lemma). Let C > 0 and let (aj)
∞
j=1, (bj)
∞
j=1 be nonnegative sequences.
If
an ≤ C +
n−1∑
j=1
bjaj ,
for all n ≥ 1 then
an ≤ C exp
n−1∑
j=1
bj

for all n ≥ 1.
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Theorem 3.5 (Strong convergence). Let X be the mild solution given by (14) of the stochastic
wave equation, let X˜ be the fully discrete approximation given by (29), let Assumptions 2.2
and 3.1 hold. Then, for all α ∈ [0,min(r, 1)] and any p ∈ [1,∞),
(32) sup
n∈{0,1,...,N∆t}
h,∆t∈(0,1]
‖X˜(tn)‖Lp(Ω,Hα) <∞,
and there exists a constant C > 0 such that for all h,∆t ∈ (0, 1]
(33) sup
n∈{0,1,...,N∆t}
‖X˜1(tn)−X1(tn)‖Lp(Ω,H˙0) ≤ C
(
hr
κ
κ+1 + ∆t
min(r ρ
ρ+1
,η,1))
.
If, in addition to this, Assumption 3.3 also holds, then for any p ∈ [1,∞), there exists a
constant C > 0 such that for all h,∆t ∈ (0, 1]
(34) sup
n∈{0,1,...,N∆t}
‖X˜1(tn)−X1(tn)‖Lp(Ω,H˙−ν) ≤ C
(
hr
′ κ
κ+1 + ∆t
min(r′ ρ
ρ+1
,η,1))
,
where r′ = min(max(2ν, β),max(2ν, 1 + θ), δ).
Proof. We start by showing (32) using the representation (29). Take α ∈ [0,min(r, 1)]. First
note that since Θ
α
2
h commutes with E˜(tn) for all n ∈ {0, 1, . . . , N∆t} and since α ≤ 1, by (24)
and (27),
‖Θα2 E˜(tn)v‖H . ‖Θ
α
2
h E˜(tn)v‖H = ‖E˜(tn)Θ
α
2
h Phv‖H . ‖Θ
α
2
h Phv‖H . ‖Θ
α
2 v‖H
for all n ∈ {0, 1, . . . , N∆t} and v ∈ Hα. Using this along with Lemma 2.1, (7) and finally
Assumption 2.2, one obtains for n = 1, 2, . . . , N∆t that
‖X˜(tn)‖Lp(Ω,Hα)
= ‖Θα2Xnh,∆t‖Lp(Ω,H)
. ‖Θα2 E˜(tn)x0‖H +
∫ tn
0
‖Θα2 E˜(tn − s)BF (bsc∆t, X˜1(bsc∆t))‖Lp(Ω,H) ds
+
(∫ tn
0
‖Θα2 E˜(tn − s)BG(bsc∆t)‖2L2(H0,H) ds
) 1
2
. ‖Θα2 x0‖H +
n−1∑
j=0
∆t‖Θα2BF (tj , P 1Xjh,∆t)‖Lp(Ω,H) +
n−1∑
j=0
∆t‖Θα2BG(tj)‖2L2(H0,H)
 12
= ‖x0‖Hα +
n−1∑
j=0
∆t‖Λα−12 F (tj , P 1Xjh,∆t)‖Lp(Ω,H˙0) +
n−1∑
j=0
∆t‖Λα−12 G(tj)‖L02
 12
. ‖x0‖Hδ + ∆t
n−1∑
j=0
(
1 + ‖Λα−12 P 1Xjh,∆t‖Lp(Ω,H˙0)
)
+
√
T . 1 + ∆t
n−1∑
j=0
‖X˜(tj)‖Lp(Ω,Hα).
An application of Lemma 3.4 now yields (32).
We prove (33) and (34) in tandem, with α ∈ {0, ν}, by first making the split
‖X˜1(tn)−X1(tn)‖Lp(Ω,H˙−α)
= ‖Λ−α2 P 1(X˜(tn)−X(tn))‖Lp(Ω,H˙0)
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≤ ‖Λ−α2 P 1(E˜(tn)− E(tn))x0‖Lp(Ω,H˙0)
+
∫ tn
0
∥∥∥Λ−α2 P 1 (E˜(tn − s)BF (bsc∆t, X˜1(bsc∆t))− E(tn − s)BF (s,X1(s)))∥∥∥
Lp(Ω,H˙0)
ds
+
∥∥∥∥∫ tn
0
Λ−
α
2 P 1
(
E˜(tn − s)BG(bsc∆t)− E(tn − s)BG(s)
)
dW (s)
∥∥∥∥
Lp(Ω,H˙0)
= I + II + III,
for arbitrary n = 1, 2, . . . , N∆t. For the first term, by Lemma 3.2 and Assumption 2.2(iii),
I = ‖Λ−α2 P 1(E˜(tn)− E(tn))Θ− δ2 Θ δ2x0‖H˙0
≤ ‖Λ−α2 ‖L(H˙0)‖P 1(E˜(tn)− E(tn))Θ−
δ
2 ‖L(H,H˙0)‖Θ
δ
2x0‖H . hmin(δ
κ
κ+1
,κ) + ∆t
min(δ ρ
ρ+1
,1)
.
Before treating II, we consider the last term. Lemma 2.1 yields
III2 .
∫ tn
0
‖Λ−α2 P 1
(
E˜(tn − s)BG(bsc∆t)− E(tn − s)BG(s)
)
‖2L02 ds
=
n−1∑
j=0
∫ tj+1
tj
‖Λ−α2 P 1
(
E˜(tn − s)BG(tj)− E(tn − s)BG(s)
)
‖2L02 ds
For the last integrand, we make the split
‖Λ−α2 P 1
(
E˜(tn − s)BG(tj)− E(tn − s)BG(s)
)
‖L02
≤ ‖Λ−α2 P 1
(
E˜(tn − s)− E(tn − s)
)
BG(tj)‖L02
+ ‖Λ−α2 P 1 (E(tn − s)B(G(tj)−G(s)) ‖L02
= IV + V.
For the first of these terms, by (2), (8) and Lemma 3.2, and since Λ−
α
2 is a bounded operator,
we get
IV ≤ ‖Λ−α2 ‖L(H˙0)‖P 1
(
E˜(tn − s)− E(tn − s)
)
BΛ
1−β
2 ‖L(H˙0)‖Λ
β−1
2 G(tj)‖L02
. ‖P 1
(
E˜(tn − s)− E(tn − s)
)
BΛ
1−β
2 ‖L(H˙0)
= ‖P 1
(
E˜(tn − s)− E(tn − s)
)
Θ−
β
2BΛ
1
2 ‖L(H˙0)
. ‖P 1
(
E˜(tn − s)− E(tn − s)
)
Θ−
β
2 ‖L(H˙0) ≤ hmin(β
κ
κ+1
,κ) + ∆t
min(β ρ
ρ+1
,1)
.
Furthermore, Lemma 3.2 also implies that
‖Λ−α2 P 1
(
E˜(tn − s)− E(tn − s)
)
BΛ
1−β
2 ‖L(H˙0)
= ‖Λ−α2 P 1
(
E˜(tn − s)− E(tn − s)
)
BΛ
1−α
2 ‖L(H˙0)‖Λ
α−β
2 ‖L(H˙0)
. h2α
κ
κ+1 + ∆t
min(2α ρ
ρ+1
,1)
,
using also the fact that α ≤ r ≤ β and that α ≤ 2 ≤ κ in the last inequality. Therefore
IV . hmin(max(2α,β)
κ
κ+1
,κ) + ∆t
min(max(2α,β) ρ
ρ+1
,1)
.
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Next, for V, by (2), (9), Assumption 2.2 and (8), we obtain
V = ‖Λ−α+β2 P 1(E(tn − s)BΛ 12 Λ
β−1
2 (G(tj)−G(s))‖L02
≤ ‖Λ−α+β2 ‖L(H˙0)‖E(tn − s)‖L(H)‖BΛ
1
2 ‖L(H˙0,H)‖Λ
β−1
2 (G(tj)−G(s)) ‖L02 . |tj − s|
η.
As a consequence, we arrive at
III .
(
hmin(max(2α,β)
κ
κ+1
,κ) + ∆t
min(max(2α,β) ρ
ρ+1
,η,1)
)
.
We now continue with II and note that
II =
n−1∑
j=0
∫ tj+1
tj
‖Λ−α2 P 1
(
E˜(tn − s)BF (tj , X˜1(tj))− E(tn − s)BF (s,X1(s))
)
‖Lp(Ω,H˙0) ds.
For the integrand, we make the split
‖Λ−α2 P 1
(
E˜(tn − s)BF (tj , X˜1(tj))− E(tn − s)BF (s,X1(s))
)
‖Lp(Ω,H˙0)
≤ ‖Λ−α2 P 1
(
E˜(tn − s)− E(tn − s)
)
BF (tj , X˜1(tj))‖Lp(Ω,H˙0)
+ ‖Λ−α2 P 1E(tn − s)B
(
F (tj , X˜1(tj))− F (tj , X1(tj))
)
‖Lp(Ω,H˙0)
+ ‖Λ−α2 P 1E(tn − s)B (F (tj , X1(tj))− F (tj , X1(s))) ‖Lp(Ω,H˙0)
+ ‖Λ−α2 P 1E(tn − s)B (F (tj , X1(s))− F (s,X1(s))) ‖Lp(Ω,H˙0)
= VI + VII + VIII + IX.
For the first of these terms, under Assumption 2.2, by Lemma 3.2 and (8), using the assump-
tion that θ ≤ min(β, δ, 1) ≤ min(r, 1), we get
VI ≤ ‖Λ−α2 ‖L(H˙0)‖P 1
(
E˜(tn − s)− E(tn − s)
)
BΛ
θ
2 ‖L(H˙0)‖Λ
θ
2F (tj , X˜1(tj))‖Lp(Ω,H˙0)
. ‖P 1
(
E˜(tn − s)− E(tn − s)
)
Θ−
1+θ
2 ‖L(H,H˙0)‖BΛ
1
2 ‖L(H˙0,H)
(
1 + ‖Λ θ2 X˜1(tj)‖Lp(Ω,H˙0)
)
.
(
h(1+θ)
κ
κ+1 + ∆t
min((1+θ) ρ
ρ+1
,1)
)
.
Since α ≤ r ≤ 1 + θ ≤ 2, similarly to term IV, Lemma 3.2 also implies that
VI . ‖Λ−α2 P 1
(
E˜(tn − s)− E(tn − s)
)
BΛ
1−α
2 ‖L(H˙0)‖Λ
α−1
2 F (tj , X˜1(tj))‖Lp(Ω,H˙0)
. ‖Λ−α2 P 1
(
E˜(tn − s)− E(tn − s)
)
BΛ
1−α
2 ‖L(H˙0)‖Λ
θ
2F (tj , X˜1(tj))‖Lp(Ω,H˙0)
.
(
h2α
κ
κ+1 + ∆t
min(2α ρ
ρ+1
,1)
)(
1 + ‖Λ θ2 X˜1(tj)‖Lp(Ω,H˙0)
)
whence
VI .
(
hmax(2α,1+θ)
κ
κ+1 + ∆t
min(max(2α,1+θ) ρ
ρ+1
,1)
)
.
Term VII can be estimated using (10), (9) and (8), as
VII = ‖P 1E(tn − s)BΛ 12 Λ−
1+α
2
(
F (tj , X˜1(tj))− F (tj , X1(tj))
)
‖Lp(Ω,H˙0)
. ‖Λ− 1+α2
(
F (tj , X˜1(tj))− F (tj , X1(tj))
)
‖Lp(Ω,H˙0).
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If only Assumption 2.2 holds, we directly obtain
VII . ‖X˜1(tj)−X1(tj)‖Lp(Ω,H˙0)
whereas if also Assumption 3.3 holds with α = ν ≥ µ − 1, then, since G1p(H˙0, H˙−(1+ν)) ⊂
G1p(H˙0, H˙−µ), we may use the mean value theorem along with (30) to deduce that
VII ≤
∫ 1
0
‖Λ− 1+ν2 F ′
(
tj , sX˜1(tj) + (1− s)X1(tj)
)(
X˜1(tj)−X1(tj)
)
‖Lp(Ω,H˙0) ds
.
∫ 1
0
‖Λ−µ2 F ′
(
tj , sX˜1(tj) + (1− s)X1(tj)
)(
X˜1(tj)−X1(tj)
)
‖Lp(Ω,H˙0) ds
.
(
1 + ‖Λ ν2 X˜1(tj)‖Lp(Ω,H˙0) + ‖Λ
ν
2X1(tj)‖Lp(Ω,H˙0)
)
‖Λ− ν2
(
X˜1(tj)−X1(tj)
)
‖Lp(Ω,H˙0)
.
(
1 + ‖Λmin(r,1)2 X˜1(tj)‖Lp(Ω,H˙0) + ‖Λ
min(r,1)
2 X1(tj)‖Lp(Ω,H˙0)
)
× ‖Λ− ν2
(
X˜1(tj)−X1(tj)
)
‖Lp(Ω,H˙0) . ‖Λ−
ν
2
(
X˜1(tj)−X1(tj)
)
‖Lp(Ω,H˙0),
where we also used Theorem 2.3 and (32) in the last step. Similarly, we have
VIII . ‖X1(tj)−X1(s)‖Lp(Ω,H˙0) . |tj − s|min(r,1)
if we only consider Assumption 2.2, while if also Assumption 3.3 holds, then
VIII . ‖Λ− ν2 (X1(tj)−X1(s)) ‖Lp(Ω,H˙0) . |tj − s|min(2ν,1),
using Theorem 2.3 and Theorem 2.4 in the last step. For the last term, by (10), (9) and (8),
IX . ‖Λ− 12 (F (tj , X1(s))− F (s,X1(s))) ‖Lp(Ω,H˙0) .
(
1 + ‖X1(s)‖Lp(Ω,H˙0)
)
|tj − s|η
. |tj − s|η,
where we used Theorem 2.3 and Assumption 2.2(ii) in the last inequality.
Collecting the bounds on the terms VI,VII,VIII and IX, we have shown that under As-
sumption 2.2, with α = 0, we have that
II . h(1+θ)
κ
κ+1 + ∆t
min((1+θ) ρ
ρ+1
,r,1)
+ ∆t
n−1∑
j=0
‖X˜1(tj)−X1(tj)‖Lp(Ω,H˙0).
Taking also into account the bound on term I and that
III .
(
hmin(β
κ
κ+1
,κ) + ∆t
min(β ρ
ρ+1
,η,1)
)
,
we obtain (33) by Lemma 3.4.
On the other hand, if Assumption 3.3 also holds, the term I remains the same while we
have, with α = ν, that
II . hmin(max(2ν,1+θ)
κ
κ+1
,κ) + ∆t
min(max(2ν,1+θ) ρ
ρ+1
,max(2ν,r),η,1)
+ ∆t
n−1∑
j=0
‖Λ− ν2 (X˜1(tj)−X1(tj))‖Lp(Ω,H˙0).
Taking also into account that
III .
(
hmin(max(2ν,β)
κ
κ+1
,κ) + ∆t
min(max(2ν,β) ρ
ρ+1
,η,1)
)
,
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by another application of Lemma 3.4, we obtain
sup
n∈{0,1,...,N∆t}
‖X˜1(tn)−X1(tn)‖Lp(Ω,H˙−ν)
. hr′
κ
κ+1 + ∆t
min(max(2ν,β) ρ
ρ+1
,max(2ν,1+θ) ρ
ρ+1
,δ ρ
ρ+1
,max(2ν,r),η,1)
.
(35)
We now note that
min(max(2ν, β),max(2ν, 1 + θ), δ) ≤ max(2ν, r),
so, since ρρ+1 < 1, it holds that either max(2ν, r) > max(2ν, β)
ρ
ρ+1 or max(2ν, r) > max(2ν, 1+
θ) ρρ+1 or max(2ν, r) > δ
ρ
ρ+1 . No matter which of these three cases occur, the minimum in
the exponent of ∆t in (35) is not attained at max(2ν, r). In other words,
min(max(2ν, β)
ρ
ρ+ 1
,max(2ν, 1 + θ)
ρ
ρ+ 1
, δ
ρ
ρ+ 1
,max(2ν, r), η, 1)
= min(max(2ν, β)
ρ
ρ+ 1
,max(2ν, 1 + θ)
ρ
ρ+ 1
, δ
ρ
ρ+ 1
, η, 1) = min(r′
ρ
ρ+ 1
, η, 1).
With this, the proof is completed. 
3.2. Weak convergence and Malliavin calculus. To deduce a result on the weak conver-
gence of the approximation (29) to the mild solution given by (14), we use Malliavin calculus
for which we briefly review some definitions and results from [2] (the authors therein con-
sider so called refined Sobolev-Malliavin spaces whereas we only need classical ones, hence
the difference in notation below). To avoid technicalities we assume from here on that the
filtration (Ft)t∈[0,T ] is generated by the Wiener process W . Let I(ϕ) =
∫ T
0 ϕ(t) dW (t) for
ϕ ∈ L2([0, T ],L2(H0,R)) ' L2([0, T ], H0) and let S denote the set of all cylindrical ran-
dom variables of the form F = f(I(ϕ1), . . . , I(ϕN )) for f ∈ C1p(RN ,R) and a sequence
(φj)
N
j=1 ⊂ L2([0, T ], H0), N ∈ N. The definition of the Malliavin derivative of F ∈ S is
given by D·F =
∑N
j=1 ∂jf(I(ϕ1), . . . , I(ϕN ))ϕj(·) ∈ L2([0, T ]×Ω, H0). For a given real sepa-
rable Hilbert space U we let S(U) be the space of all U -valued random variables of the form
Y =
∑M
j=1 Fjvj with Fj ∈ S and vj ∈ U for j = 1, 2, . . . ,M , and defineDY =
∑M
j=1 vj⊗DFj ∈
U ⊗ L2([0, T ] × Ω, H0). Note that U ⊗ L2([0, T ] × Ω, H0) ' L2([0, T ] × Ω,L2(H0, U)) '
L2(Ω, L2([0, T ],L2(H0, U))). This definition of D does not depend on the specific represen-
tation of Y . The operator D : S(U) ⊂ Lp(Ω, U)→ Lp(Ω, L2([0, T ],L2(H0, U)) is closable for
any p > 1 and we write D1,p(U) for the closure of S(U) in Lp(Ω, U) with respect to the norm
‖F‖D1,p(U) =
(
E[‖F‖pU ] + E[‖DF‖pL2([0,T ],L2(H0,U))]
) 1
p
.
Next, we recall some of the basic properties of the Malliavin derivative. First of all, any de-
terministic element is Malliavin differentiable with Malliavin derivative zero. For predictable
processes Φ ∈ L2([0, T ] × Ω,L2(H0, U)) and any F ∈ D1,2(U), the following equality holds,
sometimes referred to as Malliavin integration by parts,
(36)
〈
F,
∫ T
0
Φ(t) dW (t)
〉
L2(Ω,U)
=
∫ T
0
〈DrF,Φ(r)〉L2(Ω,L2(H0,U)) dr.
We also need to know how the Malliavin derivative acts on stochastic integrals, but restrict
ourselves to the case that the integrand Φ ∈ L2([0, T ],L2(H0, U)) is deterministic. Then, for
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all t ∈ [0, T ], it follows that ∫ t0 Φ(r) dW (r) ∈ D1,p(U) for all p > 1 and
(37) D
∫ t
0
Φ(r) dW (r) = χ(0,t](·)Φ(·).
For Lebesgue integrals of stochastic processes on the other hand, Malliavin differentiation
and integration simply commute (see [19, Proposition 4.8]). If Φ : [0, T ] × Ω → U fulfill
Φ ∈ D1,p(L2([0, T ], U)) for some p ≥ 2, then ∫ T0 Φ(t) dt ∈ D1,p(U) and
(38) D
∫ T
0
Φ(t) dt =
∫ T
0
DΦ(t) dt.
It is known (cf. [21, Section 1.3]) that a sufficient condition for Φ ∈ D1,p(L2([0, T ], U)) is
that Φ(t) ∈ D1,p(U) for all t ∈ [0, T ] and that supt∈[0,T ] ‖DΦ(t)‖L2(Ω×[0,T ],L2(H0,U)) <∞. It is
also worth mentioning that D commutes with any bounded linear operator between Hilbert
spaces. For nonlinear mappings ϕ ∈ G1p(U, V ), where V is another arbitrary real separable
Hilbert space, a chain rule holds instead. If there is a q ≥ 1 and a constant C > 0 such that
‖ϕ(x)‖V ≤ C(1 + ‖x‖qU ) and ‖ϕ′(x)‖L(U,V ) ≤ C(1 + ‖x‖q−1U ) for all x ∈ U , then for all p > 1
and F ∈ D1,pq(U), it holds that ϕ(F ) ∈ D1,p(V ) and
(39) Dϕ(F ) = ϕ′(F )DF.
With these results in place, to be able to deduce a weak convergence result, we need to
impose a stronger condition on G in (13) and on the covariance operator Q of the Wiener
process. We also take this opportunity to specify our assumptions on the test function φ :
H˙0 → R. We identify L(H˙0,R) with H˙0 so that, for every u ∈ H˙0, φ′(u) ∈ H˙0.
Assumption 3.6. The following conditions hold:
(i) φ ∈ G2p(H˙0,R),
(ii) G(t) = I for all t ∈ [0, T ], and either
(iii) ‖Λβ− 12QΛ− 12 ‖Tr <∞ or
(iv) Tr(Q) <∞ and Λ−1/2φ′′(u) = φ′′(u)Λ−1/2 for all u ∈ H˙0.
The condition Assumption 3.6(iii), ‖Λβ− 12QΛ− 12 ‖Tr < ∞, implies the corresponding con-
dition ‖Λβ−12 ‖L02 < ∞ of Assumption 2.2(i). They are equivalent in the important case that
Q = I or more generally when QΛ = ΛQ, see [16, Theorem 2.1]. We also have the following
simple but useful lemma.
Lemma 3.7. Suppose that ‖Λβ− 12QΛ− 12 ‖Tr < ∞. Then L(H˙−1, H˙0) ⊂ L02 and for Γ ∈
L(H˙−1, H˙0) there exists a constant C > 0 such that
‖Γ‖L02 ≤ C‖Γ‖L(H˙−1,H˙0) = C‖ΓΛ
1
2 ‖L(H˙0).
Proof. The claim is a consequence of (5), (4) and (2) via the calculation
‖Γ‖2L02 = |Tr (ΓQΓ
∗)| = |Tr (Γ∗ΓQ)| =
∣∣∣Tr((ΓΛ 12)∗ ΓΛ 12 Λ−βΛβ− 12QΛ− 12)∣∣∣
≤ ‖ΓΛ 12 ‖2L(H˙0)‖Λ−β‖L(H˙0)‖Λβ−
1
2QΛ−
1
2 ‖Tr = ‖Γ‖2L(H˙−1,H˙0)‖Λ−β‖L(H˙0)‖Λβ−
1
2QΛ−
1
2 ‖Tr.

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The reason for the alternative Assumption 3.6(iv) to Assumption 3.6(iii) is that the con-
dition ‖Λβ− 12QΛ− 12 ‖Tr <∞ is hard to interpret in the common (cf. [4, Corollary 4.9], where
Q is trace-class and induced by a covariance kernel) case that ΛQ 6= QΛ. Note that Assump-
tion 3.6(iv) implies that ‖Λβ−12 ‖L02 <∞ for all β ≤ 1.
As a first step towards our weak convergence result, we need the following regularity esti-
mate for the Malliavin derivatives of the first component of the mild solution given by (14)
and its approximation.
Lemma 3.8. Let Assumptions 2.2 and 3.3 hold. Let X be the mild solution given by (14)
of the stochastic wave equation and let X˜ be the fully discrete approximation given by (29).
Under Assumption 3.6(ii)-(iii), we have X1(t) ∈ D1,p(H˙0) for all p ≥ 2, t ∈ [0, T ], and
(40) sup
t∈[0,T ]
‖DX1(t)Λ 12 ‖L2([0,T ]×Ω,L(H˙0)) <∞.
Furthermore, X˜1(tn) ∈ D1,p(H˙0) for all p ≥ 2, n ∈ {0, 1, . . . , N∆t}, and
(41) sup
n∈{0,1,...,N∆t}
h,∆t∈(0,1]
‖DX˜1(tn)Λ 12 ‖L2([0,T ]×Ω,L(H˙0)) <∞.
If Assumption 3.6(iv) holds in place of Assumption 3.6(iii), similar statements hold with (40)
replaced by
(42) sup
t∈[0,T ]
‖Λ 12DX1(t)‖L2([0,T ]×Ω,L(H˙0)) <∞,
and (41) by
(43) sup
n∈{0,1,...,N∆t}
h,∆t∈(0,1]
‖Λ 12DX˜1(tn)‖L2([0,T ]×Ω,L(H˙0)) <∞.
Proof. We start by showing (40). Define the sequence (Xn1 )
∞
n=0 by X
0
1 = 0 and, for t ∈ [0, T ]
and n ≥ 0,
(44) Xn+11 (t) = P
1E(t)x0 +
∫ t
0
P 1E(t− s)BF (s,Xn1 (s)) ds+
∫ t
0
P 1E(t− s)B dW (s).
Since the existence result [11, Theorem 7.2] that we cited in Theorem 2.3 is proven via a
fixed point argument for this sequence, it follows that limnX
n
1 (t) = X1(t) in L
p(Ω, H˙0) for
all t ∈ [0, T ] and p ≥ 2. By (8), (10) and (9), we have
(45) sup
t∈[0,T ]
‖P1E(t)B‖L(H˙α−1,H˙α) <∞.
This implies, along with Assumption 3.3, that P 1E(t − s)BF (t, ·) ∈ G1b(H˙0, H˙1−min(µ,1)) ⊂
G1b(H˙0, H˙0) for all s, t ∈ [0, T ]. The chain rule for the Malliavin derivatives is then appli-
cable so that P 1E(t − s)BF (t,Xn1 (t)) ∈ D1,2(H˙0) for all s, t ∈ [0, T ] as long as Xn1 (t) ∈
D1,2(H˙0) for all t ∈ [0, T ], and that in this case DP 1E(t − s)BF (t,Xn1 (t)) = P 1E(t −
s)BF ′(t,Xn1 (t))DXn1 (t) for all s, t ∈ [0, T ]. Therefore, we may apply D to both sides of (44)
and hence, by the fact that the Malliavin derivative of a deterministic element is zero, (37)
and (38), we get
DXn+11 (t) =
∫ t
0
P 1E(t− r)BF ′(r,Xn1 (r))DXn1 (r) dr + χ(0,t](·)P 1E(t− ·)B
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for all t ∈ [0, T ]. Our aim is now to show that the sequence (DXn1 )∞n=0 has a limit in
C([0, T ], Lp(Ω × [0, T ],L(H˙−1, H˙0))) for any p ≥ 2. To this end, note first that the mapping
[0, T ] 3 t 7→ χ(0,t](·)P 1E(t−·)B is in this space by (45) with α = 0. Next, we show that there
is an equivalent norm ‖ · ‖σ on C([0, T ], Lp(Ω× [0, T ],L(H˙−1, H˙0))) such that the mapping
[0, T ] 3 t 7→ I(X,Y )t =
∫ t
0
P 1E(t− r)BF ′(r,X(r))Y (r) dr,
where X ∈ L2(Ω× [0, T ], H˙0) and Y ∈ C([0, T ], Lp(Ω× [0, T ],L(H˙−1, H˙0))), fulfills
(46) ‖I(X,Y )‖σ ≤ α‖Y ‖σ
for some α ∈ [0, 1) and all X ∈ L2(Ω × [0, T ], H˙0). We choose, for σ ≥ 0 to be determined,
‖Y ‖σ = supt∈[0,T ] e−σt‖Y (t)‖Lp(Ω×[0,T ],L(H˙−1,H˙0)) and note that for t ∈ [0, T ], by (9) and (31),
‖I(X,Y )t‖Lp(Ω×[0,T ],L(H˙−1,H˙0))
≤
∫ t
0
‖P 1E(t− r)‖L(H,H˙0)‖BF ′(r,X(r))Y (r)‖Lp(Ω×[0,T ],L(H˙−1,H)) dr
.
∫ t
0
‖Y (r)‖Lp(Ω×[0,T ],L(H˙−1,H˙0)) dr ≤ ‖Y ‖σ
∫ t
0
eσr dr =
eσt − 1
σ
‖Y ‖σ.
This implies that ‖I(X,Y )‖σ . σ−1‖Y ‖σ so that (46) is fulfilled for sufficiently large σ.
By the Banach fixed point theorem, therefore, (DXn1 )
∞
n=0 has a limit Yˆ in C([0, T ], Lp(Ω ×
[0, T ],L(H˙−1, H˙0))). In particular, limnDXn1 (t) = Yˆ (t) in Lp(Ω× [0, T ],L(H˙−1, H˙0)) for all
t ∈ [0, T ]. Thus, by Lemma 3.7, limnDXn1 (t) = Yˆ (t) in Lp(Ω × [0, T ],L02) for all t ∈ [0, T ].
Since D is closed and since limnX
n
1 (t) = X1(t) in L
p(Ω, H˙0) for all t ∈ [0, T ] this implies that
X1(t) ∈ D1,p(H˙0) for all t ∈ [0, T ], and that Yˆ (t) = DX1(t) for all t ∈ [0, T ]. With this, we
have deduced (40).
Next, we move on to the corresponding results for the approximation. Since P 1X0h,∆t ∈
D1,p(H˙0) for all p ≥ 2, a proof by induction using (28), (37) and (38) shows that P 1Xnh,∆t =
X˜1(tn) ∈ D1,p(H˙0) for all p ≥ 2, n ∈ {0, 1, . . . , N∆t} and we have
DP 1Xnh,∆t = ∆t
n−1∑
j=0
P 1En−jh,∆tPhBF (tj , P
1Xjh,∆t)DP
1Xjh,∆t +
n−1∑
j=0
χ(tj ,tj+1](·)P 1En−jh,∆tPhB.
Therefore, (41) follows by Lemma 3.4 and we omit the details.
The results (42) and (43) are deduced in the same way, by noting that if Tr(Q) <∞, then
L(H˙0, H˙1) ⊂ L(H˙0) ⊂ L02 (cf. [22, Lemma 2.3.7]) and by using α = 1 instead of α = 0
in (45). 
The following error representation (cf. [19, Theorem 5.9]) is a direct consequence of the
mean value theorem, (36), (39), and the facts that DGφ(P 1·) = (P 1)∗φ′(P 1·) and D2Gφ(P 1·) =
(P 1)∗φ′′(P 1·)P 1, where DG denotes the Gaˆteaux derivative and (P 1)∗ the adjoint of P 1.
Proposition 3.9. Let Assumptions 2.2, 3.3 and 3.6 hold. Let X be the mild solution given
by (14) of the stochastic wave equation and let X˜ be the fully discrete approximation given
by (29). Then, the weak error of the approximation satisfies
E
[
φ(X˜1(T ))− φ(X1(T ))
]
20 M. KOVA´CS, A. LANG, AND A. PETERSSON
=
∫ 1
0
E
[〈
φ′
(
X1(T ) + s(X˜1(T )−X1(T ))
)
, P 1
(
E˜(T )− E(T )
)
x0
+
∫ T
0
P 1
(
E˜(T − r)BF (brc∆t, X˜1(brc∆t))− E(T − r)BF (r,X1(r))
)
dr
〉
H˙0
]
ds
+
∫ 1
0
∫ T
0
E
[〈
φ′′
(
X1(T ) + s(X˜1(T )−X1(T ))
)(
(1− s)DrX1(T ) + sDrX˜1(T )
)
,
P 1
(
E˜(T − r)− E(T − r)
)
B
〉
L02
dr ds.
We are now equipped to show a weak convergence result.
Theorem 3.10 (Weak convergence). Let X be the mild solution given by (14) of the stochastic
wave equation and let X˜ be the fully discrete approximation given by (29). Suppose that
Assumptions 2.2, 3.1, 3.3 and 3.6 all hold and let r′ = min(max(2ν, β), 1 + θ, δ). Then, for
µ ≤ 1, there is a constant C > 0 such that, for all h,∆t ∈ (0, 1],∣∣∣E [φ(X1(T ))− φ(X˜1(T ))]∣∣∣ ≤ C(hr′ κκ+1 + ∆tmin(r′ ρρ+1 ,η,1)).
If, on the other hand, 1 < µ ≤ 2, then there is a constant C > 0 such that, for all h,∆t ∈ (0, 1],∣∣∣E [φ(X1(T ))− φ(X˜1(T ))]∣∣∣ ≤ C(hr′ κκ+1 +1−µ + h1−µ∆tmin(r′ ρρ+1 ,η,1)).
Proof. We first prove the theorem under Assumption 3.6(iii). Writing
φˆ1(s) = φ
′
(
X1(T ) + s(X˜1(T )−X1(T ))
)
and
φˆ2(s) = φ
′′
(
X1(T ) + s(X˜1(T )−X1(T ))
)
,
we use Proposition 3.9 to split the weak error∣∣∣E [φ(X˜1(T ))− φ(X1(T ))]∣∣∣
≤
∫ 1
0
E
[∣∣∣〈φˆ1(s), P 1 (E˜(T )− E(T ))x0〉
H˙0
∣∣∣] ds
+
∫ 1
0
E
[∣∣∣〈φˆ1(s),∫ T
0
P 1E˜(T − r)BF (brc∆t, X˜1(brc∆t))
− P 1E(T − r)BF (r,X1(r)) dr
〉
H˙0
∣∣∣] ds
+
∫ 1
0
∫ T
0
E
[∣∣∣〈φˆ2(s)(1− s)DrX1(T ), P 1 (E˜(T − r)− E(T − r))B〉L02
∣∣∣] dr ds
+
∫ 1
0
∫ T
0
E
[∣∣∣〈φˆ2(s)sDrX˜1(T ), P 1 (E˜(T − r)− E(T − r))B〉L02
∣∣∣] dr ds
= I + II + III + IV.
First we note that as a consequence of (15), (32) and Assumption 3.6(i),
sup
s∈[0,1]
h,∆t∈(0,1]
‖φˆ1(s)‖L2(Ω,H˙0) <∞.
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Therefore, by Ho¨lder’s inequality, Lemma 3.2 and Assumption 2.2(iii),
I ≤ sup
s∈[0,1]
h,∆t∈(0,1]
‖φˆ1(s)‖L2(Ω,H˙0)‖P 1(E˜(T )− E(T ))Θ−
δ
2 ‖L(H,H˙0)‖Θ
δ
2x0‖H
. hmin(δ
κ
κ+1
,κ) + ∆t
min(δ ρ
ρ+1
,1)
.
By the same arguments, we have
II .
∫ T
0
‖P 1E˜(T − r)BF (brc∆t, X˜1(brc∆t))− P 1E(T − r)BF (r,X1(r))‖L2(Ω,H˙0) dr
=
N∆t−1∑
j=0
∫ tj+1
tj
‖P 1
(
E˜(T − r)BF (tj , X˜1(tj))− E(T − r)BF (r,X1(r))
)
‖Lp(Ω,H˙0) dr,
and we split the integrand as follows:
‖P 1
(
E˜(T − r)BF (tj , X˜1(tj))− E(T − r)BF (r,X1(r))
)
‖Lp(Ω,H˙0)
≤ ‖P 1E˜(T − r)B
(
F (tj , X˜1(tj))− F (tj , X1(tj))
)
‖Lp(Ω,H˙0)
+ ‖P 1E˜(T − r)B (F (tj , X1(tj))− F (r,X1(tj))) ‖Lp(Ω,H˙0)
+ ‖P 1E˜(T − r)B (F (r,X1(tj))− F (r,X1(r))) ‖Lp(Ω,H˙0)
+ ‖P 1
(
E˜(T − r)− E(T − r)
)
BF (r,X1(r))‖Lp(Ω,H˙0)
= V + VI + VII + VIII.
Next, by (27), the mean value theorem and (30), since ν ≤ min(r, 1), it follows that
V = ‖P 1E˜(T − r)PhB
(
F (tj , X˜1(tj))− F (tj , X1(tj))
)
‖Lp(Ω,H˙0)
≤ ‖P 1E˜(T − r)‖L(H,H˙0)‖PhBΛ
µ
2 ‖L(H˙0,H)
× ‖Λ−µ2
(
F (tj , X˜1(tj))− F (tj , X1(tj))
)
‖Lp(Ω,H˙0)
. ‖PhBΛ
µ
2 ‖L(H˙0,H)
×
∫ 1
0
‖Λ−µ2 F ′
(
tj , τX˜1(tj) + (1− τ)X1(tj)
)(
X˜1(tj)−X1(tj)
)
‖Lp(Ω,H˙0) dτ
. ‖PhBΛ
µ
2 ‖L(H˙0,H)‖Λ−
ν
2
(
X˜1(tj)−X1(tj)
)
‖Lp(Ω,H˙0),
where we have also used Theorems 2.3 and 3.5. If µ ≤ 1, then by (8), we have that
‖PhBΛ
µ
2 ‖L(H˙0,H) ≤ ‖BΛ
1
2 ‖L(H˙0,H)‖Λ
µ−1
2 ‖L(H˙0) . 1
while if 1 < µ ≤ 2, by (25) and (8), it follows that
‖PhBΛ
µ
2 ‖L(H˙0,H) = ‖PhΘ
µ−1
2 BΛ
1
2 ‖L(H˙0,H) ≤ ‖PhΘ
µ−1
2 ‖L(H)‖BΛ
1
2 ‖L(H˙0,H) . h1−µ.
Next, we similarly have by (27) and (8), that
VI . ‖Λ− 12 (F (tj , X1(tj))− F (r,X1(tj))) ‖Lp(Ω,H˙0) .
(
1 + ‖X1(tj)‖Lp(Ω,H˙0)
)
|tj − r|η
. |tj − r|η,
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where we used Theorem 2.3 and Assumption 2.2(ii) in the last inequality. Term VII is treated
like V, and thus, if µ ≤ 1,
VII .
(
1 + ‖Λ ν2X1(tj)‖Lp(Ω,H˙0) + ‖Λ
ν
2X1(r)‖Lp(Ω,H˙0)
)
‖Λ− ν2 (X1(tj)−X1(r)) ‖Lp(Ω,H˙0)
. |tj − r|min(2ν,1),
using Theorem 2.3 with ν ≤ r and Theorem 2.4 in the last step. On the other hand, if
1 < µ ≤ 2, we have
VII . h1−µ|tj − r|min(2ν,1).
Term VIII is handled by (8), Assumption 2.2(ii), Lemma 3.2 and Theorem 2.3 yielding the
estimate, since θ ≤ r,
VIII ≤ ‖P 1
(
E˜(T − r)− E(T − r)
)
BΛ−
θ
2 ‖L(H˙0)‖Λ
θ
2F (tj , X1(r))‖Lp(Ω,H˙0)
≤ ‖P 1
(
E˜(T − r)− E(T − r)
)
Θ−
1+θ
2 ‖L(H,H˙0)
(
1 + ‖Λ θ2X1(r)‖Lp(Ω,H˙0)
)
. h(1+θ)
κ
κ+1 + ∆t
min((1+θ) ρ
ρ+1
,1)
.
In summary, if µ ≤ 1, we get for II, using also Theorem 3.5,
II . h(1+θ)
κ
κ+1 + ∆t
min((1+θ) ρ
ρ+1
,2ν,η,1)
+ ∆t
N∆t−1∑
j=0
‖X˜1(tj)−X1(tj)‖L2(Ω,H˙−ν)
. hr′
κ
κ+1 + ∆t
min(r′ ρ
ρ+1
,η,1)
.
For 1 < µ ≤ 2, we instead obtain
II . hr′
κ
κ+1
+1−µ + h1−µ∆tmin(r
′ ρ
ρ+1
,η,1)
.
We now continue with the term III, so that by (5), (4), (2) and (3), we have
III =
∫ 1
0
∫ T
0
E
[∣∣∣Tr((1− s)P 1 (E˜(T − r)− E(T − r))BQ(φˆ2(s)DrX1(T ))∗ )∣∣∣]dr ds
=
∫ 1
0
∫ T
0
(1− s)E
[∣∣∣Tr(φˆ2(s)∗P 1 (E˜(T − r)− E(T − r))BQ (DrX1(T ))∗ )∣∣∣]dr ds
≤
∫ 1
0
∫ T
0
E
[ ∥∥∥φˆ2(s)∗P 1 (E˜(T − r)− E(T − r))BQ (DrX1(T ))∗∥∥∥
Tr
]
dr ds
=
∫ 1
0
∫ T
0
E
[∥∥∥φˆ2(s)∗P 1 (E˜(T − r)− E(T − r))Θ−βBΛ 12 Λβ− 12QΛ− 12
×
(
DrX1(T )Λ
1
2
)∗ ∥∥∥
Tr
]
dr ds.
Using Tonelli’s theorem and then Ho¨lder’s and Jensen’s inequalities, we see that
III ≤
∫ 1
0
∫ T
0
E
[
‖φˆ2(s)∗‖L(H˙0)‖DrX1(T )Λ
1
2 ‖L(H˙0)
]
×
∥∥∥P 1 (E˜(T − r)− E(T − r))Θ−βBΛ 12 Λβ− 12QΛ− 12∥∥∥
Tr
dr ds
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≤ sup
τ∈[0,T ]
∥∥∥P 1 (E˜(T − τ)− E(T − τ))Θ−βBΛ 12 Λβ− 12QΛ− 12∥∥∥
Tr
× E
[∫ 1
0
‖φˆ2(s)∗‖L(H˙0) ds
∫ T
0
‖DrX1(T )Λ 12 ‖L(H˙0) dr
]
. sup
τ∈[0,T ]
∥∥∥P 1 (E˜(T − τ)− E(T − τ))Θ−βBΛ 12 Λβ− 12QΛ− 12∥∥∥
Tr
× sup
h,∆t∈(0,1]
‖φˆ2‖L2([0,1]×Ω,L(H˙0)‖DX1(T )Λ
1
2 ‖L2([0,T ]×Ω,L(H˙0))
. sup
τ∈[0,T ]
∥∥∥P 1 (E˜(T − τ)− E(T − τ))Θ−βBΛ 12 Λβ− 12QΛ− 12∥∥∥
Tr
,
where the final inequality follows from Lemma 3.8 and the fact that by (15), (32) and As-
sumption 3.6(i),
sup
h,∆t∈(0,1]
‖φˆ2‖L2([0,1]×Ω,L(H˙0)) <∞.
For any s ∈ [0, T ], by (2) and (8),∥∥∥P 1 (E˜(T − τ)− E(T − τ))Θ−βBΛ 12 Λβ− 12QΛ− 12∥∥∥
Tr
≤ ‖P 1
(
E˜(T − τ)− E(T − τ)
)
Θ−β‖L(H,H˙0)
∥∥∥Λβ− 12QΛ− 12∥∥∥
Tr
,
and thus, by Lemma 3.2 and Assumption 3.6(iii),
III . hmin(2β
κ
κ+1
,κ) + ∆t
min(2β ρ
ρ+1
,1)
.
In the exact same way, one deduces that
IV . hmin(2β
κ
κ+1
,κ) + ∆t
min(2β ρ
ρ+1
,1)
,
and since 2β ≥ max(2ν, β) this finishes the proof in the case when Assumption 3.6(iii) is used.
If Assumption 3.6(iv) holds in place of Assumption 3.6(iii), terms I− II are analyzed in the
same way. For III, we proceed similarly as before, except for that we use the commutativity
condition on φ′′ along with (4) and Lemma 3.8 to deduce that
III ≤
∫ 1
0
∫ T
0
E
[ ∥∥∥(Λ 12DrX1(T ))∗ φˆ2(s)∗Λ− 12P 1 (E˜(T − r)− E(T − r))BQ∥∥∥
Tr
]
dr ds
. sup
r∈[0,T ]
∥∥∥Λ− 12P 1 (E˜(T − r)− E(T − r))BQ∥∥∥
Tr
≤ Tr(Q) sup
r∈[0,T ]
∥∥∥Λ− 12P 1 (E˜(T − r)− E(T − r))B∥∥∥
L(H˙0)
.
Therefore, by Lemma 3.2,
III . hmin(2
κ
κ+1
) + ∆t.
Finally, term IV is treated the same way as above, which finishes the proof. 
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4. Examples and numerical simulation
In this section we outline a few examples for which our theory yields weak convergence
rates that are greater than the available strong convergence rates. Continuing in the setting
of the previous section, where H˙0 = L2(D) for a domain D ∈ Rd, d = 1, 2, 3, we recall that
G(t) = I for all t ∈ [0, T ].
In this section, we will also only consider time-independent F , so that η can be chosen
arbitrarily large. We take F to be a so-called Nemytskij operator, which for u ∈ H˙0 are given
by F (u)(x) = f(u(x)) for a.e. x ∈ D. Here f : R→ R is a differentiable function such that, for
a constant C > 0, |f(x)| ≤ C(1+|x|), |f ′(x)| ≤ C and |f ′(x)−f ′(y)| ≤ C|x−y| for all x, y ∈ R.
In Appendix A, we show that with these conditions on f , Assumption 2.2(ii) is fulfilled for
all θ ∈ [0, 1/2). If it also holds that f(0) = 0, then the assumption is also fulfilled for
θ ∈ (1/2, 1]. Moreover, we show that the derivative of F , given by (F ′(u)v)(x) = f ′(u(x))v(x)
for v ∈ H˙0 and a.e. x ∈ D, fulfills Assumption 3.3 for all ν ∈ [0, 1/2) ∪ (1/2, 1) and µ such
that µ ≥ max(ν, d/2 + ) for an arbitrary small number  > 0.
4.1. The white noise case. Suppose thatQ = I, so that we are considering space-time white
noise. For Assumption 2.2(i) to be fulfilled we then must have d = 1, and Assumption 3.6 is
fulfilled for all β < 1/2, see [17, Remark 4.6]. Suppose that δ = 1 so that r = β, and choose
ν = r maximal. For 0 <   1/2 we set µ = 1/d +  = 1/2 +  > ν. By Theorem 3.10 we
therefore get the weak convergence result∣∣∣E [φ(X(T ))− φ(X˜(T ))]∣∣∣ . h2β κκ+1 + ∆t2β ρρ+1 .
In contrast, Theorem 3.5 ensures that
‖X˜1(T )−X1(T )‖L2(Ω,H˙0) . hβ
κ
κ+1 + ∆t
β ρ
ρ+1 .
We note that since 2β < 1 + θ, the value of θ has no influence on the convergence rate in this
case.
Below we illustrate this case with D = (0, 1), T = 1. We choose u0(x) = xχ[(0,1/2)(x) +
(1 − x)χ[1/2,1)(x) and v0(x) = χ[(0,1/2)(x), x ∈ D. With these choices X0 = [u0, v0]> ∈ H1.
Moreover, we set f = cos(·) and use piecewise linear finite elements (i.e., κ = 2) and the
Crank–Nicolson method (i.e., ρ = 2) in our approximation. See Figure 1 for a sample of X˜
with these parameters.
Choosing φ = ‖ · ‖2 we approximate our weak error by the Monte Carlo estimate∣∣∣EN [‖P 1XN∆th,∆t‖2H˙0 − ‖P 1XN∆t′h′,∆t′‖2H˙0]∣∣∣ =
∣∣∣∣∣ 1N
N∑
i=1
(
‖P 1XN∆th,∆t‖2H˙0 − ‖P 1X
N∆t′
h′,∆t′‖2H˙0
)(i)∣∣∣∣∣ ,
where N is the number of iid samples
(‖P 1XN∆th,∆t‖2H˙0 − ‖P 1XN∆t′h′,∆t′‖2H˙0)(i) of ‖P 1XN∆th,∆t‖2H˙0 −
‖P 1XN∆t′h′,∆t′‖2H˙0 . The strong error is approximated by(
EN
[
‖P 1XN∆th,∆t − P 1X
N∆t′
h′,∆t′‖2H˙0
]) 1
2
.
A reference solution X
N∆t′
h′,∆t′ , h
′,∆t′ ∈ (0, 1], replaces the analytical solution since this is not
available. We set ∆t = h and compute errors for h = 2−1, 2−2, . . . , 2−6. We use a reference
solution with ∆t′ = h′ = 2−8 and use N = 2000 samples in our Monte Carlo simulations.
As one can see from Figure 2, the behaviour of the strong errors are consistent with our
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Figure 1. A realization of u˜ (left) and v˜ (right) for X˜ = [u˜, v˜]> computed
with the parameters of Section 4.1 and h = ∆t = 2−9.
theoretical results while the weak errors appear to decay faster than expected. This is in
line with [26] where numerical convergence rates of 1 were reported for a Crank–Nicolson
discretization of the stochastic wave equation driven by white noise.
4.2. The trace-class noise case. If we assume that Q is of trace-class, Assumption 2.2(i)
holds for all β ≤ 1 but in general not for β > 1. If ΛQ = QΛ, or if ΛQ 6= QΛ with φ as in
Section 4.1, then Assumption 3.6(iii) or (iv) is fulfilled for β ≤ 1, respectively. Let us take
β = 1 and suppose that min(1 + θ, δ) ≥ 2 (letting f(0) = 0 so that θ = 1), which ensures that
r = β = 1. For arbitrary 0 <   1/2, we choose µ = max(d/2 + , 1). In d = 1 we choose
ν = β − /2 = 1 − /2 < µ so that r′ = 2ν = 2 −  in Theorem 3.10. Our weak convergence
result in that theorem then states that∣∣∣E [φ(X1(T ))− φ(X˜1(T ))]∣∣∣ . h(2−) κκ+1 + ∆tmin((2−) ρρ+1 ,1),
while Theorem 3.5 yields the (for sufficiently small ) slower strong convergence rate
‖X˜1(T )−X1(T )‖L2(Ω,H˙0) . h
κ
κ+1 + ∆t
ρ
ρ+1 .
In d = 2, we choose β and ν as before and µ = 1 +  > ν. Our strong convergence result
remains the same as in d = 1 while the weak rate becomes∣∣∣E [φ(X1(T ))− φ(X˜1(T ))]∣∣∣ . h(2−) κκ+1− + h−∆t.
Note that in both d = 1 and d = 2, the Crank–Nicolson scheme provides no essential benefit,
in terms of the weak convergence rate, over the backward Euler scheme in this setting. In
either case, we have a weak rate that is essentially twice as big as the strong rate. In the
case d = 3, however, we need to have µ > 3/2, which means that we get a factor of h−
1
2 in
Theorem 3.10. Therefore, while Theorem 3.10 still yields greater spatial convergence rates
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Figure 2. Monte Carlo estimates of strong and weak errors in the setting of
Section 4.1: The white noise case.
compared to Theorem 3.5 for appropriate parameter configurations, the temporal convergence
rate will be significantly lower.
In d = 1, we now compute weak and strong errors numerically in the setting outlined above,
with the same choices of D, T , ρ and κ as in Section 4.1. Let Q be the integral operator
defined by
〈Qu, v〉H˙0 =
∫
D×D
q(x, y)u(x)v(y) dx dy
for all u, v ∈ H˙0. We choose, for x, y ∈ D, the exponential covariance kernel q(x, y) =
q(x− y) = exp(−25|x− y|)/16, f(x) = sin(x), and u0 = v0 = 0. See Figure 3 for a sample of
X˜ with these parameters.
The temporal step size is set to ∆t = h2. With this choice, we expect to see a weak and
strong convergence rate of approximate order O(h4/3) and O(h2/3), respectively. We compute
errors for h = 2−1, 2−2, . . . , 2−5 and use a reference solution with ∆t′ = h′2 = 2−12, employing
N = 500 samples in our Monte Carlo simulations. As one can see from Figure 4, the decay
of the errors is consistent with our theoretical results.
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Figure 3. A realization of u˜ (left) and v˜ (right) for X˜ = [u˜, v˜]′ computed
with the parameters of Section 4.2 and h2 = ∆t = 2−12.
Appendix A. Nemytskij operators
Let H˙0 = L2(D) for a convex bounded domain D in Rd, d = 1, 2, 3. For m ∈ N0, we
denote by Hm = Hm(D) = Wm,2(D) the classical Sobolev space of order m. For s = m+ σ,
m ∈ N0, σ ∈ (0, 1), we employ the same notation for the fractional Sobolev space Hs (see
[20]) equipped with the Sobolev–Slobodeckij norm
‖u‖Hs =
‖u‖2Hm + ∑
|α|=m
∫
D×D
|Dαu(x)−Dαu(y)|2
|x− y|d+2σ dx dy
1/2 ,
where u ∈ Hs. The spaces (H˙s)s∈[0,2] are related to (Hs)s∈[0,2] by (see, e.g., [28, Theorem 4.5])
(47) H˙s =
{
Hs if s ∈ [0, 1/2),
{u ∈ Hs : u = 0 a.e. on ∂D} if s ∈ (1/2, 3/2) ∪ (3/2, 2],
with norm equivalence.
The aim of this appendix is to show some results on Nemytskij operators, i.e., operators F
that are for u ∈ H˙0 given by F (u)(x) = f(u(x)) for almost every x ∈ D, where f : R → R
is a measurable function. We assume f to be Lipschitz continuous, i.e., that there exists a
constant C > 0 such that
(48) |f(x)− f(y)| ≤ C|x− y|,
for all x, y ∈ R, implying the existence of a constant C > 0 such that
(49) |f(x)| ≤ C(1 + |x|),
for all x ∈ R.
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Figure 4. Monte Carlo estimates of strong and weak errors in the setting of
Section 4.2: The trace class noise case.
If f is also a once continuously differentiable function with a bounded first derivate, i.e.,
if f ′ : R → R is continuous and there exists a constant C > 0 such that |f ′(x)| ≤ C for all
x ∈ R, then F ∈ G1b(H˙0) (see e.g., [1, Theorem 2.7, Chapter 1]) and the derivative of F at u
is given by
(F ′(u)v)(x) = f ′(u(x))v(x)
or all v ∈ H and almost every x ∈ D.
We first show that F is Lipschitz continuous on H˙0 and that it fulfills a linear growth
condition.
Proposition A.1. Let f : R → R be a Lipschitz continuous function and let F be the
corresponding Nemytskij operator. Then, there exists a constant C > 0 such that
(50) ‖F (u)− F (v)‖H˙0 ≤ C‖u− v‖H˙0
for all u, v ∈ H˙0 and
(51) ‖F (u)‖H˙θ ≤ C
(
1 + ‖u‖H˙θ
)
for all u ∈ H˙θ, θ ∈ [0, 1/2). If also f(0) = 0, then (51) holds for θ ∈ (1/2, 1). If, in addition,
f is continuously differentiable with a bounded derivative f ′, then (51) holds for θ = 1.
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Proof. The inequality (50) is a direct consequence of (48) via
‖F (u)− F (v)‖2
H˙0
=
∫
D
|f(u(x))− f(v(x))|2 dx ≤ C2
∫
D
|u(x)− v(x)|2 dx = C2‖u− v‖2
H˙0
.
For (51) with θ ∈ [0, 1/2) we also make use of (47) and (49) to see that
‖F (u)‖2
H˙θ
. ‖F (u)‖2Hθ = ‖F (u)‖2H˙0 +
∫
D×D
|f(u(x))− f(u(y))|2
|x− y|d+2θ dx dy
. 1 + ‖u‖2
H˙0
+
∫
D×D
|u(x)− u(y)|2
|x− y|d+2θ dx dy = 1 + ‖u‖
2
Hθ . 1 + ‖u‖2H˙θ .
The same argument is used for (51) when θ ∈ (1/2, 1), noting that the condition f(0) = 0
means that F (u) will inherit the boundary condition of u ∈ H˙θ. For θ = 1 we simply note
that, due to the definition of ‖ · ‖H˙1 , the chain rule for weak derivatives and the assumption
that |f ′(x)| ≤ C for all x ∈ R,
‖F (u)‖2
H˙1
=
∫
D
|∇f(u(x))|2 dx =
∫
D
|f ′(u(x))|2|∇u(x)|2 dx ≤ C2‖u‖2
H˙1
which completes the proof of the proposition. 
Next, we show that F ′ fulfills a negative norm bound if f ′ is Lipschitz continuous.
Proposition A.2. Let f be a continuously differentiable function of at most linear growth
with bounded and Lipschitz continuous derivative f ′ and let F be the corresponding Nemytskij
operator. Then, there exists a constant C > 0 such that
(52) ‖F ′(u)v‖H˙0 ≤ C‖v‖H˙0 ,
for all u, v ∈ H˙0, and
(53) ‖F ′(u)v‖H˙−µ ≤ C
(
1 + ‖u‖H˙ν
) ‖v‖H˙−ν ,
for all u ∈ H˙ν and v ∈ H˙−ν where  > 0, ν ∈ [0, 1/2) ∪ (1/2, 1) and µ ≥ max(d/2 + , ν). If,
in addition, f ′ is differentiable with a bounded derivative f ′′, then (53) holds for ν = 1.
Proof. The first estimate (52) is a direct consequence of the assumption that there exists a
constant C > 0 such that |f ′(x)| ≤ C for all x ∈ R via the estimate
‖F ′(u)v‖2
H˙0
=
∫
D
|f ′(u(x))v(x)|2 dx ≤ C2
∫
D
|v(x)|2 dx = C2‖v‖H˙0
for all u, v ∈ H˙0. This also shows (53) for ν = 0. For ν > 0, we mimic the approach of [27,
Lemma 4.4]. Let u ∈ H˙ν and v ∈ H˙µ. Then F ′(u)v[x] = f ′(u(x))v(x) = 0 for a.e. x ∈ ∂D
since v(x) = 0 for a.e. x ∈ ∂D, as a consequence of µ > 1/2 and (47). We may therefore
use (47) to obtain, if ν ∈ (0, 1/2) ∪ (1/2, 1), that
‖F ′(u)v‖2
H˙ν
. ‖F ′(u)v‖2Hν = ‖F ′(u)v‖2H˙0 +
∫
D×D
|f ′(u(x))v(x)− f ′(u(y))v(y)|2
|x− y|d+2ν dx dy.
Using (52), the inequality (a+ b)2 ≤ 2(a2 + b2), a, b ∈ R, the Lipschitz assumption on f ′ and
the fact that since µ > d/2, by the Sobolev embedding theorem H˙µ ⊂ L∞(D) continuously,
we find that
‖F ′(u)v‖2
H˙ν
. ‖v‖2
H˙0
+
∫
D×D
|f ′(u(x))(v(x)− v(y))|2
|x− y|d+2ν dx dy
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+
∫
D×D
|(f ′(u(x))− f ′(u(y)))v(y)|2
|x− y|d+2ν dx dy
. ‖v‖2
H˙0
+
∫
D×D
|(v(x)− v(y))|2
|x− y|d+2ν dx dy
+ ‖v‖2L∞(D)
∫
D×D
|u(x)− u(y)|2
|x− y|d+2ν dx dy
. ‖v‖2
H˙ν
+ ‖v‖2L∞(D)‖u‖2H˙ν . ‖v‖2H˙µ(1 + ‖u‖2H˙ν ).
If ν = 1 and f ′ is differentiable with f ′′ bounded, we directly use the definition of H˙1 to see
that, by the same arguments as above,
‖F ′(u)v‖2
H˙ν
=
∫
D
|∇(f ′(u(x))v(x))|2 dx
.
∫
D
|f ′(u(x))∇v(x)|2 dx+
∫
D
|f ′′(u(x))∇u(x)v(x)|2 dx
. ‖v‖2
H˙0
+ ‖v‖2L∞(D)‖u‖2H˙1 . ‖v‖2H˙µ(1 + ‖u‖2H˙ν ).
In summary,
‖Λ ν2F ′(u)Λ−µ2 ‖2L(H˙0) = ‖F ′(u)‖2L(H˙µ,H˙ν) . 1 + ‖u‖2H˙ν
and thus, using that F ′(u) is symmetric on H˙0, we have for v ∈ H˙0 that
‖Λ−µ2 F ′(u)v‖H˙0 = sup
w∈H˙0
‖w‖H˙0=1
∣∣∣〈Λ−µ2 F ′(u)v, w〉
H˙0
∣∣∣ = sup
w∈H˙0
‖w‖H˙0=1
∣∣∣〈Λ− ν2 v,Λ ν2F ′(u)Λ−µ2w〉
H˙0
∣∣∣
≤ ‖v‖H˙−ν‖Λ
ν
2F ′(u)Λ−
µ
2 ‖L(H˙0)
and since H˙0 is dense in H˙−ν , this implies that
‖F ′(u)‖2L(H˙−ν ,H˙−µ) . 1 + ‖u‖2H˙ν ,
which is equivalent to (53). 
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