"Panta Rhei -Everything Flows" is the science plan for the International Association of Hydrological Sciences scientific decade 2013-2023. It is founded on the need for improved understanding of the mutual, two-way interactions occurring at the interface of hydrology and society, and their role in influencing future hydrologic system change. It calls for strategic research effort focused on the delivery of coupled, socio-hydrologic models. In this paper we explore and synthesize opportunities and challenges that socio-hydrology presents for data-driven modelling. We highlight the potential for a new era of collaboration between data-driven and more physically-based modellers that should improve our ability to model and manage socio-hydrologic systems. Crucially, we approach data-driven, conceptual and physical modelling paradigms as being complementary rather than competing, positioning them along a continuum of modelling approaches that reflects the relative extent to which hypotheses and/or data are available to inform the model development process.
Introduction
Socio-hydrology (Sivapalan et al. 2012 , Di Baldassare et al. 2013 , Elshafei et al. 2014 is an emerging focus of hydrological science that recognizes the co-evolution of social and hydrologic systems, and the complex feedbacks between the systems that govern it (Troy et al. 2015) . Its fundamental importance to the discipline in the coming decades is underlined by its prominent inclusion within the Panta Rhei Science Plan (PRSP), the International Association of Hydrological Sciences (IAHS) strategic science plan for 2013-2023 (Montanari et al. 2013) . This plan maps out the key scientific targets for global hydrologic science research over the next decade and documents the main scientific questions that need to be addressed in order to meet them (Table 1) . Central to these is the urgent need for new monitoring methods, data sources and analytical approaches that can enable a better understanding of the complex, internal feedbacks between hydrologic and socioeconomic systems. Indeed, the PRSP argues that hydrology (and hydrologists) should place greater emphasis on the need for a new generation of socio-hydrologic models that can better capture and represent the role and impacts of humans within catchments, and how they can best be managed. Thus, a primary aim of the plan is to encourage hydrologists to give greater attention to the role of phenomenological research (see Lall 2014 ) that will be needed to generate the hypotheses and models that describe and represent the co-evolution of hydrologic and social systems. However, the techniques and methods by which this may be done remain poorly understood, and the opportunities and challenges for alternative model types and epistemological approaches are yet to be explored or clarified in a comprehensive manner. In this context, the objective of this paper is to synthesize the relationship between data-driven, conceptual and physicallybased models, and to identify the opportunities and challenges for using data-driven methods to support the development of socio-hydrologic models.
Significant progress has been made in the past, with a history of hydrologic and socio-economic system modelling extending over several decades (e.g. Falkenmark 1977 , 1979 , Sivakumar 2012 . More recent advances have included the development of integrated models (e.g. Lanini et al. 2004 , Hamilton et al. 2015 and agent-based models (e.g. Dawson et al. 2011) . The "hydrosocial" modelling that emerged in the 1970s (e.g. Falkenmark 1977 Falkenmark , 1979 acknowledged the need to understand the connection between people and water, but did not explicitly acknowledge the co-evolution of social systems and hydrological systems, nor promote an investigation of methods to understand the nature of the complex feedbacks between these systems (Troy et al. 2015) . By contrast, the emerging field of sociohydrology (Sivapalan et al. 2012 , Di Baldassare et al. 2013 , Elshafei et al. 2014 , and the development and exploitation of new monitoring methods and data sources needed to support it, has catalysed a renewed interest in modelling socio-hydrologic systems. In response, the science questions detailed in Panta Rhei reflect calls for the hydrologist's traditional focus on the physical catchment to be augmented by an enhanced consideration of the interactions and co-evolution of social and hydrologic systems (note the cross-cutting nature of the socio-hydrologic systems-based science questions presented in Table 1 ).
The shift towards a stronger focus on coupled sociohydrologic systems challenges hydrologic modellers to represent sub-systems and interactions that have hitherto received limited attention through conventional hydrologic modelling research (Fig. 1) . On the one hand, its requirement to have better representation and understanding of feedbacks operating within and between the catchment and social, economic and infrastructure systems, demands the development of a new generation of models that include coupled physical and human system components (Troy et al. 2015) . This must be done within a context of limited understanding of how human systems interact and co-evolve with the hydrologic system. Similarly, how the processes and behaviours that govern these interactions can be formalized as mathematical or computational models is poorly understood. Indeed, the major limitation of the implementations of socio-hydrologic models (e.g. Van Emmerik et al. 2014 , Di Baldassarre et al. 2015 is certainly the formulation of their social components (Loucks 2015) , which are presently uncertain and difficult to measure or predict (e.g. Gober and Wheater 2015) . On the other hand, the focus on the development of socio-hydrologic models opens up opportunities for the inductive analyses of new types of data and information sources so that improved knowledge and understanding of the interactions occurring within and between hydrologic and social systems can be gained. For example, the information obtained from participatory modelling provides new opportunities for eliciting feedbacks occurring between flooding and community resilience (e.g. Haase 2011 ) and processes of adaptation and learning. Citizen science and the analysis of crowd-sourced Figure 1 . Transitioning from conventional to socio-hydrologic modelling. The additional requirements associated with modelling feedbacks within the human subsystem, and between the human and hydrologic sub-systems results in challenges of increased model complexity and decreased system understanding/increased model uncertainty. It also increases the available range of data types from which system knowledge can be elicited, although the certainty associated with these data is likely to be reduced.
data (e.g. Buytaert et al. 2014) offer new methods for eliciting hydrologic and social knowledge. Ubiquitous mobile technologies offer new platforms for estimating hydrologic variables (e.g. Parajka et al. 2012 , Overeem et al. 2013 and societal responses to them. New sources of remotely sensed data (e.g. Voss et al. 2013 , Ceola et al. 2015 , Richey et al. 2015 enable hydrologic analysis that would otherwise be prevented by sparsity of data (e.g. Callow and Boggs 2013) . However, variable degrees of certainty in data collected using participatory, citizen science or crowd-sourced approaches have been reported (cf. Engel and Voshell 2002, Lowry and Fienen 2012) , and the sparse, temporary and potentially lower-quality nature of such data can make them incompatible with the requirements of conceptual and physicallybased hydrologic models (Buytaert et al. 2014) . Despite such issues, the current absence of robust hypotheses needed to underpin generalized socio-hydrologic system models points clearly towards a return to more inductive, datadriven modelling approaches from which such hypotheses can ultimately emerge (assuming challenges of data quality, certainty and relevance can be surmounted), and against which they can be tested. The remainder of this paper is organized as follows. In Section 2 we position data-driven modelling approaches within a broader, conceptual framework for hydrologic modelling. We argue the case for renewed enthusiasm towards data-driven modelling as a means of enhancing the knowledge required to support future socio-hydrologic models. We then proceed by exploring the opportunities and challenges for data-driven modelling with respect to: increasing our understanding of the socio-hydrologic system (Section 3); improving our ability to make predictions of it (Section 4); and enhancing science in practice (Section 5). Finally, we conclude by delivering a set of recommendations for how the data-driven modelling community may best contribute towards addressing the major scientific challenges outlined in the PRSP (Section 6).
2 The hydrological modelling continuum and the role of data-driven approaches Hydrologic models are products of an inductive, scientific process that delivers mathematical codifications of specific empirical relationships and/or generalized hypotheses of how hydrologic systems function (Gupta and Nearing 2014) , and integrates them into tools that can facilitate understanding and/or enable testable predictions of the system. Represented as a simple functional equation (equation (1)), a hydrologic model's output (y) is determined by the model's structure (f), inputs (x) and parameter settings (θ):
where ε is the model error. Different models can be characterized according to the relative emphasis afforded to empirical data or derived hypothetic knowledge in influencing these (Table 2 ). They can thus be positioned along a hydrologic modelling spectrum that reflects the degree of data or hypothetic influence in each model (Fig. 2) . Whilst models at different points along the spectrum draw upon different types of evidence to inform them, all will include aspects that are not well supported by Figure 2 . The hydrologic modelling spectrum and the relative positioning of different modelling approaches along it. Note that no model can be influenced entirely by data or hypotheses. prior evidence or theory. As a result, parameterization is required to tune the model-a process that adopts a degree of empiricism into even the most physically-based model. As a consequence, aleatory and epistemic uncertainties are encountered and it is necessary to adopt further empiricism to help characterize these (Gong et al. 2013) . Data-driven modelling methods, such as artificial neural networks (ANNs) (e.g. Dandy 2000, Mount and Abrahart 2011a) , place a strong emphasis on the direct role of data in the model development process. They utilize machine learning methods to simultaneously 'discover' the model structure and optimize its parameters. In so doing, the role of a priori hypotheses is minimized, although it cannot be entirely eliminated. In data-driven models, the selection of inputs is often driven entirely by the modeller's hypothetic knowledge and reasoning, e.g. the selection of inputs to a simple median discharge model based on fundamental hydrologic process reasoning (Dawson et al. 2014) , although this can be minimized via the use of more automated selection methods, e.g. partial mutual information (May et al. 2008a) . By contrast, conceptual (e.g. Beven and Kirkby 1979) and physically-based (e.g. Brunner and Simmons 2012) models place a strong emphasis on the use of hypothetic knowledge during their development. The latter are constructed from an assemblage of generalized, coupled hypotheses (Clark et al. 2011) about the form and functioning of the hydrologic system that define both the model structure and required inputs. This definition is usually fixed and considered generally applicable in all catchments (for example the GR4J model, Perrin et al. 2003) . The direct analysis of data, however, remains an important component of such models since, in most circumstances, each model's internal parameters must be calibrated for local conditions. Data-driven methods are often employed for this purpose (e.g. Zhang et al. 2015) . In this respect, even the most hypothetically-driven models can be argued to be incorporating some data-driven elements. Recently, strategies for supporting more flexible conceptual model structures have begun to emerge . These recognize that there is considerable ambiguity in the choice of hypothetic structures used in hydrologic modelling, which has led to an overabundance of models (see Singh and Frevert 2002a , 2002b , Kampf and Burges 2007 . In attempting to address this, flexible modelling strategies combine the "capabilities of modular (flexible) frameworks to isolate individual model hypotheses, with a diagnostic approach to model evaluation that exploits different types of observed data and data signatures to scrutinize both individual model components and their connectivity within the complete system model" (Clark et al. 2011, p. 2) . Flexible models can thus be viewed as occupying an intermediary position on the hydrologic modelling spectrum between data-driven and fixed hypothetic models.
The inductive, scientific methodology dictates that a transition through the hydrologic modelling spectrum (Fig. 2) , from data-influenced to increasingly hypothetically-influenced models, should be accompanied by increased levels of completeness, robustness and certainty in the modeller's a priori hydrologic system knowledge. This transition is evident throughout the historical development of hydrologic modelling (see Todoni 2007 for a review). Starting with the early empirical relationship models of Horton (Horton 1933 (Horton , 1945 , it can be traced through simplified, conceptual hydrologic systems models (e.g. the Stanford Watershed Model, Crawford and Linsley 1966) , to fully-distributed, physicallybased and generalized hydrologic models (e.g. Système Hydrologique Européen, Abbott et al. 1986a Abbott et al. , 1986b ). Yet despite the evident progress, there remains recognition of the need to address difficult challenges associated with both aleatory and epistemic uncertainty (Beven et al. 2011 , Beven 2013 ). This exists with respect to the model structure, parameters, boundary conditions, inputs and validation data (Lui and Gupta 2007) , and is an important reminder of the fact that the system knowledge upon which hydrologic models are built remains incomplete. Where systems are dynamic (as in a co-evolving socio-hydrologic system) substantive questions emerge around how models should be structured so that they can adapt to the challenge of representing non-stationary hydrological system knowledge. Indeed, most hydrologic models use fixed structures in which external forcings (i.e. occurring outside of the model) drive the dynamics of an assumed 'steady-state' system. In this respect, hydrologic models are conceptually constrained, and the more complex, dynamic-state representations needed to reveal the characteristics of co-evolving socio-hydrologic system phenomena are yet to be realized (Lall 2014) .
The science questions and targets of the PRSP (Table 1 ) define a scientific trajectory through which such limitations may be addressed. This trajectory has three main objectives: (a) the development of a new generation of hydrologic models that are characterized by more comprehensive representation of system feedbacks and evolution mechanisms so as to enhance system understanding; (b) improved estimation and prediction capabilities; and (c) improved science in practice. However, it also presents the hydrologic modeller with increased levels of system complexity and uncertainty that must in future be modelled (Fig. 3) . Historically, data-driven (statistical) hydrologic models, informed by the results of empirical analysis and modelling of the hydrologic system, delivered the fundamental advances in system knowledge that ultimately paved the way for the conceptual and physicallybased models that followed. In the same way, realizing the trajectory envisaged by the PRSP will require fundamental advances in our understanding of the complex and uncertain interactions occurring at the interface of hydrology and society. The first step towards achieving this will inevitably require a resurgence of empirical, data-driven modelling methods that can elicit and generalize these interactions from the new sources of data that are available, and support the hypothesis development and testing that will ultimately enable the development of more comprehensive, conceptual models in the future. These future models are likely to bring additional challenges of their own. For example, ways will need to be found to increase the run-time efficiency of substantially more complex models (see Abrahart et al. 2012b) so that tasks such as real-time forecasting, sensitivity analysis and uncertainty assessment can be performed. Similarly, it will be necessary to find ways of improving the forecasting ability of hypothesis-based models with partial system processes representation through the modelling of outstanding information expressed in model residuals (see Corzo et al. 2009 ). In many cases, the application of data-driven modelling approaches will represent an important opportunity for helping hydrologists to meet such requirements.
3 Data-driven methods for enhancing sociohydrologic system understanding Recent efforts to model the combined socio-hydrologic system have focused on discrete system elements or specific phenomena, e.g. the temporal interactions between populations in flood-prone settlements and the flood regime (Di Baldassare et al. 2013) . By constraining the scope of the modelling task in this way, it has been possible to demonstrate proof-of-concept. However, as the scope of sociohydrologic models is enlarged, the system complexity that must be modelled must also increase, along with the degree of uncertainty about its structures and behaviours. In parallel, the scale, scope and origin of the available datasets from which implicit encodings of these structures and behaviours may be elicited will also be enlarged, albeit with variable degrees of certainty in what is actually encoded (Fig. 3) . This need to model a proliferation of uncertain and/or poorly understood socio-hydrologic system components advocates stronger engagement with the data-driven, knowledge discovery paradigm (see Segretier and Collard 2012) . This paradigm offers potential for directing efforts to gain enhanced understanding of system structure, behaviour and dynamics using new data resources and computational methods that are becoming available for scientific enquiry. Beven (2013 Beven ( , p. 1677 implicates an important role for the paradigm in addressing the difficult issue of epistemic uncertainty in hydrologic modelling by recognizing that "in principle at least [it] could be reduced by making the effort to improve our knowledge". However, it should be borne in mind that elucidating relationships between social and hydrologic variables through data-driven knowledge discovery is not the same as validating them-which will remain a significant and vital challenge. The paradigm represents a clear set of opportunities for data-mining and data-driven modelling methods. These apply machine learning and 'computationally intelligent' algorithms to elicit, characterize, quantify and model the myriad, implicit structures and relationships embedded within complex, multivariate datasets. In so doing, they offer a pathway for formulating new understandings of the saliency and power of socio-hydrologic variables, and the inter-relationships and behaviours that exist between them.
Opportunities for eliciting understanding from datamining methods
Good modelling practice begins with efforts to explore data in an attempt both to understand their inherent complexities and to identify any potential inadequacies. Where highlydimensional data are involved, novel systems for multivariate data visualization, based on dimensionality reduction techniques, offer opportunities to "turn data into insight" (e.g. Steed et al. 2013 ) and improve one's qualitative comprehension of the system processes encoded within the data. They represent an important precursor to the use of data-mining methods to discover and quantify these patterns and relationships. The objective of data mining is to interrogate and quantify data complexity so that knowledge about implicit co-relations and co-structures that are 'hidden' within the multi-dimensional data space are elicited (Kantardzic 2011) together with their saliency (e.g. Abrahart et al. 1999 ). Such knowledge is vital for advancing socio-hydrologic modelling, as knowing the strength of nonlinear inter-relationships between social and hydrologic variables represents a means of 'regionalizing' a complex multivariate data space (Hall et al. 2002) . Once regionalized, the variables that warrant inclusion as inputs to empirical models of the system and those that do not (see Galelli et al. 2014) can be more easily identified. In this context, data-driven hydrology research has been particularly successful through the application of data-mining techniques to develop input variable selection (IVS) methods that can both simplify the complex and often overlapping landscape encoded by large hydrologic variable sets (i.e. reducing the dimensionality of a complex multivariate space) and isolate the relative importance of individual input variables amongst a larger set with respect to their power to effect changes on one or more output variables (e.g. Sharma 2000 , Bowden et al. 2005 , Elshorbagy et al. 2010a , 2010b , Li et al. 2015 . Methods based on clustering algorithms, including derivatives of fuzzy c-means clustering (Bezdek et al. 1984) and selforganizing maps (Kohonen 1995) , have become widely adopted as a means of identifying the main hydrologic, geomorphologic and climatic signature in study catchments (e.g. Relative influence of hypothetic and data-driven models under conditions of enhanced system complexity and uncertainty. The greater the level of system complexity and uncertainty to be modelled, the greater will be the influence of data-driven models in delivering the empirical knowledge needed to inform subsequent, hypothesis-driven models. Over time, improved system understanding may act to adjust the relative influence of data and hypothesis based approaches (dashed arrows).
power (e.g. Castelleti et al. 2010 , Galelli and Castelletti 2013a , 2013b and the information content of input-output variable assemblages (e.g. Frenzel and Pompe 2007 , May et al. 2008a , 2008b .
Taking IVS to the next conceptual level offers a mechanism by which the causal relationships operating in a system may be inferred on the basis of the strength of encoded relationships between variables (Larsen et al. 2014 ). Such inference is critical for developing hypotheses about sociohydrologic system processes. However, the dynamic state of a co-evolving socio-hydrologic system makes this problematic, as the nature and strength of the encoded relationships will vary as the system evolves. In this dynamic context, datamining methods also offer potential as a mechanism by which temporal variation in the regional domains of input-output variable set encodings can be characterized (Hall et al. 2002) and applied as a means of inferring the existence of alternate process domains (see Parasuraman and Elshorbagy 2007) . This, in turn, offers a potential method for supporting the development of dynamic, socio-hydrologic model structures that vary in response to changes in regionalization of the input-output variable domain space.
Opportunities for eliciting understanding from datadriven models
The most common application of data-driven methods in hydrology over the last two decades has been the development of predictive, empirically-based models of the hydrologic system operating within a catchment. Numerous examples exist, including models of rainfall-runoff relationships (e.g. Wang and Altunkaynak, Rodrìguez-Vázquez et al. 2012 , De Vos 2013 ; evapo-transpiration (e.g. Kisi and Cimen 2009); discharge-sediment relationships (e.g. Abrahart et al. 2011, Mount and Abrahart 2011a) ; river/flood 'nowcasts' and forecasts (e.g. Chang et al. 2014a) ; and the forecasting of water quality variables in rivers Dandy 1996, Fernando et al. 2009b) . Statistically-based empirical models use a priori assumptions about the data that are to be modelled, and/or the model form to constrain the nature of the models that are 'discovered' in the data (e.g. the assumption of linearity and data normality that constrains the form of a linear regression model). By contrast, data-driven counterparts are not constrained by a priori conceptualizations of the model form or the statistical distributions of input-output data series. As such, they have proven to be a very useful approach to developing predictive models of complex, nonlinear, multivariate systems; albeit with a limited capacity for model generalization in space and/or time (Solomatine et al. 2008) .
Many studies have emerged that highlight the exploratory role of predictive data-driven models in hypothesis testing, through examination of the internal behaviour of the model's structural elements (e.g. Olden and Jackson 2002 , Kingston et al. 2005 and sensitivity analysis of its response function (e.g. Sudheer 2005 , Mount et al. 2013 , Dawson et al. 2014 . Certain data-driven methods, such as the adaptive neuro-fuzzy inference system (ANFIS) (e.g. Firat and Güngör 2008) and gene expression programming (GEP) (e.g. Mount et al. 2012) , make this process easier due to the explicit nature of their governing equations or structural components. For more implicit methods such as ANNs, the internal behaviours must be derived computationally (e.g. Dawson et al. 2014) . Where robust, a priori hypotheses about hydrologic processes exist, exploration of the internal behaviour of data-driven, predictive models offers a means by which the model's legitimacy may be assessed by the extent to which its response function behaviour can be rationalized in mechanistic and process terms (e.g. Mount et al. 2013) . Similarly, disaggregation of the response function into the partial behaviours that are associated with each of the model's structural components can be used to determine whether the model is structured in a rational manner (e.g. See et al. 2008, Jain and .
However, the development of socio-hydrologic models must be undertaken under conditions of enhanced system complexity and uncertainty that will constrain the development of a priori hypotheses (Fig. 3) . It is likely that the capacity to develop complex socio-hydrologic system models will exceed the hypothetic knowledge that informs them. In this scenario, the analysis of predictive, empirical model behaviours offers important opportunities to inform hypothesis development. Analyses of the relative sensitivity of model inputs and outputs (e.g. Nouraini and Fard 2012), considered both one-at-a-time or in combination (i.e. through first-, second-or higher-order analyses), offer an important means by which the characteristics of the relationships between input and output variables can be revealed (Mount et al. 2013) . These can then be used as heuristic support for hypothesis formulation about the processes and feedbacks by which system responses are generated. They can also be used to reveal the relative importance that different variables have in instigating or influencing the responses at different process-response ranges. In this sense, data-driven models are an extremely important tool for facilitating model duality studies, i.e. using the behavioural exploration of models to support their agency as tools of hypothesis development as well as tools of prediction (Caswell 1976) . Furthermore, the use of exhaustive, predictive model searches (e.g. Zhang and Govindaraju 2003) offers opportunities for gaining understanding of the relative performance of different model structures and parameter settings, from which hypotheses about an opaque system's structure and governing states may be deduced.
Perhaps one of the most compelling opportunities for progress towards hypothesis generation that can support improved socio-hydrologic modelling is the adoption of exploratory modelling techniques (Larsen et al. 2014) . These use iterative generation and execution of simple models with different combinations of parameter settings, governing mechanisms or levels of mechanistic detail to resolve causality within complex, nonlinear and poorly understood systems. After each iteration, hypotheses are generated from the model output, tested and refined in conjunction with field measurements. The success of this approach is, of course, dependent on the availability of simple, nonlinear models with parameter settings that can be readily manipulated. In this respect, data-driven modelling methods represent an ideal means of resourcing exploratory modelling approaches due to their ability to rapidly generate suites of such candidate models. Moreover, there is a clear opportunity for data-driven models to take an important role in the development of the hypotheses by coupling exploratory modelling approaches with novel techniques for improving model convergence on plausible modelling mechanisms (e.g. Ruddell and Kumar 2009, Detto et al. 2012 ).
Challenges
As mentioned in sections 3.1 and 3.2, data-driven models have great potential for increasing our understanding of complex, socio-hydrologic systems by using data-mining techniques (Section 3.1) and, in situations where system understanding is sufficient, by eliciting knowledge from calibrated data-driven models (Section 3.2). However, in order to elicit meaningful information about socio-hydrologic systems from calibrated data-driven models, model parameters have to be well-defined. This requires the implementation of rigorous model development protocols to ensure that only relevant and non-redundant inputs are included, that the model does not contain any superfluous parameters and that the best possible parameter settings are identified during calibration. A range of protocols for the development of data-driven models have been advocated in the literature , 2012a , Wu et al. 2014 . However, recent reviews of the methods used for the development of data-driven models in water resources and hydrology (e.g. Maier et al. 2010 , Wu et al. 2014 have found that ad hoc methods for IVS and the determination of the optimal model structure (and hence the optimal number of model parameters) remain pervasive. This is unlikely to result in parsimonious models with well-identified parameters, making it difficult to extract meaningful system understanding.
This presents an important challenge for the data-driven modelling community. Good model development practices and protocols must be more widely implemented so that data-driven models can be used to provide much-needed insight into the complex processes underpinning sociohydrologic system models. For example, limited hypothetic understanding of which model inputs are most relevant when considering more complex systems means the importance of analysing the information content of the data must be emphasized. This includes better attempts to understand the impact of the distribution(s) of the available data (e.g. Bowden et al. 2003) , the use of more advanced analytical methods for IVS (May et al. 2008a , 2008b , Galelli and Castelletti 2013a , 2013b , Galelli et al. 2014 , Li et al. 2015 and a better understanding of the impact of the way the data are split into training, testing and validation subsets (e.g. May et al. 2010 , Wu et al. 2013 . In addition, redundancy in model parameters must be reduced so that their identifiability can be increased. To this end, advanced analytical techniques, such as Bayesian analysis (e.g. Kingston et al. 2008) , offer potential. Finally, there needs to be an increased focus on improved model calibration. For example, greater efforts should be made to consider uncertainty in the model calibration process, as discussed in Section 4.3. In addition, efforts should be made to incorporate as much system understanding into the calibration process as possible, such as constraining model parameters during calibration to ensure the resulting inputoutput relationships are in accordance with a priori system understanding (e.g. Kingston et al. 2005a) .
A challenge associated with the adoption of better datadriven model development practises is the requirement to shift the mindset of the data-driven modelling community. At present, many modellers are still attracted to data-driven modelling techniques, such as ANNs, due to the ease and flexibility with which they can be implemented. There is a perception that all one has to do to develop a data-driven model is 'throw' as much data as possible at a software package and to let the software do the rest. However, this counters the notion that good modelling practise is applicable to all types of models (Jakeman et al. 2006) , including datadriven models. This is especially important in relation to the development of models that have a potentially large number of model parameters, where it is easy to obtain excellent fits to calibration data at the expense of capturing general relationships.
Although the proliferation of software for the development of data-driven models makes them easy to implement, this can also contribute to the adoption of poor model development practices. This is because many of the advanced model development methods introduced in literature have not been incorporated into these packages, making them relatively difficult to implement. For example, in relation to ANN model software, the primary focus is on different model architectures and calibration (training) algorithms. Other steps in the model development process, such as IVS, data division and methods for the identification of parsimonious models, are generally ignored. However, the recent trend to make research software freely available to others (e.g. Galelli et al. 2014 , Li et al. 2015 , as well as the advent of open-source software development platforms such as R, should increase the ease with which advanced model development methods can be implemented by the data-driven modelling community.
Data-driven methods in support of estimation and prediction
Recent discussions on hydrologic modelling have highlighted the 'over-abundance' of models (Clark et al. 2011 ) and the role of hypothesis ambiguity in promoting this (see Section 2). As discussed above, data-driven methods offer opportunities for improved hypothesis development. However, given the additional hypothetical ambiguity that will be a characteristic of socio-hydrology, a plethora of competing socio-hydrologic models may reasonably be expected to emerge in the coming decade. Moreover, highly variable levels of predictive performance can be expected under different conditions. On the one hand, it will be tempting to interpret such developments as emblematic of failures within the hydrologic community to deliver correct or robust codifications of the sociohydrologic system, which has led to potential inaccuracy and uncertainty in the prediction of its behaviour. On the other hand, it is possible to envisage a future in which there will be opportunities to make use of the multiplicity of available model representations and predictions as a basis for delivering optimized conflations of multiple models. In this respect, approaches such as modularization (e.g. Toth 2009), hybridization and multi-model combination (MMC) (see Freitas and Rodrigues 2006) offer potential. These approaches offer mechanisms for delivering improved summary predictions from a multiplicity of uncertain model outputs; using computationally-intelligent, data-driven searches to identify optimized combination mechanisms. However, the dynamic, coevolution of social and hydrologic system components in socio-hydrologic models implies the need for adaptive conflation methods that can respond to non-stationary model outputs. These, in turn, imply a need for methods that can extend beyond simple ensemble approaches based on summary statistical measures or static rule sets.
Opportunities for hybrid modelling and multi-model combination
Hybrid models (e.g. Mekonnen et al. 2015) occupy a position in the middle of the hydrologic modelling spectrum (Fig. 2) . They represent a specific case of combined hydrologic models in which physically-based or conceptual modelling components are fused with data-driven components. The physicallybased/conceptual components are used to model elements of the overall system where the process-response representation is underpinned and justified by robust hypotheses. Conversely, the data-driven component is used to model the elements of the system where there is insufficient a priori knowledge to support conceptual or physically-based modelling, which justifies the use of inductive, data-driven models to account for the systematic errors present in physicallybased or conceptual model residuals (e.g. Abramowitz et al. 2007 , Corzo and Solomatine 2007 , Corzo et al. 2009 ). Hybrid models are able to deliver improved predictions of system responses (e.g. Corzo 2010) because they circumvent the paradox of having to derive predictions of a system's response from models that are inadequate or incomplete conceptualizations of it. They also offer a particularly useful means of modelling systems where there is considerable discrepancy in the level of a priori understanding about how different components of the overall system function. This situation is likely to confront those developing socio-hydrologic models because the functioning of the hydrologic system is considerably better understood than the functioning of its social system counterpart (see Loucks 2015) . Moreover, the adoption of hybrid models developed using data-driven rather than statistical approaches provides opportunities for gaining novel hypothetical insights through heuristic explorations and analyses of the data-driven model structures and behaviours (see Section 3.2).
In this respect, the notion that improvements in model structural accuracy may be achieved by focusing efforts on learning from the model-data encounter of numerous alternative model realizations (Gupta and Nearing 2014) is an important principle. Recent efforts to seek the functional form process structure of a hydrological model using datadriven data assimilation techniques to interrogate the outputs of alternative model realizations have been shown to offer significant potential with respect to the structural updating of models (see Bulygina and Gupta 2009 , Nearing and Gupta 2015 . Amongst the most popular methods are those that use multiple model structures to characterize the uncertainty in the mechanical knowledge of hydrological processes, for example, using Bayesian multimodel averaging (Hoeting et al. 1999 , Neumann 2003 . Other methods attempt to go beyond characterization by using the information available in model outputs (e.g. Lin and Beck 2007 , Reichert and Mieleitner 2009 , Young and Ratto 2009 or raw data Gupta 2009, 2011) to improve model structures. However, the need for a benchmark that quantifies the best achievable performance (BAP) for a particular system and data is paramount. To this end, data-driven methods can play an extremely important role in computing the information entropy and mutual information measures that are needed to define the BAP (see Gong et al. 2013 for an example).
Multi-model combination also uses data-driven methods to fuse model outputs and, in so doing, improve the individual predictions of system responses or their ability to be generalized (e.g. Parasuraman et al. 2006) . However, MMC is distinct from hybrid modelling in the respect that the datadriven methods are used to learn optimum strategies for combining the outputs of several models rather than to develop models of the poorly-understood elements of the system itself. In many cases, the combination strategies that are learned are adaptive by affording different model outputs varying degrees of importance at different prediction ranges. A plethora of data-driven approaches to MMC have been developed in support of hydrologic studies (e.g. Shamseldin et al. 2000 , See and Abrahart 2001 , Shamseldin and O'Connor 2003 , Viney et al. 2009 , Azim et al. 2010 , Velázquez et al. 2011 . These have demonstrated that the predictive accuracy of hydrologic phenomena occurring across a breadth of hydro-climatic and hydro-dynamic regimes can be increased by using models that are, on their own, poorly suited to such diverse application (e.g. Fernando et al. 2009a Fernando et al. , 2009b Fernando et al. , 2012 . This capability of MMC may have potential for addressing the difficult problem of how to develop predictive, socio-hydrologic models that can accommodate the enormous diversity of social, economic and infrastructure systems (see Fig. 1 ) operating throughout the world. By combining models in ways that emphasize the predictive role of outputs from the best performing models (i.e. those most suited to the specific context of the system under study), whilst de-emphasizing those of the worst, it may be possible to avoid a requirement of developing myriad different model instantiations for each unique circumstance in which a sociohydrologic model must be applied. In many cases it is possible to use explicit data-driven methods to learn the MMC strategy (i.e. those that output explicit mathematical formulations that define how the different models should be combined). In such cases, opportunities for interrogating the formulae to gain diagnostic insights into the reasons for the relative successes and failures of each individual model's structures and configurations (and hence the hypotheses on which they have been constructed) will be facilitated across different modelling contexts.
It is also worth noting that the principle of achieving performance enhancements through the combination of information sources that is adopted in MMC is equally applicable to assimilations of model input data. Efforts to synthesize model inputs through the data-driven assimilation of multiple realizations of a hydrologic phenomenon (e.g. point-source rainfall measurements and RADAR-based rainfall measurements) have proven to be an effective means of enhancing model performance (e.g. Chang et al. 2014b) . Socio-hydrologic models will need to adopt quantitative formalizations of qualitative social phenomena for use as model inputs and parameters, or for structuring the model. This is likely to result in several alternate data realizations of the same basic phenomenon and associated uncertainty about which realization modellers should use. In such circumstances, data-driven assimilation of the entire set of alternative realizations may offer an effective and pragmatic way forward.
Opportunities for estimating uncertainty
The socio-hydrologic modelling domain may reasonably be expected to exhibit considerably greater levels of uncertainty than its current hydrologic counterpart. New sources of input uncertainty that derive from ambiguities in qualitative measures of social phenomena (see Lamond 2014 ) and information losses incurred during their translation to quantitative model inputs (e.g. Srnka and Koeszegi 2007) can be expected. Similarly, structural and parameter uncertainty will be promoted through the need to develop increasingly complex and dynamic representations of feedbacks between social and hydrologic sub-systems. In this context, a significant challenge will be the development of model uncertainty estimation methods that are practicable in the context of everincreasing model complexity. Increases in model complexity and dynamism are usually accompanied by increases in model run-times and this can make the application of established Monte Carlo simulation methods impractical-especially in the context of real-time or near-real-time forecasting. Thus, significant opportunities emanate from current developments in the use of highly-efficient, datadriven approaches for estimating model uncertainty. In these approaches, data-driven models are used as uncertainty analysis emulators (Abrahart et al. 2012b ) and work by learning the form of the relationships between the distributions of a model error and its input data, and applying these as a means of predicting the distribution of model errors when future predictions are made. This can be done for forecasting the residual model uncertainty, i.e. when a calibrated model's error is a manifestation of model uncertainty (see Shrestha 2009, Pianosi and Raso 2012) . It can also be done when forecasting the data-related (parametric or input) uncertainty when a data-driven model encapsulates the results of Monte Carlo simulations, as in the MULE method (Shrestha et al. , 2014 . Indeed, uncertainty-aware modelling is becoming a practical possibility even when using complex models-especially when cloud computing solutions are employed (Moya Quiroga et al. 2013 ).
Challenges
Many of the challenges associated with estimation and prediction are similar to those associated with the use of datadriven models for increasing system understanding (Section 3.2). This is because the adoption of good modelling practices is paramount as one embarks upon the joint modelling of socio-hydrologic systems, primarily due to an increase in the number of potential model inputs, and hence parameters, that need to be considered. However, additional challenges associated with the development of data-driven models for prediction, in addition to those discussed in Section 3.2, include:
4.3.1 Adoption of appropriate evaluation practices While evaluation is generally considered an important step in the implementation of data-driven models (see e.g. Maier et al. 2010 , Wu et al. 2014 , this usually involves the assessment of model predictive performance on an independent 'validation' set. This is commonly known as predictive (Power 1993 , Wu et al. 2014 , operational (Rykiel 1996) or performance validation (Biondi et al. 2012) . However, it has been widely recognized in more hypothetically-driven model domains that it is also important to check how well a model is able to represent the underlying physical processes being modelled. This is widely known as structural (Power 1993 , Wu et al. 2014 , conceptual (Rykiel 1996) or scientific validation (Biondi et al. 2012) . While a number of methods exist in the literature for achieving the latter (e.g. Olden and Jackson 2002 , Sudheer 2005 , Kingston et al. 2006 , Jain and Kumar 2009 , Mount et al. 2013 , Dawson et al. 2014 , these methods are not adopted widely in practice (see Wu et al. 2014) . Even in relation to predictive evaluation, greater care needs to be taken that appropriate data-splitting methods are used, so that predictive performance on the 'validation' set is representative of that over the domain of the available data (Bowden et al. 2002 , Anctil and Lauzon 2004 , May et al. 2010 , Wu et al. 2013 . The linguistic problems surrounding the term 'validation' (as demonstrated by the range of alternative nomenclatures included above) should also be noted, along with our preference for the more general term 'evaluation' to avoid unintended consequences when communicating the predictive capacity of models to stakeholders and decision-makers.
Incorporation of uncertainty analysis on a routine basis
Uncertainty analysis methods (see Montanari 2007) are relatively commonplace at the more hypothetically-driven end of the hydrologic modelling spectrum (e.g. Kuczera 1983 , Kuczera et al. 2006 , Thyer et al. 2009 , Renard et al. 2010 . However, there have been only a few attempts to apply these methods in the realm of data-driven predictive modelling (Zhang and Govindaraju 2000 , Kingston et al. 2005b , Khan and Coulibaly 2006 , Srivastav et al. 2007 , Kingston et al. 2008 , Parasuraman and Elshorbagy 2008 , Zhang et al. 2009 , Elshorbagy et al. 2010b , Tiwari and Chatterjee 2010 , Zhang et al. 2011 . Consequently, greater effort needs to be devoted to the incorporation of uncertainty analysis into predictive data-driven modelling on a routine basis. This is particularly pertinent in the modelling of socio-hydrologic phenomena, for which uncertainty is likely to be significant (Section 4.2, Fig. 3) .
A further significant challenge associated with the use of data-driven models is how to best represent the changing dynamics of socio-hydrologic systems. Methods for updating model parameter settings when faced with data that fall outside the range of those used for model calibration have already been developed (see Bowden et al. 2012) . However, approaches for accounting for changing system dynamics via changes in model inputs and structure (e.g. Westra et al. 2014 ) are seldom applied to data-driven models, and are even less frequently applied in hypothesis-driven models. Given that many datadriven models, such as ANNs, have flexible model structures, they should be ideally suited to meeting this challenge.
5 Data-driven methods and science in practice
As the focus of hydrology shifts towards greater integration of social and hydrological systems, increased emphasis will be placed on their integrated management that takes explicit account of the linkages between human and hydrologic subsystems (Fig. 1) . Increased system understanding and improved estimation and prediction are vital in this regard. An explicit focus on the use of socio-hydrologic system models for management highlights the importance of the adoption of a more pragmatic modelling perspective in which a model's primary purpose might be to support decision-making, rather than to deliver a faithful representation of physical processes. This will result in a number of opportunities and challenges for data-driven modelling.
Opportunities
Hydrologic models that have greater hypothetic influence are primarily focused on an accurate representation of system processes and their impact on society (e.g. floods, droughts). By contrast, data-driven models are generally developed for the prediction and forecasting of specific model outputs. Consequently, the latter are able to provide simplified representations of complex systems that can target specific management questions. They are, therefore, ideally suited to meeting the challenge of achieving the practical societal outcomes that integrated socio-hydrology should be designed to support. For example, data-driven models can be used to obtain forecasts at specific future time steps (e.g. Maier and Dandy 1996 , Toth and Brath 2007 , Mohanty et al. 2010 , Chang et al. 2014b , Li et al. 2014 , to inform real-time operational decisions (e.g. Brath et al. 2002 , Aqil et al. 2007 , Chen and Yu 2007 , Wu et al. 2015 , or to predict specific hydrologic variables of interest, rather than having to model an entire system (e.g. Maier and Dandy 1996 , Maier et al. 1998 , Kingston et al. 2005 .
As the hypothetic foundations of socio-hydrologic models develop, the complexity of models that result is likely to increase (Fig. 3) along with the associated run-times. This can limit one's ability to use such models for real-time forecasting or in other operational settings (see Section 4.2). Related areas of research have shown that it can become computationally infeasible to perform diagnostic testing, such as sensitivity and/or uncertainty analysis (e.g. Abrahart et al. 2012b , Broad et al. 2015 , or to identify optimal or nearoptimal management strategies . In such cases, data-driven models can be used as surrogates/emulators/metamodels (e.g. Broad et al. 2005 , Castelletti et al. 2012 , Razavi et al. 2012 ) that deliver computationally efficient solutions that emulate dominant processes or specific aspects of the behaviour of more computationally expensive simulation models. These models can then be used instead of the original simulation model for the purposes of optimization or sensitivity/uncertainty analysis (Broad et al. 2015) .
Challenges
Data-driven methods have already been used extensively as surrogates/emulators/metamodels (hereafter collectively termed 'metamodels') in a number of areas of hydrological research (Castelletti et al. 2012 , Razavi et al. 2012 . However, if they are to be used in this way to support socio-hydrologic modelling, a number of challenges must be addressed by the data-driven modelling community. Some of the key challenges in relation to this include:
The determination of which part(s) of complex simulation models should be replaced by data-driven metamodels This requires consideration of the computational efficiency, dimensionality and smoothness of the various computational steps in the simulation model (see Broad et al. 2015) .
5.2.2
The generation of an appropriate set of calibration/ training data from the complex simulation model While the ability to generate the training data from the simulation model ensures that they are noise-free and that the number of available samples is not limited, how many training samples to generate, and how to best generate them, remain open questions. The larger the number of training samples, the greater the chances that a metamodel will provide a more accurate representation of the simulation model it is supposed to emulate. However, the generation of a larger number of training samples is also computationally expensive. In addition, the response of the simulation model might be more difficult to emulate in some regions of the input space than others (e.g. due to rapid changes in output), making it difficult to know how to best sample the input space in order to achieve the best possible metamodel performance .
Determination of the most appropriate metamodel inputs and outputs
Whilst all inputs and outputs of a simulation model to be emulated may be known, their full inclusion in an emulation model has a number of disadvantages. These include decreasing computational efficiency, decreasing model parsimony (see Section 3.3) and potentially increasing the number of metamodels that need to be developed. However, as the purpose of such models is to represent key dominant processes, opportunities exist for using a subset of the inputs and outputs in the metamodelling process. For example, the most relevant inputs could be determined using IVS methods (e.g. Galelli et al. 2014 , Li et al. 2015 , or sensitivity analyses (e.g. Dandy 1997, Fu et al. 2012) . In addition, the number of metamodels that need to be developed could be reduced by identifying which outputs relate to the dominant processes of interest and only developing metamodels for these (e.g. Broad et al. 2010) . This is especially relevant for spatially-distributed models, where the potential number of model outputs is large.
Summary, recommendations and challenges
The IAHS PRSP, and the move towards socio-hydrology that it advocates, raises a number of significant opportunities and challenges for hydrologic modellers, as we seek to move away from modelling purely hydrologic systems towards coupled socio-hydrologic systems. These result from the future need to: (a) model systems with increased complexity, about which (b) there is limited system understanding, for which there is (c) an increasing amount and range of data available, and that is (d) characterized by high levels of aleatory and epistemic uncertainty (Figs 1 and 3) . In order to address these challenges, it is important that we view all models as being influenced by varying degrees of system understanding (i.e. hypothetic influence) and induction (i.e. data influence). It must be recognized that data-driven, flexible conceptual, fixed conceptual and fully physical models exist along a continuous spectrum of hydrologic models (Table 2, Fig. 2 ). It must also be recognized that the majority of models (and the modeller's thinking that underpins them) will include conceptual and/or practical elements that are sourced from a number of different points along the spectrum. The PRSP advocates a future in which limitations in our understanding of the coupled socio-hydrologic system is likely to increase uncertainty about system representations. The result will be models that must represent increasingly diverse, complex and uncertain systems, and modellers that must learn to make use of an increasing range and diversity of relevant data. Consequently, the influence and importance of data in the model development processes is likely to increase (Fig. 3) , prompting a revisit of the paradigms used during the early years of hydrologic model development, when empirical, data-driven methods were used as drivers for the articulation of different hypotheses of system processes. Over time, as our understanding of the complex processes underpinning socio-hydrologic models increases, there is likely to be an increase in hypothetic influence and a corresponding decrease in the influence of data.
Progressing the move towards socio-hydrologic models will present hydrologists with the challenge of the diversity of hydrologic and social systems that operate globally. Efforts to integrate alternative representations of these various systems as integrated models has the potential to promote an 'explosion' of models, unless concerted effort is made towards a convergent programme of research that seeks modelling solutions that have general applicability. To this end, it is useful for those engaged in socio-hydrology research to consider recent efforts to promote "large sample hydrology" (e.g. Gupta and Nearing 2014) . The need to balance the depth of a model's representation (and associated data and parameter requirements) with the breadth of its transferability and applicability in space and time, as well as the generalized degree of system learning that it facilitates, has been a long-time issue for data-driven modellers who seldom operate beyond catchment scales (see Mount et al. 2013 , Dawson et al. 2014 . Practically, there is a pressing need for greater collaboration amongst research groups developing 'place-based' models with the aim of synergizing the knowledge that is being generated so that the development of a general framework can be informed. This issue is likely to become even more prevalent as sociohydrologic modelling develops. However, as outlined in Section 4.1, data-driven tools do present opportunities for identifying ways to relate model performance and predictive uncertainty to alternative realizations and representations of system structure and function. In this context, the question of how to apply data-driven modelling methods and techniques to help identify generalized model solutions rather than highly-specific, catchment-based solutions warrants significant attention.
Tables 3-5 present recommended research foci for the data-driven modelling community as it seeks to contribute to enhancing understanding (Table 3) , improving estimation and prediction (Table 4 ) and supporting science in practice (Table 5 ) in a new era of socio-hydrology. The foci are presented in no particular order alongside key challenges that could limit their realization. In many cases strong, consequential linkage exists between the opportunities presented in the different tables. For example, data visualization and analysis and knowledge extraction from data-driven models offer opportunities to increase one's understanding of com- Need to increase availability and uptake of software to support implementation of good model development practice Table 4 . Recommended research foci and associated challenges for data driven modelling in relation to delivering enhanced estimation and prediction.
Recommended research foci Associated challenges
Methods for identifying alternative structural hypotheses for conceptual/physical models Development of hybrid models/multimodel combinations to improve predictive performance Techniques for estimating the uncertainty associated with datadriven model outputs Techniques for incorporating dynamic representation into data-driven model structures.
Need to improve model development practice (see also  Tables 3 and 5 ) Need to improve and standardize model validation practices plex socio-hydrologic systems (Table 3) . This understanding can then be used to develop enhanced hypotheses about different structures of conceptual and physical models (Table 4) , which in combination with hybrid models or data-driven MMCs offers an important means of improving the predictive performance of socio-hydrologic models (Table 5) . It is noteworthy that the need to improve data-driven model development practice is a challenge that is present in all of the three tables. The need for data-driven modellers to demonstrate consistent and rigorous model development methods (e.g. Wu et al. 2014 ) is critical if users are to have confidence in the reliability and meaning that is derived from them (Tables 3 and 4) . In many cases, this has not been well demonstrated, which has led to stringent criticism of data-driven, hydrologic modelling in the past (e.g. Abrahart et al. 2011 , 2012a , Mount and Abrahart 2011b . From a predictive perspective, the incorporation of uncertainty analysis on a routine basis, and the ability to represent the changing dynamics that are likely to be a hallmark of socio-hydrologic models are also likely to be extremely important (Table 4) . However, methods for achieving this with data-driven models are poorly developed. Apart from good model development practices, the development of surrogate model, emulator model or metamodel replacements also presents a number of challenges, including development of appropriate methods for the determination of metamodel scope, the generation of training data, and the determination of the most appropriate model inputs and outputs (Table 5) . Indeed, there continues to be a mismatch between the recognized potential of data-driven models as surrogates/ emulators/metamodels and the demonstration of this potential through published studies.
In summary, the PRSP, and the shift towards socio-hydrology that it promotes, provide an exciting opportunity to look at the role of data-driven modelling approaches from a fresh perspective, and to find new, powerful uses for them within hydrology. The increased system complexity, and decreased system understanding associated with the consideration of socio-hydrologic systems, opens the door for data-driven models to take centre stage as a means for discovering complex relationships from an ever-increasing array of available data. It offers a means to move on from activities focused on advanced curve-fitting for empirical prediction and forecasting by increasing our system understanding and to focus on the hypothesis development that is vital for supporting formalization of socio-hydrologic phenomena as conceptual and physical models. Data-driven models provide opportunities to increase predictive performance by facilitating the intelligent combination of model ensembles and optimized decision support.
The realization that data-driven, conceptual and physical models do not represent competing paradigms, but are part of a continuum of modelling approaches with varying degrees of hypothetic and data influence, should herald a new era of collaboration between data-driven and more physically-based modellers. If the coupled socio-hydrologic future envisioned in the PRSP is to be realized, integration of different modelling paradigms is likely to be as important as the integration of the social and hydrologic system representations themselves. Table 5 . Recommended research foci and associated challenges for data driven modelling in relation to enhancing science in practice.
Recommended research foci
Associated challenges Development of modelling approaches, techniques and tools that are focused on societal outcomes, rather than hydrological catchment processes Demonstration of the potential of computationally efficient, datadriven surrogates/emulators/meta models of complex simulation models for the purposes of realtime operation, uncertainty analysis, sensitivity analysis and/or optimization.
Need to improve model development practice (See Tables 3 and 4 ) Need to improve the methods by which data-driven surrogate/ emulation/meta models are developed in practice (e.g. determination of scope, training data, inputs and outputs that are used)
