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Abstract. We show that there is a perverse sheaf on a fine moduli space of
stable sheaves on a smooth projective Calabi-Yau 3-fold, which is locally the
perverse sheaf of vanishing cycles for a local Chern-Simons functional. This
perverse sheaf lifts to a mixed Hodge module and gives us a cohomology theory
which enables us to define the Gopakumar-Vafa invariants mathematically.
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Preface
The Donaldson-Thomas invariant (DT invariant, for short) is a virtual count
of stable sheaves on a smooth projective Calabi-Yau 3-fold Y over C which was de-
fined as the degree of the virtual fundamental class of the moduli space X of stable
sheaves on Y ([48]). Using microlocal analysis, Behrend showed that the DT in-
variant is in fact the Euler number of the moduli space, weighted by a constructible
function νX , called the Behrend function ([1]). Since the ordinary Euler number is
the alternating sum of Betti numbers of cohomology groups, it is reasonable to ask
if the DT invariant is in fact the Euler number of a cohomology theory on X .
On the other hand, it is known that the moduli space is locally the critical
locus of a holomorphic function, called a local Chern-Simons functional ([19]).
Given a holomorphic function f on a complex manifold V , one has the perverse
sheaf φf (Q[dimV − 1]) of vanishing cycles supported on the critical locus. So the
moduli space is covered by charts each of which comes with the perverse sheaf of
vanishing cycles φf (Q[dimV − 1]).
This motivated Joyce and Song to raise the following question ([19, Question
5.7]).
Let X be a moduli space of simple coherent sheaves on Y . Does there exist a natural
perverse sheaf P on the underlying analytic space which is locally isomorphic to the
sheaf φf (Q[dimV − 1]) of vanishing cycles for (V, f) above?
The purpose of this paper is to provide an affirmative answer.
Theorem 0.1. Let X be a moduli space of simple sheaves on a smooth projective
Calabi-Yau 3-fold Y . Suppose the reduced scheme Xred of X is of finite type and
admits a tautological family. Then the collection of perverse sheaves φf (Q[dimV −
1]) geometrically glue to a perverse sheaf P on X. The same holds for polarizable
mixed Hodge modules.
As an application of Theorem 0.1, we use the hypercohomology Hi(X,P ) of P
to deduce the DT (Laurent) polynomial
DT Yt (X) =
∑
i
ti dimHic(X,P )
such that DT Y−1(X) is the ordinary DT invariant by [1].
Another application is a mathematical theory of Gopakumar-Vafa invariants
(GV invariants, for short) proposed in [12]. Let X be a moduli space of stable
sheaves supported on curves of homology class β ∈ H2(Y,Z). The GV invariants
are integers nh(β) for h ∈ Z≥0 defined by an sl2×sl2 action on some cohomology of
X such that n0(β) is the DT invariant of X and that they give all genus Gromov-
Witten invariants Ng(β) of Y via a relation in [12] (cf. (7.1)). Applying Theorem
vii
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0.1 to X , we obtain a perverse sheaf P on X which is locally the perverse sheaf of
vanishing cycles. By the relative hard Lefschetz theorem for the morphism to the
Chow scheme ([42]), we have an action of sl2 × sl2 on H∗(X, Pˆ ) where Pˆ is the
gradation of P by the weight filtration of P . This gives us a geometric theory of GV
invariants which we conjecture to give all the Gromov-Witten invariants Ng(β).
Our proof of Theorem 0.1 uses gauge theory. By the Seidel-Thomas twist ([19,
Chapter 8]), it suffices to consider only vector bundles on Y . Let Bsi = Asi/G be the
space of semiconnections on a hermitian vector bundle E modulo the gauge group
action and letX ⊂ Bsi be a locally closed complex analytic subspace parameterizing
integrable semiconnections. Let CS : Asi → C be the holomorphic Chern-Simons
functional. We call a finite dimensional complex submanifold V of A a CS chart if
the critical locus of f = CS|V is an open complex analytic subspace of X .
Our proof of Theorem 0.1 consists of three parts:
I. We show that there are
(1) an open cover X = ∪αXα;
(2) Xα = (dfα = 0) for an r-dimensional CS chart (Vα, fα), with Vα ⊂ A and
fα = CS|Vα ;
(3) for any pair (α, β), there are open neighborhoods Vαβ ⊂ Vα and Vβα ⊂ Vβ
ofXα∩Xβ , and a biholomorphic map ϕαβ : Vαβ → Vβα with fβ◦ϕαβ = fα.
An analytic space X equipped with the above (1)-(3) will be called a critical virtual
manifold. See Definition 1.5 for the precise statement.
II. We prove that given a critical virtual manifold structure, we can extract perverse
sheaves Pα on Xα for all α (i.e. the perverse sheaves of vanishing cycles) and gluing
isomorphisms σαβ : Pα|Xαβ → Pβ |Xαβ of geometric origin (cf. Definition 2.9) where
Xαβ = Xα ∩Xβ . The same hold for polarizable mixed Hodge modules.
III. We show that the 2-cocycle obstruction for gluing {Pα} to a global perverse
sheaf is Z2-valued and vanishes if there is a square root of the determinant line
bundle detRp∗RHom(E , E)|Xred , where E denotes (local) tautological family while
p : Xred × Y → Xred is the projection. Therefore the local perverse sheaves {Pα}
glue to a global perverse sheaf if there is a square root of detRp∗RHom(E , E)|Xred
in Pic(Xred) whose existence is guaranteed by an argument of Okounkov when Xred
admits a global tautological family.
This paper consists of two parts and a detailed layout of each part is provided
at the beginning.
This paper is a completely revised version of the authors’ preprint posted on
the arXiv in December 2012. All the ideas and arguments are essentially the same.
Some related results were independently obtained by Chris Brav, Vittoria Bussi,
Delphine Dupont, Dominic Joyce and Balazs Szendroi in [7]. We are grateful to
Dominic Joyce for his comments and suggestions. We thank Martin Olsson and
Yan Soibelman for their comments. We also thank Takuro Mochizuki and Masaki
Kashiwara for answering questions on mixed Hodge modules.
Part 1
Critical virtual manifolds and
perverse sheaves
A critical virtual manifold is a (complex) analytic space which is locally the
critical locus of a holomorphic function on a complex manifold of fixed dimen-
sion (Definition 1.5). One may say that a critical virtual manifold is the gluing of
Landau-Ginzburg models. Usual complex manifolds are special cases of critical vir-
tual manifolds. As we will show in Part 2, moduli spaces of sheaves on Calabi-Yau
3-folds are critical virtual manifolds. In Part 1, we investigate several interesting
structures on critical virtual manifolds, such as orientability, semi-perfect obstruc-
tion theory, virtual fundamental class, Donaldson-Thomas type invariant, weighted
Euler characteristic, local perverse sheaves of vanishing cycles, their gluing isomor-
phisms and mixed Hodge modules.
Since a critical virtual manifold X is locally the critical locus Xα of a holo-
morphic function fα on a complex manifold Vα, it comes with a natural symmetric
obstruction theory Eα = [TVα |Xα → ΩVα |Xα ] → LXα on each Xα. These local
symmetric obstruction theories form a semi-perfect obstruction theory (Proposi-
tion 1.30). By [8], we then have a virtual fundamental class [X ]vir ∈ A0(X) whose
degree gives us the Donaldson-Thomas type invariant DT (X), when X is compact.
By adapting the arguments in [1], we find that DT (X) is indeed the Euler char-
acteristic χν(X) of X weighted by the Behrend function ν (Theorem 1.37). Then
it is natural to consider the categorification problem (Problem 1.41) which asks if
there is a cohomology theory on X whose Euler characteristic equals DT (X).
The local holomorphic functions fα : Vα → C with critical loci Xα give us
local perverse sheaves Pα of vanishing cycles on Xα (Definition 2.1) whose Euler
characteristic at each point equals the value of the Behrend function (cf. (2.8)).
Therefore, if there is a perverse sheaf P on X whose restriction to Xα is isomorphic
to Pα, then its hypercohomology has Euler characteristic χν(X) = DT (X) (cf.
Proposition 2.3). We show that there is an isomorphism σαβ : Pα|Xαβ → Pβ |Xαβ
whenever Xαβ = Xα ∩Xβ 6= ∅ (cf. Corollary 2.5).
It is well known that perverse sheaves glue (cf. Proposition 2.8). For a critical
virtual manifold X = ∪Xα with charts fα : Vα → C, the line bundles detTVα |Xredα
on Xredα glue to a globally defined line bundle on the reduced space X
red exactly
when a 2-cocycle obstruction class ξ ∈ H2(X,Z2) vanishes. We say the critical
virtual manifold is orientable if the obstruction class ξ is trivial (Definition 1.17).
We prove that the 2-cocycle obstruction for gluing the local perverse sheaves Pα to a
globally defined perverse sheaf P coincides with the obstruction for the orientability
of X (cf. Corollary 2.13). Therefore an orientable critical virtual manifold X =
∪Xα has a perverse sheaf P which is locally the perverse sheaf Pα of vanishing
cycles on Xα (cf. Theorem 2.15).
The hypercohomology of a perverse sheaf on an analytic space satisfies the
usual nice properties of the cohomology of a compact Ka¨hler manifold, such as
the Hodge decomposition and the hard Lefschetz property, if the perverse sheaf
underlies a polarizable Hodge module (cf. [42, 43]). We further prove that an
orientable critical virtual manifold has a polarizable mixed Hodge moduleM whose
underlying perverse sheaf rat(M) = P is the perverse sheaf above (Theorem 2.20).
The gradation Pˆ = grWP of P with respect to the weight filtration is a perverse
sheaf which underlies a direct sum of polarizable Hodge modules. It is easy to see
that the Euler characteristics of the hypercohomology of P and Pˆ are the same.
So we have two solutions to the categorification problem given by P and Pˆ . The
3latter Pˆ will be useful in Part 2 when we develop a mathematical theory of the
Gopakumar-Vafa invariant.
There is a related notion of a d-critical locus defined by Joyce in [18]. We prove
that critical virtual manifolds are d-critical loci and vice versa (cf. §1.5).
Here is the layout of Part 1. In Chapter 1, we introduce critical virtual mani-
folds, discuss orientability, semi-perfect obstruction theory, Behrend’s theorem and
the categorification problem. In Chapter 2, we prove the gluing theorem for perverse
sheaves and mixed Hodge modules. Chapter 3 is devoted to a proof of Theorem
2.12 which is essential for the gluing of perverse sheaves.

CHAPTER 1
Critical virtual manifolds
In this chapter, we introduce the notion of a critical virtual manifold (Definition
1.5) and the orientability (Definition 1.17). We prove that a critical virtual manifold
X has a natural symmetric semi-perfect obstruction theory (Proposition 1.30) in the
sense of [8], which gives us the virtual fundamental class [X ]vir ∈ A0(X) (Definition
1.34) whose degree
DT (X) = deg[X ]vir
is shown to equal the Euler characteristic
χν(X) =
∑
n∈Z
n · χc(ν−1(n))
weighted by the Behrend function ν (Theorem 1.37). Then we pose a categori-
fication problem (Problem 1.41) which will be solved in the subsequent chapter.
We end this chapter by compairing the notion of a critical virtual manifold with a
d-critical locus from [18].
1.1. Background
Recall that a complex manifold is locally modeled on open subsets in Cn, n > 0.
Definition 1.1. [14, page 14] A complex manifold X is a second countable
paracompact Hausdorff space together with an open cover {Xα} and homeomor-
phisms ϕα : Xα → ϕα(Xα) ⊂ Cn onto open sets such that ϕαβ := ϕβ ◦ ϕ−1α is
holomorphic on ϕα(Xαβ) ⊂ Cn for all α, β. Here Xαβ = Xα ∩Xβ.
When X is a smooth projective variety (or more generally a compact Ka¨hler
manifold), its cohomology H∗(X,C) satisfies nice properties like the Hodge decom-
position and the Lefschetz decomposition, collectively known as the Ka¨hler package
[14, 24]. These properties are well known to be fundamental tools in complex and
algebraic geometry. However when X is singular, these nice properties do not hold
unless we use more sophisticated tools.
Our discussion on singular spaces will be based on the notion of analytic spaces.
Definition 1.2. A local ringed space is a topological space X together with a
sheaf OX of rings whose stalks are local rings.
Given holomorphic functions f1, · · · , fm on an open V ⊂ Cn, the common van-
ishing locus Y = zero(f1, · · · , fm) ⊂ V equipped with the sheaf OY = OV /(f1, · · · , fm)
of holomorphic functions on Y is a local ringed space.
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Definition 1.3. An analytic space is a second countable paracompact Haus-
dorff local ringed space (X,OX) together with an open covering {Xα} and an
isomorphism ϕα : (Xα,OX |Xα)
∼=−→ (Yα,OYα) onto a local ringed space (Yα,OYα) in
an open Vα ⊂ Cn defined by finitely many holomorphic functions for each α. A
morphism of analytic spaces is a morphism of local ringed spaces, i.e. a continuous
map ϕ : X → Y together with a sheaf homomorphism ϕ∗ : ϕ−1OY → OX which
induces a local homomorphism of stalks.
Given an analytic space (X,OX), its reduced space X
red is given by the same
topological space and the reduced sheaf OXred which is the quotient of OX by its
radical ideal.
Although the Ka¨hler package may fail for the ordinary cohomology H∗(X,C),
if we use the hypercohomologyH∗(X,P ) of a perverse sheaf P on X which underlies
a polarizable Hodge module, then we still have the nice properties, thanks to the
theory of perverse sheaves and mixed Hodge modules due to Kashiwara, Goresky,
MacPherson, Beilinson, Berstein, Deligne and Saito, to name a few [3, 13, 42, 43].
So it is reasonable to raise the following question:
How do we get a natural perverse sheaf P on an analytic space X underlying a
polarizable Hodge module?
One obvious way is to use the intersection cohomology complex ICX which
extends the constant variation of Hodge structure QU on an open dense smooth
subset U ⊂ X . For the Donaldson-Thomas theory which is the focus of this paper,
the spaces we deal with are locally the critical locus Crit(f) of a holomorphic
function f : V → C on a complex manifold V (cf. [19]). In this case, the perverse
sheaf Pf = φfQ[dimV − 1] of vanishing cycles is much more relevant than the
constant sheaf Q or the intersection cohomology complex ICX (cf. [1]).
In Part 1 of this paper, we will introduce the notion of a critical virtual man-
ifold and show that there are natural choices of perverse sheaves underlying po-
larizable mixed Hodge modules. In Part 2, we will prove that moduli spaces for
the Donaldson-Thomas theory are critical virtual manifolds. We thus will obtain a
cohomology theory for the Donaldson-Thomas invariant which moreover gives us a
mathematical theory of the Gopakumar-Vafa invariant.
1.2. Definition of Critical Virtual Manifolds
A critical virtual manifold is an analytic space locally modeled on the critical
locus Crit(f) of a holomorphic function f : V → C on a complex manifold V .
Definition 1.4. (1) An LG pair is a complex manifold V together with a
holomorphic function f : V → C which has only one critical value 0.
(2) Two LG pairs (V1, f1) and (V2, f2) are called equivalent if there exists a
biholomorphic map ϕ : V1 → V2 satisfying f2 ◦ ϕ = f1.
(3) The critical locus of an LG pair (V, f) is the analytic space in V defined by
the ideal (df) generated by the partial derivatives of f . We will sometimes denote
the critical locus Crit(f) by Xf .
(4) The reduced analytic space Xredf of the critical locus Xf is the analytic
space defined by the radical ideal of (df).
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Here LG stands for Landau-Ginzburg. Perhaps a reader familiar with mirror
symmetry may think of (V, f) in Definition 1.4 (1) as a Landau-Ginzburg model
with superpotential f . A critical virtual manifold is the gluing of Landau-Ginzburg
models.
Definition 1.5. A critical virtual manifold is an analytic space (X,OX) to-
gether with an open covering X = ∪αXα and a closed embedding ϕα : Xα →֒ Vα
into a complex manifold Vα for each α satisfying the following:
(1) ϕα is an isomorphism onto the critical locus Xfα for an LG pair (Vα, fα);
(2) for each pair (α, β) of indices and Xαβ = Xα ∩ Xβ , we have an open
neighborhood Vαβ (resp. Vβα) of ϕα(Xαβ) in Vα (resp. ϕβ(Xβα) in Vβ)
and a biholomorphic map ϕαβ : Vαβ → Vβα that fit into the commutative
diagram
(1.1) Xαβ
ϕα
// Vαβ
ϕαβ

  //
!!❈
❈❈
❈❈
❈❈
❈
Vα
fα

C
Xβα ϕβ
// Vβα
==④④④④④④④④
  // Vβ
fβ
OO
i.e. ϕαβ ◦ ϕα|Xαβ = ϕβ |Xβα and fβ ◦ ϕαβ = fα|Vαβ ;
(3) ϕαβ = ϕ
−1
βα for each pair (α, β) of indices and ϕαα = idVα .
In other words, we have LG pairs (Vα, fα) whose critical loci are Xα and the
restrictions of (Vα, fα) and (Vβ , fβ) to some open neighborhoods of Xαβ are equiv-
alent.
Definition 1.6. A diagram (Xα
ϕα−→Vα fα−→C) from Definition 1.5 (1) is called
a chart of the critical virtual manifold X . When dimVα = r for each α, we say the
critical virtual manifold X has an atlas of dimension r.
Remark 1.7. When Xαβγ = Xα ∩ Xβ ∩Xγ 6= ∅, we can find an open neigh-
borhood Vαβγ of ϕα(Xαβγ) in Vα such that the composition
(1.2) ϕαβγ = ϕγα ◦ ϕβγ ◦ ϕαβ : Vαβγ −→ Vα
is biholomorphic onto its image. For instance, we may let
Vαβγ = ϕβα(Vβα ∩ Vβγ ∩ ϕγβ(Vγα ∩ Vγβ)).
By Definition 1.5 (2), ϕαβγ ◦ ϕα|Xαβγ = ϕα|Xαβγ as morphisms of analytic spaces.
Note that we do not require the cocycle condition that ϕαβγ should be the identity
map of Vαβγ . The cocycle condition ϕαβγ = id is guaranteed to hold only at
ϕα(Xαβγ).
Example 1.8. Complex manifolds (Definition 1.1) are critical virtual manifolds
by letting Xα = Vα, fα = 0 for any open cover X = ∪αXα.
Nontrivial examples arise from the Landau-Ginzburg theory.
Example 1.9. Let E be a holomorphic vector bundle over a complex manifold
W equipped with a holomorphic section s : W → E. Let π : V = E∗ → W be
the dual vector bundle of E over W , which is a complex manifold. Then s defines
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a holomorphic function f : V → C defined by f(v) = 〈s(π(v)), v〉. Obviously the
critical locus Xf = Crit(f) is a critical virtual manifold.
Suppose the analytic space zero(s) defined by the vanishing of s is smooth,
i.e. the Jacobian matrices ( ∂si∂xj ) have full rank along zero(s) = zero(s1, · · · , sr),
where {xj} are local coordinates of W and {si}1≤i≤r are the coordinate functions
of the section s after choosing a local trivialization E|U ∼= U × Cr over an open
U ⊂W . Then the critical locus Xf = Crit(f) is precisely the complete intersection
zero(s) ⊂W . Indeed, in local coordinates,
f = 〈s, v〉 =
r∑
i=1
sivi
where {vi} are the vertical coordinates of π. Hence
df =
∑
i,j
vi
∂si
∂xj
dxj +
r∑
i=1
sidvi = 0
amounts to vi = 0 and si = 0 for all i. Thus Crit(f) = zero(s) ⊂W
In this way, all smooth complete intersections in complex manifolds come with
nontrivial critical virtual manifold structures.
Example 1.10. Let
Crit(yz2) = {(y, z) | yz = z2 = 0} ⊂ C2 = {(y, z) | y, z ∈ C}
and X be the closure of Crit(yz2) in the projective plane P2. In fact, X is the
projective line P1 = Xred with an embedded point at (0, 0) ∈ C2 ⊂ P2. We
claim that X is a critical virtual manifold. Let (x : y) ∈ P1 be the homogeneous
coordinates and ((x : y), z) denote the coordinates of the line bundle
OP1(1)→ P1, ((x : y), z) 7→ (x : y).
Let D1 ⊂ C denote the unit disk centered at 0 and consider the charts
U0 = {((1 : y), z) | yz = 0 = z2, |y| < 1} = Crit(yz2) ⊂ D1 × C = V0,
U+ = {((1 : y), z) | y /∈ R≥0, z = 0} = Crit(z2) ⊂ (C− R≥0)× C = V+,
U− = {((1 : y), z) | y /∈ R≤0, z = 0} = Crit(z2) ⊂ (C− R≤0)× C = V−,
U∞ = {((x : 1), z) | z = 0, |x| < 1} ⊂ Crit(z2) ⊂ D1 × C = V∞.
Then the holomorphic maps ϕ±,∞ = id, ϕ+,− = id, and
ϕ0,± : V0,± −→ V±,0, (y, z) 7→ (y,√yz)
give us a critical manifold structure with f0 = yz
2, f± = z
2, f∞ = z
2.
In Part 2, we will prove that if Y is a Calabi-Yau 3-fold (a smooth projective
variety of dimension 3 whose canonical line bundle KY is trivial), then moduli
spaces of simple sheaves on Y are all critical virtual manifolds.
Remark 1.11. In [18], Joyce introduced the notion of a d-critical locus and in
[6], Brav, Bussi and Joyce proved that a (−1)-shifted symplectic derived scheme is
an algebraic d-critical locus. In §1.5, we will prove that critical virtual manifolds
are d-critical loci and vice versa. In particular, the analytic space associated to each
(−1)-shifted symplectic derived scheme admits a critical virtual manifold structure.
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Remark 1.12. Although it was not explicitly stated as a definition, the notion
of a critical virtual manifold was the key in our solution to the categorification
problem of the Donaldson-Thomas invariants in our previous draft in 2012.
How can we compare two critical virtual manifold structures of different di-
mensions?
Definition 1.13. Let X be an analytic space with an open cover {Xα}. Two
critical virtual manifold structures
{(Xα = Crit(fα) ⊂ Vα fα−→C, ϕαβ : Vαβ → Vβα)},
{(Xα = Crit(gα) ⊂Wα gα−→C, ψαβ :Wαβ → Wβα)}
with dimVα ≤ dimWα are compatible if there exist closed embeddings
ıα : Vα −→Wα, ∀α
such that gα ◦ ıα = fα and
ıβ ◦ ϕαβ = ψαβ ◦ ıα, ∀α, β.
The two charts (Vα, fα) and (Wα, gα) are related by the following lemma.
Lemma 1.14. Let W ⊂ V be a complex submanifold in a complex manifold.
Let f : V → C be a holomorphic function and g = f |W . Suppose the critical loci
Xf = Crit(f) and Xg = Crit(g) are equal. Let x be a closed point of Xf = Xg.
Then there is a coordinate system {z1, · · · , zr} of V centered at x such that W is
defined by the vanishing of z1, · · · , zm and
f = q(z1, · · · , zm) + g(zm+1, · · · , zr), q(z1, · · · , zm) =
m∑
i=1
z2i , g = f |W .
Proof. We choose coordinates {y1, · · · , yr} of V centered at x such that W is
defined by the vanishing of y1, · · · , ym. Let I be the ideal generated by y1, · · · , ym.
Since Xf = Xg, i.e. (df) = (dg) + I, we have
∂f
∂yi
∣∣∣
W
=
r∑
j=m+1
aij
∂g
∂yj
, i = 1, · · · ,m
for some functions aij regular at x. By calculus, we have
f = g(ym+1, · · · , yr) +
m∑
i=1
∂f
∂yi
∣∣∣
W
· yi + I2
= g(ym+1, · · · , yr) +
r∑
j=m+1
∂g
∂yj
(
m∑
i=1
aijyi
)
+ I2
= g(zm+1, · · · , zr) +
m∑
i,k=1
bikyiyk
where zj = yj +
∑m
i=1 aijyi for j ≥ m+ 1 and bik are some functions holomorphic
near x. Since the kernel of the Hessian of f at x is the tangent space of Xf =
Xg ⊂ W at x, the quadratic form q =
∑m
i,k=1 bikyiyk is nondegenerate near x.
Hence we can diagonalize q =
∑m
i=1 z
2
i by changing the coordinates y1, · · · , ym to
new coordinates z1, · · · , zm. It follows that z1, · · · , zr is the desired coordinate
system. 
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1.3. Orientability of a critical virtual manifold
For a real (Riemannian) manifold M of dimension n, its orientation bundle is
the top exterior power detR TM = ∧nRTM of the tangent bundle TM and its asso-
ciated principal O(1)-bundle has {±1}-valued locally constant transition functions
since O(1) = {±1} = Z2. So the orientation bundle is determined by a class
ξ ∈ H1(M,Z2) whose vanishing is equivalent to the orientability of M , i.e. the
triviality of detR TM . There is an analogous story for critical virtual manifolds.
Let X be a critical virtual manifold and (Xα
ϕα−→Vα fα−→C) be a chart. Let
K∨α = ϕ
∗
α detTVα |Xredα
be the dual of the canonical bundle of Vα restricted to the reduced space X
red
α of
Xα. These line bundles are related by the isomorphisms ξαβ : K
∨
α |Xredαβ → K∨β |Xredαβ
defined by
(1.3) ξαβ := (ϕα|Xredαβ )
∗ det(dϕαβ) : ϕ
∗
α detTVα |Xredαβ −→ ϕ
∗
β detTVβ |Xredαβ
Recall that ϕαβγ denotes the composition ϕγα ◦ ϕβγ ◦ ϕαβ : Vαβγ −→ Vα.
Proposition 1.15. For Xαβγ = Xα ∩Xβ ∩Xγ 6= ∅,
(1.4) ξαβγ = ξγα ◦ ξβγ ◦ ξαβ = (ϕα|Xredαβγ )
∗ det(dϕαβγ)
is locally constant, taking values in {±1}.
Proof. Apply Lemma 1.16, letting V = Vα, U = Vαβγ , f = fα, ϕ = ϕαβγ . 
Lemma 1.16. Let (V, f) be an LG pair (Definition 1.4). Let U ⊂ V be open
and ϕ : U → V be a biholomorphic map onto its image, such that f ◦ ϕ = f |U and
ϕ|Xf∩U = idXf∩U where Xf = Crit(f). Then det(dϕ)|Xredf ∩U is locally constant,
taking values ±1.
Proof. Let Hx = d(df) denote the Hessian of f at x ∈ Xf ∩ U . Then Hx
is a symmetric bilinear form whose kernel is TXf |x. After diagonalizing Hx, we
can choose a subspace Wx, complementary to TXf |x, such that the Hessian Hx is
nondegenerate on Wx. Since ϕ|Xf = idXf , we can write
(1.5) dϕ|x =
(
id A
0 B
)
: TV |x = TXf |x ⊕Wx → TXf |x ⊕Wx = TV |x
where A : Wx → TXf |x and B : Wx → Wx are homomorphisms of vector spaces.
Since f ◦ ϕ = f |U , B preserves the nondegenerate symmetric bilinear form Hx
and hence B lies in the orthogonal group OHx(Wx) with respect to Hx. Since
det(dϕ|x) = detB and an orthogonal matrix has determinant ±1, we find that
det(dϕ|x) ∈ {±1} as desired. 
Since ξαβγ = ξγα ◦ ξβγ ◦ ξαβ and ξαβ = ξ−1βα for each pair (α, β),
(dξ)αβγδ = ξ
−1
αβγξ
−1
αγδξαβδξβγδ
= (ξβαξγβξαγ)(ξγαξδγξαδ)(ξδαξβδξαβ)ξβγδ
= (ξβαξγβξδγξβδξαβ)ξβγδ = (ξ
−1
αβ ξ
−1
βγδξαβ)ξβγδ
= ξ−1αβ ◦ ξαβ = 1
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where the second to the last equality comes from ξβγδ = ±1. Therefore, {ξαβγ} is
a Cˇech 2-cocycle with values in {±1} and defines a class
(1.6) ξ := [ξαβγ ] ∈ H2(X,Z2)
whose vanishing amounts to, possibly after a refinement of the open cover {Xα},
the existence of a 1-cochain µ = {µαβ} taking values in {±1} such that for ξαβ =
µαβξαβ , we have
(1.7) ξαβγ := ξγα ◦ ξβγ ◦ ξαβ = 1
whenever Xαβγ 6= ∅. In particular, the 1-cocycle {ξαβ} with values in O∗ glues the
local line bundles {K∨α = ϕ∗α detTVα |Xredα } to a globally defined line bundle K∨X on
Xred.
Definition 1.17. We say a critical virtual manifold X is orientable if the class
ξ ∈ H2(X,Z2) defined in (1.6) is zero. When X is orientable, a line bundle K∨X on
Xred obtained by gluing {K∨α} by {ξαβ = µαβξαβ} above is called an orientation
bundle of X .
The issue of orientability will be crucial when we construct a natural perverse
sheaf and a mixed Hodge module on a critical virtual manifold X by gluing locally
defined perverse sheaves and mixed Hodge modules of vanishing cycles on local
charts Xα.
Remark 1.18. An orientation bundle of a critical virtual manifold is not
unique. One can always twist {ξαβ} by a Z2-valued 1-cocycle {λαβ} to obtain
a new orientation bundle defined by the gluing isomorphisms {λαβξαβ}. In fact,
since ξαβγ ∈ {±1}, {ξ2αβ} is a 1-cocycle and glues the locally defined line bundles
{(K∨α )2} on Xredα to a globally defined line bundle (K∨X)2 onXred. Hence the square
of an orientation bundle is canonically defined. So we find that when a critical vir-
tual manifold X is orientable, the set of orientation bundles is an H1(X,Z2)-orbit
by the exact sequence
· · · −→ H1(X,Z2) −→ H1(X,O∗X) 2−→H1(X,O∗X) −→ · · ·
from the short exact sequence
1 −→ {±1} −→ O∗X 2−→O∗X −→ 1.
Example 1.19. Every complex manifold is an orientable critical virtual mani-
fold. The critical virtual manifold in Example 1.10 is not orientable because
det(dϕ∞,+,−) = 1 and det(dϕ0,+,−) =
{
1 Im(y) > 0
−1 Im(y) < 0
define a nontrivial class in H2(P1,Z2).
1.4. Semi-perfect obstruction theory and Behrend’s theorem
In this section, we prove that a critical virtual manifold is equipped with a nat-
ural semi-perfect obstruction theory (cf. [8]) which gives us a Donaldson-Thomas
type invariant of a critical virtual manifold X . We will also prove an analogue of
Behrend’s theorem for critical virtual manifolds which says that the Donaldson-
Thomas type invariant is the weighted Euler number of the analytic space X with
the weight function given by the Milnor numbers on the local charts.
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1.4.1. Behrend function. We first recall the theory of Behrend functions
from [1]. We assume that X admits a global embedding into a complex manifold P.
Let CX/P be the normal cone of X in P. Then CX/P defines the characteristic cycle
(1.8) cX =
∑
C′
(−1)dimπ(C′)mult(C′)π(C′)
where π : CX/P → X is the obvious projection and the sum is over all irreducible
components C′ of CX/P. Hence π(C
′) denotes the image of C′ by π which is a
prime cycle of X . Also, mult(C′) is the length of C′ at the generic point of C′.
For a chart (Xα
ϕα−→Vα fα−→C), we can use the normal cone CXα/Vα to define
the characteristic cycle cXα by the recipe of (1.8). By [1, Proposition 1.1], we have
cX |Xα = cXα
because the characteristic cycle is independent of the embedding into a complex
manifold.
For a prime cycle W of dimension p on X , the Nash blow-up µ : W˜ →W gives
us a constructible function
(1.9) Eu(W ) =
∫
µ−1(p)
c(T˜ ) ∩ s(µ−1(p), W˜ )
where T˜ is the dual of the universal quotient bundle on W˜ in the Grassmannian
of rank p quotients of ΩW (or ΩP). Here c(T˜ ) is the total Chern class of T˜ and
s(µ−1(p), W˜ ) is the Segre class of the normal cone to µ−1(p) in W˜ . Now the Behrend
function is defined as the Z-valued constructible function ([1, Definition 1.4])
(1.10) νX = Eu(cX)
When X is a critical virtual manifold so that X is locally the critical locus Xα ∼=
Crit(fα) of a holomorphic function fα : Vα → C, by [41, Corollary 2.4 (iii)] or [1,
(4)],
(1.11) νX(x) = (−1)dimVα(1− χ(MFx))
where χ(MFx) is the Euler characteristic of the Milnor fiber MFx of fα at x (cf.
(2.6)).
The constructible function νX defines the weighted Euler characteristic
(1.12) χν(X) =
∑
n∈Z
n · χc(ν−1X (n))
where χc(·) =
∑
(−1)j dimHjc (·) is the Euler characteristic with compact support.
The cotangent bundle ΩP of a complex manifold P admits a canonical symplec-
tic structure: for any system of local coordinates x1, · · · , xn and the coordinates
p1, · · · , pn for the basis dx1, · · · , dxn for the fibers of π : ΩP → P,
∑n
i=1 dpi∧dxi is a
symplectic form which is independent of the choice of the coordinates {x1, · · · , xn}.
We say a closed analytic subsetW ⊂ ΩP is conic Lagrangian if the Euler vector
field θ =
∑
pi
∂
∂pi
is tangent toW , dimW = dimP and the symplectic form vanishes
identically on the smooth locus of W . A conic Lagrangian subset in the cotangent
bundle ΩP is completely determined by its intersection with the zero section or the
characteristic cycle.
Lemma 1.20. [1, Lemma 4.2] Let W ⊂ ΩP be a closed irreducible analytic
subset. Let W¯ = π(W ) ⊂ P be its image and let ℓ(W¯ ) ⊂ ΩP denote the closure
1.4. SEMI-PERFECT OBSTRUCTION THEORY AND BEHREND’S THEOREM 13
of the conormal bundle of any smooth dense open subset of W¯ . If W is conic
Lagrangian, then ℓ(W¯ ) =W .
Here the conormal bundle of a submanifold ı : S →֒ P means the kernel bundle
ker(ΩP|S ı
∗
−→ΩS) of the pullback homomorphism.
Note that conic Lagrangian is a local property. The conormal bundle construc-
tion ℓ(W¯ ) for a prime cycle W¯ extends to a homomorphism
(1.13) ℓ : Z∗(P) −→ ZdimP(ΩP).
Proposition 1.21. [1, Propositions 1.12 and 4.6] If we apply the homomor-
phism ℓ to the characteristic cycle cX in (1.8) together with the Gysin homomor-
phism
0!ΩP : ZdimP(ΩP) −→ A0(P)
and the degree map deg : A0(P)
p∗−→A0(pt) = Z where p : P → SpecC is the
constant morphism, then we get the Euler characteristic χν(X) weighted by the
Behrend function, i.e.
(1.14) χν(X) = deg 0
!
ΩP [ℓ(cX)].
Remark 1.22. By [1, Proposition 1.1], the Behrend function νX depends only
on the analytic space structure (X,OX). Therefore, the weighted Euler character-
istic χν(X) is an invariant of the analytic space (X,OX).
In the subsequent subsection, we will see that ℓ(cX) is actually the obstruction
cone in ΩP for a natural semi-perfect obstruction theory when X is a critical virtual
manifold, so that
(1.15) 0!ΩP [ℓ(cX)] = [X ]
vir.
Therefore, the weighted Euler characteristic χν(X) is the virtual invariant of X
which satisfies expected properties such as deformation invariance.
1.4.2. Semi-perfect obstruction theories on critical virtual manifolds.
In this subsection, we show that a critical virtual manifold admits a natural semi-
perfect obstruction theory and a virtual fundamental class whose degree gives us a
Donaldson-Thomas type invariant.
Recall the following definition from [2].
Definition 1.23. A perfect obstruction theory on an analytic space X refers
to a morphism φ : E → LX in the derived category D(OX) such that
(1) E is locally isomorphic to a 2-term complex [E−1 → E0] of locally free
sheaves;
(2) H−1(φ) is surjective and H0(φ) is an isomorphism.
Here LX = L
≥−1
X denotes the cotangent complex of X in [17], truncated at ≥ −1.
The perfect obstruction theory φ : E → LX is called symmetric if there is an
isomorphism θ : E → E∨[1] satisfying θ∨[1] = θ.
By [1, Remark 3.7], the obstruction sheaf ObX = H
1(E∨) of a symmetric
obstruction theory is canonically isomorphic to the cotangent sheaf ΩX .
Definition 1.24. [8] Let X be an analytic space. A semi-perfect obstruction
theory of X consists of an open covering {Xα} and perfect obstruction theories
φα : Eα −→ LXα
for each α such that
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(1) for each pair α, β of indices, there is an isomorphism
(1.16) ψαβ : H
1(E∨α )|Xαβ → H1(E∨β )|Xαβ
satisfying ψαα = id, ψβα = ψ
−1
αβ and ψβγ ◦ ψαβ = ψαγ for each triple
α, β, γ;
(2) for each pair α, β, the perfect obstruction theories Eα|Xαβ and Eβ |Xαβ on
Xαβ give the same obstruction assignment via ψαβ .
By (1) above, we obtain a sheaf ObX which is the gluing of {ObXα = H1(E∨α )}
via ψαβ and is called the obstruction sheaf of X with respect to the semi-perfect
obstruction theory.
The second condition requires further explanation.
Definition 1.25. Let x ∈ X be a point in an analytic space. An infinitesimal
lifting problem of X at x consists of
(1) an extension 0→ I → B → B¯ → 0 of Artin local rings by an ideal I with
I ·mB = 0;
(2) a morphism g¯ : SpecB¯ → X sending the unique closed point to x.
Let ∆ = SpecB and ∆¯ = SpecB¯. By [2, §4], for any infinitesimal lifting
problem, there is a canonical obstruction
(1.17) ω(g¯, B, B¯) := (g¯∗LX
g¯−→L∆¯ → L∆¯/∆ τ
≥−1
−→ I[1]) ∈ Ext1(g¯∗LX , I)
whose vanishing is necessary and sufficient for the existence of a lifting
g : ∆ = SpecB −→ X
such that g|∆¯ = g¯. Here the first morphism g¯∗LX g¯−→L∆¯ is the pullback by g¯; the
second L∆¯ → L∆¯/∆ is the natural morphism from the embedding ∆¯ →֒ ∆; the
third morphism τ≥−1 is the truncation to terms of degree ≥ −1.
If φ : E → LX is a perfect obstruction theory on X , its composition with
ω(g¯, B, B¯) : g¯∗LX → I[1] gives us
(1.18) obX(φ, g¯, B, B¯) : g¯
∗E −→ g¯∗LX −→ I[1]
which is an element of Ext1(g¯∗E, I) = I ⊗C H1(E∨)|x.
Definition 1.26. Let φ : E → LX and φ′ : E′ → LX be two perfect obstruction
theories and ψ : H1(E∨) → H1(E′∨) be an isomorphism. We say the two perfect
obstruction theories φ and φ′ give the same obstruction assignment via ψ if
g¯∗(ψ)(obX(φ, g¯, B, B¯)) = obX(φ
′, g¯, B, B¯) ∈ I ⊗C H1(E′∨)|x
This explains the second condition of Definition 1.24.
Definition 1.27. A semi-perfect obstruction theory (φα : Eα → LXα) is called
symmetric if φα are all symmetric (cf. Definition 1.23) and the gluing isomorphisms
ψαβ for the obstruction sheaf ObX are the identity maps of ΩXαβ via the canonical
isomorphism ObXα
∼= ΩXα .
Let us suppose X is now a critical virtual manifold equipped with charts
(Xα
ϕα−→Vα fα−→C). Since Xα = zero(dfα) in Vα and dfα is a section of the cotangent
bundle ΩVα , we have a perfect obstruction theory (cf. [1, §3])
(1.19) φα : Eα = [TVα |Xα
d(dfα)−→ ΩVα |Xα ] −→ LXα
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where TVα = Ω
∨
Vα
is the tangent bundle of Vα. This is symmetric because the
Hessian d(dfα) is symmetric. Moreover, H
1(E∨α ) = ΩXα from the exact sequence
Jα/J
2
α
d−→ΩVα |Xα −→ ΩXα −→ 0
where Jα = (dfα) is the ideal generated by the partial derivatives of fα.
The obstruction assignment for an infinitesimal lifting problem at x ∈ X
(1.20) (0→ I → B → B¯ → 0, g¯ : SpecB¯ → Xα)
can be described as follows. We extend g¯ : ∆¯ = SpecB¯ → Xα →֒ Vα to a morphism
g′ : ∆ = SpecB → Vα. Since Xα is the vanishing locus of the section dfα of the
cotangent bundle ΩVα → Vα, g′ factors through Xα if and only if dfα ◦ g′ : ∆ →
g′
∗
ΩVα is zero. As g¯ = g
′|∆¯ factors through Xα, dfα ◦ g′ ∈ I ⊗ ΩVα |x.
Let ρ : I ⊗C ΩVα |x → I ⊗C ΩXα |x be the tautological projection.
Lemma 1.28. obX(φα, g¯, B, B¯) = ρ(dfα ◦ g′) ∈ I ⊗C ΩX |x.
Proof. By (1.17), (1.18) and (1.19), obX(φα, g¯, B, B¯) is the composition
g¯∗Eα −→ g¯∗LXα −→ L∆¯/∆ −→ I[1]
which fits into a commutative diagram
(1.21) g¯∗ΩVα

g¯∗ΩVα

obVα
##●
●●
●●
●●
●
g¯∗Eα
φα
//

g¯∗LXα // I[1]
g¯∗TVα [1]
55

g¯∗ΩVα [1]
The first column is the distinguished triangle
TVα |Xα −→ ΩVα |Xα −→ [TVα → ΩVα ]|Xα −→ TVα |Xα [1].
We have an exact sequence
(1.22) Hom(g¯∗ΩVα , I) = I ⊗C TVα |x
d(dfα)−→ Hom(g¯∗TVα , I) = I ⊗C ΩVα |x
−→ Ext1(g¯∗Eα, I) −→ Ext1(g¯∗ΩVα , I).
Since Vα is smooth, the morphism
∆¯ = SpecB¯ −→ Xα →֒ Vα
extends to a morphism g′ : ∆ → Vα and hence the homomorphism obVα above is
zero. Thus obX(φα, g¯, B, B¯) lives in the cokernel I ⊗C ΩX |x of the first homomor-
phism in (1.22). The distinguished triangles
ΩVα |Xα −→ Eα −→ TVα |Xα [1],
LVα −→ LXα −→ LXα/Vα ,
L∆|∆¯ −→ L∆¯ −→ L∆¯/∆
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fit into the diagram
(1.23) g¯∗ΩVα |Xα // g¯∗Eα //
φα

g¯∗TVα |Xα [1]
dfα◦g
′
''❖
❖❖
❖❖
❖❖
❖❖
❖❖

g¯∗LVα |Xα //
g′

g¯∗LXα //
g¯

g¯∗LXα/Vα

τ≥−1 // g¯∗Jα/J
2
α[1]

L∆|∆¯ // L∆¯ // L∆¯/∆ τ
≥−1
// I[1]
From (1.22) and (1.23), we find that obX(φα, g¯, B, B¯) equals ρ(dfα ◦ g′). 
Since Eα = [TVα |Xα
d(dfα)−→ ΩVα |Xα ] and Xα = zero(dfα) ⊂ Vα, H1(E∨α ) = ΩXα
and the transition maps ϕαβ : Vαβ
∼=−→Vβα send fα to fβ and ΩXαβ to ΩXβα re-
spectively. Hence we have isomorphisms
ψαβ : H
1(E∨α )|Xαβ = ΩXαβ −→ H1(E∨β )|Xβα = ΩXβα
induced from ϕαβ . Certainly these {ΩXα , ψαβ} glue to the cotangent sheaf ΩX .
Moreover these local perfect obstruction theories {φα} give the same obstruction
assignment.
Lemma 1.29. Let f : V → C and g : W → C be two equivalent LG pairs, i.e.
f and g have only one critical value 0 and we have a biholomorphic Φ : V → W
satisfying g ◦ Φ = f . Let Xf = Crit(f) and Xg = Crit(g) be the critical loci of f
and g respectively. Then under the induced isomorphism Φˆ = Φ|Xf : Xf
∼=−→Xg,
the perfect obstruction theories E = [TV |Xf → ΩV |Xf ] and E′ = [TW |Xg → ΩW |Xg ]
give the same obstruction assignment via the canonical isomorphism
H1(E∨) = ΩXf
∼= Φˆ∗ΩXg = Φˆ∗H1(E′∨).
Proof. Because (V, f) and (W, g) are equivalent under Φ, Φ induces an isomor-
phism of the critical loci Φˆ : Xf ∼= Xg. Hence, we have the induced Φˆ∗ΩXg ∼= ΩXf
making the following square commutative
(1.24)
ΩV |Xf
∼=−−−−→ Φˆ∗(ΩW |Xg )yρ y̺
ΩXf
∼=−−−−→ Φˆ∗ΩXg ,
where the vertical arrows are natural quotient homomorphisms.
We now compare the obstruction assignments. Let B¯ = B/I and λ¯ : Spec B¯ →
Xf supported at x ∈ Xf , as in (1.20). We let µ¯ = Φˆ ◦ λ¯ : Spec B¯ → Xg. We need
to show that
(1.25) obXf (φ, λ¯, B, B¯) = obXg (φ
′, µ¯, B, B¯) ∈ I ⊗C ΩXf |x = I ⊗C ΩXg |Φˆ(x).
We extend λ¯ to λ′ : SpecB → V , and let µ′ = Φ ◦ λ′ : SpecB → W . Using
df ◦ λ¯ = 0 and I ·mB = 0, df ◦ λ′ ∈ I ⊗C ΩV |x. By a similar reason, dg ◦ µ′ ∈
I ⊗C ΩW |Φˆ(x). From Φ∗(dg) = df and µ′ = Φ ◦ λ′, we conclude
df ◦ λ′ = Φ∗(dg ◦ µ′) ∈ I ⊗C ΩV |x ∼= I ⊗C ΩW |Φˆ(x).
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From (1.24), we obtain
ρ(df ◦ λ′) = ̺(dg ◦ µ′) ∈ I ⊗C ΩXf |x ∼= I ⊗C ΩXg |Φˆ(x).
Thus obXf (φ, λ¯, B, B¯) = obXg (φ
′, µ¯, B, B¯), which proves the lemma. 
So we proved the following.
Proposition 1.30. A critical virtual manifold X with charts (Xα
ϕα−→Vα fα−→C)
admits a symmetric semi-perfect obstruction theory {Eα = [TVα |Xα → ΩVα |Xα ]}
whose obstruction sheaf ObX is the cotangent sheaf ΩX of X.
Remark 1.31. In [8, Definition-Theorem 4.7], moduli spaces of simple gluable
objects with fixed determinant in the derived categoryDb(Y ) of coherent sheaves on
a Calabi-Yau 3-fold Y are proven to have semi-perfect obstruction theories. Here an
object E ∈ Db(Y ) is simple if HomDb(Y )(E,E) = C and gluable if Ext<0(E,E) =
0. It is expected that in fact these moduli spaces are critical virtual manifolds. In
Part 2, we will see that this is indeed true for moduli spaces of simple sheaves.
Remark 1.32. The isomorphism ϕαβ in Definition 1.5 induces the isomorphism
(1.26) Eα|Xαβ

[TVα |Xαβ

d(dfα)
// ΩVα |Xαβ ]

Eβ |Xαβ [TVβ |Xαβ
d(dfβ)
// ΩVβ |Xαβ ]
whose vertical maps are isomorphisms induced from ϕαβ since fβ ◦ ϕαβ = fα.
However, because ϕαβγ in (1.2) need not be the identity morphism, there is no
obvious reason for the local perfect obstruction theories {Eα} to glue to a global
perfect obstruction theory.
1.4.3. Virtual cycle and Donaldson-Thomas type invariant. In [1],
Behrend proved that when a scheme admits a symmetric perfect obstruction theory,
the Donaldson-Thomas type invariant, which is the degree of the virtual cycle, is
the weighted Euler characteristic (cf. §1.4.1). We extend this result to the case of
symmetric semi-perfect obstruction theory and apply it to critical virtual manifolds.
Let X be an analytic space equipped with a symmetric semi-perfect obstruction
theory {φα : Eα → LXα}. By [8, (3.5)], we then have the obstruction cone cycle
CX ∈ Z∗(ObX) where ObX denotes the obstruction sheaf of X defined in Definition
1.24. By applying the Gysin map s! for the sheaf stack ObX when X is proper (cf.
[8, Proposition 3.4]), we obtain the virtual cycle of X defined by
(1.27) [X ]vir := s![CX ] ∈ A0(X).
In case X admits a global embedding ı : X →֒ P into a complex manifold P,
we can give an alternative description of [X ]vir by using the following proposition
which is an immediate consequence of [1, Proposition 2.2].
Proposition 1.33. Let X be an analytic space equipped with a symmetric semi-
perfect obstruction theory {φα : Eα → LXα}. There exists a unique closed subcone
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CP ⊂ ΩP such that for each local resolution F → E∨α [1]|U for open U ⊂ Xα by a
locally free sheaf F on U and every lift φ
F

ΩP|U ı
∗
//
φ
<<②②②②②②②②
ΩU
we have CP|U = φ−1(CF ) where CF is the fiber product of the intrinsic normal cone
CXα →֒ h1/h0(E∨α )
and the quotient morphism F → h1/h0(E∨α )|U .
Indeed, by [1, Proposition 2.2], there are unique closed subcones CP|Xα ⊂
ΩP|Xα satisfying the above lifting property. By the uniqueness over the intersections
Xαβ, these subcones uniquely glue to a cone CP ⊂ ΩP. See [2] for the theory of
intrinsic normal cones.
Note that
CP ∈ ZdimP(ΩP)
since CXα is 0-dimensional.
Definition 1.34. Suppose X is a compact analytic space equipped with a
symmetric semi-perfect obstruction theory and with an embedding into a complex
manifold P. The virtual fundamental class of X is defined to be
(1.28) [X ]vir = 0!ΩP [CP] ∈ A0(X)
using the cone in Proposition 1.33. We define the Donaldson-Thomas type invariant
of X to be
(1.29) DT (X) = deg[X ]vir
where deg : A0(X) → A0(pt) = Z is the pushforward by the constant map X →
pt = SpecC.
Lemma 1.35. [X ]vir is independent of the embedding X →֒ P into a complex
manifold.
Proof. Given two embeddings ı, ı′ of X into P and P′, we have an embedding
(ı, ı′) : X →֒ P× P′
and exact sequences
0 −→ p∗2ΩP′ |X −→ CP×P′ −→ CP −→ 0
0 −→ p∗1ΩP|X −→ CP×P′ −→ C′P −→ 0
where p1, p2 are the projections from P× P′ to P and P′ respectively. Hence
0!ΩP [CP] = 0
!
ΩP×P′
[CP×P′ ] = 0
!
ΩP′
[CP′ ]
as desired. 
By the construction of s! in [8, Proposition 3.4], it is obvious that the virtual
fundamental class in Definition 1.34 coincides with (1.27).
We next show that the Donaldson-Thomas type invariant (1.29) is the Euler
characteristic (1.12) weighted by the Behrend function νX .
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Lemma 1.36. Let X be a compact analytic space equipped with a symmetric
semi-perfect obstruction theory. Fix an embedding ı : X →֒ P of X into a complex
manifold P. Then the cone CP from Proposition 1.33 is conic Lagrangian, and
CP = ℓ(cX) where cX is the characteristic cycle of X in (1.8).
Proof. Being conic Lagrangian is a local property. Hence CP is conic La-
grangian by [1, Theorem 4.14]. For CP = ℓ(cX), use Lemma 1.20 and the fact that
CP|Xα is the pullback of intrinsic normal cone CXα for each α. 
Combining Lemma 1.36 and Proposition 1.21, we obtain the following general-
ization of [1, Theorem 4.18] to the setting of semi-perfect obstruction theory.
Theorem 1.37. Let X be a compact analytic space equipped with a symmetric
semi-perfect obstruction theory and a closed immersion into a complex manifold P.
Then
(1.30) DT (X) = χν(X)
where DT (X) = deg[X ]vir and χν(X) =
∑
n·χc(ν−1(n)) is the Euler characteristic
of X weighted by the Behrend function defined by (1.10).
Corollary 1.38. The Donaldson-Thomas type invariant DT (X) = deg[X ]vir
depends only on the analytic space (X,OX), i.e. DT (X) is independent of the
symmetric semi-perfect obstruction theory or the embedding into a complex manifold
P.
Proof. By Remark 1.22, the weighted Euler characteristic χν(X) depends
only on the analytic space (X,OX). The corollary follows from Theorem 1.37. 
Let X be a critical virtual manifold with charts (Xα
ϕα−→Vα fα−→C). Let
{Eα = [TVα |Xα
d(dfα)−→ ΩVα |Xα ]}
be the symmetric semi-perfect obstruction theory from Proposition 1.30 so that
the cotangent sheaf ΩX is the gluing of local obstruction sheaves {H1(E∨α )}. By
Corollary 1.38, we therefore obtain the following.
Corollary 1.39. Let X be a compact critical virtual manifold equipped with
an embedding into a complex manifold P. Then DT (X) = χν(X) and the invariant
depends only on the analytic space underlying the critical virtual manifold.
Remark 1.40. In [8], the theory of semi-perfect obstruction was developed in
the more general setting of a separated proper Deligne-Mumford stack X over a
smooth Artin stack M of pure dimension. The Donaldson-Thomas type invariant
DT (X) = deg[X ]vir is deformation invariant (cf. [8, Proposition 3.8]): If
X ′
u //

X

M′ v //M
is a fiber product and v is a regular embedding of smooth Artin stacks of pure
dimensions,
v![X ]vir = [X ′]vir.
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1.4.4. A categorification problem. Categorification roughly means finding
a deeper structure underlying a known invariant. The categorification problem for
critical virtual manifolds is the following.
Problem 1.41. Find a cohomology theory H∗(X) for a compact critical virtual
manifold X whose Euler characteristic∑
m
(−1)m dimHm(X)
is equal to the Donaldson-Thomas type invariant
DT (X) = deg[X ]vir = χν(X).
Originally this problem was proposed by Joyce and Song in [19, Question 5.7]
for the case where X is a moduli space of simple coherent sheaves on a Calabi-Yau
3-fold Y .
In subsequent chapters, we will construct such a cohomology theory as the
hypercohomology of a perverse sheaf on X which is locally the perverse sheaf Pα
of vanishing cycles for fα : Vα → C whenever X is an orientable critical virtual
manifold.
1.5. Critical virtual manifolds and d-critical loci
In [18], Joyce introduced the notion of a d-critical locus as a classical model
for a (−1)-shifted symplectic derived scheme. In this section, we prove that critical
virtual manifolds are d-critical loci and vice versa.
According to [18, Definition 2.3], a d-critical locus is a pair (X, s) of an analytic
space X and a section s of a sheaf S0X satisfying the condition that for any x ∈ X
there exists an open neighborhood U of x which is isomorphic to the critcal locus
Crit(f) of a holomorphic function f on a complex manifold V such that f defines the
section s|U . Roughly speaking, S0X sheafifies the choices of charts (V, f) and their
compatibility (cf. Definition 1.13) while allowing the dimensions of the charts to
vary. The definition of the sheaf S0X is rather involved (cf. [18, Theorem 2.1]). We
will not reproduce the precise definition here but instead we will use the following.
Proposition 1.42. An analytic space X is a d-critical locus if and only if there
is an open cover X = ∪αXα and LG pairs {(Vα, fα)} such that
(1) for each α, Crit(fα) ∼= Xα as analytic spaces;
(2) for each pair (α, β) of indices, there exist open neighborhoods Vαβ (resp.
Vβα) of Xαβ = Xα ∩Xβ in Vα (resp. Vβ) and closed embeddings
(1.31) Vαβ
  ıαβ // Wαβ Vβα?
_ıβαoo
into a complex manifold Wαβ satisfying
(1.32) gαβ ◦ ıαβ = fα|Vαβ , gαβ ◦ ıβα = fβ|Vβα
for some holomorphic function gαβ on Wαβ whose critical locus Crit(gαβ)
is Xαβ.
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Proof. If we have an open coverX = ∪αXα and LG pairs {(Vα, fα)} satisfying
the stated conditions, then we certainly have a d-critical locus structure on X
because the local sections sα defined by fα glue to a globally defined section s by
[18, Theorem 2.1(ii)].
Conversely, suppose we have a d-critical locus (X, s) and at every point x ∈ X
we can find a neighborhood U of x in X which is the critical locus of an LG pair
(V, f) such that f defines the section s|U . Hence there is an open coverX = ∪λ∈ΛXλ
and LG pairs (Vλ, fλ) such that Crit(fλ) ∼= Xλ. Since X is paracompact, we may
assume the covering is locally finite. For each x ∈ X ,
Λx = {λ ∈ Λ |x ∈ Xλ}
is a finite set. Since a second countable paracompact space is a metric space, we
can choose a metric d on X . By [18, Theorem 2.20], we can pick εx > 0 such that
B(x, 3εx) ⊂ ∩λ∈ΛxXλ
and that for any λ1, λ2 ∈ Λx, there is an LG pair (Wλ1λ2 , gλ1λ2) satisfying
Crit(gλ1λ2) = B(x, 3εx)
together with closed embeddings
V ◦λ1
  ı1 // Wλ1λ2 V
◦
λ2
? _
ı2oo
of open neighborhoods V ◦λi of B(x, 3εx) in Vλi for i = 1, 2, satisfying
gλ1λ2 ◦ ı1 = fλ1 |V ◦λ1 , gλ1λ2 ◦ ı2 = fλ2 |V ◦λ2 .
Fix a map λ : X → Λ such that λ(x) ∈ Λx for all x. Then we can find an open
neighborhood Vx of
Ux = B(x, εx)
in Vλ(x) such that the critical locus of fx = fλ(x)|Vx is Ux. We claim that
X = ∪x∈XUx, (Vx, fx)
satisfy the conditions in Proposition 1.42. We have to check a diagram similar to
(1.31) for {Vx}. Indeed, if Ux ∩ Ux′ 6= ∅ with εx ≥ εx′ , then
Ux ∪ Ux′ ⊂ B(x, 3εx)
and thus Λx ⊂ Λx′ . In particular, both λ(x) and λ(x′) lie in Λx′ . Now by assump-
tion, we have closed embeddings
V ◦λ(x)
  ı // Wλ(x)λ(x′) V
◦
λ(x′)
? _
ı′oo
of open neighborhoods V ◦λ(x), V
◦
λ(x′) of Ux′ in Vλ(x), Vλ(x′) respectively, for an LG
pair (Wλ(x)λ(x′), g) with Crit(g) = Ux′ and
g ◦ ı = fx|V ◦
λ(x)
and g ◦ ı′ = fx′ |V ◦
λ(x′)
.
The diagram certainly restricts to such a diagram for the open subset Ux ∩ Ux′ .
This proves the proposition. 
Definition 1.43. A d-critical locus (X, s) is called finite dimensional if there
are an open coverX = ∪αXα and LG pairs {(Vα, fα)} such that {dimVα, dimWαβ}
is bounded, in the notation of Proposition 1.42.
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Proposition 1.44. A critical virtual manifold is a finite dimensional d-critical
locus. Conversely a finite dimensional d-critical locus is a critical virtual manifold.
Proof. The first statement is obvious from Proposition 1.42 because if
X = ∪αXα, Xα = Crit(fα) ⊂ Vα fα−→C
is a critical virtual manifold structure, then the biholomorphic map ϕαβ : Vαβ →
Vβα gives a diagram
Vαβ
  ıαβ // Wαβ Vβα?
_ıβαoo
with Wαβ = Vαβ , ıαβ = id and ıβα = ϕβα.
Conversely, if X is a finite dimensional d-critical locus, then we have an open
cover X = ∪Xα, charts
{(Xα = Crit(fα) ⊂ Vα fα−→C)}
and diagrams (1.31) satisfying (1.32). Moreover, we can find an integer r such that
r ≥ dimWαβ , r ≥ dim Vα, ∀α, β.
By Lemma 1.14, for any x ∈ X , we have a commutative diagram
V ◦αβ × Cr−dimVα
∼= //
f˜α
))❙❙
❙❙❙
❙❙❙
❙❙❙
❙❙❙
❙❙
W ◦αβ × Cr−dimWαβ
g˜αβ

V ◦βα × Cr−dimVβ
∼=oo
f˜β
uu❦❦❦
❦❦❦
❦❦❦
❦❦❦
❦❦❦
❦
C
for open neighborhoods V ◦αβ , V
◦
βα and W
◦
αβ of x in Vαβ , Vβα and Wαβ respectively.
Here f˜α = fα+
∑r−dimVα
i=1 z
2
i , f˜β = fβ +
∑r−dimVβ
i=1 z
2
i , g˜αβ = gαβ +
∑r−dimWαβ
i=1 z
2
i .
So we have new charts
(V˜α = Vα × Cr−dimVα , f˜α = fα +
r−dimVα∑
i=1
z2i )
for X and for any x ∈ Xα ∩Xβ , we have a biholomorphic map
ϕ˜αβ : V˜
◦
α −→ V˜ ◦β
of open neighborhoods of x such that f˜β ◦ ϕ˜αβ = f˜α. Then the theorem follows
from the same argument as in the proof of Proposition 1.42 or more explicitly from
Proposition 4.18. 
CHAPTER 2
Perverse sheaves on critical virtual manifolds
In this chapter, we provide a solution to the categorification problem (Problem
1.41). We prove that when X is an orientable critical virtual manifold with charts
(Xα
ϕα−→Vα fα−→C), there is a perverse sheaf P ∈ Perv(QX) which underlies a
polarizable mixed Hodge moduleM ∈MHM(X)p such that the hypercohomology
H∗c(X,P ) has Euler characteristic equal to the Euler characteristic χν(X) of X
weighted by the Behrend function (cf. Theorems 2.15 and 2.20). Our perverse sheaf
P on X is the gluing of the perverse sheaves Pα of vanishing cycles for fα and so is
the mixed Hodge moduleM. The obstruction for gluing {Pα} is shown to coincide
with that for the orientability of X . Moreover, we construct a perverse sheaf Pˆ with
χc(X, Pˆ ) = χν(X), which underlies a direct sum of polarizable Hodge modules (cf.
Corollary 2.21). The hypercohomology H∗c(X, Pˆ ) will be of fundamental use for a
mathematical theory of the Gopakumar-Vafa invariant in Part 2.
2.1. Perverse sheaves of vanishing cycles
In this section, we recall the perverse sheaf of vanishing cycles for the constant
sheaf on a complex manifold V and a holomorphic function f on V . We show that
if X is a critical virtual manifold with charts (Xα
ϕα−→Vα fα−→C), there are sheaf
complexes Pα = ϕ
∗
αPfα ∈ Dbc(QXα) and isomorphisms σαβ : Pα|Xαβ → Pβ |Xαβ (cf.
Proposition 2.4 and Corollary 2.5).
Recall that an LG pair (V, f) refers to a complex manifold V together with a
holomorphic function f on V which has only one critical value 0. Let
V>0 = {x ∈ V |Re f(x) > 0} and V≤0 = {x ∈ V |Re f(x) ≤ 0}.
For any sheaf F of Q-vector spaces on V , let ΓV≤0F denote the sheaf
U 7→ ker[Γ(U,F)→ Γ(U ∩ V>0,F)], ∀U open.
Let RΓV≤0 : D
b
c(QV )→ Dbc(QV ) be the right derived functor of the left exact func-
tor ΓV≤0 where D
b
c(QV ) denotes the derived category of bounded (cohomologically)
constructible complexes of sheaves of Q-vector spaces on V .
Definition 2.1. The perverse sheaf of vanishing cycles for an LG pair (V, f)
is defined as
(2.1) Pf = RΓV≤0QV [dimV ]|f−1(0) ∈ Dbc(Qf−1(0)).
Here [dimV ] denotes the translation functor, shifting a complex to the left by
dimV .
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Example 2.2. Let q =
∑r
i=1 y
2
i : V = C
r → C. The set V>0 ⊂ V = Cr is
a disk bundle over Rr − {0} which is homotopic to Sr−1. From the distinguished
triangle
(2.2) RΓV≤0Q −→ Q −→ Rı∗ı∗Q +1−→ ,
where ı : V>0 →֒ V is the inclusion, we find that Pq[1 − r] = RΓV≤0Q[1] is a sheaf
complex supported at the origin 0 satisfying Pq[1− r]|0 ∼= Q[−r+ 1], i.e. Pq ∼= Q0.
By [20, Exercise VIII.13] or [10, Proposition 4.2.9], (2.1) is equivalent to the
following definition: Let C˜× → C× denote the universal cover of C× = C−{0} and
let V˜ × be the fiber product of V × = V − f−1(0) f−→C× with the universal cover
C˜× → C× so that we have the diagram
(2.3) V˜ × //
π

π¯
⑦⑦
⑦⑦
⑦⑦
⑦⑦
⑦
C˜×

f−1(0)
  ı // V V × //?
_oo C×.
Then Pf [1− dimV ] is isomorphic to the cone of the morphism
(2.4) Qf−1(0) = ı
∗QV −→ ı∗R∗Rπ∗π∗∗QV = ı∗R∗Rπ∗QV˜ × = ı∗Rπ¯∗QV˜ ×
in the triangulated category Dbc(Qf−1(0)), given by the adjunctions id → Rπ∗π∗
and id→ R∗∗.
By [10, Example 4.2.6], the stalk cohomology of Pf at x ∈ f−1(0) is the reduced
cohomology
(2.5) Hk(Pf )x = H˜k+dimV−1(MFx,Q)
of the Milnor fiber
(2.6) MFx = f
−1(δ) ∩Bǫ(x) for 0 < δ << ǫ << 1.
Since f is submersive away from Xf = Crit(f), the Milnor fibers MFx for x ∈
f−1(0)−Xf are contractible and Pf is trivial on f−1(0)−Xf . Hence we have
Pf ∈ Dbc(QXf ).
Moreover, by (2.5), we have
(2.7) χ(Pf )x =
∑
m
(−1)m dimHm(Pf )x = (−1)dimV (1− χ(MFx)).
By (1.11), we find that the right side of (2.7) equals the value νXf (x) of the Behrend
function for the analytic space Xf = Crit(f) defined by the partial derivatives of
f . Therefore we have
(2.8) χ(Pf )x = νXf (x).
Given any bounded constructible complex of sheaves P on a topological space
X and open U ⊂ X , we have a distinguished triangle
R!
−1P −→ P −→ Rı∗ı−1P −→
where ı : X − U → X and  : U → X are inclusion maps. Taking the compact
support hypercohomology, we obtain an exact sequence
· · · −→ Hkc (U, P ) −→ Hkc (X,P ) −→ Hkc (X − U, P ) −→ Hk+1c (U, P ) −→ · · ·
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So we have the additive property of the Euler characteristic:
(2.9) χc(X,P ) = χc(U, P ) + χc(X − U, P )
where χc(−, P ) =
∑
m(−1)m dimHmc (−, P ).
By using the usual spectral sequence from sheaf cohomology to hypercohomol-
ogy
Ep,q2 = H
p
c (X,Hq(P ))⇒ Hp+qc (X,P )
together with (2.8) and (2.9), we find that the Euler characteristic of the hyperco-
homology H∗c(Xf , Pf ) equals the Euler characteristic
χν(Xf )
weighted by the Behrend functin ν = νXf , since Pf is (cohomologically) con-
structible. By the same argument, we obtain the following solution to Problem
1.41.
Proposition 2.3. Let X be a critical virtual manifold with charts
(Xα
ϕα−→Vα fα−→C)
and let Pα = ϕ
∗
αPfα denote the pullback of the perverse sheaf Pfα of vanishing
cycles for fα : Vα → C via Xα ∼= ϕα(Xα) = Crit(fα) = Xfα . Suppose there are an
object P ∈ Dbc(QX) and isomorphisms P |Xα ∼= Pα in Dbc(QXα) for all α. Then the
Euler characteristic of the compact support hypercohomology H∗c(X,P ) equals the
Euler characteristic χν(X) weighted by the Behrend function (1.12).
In other words, our categorification problem (Problem 1.41) will be solved if
we can glue {Pα} to a globally defined sheaf complex P . In the subsequent sections
we will construct canonical gluing isomorphisms of {Pα}, called of geometric origin,
and show that these isomorphisms enable us to glue {Pα} to a perverse sheaf P on
X when the critical virtual manifold X is orientable. Moreover P is unique up to
twisting by a Z2-local system in H
1(X,Z2).
For gluing {Pα}, we will use the following.
Proposition 2.4. (cf. [10, Proposition 4.2.11] or [20, Exercise VIII.15]) Let
(V, f) and (W, g) be two LG pairs (Definition 1.4). Let Φ : V → W be a homeo-
morphism satisfying g ◦ Φ = f . Then
(2.10) RΦˆ∗(Pf ) ∼= Pg
where Φˆ : f−1(0) → g−1(0) is the restriction of Φ. Since RΦˆ∗ and Φˆ−1 = Φˆ∗ are
adjoints, we also have an isomorphism
(2.11) Pf ∼= Φˆ∗Pg.
Proof. Using the notation of (2.3), consider the diagram
f−1(0) 
 ıV //
Φˆ

V
Φ

V˜ ×
Φ˜

//
π¯Voo C˜×
g−1(0) 
 ıW
// W W˜×
π¯W
oo // C˜×
where the vertical maps except the last are the homeomorphisms induced from Φ.
Then we have
RΦˆ∗[ı
∗
VR(π¯V )∗QV˜ × ] = ı
∗
WRΦ∗R(π¯V )∗QV˜ ×
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= ı∗WR(π¯W )∗(RΦ˜∗QV˜ ×) = ı
∗
WR(π¯W )∗QW˜× .
Since RΦˆ∗ is an exact functor of triangulated categories and Φˆ is a homeomorphism,
we have a commutative diagram of distinguished triangles
RΦˆ∗Qf−1(0) // RΦˆ∗[ı
∗
VR(π¯V )∗QV˜ × ]
// RΦˆ∗Pf [1− dimV ] //

Qg−1(0)
// ı∗WR(π¯W )∗QW˜×
// Pg[1− dimW ] //
which gives us the isomorphism (2.10) because dimV = dimW by Φ. 
We can give an alternative proof by using (2.1). Indeed, by (2.1), Pf fits into
the distinguished triangle
Pf [−n] −→ QV |f−1(0) −→ Rv∗QV>0 |f−1(0) −→
where v : V>0 = {x ∈ V |Re f(x) > 0} → V is the inclusion and n = dimV .
Applying RΦˆ∗, we get a distinguished triangle
RΦ∗Pf [−n] −→ QW |g−1(0) −→ Rw∗QW>0 |g−1(0) −→
where w : W>0 → W is the inclusion, because Φ sends V>0 to W>0. By (2.1), Pg
fits into the distinguished triangle
Pg[−n] −→ QW |g−1(0) −→ Rw∗QW>0 |g−1(0) −→ .
Therefore, Pg ∼= RΦˆ∗Pf .
Corollary 2.5. Let X be a critical virtual manifold equipped with charts
(Xα
ϕα−→Vα fα−→C) and let Pα = ϕ∗αPfα . Then we have an isomorphism
(2.12) σαβ : Pα|Xαβ −→ Pβ |Xαβ
in Dbc(QXαβ ).
Proof. To simplify the notation, we drop the restriction to Xαβ below. We
use the notation of Definition 1.5. We have a biholomorphic map ϕαβ : Vαβ → Vβα
which gives an isomorphism Pfα
∼=−→ϕ∗αβPfβ by (2.11). Applying ϕ∗α, we get an
isomorphism
Pα = ϕ
∗
αPfα
∼=−→ϕ∗αϕ∗αβPfβ = ϕ∗βPfβ = Pβ
because ϕβ = ϕαβ ◦ ϕα. 
The perverse sheaves of vanishing cycles satisfy the following self-duality.
Proposition 2.6. [10, Proposition 4.2.10] Let (V, f) be an LG pair. Then
there exists an isomorphism
DPf ∼= Pf
where DPf = RHomXf (Pf , ωXf ) is the Verdier dual of Pf with respect to ωXf =
p!Qpt via the constant map p : Xf → pt.
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2.2. Gluing of perverse sheaves
In this section, we recall the category of perverse sheaves Perv(QX) and their
gluing properties. We then state a theorem (Theorem 2.12) which implies that the 2-
cocycle obstruction for gluing the local perverse sheaves Pα = ϕ
∗
αPfα ∈ Perv(QXα)
from §2.1 coincides with the 2-cocycle obstruction for the orientability of the critical
virtual manifold X . We thus obtain a global perverse sheaf P ∈ Perv(QX) for an
orientable critical virtual manifold X with charts X = ∪Xα which is the gluing of
the local perverse sheaves {Pα} (cf. Theorem 2.15).
The full subcategory of perverse sheaves in Dbc(QX) on an analytic space X is
an abelian subcategory of the derived category Dbc(QX) of bounded constructible
complexes of sheaves of Q-vector spaces on X , whose objects are defined as follows.
Definition 2.7. An object P ∈ Dbc(QX) is called a perverse sheaf (with respect
to the middle perversity) if
(1) dim{x ∈ X |Hi(ı∗xP ) = Hi(Bε(x);P ) 6= 0} ≤ −i for all i;
(2) dim{x ∈ X |Hi(ı!xP ) = Hi(Bε(x), Bε(x) − {x};P ) 6= 0} ≤ i for all i
where ıx : {x} →֒ X is the inclusion and Bε(x) is the open ball of radius ε centered
at x for ε small enough.
Perverse sheaves form an abelian category Perv(QX) which is the core of a
t-structure ([3, §2]). An example of perverse sheaf is the perverse sheaf Pf of
vanishing cycles defined in Definition 2.1 (cf. [10, Theorem 5.2.21]).
Although sheaf complexes do not have the gluing property in general, it is
known that perverse sheaves and their isomorphisms glue.
Proposition 2.8. [3, Paragraph 2] Let X be a reduced complex analytic space
and let {Xα} be an open covering of X.
(1) Suppose that for each α we have Pα ∈ Perv(QXα) and for each pair α, β
we have isomorphisms
σαβ : Pα|Xαβ
∼=−→Pβ |Xαβ
satisfying σαβ = σ
−1
βα , σαα = idVα and the cocycle condition σγα ◦ σβγ ◦ σαβ = 1.
Then {Pα} glue to define a perverse sheaf P on X equipped with isomorphisms
σα : P |Xα
∼=−→Pα
such that σαβ equals the composition
σβ ◦ σ−1α : Pα|Xαβ
∼=←−P |Xαβ
∼=−→Pβ |Xαβ .
(2) Suppose P,Q ∈ Perv(QX) and σα : P |Xα
∼=−→Q|Xα are isomorphisms such
that σα|Xαβ = σβ |Xαβ . Then there exists an isomorphism σ : P → Q such that
σ|Xα = σα for all α.
By the Riemann-Hilbert correspondence established by Kashiwara andMebkhout,
perverse sheaves correspond to regular holonomic D-modules. As sheaves of D-
modules glue, so do perverse sheaves.
Our gluing isomorphism σαβ in Corollary 2.5 is not an arbitrary isomorphism
but arose from a biholomorphic map. Recall that an LG pair (V, f) is a holomorphic
function f on a complex manifold V that has only one critical value 0. For an LG
pair (V, f), Xf denotes the critical locus Crit(f) defined by the partial derivatives
of f .
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Definition 2.9. (Geometric origin) Let (V1, f1) and (V2, f2) be two LG pairs,
and let ζ : Xf1 → Xf2 be an isomorphism of analytic spaces. An isomorphism
σ : Pf1
∼=−→ ζ∗Pf2 of perverse sheaves is said to be of geometric origin if there
exists an open neighborhood Xf1 ⊂ U1 ⊂ V1, a holomorphic map ϕ : U1 → V2
biholomorphic onto its image such that
(2.13) ϕ|Xf1 = ζ, f2 ◦ ϕ = f1|U1
and σ is the isomorphism defined in Proposition 2.4 induced from ϕ.
Definition 2.10. Let X be a critical virtual manifold equipped with charts
(Xα
ϕα−→Vα fα−→C). A geometric gluing of the perverse sheaves Pα = ϕ∗αPfα of
vanishing cycles on Xα is a perverse sheaf P on X together with isomorphisms
σα : P |Xα → Pα such that
σβ ◦ σ−1α : Pα|Xαβ −→ Pβ |Xαβ
are of geometric origin.
The following is immediate from Definition 2.10 and Proposition 2.8.
Corollary 2.11. Let X be a critical virtual manifold equipped with charts
(Xα
ϕα−→Vα fα−→C). There exists a geometric gluing of {Pα} if possibly after a re-
finement of the covering X = ∪αXα of X, there exists a 1-cochain µ = {µαβ}
taking values in Z2 = {±1} such that for σ¯αβ = µαβσαβ, and for Xαβγ 6= ∅, we
have
σ¯αβγ := σ¯γα ◦ σ¯βγ ◦ σ¯αβ = 1
where Xαβγ = Xα ∩Xβ ∩Xγ.
The gluing condition in this corollary demands, in particular, that the 2-cocycle
(2.14) σαβγ := σγα ◦ σβγ ◦ σαβ : Pα|Xαβγ −→ Pα|Xαβγ
be locally constant with values µαβγ = µγαµβγµαβ ∈ Z2 = {±1}. This is indeed
true by the following.
Theorem 2.12. Let (V, f) be an LG pair and Xf = Crit(f) (cf. Definition 1.4).
Let U be an open subset such that Xf ⊂ U ⊂ V and let Φ : U → V be a holomorphic
map, biholomorphic onto its image such that f ◦ Φ = f |U and Φ|Xf = idXf . Then
the isomorphism σ from Proposition 2.4 is equal to
det(dΦ|Xf ) · id : Pf −→ Pf ,
where det(dΦ|Xf ) is locally constant with values in {±1}.
Our proof of this theorem is rather lengthy and independent of the rest of this
chapter. So we postpone the proof of Theorem 2.12 to Chapter 3. See [7, Corollary
3.2] for a different proof.
The following are immediate consequences of Theorem 2.12.
Corollary 2.13. Let X be a critical virtual manifold equipped with charts
(Xα
ϕα−→Vα fα−→C). Let {ξαβγ} be the {±1}-valued 2-cocycle in (1.4) for the gluing
of the anticanonical line bundles {K∨α = ϕ∗α detTVα |Xredα }. Let {σαβγ} be the 2-
cocycle in (2.14). Then σαβγ = ξαβγ whenever Xαβγ 6= ∅.
Proof. Simply let Φ be the composition ϕαβγ in (1.2) and use the definitions
of ξαβγ and σαβγ , together with Theorem 2.12. 
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Corollary 2.14. Two geometric gluings P and P˜ of perverse sheaves {Pα} can
differ only by a Z2-local system, i.e. there exists a Z2-local system ρ ∈ H1(X,Z2)
such that
P˜ ∼= P ⊗ ρ.
Proof. We have isomorphisms σ˜α : P˜ |Xα → Pα and σ˜αβ = σ˜β ◦ σ˜−1α . Then
σαβ and σ˜αβ are two isomorphisms from Pα|Xαβ to Pβ |Xαβ of geometric origin,
arising from biholomorphic ϕαβ and ϕ˜αβ up to sign. The composition
σ˜−1αβ ◦ σαβ : Pα|Xαβ → Pα|Xαβ
is also an isomorphism of geometric origin, i.e. it is the pullback (cf. Proposition
2.4) by the biholomorphic map ϕ˜βα ◦ϕαβ from an open neighborhood of Xαβ in Vα
to itself preserving fα and Xαβ up to sign. By Theorem 2.12, ραβ = σ˜
−1
αβ ◦σαβ = ±1
which coincides with the determinant of the tangent map d(ϕ˜βα ◦ ϕαβ)|Xαβ . Since
both {σαβ} and {σ˜αβ} are cocycles, {ραβ ∈ Z2} is also a cocycle and defines a
Z2-local system ρ ∈ H1(X,Z2). 
If X is an orientable critical virtual manifold, then possibly after a refinement
of the covering {Xα} of X , we can find a 1-cochain {µαβ} with values in {±1}
such that σ¯αβγ = ξ¯αβγ = 1 by using the notation of Definition 1.17 and Corollary
2.11. Therefore we obtain a geometric gluing of {Pα}. We summarize the above
discussion as follows.
Theorem 2.15. Let X be an orientable critical virtual manifold with charts
(Xα
ϕα−→Vα fα−→C). Then there exists a geometric gluing P of the local perverse
sheaves Pα = ϕ
∗
αPfα which is unique up to twisting by a Z2-local system.
We thus obtain a solution to the categorification problem (Problem 1.41).
Corollary 2.16. Let X be an orientable critical virtual manifold and P be
the perverse sheaf in Theorem 2.15. Then the Euler characteristic χc(X,P ) of the
hypercohomology H∗c(X,P ) of P is equal to the Euler characteristic χν(X) of X
weighted by the Behrend function. When X is compact, this in turn equals the
Donaldson-Thomas type invariant DT (X) = deg[X ]vir.
Remark 2.17. The geometric gluing condition is highly nontrivial. For in-
stance, when fα = 0 for all α so that Pα = Q|Xα , the gluing isomorphisms
Q|Xαβ → Q|Xαβ can only be either 1 or −1. In particular, a geometric gluing
P can only be the trivial bundle QX twisted by a Z2 local system when X is
smooth.
In Part 2, we will prove that a moduli space X of simple sheaves on a Calabi-
Yau 3-fold Y admits a structure of critical virtual manifold which is orientable when
there is a tautological family. Hence the Donaldson-Thomas invariant of Y along
X can be categorified by the hypercohomology H∗c(X,P ) of the perverse sheaves in
Theorem 2.15. As an application, this cohomological Donaldson-Thomas invariant
will provide us with a mathematical theory of the Gopakumar-Vafa invariant [12].
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2.3. Gluing of mixed Hodge modules
We proved that there is a perverse sheaf P on an orientable critical virtual
manifold X whose hypercohomology H∗c(X,P ) has Euler characteristic equal to the
Euler characteristic χν(X) of X weighted by the Behrend function, which in turn
coincides with the Donaldson-Thomas type invariant DT (X) when X is compact.
In this section, we show that there is a Hodge theory on H∗c(X,P ) so that the
decomposition theorem and the hard Lefschetz theorem hold. A Hodge theory for
a perverse sheaf means a mixed Hodge module defined and studied by Morihiko
Saito [42, 43]. (See [46] for a quick survey.) We prove that there is a mixed
Hodge module M on X whose underlying perverse sheaf is the perverse sheaf P
constructed in the previous section (cf. Theorem 2.20).
2.3.1. Hodge modules. LetX be an analytic space embedded into a complex
manifold P. The category of mixed Hodge modules is independent of P thanks to
Kashiwara’s equivalence [16, Theorem 1.6.1]. Considering vector fields on P as CP-
derivations of holomorphic functions in OP, the sheaf DP of differential operators is
defined as the subsheaf of EndCP(OP) generated by the sheaf OP and the tangent
bundle TP. There is a natural filtration of DP defined inductively by F0DP = OP
and
FlDP = {P ∈ EndCP(OP) | [P, f ] ∈ Fl−1DP, ∀f ∈ OP}.
It is straightforward to see that
grDP = ⊕lFlDP/Fl−1DP ∼= SymTP.
A Hodge module M on X ⊂ P consists of
(1) a regular holonomic DP-module M whose support lies in X ;
(2) a perverse sheaf P on X ;
(3) an isomorphism DR(M) ∼= C⊗Q P ;
(4) a good filtration ofM by OP-coherent subsheaves {Mi} such thatMi·Dj ⊂
Mi+j and grM = ⊕Mi/Mi−1 is coherent over grDP ∼= SymTP
which satisfy suitable local conditions. See [42, 16, 46] for precise statements of
these local conditions. For our purpose of gluing (mixed) Hodge modules, these local
conditions are always satisfied from the start. We refer to [16] for the definitions of
regular holonomic DP-modules, de Rham functor DR etc. The isomorphism (3) is
said to give a rational structure on M . The category HM(X) of Hodge modules is
a full subcategory of the category HW (X) of tuples (M,P,M•) as above without
local conditions.
When V is a complex manifold of dimension n and ωV = ∧nT ∗V , the constant
variation of Hodge structures gives a Hodge module which consists of P = QV [n],
M = ωV , and Mi =M for i ≥ −n and 0 for i < −n. We denote this Hodge module
by QHV [n] and call it the constant Hodge module.
A polarization of a Hodge module M of weight w refers to an isomorphism
M(w) ∼= DM in HM(X) where D denotes the Verdier dual. A Hodge module
M ∈ HM(X) is called polarizable if it admits a polarization. We let HM(X)p ⊂
HM(X) denote the full subcategory of polarizable Hodge modules. For exam-
ple, the constant Hodge module QHV [n] is a polarizable Hodge module because
RHom(Q[n],Q[2n]) ∼= Q[n] and this extends to the canonical isomorphism QHV [n] ∼=
DQHV [n] of Hodge modules. Polarizable Hodge modules satisfy the following useful
properties.
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Theorem 2.18. [42, Theorem 5.3.1] Let f : X → Y be a projective morphism
of analytic spaces (admitting an embedding into complex manifolds). Let ℓ be the
first Chern class of a relatively ample line bundle on X. Then for a polarizable
Hodge module M on X,
(1) pRif∗M ∈ HM(Y )p for all i;
(2) ℓi : pR−if∗M−→ pRif∗M is an isomorphism of Hodge modules.
The hard Lefschetz property (2) above gives us an isomorphism
ℓi : pR−if∗P → pRif∗P
where P is the underlying perverse sheaf of M = (M,P,M•). Together with
Deligne’s argument from [9] (cf. [14, p466]) for degeneration of spectral sequences,
this isomorphism gives us the decomposition theorem.
Corollary 2.19. Under the hypothesis of Theorem 2.18, we have a (non-
canonical) isomorphism
Rf∗P ∼= ⊕i pRif∗P [−i]
and each pRif∗P [−i] is a perverse sheaf underlying a polarizable Hodge module.
2.3.2. Mixed Hodge modules. As in §2.3.1, X is an analytic space embed-
dable into a complex manifold P.
A polarizable mixed Hodge module on X consists of
(1) a regular holonomic DP-module M whose support lies in X ;
(2) a perverse sheaf P on X ;
(3) an isomorphism DR(M) ∼= C⊗Q P ;
(4) a good filtration of M by OP-coherent subsheaves M• = {Mi} such that
Mi ·Dj ⊂Mi+j and grM = ⊕Mi/Mi−1 is coherent over grDP ∼= SymTP;
(5) a finite increasing filtrationW• ofM = (M,P,M•) with grWi M ∈ HM(X)p
for all i
which satisfy suitable local conditions (cf. [43]). As our purpose is gluing mixed
Hodge modules, these local conditions are always satisfied from the start (before
gluing). The category MHM(X)p of polarizable mixed Hodge modules is the
full subcategory of the category MHW (X) of tuples (M,P,M•,W•) without local
conditions.
By the definition, we have a forgetful functor
(2.15) rat :MHM(X)p −→ Perv(QX), (M,P,M•,W•) 7→ P
which is an exact and faithful functor via the Riemann-Hilbert correspondence.
The constant Hodge module QHV [n] on a complex manifold V of dimension n is
a polarizable mixed Hodge module (cf. [43, Theorem 3.8, (4.5.5)]). If f : V → C is
a holomorphic function on a complex manifold V , then there is a polarizable mixed
Hodge module Mf := φfQHV [n] supported on f−1(0) such that
rat(Mf ) = Pf
is the perverse sheaf of vanishing cycles defined in Definition 2.1 where φf denotes
the vanishing cycle functor. This is actually part of the local conditions required
for mixed Hodge modules.
By [43, Theorem 0.1], when there is a morphism Φ of analytic spaces, we have
natural functors Φ∗, Φ!, Φ
∗, Φ!, ψg, φg,1, D, ⊠, ⊗, and Hom between the derived
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categories of mixed Hodge modules. By [43, Theorem 2.14], when Φ : V →W is a
biholomorphic map of complex manifolds and g :W → C is a holomorphic function
with f = g ◦ Φ, we have a canonical isomorphism
(2.16) σH :Mf = φfQHV [n]
∼=−→ Φˆ∗φgQHW [n] = Φˆ∗Mg
which induces (2.11) when rat is applied. Here Φˆ : f−1(0)→ g−1(0) is the isomor-
phism of analytic spaces induced from Φ. By [43, Proposition 2.6], if f : V → C is
a holomorphic function, we have a canonical isomorphism
(2.17) φfDQ
H
V [n]
∼= DφfQHV [n] = DMf
where n = dimV . The canonical isomorphism QHV [n]
∼= DQHV [n] sending 1 to 1
gives us a canonical isomorphism
(2.18) Mf = φfQHV [n] ∼= φfDQHV [n].
Composing (2.18) with (2.17), we obtain a canonical isomorphism
(2.19) Mf −→ DMf ,
i.e. Mf has a canonical polarization. Since (2.19) and (2.16) are canonical, the
isomorphism (2.16) is an isomorphism of polarizable mixed Hodge modules.
By [43, §2] and [44, §1.6], if X = ∪αXα is an open cover, the category
MHM(X)p of polarizable mixed Hodge modules is equivalent to the category of
the collections Mα ∈MHM(Xα)p together with isomorphisms
(2.20) σHαβ :Mα|Xαβ →Mβ |Xαβ
in MHM(Xαβ)
p, satisfying
σHαβγ = σ
H
γα ◦ σHβγ ◦ σHαβ = 1
whenever Xαβγ 6= ∅. Likewise, isomorphisms can be glued. In other words, Propo-
sition 2.8 holds for polarizable mixed Hodge modules.
Combining all in this subsection, we obtain the following theorem. We use the
notation of Definition 1.5.
Theorem 2.20. Let X be an orientable critical virtual manifold with charts
(Xα
ϕα−→Vα fα−→C). Let Mα = ϕ∗αMfα ∈ MHM(Xα)p such that rat(Mα) = Pα.
Let σHαβ : Mα|Xαβ → Mβ|Xαβ be the isomorphism induced from (2.16) by the
biholomorphic map ϕαβ as in Corollary 2.5. There is a polarizable mixed Hodge
moduleM ∈MHM(X)p together with isomorphisms σHα :M|Xα
∼=−→Mα such that
σHαβ equals the composition σ
H
β ◦ σHα
−1
: Mα|Xαβ
∼=←−M|Xαβ
∼=−→Mβ|Xαβ . More-
over, rat(M) is the perverse sheaf P in Theorem 2.15.
Proof. Since (2.16) is an isomorphism of polarizable mixed Hodge modules, it
gives an isomorphism σαβ of polarizable mixed Hodge modules for each pair (α, β),
as in the proof of Corollary 2.5. Since the functor rat is faithful and rat(σHαβγ) =
σαβγ where σαβγ is from (2.14), the gluing condition σαβγ = 1 for the perverse
sheaves {Pα} implies the gluing condition σHαβγ = 1 for the mixed Hodge modules
{Mα}. As the perverse sheaves {Pα} glue, so do the polarizable mixed Hodge
modules {Mα}. 
Let P be the perverse sheaf which underlies a polarizable mixed Hodge module.
Let
Pˆ = grWP
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denote the gradation with respect to the weight filtration. Then Pˆ is a direct sum
of polarizable Hodge modules. If ψ : X → Y is a projective morphism of analytic
spaces, then the hard Lefschetz theorem (Theorem 2.18) and the decomposition
theorem (Corollary 2.19) hold for Pˆ . On the other hand, by the long exact sequence
for hypercohomology groups and Corollary 1.39, we have
χc(X, Pˆ ) = χc(X,P ) = χν(X) = DT (X).
We therefore have another solution to Problem 1.41.
Corollary 2.21. Let X be an orientable critical virtual manifold. Then there
is a perverse sheaf Pˆ underlying a direct sum of polarizable Hodge modules such
that the Euler characteristic χc(X, Pˆ ) of the hypercohomology H
∗
c(X, Pˆ ) equals the
Euler characteristic χν(X) of X weighted by the Behrend function.
We will use Pˆ for a mathematical theory of the Gopakumar-Vafa invariant.

CHAPTER 3
Rigidity of perverse sheaves
In this chapter, we provide a proof of Theorem 2.12. The main points are the
following:
(1) Perverse sheaves and their isomorphisms are rigid under continuous de-
formations.
(2) We can use vector fields to produce isotopies of equivalences of LG pairs
which generate continuous deformations of isomorphisms of perverse sheaves.
(3) We can find isotopies from a self-equivalence Φ of an LG pair to linear
transformations.
Our proof reveals the dependence of the perverse sheaf of vanishing cycles on the
obstruction theory of the critical locus.
3.1. Sebastiani-Thom isomorphism and rigidity
We begin with a few properties of perverse sheaves that we will use.
Proposition 3.1. [33, §2] (Sebastiani-Thom isomorphism)
Let g : V → C and h : W → C be holomorphic functions on complex manifolds.
Let f = g + h : V ×W → C be defined by f(z, y) = g(z) + h(y). Then we have an
isomorphism of perverse sheaves
Pf ∼= pr−11 Pg ⊗ pr−12 Ph
where pr1 : V ×W → V and pr2 : V ×W →W denote the projections.
Corollary 3.2. When h is the quadratic function
∑r
i=1 y
2
i on C
r in Example
2.2, Ph = Q0 and hence Pf ∼= Pg as perverse sheaves defined on the critical locus
Xg = Xf .
We recall the following “elementary construction” of perverse sheaves by MacPher-
son and Vilonen.
Theorem 3.3. [31, Theorem 4.5] Let X be an analytic space. Let S ⊂ X be a
closed stratum of complex codimension c. The category Perv(QX) is equivalent to
the category of objects (B,C) ∈ Perv(QX−S)×ShQ(S) together with a commutative
triangle
(3.1) R−c−1π∗κ∗κ
∗B //
m
&&▼
▼▼
▼▼
▼▼
▼▼
▼▼
▼
R−cπ∗γ!γ
∗B
C
n
99sssssssssss
such that ker(n) and coker(m) are local systems on S, where κ : K →֒ L and
γ : L − K →֒ L are inclusions of the perverse link bundle K and its complement
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L−K in the link bundle π : L→ S. The equivalence of categories is explicitly given
by sending P ∈ Perv(QX) to B = P |X−S together with the natural morphisms
R−c−1π∗κ∗κ
∗B //
m
((◗
◗◗
◗◗
◗◗
◗◗
◗◗
◗◗
R−cπ∗γ!γ
∗B
R−cπ∗ϕ!ϕ
∗P
n
66♥♥♥♥♥♥♥♥♥♥♥♥
where ϕ : D −K →֒ D is the inclusion into the normal slice bundle.
See [31, §4] for precise definitions of links K, L and D. Morally the above
theorem says that an extension of a perverse sheaf on X − S to X is obtained by
adding a sheaf on S.
An application of Theorem 3.3 is the following rigidity property of perverse
sheaves.
Lemma 3.4. Let P ∈ Perv(QU ) be a perverse sheaf on an analytic space U .
Let π : T → U be a continuous map from a topological space T with connected
fibers and let T ′ be a subspace of T such that π|T ′ is surjective. Suppose that an
isomorphism µ : π−1P
∼=−→π−1P satisfies µ|T ′ = id(π−1P )|T ′ . Then µ = idπ−1P .
Proof. We first prove the simple case. If we let C be a locally constant
sheaf over Q of finite rank supported on a subset Z ⊂ U and µ¯ : π−1C → π−1C
be a homomorphism such that µ¯|T ′∩π−1(Z) = id, then µ¯ is the identity morphism.
Indeed, since the issue is local, we may assume that Z is connected and that C ∼= Qr
so that µ¯ : Qr → Qr is given by a continuous map π−1(Z) → GL(r,Q). By fiber
connectedness, this obviously is a constant map which is 1 along T ′ ∩ π−1(Z). We
thus proved the lemma in the sheaf case.
For the general case, we use Theorem 3.3. By replacing U by the support of P if
necessary, we may assume that the support of P is U . We stratify U and let U (i) be
the union of strata of codimension ≤ i. Since P is a perverse sheaf, P |U(0) [− dimU ]
is isomorphic to a locally constant sheaf and hence µ|U(0) is the identity map. For
U (1) = U (0) ∪ S, using the notation of Theorem 3.3, C = R−1π∗ϕ!ϕ∗P is a locally
constant sheaf and µ induces a homomorphism π−1C → π−1C which is identity on
T ′ ∩ π−1(S). Therefore µ induces the identity morphism of the pullback of (3.1)
by π to itself and hence µ is the identity on U (1). Continuing in this fashion, we
obtain Lemma 3.4. 
Typically we will consider the case where π : T = U × I → U is the projection
and I is the interval [0, 1] or a disc in C. If there is a continuous family µ of isomor-
phisms P → P parameterized by I which is id over U × {0}, all the isomorphisms
are the identity. More precisely, let Φ : V × I → V be a continuous family of
homeomorphisms of a complex manifold V , i.e. Φ is continuous and Φt := Φ|V×{t}
are homeomorphisms for all t ∈ I. Let f : V → C be a holomorphic function, sat-
isfying f(Φ(x, t)) = f(x), i.e. f ◦ Φt = f for all t. As always, we let Xf = Crit(f)
denote the critical locus of f . Suppose Φt|Xf is the identity map for all t. Then
the homeomorphism Φt gives us the isomorphism
(3.2) σt : Pf −→ Pf
by Proposition 2.4.
Let Pf = RΓ{x∈V |Ref(x)≤0}QV [dimV ]|f−1(0) be the perverse sheaf of vanishing
cycles from Definition 2.1. Since π−1 = π∗ is an exact functor (on Q-sheaves), we
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have π−1Pf = RΓ{x∈V |Ref(x)≤0}×IQV×I [dimV ]|f−1(0)×I . By the proof of Propo-
sition 2.4, we then have an isomorphism
(3.3) µ : π−1Pf −→ π−1Pf
whose restriction to Xf × {t} is the isomorphism σt : Pf → Pf in (3.2). In this
situation, Lemma 3.4 gives the following.
Proposition 3.5. Let (V, f) be an LG pair (Definition 1.4). Let Φt, Pf , σt be
as above. Suppose Φ0 is the identity map of V and Φt|Xf : Xf → Xf is the identity
map for all t ∈ I. Then σt = idPf for all t ∈ I.
Proof. The proposition is immediate from Lemma 3.4 by letting U = Xf ,
T = U × I π−→U and µ given by (3.3), because µ|U×{0} = id by Φ0 = idV . 
3.2. Vector fields and isotopies
As the issue of Theorem 2.12 is local, we may restrict our concern to an open
submanifold V ⊂ Cn. In this section, we use vector fields to generate isotopies.
Together with the rigidity (Proposition 3.5), this will give us a 2-cocycle property
of perverse sheaves of vanishing cycles (Lemma 3.7).
Lemma 3.6. Let V ⊂ Cn be an open submanifold and f : V → C be an LG
pair (Definition 1.4). Let (df) be the ideal generated by the partial derivatives of f
and let Xf = Crit(f) denote the analytic subspace defined by the ideal (df). Then
there is an open neighborhood V ′ of Xf in V such that
f |V ′ ∈ (df)|V ′ and f||df || → 0 as df → 0.
Proof. Let π : V˜ → V be a resolution of Xf so that π−1(Xf ) is a normal
crossing divisor. Near every x˜ ∈ π−1(Xf ), the pullback π∗(df) of the ideal (df) is
a principal ideal sheaf generated by some monomial ϕ = zk11 · · · zkrr with ki > 0 for
a system z1, · · · , zn of local coordinates of V˜ centered at x˜. Let x = π(x˜), and let
w1, · · · , wn be the coordinate functions of Cn. Then ϕ divides π∗ ∂f∂wi for all i.
We claim that π∗f is divisible by zk1+11 · · · zkr+1r . We first write π∗f = cm1zm11 +
cm1+1z
m1+1
1 +· · · , where ck are holomorphic functions of {z2, · · · , zn}. Because near
x˜ and away from π−1(Xf ), π is biholomorphic,
(3.4)
∂(π∗f)
∂z1
=
∑
i
π∗
(
∂f
∂wi
)
· ∂(π
∗wi)
∂z1
holds away from π−1(Xf ). As all terms in this identity are holomorphic, it holds
in a neighborhood of x˜. Because the right hand side is divisible by ϕ, so is the left
hand side. Since
∂(π∗f)
∂z1
= m1cm1z
m1−1
1 + (m1 + 1)cm1+1z
m1
1 + · · · ,
we must have m1 − 1 ≥ k1. Therefore zk1+11 divides π∗f . Likewise zki+1i divides
π∗f for each i. Therefore by (3.4),
(3.5) π∗(f) ⊂ π∗(df)
√
π∗(df) ⊂ π∗(df).
Since π∗ : OV → π∗OV˜ is injective, we have f ∈ (df).
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Finally, using (3.5), near x˜ we write π∗f =
∑
biπ
∗
(
∂f
∂wi
)
for some holomorphic
functions bi such that bi vanishes along π
−1(Xf ). Since π : V˜ → V is proper, we
have f||df || → 0 as df → 0. This proves the lemma. 
Lemma 3.7. Let V ⊂ Cn be open. Let (V, f0) and (V, f1) be two LG pairs. Let
ft = (1 − t)f0 + tf1 for 0 ≤ t ≤ 1. Suppose the critical locus Xft = Crit(ft) is
independent of t as an analytic subspace of V . Then there is an isomorphism
τ01 : Pf0
∼=−→Pf1 .
If we have a third LG pair (V, f2) such that the critical locus of (1−t−s)f0+tf1+sf2
is independent of t, s ∈ [0, 1]. Then
τ12 ◦ τ01 = τ02 : Pf0 −→ Pf2 .
Proof. We use the standard hermitian inner product on Cn. Let ∇ft be the
gradient vector field of ft defined by dft(v) = ∇ft · v for tangent vectors v. By
Lemma 3.6, we have f||df || → 0 as df → 0 in a neighborhood of Xf . We define a
time dependent vector field
ξt =
f0 − f1
||∇ft||2 ∇ft.
We claim that this is a well defined vector field on V . It suffices to show that
||ξt|| = |f0 − f1|||∇ft|| =
|f0 − f1|
||dft||
approaches zero as the point approaches Xft = Xf0 = Xf1 . Since (dft) ⊃ (df0) =
(df1) by assumption, we can express the partial derivatives of f0 and f1 as linear
combinations of the partial derivatives of ft. Hence,
||df0|| ≤ C||dft|| and ||df1|| ≤ C||dft||
for some C > 0. Thus by Lemma 3.6,
||ξt|| = |f0 − f1|||dft|| ≤ C
−1
( |f0|
||df0|| +
|f1|
||df1||
)
→ 0 as df0, df1 → 0.
So we proved the claim.
Let xt for t ∈ [0, 1] be an integral curve of the vector field ξt, so that
dxt
dt
= x˙t = ξt(xt).
Then ft(xt) is constant because
d
dtft(xt) is equal to
dft(x˙t) + f1 − f0 = ∇ft · x˙t + f1 − f0 = ∇ft · f0 − f1||∇ft||2 ∇ft + f1 − f0 = 0.
Therefore the flow of the vector field ξt from t = 0 to t = 1 gives a homeomorphism
Φ01 : U → U ′ of neighborhoods of Xf0 such that f1(Φ01(x)) = f0(x) for x ∈ U . If
x ∈ Xf0 = Xf1 , f0(x) = f1(x) = 0 and hence ξt(x) = 0 for all t. So Φ01|Xf0 is the
identity map of Xf0 . By Proposition 2.4, we obtain an isomorphism τ01 : Pf0
∼= Pf1 .
Suppose that we have three holomorphic functions f0, f1, f2 on V as stated in
Lemma 3.7. The composition τ12 ◦ τ01 is obtained from the composition of the
diffeomorphism Φ01 : U → U ′ with f1(Φ01(x)) = f0(x) and the diffeormorphism
Φ12 : U
′ → U ′′ with f2(Φ12(x)) = f1(x). By replacing f1 by (1 − s)f1 + sf2 for
0 ≤ s ≤ 1, we obtain an isotopy from Φ12 ◦ Φ01 to Φ02, so that Φ−102 ◦ Φ12 ◦ Φ01 is
isotopic to the identity map. By Proposition 3.5, we have τ−102 ◦ τ12 ◦ τ01 = id. 
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The following is a consequence of Lemmas 3.6 and 3.7.
Lemma 3.8. Let V ⊂ Cn be open and let (V, g) be an LG pair (Definition 1.4).
Let u be a nowhere vanishing holomorphic function on V and let f = ug. Then
there is an open neighborhood Xg ⊂ U ⊂ V so that Xf ∩ U = Xg. Suppose further
u|Xf∩U = 1. Then g = uf induces a canonical isomorphism Pf |U ∼= Pg.
Proof. By Lemma 3.6, g ∈ (dg) on an open neighborhood of Xg. Since
f = ug and df = u dg+ g du, the ideal (df) is contained in (dg), thus Xg ⊂ Xf . Let
A = Xf ∩ (f = 0). By Lemma 3.6, A ⊂ Xf is both open and closed. We let U ⊂ V
be an open neighborhood of A ⊂ V so that U ∩Xf = A. Then using g = u−1f , the
same argument shows that (dg) is contained in (df |U ). Hence Xf ∩ U = Xg.
Suppose u|Xf = 1. We let ut = (1 − t) + tu : V → C. Then ut are invertible
in a neighborhood of Xf for any t. Let ft = utg; then f0 = g and f1 = f . By the
same argument, and using that [0, 1] is compact, we can find an open neighborhood
Xg ⊂ U ′ ⊂ V so that Xft ∩ U ′ = Xf0 for all t ∈ [0, 1]. Applying Lemma 3.7, we
obtain an induced isomorphism Pf |U = Pf1 |U ′ ∼= Pf0 |U ′ = Pg, thus proving the
lemma. 
3.3. Obstruction theory and isotopy
In order to use Lemma 3.7 for a proof of Theorem 2.12, we have to make
sure that the critical loci Xft is independent of t. In this section, we will use the
obstruction assignments (Definition 1.26) to give a criterion for the constancy of
the critical loci.
Recall that an LG pair (V, f) gives us a symmetric obstruction theory
EV = [TV |Xf
d(df)−→ ΩV |Xf ] −→ LXf
and there is an obstruction class obXf (φ, g¯, B, B¯) ∈ I ⊗C ΩXf |x for an infinitesimal
lifting problem (Definition 1.8). We proved that two equivalent LG pairs give the
same obstruction assignment (Lemma 1.29). A natural case where non-equivalent
LG pairs give the same obstruction assignment is the following.
Lemma 3.9. Let V ⊂ Cn be open and let (V, f) be an LG pair with a critical
point x ∈ Xf = Crit(f). Then there exist a system of coordinates y1, · · · , yn
centered at x in a neighborhood U of x in V , a holomorphic function h on U in the
form h = h(yr+1, · · · , yn), and an invertible function u on U with u|Xf∩U = 1 such
that
f |U = u · (y21 + · · ·+ y2r + h) and TxXf = TxU ′
where U ′ = (y1 = · · · = yr = 0) ∩ U . If we let h′ = h|U ′ , then x ∈ Xh′ = Xf ∩ U .
Moreover, we have a canonical isomorphism Pf |U ∼= Ph′ .
Proof. If TxXf = TxV , then there is nothing to prove. So we assume TxXf 6=
TxV . Choose a local coordinate system w1, · · · , wn of V centered at x, and let
H =
(
∂2f
∂wi∂wj
∣∣∣
x
)
be the Hessian matrix of f at x. Since Xf is the vanishing locus of
∂f
∂wi
, we have
TxXf = kerH 6= TxV . Since H is symmetric, there exists an element v ∈ TxV such
40 3. RIGIDITY OF PERVERSE SHEAVES
that vTHv 6= 0. After a coordinate change, we may assume that v = (1, 0, 0, · · · , 0),
i.e. ∂
2f
∂w21
|x 6= 0. By the Weierstrass preparation lemma [14, p7], we can write
f = u1 · (w21 + w1p1 + q1)
for some invertible holomorphic function u1 and holomorphic functions p1, q1 in
w2, · · · , wn. By completing the square, we can write f = u1 · (w¯21 + q˜1(w2, · · · , wn))
with w¯1 = w1 + p1/2. We can repeat the same argument with q˜1 in place of f to
obtain f = u1 · (w¯21 +u2(w¯22 + q˜2(w3, · · · , wn))) for some invertible u2. We continue
this way until we reach
f = u1w¯
2
1 + u1u2w¯
2
2 + · · ·+
(
r∏
i=1
ui
)
w¯2r +
(
r∏
i=1
ui
)
h˜(wr+1, · · · , wn)
for invertible functions u1, · · · , ur. Let u˜ =
∏r
i=1 ui, y˜j = (
∏r
i=j+1 ui)
− 12 w¯j for
j = 1, · · · , r and yr+k = wr+k for k ≥ 1. Then
f = u˜ · (h˜(yr+1, · · · , yn) + y˜21 + · · ·+ y˜2r)
in a neighborhood U of x, expressed in terms of the coordinate variables (y˜, y) =
(y˜1, · · · , y˜r, yr+1, · · · , yn). Let u = u˜(y˜, y)/u˜(0, y), yj =
√
u˜(0, y)y˜j for j ≤ r and
h = u˜(0, y)h˜ so that we have
f = u · (y21 + · · ·+ y2r + h(yr+1, · · · , yn)), u(0, z) = 1.
We let
g(y1, · · · , yn) = y21 + · · ·+ y2r + h(yr+1, · · · , yn).
By Lemma 3.8, possibly after shrinking x ∈ U , we have Xf ∩ U = Xg ∩ U , and
canonical isomorphism Pf |U ∼= Pg|U . Applying the Sebastiani-Thom isomorphism,
we get Pg|U ∼= Ph′ |U ′ , and thus an isomorphism Pg|U ∼= Ph′ |U ′ . This proves the
lemma. 
Lemma 3.10. Let the situation be as in Lemma 3.9. Then the symmetric ob-
struction theories defined by the LG pairs (V, f) and (V ′, h′) give the same obstruc-
tion assignment of Xf ∩ U = Xh′ at x.
Proof. The proof is parallel to that of Lemma 1.29, using that u(x) = 1. We
will omit the details here. 
Proposition 3.11. Let V ⊂ Cn be open. Let (V, f0) and (V, f1) be two LG
pairs such that Xf0 = Xf1 with x ∈ Xf0 . Let ft = (1− t)f0+ tf1. Suppose that the
symmetric obstruction theories defined by (V, f0) and (V, f1) give the same obstruc-
tion assignment at x, and that f1 − f0 ∈ m3x where mx is the ideal of holomorphic
functions on V vanishing at x. Then there is an open neighborhood x ∈ U ⊂ V so
that Xft ∩ U is independent of t ∈ [0, 1].
Proof. We consider F : C×V → C defined by F (t, z) = (1− t)f0(z)+ tf1(z),
and define the relative critical locus XF/C to be defined by the ideal (dV F ), where
dV is the differential along the V directions. Because Xf0 = Xf1 ,
(3.6) C×Xf0 ⊂ XF/C ⊂ C× V
are closed analytic subspaces. We prove that there is an open subset x ∈ U ⊂ V
and [0, 1] ⊂W ⊂ C so that
(3.7) W ×Xf0 = XF/C ∩ (W × U).
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Let π : C× V → V be the projection. Because π∗(df0) ⊂ (dV F ) is a coherent
subsheaf of OV -modules, the quotient (dV F )/π
∗(df0) is a coherent sheaf of OV -
modules. Thus
Σ = {z ∈ C× V | (dV F )/π∗(df0)
∣∣
z
6= 0}
is a closed analytic subset of V . So if Σ∩(C×x) = ∅, we can find open neighborhoods
x ∈ U ⊂ V and [0, 1] ⊂W ⊂ C such that (3.7) holds.
Let t ∈ C and let Xˆft be the formal completion of Xft at x. Since t×CXF/C =
Xft , (t, x) 6∈ Σ if and only if Xˆft = Xˆf0 . We now prove this identity. Because
Xˆf0 ⊂ Xˆft , we have a surjective homomorphism OXˆft ։ OXˆf0 . We will show
OXˆft
= OXˆf0
by showing that for any k ≥ 1,
(3.8) OXft
/(
OXft
∩mkx
)
= OXf0
/(
OXf0
∩mkx
)
.
The identity for k = 2 follows from f1 − f0 ∈ m3x, thus TxXft = TxXf0 . Suppose
OXˆft
6= OXˆf0 . Then there is a k0 ≥ 2 so that (3.8) is true for k = k0 but not for
k = k0 + 1.
We let B = OXft /(OXft ∩mk0+1x ), and let I ⊂ B be the kernel of the restriction
homomorphism
B → B¯ = OXft /(OXft ∩mk0x ).
We let g¯ : Spec B¯ → Xft be the tautological morphism. Because the identity (3.8)
holds for k0, the composite Spec B¯ → Xft → V factors through g¯′ : Spec B¯ → Xf0 .
By the definition of (I, B, g¯), g¯ extends to SpecB → Xft . Thus the obstruction
class obXft (g¯, B, B¯) is zero. We claim that the obstruction class obXf0 (g¯
′, B, B¯) to
extending g¯′ to SpecB → Xf0 is trivial too. Indeed, Using the identity Xˆf1 =
Xˆf0 ⊂ Vˆ , we can view g¯′ as a morphism from Spec B¯ to Xf1 . Because f0−f1 ∈ m3x,
we have
(3.9) ΩXf0 |x = ΩXf1 |x = ΩXft |x,
as quotient spaces of ΩV |x. Adding that ft = (1− t)f0 + tf1, we obtain
(3.10) obXft (g¯, B, B¯) = (1 − t) · obXf0 (g¯′, B, B¯) + t · obXf1 (g¯′, B, B¯).
Here we can equate and add because they are elements in I ⊗C ΩXf0 |x.
Because Xf0 and Xf1 have identical obstruction assignments at x, we have
obXf0 (g¯
′, B, B¯) = obXf1 (g¯
′, B, B¯).
Using (3.10) and obXft (g¯, B, B¯) = 0, we get obXf0 (g¯
′, B, B¯) = 0. Hence ϕ¯′ also
extends to ϕ′ : SpecB → Xf0 . Composing with the ring homomorphism induced
by Xˆf0 ⊂ Xˆft , we obtain a composite ring homomorphism
(3.11) OXft
/(
OXft
∩mk0+1x
) −→ OXf0/(OXf0 ∩mk0+1x ) ϕ′∗−→OXft/(OXft ∩mk0+1x )
whose restriction to OXft /(OXft ∩ m2x) is the identity map. Thus the composite
(3.11) is an isomorphism. Because Xˆf0 ⊂ Xˆft , we conclude that (3.8) holds for
k = k0 + 1, a contradiction. This proves Xˆft = Xˆf0 , and the proposition. 
Remark 3.12. The proposition may fail when f0 − f1 6∈ m3x. For example, let
V = C, f0 = z
2 and f1 = −z2. Then Xf0 = Xf1 while Xf1/2 6= Xf0 .
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Corollary 3.13. Let the situation be as in Proposition 3.11. Then there is
an open neighborhood x ∈ U ⊂ V such that the family of holomorphic functions ft
induces an isomorphism
τ01 : Pf0 |Xf0∩U ∼= Pf1 |Xf1∩U .
Proof. Applying Lemma 3.7 to the family ft gives the corollary. 
3.4. Proof of Theorem 2.12
In this section, we complete our proof of Theorem 2.12.
Lemma 3.14. Let Ψ : Cr → Cr be the linear isomorphism defined by the diago-
nal matrix diag(±1, 1, · · · , 1). Let q(z1, · · · , zr) = z21 + · · ·+ z2r . Then the pullback
isomorphism Pq −→ Pq induced from Ψ by Proposition 2.4 is ±id. Moreover if
Φ : V ×Cr → V ×Cr is id×Ψ and f(z, y) = g(y)+q(z) for y ∈ V and z ∈ Cr, then
the pullback isomorphism induced from Φ by Proposition 2.4 is ±id : Pf → Pf .
Proof. The Milnor fiber at 0 is homotopic to the sphere Sr−1 whose reduced
cohomology is H˜r−1(Sr−1) = Q. Obviously, Ψ acts H˜r−1(Sr−1) on as ±1. For the
second statement, use Proposition 3.1. 
Theorem 3.15 (Theorem 2.12). Let (V, f) be an LG pair. Let U be an open
neighborhood of Xf in V and Φ : U → V be a holomorphic map, biholomorphic
onto its image, such that f ◦ Φ = f |U and Φ|Xf = idXf . Then the isomorphism
σ : Pf → Pf induced from Φ by Proposition 2.4 is det(dΦ|Xf ) · id.
Note that by Lemma 1.16, det(dΦ|Xf ) is locally constant with values in {±1}.
Proof. Since this is a local problem, for any x ∈ Xf , by shrinking V , we can
assume that V embeds into Cn as an open subset, so that and x ∈ V corresponds
to 0 ∈ Cn. Applying Lemma 3.9, we can assume that for the standard complex
coordinate variables (y1, · · · , yn) of Cn,
(3.12) f = u · (y21 + · · ·+ y2r + h(yr+1, · · · , yn)),
where u : V → C is a holomorphic function such that T0Xf is the linear space
V0 := {y1 = · · · = yr = 0} ∩ V and u|V0 = 1.
Using V ⊂ Cn and the canonical isomorphism TxCn ∼= Cn, we form the linear
transformation
Ψ:= dΦ|0 : Cn −→ Cn.
Because Φ|Xf = idXf , and because TxXf is the linear subspace {y1 = · · · = yr = 0},
we see that Ψ(V0) ⊂ V0 and Ψ|V0 = idV0 . Because of (3.12), possibly after shrinking
x ∈ V0, we have Xf ⊂ V0. Thus Ψ|Xf = idXf .
For s ∈ [0, 1], we define
ϕs = (1− s) · Φ+ s ·Ψ : U −→ Cn.
Since dϕs|0 = Ψ are invertible, by shrinking U if necessary, ϕs map into V ⊂ Cn,
and are biholomorphic onto their images. Note that ϕ0 = Φ|U and ϕ1 = Ψ|U is
linear. Because both Φ|Xf = Ψ|Xf = idXf , we have ϕs|Xf∩U = idXf∩U .
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We now construct various isomorphisms. We let g = u−1f , and let ft, t ∈ [0, 1],
be ut · g|U , as in the proof of Lemma 3.8. Thus ft interpolates between f |U and
g|U , with f0 = f |U and f1 = g|U . We then form the composite isomorphism
ηs,t : Pft |Xft∩U
∼=−→Pft◦ϕs |Xft◦ϕs
∼=−→Pft |Xft∩U ,
where the first isomorphism is obtained by applying Proposition 2.4 to the map ϕs
from (U, ft) to (U, ft ◦ ϕs), and the second isomorphism is obtained by applying
Corollary 3.13 to ft ◦ ϕs − ft ∈ m3x. Applying Corollary 3.13 to ft, possibly after
shrinking x ∈ U , we have a family of isomorphisms τt as shown:
Pft |Xft∩U
τt−−−−→ Pf0 |Xf0∩U
ηs,t
y η0,0y
Pft |Xft∩U
τt−−−−→ Pf0 |Xf0∩U .
Since for (s, t) = (0, 0), the square is commutative, and since τt and ηs,t are con-
tinuous families of isomorphisms, applying Lemma 1.16, the above square is com-
mutative at (s, t) = (1, 1).
Since Φ|V0 = idV0 , Ψ is of the form(
A 0
B I
)
with A ∈ O(r). Since O(r) has only two connected components, we can find a
continuous path At in O(r) from A to the diagonal r × r matrix diag(e, 1 · · · , 1)
where e = detA = det dΦ|0. Let Bt = (1 − t)B. So that we have a path Ψt from
Ψ above to the n× n diagonal matrix D := diag(e, 1, · · · , 1). Then g ◦Ψt− g ∈ m3x
for all t because h ∈ m3x. Applying the same argument as above, we obtain a
commutative diagram of perverse sheaves
Pg
τ ′ //
D

Pg
τ1 //
η1,1

Pf
η0,0

Pg
τ ′ // Pg
τ1
// Pf ,
all restricted to U . By Lemma 3.14, the left vertical is e · id. The right vertical is
the isomorphism σ in Theorem 3.15. Since the horizontal maps are the same, we
find that σ = e · id. 

Part 2
Critical virtual manifolds and
moduli of sheaves
In Part 2, we prove that moduli spaces X of simple sheaves on a Calabi-Yau
3-fold Y are critical virtual manifolds. Here a simple sheaf means a coherent sheaf
whose automorphism group is C∗ · id. By the Seidel-Thomas twists, we only need to
consider moduli spaces X of simple holomorphic vector bundles on Y (cf. Proposi-
tion 6.2 and Theorem 6.5).
Via gauge theory, a moduli space X of simple holomorphic vector bundles on
Y can be thought of as an open analytic space in the quotient Vsi = Aintsi /Gk of the
space Aintsi of simple integrable semiconnections on a fixed complex vector bundle
E by the action of the gauge group Gk. Here a semiconnection means a ∂-operator
∂ : Ω0,0(EndE) −→ Ω0,1(EndE)
which is integrable if its (0, 2)-curvature F 0,2
∂
= ∂ ◦ ∂ is zero. The space Asi
of simple semiconnections comes equipped with a function CS, called a holomor-
phic Chern-Simons functional, whose critical locus zero(dCS) coincides with the
space Aintsi of simple integrable semiconnections. Using the theory of elliptic partial
differential operators, Joyce and Song proved that Miyajima’s local section V0 of
Asi → Asi/Gk = Bsi is a finite dimensional complex manifold such that the critical
locus of the holomorphic function f0 = CS|V0 is an open set in Vsi. Unfortunately,
the dimension of V0 varies from point to point and hence the Miyajima-Joyce-Song
charts V0 do not give us a critical virtual manifold structure on an open subspace
X ⊂ Vsi.
The idea to overcome this issue is to enlarge the Miyajima-Joyce-Song chart
V0, in a controlled fashion. We introduce the notion of a CS framing, which will
be an infinitesimal guide in increasing V0 to a larger complex manifold V in Asi
such that the critical locus of f = CS|V stays the same as that of f0. We modify
Miyajima’s elliptic differential operator so that the CS framing Ξ can enlarge the
solution space. We prove that in this way we obtain a complex submanifold V
of Asi containing V0, whose dimension r is the fixed number we choose from the
beginning. We call such a complex manifold a CS chart. Therefore we have an open
cover X = ∪λXλ such that each Xλ is the critical locus of a holomorphic function
fλ on an r-dimensional complex manifold Vλ (cf. Theorem 4.9 and Corollary 4.13).
To get a critical virtual manifold structure on X , we further need to compare
these local charts {Vλ}. This is attained by a topological argument (cf. Theorem
4.19) together with the observations that
(1) the CS chart V centered at x ∈ Aintsi and determined by a hermitian
metric h on E and a CS framing Ξ is actually independent of the choice
of (x, h,Ξ) up to a local equivalence (cf. Proposition 4.15);
(2) for any point y sufficiently close to the center x of a CS chart V , the CS
chart V ′ centered at y is locally equivalent to V (cf. Proposition 4.16).
We thus find that X is a critical virtual manifold (Theorem 4.19).
The orientability of the critical virtual manifold X is proved to be equivalent to
the existence of a square root of the determinant line bundle detRp∗RHom(E , E)
on Xred where E is the (local) tautological family of simple sheaves on Y (cf.
Theorem 6.7). Then by an argument of Okounkov’s (Proposition 6.9), such a
square root exists if there is a global tautological family on Xred. In particular,
when X is the moduli space of stable sheaves F on Y whose Hilbert polynomial
is χ(F(m)) = dm + e with d, e coprime, then X has an orientable critical virtual
manifold structure and hence we have a perverse sheaf P (resp. a polarizable mixed
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Hodge module M) on X , which is the gluing of the local perverse sheaves (resp.
mixed Hodge modules) of vanishing cycles (cf. Theorem 6.11).
Finally we use the perverse sheaf P to obtain a mathematical theory of the
Gopakumar-Vafa invariant. When X is a moduli space of 1-dimensional stable
sheaves, we have morphisms
X −→ S −→ pt
where the first arrow comes from the Hilbert-Chow morphism, taking the supports
of stable sheaves. By the relative hard Lefschetz property and the decomposition
theorem for the hypercohomology of perverse sheaves underlying polarizable Hodge
modules, we find that the hypercohomology H∗(X, Pˆ ) of the perverse sheaf Pˆ is an
sl2× sl2-representation space where Pˆ = grWP is the gradation of P by the weight
filtration. Hence we can decompose H∗(X, Pˆ ) as the direct sum of copies of the co-
homology H∗(Jacg) of g-dimensional complex tori for various g. If we imagine that
the space of curves in X is discrete, it is natural to define the number ng of copies
of H∗(Jacg) in H
∗(X, Pˆ ) as a curve counting invariant. This is Gopakumar-Vafa’s
proposal which is now rigorous by our results. We conjecture that the Gopakumar-
Vafa invariant carries all the information about the Gromov-Witten invariant of Y
(cf. Conjecture 7.4). We verify this conjecture for the genus 0 case (Proposition
7.3) and for K3-fibered Calabi-Yau 3-folds (Proposition 7.6).
The layout of Part 2 is as follows. In Chapter 4, we use gauge theory to prove
the existence of CS charts after proving the existence of CS framings. In Chapter
5, we prove two key results, Propositions 4.15 and 4.16, that enable us to prove the
existence of a critical virtual manifold structure. In Chapter 6, we show that the
Seidel-Thomas twists reduce the general case to the vector bundle case and prove
the orientability criterion. In Chapter 7, we apply the theory of critical virtual
manifold to give a mathematical theory of the Gopakumar-Vafa invariant.

CHAPTER 4
Critical loci and moduli of simple vector bundles
Let Y be a smooth projective Calabi-Yau 3-fold over C. In particular its canoni-
cal line bundle KY = Ω
3
Y is trivial. Let Ω ∈ H0(Y,Ω3Y ) be a fixed nowhere vanishing
holomorphic 3-form on Y . Simple sheaves of fixed total Chern class c on Y form
a stack Shcsi and simple locally free sheaves form an open substack V
c
si. In this
chapter, we prove that an open analytic subspace X of Vcsi has an open covering
∪Xα such that Xα is the critical locus Crit(fα) for an LG pair fα : Vα → C (cf.
Theorem 4.9). Then we prove that these charts give us a critical virtual manifold
structure on X assuming two propositions (Propositions 4.15 and 4.16) that will
be proved in Chapter 5 (cf. Theorem 4.19).
In Chapter 6, we will prove that any open bounded analytic space X ⊂ Shcsi
is isomorphic to an open X ′ ⊂ Vc′si for some c′ and hence admits a critical virtual
manifold structure.
4.1. Semiconnections and Chern-Simons functional
In this section we recall necessary gauge theoretic background. Our presenta-
tion follows [36, 25], and [19, Chapter 9].
4.1.1. Gauge theory of semiconnections. Let E be a complex vector bun-
dle on Y of total Chern class c. We fix a Ka¨hler metric on the Calabi-Yau 3-fold
Y once and for all. We let h be a hermitian metric on E. Let
Ω0,q(E) = C∞(E ⊗C ∧0,qT ∗Y )
denote the sheaf of C∞-sections of the vector bundle E ⊗ ∧0,qT ∗Y .
Definition 4.1. A smooth semiconnection is a C-linear operator
(4.1) ∂ : Ω0,0(E) −→ Ω0,1(E)
satisfying the Leibniz rule: ∂(fs) = f∂s+ s⊗∂f for all smooth sections s of E and
all smooth functions f on Y , where ∂f is the usual (0, 1)-part of the differential df .
A semiconnection ∂ : Ω0,0(E)→ Ω0,1(E) defines an operator
(4.2) ∂ : Ω0,q(E) −→ Ω0,q+1(E), ∂(s⊗ α) = s⊗ ∂α+ ∂s ∧ α
for all smooth sections s of E and all (0, q)-forms α. The curvature of a semicon-
nection ∂ is defined by
(4.3) F 0,2
∂
= ∂
2
: Ω0,0(E)
∂−→Ω0,1(E) ∂−→Ω0,2(E)
which is an element of Ω0,2(EndE).
Definition 4.2. A smooth semiconnection ∂ is called integrable or a holomor-
phic structure on E if F 0,2
∂
= ∂
2
= 0.
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By the Nirenberg-Newlander theorem, an integrable semiconnection ∂ defines
the locally free sheaf (holomorphic vector bundle) E of ∂-flat sections by assigning
to each open U , the vector space
E(U) = {s ∈ C∞(E) | ∂s = 0}.
Two such smooth semiconnections define the same holomorphic vector bundle
E if and only if they lie in the same orbit by the action of the gauge group
G = C∞(Aut(E))
of smooth sections of the principal bundle Aut(E) associated to E, where the
gauge action is defined by ∂ · g = g−1 ◦ ∂ ◦ g. For an integrable connection ∂ and
its associated holomorphic vector bundle E , the stabilizer of ∂ in G is canonically
isomorphic to the automorphism group of E . We say a semiconnection ∂ or a
holomorphic vector bundle E is simple if the stabilizer G∂ or the automorphism
group of E is C · id.
To apply the theory of elliptic differential operators, we complete the semicon-
nection space and the gauge group. We fix a pair of integers k ≥ 4 and ℓ > 6.
Using the hermitian metric h of E, we form the completions
Ω0,q(EndE)k and Gk
under the Sobolev norm Lℓk and L
ℓ
k+1 respectively where the L
ℓ
k norm is the sum
of Lℓ-norms of the sth derivatives for s ≤ k. We let A denote the space of Lℓk-
semiconnections on E; let Asi be the set of simple semiconnections in A; let Aintsi
be the set of all simple integrable smooth semiconnections on E.
For a smooth semiconnection ∂, we have a bijection
(4.4) ∂ + · : Ω0,1(EndE)k −→ A, a 7→ ∂ + a
because ∂ + a is a semiconnection and the difference of two semiconnections lies in
Ω0,1(EndE)k. Hence A is an affine space based on Ω0,1(EndE)k. Let
(4.5) Bsi = Asi/Gk ⊂ A/Gk = B
and let
(4.6) π : A −→ B
denote the quotient map. Then Bsi is a complex Banach manifold and the complex
analytic space of gauge equivalence classes of simple integrable semiconnections
(4.7) Vcsi = Aintsi /Gk ⊂ Bsi
is the moduli space of simple holomorphic vector bundles on Y of total Chern class
c. We comment that the Lℓk and L
ℓ
k+1 structures on A and Gk do not depend on
the choice of h and the reference smooth semiconnection ∂.
The operator (4.1) extends to the completions
∂ : Ω0,q(EndE)k−q+1 → Ω0,q+1(EndE)k−q
and we can form the Laplacian
(4.8) △∂ = ∂∂
∗
+ ∂
∗
∂ : Ω0,q(EndE)k−q+1 → Ω0,q(EndE)k−q−1.
We denote by △−1
∂
(0)0,q the set of harmonic forms in Ω0,q(EndE).
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In Chapter 5, we will also use the truncated eigenspaces (for q = 1, 2)
(4.9)
Θ0,q
∂
(ǫ) := C-span {a ∈ Ω0,q(EndE)k−q+1 | ∂∗a = 0, △∂a = λa, λ < ǫ} ⊂ ker(∂
∗
)0,q
for ǫ > 0.
4.1.2. Chern-Simons functionals. For an integrable smooth semiconnec-
tion ∂ ∈ Aintsi , by (4.4), an arbitrary element of A is ∂ + a for a ∈ Ω0,1(EndE)k.
Then the action of an element g ∈ Gk of the gauge group is
(∂ + a) · g = ∂ + g−1dg + g−1ag
and the curvature of ∂ + a is
(4.10) F 0,2
∂+a
= (∂ + a)2 = ∂¯a+ a ∧ a.
By the Sobolev inequality, F 0,2
∂+·
is a continuous operator from Ω0,1(EndE)k to
Ω0,2(EndE)k−1, analytic in a.
Recall that Ω is a non-trivial holomorphic (3,0)-form on Y that we fixed once
and for all. The holomorphic Chern-Simons functional with the reference point
∂ ∈ Aintsi is
(4.11) CS(∂ + a) =
1
4π2
∫
Y
tr
(
1
2
(∂¯a) ∧ a+ 1
3
a ∧ a ∧ a
)
∧ Ω, ∂ + a ∈ A.
It is a cubic polynomial in a ∈ Ω0,1(EndE)k whose quadratic part is
(4.12) CS2(∂ + a) =
1
4π2
∫
Y
tr
(1
2
(∂¯a) ∧ a) ∧ Ω, a ∈ Ω0,1(EndE)k.
Since the directional derivative of CS at a in the direction of b is
(4.13) δ CS(∂ + a)(b) =
1
4π2
∫
Y
tr(b ∧ F 0,2
∂¯+a
) ∧ Ω,
δ CS(∂ + a) = 0 if and only if ∂ + a is integrable. Thus the complex analytic
subspace Aintsi of simple integrable smooth semiconnections in Asi is the critical
locus of CS.
Remark 4.3. The Chern-Simons functional CS depends on the reference semi-
connection ∂. Using (4.13), we see that for different reference points ∂ and ∂
′ ∈
Aintsi , the Chern-Simons functionals (4.11) may differ only by a constant, and are
equal when ∂ and ∂
′
lie in the same connected component of Aintsi or in the same
orbit under the action of the gauge group Gk.
For our purpose of constructing a critical virtual manifold structure on an open
analytic subspaceX ⊂ Vcsi = Aintsi /Gk, we may assume that X is connected because
we can construct a critical virtual manifold structure component by component.
Hence any two reference points ∂ ∈ π−1(X) ⊂ Aintsi via the quotient map π : A →
A/Gk = B give the same Chern-Simons functional. So in what follows, we won’t
mention the reference point for the Chern-Simons functionals.
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4.2. CS framings and CS charts
We use the notation introduced in §4.1: E is a fixed complex vector bundle of
total Chern class c and we fix a hermitian metric h on E. A is the Lℓk-completion
of the space of smooth semiconnections and Gk is the Lℓk+1-completion of the gauge
group, etc.
For psychological reasons, we often write x ∈ Aintsi for a simple integrable
semiconnection ∂. Let x = ∂ ∈ Aintsi and denote by Ex (with subscript x) the
holomorphic vector bundle over the Calabi-Yau 3-fold Y defined by ∂. We pick an
integer
r ≥ dimExt1Y (Ex, Ex).
Definition 4.4. A complex submanifold V of Asi of dimension r is called a
CS chart of dimension r at x if x ∈ V and the critical locus Crit(CS|V ) of the
restriction CS|V of the Chern-Simons functional to V is isomorphic to an open
neighborhood of x¯ = π(x) ∈ Vcsi, by the restriction π|Crit(CS|V ) of the quotient
map π : A → B (cf. (4.6) and (4.7)).
Our goal in this section is to prove that there is a CS chart at every x ∈ Aintsi
of any given dimension r.
Theorem 4.5. For each point x = ∂ ∈ Aintsi and any integer r ≥ dimExt1Y (Ex, Ex)
where Ex is the holomorphic vector bundle defined by x, there is a CS chart V of
dimension r at x.
The rest of this section is devoted to a proof of Theorem 4.5.
4.2.1. The Miyajima-Joyce-Song chart. A prototype of a CS chart was
constructed by Miyajima and Joyce-Song (cf. [36, §1] and [19, Theorem 5.5]).
Proposition 4.6. [36, 19] For a sufficiently small ǫ > 0,
(4.14) V0 = {∂ + a | ||a|| < ε, ∂∗a = 0, ∂∗(∂a+ a ∧ a) = 0}
is a finite dimensional complex submanifold of A with x = ∂ ∈ V0 and TxV0 =
△−1
∂
(0)0,1 ∼= Ext1(Ex, Ex) where Ex is the holomorphic vector bundle defined by
x = ∂ ∈ Aintsi . Moreover, V0 is a CS chart of dimension dimExt1Y (Ex, Ex) at x.
We call V0 the Miyajima-Joyce-Song chart at x. The two equations ∂
∗
a =
0, ∂
∗
(∂a+ a ∧ a) = 0 in (4.14) combine to give us the single equation
(4.15) △∂ (a) + ∂¯∗(a ∧ a) = ∂¯(∂¯∗a) + ∂¯∗(∂¯a+ a ∧ a) = 0.
In fact, this single equation is equivalent to the system of two equations in (4.14): By
the Hodge decomposition, (4.15) is equivalent to the system of equations ∂¯(∂¯∗a) = 0
and ∂¯∗(∂¯a+ a ∧ a) = 0, the former of which is obviously equivalent to ∂¯∗a = 0.
The idea for a proof of Theorem 4.5 is to enlarge the Miyajima-Joyce-Song
chart by taking the inverse image of a finite dimensional subspace by the operator
△∂(a) + ∂¯∗(a ∧ a) in (4.15).
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4.2.2. CS framings. Let x = ∂ ∈ Aintsi . By Remark 4.3, we may use any
reference point for our purpose of constructing an LG pair whose critical locus is
an open neighborhood of x¯ = π(x) ∈ Vcsi. So we use the Chern-Simons functional
CS with the reference point x = ∂. Since △−1x (0)0,1 = ker(△x)0,1 lies in the null
subspace of the quadratic form CS2 (cf. (4.12)), CS2 induces a bilinear pairing
(4.16) Q : TxA/△−1x (0)0,1 × TxA/△−1x (0)0,1 −→ C,
defined by
Q(a, b) = 1
8π2
∫
Y
tr(∂a ∧ b) ∧ Ω
which is symmetric by Stokes’ theorem. Here we use the canonical isomorphism
TxA ∼= Ω0,1(EndE)k induced by the isomorphism (4.4).
Definition 4.7. An r-dimensional CS framing at x ∈ Aintsi is an r-dimensional
subspace Ξ ⊂ ker(∂∗)0,1k ⊂ Ω0,1(EndE)k = TxA such that
(1) △−1x (0)0,1 ⊂ Ξ;
(2) the restriction Q|Ξ/△−1x (0)0,1 is a nondegenerate quadratic form.
Lemma 4.8. For any x = ∂ ∈ Aintsi and r ≥ dimExt1Y (Ex, Ex) = dim△−1x (0)0,1,
there is an r-dimensional CS framing at x.
Proof. Note that Q is nondegenerate on ker(∂∗)0,1k / △−1x (0)0,1. Indeed, if
Q(a, b) = 0 for all b, then ∂a = 0. Hence a ∈ △−1x (0)0,1 since ∂
∗
a = 0. By the
standard argument in linear algebra on diagonalizing symmetric operators, we can
find a subspace N of dimension r − dim△−1x (0)0,1 of ker(∂
∗
)0,1k /△−1x (0)0,1 which
is nondegenerate with respect to Q. Then Ξ = N ⊕△−1x (0)0,1 ⊂ ker(∂
∗
)0,1k is an
r-dimensional CS framing at x. 
4.2.3. CS charts from CS framings. Let x = ∂ ∈ Aintsi and let △x =
∂∂
∗
+ ∂
∗
∂. For a CS framing Ξ ⊂ ker(∂∗)0,1k ⊂ Ω0,1(EndE)k, let
(4.17) Ξ˜ := △−1x (0)0,1 ⊕△x(Ξ)
and define the quotient homomorphism
(4.18) Px : Ω
0,1(EndE)k−2 −→ Ω0,1(EndE)k−2
/
Ξ˜,
and the elliptic operator
(4.19) Lx : Ω
0,1(EndE)k −→ Ω0,1(EndE)k−2/Ξ˜, Lx(a) = Px
(△xa+ ∂∗a ∧ a).
Theorem 4.9. Let x = ∂ ∈ Aintsi , and let Ξ be an r-dimensional CS framing
at x. For a sufficiently small ε > 0,
(4.20) V = {∂ + a | a ∈ Ω0,1(EndE)k, Lx(a) = 0, ‖a‖k< ε}.
is an r-dimensional CS chart at x.
The CS chart V clearly depends on the choice of the point x ∈ Aintsi , the
hermitian metric h on E and the CS framing Ξ at x. We will write V = V (x, h,Ξ)
if we want to emphasize the choice of (x, h,Ξ).
Lemma 4.10. Lx(a) = 0 if and only if
(4.21) ∂
∗
a = 0, and Px ◦ ∂∗(∂a+ a ∧ a) = 0.
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Proof. It is immediate to see that (4.21) implies Lx(a) = 0. For the other
direction, suppose Lx(a) = 0. Since Ξ ⊂ ker(∂∗)0,1k , Ξ˜ ⊂ ker(∂
∗
)0,1k−2. Applying ∂
∗
to Lx(a) = 0, we obtain ∂
∗
∂∂
∗
a = 0, which forces ∂
∗
a = 0. Having this, we obtain
Px ◦ ∂∗(∂a+ a ∧ a) = 0. 
Lemma 4.11. The tangent space TxV to V at x is Ξ.
Proof. By Lemma 4.10, letting a = 0, TxV is defined by
∂
∗
b = 0 and ∂
∗
∂b ∈ △x(Ξ).
Since Ξ ⊂ ker(∂∗)0,1k , we find that TxV = Ξ. 
Lemma 4.12. For a CS framing Ξ ⊂ ker(∂∗)0,1k at x = ∂ ∈ Aintsi , let
Ξˆ = △−1x (0)0,2 ⊕ ∂(Ξ).
Then the bilinear pairing
(4.22) 〈·, ·〉 : Ω0,1(EndE)k × Ω0,2(EndE)k−1 −→ C,
defined by
〈a, b〉 = 1
8π2
∫
Y
tr(a ∧ b) ∧Ω
is nondegenerate on Ξ× Ξˆ.
The pairing 〈·, ·〉 relates to the symmetric quadratic form CS2 defined by (4.12)
via
(4.23) CS2(a, b) = 〈a, ∂b〉, a, b ∈ Ω0,1(EndE)k.
Proof of Lemma 4.12. By the Serre duality theorem, the pairing 〈·, ·〉 is
nondegenerate on △−1x (0)0,1 ×△−1x (0)0,2. Let e1, · · · , el ∈ Ξ be such that ∂e1, · · · ,
∂el form a basis for ∂(Ξ). By Hodge theory, e1, · · · , el and △−1x (0)0,1 span Ξ.
Because△−1x (0)0,1 is orthogonal to Im(∂) under 〈·, ·〉, by (4.23), Q is nondegenerate
on Ξ/ △−1x (0)0,1 if and only if 〈ei, ∂ej〉 form an invertible l × l matrix, which is
equivalent to saying that 〈·, ·〉 on Ξ×Ξˆ is nondegenerate. This proves the lemma. 
Proof of Theorem 4.9. By Proposition 4.6, (d(CS|V0) = 0) ⊂ V0 is an open
neighborhoof of x¯ ∈ Vcsi. By the proof of [19, Proposition 9.12],
(F 0,2 = 0) ∩ V0 = (d(CS|V0 ) = 0).
Further, using the definition of V in (4.20), we have the identity (F 0,2 = 0) ∩ V =
(F 0,2 = 0) ∩ V0. Thus to prove the theorem, it suffices to show that
(4.24) (d(CS|V ) = 0) = (F 0,2 = 0) ∩ V.
Inspired by the proof of [19, Proposition 9.12], we define a subbundle
(4.25) R := {(∂+a, b) ∈ V ×Ω0,2(EndE)k | Px ◦∂∗b = ∂∗(∂b−b∧a−a∧b) = 0}.
Because the two equations in the bracket are holomorphic in a, for ε small enough,
applying the implicit function theorem, we see that R is a holomorphic subbundle of
V ×Ω0,2(EndE)k over V . We think of the curvature F 0,2∂+a = ∂a+ a∧a as a section
F 0,2|V of the trivial bundle V × Ω0,2(EndE)k → V . Then the Bianchi identity
coupled with the equations (4.21) ensure that the restriction of the curvature section
F 0,2 to V is a section of R.
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We then define a bundle map
(4.26) ϕ : R→ T ∗V, (∂ + a, b) 7→ (∂ + a, αb),
where αb ∈ T ∗∂+aV is defined as
αb(·) = 1
8π2
∫
Y
tr(· ∧ b) ∧ Ω = 〈·, b〉
using the bilinear pairing (4.22). Clearly, ϕ is holomorphic and ϕ ◦ F 0,2|V = df
where f = CS|V . Therefore, if ϕ is an isomorphism of vector bundles,
(df = 0) = (ϕ ◦ F 0,2|V = 0) = (F 0,2|V = 0).
This will prove the theorem.
We show that by choosing ε small, we can make ϕ an isomorphism of vector
bundles over V . We claim that restricting to x = ∂ ∈ V , we have
(4.27) R|x = {b ∈ Ω0,2(EndE)k | Px ◦ ∂∗b = ∂∗∂b = 0} = ∂(Ξ)⊕△−1x (0)0,2.
Indeed the first equality follows from the definition of R. We prove the second
equality. The inclusion ⊃ is obvious. To prove ⊂, we let b ∈ R|x. Since ∂∗∂b = 0,
we have ∂b = 0. Thus we can write b = b0+ ∂c with △xb0 = 0. Since Px ◦ ∂∗b = 0
and Ξ ⊂ ker(∂∗)0,1k , ∂
∗
b = ∂
∗
∂c ∈ △x(Ξ) = ∂∗∂(Ξ). Hence we may take c ∈ Ξ.
This proves (4.27).
By Lemmas 4.11 and 4.12, R|x = Ξˆ is dual to TxV = Ξ by the bilinear form
(4.22). Therefore, ϕ|x is an isomorphism. Since being an isomorphism is an open
condition, after shrinking ε if necessary, we find that ϕ is an isomorphism as desired.
This proves the theorem. 
Corollary 4.13. Let X ⊂ Vcsi = Aintsi /Gk be an analytic space which is open
in Vcsi. Suppose there is an integer r such that r ≥ dimExt1Y (Ex, Ex) for all x ∈ X.
We have an open cover X = ∪λ∈ΛXλ and r-dimensional CS charts
Xλ
∼=←−Crit(fλ) ⊂ Vλ fλ−→C
where each Vλ ⊂ A is a CS chart and fλ = CS|Vλ is the restriction of the Chern-
Simons functional.
Proof. Let x¯ ∈ X and x ∈ Aintsi be a point over x¯, i.e. π(x) = x¯ via the
quotient map π : A → B = A/Gk. By Lemma 4.8, we have an r-dimensional CS
framing Ξ at x. The CS chart V constructed in Theorem 4.9 has the critical locus
Crit(f) of f = CS|V which is isomorphic to an open neighborhood x¯ in Vcsi by π.
Varying x¯ ∈ X , we get the desired open cover by the critical loci of CS charts. 
4.3. Critical virtual manifold structure
What else do we need to get a critical virtual manifold structure on an open
analytic subspace X of Vcsi = Aintsi /G, on top of Theorem 4.9 and Corollary 4.13?
As we have an open covering by critical loci of CS charts, we further need transition
maps comparing CS charts.
First we note that the definition of the CS chart V over a point x¯ ∈ X ⊂ Vcsi in
Theorem 4.9 relied on the choice of a lift x ∈ Aintsi , a CS framing Ξ and a hermitian
metric h on E. We first prove that our CS chart V constructed in Theorem 4.9 is
independent of the choice of (x, h,Ξ), up to a local equivalence.
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Definition 4.14. Given two LG pairs (V, f) and (V ′, f ′) and x ∈ Crit(f), we
say (V, f) is locally equivalent at x to (V ′, f ′) if there is an open neighborhood V ◦
of x in V and a holomorphic map Φ : V ◦ → V ′, biholomorphic onto an open set
V ′
◦
in V ′, such that f ′ ◦ Φ = f |V ◦.
Recall that an LG pair (V, f) is a holomorphic function f on a complex manifold
V which has only one critical value 0.
Proposition 4.15. Let x and x′ be points in Aintsi with π(x) = π(x′) where
π : A → B = A/Gk is the quotient map. Let h and h′ be two hermitian metrics on
E. Let Ξ and Ξ′ be CS framings at x and x′ respectively. Let CS be the Chern-
Simons functional. Let V = V (x, h,Ξ) and V ′ = V (x′, h′,Ξ′) be the CS charts
constructed in Theorem 4.9 with data (x, h,Ξ) and (x′, h′,Ξ′) respectively. If we let
f = CS|V and f ′ = CS|V ′ , then (V, f) is locally equivalent to (V ′, f ′) at x.
We will prove Proposition 4.15 in Chapter 5. See Remark 4.3 for the reference
point of the Chern-Simons functional.
Moreover, we have the following comparison result.
Proposition 4.16. Let x = ∂x ∈ Aintsi . Let h be a hermitian metric on E and
Ξ be a CS framing at x. Let V = V (x, h,Ξ) be the CS chart constructed in Theorem
4.9 with sufficiently small ε. Let f = CS|V . Then for each y ∈ Crit(f), there is
a CS framing Ξ′ at y such that for the CS chart V ′ = V (y, h,Ξ′) with sufficiently
small ε and f ′ = CS|V ′ , (V, f) is locally equivalent at y to (V ′, f ′).
We will prove Proposition 4.16 in Chapter 5.
For psychological reasons, when we think of a point x ∈ Asi as an operator
Ω0,0(EndE)k → Ω0,1(EndE)k−1, we will denote this operator by ∂x as in Propo-
sition 4.16.
From Propositions 4.15 and 4.16, we obtain the following.
Proposition 4.17. Let x, x′ ∈ Aintsi such that π(x) = x¯, π(x′) = x¯′ ∈ Vcsi =
Aintsi /G. Let Ξ and Ξ′ be CS framings at x and x′ respectively of the same di-
mension r. Let h and h′ be hermitian metrics on E. Let V = V (x, h,Ξ) and
V ′ = V (x′, h′,Ξ′) be the CS charts constructed in Theorem 4.9 (for sufficiently
small ε so that Proposition 4.16 holds for V and V ′) with respect to (x, h,Ξ) and
(x′, h′,Ξ′) respectively. Let f = CS|V and f ′ = CS|V ′ denote the restrictions of
the Chern-Simons functional, so that Crit(f) and Crit(f ′) give open neighborhoods
U = π(Crit(f)) and U ′ = π(Crit(f ′)) of x¯ and x¯′ in Vcsi respectively. Suppose we
have y ∈ Crit(f) and y′ ∈ Crit(f ′) such that π(y) = π(y′) = y¯ ∈ U ∩ U ′ ⊂ Vcsi.
Then (V, f) is locally equivalent at y to (V ′, f ′).
Proof. By Proposition 4.16, (V, f) is locally equivalent to (Vy, CS|Vy ) at y
where Vy = V (y, h,Ξy) for some CS framing Ξy at y. Likewise, (V
′, f ′) is locally
equivalent to (Vy′ , CS|Vy′ ) at y′ where Vy′ = V (y′, h′,Ξy′) for some CS framing Ξy′
at y′. By Proposition 4.15, (Vy , CS|Vy ) is locally equivalent to (Vy′ , CS|Vy′ ) at y.
Therefore (V, f) is locally equivalent to (V ′, f ′) at y. 
Proposition 4.17 is sufficient for the existence of a critical virtual manifold
structure because of the following.
Proposition 4.18. Let X be an analytic space and X = ∪λ∈ΛUλ be a locally
finite open cover. Let (Vλ, fλ) be an LG pair whose critical locus Crit(fλ) is isomor-
phic to Uλ. Suppose for any y ∈ Uλ ∩Uλ′ , (Vλ, fλ) is locally equivalent to (Vλ′ , fλ′)
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at y. Then there is a critical virtual manifold structure on X, given by restricting
the charts (Vλ, fλ).
We will often use the following simple observation: Let (V, f) be an LG pair
and U ⊂ Crit(f) be an open subset. Then there is an open subset V ◦ ⊂ V such
that Crit(f |V ◦) = U . For instance, we may let V ◦ = V − (Crit(f)− U).
Proof. The analytic space X is a metric space by Urysohn’s metrization the-
orem because X is a Hausdorff paracompact second countable topological space.
We fix a metric d on X .
For x ∈ X , let
Λx = {λ ∈ Λ |Uλ ∋ x}.
Since the open cover is locally finite, Λx is finite. By assumption, there exists εx > 0
such that for any pair λ, λ′ ∈ Λx, we have an equivalence
Φλλ′ : V
◦
λ −→ V ◦λ′
of LG pairs (V ◦λ , fλ|V ◦λ ) and (V ◦λ′ , fλ′ |V ◦λ′ ) for some open neighborhoods V ◦λ ⊂ Vλ,
V ◦λ′ ⊂ Vλ′ of the ball
B(x, 3εx) = {x′ ∈ X | d(x, x′) < 3εx}.
In particular, B(x, 3εx) ⊂ ∩λ∈ΛxUλ.
Fix a map λ : X → Λ with x ∈ Uλ(x) or λ(x) ∈ Λx. Then restricting
(Vλ(x), fλ(x)) to an open neighborhood of
Ux := B(x, εx)
gives us a chart fx : Vx → C with Crit(fx) = Ux.
We claim that X = ∪x∈XUx together with charts
Ux = Crit(fx) →֒ Vx fx−→C
form a critical virtual manifold. We have to check that there is an equivalence
ϕxx′ : V
◦
x −→ V ◦x′ , with fx′ ◦ ϕxx′ = fx|V ◦x
of open neighborhoods V ◦x ⊂ Vx ⊂ Vλ(x) and V ◦x′ ⊂ Vx′ ⊂ Vλ(x′) of Ux∩Ux′ . Indeed,
if Ux ∩ Ux′ 6= ∅ with εx ≥ ǫx′ , then
Ux ∪ Ux′ ⊂ B(x, 3εx) ⊂ ∩λ∈ΛxUλ
and hence Λx ⊂ Λx′ . By construction, for λ = λ(x), λ′ = λ(x′) ∈ Λx′ , we have an
equivalence
Φλλ′ : V
◦
λ −→ V ◦λ′
of open neighborhoods V ◦λ ⊂ Vλ, V ◦λ′ ⊂ Vλ′ of Ux′ , which certainly restricts to an
equivalence
ϕxx′ = Φλλ′ |Vxx′ : Vxx′ −→ Vx′x
of open neighborhoods Vxx′ ⊂ V ◦λ ⊂ Vλ(x), Vx′x ⊂ V ◦λ′ ⊂ Vλ(x′) of Ux ∩ Ux′ . We let
ϕx′x = ϕ
−1
xx′ . This proves the proposition. 
By Proposition 4.17, we have an open cover {Crit(f) ⊂ V (x, h,Ξ)}x∈X satis-
fying the assumption of Proposition 4.18. Since X is paracompact by assumption,
we can find a locally finite subcover. Therefore from Propositions 4.17 and 4.18,
we obtain the following, because TxX = Ext
1
Y (Ex, Ex).
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Theorem 4.19. Let X ⊂ Vcsi = Aintsi /Gk be an open analytic space. Suppose
there is an integer r such that r ≥ dimTxX for all x ∈ X. Then there is a critical
virtual manifold structure on X given by the CS charts from Theorem 4.9.
Remark 4.20. The existence of such an integer r in Theorem 4.19 is guaranteed
if for instanceX is (quasi-)compact or quasi-projective orX is a Noetherian scheme.
So it only remains to prove Propositions 4.15 and 4.16. Chapter 5 is devoted
to their proofs.
CHAPTER 5
Critical virtual manifolds and moduli of vector
bundles
In this chapter we prove Propositions 4.15 and 4.16 to complete our proof of
Theorem 4.19. The common nature of the two theorems is that the CS charts
we constructed in Theorem 4.9 are locally equivalent when we perturb the data
(x, h,Ξ). The main point of our proof is that we can construct analytic families of
CS charts which are locally trivial. By using vector field arguments, we can find
local trivializations which preserve the Chern-Simons functional.
5.1. Proof of Proposition 4.16
In this section, we prove Proposition 4.16.
Let x = ∂x ∈ Aintsi be an integrable simple semiconnection on the complex
vector bundle E over the Calabi-Yau 3-fold Y . Let Ex denote the holomorphic
vector bundle on Y determined by x = ∂x and let
(5.1) dx = dimExt
1
Y (Ex, Ex) = dimTx¯Vcsi
where x¯ = π(x) ∈ Aintsi /Gk ⊂ B and π : A → B is the quotient map by the gauge
group action.
Fix an integer r ≥ dx and a hermitian metric h on E. Let Ξx be an r-
dimensional CS framing at x and let Vx = V (x, h,Ξx) be the CS chart constructed
in Theorem 4.9 with respect to a sufficiently small ε > 0. Let fx = CS|Vx be the
restriction of the Chern-Simons functional and let Ux = Crit(fx). Then π(Ux) is
an open neighborhood of x¯ = π(x) in Vcsi = Aintsi /Gk. Notice that we have added
the subscript x to emphasize the “center” of the CS chart. We have to show the
following:
After shrinking Ux if necessary, for any y ∈ Ux, there is a CS framing Ξy at y such
that the CS chart Vy = V (y, h,Ξy) together with fy = CS|Vy is locally equivalent to
(Vx, fx) at y.
5.1.1. A family CS framing. We first introduce the notion of a family CS
framing.
Definition 5.1. A family CS framing on Ux extending Ξx is a rank r analytic
subbundle
(5.2) Ξ ⊂ Ux × Ω0,1(EndE)k
of the trivial bundle Ux × Ω0,1(EndE)k over U such that
(1) for each y ∈ Ux, the fiber Ξy := Ξ|y over y is a CS framing at y;
(2) Ξ|x = Ξx.
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Here an analytic vector bundle on Ux = Crit(fx) ⊂ Vx means a vector bundle
on Ux that locally is the restriction of a holomorphic vector bundle on a complexi-
fication of Vx.
Proposition 5.2. After shrinking Ux if necessary, we can find a family CS
framing Ξ on Ux extending Ξx.
Our proof of Proposition 5.2 uses the truncated eigenspaces. For q = 1, 2 and
y = ∂y ∈ Vx ⊂ Asi, we form
△y = ∂y∂∗y + ∂
∗
y∂y : Ω
0,q(EndE)k−q+1 −→ Ω0,q(EndE)k−q−1.
where the adjoint is defined using the fixed hermitian metric h (and a fixed Ka¨hler
metric on Y ). We let
(5.3) Θ0,qy (ǫ) = C-span {a ∈ Ω0,q(EndE)k−q+1 | △ya = λa, λ < ǫ},
and let
(5.4) Θ0,qVx (ǫ) =
∐
y∈Vx
{y} ×Θ0,qy (ǫ) ⊂ Vx × Ω0,q(EndE)k−q+1,
considered as a subbundle of the trivial bundle Vx × Ω0,q(EndE)k−q+1 over Vx.
Since △x has only nonnegative discrete eigenvalues, there is an ǫ > 0 such that △x
has no eigenvalue in the open interval (0, 2ǫ).
Lemma 5.3. With Θ0,1Vx (ǫ) and ǫ > 0 as above, after shrinking Vx if necessary,
Θ0,1Vx (ǫ) is a rank dx analytic subbundle over Vx.
We first recall the notion of complexification. For δ > 0, we let
Dδ = {(u1, · · · , un) ∈ Rn | |u1| < δ, · · · , |un| < δ}
to be the δ-polydisk. We let Cn have coordinate variables w1, · · · , wn and wj =
uj+ ivj . We let R
n ⊂ Cn be the embedding via (uj) 7→ (uj). The complex polydisk
DCδ ⊂ Cn is called a complexification of Dδ.
Since Vx is a smooth complex manifold, after shrinking x ∈ Vx if necessary, we
can make it analytically isomorphic to Dδ with x 7→ 0, for n = 2dimVx. We then
call DCδ the induced complexification of Vx, denoted by V
C
x .
In the following, we use u to mean both a point in Vx and its coordinates in
Rn via Vx ∼= Dδ ⊂ Rn. We denote ∂u = ∂0+ a(u) the associated semiconnection of
u ∈ Vx. Then a(u) ∈ Ω0,1(EndE)k and is analytic in u. Thus by choosing δ small,
we can assume that a(u) extends to a family of forms a(w), holomorphic in w; i.e.
a holomorphic a(·) : DCδ → Ω0,1(EndE)k extending the given a(u).
We consider the formal adjoints ∂
∗
u = ∂
∗
0 + a(u)
† of ∂u. Note that a(u)
† is
also analytic in u. We then choose δ small enough so that a(u)† extends to a
holomorphic a(·)† : DCδ → Ω0,1(EndE)k.
We let ∂w = ∂0 + a(w), ∂
∗
w = ∂
∗
0 + a(w)
† and form
△w = ∂w∂∗w + ∂
∗
w∂w : Ω
0,1(EndE)k −→ Ω0,1(EndE)k−2, w ∈ V Cx .
It is a family of second order elliptic operators, holomorphic in w ∈ V Cx , whose
symbols are identical to that of △0.
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Proof of Lemma 5.3. In the following, we are free to shrink x ∈ Vx (and
V Cx ) whenever necessary. Since △w is holomorphic in w ∈ DCδ , and since 1 +△w,
w ∈ V Cx , are invertible, by [21, page 365] the family
(1 +△w)−1 : Ω0,1(adE)s −→ Ω0,1(adE)s, w ∈ DCδ ,
is a holomorphic family of bounded operators.
We now extend Θ0,1Vx (ǫ). First, note that λ is a spectrum of △w if and only if
(1+λ)−1 is a spectrum of (1+△w)−1, and they have identical associated spaces of
generalized eigenforms. Since △0 has discrete spectrum (eigenvalues) and ǫ is not
an eigenvalue, by the continuity of the spectrum, we can find sufficiently small δ and
δ′ > 0 so that no eigenvalues λ of (1+△w)−1 for w ∈ V Cx lie in
∣∣|λ|−(1+ǫ0)−1∣∣ < δ′.
Applying [21, Theorem VII-1.7], we have decompositions
V Cx × Ω0,1(EndE)k = E1 ⊕ E2
into holomorphic subbundles of V Cx × Ω0,1(EndE)k such that E1|w and E2|w are
invariant under (1 + △w)−1, and Ti,w := (1 + △w)−1|Ei|w : Ei|w → Ei|w has
spectrum in |λ| < (1 + ǫ0)−1 for i = 1, and in |λ| > (1 + ǫ0)−1 for i = 2.
For us, the key property is that E1,u = Θ
0,1
u (ǫ) when u ∈ Vx. Thus Θ1,0Vx (ǫ) is
the restriction of the holomoprhic bundle E1. This proves the lemma. 
Let y ∈ Aintsi . Recall that Qy is the descent of CS2 referenced at y (cf. (4.12))
to TyA/△−1y (0)0,1 (cf. (4.16)). From (4.22), we also have a bilinear pairing
〈a, b〉 = 1
8π2
∫
Y
tr(a ∧ b) ∧ Ω.
Lemma 5.4. Let y ∈ Aintsi . Let W ⊂ ker(∂
∗
y)
0,1
k be a subspace containing
△−1y (0)0,1, and let
Wˆ = △−1y (0)0,2 ⊕ ∂y(W ).
Then Qy|W/△−1y (0)0,1 is nondegenerate if and only if the restricted pairing
〈·, ·〉 :W × Wˆ −→ C
is nondegenerate.
Proof. The proof is identical to that of Lemma 4.12 with Ξ replaced byW . 
Proof of Proposition 5.2. Let l = r − dx and pick e1, · · · , el ∈ Ξx ⊂
Ω0,1(EndE)k whose images in Ξx/ △−1x (0)0,1 form a basis. By the decomposi-
tion
Ω0,1(EndE)k = im(∂y)
0,0
k+1 ⊕ ker(∂
∗
y)
0,1
k
for y ∈ Ux, we have a surjective homomorphism
Ω0,1(EndE)k −→ ker(∂∗y)0,1k , ∀y ∈ Ux.
Let e˜1(y), · · · , e˜l(y) ∈ ker(∂∗y)0,1k be the images of e1, · · · , el.
Since Θ0,1Ux (ǫ) is an analytic vector bundle of rank dx by Lemma 5.3 and because
e˜1(x) = e1, · · · , e˜l(x) = el ∈ ker(∂∗x)0,1k are linearly independent, after shrinking Ux
if necessary, e˜1, · · · , e˜l and Θ0,1Ux (ǫ) span a rank r analytic subbundle
Ξ:= Span
{
e˜1, · · · , e˜l,Θ0,1Ux (ǫ)
} ⊂ Ux × Ω0,1(EndE)k.
such that Ξy := Ξ|y ⊂ ker(∂∗y)0,1k for y ∈ Ux.
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By Lemma 5.4, we only need to check that the pairing 〈·, ·〉 : Ξy × Ξˆy → C is
nondegenerate. Because this pairing is nondegenerate when y = x, by shrinking
x ∈ Ux if necessary, it is nondegenerate for all y ∈ Ux. Therefore, Ξ is a family CS
framing over Ux. 
Remark 5.5. Let V Cx be a complexification of Vx, constructed before the proof
of Lemma 5.3. Then we can make the Ξ constructed in the proof of Proposition
5.2, to be the restriction of a holomorphic subbundle ΞC ⊂ V Cx × Ω0,1(EndE)k by
the same proof.
5.1.2. Comparing CS charts. Fixing the complexification V Cx of Vx and the
holomorphic bundle ΞC mentioned in Remark 5.5, for w ∈ V Cx , we let Ξw = ΞC|w,
form Ξ˜w as in (4.17), and form
(5.5) Vw = V (w, h,Ξw), w ∈ V Cx ,
using Theorem 4.9. Namely, Vw are defined as in (4.20) by
Vw = {∂ |Lw(∂ − ∂w) = 0, ||∂ − ∂w|| < ε}
where Lw(a) = Pw(△wa+ ∂∗wa ∧ a) and
Pw : Ω
0,1(EndE)k−2 −→ Ω0,1(EndE)k−2/Ξ˜w
is the projection. Note that by shrinking V Cx if necessary and choosing ε sufficiently
small, all Vw are smooth complex submanifolds of A, and
(5.6) V =
∐
w∈V Cx
{w} × Vw ⊂ V Cx ×A
is a complex submanifold. We let pr1 : V → V Cx and pr2 : V → A be its first
and the second projection. For w ∈ V Cx , we denote fw = f |Vw , and denote Uw =
Crit(fw) ⊂ Vw. We will use (w,w′) to denote the element in V whose projection to
V Cx and A are w and w′, respectively.
Lemma 5.6. There is an open neighborhood x ∈ U ⊂ V Cx so that for any w ∈ U ,
π|Uw : Uw → B factors through Vcsi and gives an open embedding π|Uw : Uw → Vcsi
whose image contains x.
Proof. Let F 0,2 : A → Ω0,2(EndE)k−2 be the curvature operator. We let
X = (F 0,2 ◦ π2 = 0) ⊂ V
be defined by the vanishing of F 0,2 ◦ π2. For y ∈ Vx, we know that π restricted
to Xy = X ∩ {y} × Vy is an open embedding into Vcsi. We claim that the same is
true if we replace y by w ∈ V Cx , sufficiently close to x, and replace V by an open
neighborhood V◦ ⊂ V of (x, x) ∈ V .
To this end, we let Xˆx be the formal completion of Xx at x ∈ Xx; i.e. the germ
of Xx at x. We let m0 be the ideal sheaf of x ∈ V Cx and let ιn : zn → V Cx be the n-th
neighborhood of x ∈ V Cx , defined by the ideal sheaf mn+10 . We claim that we can
extend the tautological Xˆx → Xx to a (holomorphic) map jn and a commutative
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diagram
(5.7)
Xˆx × zn jn−−−−→ Vypr2 y
zn
ιn−−−−→ V Cx
We prove the claim. As before, we let (u1, · · · , ul) be (real) analytic coordinates
of Vx at x, and let (w1, · · · , wl) be its complexification, which become complex
coordinates of V Cx at x. For an n ≥ 1, we can extend Xˆx → Xx(= Ux) to
Xˆx × SpecR[u1, · · · , ul]/(u1, · · · , ul)n+1 −−−−→
∐
y∈Vx
{y} × Vy ⊂−−−−→ Vypr2 y y
SpecR[u1, · · · , ul]/(u1, · · · , ul)n+1 −−−−→ Vx −−−−→ V Cx
Since the second square is a Cartesian square and is the real part of V → XCx ,
by the property of complexification, we conclude that the desired extension (5.7)
exists.
Because the local ring of analytic functions on V Cx is noetherian, we conclude
that there is an open (x, x) ∈ V◦ ⊂ V so that for all w ∈ V Cx , letting V◦w =
V◦ ∩ {w} × Vw, considered as a subspace in Vw, we have
(5.8) π|V◦w : Xw ∩ V◦w −→ Vcsi
is an open embedding. Thus we can find an open x ∈ U ⊂ V Cx so that for every
w ∈ U , π|V◦w(Xw ∩ V◦w) is an open neighborhood of π(x) ∈ Vcsi.
Finally, we need to verify that we can choose V◦ ⊂ V so that for any w ∈ U ,
Xw ∩ V◦ = Uw ∩ V◦. (Recall Uw = Crit(fw) ⊂ Vw.) We let f = CS ◦ pr2 : V → C,
a holomorphic function; we let dw′ be the relative differential, relative to V
C
x . We
let CritV Cx (f) ⊂ V be defined by the ideal sheaf (dw′f). Because dCS = F 0,2, we
conclude that CritV Cx (f) ⊂ X . On the other hand, since
CritV Cx (f) ∩ Vx = X ∩ Vx,
we conclude that after shrinking (x, x) ∈ V◦ ⊂ V , we have
CritV Cx (f) ∩ V◦ = X ∩ V◦.
This proves the lemma. 
After shrinking (x, x) ∈ V and x ∈ Vx, we can assume V◦ = V and U = V Cx
satisfy the conclusions of the previous lemma.
Proposition 5.7. After shrinking Vx if necessary, we can find an open V◦ ⊂ V
containing (x, x) ∈ V, and a holomorphic ζ : V◦ → Vx such that ζ(y, y) = y
whenever y ∈ Ux, and
π ◦ ζ|V◦∩{w}×Uw = π ◦ pr2 |V◦∩{w}×Uw : V◦ ∩ {w} × Uw → Vcsi, ∀w ∈ V Cx .
Proof. Let G¯ = Gk/C · id. For g ∈ G¯, and (w,w′) ∈ V , we let
(5.9) R(w,w′) : G¯ −→ Ω0,0(EndE)k−1/C
be defined by
R(w,w′)(g) = ∂
∗
x
(
∂w′ · g − ∂x
)
.
Then R(x,x′)(id) = 0 for x
′ ∈ Vx by the definition of Vx.
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We calculate the linearization of the operator R(w,w′) at (x, x) and g = id:
δR(x,x)|g=id = −∂∗x∂x : Ω0,0(EndE)k+1/C −→ Ω0,0(EndE)k−1/C.
Because ∂x is simple, δR(x,x)|g=id is an isomorphism. By the implicit function
theorem, there is an open V◦ ⊂ V , and a smooth map g : V◦ → G¯ that is the unique
solution to R(w,w′)(g(w,w
′)) = 0, with g(x, x) = 1.
Because the equation R(w,w′)(g) is holomorphic in (w,w
′) and g, g(w,w′) is
holomorphic in (w,w′) ∈ V◦, and is the solution to
(5.10) ∂
∗
x(∂w′ · g(w,w′)− ∂x) = 0, (w,w′) ∈ V◦.
Without loss of generality, we can assume that Ux is connected. Then since for any
y ∈ Ux, y ∈ Uy, we conclude that g(y, y) = 1 for y ∈ Ux.
For w ∈ V Cx , we let V ◦w = V◦ ∩ {w} × Vw, and let f◦w = CS|V ◦w . We define
U◦w = Crit(f
◦
w) ⊂ V ◦x . We define a family
ηw : V
◦
w −→ A, ηw(w′) = ∂w′ · g(w,w′).
By our construction, ηw(V
◦
w ) is a smooth complex submanifold of Asi and ηw is
a biholomorphism onto its image. Further, because CS is invariant under gauge
transformations, we have fw ◦ η−1w = CS|V ◦w .
We now show that for any w ∈ V Cx , ηw(U◦w) ⊂ Ux and ηw|U◦w : U◦w → Ux
is an open embedding, as analytic subspaces. Indeed, consider the image family
ηw(V
◦
w) = {∂z | z ∈ ηw(V ◦w)}, which is a family of semiconnections whose restriction
to ηw(U
◦
w) is a family of integrable semiconnections. Adding (5.10), we conclude
that the family {Lx(∂z − ∂x) | z ∈ ηw(V ◦w)} restricted to ηw(U◦w) vanishes. This
proves that ηw(U
◦
w) ⊂ Ux. On the other hand, by Lemma 5.6, both ηw(U◦w) and Ux
become open neighborhoods of Vcsi via the projection Aintsi → Vcsi. Therefore, we
conclude that ηw(U
◦
w) ⊂ Ux is an open analytic subspace.
We now construct the desired map ζ. We first find holomophic ϑ : V◦ →
Ω0,1(EndE)k satisfying the system
(5.11) Lx
(
∂w′ · g(w,w′)− ∂x + ϑ(w,w′)
)
= 0, 〈ϑ(w,w′), b〉 = 0, ∀ b ∈ Ξˆx,
for (w,w′) ∈ V◦, and such that ϑ(y, y) = 0 for all y ∈ Ux when defined.
First, for y ∈ Ux since g(y, y) = id, ϑ(y, y) = 0 is a solution. We let
Ξˆ⊥x = {a | 〈a, b〉 = 0, ∀b ∈ Ξˆx} ⊂ Ω0,1(EndE)k.
For z ∈ A, we define
(5.12) Mz(·) = Lx(∂z − ∂x + ·) : Ξˆ⊥x −→ Ω0,1(EndE)k−2/Ξ˜x.
By our construction, the linearization δMx at 0 is
(5.13) δMx|0 = Px ◦ △x : Ξˆ⊥x −→ Ω0,1(EndE)k−2/Ξ˜x,
which by Lemma 4.11 is an isomorphism. Applying the implicit function theorem,
we conclude that there is an open x ∈ U ⊂ A so that for any z ∈ U , δMz|0 is
an isomorphism. We assume that V Cx ⊂ U . Thus after shrinking (x, x) ∈ V◦ if
necessary, we can solve
(5.14) Lx(∂w′ · g(w,w′)− ∂x + ϑ(w,w′)) = 0,
subject to ϑ(y, y) = 0 for all y ∈ Ux, uniquely and smoothly in (w,w′). Since the
operator (5.14) is holomorphic in (w,w′), ϑ(w,w′) is holomorphic in (w,w′).
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We verify that for any w ∈ V Cx , ϑ(w, ·)|U◦w = 0. This is obvious because
the family {∂w′ · g(w,w′) |w′ ∈ V ◦w} restricted to U◦w is a subfamily in Ux, thus
ϑ(w, ·)|U◦w = 0 solves the system (5.11) restricted to U◦w. By the uniqueness, we
conclude that ϑ(w, ·)|U◦w = 0.
We define ζ : V◦ → A by
(5.15) ζ(w,w′) = ∂w′ · g(w,w′) + ϑ(w,w′).
Since ϑ satisfies the system (5.14), ζ(w,w′) ∈ Vx. Adding that ζ(x, ·) : V◦ ∩ {x} ×
Vx → Vx is the identity embedding, after shrinking (x, x) ∈ V◦ if necessary, we
conclude that for any w ∈ V Cx , ζ(w, ·) is an open embedding of V ◦w into Vx, and
ζ(w, ·)|U◦w is an open embedding of U◦w into Ux. We remark that by the construction,
ζ(w,w′) is holomorphic in (w,w′). This proves the proposition. 
We let ζw = ζ(w, ·). Let V ◦x,w be the image of V ◦w under ζw . After shrinking
(x, x) ∈ V◦ if necessary, we know that ζw : V ◦w → V ◦x,w is a biholomorphic map. We
let
ψw = ζ
−1
w : V
◦
x,w −→ V ◦w .
We continue to denote f◦w = CS|V ◦w , fx = CS|Vx and f◦x,w = fx|V ◦x,w . We introduce
fw,t = (1− t)f◦x,w + tf◦w ◦ ψw, t ∈ [0, 1].
These are holomorphic functions on V ◦x,w.
Lemma 5.8. There are open neighborhoods x ∈ U ⊂ V Cx and x ∈ V ◦x ⊂ Vx so
that for any w ∈ U , V ◦x,w ⊂ V ◦x , and the ideal
(
dfw,t
) ⊂ OV ◦x,w is independent of
t ∈ [0, 1].
Proof. We let F be the holomorphic function on
W = C× (
∐
w∈V Cx
V ◦x,w) ⊂ C× V Cx × Vx,
defined via F (t, w, w′) = fw,t(w
′). We let dw′ be the differential along Vx (the last
factor), and form the ideal sheaf
(dw′F ) ⊂ OW .
We let IUx ⊂ OVx be the ideal sheaf of Ux ⊂ Vx; we let pr3 :W ⊂ C×V Cx ×Vx →
Vx be induced by the third projection, and form the ideal sheaf pr
∗
3 IUx . By our
construction of fw and ψw, we see that (dw′F ) ⊂ pr∗3 IUx . The lemma will follow if
we can find an open subset W◦ ⊂ W , containing [0, 1]× {(x, x)}, such that
(5.16) (dw′F )⊗OW OW◦ = pr∗3 IUx ⊗OW OW◦ .
We consider the quotient sheaf pr∗3 IUx/(dw′F ), which is a finitely generated
OW-module and is zero when tensored with OC×{(x,x)}. Thus by Nakayama Lemma
and using that [0, 1] is compact, we conclude that there is an open neighborhood
W◦ of [0, 1]× {(x, x)} in W making (5.16) hold. This proves the lemma. 
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5.1.3. Local equivalence. The biholomorphic map ψy : V
◦
x,y → V ◦y may not
pull back f◦y = CS|V ◦y to f◦x = CS|V ◦x,y . In this section, we use the vector field
technique to complete our proof of Proposition 4.16. To keep the notation simple,
we denote V ◦x,y by V
◦
x and let ψ = ψy.
We first rephrase the construction of the map ψ. Since ζ(y′) = ∂y′ · gy(y′) +
ϑy(y
′) by (5.15), we have
(5.17) y′ = ∂y′ = (ζ(y
′)− ϑy(y′)) · gy(y′)−1.
We let
g˜y(x
′) = gy(ψ(x
′))−1 and ϑ˜y(x
′) = −ϑy(ψ(x′)).
Then we have ϑ˜y|Ux∩V ◦x = 0 and
(5.18) ψ(x′) = (x′ + ϑ˜y(x
′)) · g˜y(x′) for all x′ ∈ V ◦x .
Let
I = (df◦x ) ⊂ OV ◦x
be the ideal sheaf of U◦x ⊂ V ◦x .
Lemma 5.9. Let ψ be defined by (5.18). Then f◦y ◦ ψ − f◦x ∈ I2.
Proof. Without loss of generality, we assume Ux is connected so that the
Chern-Simons functional CS is independent of the reference point. Since CS is
invariant under infinitesimal gauge transformations, we have
f◦y (ψ(x
′)) = CS(ψ(x′)) = CS((x′ + ϑ˜y(x
′)) · g˜y(x′)) = CS(x′ + ϑ˜y(x′)).
Since f◦x(x
′) = CS(x′), it suffices to show that
(5.19) CS(x′)− CS(x′ + ϑ˜y(x′)) ∈ I2.
We use finite dimensional approximation to reduce this to a familiar problem in
several complex variables. First, since ϑ˜y takes values in C
∞-forms in Ω0,1(EndE)k,
we can find an integer l so that ϑ˜y factors through
ϑ˜y : V
◦
x −→ Ω0,1(EndE)L2l ⊂ Ω
0,1(EndE)k.
Since Ω0,1(EndE)L2l is a separable Hilbert space, we can approximate it by an
increasing sequence of finite dimensional subspaces Rm ⊂ Ω0,1(EndE)L2l . Let
qm : Ω
0,1(EndE)L2l → Rm
be the orthogonal projections. Then we have a convergence of holomorphic func-
tions
lim
m→∞
CS(x′ + qm ◦ ϑ˜y(x′)) = CS(x′ + ϑ˜y(x′)),
uniformly on every compact subset of V ◦x .
We claim that
(5.20) CS(x′)− CS(x′ + qm ◦ ϑ˜y(x′)) ∈ I2.
Note that the claim and the uniform convergence imply (5.19).
We pick a basis e1, · · · , en of Rm. As qm ◦ ϑ˜y : V ◦x → Rm is holomorphic, we
can find holomorphic functions wi : V
◦
x → C so that
qm ◦ ϑ˜y(x′) =
n∑
i=1
wi(x
′)ei.
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Because ϑ˜y|U◦x = 0, we have wi(x′) ∈ I for all i. Because the Chern-Simons func-
tional CS is a cubic polynomial in a ∈ Ω0,1(EndE)k, using the Taylor expansion,
we have
CS(x′ + qm ◦ ϑ˜y(x′))− CS(x′) ≡
n∑
i=1
∂CS
∂ei
(x′) · wi(x′) mod I2.
Because U◦x ⊂ V ◦x is defined by the vanishing of the partial derivatives of CS, we
have ∂CS∂ei (x
′) ∈ I. Adding that wi(x′) ∈ I, we obtain (5.20). This proves the
lemma. 
Now we can complete our proof of Proposition 4.16.
Proof of Proposition 4.16. Let f0 = f
◦
x and f1 = f
◦
y ◦ψ. To prove Propo-
sition 4.16, it suffices to find a biholomorphic map
ϕ : V ◦x −→ V ◦x
such that
(5.21) f1 ◦ ϕ = f0
because then Ψ = ψ ◦ ϕ : V ◦x → V ◦y satisfies
f◦y ◦Ψ = f◦y ◦ ψ ◦ ϕ = f1 ◦ ϕ = f0 = f◦x
and so Ψ is the desired local equivalence of the CS charts at y.
Let
ft = (1− t)f0 + tf1, t ∈ [0, 1].
By Lemma 5.8, we know that the ideal (dft) generated by the partial derivatives of
ft is independent of t ∈ [0, 1].
By Lemma 5.9, we can find a family of holomorphic vector field ξt on V
◦
x ,
smooth in t ∈ [0, 1], satisfying
(5.22) dft(ξt) = f0 − f1
which vanishes along U◦x = Crit(f0). If we let ϕt(x
′) denote the integral curve of
the vector field ξt with the initial condition ϕ0(x
′) = x′, we find that
ft(ϕt(x
′))
is constant. Moreover ϕt fixes points in U
◦
x . Since the vector field ξt is holomorphic,
ϕt is a biholomorphic map for all t ∈ [0, 1] in a neighborhood of y.
Let ϕ = ϕ1. Then
f1(ϕ(x
′)) = f0(x
′), ∀x′
in a neighborhood of y in V ◦x . This proves the proposition. 
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5.2. Proof of Proposition 4.15
In this section, by applying parallel arguments to those in §5.1, we will prove
Proposition 4.15 and complete our proof of Theorem 4.19.
We have to show that the CS chart V (x, h,Ξ) is independent of the choice of
x in its orbit x · Gk, the hermitian metric h on E, and the CS framing Ξ at x.
We first observe that the choice of x is irrelevant.
Lemma 5.10. Let x, x′ ∈ Aintsi with x′ = x · g for g ∈ Gk. Let h′ = hg = g†hg
be the hermitian metric obtained from h by applying the action of g. Let Ξ′ = Ξg
be the image of Ξ by the tangent map Tg : TxA → TxA of g. Let V = V (x, h,Ξ)
and V ′ = V (x′, h′,Ξ′) be the CS charts defined by Theorem 4.9. Let f = CS|V and
f ′ = CS|V ′ . Then the LG pair (V, f) is equivalent to (V ′, f ′).
See Definition 1.4 (2) for the definition of an equivalence of LG pairs.
Proof. By definition, g sends the triple (x, h,Ξ) to (x′, h′,Ξ′) and hence it
sends V to V ′. Moreover the Chern-Simons functional CS is gauge invariant so
that CS(∂ · g) = CS(∂). So we get the equivalence g : V → V ′. 
By Lemma 5.10, we may assume x = x′ and prove that V (x, h,Ξ) is independent
of h and Ξ in a neighborhood of x.
Let h, h′ be two hermitian metrics on E. Then
(5.23) ht = (1− t)h+ th′, t ∈ [0, 1]
is a real analytic family of hermitian metrics on E. Let Ξ,Ξ′ be two CS framings at
x. We can also find a (piecewise) real analytic family of CS framings at x connecting
Ξ and Ξ′.
Lemma 5.11. There is a real analytic family Ξt, t ∈ [1, 2] of CS framings at x
such that Ξ1 = Ξ and Ξ2 = Ξ
′ with respect to the fixed hermitian metric h1 = h
′.
Proof. By Lemma 5.4, an r-dimensional subspace
W ⊂ ker(∂∗x)0,1k
containing △−1x (0)0,1 is a CS framing if and only if the pairing
(5.24) W × Wˆ −→ C
defined by (4.5) is nondegenerate. Let A be a finite dimensional subspace of
ker(∂
∗
x)
0,1
k containing Ξ ∪ Ξ′. Let
A¯ = A/△−1x (0)0,1
and l = r − dim△−1x (0)0,1. Then the Grassmannian Gr(l, A¯) parameterizes r-
dimensional subspaces W of A containing △−1x (0)0,1. The locus Gr(l, A¯)◦ of r-
dimensional subspaces W containing △−1x (0)0,1 for which (5.24) is nondegenerate
is the complement of a divisor in Gr(l, A¯). In particular Gr(l, A¯)◦ is a smooth
connected variety and hence we can connect two points Ξ and Ξ′ by a piecewise
real analytic path Ξt, t ∈ [1, 2]. 
We define a family
(x, ht,Ξt) =
{
(x, ht,Ξ) t ∈ [0, 1]
(x, h1,Ξt) t ∈ [1, 2]
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of triples which is piecewise real analytic. Let
Vt = V (x, ht,Ξt), t ∈ [0, 2]
be the CS charts from Theorem 4.9. Let ft = CS|Vt . Since the interval [0, 2] is
compact, Proposition 4.15 follows from the following.
Proposition 5.12. For t ∈ [0, 2], there exists δ > 0 such that for any s ∈
(t− δ, t+ δ), the LG pair (Vs, fs) is locally equivalent to (Vt, ft) at x.
The proof of Proposition 5.12 parallels that of Proposition 4.16 in §5.1.
Firstly, the proof of Proposition 5.7 gives us the following.
Lemma 5.13. Let Ut = Crit(ft). Then there exists δ > 0 such that for any s ∈
(t− δ, t+ δ), there exists a biholomorphic map ψ : V ◦t → V ◦s of open neighborhoods
V ◦t ⊂ Vt and V ◦s ⊂ Vs of x such that
π|V ◦t ∩Ut = π ◦ ψ|V ◦t ∩Ut : V ◦t ∩ Ut −→ Vcsi
where π : Asi → Bsi is the quotient map by the action of Gk.
Secondly, the proof of Lemma 5.9 gives us the following.
Lemma 5.14. Let f◦t = ft|V ◦t and f◦s = fs|V ◦s . For δ > 0 in Lemma 5.13 and
for any s ∈ (t− δ, t+ δ),
f◦s ◦ ψ − f◦t ∈ I2
where I = (df◦t ) ⊂ OV ◦t is the ideal generated by the partial derivatives of f◦t .
Finally, the proof of Proposition 4.16 in §5.1.3 gives us a proof of Proposition
5.12.
This completes our proof of Theorem 4.19.

CHAPTER 6
Moduli of sheaves and orientability
Recall that Vcsi and Sh
c
si denote the stack of simple vector bundles and simple
sheaves respectively of total Chern class c, on the Calabi-Yau 3-fold Y . In Chapters
4 and 5, we proved that an (open) moduli space X ⊂ Vcsi of simple vector bundles
admits a critical virtual manifold structure if dx = dim TxX is bounded from above
(cf. Theorem 4.19). In this chapter, we deal with two remaining issues.
(1) We extend the existence of a critical virtual manifold structure to moduli spaces
of simple sheaves on Y . For a bounded moduli space X ⊂ Shcsi of simple sheaves,
we use the Seidel-Thomas twists to construct an open embedding of X into Vc˜si for
some total Chern class c˜. We therefore obtain a critical virtual manifold structure
on X .
(2) We prove that the critical virtual manifold structure on an (open) moduli space
X ⊂ Shcsi of simple sheaves is orientable if the reduced space Xred admits a tau-
tological family, i.e. a sheaf E on Xred × Y , flat over Xred, whose restriction to
{x} × Y is the sheaf represented by x.
6.1. Critical virtual manifold structure on moduli of simple sheaves
In this section, we use the Seidel-Thomas twists and show that an open analytic
subspace X ⊂ Shcsi admits a critical virtual manifold structure.
We begin with an obvious corollary from Theorem 4.9.
Corollary 6.1. Let X be an analytic space which has an open embedding into
the moduli stack Vc˜si of simple locally free sheaves on Y for some total Chern class c˜
such that dimTxX is a bounded from above. Then X has a critical virtual manifold
structure.
We fix an ample line bundle OY (1) on Y , and use E(m) to denote the twisting
E ⊗OY OY (m). For a positive integer m, let ST[m] ⊂ Shcsi be the open substack
of [E] ∈ Shcsi such that
(1) E(m) is spanned by global sections and
(2) hi(E(m)) = 0 for i > 0.
We use the m-th Seidel-Thomas twist ([47, §2]) defined by
(6.1) Tm : ST[m] −→ Shc
′
si, E 7→ ker{H0(E(m)) ⊗ OY (−m)→ E} = E′
whose inverse functor is
(6.2) E′ 7→ coker{E′ → Hom(E′,OY (−m))⊗ OY (−m)}.
Proposition 6.2. [47, §2] The morphism Tm is an open embedding of stacks.
If X ⊂ ST[m] admits a tautological family, so does Tm(X).
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Definition 6.3. An open analytic space X ⊂ Shcsi is called bounded if there
is an integer m such that X ⊂ ST[m].
Proposition 6.4. Let X ⊂ Shcsi be a bounded open analytic space. Then there
is a total Chern class c˜ such that X is isomorphic to an open analytic subspace
X˜ of the moduli space Vc˜si of simple vector bundles on Y with total Chern class c˜.
Moreover, Xred admits a tautological family on Xred × Y if and only if X˜red does
on X˜red × Y .
Proof. Because X is bounded, we can find an m so that X ⊂ ST[m]. Let
Quot
M,P (n)
Y be Grothendieck’s quot scheme parameterizing quotient sheavesO
⊕M
Y →
F of Hilbert polynomial P (n), where M = h0(E(m)) and P (n) = χ(E(m + n)) for
an E ∈ X . Since X ⊂ ST[m], the map
X −→ QuotM,P (n)Y , E 7→ [H0(E(m)) ⊗ OY → E(m)]
is an embedding. As Quot
M,P (n)
Y is projective, we can find integers m0, m1 and m2
such that
X0 := X ⊂ ST[m0], Xi+1 := Tmi(Xi) ⊂ ST[mi+1], and X3 := Tm2(X2).
By Proposition 6.2, we have open embeddings
X1 ⊂ Shc
′
si, X2 ⊂ Shc
′′
si , X3 ⊂ Shc
′′′
si
and isomorphisms
X = X0 ∼= X1 ∼= X2 ∼= X3.
Since dimY = 3, X3 is an open analytic subspace of Sh
c˜
si for c˜ := c
′′′ that consists
entirely of locally free sheaves. Therefore X ∼= X3 ⊂ Vc˜si is an open analytic
subspace of Vc˜si.
The last statement is obvious from the definition of Seidel-Thomas twists (6.1)
and (6.2). 
Combining Corollary 6.1 and Proposition 6.4, we obtain the following.
Theorem 6.5. Let X ⊂ Shcsi be a bounded open analytic space. Then X admits
a critical virtual manifold structure.
Proof. We need to verify that dimExt1(E,E) is uniformly bounded for E ∈ X .
But this follows from the embedding X → QuotM,P (n)Y constructed in the proof of
Proposition 6.4 and that Quot
M,P (n)
Y is projective. 
In the algebraic case, the boundedness assumption is always satisfied if X is of
finite type.
Corollary 6.6. An algebraic space X ⊂ Shcsi of finite type admits a critical
virtual manifold structure.
For the orientation issue, we first give several equivalent constructions of the
determinant line bundle on X . We let E˜ be the tautological family of holomorphic
bundles over Aintsi . Namely, let prY : Y × Aintsi → Y be the projection, then E˜ is
the complex vector bundle pr∗Y E coupled with the tautological family of semicon-
nections ∂Aintsi characterized by that for any x ∈ Aintsi , ∂Aintsi |Y×{x} = ∂x.
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Let G¯ = G/C∗ be the reduced gauge group so that G¯ acts on Aintsi freely, and this
action canonically lifts to an action on E˜ making the pair (Aintsi , E˜) G¯-equivariant.
Let prA : Y ×Aintsi → Aintsi be the second projection. We define
(6.3) L˜ = detR prA∗RHom(E˜ , E˜).
The G¯ action on E˜ induces an action on L˜. Since Vcsi = Aintsi /G¯ is the quotient by
a free action, the G¯-equivariant line bundle L˜ descends to a line bundle L on Vcsi,
such that L˜ = pr∗A L, where the action on L˜ is the obvious induced G¯-action on
pr∗A L. For a subspace X ⊂ Aintsi , we define LX = L|X .
The determinant line bundle is well-defined when X ⊂ Shcsi. Let X = ∪αXα
be an open cover so that over each Xα we have a tautological family Eα over Xα.
We form the determinant line bundles
(6.4) detRpα∗RHom(Eα, Eα),
where pα : Xα × Y → Xα is the projection. Using that Y is a Calabi-Yau 3-fold,
an easy argument shows that the collection (6.4) glues to a line bundle LX on X ,
which is independent of the choice of the tautological families Eα.
It is clear that in case X ⊂ Vcsi, the two constructions yield the identical line
bundle. We call LX the determinant line bundle of X .
6.2. Orientability for moduli of sheaves
In this section, we deal with the orientation issue. By Proposition 6.4, a
bounded open X ⊂ Shcsi is isomorphic to an open X˜ ⊂ Vc˜si. Moreover Xred
admits a tautological family if and only if X˜red does. We prove that the critical
virtual manifold structure on X induced from that on X˜ (cf. Theorem 6.5) is ori-
entable if Xred admits a tautological family (cf. Theorem 6.10). By Theorems 2.15
and 2.20, we then have a perverse sheaf P and a mixed Hodge module M on X
which are locally the perverse sheaf and mixed Hodge module of vanishing cycles.
In §6.2.1, we prove that the critical virtual manifold structure on X˜ ⊂ Vc˜si is
orientable if the determinant line bundle LX˜red admits a square root (cf. Theorem
6.7). In §6.2.2, we prove that LX˜red admits a square root if there is a tautological
family on X˜red (cf. Proposition 6.9), which is equivalent to saying that there is
a tautological family on Xred. The main result, Theorem 6.10, follows from these
two results.
6.2.1. A criterion for orientability. The purpose of this subsection is to
prove the following criterion for orientability.
Theorem 6.7. Let X ⊂ Vcsi be a bounded open analytic space. Then the critical
virtual manifold structure on X by Theorem 4.19 is orientable if the determinant
line bundle LXred = LX |Xred on Xred (before (6.4)) admits a square root.
The rest of this subsection is devoted to a proof of Theorem 6.7.
We will use the notation in the proof of Proposition 4.18 where
{Ux = B(x, εx) |x ∈ X}
form an open cover of X and
(6.5) Ux = Crit(fx) ⊂ Vx fx−→C.
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Moreover, we have an equivalence
(6.6) ϕxx′ : Vxx′ −→ Vx′x
of open neighborhoods Vxx′ ⊂ Vx and Vx′x ⊂ Vx′ of Uxx′ = Ux ∩ Ux′ .
By Proposition 1.15, the transition functions
(6.7) ξxx′ = det dϕxx′ : K
∨
x |Ured
xx′
→ K∨x′ |Ured
xx′
of the line bundles K∨x := detTVx |Uredx satisfy the rigidity
(6.8) ξxx′x′′ = ξx′′x ◦ ξx′x′′ ◦ ξxx′ = ±1.
The critical virtual manifold (X = ∪Ux, Vx, fx, ϕxx′) is orientable if the cohomology
class
(6.9) [{ξxx′x′′}] ∈ H2(X,Z2)
defined by the 2-cocycle {ξxx′x′′ ∈ Z2 = {±1}} is zero (cf. Definition 1.17).
To prove the theorem, we will show that the class (6.9) is the obstruction to
the existence of a square root of LXred . Let U = Crit(f) ⊂ V f−→C be one of the
charts in (6.5). Following our construction, U ⊂ V ⊂ A and f = CS|V . We first
construct a canonical isomorphism
(6.10) (detTV |U )2 ∼= L˜−1|U ,
where L˜ is defined by (6.3). Indeed, let A0,i(EndE) denote the sheaf of differen-
tiable (i.e. C∞) (0, i)-forms on Y with values in EndE. Let A0,i(EndE)U denote
the pullback of A0,i(EndE) by the projection U × Y → Y . Let
A˜•U = [ · · · −→ A0,i(EndE)U ∂U−→A0,i+1(EndE)U −→ · · · ]
denote the tautological complex where the differentials ∂U at x ∈ U is ∂x. Then
A˜•U is a flabby resolution of Hom(E˜ , E˜)|U . Using Γ(Y,A0,i(EndE)) = Ω0,i(EndE)
and denoting Ω0,i(EndE)U = U × Ω0,i(EndE), we conclude that
A•U := p∗A˜
•
U = [ · · · −→ Ω0,i(EndE)U ∂U−→Ω0,i+1(EndE)U −→ · · · ]
is quasi-isomorphic to Rp∗RHom(E˜ , E˜)|U where p : X × Y → X is the projection.
Hence L˜|U = detRp∗RHom(E˜ , E˜)|U is isomorphic to detA•U and the isomorphism
is compatible with the gauge action.
Because V ⊂ Asi, we have an induced embedding TV |U ⊂ Ω0,1(EndE)U .
Following the proof of Theorem 4.9, we have constructed a subbundle R|U ⊂
Ω0,2(EndE)U (cf. (4.25)) and an isomorphism of R|U ∼= T ∗V |U that fits into a
commutative diagram
[TV |U
d(df)|U
//

T ∗V |U ]

[Ω0,0(EndE)U
∂ // Ω0,1(EndE)U
∂ // Ω0,2(EndE)U
∂ // Ω0,3(EndE)U ].
(Note f = CS|V .) This diagram induces a distinguished triangle
(6.11) [TV |U → T ∗V |U ] −→ A•U −→ OU ⊕ OU [−3] +1−→ ,
which induces the isomorphism (6.10), as desired.
We now consider two charts
Ux = Crit(fx) ⊂ Vx fx−→C and Ux′ = Crit(fx′) ⊂ Vx′ fx′−→C,
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as in (6.5), such that π(Ux) ∩ π(Ux′) 6= ∅. (Here we deviate from the convention
(6.5) in that we view Ux ⊂ Vx ⊂ A, and use π(Ux) to denote the open subspace in
X ⊂ Vcsi, where as usual π : Aintsi → Vcsi is the quotient by G¯.) We let Vxx′ ⊂ Vx,
Uxx′ = Ux ∩ Vxx′ and ϕxx′ , etc., be as in (6.6). We let
ρxx′ = ϕxx′ |Ured
xx′
: U redxx′ → U redx′x .
Then the ξxx′ in (6.7) induces an isomorphism
(6.12) (ξxx′)
2 = (det dϕxx′ |Ured
xx′
)2 : (detTVx)
⊗2|Ured
xx′
−→ ρ∗xx′(det TVx′ )⊗2|Uredx′x .
On the other hand, since ρxx′ commutes with the projections π : U
red
xx′ → Vcsi
and π : U redx′x → Vcsi, we can find a holomorphic hxx′ : U redxx′ → G¯ so that ρxx′ is
induced by applying the gauge transformation hxx′ . At the same time, the gauge
transformations hxx′ induces an isomorphism
[hxx′ ]∗ : L˜−1|Ured
xx′
−→ ρ∗xx′L˜−1|Ured
x′x
.
Lemma 6.8. The isomorphisms (6.10) fit into the commutative square
(6.13)
(detTVx)
⊗2|Ured
xx′
(ξxx′)
2
−−−−→ ρ∗xx′(det TVx′ )⊗2|Uredx′xy(6.10) y(6.10)
L˜−1|Ured
xx′
[hxx′ ]∗−−−−→ ρ∗xx′L˜−1|Ured
x′x
.
Proof. By examining the construction of ϕxx′ , we see that it is the compo-
sition of ϕ′xx′ with ϕ
′′
xx′ shown below. We let h˜xx′ : Vxx′ → G¯ be a holomorphic
extension of hxx′ : U
red
xx′ → G¯. We let
V ′xx′ = {∂y · h˜xx′(y) | y ∈ Vxx′}, and f ′xx′ = CS|V ′xx′ .
Then Crit(f ′xx′) = Ux′x. We let ϕ
′
xx′ : Vxx′ → V ′xx′ be the induced map. The second
map ϕ′′xx′ : V
′
xx′ → Vx′x is a biholomorphic map, fixing Crit(f ′xx′) = Ux′x, such that
fx′ ◦ ϕ′′xx′ = f ′xx′. Let ξ′xx′ = det dϕ′xx′ |Ured
xx′
and ξ′′xx′ = det dϕ
′′
xx′ |Ured
xx′
Because the two horizontal arrows below are induced by gauge transformations
hxx′, by the proof of (6.10), we have the following commutative square
(detTVx)
⊗2|Ured
xx′
(ξ′
xx′
)2−−−−→ ρ∗xx′(det TVx′ )⊗2|Uredx′xy(6.10) y(6.10)
L˜−1|Ured
xx′
[hxx′ ]∗−−−−→ ρ∗xx′L˜−1|Ured
x′x
.
Therefore, to prove the lemma, we may assume Uxx′ = Ux′x, hxx′ = id and ρxx′ =
id.
Let us check (6.13) at any y ∈ Uxx′ . Let S1 ⊂ TVxx′ |y be a subspace comple-
mentary to TUxx′ |y. Let S2 = ∂y(S1) ⊂ Ω0,2(EndE), which via the isomorphism
R|U ∼= T ∗V |U mentioned before (6.11) is a subspace in T ∗Vxx′ |y. Let S′1 = dϕxx′ |y(S1)
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and S′2 = dϕ
−1
xx′ |y(S2). Because fx′ ◦ ϕxx′ = fx, we conclude that the square
S1
∂y−−−−→ S2ydϕxx′ |y ydϕ−1xx′ |y
S′1
∂y−−−−→ S′2
Adding that dϕxx′ |y|TU
xx′
|y = id, similarly to the proof of Lemma 1.16, we conclude
that (6.13) holds true when restricted to y. This proves the lemma. 
Proof of Theorem 6.7. We see that detTVx |Uredx are local square roots of
L−1X |π(Uredx ) and the isomorphisms ξxx′ are local transition functions whose squares
are the transition functions of L−1X |Xred . Thus the cycle (6.9) is the obstruction to
the existence of a square root of LXred = LX |Xred . This proves the theorem. 
6.2.2. Orientability by a tautological family. The orientability of the
critical virtual manifold structure on the moduli X of simple sheaves on the Calabi-
Yau 3-fold Y now follows from the following existence result of Okounkov.
Proposition 6.9. Let X be a reduced complex analytic space and E be a fam-
ily of perfect complexes on Y parameterized by X. Let p : X × Y → X be the
projection. Then there exists a holomorphic line bundle on X whose square is
LX = detRp∗RHom(E , E).
The proof is due to Okounkov. We thank him for informing us of this proof.
Proof. For i, j ∈ {1, 2, 3}, let pij denote the projection from X ×X × Y to
the product of the ith and jth factors. Let
L = detRp12∗RHom(p∗13E , p∗23E).
By Serre duality, we have an isomorphism
detRp12∗RHom(p∗13E , p∗23E) ∼= detRp12∗RHom(p∗23E , p∗13E).
Thus for the isomorphism τ : X ×X → X ×X defined by τ(x, y) = (y, x), we have
τ∗L ∼= L.
Next, by the Ku¨nneth formula, we have the following exact sequence and com-
mutative diagram
0 //
⊕2
i=0H
i(X)⊗H2−i(X) //
∪
))❙❙
❙❙❙
❙❙❙
❙❙❙
❙❙❙
❙
H2(X ×X)
∆∗

// Tor = 0
H2(X)
where the cohomology groups are with integer coefficients; ∆∗ is the pullback by
the diagonal embedding ∆ : X → X ×X ; ∪ is the cup product, and the vanishing
Tor = Tor1(H
1(X), H2(X)) = 0 follows from that H1(X) is torsion-fee, by the
universal coefficient theorem.
By the definition of L, we have
∆∗c1(L) ∼= c1(detRp∗RHom(E , E))
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where p : X × Y → X is the projection. Since τ∗c1(L) = c1(L), c1(L) is the sum
of classes of the form a0 ⊗ a2 + a2 ⊗ a0 and a1 ⊗ b1 + b1 ⊗ a1 with ai, bi ∈ Hi(X).
Therefore c1(detRp∗RHom(E , E)) = ∆∗c1(L) is the sum of classes of the form
a0∧a2+a2∧a0 = 2a0∧a2 and a1∧b1+b1∧a1 = 0. Hence c1(detRp∗RHom(E , E)) ∈
H2(X,Z) is divisible by 2. This implies that there is a holomorphic line bundle on
X whose (tensor) square is isomorphic to detRp∗RHom(E , E). 
From Theorems 4.19, 6.7 and Proposition 6.9, we obtain the following.
Theorem 6.10. Let X be a bounded open analytic subspace of Shcsi whose re-
duced space Xred is equipped with a tautological family. Then the critical virtual
manifold structure from Theorem 6.5 is orientable and thus X admits a perverse
sheaf P and polarizable mixed Hodge module M with rat(M) = P , that are geomet-
ric gluings of local perverse sheaves and mixed Hodge modules of vanishing cycles.
Proof. By the Seidel-Thomas twists, X is isomorphic to an open X˜ ⊂ Vc˜si
and X˜red admits a tautological family because Xred does. By Proposition 6.9,
LX˜red admits a square root and hence the critical virtual manifold structure on X˜
is orientable by Theorem 6.7. Since the critical virtual manifold structure on X
was imported from that on X˜ , X is an orientable critical virtual manifold. 
As we mentioned before, if X is (quasi-)compact or a quasi-projective scheme
or a Noetherian scheme, then X is bounded.
For the Gopakumar-Vafa theory in §7, we will use the following.
Theorem 6.11. Let OY (1) be an ample line bundle on Y . Let X be the moduli
space of stable sheaves F on Y whose Hilbert polynomial is χ(F⊗OY (m)) = dm+e
for coprime integers d, e. Then X is an orientable critical virtual manifold and
hence there is a perverse sheaf P (resp. polarizable mixed Hodge module M) on X
with rat(M) = P , which is the gluing of local perverse sheaves (resp. mixed Hodge
modules) of vanishing cycles.
Proof. Since the coefficients d and e of the Hilbert polynomial are coprime,
by the standard descent argument ([32, Theorem 6.11]), the universal family of
Grothendieck’s Quot scheme descends to X . By Theorem 6.10, we have the gluing
of perverse sheaves and mixed Hodge modules. 

CHAPTER 7
Gopakumar-Vafa invariant via perverse sheaves
We proved that a bounded open moduli space X ⊂ Shcsi of simple sheaves on a
Calabi-Yau 3-fold admits a critical virtual manifold structure if there is a tautolog-
ical family. In this section, we provide a mathematical theory of the Gopakumar-
Vafa invariant as an application.
7.1. Intersection cohomology sheaf
As before, let Y be a smooth projective Calabi-Yau 3-fold over C. From the
string theory ([12, 22]), it is expected that
(1) there are integers nh(β), called the Gopakumar-Vafa invariants (GV in-
variants, for short) which contain all the information about the Gromov-
Witten invariants Ng(β) of Y in the sense that
(7.1)
∑
g,β
Ng(β)q
βλ2g−2 =
∑
k,h,β
nh(β)
1
k
(
2 sin(
kλ
2
)
)2h−2
qkβ
where β ∈ H2(Y,Z), qβ = exp(−2π
∫
β c1(OY (1)));
(2) nh(β) come from an sl2 × sl2 action on some cohomology theory of the
moduli space X of one dimensional stable sheaves on Y ;
(3) n0(β) should be the Donaldson-Thomas invariant of the moduli space X .
By using the global perverse sheaf P constructed above and the method of [15], we
can give a geometric theory for the GV invariants.
We recall the following facts from [42, 43].
Theorem 7.1. Let f : X → Y be a projective morphism with ω the first Chern
class of a relative ample line bundle; let P be a perverse sheaf on X underlying a
polarizable Hodge module M, then
(1) (Hard Lefschetz theorem) the cup product induces an isomorphism
ωk : pH−kRf∗P −→ pHkRf∗P ;
(2) (Decomposition theorem) we have the decomposition
Rf∗P ∼= ⊕k pHkRf∗P [−k]
and each summand pHkRf∗P [−k] is a perverse sheaf underlying a polar-
izable Hodge module.
We fix an algebraic curve class β ∈ H2(Y,Z); let β∨ ∈ H4(Y,Z) be its Poincare
dual. We form the moduli space X = MY (−β∨, χ) of stable one-dimensional
sheaves F on Y with χ(F ) = χ and c2(E) = −β∨ ∈ H4(Y,Z). (Consequently,
rankF = c1(F ) = 0.) We assume c1(OY (1))·β is coprime to χ, so thatMY (−β∨, χ)
is projective.
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Let X˜ be the semi-normalization of X . Applying [27], we have the Hilbert-
Chow morphism X˜ → Chow(Y ); let S be its image. By [27], the morphism X˜ → X
is one-to-one and hence a homeomorphism because X˜ is projective and X is sepa-
rated. The induced morphism f : X˜ → S is projective and the intersection coho-
mology sheaf IC• = ICX˜(C)
• underlies a simple polarizable mixed Hodge module.
In [15], Hosono-Saito-Takahashi showed that the hard Lefschetz theorem applied
to f and c : S → pt gives us an sl2 × sl2 action on the intersection cohomology
IH∗(X˜) = H∗(X˜, IC•) as follows: The relative Lefschetz isomorphism
pH−kRf∗(IC•) −→ pHkRf∗(IC•)
for f gives an action of sl2, called the left action, via the isomorphisms
H∗(X˜, IC•) ∼= H∗(S,Rf∗IC•) ∼= ⊕kH∗(S, pHkRf∗(IC•)[−k])
from the decomposition theorem. On the other hand, since pHkRf∗(IC•)[−k]
underlies a polarizable Hodge module,
H∗(S, pHkRf∗(IC•)[−k])
is equipped with another action of sl2, called the right action, by hard Lefschetz
again. Therefore we obtain an action of sl2 × sl2 on the intersection cohomology
IH∗(X˜) = IH∗(X).
If C ∈ S is a genus h smooth curve in the class β, the fiber of f over C is the
Jacobian of line bundles on C whose cohomology is an sl2-representation space(
(
1
2
)⊕ 2(0)
)⊗h
,
where (12 ) denotes the 2-dimensional representation of sl2 while (0) is the triv-
ial 1-dimensional representation. In [15], the authors propose a theory of the
Gopakumar-Vafa invariants by using the sl2 × sl2 action on IH∗(X˜,C) as fol-
lows: By the Clebsch-Gordan rule, it is easy to see that one can uniquely write the
sl2 × sl2-representation space IH∗(X˜,C) in the form
IH∗(X˜,C) =
⊕
h
(
(
1
2
)L ⊕ 2(0)L
)⊗h
⊗Rh,
where (k2 )L denotes the k + 1 dimensional irreducible representation of the left sl2
action while Rh is a representation space of the right sl2 action. The authors of
[15] define the GV invariant as the Euler number TrRh(−1)HR of Rh where HR is
the diagonal matrix in sl2 with entries 1,−1.
However it seems unlikely that the invariant nh(β) defined using the intersection
cohomology as in [15] will relate to the GW invariants of a general Calabi-Yau 3-
fold Y as proposed by Gopakumar-Vafa. We propose to use the perverse sheaf P
on X constructed above instead of IC•.
7.2. GV invariants from perverse sheaves
We continue to denote by X the moduli of stable sheaves on Y of rankE =
c1(E) = 0, c2(E) = −β∨ and χ(E) = χ. By Theorem 6.11, when β · c1(OY (1)) and
χ are coprime, there is a universal family E on X × Y and thus we have a perverse
sheaf P that underlies a polarizable mixed Hodge module M.
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Since the semi-normalization γ : X˜ → X is a homeomorphism, the pullback
P˜ of P is a perverse sheaf such that γ∗P˜ ∼= P , and the pullback M˜ satisfies
rat(M˜) = P˜ since rat preserves Grothendieck’s six functors ([43]). Let Mˆ = grWM˜
be the graded object of M˜ with respect to the weight filtration W . Then Mˆ is a
direct sum of polarizable Hodge modules ([45]). Let Pˆ = rat(Mˆ); because rat is
an exact functor ([43]), it is the gradation grW P˜ by the weight filtration of P˜ .
By [42, §5], the hard Lefschetz theorem and the decomposition theorem hold for
the polarizable Hodge module Mˆ. Hence by applying the functor rat, we obtain the
hard Lefschetz theorem and the decomposition theorem for Pˆ . Therefore, we can
apply the argument in §7.1 to obtain an action of sl2×sl2 on the hypercohomology
H∗(X˜, Pˆ ) to write
H∗(X˜, Pˆ ) ∼=
⊕
h
(
(
1
2
)L ⊕ 2(0)L
)⊗h
⊗Rh.
Definition 7.2. We define the Gopakumar-Vafa invariant as
nh(β) := TrRh(−1)HR .
The GV invariant nh(β) is integer valued and defined by an sl2× sl2 represen-
tation space H∗(X˜, Pˆ ) as expected from [12].
Proposition 7.3. The number n0(β) is the Donaldson-Thomas invariant of
X.
Proof. Recall that the DT invariant is the Euler number of X weighted by
the Behrend function νX on X , and that νX(x) for x ∈ X is the Euler number
of the stalk cohomology of P at x. Therefore the DT invariant of X is the Euler
number of H∗(X,P ).
Since the semi-normalization γ : X˜ → X is a homeomorphism, γ∗P˜ ∼= P and
H∗(X,P ) ∼= H∗(X, γ∗P˜ ) ∼= H∗(X˜, P˜ ). Therefore
DT (X) =
∑
k
(−1)k dimHk(X,P ) =
∑
k
(−1)k dimHk(X˜, P˜ ).
Since P˜ has a filtration W with Pˆ = grW P˜ , we have the equality of alternating
sums ∑
k
(−1)k dimHk(X˜, P˜ ) =
∑
k
(−1)k dimHk(X˜, Pˆ ).
Since the Euler number of the torus part
(
(12 )L ⊕ 2(0)L
)⊗h
is zero for h 6= 0,∑
k
(−1)k dimHk(X˜, Pˆ ) = TrR0(−1)HR = n0(β).
This proves the proposition. 
We propose the following conjecture.
Conjecture 7.4. Let nh(β) be defined using the moduli of 1-dimensional stable
sheaves with c2(E) = −β∨ and χ(E) = χ such that β ·c1(OY (1)) and χ are coprime.
Then
(1) nh(β) are invariant under deformation of the complex structure of Y .
(2) The GV invariants nh(β) depend only on β and are independent of the χ.
(3) nh(β) are independent of the choice of polarizations of Y .
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(4) The identity (7.1) holds.
Note that for h = 0, (1) follows from Proposition 7.3 and [48]. Also by [19]
and [48], (3) is known for h = 0. Of course, (1)-(3) are consequences of (4).
Furthermore, establishing the identity (7.1) will equate Definition 7.2 with that
introduced by Pandharipande-Thomas [40] for a large class of Calabi-Yau 3-folds
(cf. [39]).
7.3. K3-fibered Calabi-Yau 3-folds
In this last section, we show that Conjecture 7.4 holds for a primitive fiber class
of K3 fibered Calabi-Yau 3-folds.
Let Y → P1 be a K3 fibered smooth projective Calabi-Yau 3-fold, let 0 ∈ P1 be
a closed point and let ι0 : Y0 ⊂ Y be the fiber over 0, assumed to be smooth. Let
β0 ∈ H2(Y0,Z) be an algebraic curve class so that its Poincare dual β∨0 ∈ H2(Y0,Z)
ceases to be (1, 1) type in the first order deformation of Y0 in the family Yc, c ∈ P1.1
We let β = ι0∗β0 ∈ H2(Y,Z). Fixing an ample OY (1) on Y , we form the moduli
MY (−β∨, χ) of stable sheaves on Y as before, and form the moduli MY0(β∨0 , χ)
of one dimensional H |Y0-stable sheaves F of OY0-modules with c2(F ) = −β∨ and
χ(F ) = χ. We assume β · c1(OY (1)) and χ are coprime. Then both MY (−β∨, χ)
and MY0(β∨0 , χ) are projective schemes. Because the polarization of Y restricts to
H |Y0 , we have a natural closed embedding
(7.2) MY0(β∨0 , χ) ⊂−→MY (−β∨, χ).
Lemma 7.5. Let the notation be as before, and suppose β0 ceases to be (1, 1) in
the first order deformation of Y0 in Y . Then the embedding (7.2) is an open and
closed embedding of schemes.
Proof. We pick a disk-like analytic neighborhood 0 ∈ ∆ ⊂ P1 so that for any
c 6= 0 ∈ ∆, Yc = Y ×P1 c is smooth and, letting ιc : Yc → Y be the inclusion,
ι!cβ
∨ ∈ H2(Yc,Z) is not a (1, 1)-class. By our assumption that β0 cease to be (1, 1)
in the first order, such ∆ exists.
We claim that for any sheaf [F ] ∈ MY (−β∨, χ), F = ιc∗F ′ for a sheaf of OYc -
modules. Indeed, let supp(F ) be the scheme-theoretic support of F . Since F is
stable, spt(F ) is connected and proper; because β ∈ H2(Y,Z) is a fiber class, the
underlying set of spt(F ) is contained in a closed fiber Yc ⊂ Y for a c ∈ P1.
We let u be a uniformizing parameter of c ∈ P1. Since F is coherent, there
is a positive integer k so that spt(F ) ⊂ (uk = 0). In particular, F is annihilated
by uk. Since u|spt(F ) is nilpotent, multiplying by u defines a sheaf homomorphism
·u : F → F , which has non-trivial kernel since uk annihilates F . Since F is stable,
this is possible only if F is annihilated by u. Therefore, letting F ′ = F/u · F ,
which is a sheaf of OYc-modules, we have F = ιc∗F ′. Repeating the same argument
for families in MY (−β∨, χ), we conclude that the assignment F 7→ c extends to a
morphism p :MY (−β∨, χ)→ P1.
For the ∆ chosen, we claim that either c 6∈ ∆ or c = 0. If not, then c1(F ′) = ι!cβ
will be in H1,1(Yc,R), and this is possible only when either c = 0 or c 6∈ ∆. This
1Namely, if we let ∆ ⊂ P1 be a disk-like analytic neighborhood containing 0 ∈ P1, let
β˜ ∈ Γ(∆, R2p∗ZY ) be the continuous extension of β0, and let ω˜ ∈ Γ(∆, p∗Ω
2
Y/∆
) be a nowhere
vanishing holomorphic section of relative (2, 0)-form, then p∗(ω˜ ∧ β˜) is a holomorphic function on
∆ that has order one vanishing at 0.
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prove the claim. Therefore, p−1(∆− 0) = ∅. In particular,
MˆY0(β∨0 , χ) := p−1(∆)
is an open and closed subscheme of MY (−β∨, χ). Clearly, (7.2) induces a closed
embedding
(7.3) MY0(β∨0 , χ) ⊂−→MˆY0(β∨0 , χ).
We prove that it is an isomorphism. Indeed, by the previous argument, we know
that (7.3) is a homeomorphism. To prove that it is an isomorphism, we need to show
that for any local Artin ring A with quotient field C and morphism ϕA : SpecA→
MY (−β∨, χ) such that it sends the closed point in SpecA into MY0(β∨0 , χ), then
ϕA factors throughMY0(β∨0 , χ). By an induction on the length of A, we only need
to consider the case where there is an ideal I ⊂ A such that dimC I = 1 and the
restriction ϕA/I : SpecA/I →MY (−β∨, χ) already factors throughMY0(β∨0 , χ).
Let F be the sheaf of A × OY -modules that is the pullback of the universal
family of MY (−β∨, χ) via ϕA. Let t be a uniformizing parameter of 0 ∈ P1. As
ϕA/I factors through MY0(β∨0 , χ), t · F ⊂ I · F . If t · F = 0, then ϕA factors, and
we are done. Suppose not. Then since F0 = F ⊗A C is stable, there is a c ∈ I so
that t · F = c · F ⊂ F . Thus (t − c) · F = 0. We now let ψ : SpecA → ∆ be the
morphism defined by ψ∗(t) = c, and let YA = Y ×∆,ψ SpecA. Then YA → SpecA is
a family of K3 surfaces with a tautological embedding ιA : YA → Y ×SpecA. Then
(t − c) · F = 0 means that there is an A-flat family of sheaves F ′ of OYA -modules
so that ιA∗F
′ = F .
Let q be the projection and ι be the tautological morphism fitting into the
Cartesian square
YA
ι−−−−→ Y∆ := Y ×P1 ∆yq yp
SpecA
ψ−−−−→ ∆
Let β˜ ∈ Γ(∆, R2p∗ZY ) be the continuous extension of β∨0 and let ω˜ ∈ Γ(∆, p∗Ω2Y/∆)
be a nowhere vanishing holomorphic section of relative (2, 0)-form. Notice that
by our assumption, p∗(ω˜ ∧ β˜) is not divisible by t2. On the other hand, by our
construction, c1(F
′) = ι∗β˜. Thus for the (2, 0)-form ω˜ mentioned, we have
0 = q∗
(
c1(F
′) ∧ ι∗ω˜) = q∗ι∗(β˜ ∧ ω˜) = ψ∗p∗(β˜ ∧ ω˜).
Since p∗(β˜ ∧ ω˜) is not divisible by t2, ψ must factor through 0 ∈ ∆. This proves
that c = 0 and ϕA factors through MY0(β∨0 , χ). This proves the proposition. 
Proposition 7.6. Let the notation be as stated, and suppose β∨0 ∈ H2(Y0,Z)
ceases to be (1, 1) in the first order deformation of Y0 in Y → P1. Let χ ∈ Z be
coprime to β · c1(OY (1)) and let β = ι0∗β0. Then
X0 :=MY0(β∨0 , χ) ⊂ X :=MY (−β∨, χ)
is a smooth open and closed (projective) subscheme. Suppose further that Y0 is an
elliptic K3 surface with a section. Then (7.1) holds for the GV invariants of the
perverse sheaf P • on X0 where Ng(β0) in (7.1) are the GW invariants contributed
from the connected components of stable maps to Y that factor through Y0 ⊂ Y .
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Proof. By the argument prior to the statement of the proposition, we know
that X0 ⊂ X is open and closed. Since Y0 is a smooth K3 surface and χ is coprime
to β · c1(OY (1)), MY0(β∨0 , χ) is a smooth simply connected projective variety of
dimension dimX = β20 + 2 (cf. [37]).
By assumption, X has a universal family. We let P be a perverse sheaf on X
provided by Theorem 6.11. Since X0 is smooth, connected and simply connected,
and is open and closed in X , X0, and the restriction P |X0 = QX0 ; thus H∗(X0, P ) =
H∗(X0,Q).
Let
Y0 = S
π−→P1
be an elliptic K3 surface and β0 = C + kF where C is a section and F is a fiber.
We can calculate the GV invariants in this case by the same calculation as in [15,
Theorem 4.7]. Since the details are obvious modifications of those in [15, §4], we
briefly outline the calculation. Indeed by Fourier-Mukai transform, X is isomorphic
to the Hilbert scheme S[k] of points on S and the Chow scheme in this case is a
complete linear system Pk. The Hilbert-Chow morphism is
S[k]
hc−→S(k) π−→ (P1)(k) ∼= Pk.
It is easy to see that the cohomology H∗(S,Q) of S as an sl2 × sl2 representation
space by (relative) hard Lefschetz applied to S → P1 is
(
1
2
)L ⊗ (1
2
)R + 20 · (0)L ⊗ (0)R.
If we denote by tL (resp. tR) the weight of the action of the maximal torus for the
left (resp. right) sl2 action, we can write H
∗(S,Q) as (tL + t
−1
L )(tR + t
−1
R ) + 20.
Hence H∗(S(k),Q) is the invariant part of(
(
1
2
)L ⊗ (1
2
)R + 20 · (0)L ⊗ (0)R
)k
by the symmetric group action. In terms of Poincare´ series, we can write∑
k
PtL,tR(S
(k))qk =
1
(1− tLtRq)(1− t−1L tRq)(1− tLt−1R q)(1 − t−1L t−1R q)(1 − q)20
.
Applying the decomposition theorem ([3]) for the semismall map S[k] → S(k), we
find that
∑
k PtL,tR(S
[k])qk is∏
m≥1
1
(1− tLtRqm)(1 − t−1L tRqm)(1 − tLt−1R qm)(1− t−1L t−1R qm)(1− qm)20
which gives
(7.4)
∑
k
PtL,tR(S
[k])|tR=−1qk =
∏
m≥1
1
(1 + tLqm)2(1 + t
−1
L q
m)2(1− qm)20 .
By definition, the GV invariants are defined by writing (7.4) as
(7.5)
∑
h,k
qk(tL + t
−1
L + 2)
h ⊗Rh(S[k])|tR=−1 =
∑
h,k
qknh(k)(tL + t
−1
L + 2)
h
By equating (7.4) and (7.5) with tL = −y, we obtain∑
h,k
(−1)hnh(k)(y 12 − y− 12 )2hqk−1 = 1
q
∏
m≥1(1 − yqm)2(1− y−1qm)2(1− qm)20
7.3. K3-FIBERED CALABI-YAU 3-FOLDS 85
with β20 = 2k − 2. On the other hand, by [34, Theorem 1], we have∑
h,k
(−1)hrh(k)(y 12 − y− 12 )2hqk−1 = 1
q
∏
m≥1(1− yqm)2(1− y−1qm)2(1 − qm)20
where rh(k) are the BPS invariants from the Gromov-Witten theory for Y∆ → ∆
(of multiple class kβ0). Combining these two identities, we find that
nh(k) = rh(k),
which verifies Conjecture 7.4 on invariants localized near Y0 for the Calabi-Yau
3-fold Y → P1 . 
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