Let W = (W 1 , W 2 , ..., W k ) be a random vector with nonnegative coordinates having nonzero and finite variances. We prove concentration inequalities for W using size biased couplings that generalize the previous univariate results. Two applications on local dependence and counting patterns are provided.
Introduction
The purpose of this paper is to show how size biased couplings can be used to obtain multivariate concentration inequalities in dependent settings. For a given random vector W = (W 1 , W 2 , ..., W k ) with nonnegative coordinates having finite, nonzero expectations [2] and [5] for two excellent expository papers on several aspects of size biasing.
In a broad sense, concentration inequalities quantify the fact that a function of a large number of random variables, with certain smoothness conditions, tends to concentrate its values in a relatively narrow range. There is a tremendous literature on inequalities for functions of independent random variables due to their importance in several fields. See, for example [7] and [13] for wonderful surveys, [4] and [12] for book length treatments of the subject. Our approach here will be on the use of couplings from Stein's method which is a technique introduced by Charles Stein in [14] that is used for obtaining error bounds in distributional approximations. The strength of the method comes from the fact that it can be also used for functions of dependent random variables and various coupling constructions are used for such problems. Sourav Chatterjee in [6] used one important coupling from Stein's method, exchangeable pairs, to show the concentration of several interesting statistics. Later, in [8] , Subhankar Ghosh and Larry Goldstein were able to obtain similar bounds with size biased couplings. Our results in Section 2 will provide multivariate analogues of Ghosh and Goldstein's results and will also yield a partial improvement in their lower tail inequality.
The paper is organized as follows. In Section 2, we state the multivariate concentration bound with size biased couplings, consider its univariate corollary and discuss briefly the construction of size biased couplings. Proofs of the results are given in Section 3 and we provide two applications, one on local dependence and the other one on counting patterns in random permutations, in Section 4.
Main result
We start by fixing some notations. Throughout this paper, for two vectors x, y ∈ R k , we will write
for convenience. Also, we define the partial ordering on R
Accordingly, the order is defined by x y ⇔ y x, and the definitions for ≺ and ≻ are similar. Finally, for θ ∈ R k , θ t will stand for the transpose of θ and θ 2 is the l 2 norm of θ. Now, we are ready to state our main result. 
for any t 0 where
Proof of Theorem 2.1 will be given in Section 3. Here we note that the assumption on moment generating function (mgf) can be relaxed to E[e θ t W ] < ∞ for θ 2 ≤ 2/K, as can be checked easily from the proof. As a more general remark, Arratia and Baxendale showed recently for the univariate case that the existence of a bounded coupling for W assures the existence of the mgf everywhere. See [1] for details. Although a similar result can be given in a multivariate setting, we skip this for now as in applications the underlying random variables are almost always finite (so that mgf exists everywhere).
Noting that the k = 1 case in Theorem 2.1 reduces to standard size biasing and replacing t by t/σ, we arrive at the following univariate corollary. 
Remark 2.3. For the one dimensional case, the lower tail inequality in (2.3) improves Ghosh and Goldstein's corresponding result (namely, inequality (1) in [8] ) by removing the monotonicity condition. However, in both tails the constants are slightly worse than the ones in their theorem, but this is not too surprising as our main result is proven for a multivariate version. We note that this monotonicity condition is also discussed in two recent papers, [1] and [3] , where they prove that it is indeed possible to remove the monotonicity condition while keeping the bound exactly the same as in [8] .
Remark 2.4. For the upper tail in univariate case, there has been a recent improvement in [1] where the authors show that it is indeed possible to obtain a tail behavior of order exp(−ct log t) under bounded size biased coupling assumption. In particular, this result reveals the upper tail inequality given in [8] as a corollary. However, we were not able to obtain a similar bound for the multivariate case yet, and this will be one direction to follow in a subsequent work.
In the rest of this section we briefly review the discussion in [9] which gives a procedure to size bias a collection of nonnegative random variables in a given direction. More on construction of size biased couplings can be found in [11] . Now, as mentioned in the introduction, for a random vector W = (W 1 , W 2 , ..., W k ) with nonnegative coordinates, a random variable
for all functions for which these expectations exist. It is well known that the definition just given is equivalent to the following one. Definition 2.5. Let W = (W 1 , W 2 , ..., W k ) be a random vector where W j 's have finite, nonzero expectations µ j = E[W j ] and joint distribution dF (x). For i ∈ {1, 2, ..., k}, we say that
Note that in univariate case, (2.4) reduces to dF * (x) = xdF (x)/µ which explains the name, size biased distribution. Also this latter definition gives insight for a way to construct size biased random variables. Following [9] , by the factorization of dF (x), we have
where W As an example, the construction just described combined with Theorem 2.1 can be used to prove concentration bounds for random vectors with independent coordinates. To see this in the simplest possible case, let W = (W 1 , ..., W k ) be a random vector where W i 's are nonnegative, independent and identically distributed random variables with W i ≤ K a.s. for some K > 0, and assume that 0 < σ 2 = V ar(W 1 ) < ∞. 
4K √ kµ and the upper tail inequality
hold for all t 0.
Proofs
Before we begin the proofs, we note the following inequality |e y − e x | ≤ |y − x| e y + e (te
Letting m(θ) = E[e θ t W ], using (3.2) and the size bias relation in (1.1) we have
Hence denoting
we obtain for θ/σ 2 < 2/K,
This in particular gives for θ/σ 2 < 2/K,
Now, using the mean value theorem, for all 0 θ ∈ R k with θ/σ 2 < 2/K,
for some 0 z θ. Noting that z/σ 2 ≤ θ/σ 2 < 2/K and using Cauchy-Schwarz inequality, we obtain
Next we observe that
Hence if t 0 and θ 2 < 1/K 2 , an application of Markov's inequality yields
0, and noting that θ 2 < 1/K 2 , we finish the proof of the upper tail inequality.
Next we prove the lower tail bound given in (2.1). Letting θ 0 and using the size bias relation given in (1.1), we have
Using the inequality e x ≥ 1 + x, this yields
By Cauchy-Schwarz inequality and that
Combining this observation with (3.5), we arrive at
Now, keeping the notations as in the upper tail case and using the estimate in (3.6), we get
Manipulating the terms in the lower bound, this yields
Now, using the mean value theorem, for θ 0, one can find θ z 0 such that
Hence for a given θ 0, we have
where we used that θ i ≤ 0 for each i for the inequalities. Now, using (3.7) and an application of Cauchy-Schwarz inequality gives
which after exponentiation yields
Combining this last observation with Markov's inequality, we arrive at
0, result follows.
Two applications
In this section, we will discuss two applications of Theorem 2.1 which will be on joint distributions of (1) locally dependent random variables and (2) the number of patterns in uniformly random permutations.
Local dependence
Now we show that our results above can be used to obtain concentration bounds for a random vector W = (W 1 , W 2 , ..., W k ) with nonnegative coordinates that are functions of a subset of a collection of independent random variables. First part of the following lemma was used in [9] for univariate concentration results.
Lemma 4.1. Let V = {1, 2, ..., k} and {C v , v ∈ V} be a collection of independent random variables, and for each i ∈ V, let V i ⊂ V and W i = W i (C v , v ∈ V i ) be a nonnegative random variable with nonzero and finite mean.
i. [9] If
and is independent of {C v , v ∈ V}, letting
ii. Further if we assume that W i ≤ M for each i, then we have
Proof. Proof of the fact that W i = {W i j , j ∈ V} has the W size biased distribution in direction i can be found in [9] . For the second part, we note that by the construction in the statement, we have W j = W i j whenever V j ∩ V i = ∅. Thus,
In conclusion, we note that in the case of local dependence as described above, we can use Theorem 2.1 to obtain concentration bounds for W = (W 1 , W 2 , ..., W k ) with K = √ bM. This provides a natural generalization to the argument given in Section 2 for vectors with independent coordinates. Ghosh and Goldstein [9] also provides two specific applications of this result on sliding m window statistics and local extrema on a lattice in a univariate setting. The discussion above immediately yields multivariate concentration bounds for each of these problems, but we do not include the details here as they will be repetitions of the steps done in [9] .
Counting patterns
Let τ 1 , τ 2 , ..., τ k ∈ S m be k distinct permutations from S m , the permutation group on m ≥ 3 elements. Also let π be a uniformly random permutation in S n , where n ≥ m and set V = {1, 2, ..., n}. Denoting V s = {s, s + 1, ..., s + m − 1} for s ∈ V where addition of elements of V is modulo n, we say the pattern τ appears at location s ∈ V if the values {π(v)} v∈Vs and {τ (v)} v∈V 1 are in the same relative order. Equivalently, the pattern τ appears at s if and only if π(τ −1 (v) + s − 1), v ∈ V 1 is an increasing sequence. Our purpose here is to prove concentration bounds using Theorem 2.1 for the multivariate random variable W = (W 1 , W 2 , ..., W k ) where W i counts the number of times pattern τ i appears in π. This problem was previously studied in [9] for the univariate case.
For τ ∈ S m , let I j (τ ) be the indicator that τ (1), ..., τ (m − j) and τ (j + 1), ..., τ (m) are in the same relative order. Following the calculations in [9] , for i = 1, ..., k, we have Now we are ready to give our main result. 
