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INTEGRABLE MODULES FOR LOOP AFFINE-VIRASORO
ALGEBRA
S ESWARA RAO, SACHIN S. SHARMA, SUDIPTA MUKHERJEE
Abstract. In this paper we classify the irreducible integrable modules
for the loop affine-Virasoro algebra ((
◦
g ⊗ C[t, t−1] ⊕ CK) ⋊ Vir) ⊗ A,
where A is a finitely generated commutative associative algebra with
unity.
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1. Introduction
Affine Kac-Moody Lie algebra can be realised as a central extension of
a loop algebra with a degree derivation or its fixed point subalgebra, while
Virasoro Lie algebra is a central extension of vector fields on circle. Both
Lie algebras are fundamental in Mathematics and Physics. Virasoro algebra
Vir acts on derived algebra of affine Kac-Moody algebra [g, g] by derivations
and the Lie algebra [g, g] ⋊ Vir is also a very important algebra of study
as it has applications to conformal field theory, number theory and soliton
theory. The Lie algebra [g, g] ⋊ Vir with common center has studied in
Physics literature [14, 16] and also studied in mathematical point of view in
[10, 13, 17].
On the other hand loop algebras are also studied extensively for simple
Lie algebra, affine Kac-Moody Lie algebra and Virasoro algebra. For a
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finite dimensional simple Lie algebras
◦
g, a finitely generated commutative
associative algebra A, the representations of loop algebras
◦
g⊗A were studied
in [2, 20]. In [6], study of irreducible modules for toroidal Lie algebra reduced
to that for loop affine algebras. For A = C[t, t−1], complete classification of
the Harish-Chandra modules for Vir⊗A was obtained in [11]. Later this work
was generalised for any finitely generated commutative associative algebra
by A. Savage in [21]. For
◦
g = sl2, classification of Harish-Chandra modules
for (
◦
g⊗ C[t, t−1] ⊕ CK)⋊ Vir with common center was done [10]. For any
simple Lie algebra
◦
g, Rao [4] studied the Lie algebra ((
◦
g⊗C[t, t−1]⊕CK)⋊
Vir) ⊗ A with common center and classified all its irreducible integrable
modules where affine center (hence also Vir center) acts nontrivially.
In this paper we consider the same Lie algebra as in [4] but with inde-
pendent centers and classify its irreducible integrable modules with finite
dimensional weight spaces. We prove that the representation of L(A) =
((
◦
g ⊗ C[t, t−1] ⊗ CK)⋊ Vir) ⊗ A are controlled by the affine center action.
More precisely, let V be a irreducible integrable L(A)-module with finite
dimensional weight spaces. In the case where affine center acts nontrivially
on V then irrespective how Vir center acts, V must be a highest weight or
a lowest weight module V (ψ) with respect to a natural triangular decom-
position of L(A). Conversely, for a given integrable irreducible module with
finite dimensional weight spaces V (ψ), the condition on ψ is stated. All this
work follows from the work of [4] with minimal modifications. While the
case where affine center acts trivially poses stiffer challenges. In this case we
prove that Vir center is forced to act trivially and prove our main theorem
of paper Theorem 3.1.
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In [4], motivated from Sugawara operators, Rao defined the so called affine
central operators on the category O of L(A) modules. Unlike in [4], as we
have independent affine and Vir centers we generalise those operators in our
setting.
The paper is organised as follows. In section 2 we start with basic def-
initions and state the classification result when center acts non-trivially.
Section 3 is devoted where affine center K acts trivially. We define category
of integrable irreducible modules L(S, α, β, ψ) (see Section 3 for details).
Main result of the paper is that this category exhausts all the irreducible
integrable representation with finite dimensional weight spaces when K acts
trivially. This is obtained by considering suitable triangular decomposition
of L(A) so that highest weight space M with respect to given triangular
decomposition is non-zero. Then we study the highest weight space M and
show that weight space of V are uniformly bounded not only as L(A)-module
but also as Vir-module (Proposition 3.6). In the process we prove that V
has only finitely many g(A)-submodules. This result plays a key role in the
classification part . We use an interesting result due to Futorny [9] to prove
that K ⊗ A acts trivially on V . Next we prove that there exists a cofinite
ideal R such that (L⊗R)V = 0 (Proposition 3.13). Using results in [11] and
[21], we prove that the cofinite ideal R can be taken as a maximal ideal and
using the result of [6], obtain our main result Theorem 3.1. Finally, Section
4 we generalise the affine central operators for L(A).
We would like to emphasise that the techniques of this paper heavily rely
on the integrability of V . So the more general problem of classification of
Harish-Chandra (irreducible modules with finite dimensional weight spaces)
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L(A)-modules probably requires a different approach. However, we do hope
that this work will bring attention of many researchers towards this more
general problem.
2. Affine Center acting non-trivially
Notations: We denote set of integers, rational numbers and complex num-
bers by Z,Q,C respectively. Set all nonnegative integers and positive in-
tegers are denoted by Z≥0 and Z>0. For any Lie algebra m and finitely
generated commutative associative algebra A with unit, we always denote
m ⊗ A by m(A). Also for any element a ∈ A, and an ideal I of A, by m(a)
and m(I), we always mean m⊗ a and m⊗ I.
Semidirect Product: Let a and b be Lie algebras. Let φ : b 7→ Der(a)
be a Lie algebra homomorphism from b to a Lie algebra of derivations
of a. Then semidirect product of b with a is a Lie algebra denoted by
a ⋊ b := {a + b : a ∈ a, b ∈ b} with the following bracket operation :
[a1 + b1, a2 + b2] = [a1, a2] + [b1, b2] + φ(b1)(a2)− φ(b2)(a1).
2.1. Let
◦
g be a finite dimensional simple Lie algebra. Let
◦
h be a Cartan
subalgebra of
◦
g. Let
◦
n− ⊕
◦
h ⊕ ◦n+ be a triangular decomposition of ◦g. Let
α1, . . . , αn denote the set of simple roots and
◦
∆,
◦
∆+,
◦
∆− be the set of roots,
positive roots and negative roots of
◦
g respectively. Root space decomposition
of
◦
g is given by
◦
g =
◦
h⊕
⊕
α∈
◦
∆
◦
gα. Let 〈·, ·〉 be symmetric, non-degenerate
bilinear form on
◦
g. Let g =
◦
g⊗ C[t, t−1]⊕ CK ⊕ Cd0 be the corresponding
affine Lie algebra with h =
◦
h ⊕ CK ⊕ Cd0 be its Cartan subalgebra. Set
of roots, positive roots and negative roots of g are denoted by ∆,∆+,∆−
respectively. Real roots and Imaginary roots of g are denoted by ∆re and
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∆im respectively. Let n−⊕h⊕n+ be the standard triangular decomposition
of g. Simple roots and simple co-roots of g are denoted by α0, α1, . . . , αn
and α∨0 , α
∨
1 , . . . , α
∨
n respectively. Root lattices of
◦
g and g are denoted by
◦
Q and Q respectively, where
◦
Q =
∑n
i=1 Zαi and Q =
∑n
i=0 Zαi. Let
◦
Q+ =
∑n
i=1 Z≥0 αi and Q+ =
∑n
i=0 Z≥0 αi. Let g = h⊕
⊕
α∈∆
gα be a root
space decomposition. Let g′ = [g, g] =
◦
g⊗C[t, t−1]⊕CK and h′ =
◦
h⊕CK.
We recall the bracket operations of g:
[x⊗ tn, y ⊗ tm] = [x, y]⊗ tm+n +mδm,−n〈x, y〉K;
[K,x ⊗ tn] = 0 [K, d0] = 0;
[d0, x⊗ tn] = nx⊗ tn, x, y ∈ ◦g, n,m ∈ Z.
Let Vir be the Virasoro algebra with a basis {dn, C : n ∈ Z} and bracket
operations [dn, dm] = (m − n)dn+m + δm,−n n3−n12 ; [C, dn] = 0. Consider
the Lie algebra L = g′ ⋊ Vir with bracket operations [dn, x ⊗ tm] = mx ⊗
tm+n; [C, x ⊗ tn] = 0, [C,K] = 0, x ∈ ◦g, dn ∈ Vir, n,m ∈ Z. Let A be a
finitely generated commutative associative algebra with unity. This paper
is concerned with the Lie algebra L(A) := (g′ ⋊ Vir) ⊗ A called a loop
affine-Virasoro algebra and its irreducible integrable representations. The
bracket operations on L(A) is given by [X ⊗ a, Y ⊗ b] = [X,Y ]⊗ ab, X, Y ∈
L, a, b ∈ A. Let h¯ = h ⊕ CC be a Cartan subalgebra of L(A). Now we
write root space decomposition of L(A). Let δ,Λ0, ω ∈ h¯∗ defined by δ(
◦
h ⊕
CK ⊕ CC) = 0; δ(d0) = 1 and Λ0(
◦
h ⊕ CC ⊕ Cd0) = 0;Λ0(K) = 1 and
ω(
◦
h ⊕ CK ⊕ Cd0) = 0;ω(C) = 1. We define a bilinear form on h¯∗ by
extending α ∈
◦
h
∗
to h¯∗ by defining α(K) = α(d0) = α(C) = 0. Then
〈
◦
h,K〉 = 〈δ, δ〉 = 〈Λ0,Λ0〉 = 〈ω, ω〉 = 0, 〈δ,Λ0〉 = 1, 〈δ, ω〉 = 1, 〈Λ0, ω〉 = 1
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defines a non-degenerate symmetric bilinear form on h¯∗. Every η ∈ h¯∗ can
be uniquely written as η = η¯ + η(K)Λ0 + η(d0)δ + η(C)ω, where η¯ is the
image of η under the orthogonal projection from h¯∗ to
◦
h
∗
. Define orders on
◦
h
∗
and h¯∗ by λ¯ ≤0 β¯ if λ¯− β¯ ∈
◦
Q+ and η1 ≤ η2 if η1 − η2 ∈ Q+. The roots
of L(A) is contained in the set {α + nδ : α ∈
◦
∆, n ∈ Z} and we have:
L(A)α+nδ :=


(
◦
gα ⊗ tn)(A) if α 6= 0, n 6= 0;
(
◦
gα ⊗ 1)(A) if α 6= 0, n = 0;
(
◦
h⊗ tn)(A)⊕ dn(A) if α = 0, n 6= 0;
h¯(A) if α+ nδ = 0.
Note that real and imaginary roots of the affine Lie algebra g and L(A) are
same. For a real root β = α + nδ, β∨ = α∨ + 2〈α,α〉K be the corresponding
co-root of β, where α∨ is the co-root of α ∈
◦
∆. The Weyl group of L(A)
is same as that of g, which is generated by reflections rβ defined on h¯
∗ by
rβ(λ) = λ− λ(β∨)β, where β ∈ ∆re. We denote it by W .
A representation V of L(A) is called a weight module if V =
⊕
λ∈h¯∗ Vλ.
The subspaces Vλ := {v ∈ V : h(v) = λ(h)v, ∀ h ∈ h¯} are called weight
spaces of V . We have the following definition.
Remark 2.1. For an irreducible L(A) weight module V , if Vir acts trivially
on V , then any element x ⊗ tn, x ∈ ◦g, 0 6= n ∈ Z also acts trivially on V .
For any v ∈ V , x⊗ tnv = 1
n
[d0, x⊗ tn]v . Now using the bracket operations
one can deduce that V is a trivial one dimensional L(A)-module.
Definition 2.2. A representation V of L(A) is called integrable represen-
tation if the following holds:
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(1) V is a weight module with finite dimensional weight spaces.
(2) Elements xα⊗a act locally nilpotently on V for all xα ∈ gα, α ∈ ∆re
and a ∈ A, i.e., for every v ∈ V and xα ⊗ a, α ∈ ∆re, a ∈ A, there
exists an integer N = N(α, a, v) such that (xα ⊗ a)N .v = 0.
In this paper we classify all the integrable modules of L(A) with finite
dimensional weight spaces. First we note down the following which is stan-
dard:
Proposition 2.3. Let V be an irreducible integrable module for L(A). Then
(1) P (V ) := {γ ∈ h¯∗|Vγ 6= 0} is W - invariant.
(2) dimVγ = dimVwγ , ∀ w ∈W .
(3) If λ ∈ P (V ) and γ ∈ ∆re, then λ(γ∨) ∈ Z.
(4) If λ ∈ P (V ) and γ ∈ ∆re, and λ(γ∨) > 0, then λ− γ ∈ P (V ).
(5) For λ ∈ P (V ), λ(K) is an integer independent of λ.
Unless stated otherwise V will always denote as irreducible integrable
L(A)-module with finite dimensional weight spaces. By above Proposition
affine center will act on V by integer say m. Let Vir center C acts by a
scalar c ∈ C.
Case 1): m 6= 0 and c ∈ C. We will first define the notion of highest weight
modules for L(A). Let us consider the natural triangular decomposition of
L(A) = L(A)−⊕L(A)0⊕L(A)+, where L(A)+ := (n+⊕Vir+)(A), L(A)− :=
(n− ⊕ Vir−)(A), L(A)0 := h¯ ⊗ A, where Vir+ =
⊕
n>0Cdn and Vir
− =
⊕
n<0Cdn.
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Definition 2.4. A L(A) weight module is called a highest weight module with
highest weight λ if there exists a vector 0 6= v ∈ Vλ such that L(A)+v = 0
and U(L(A))v = V .
Remark 2.5. Note that in the above definition the highest weight space Vλ
could be infinite dimensional.
Next we construct highest weight L(A)-modules with one dimensional
highest weight space. Let ψ : L(A)0 7→ C be a linear map. Let Cvψ be
a one dimensional representation of L(A)0 assigned by ψ. Consider the
induced Verma moduleM(ψ) := U(L(A)−)⊗L(A)+⊕L(A)0 Cvψ, where L(A)+
acts trivially on Cvψ. By standard argument M(ψ) will have a maximal
submodule say M ′(ψ) and we have V (ψ) := M(ψ)/M ′(ψ) an irreducible
highest weight module for L(A) with a highest weight λ = ψ|h¯⊗1. We
see that M(ψ) does not have finite dimensional weight spaces whenever
A is infinite dimensional, while V (ψ) may have finite dimensional weight
spaces depending on ψ. The following proposition encodes the necessary
and sufficient condition for V (ψ) to have finite dimensional weight spaces.
Proposition 2.6. V (ψ) has finite dimensional weight spaces with respect
to h¯ iff ψ factors through h¯⊗ I, where I is a cofinite ideal of A. In this case
we have (L ⊗ I)V (ψ) = 0.
Proof. Let V (ψ) has finite dimensional weight spaces. As in the proof of
Proposition 1.1 of [4] there exists a co-finite ideal I1 of A such that (h
′ ⊕
d0)(I1)v = 0, where v denote the highest weight vector. Now consider
I2 = {a ∈ A : d−2(a)v = 0}. It is clear that I2 is a co-finite ideal of A.
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To see this for b ∈ A and a ∈ I2, consider [d0(b), d−2(a)]v = d0b d−2(a)v −
ψ(d0(b)) d−2(a)v. Take I = I1I2 and consider
d2d−2(I)v = d−2(I)d2v + [d2, d−2](I)v = −4d0(I)v + 1
2
C(I)v.
Since I ⊆ I1, d0(I)v = 0, we get C(I)v = 0, and therefore h¯(I)v = 0.
Remaining part of Proposition follows by same argument as in Proposition
1.1 of [4].

Proposition 2.7. Let V is an irreducible integrable module for L(A). Sup-
pose the central element of affine Lie algebra K acts non-trivially. Then V
is a highest weight module or a lowest weight module.
Proof. We know that K acts by an integer m 6= 0. We can assume m is
a positive integer while the case when m is negative can be dealt similarly
to get a lowest weight module. Let V = ⊕λ∈h¯∗Vλ, dim Vλ < ∞. Now by
Theorem 2.4 of [1], there exists v ∈ Vλ such that n+v = 0. That means
Vλ+α+nδ = 0 for α ∈
◦
∆, n > 0, Vλ+nδ = 0 for n > 0, Vλ+α = 0 for α ∈
◦
∆+.
In particular n+(a)v = 0 for any a ∈ A . Since dn(a)v ∈ Vλ+nδ for any
a ∈ A , therefore for n > 0, dn(a)v = 0. Therefore L(A)+v = 0. Now as
L(A)0 is an abelian Lie algebra and Vλ is a finite dimensional irreducible
representation of Vλ, hence dimVλ = 1. 
We will now classify integrable highest weight modules V (ψ). In other
words we have to find necessary and sufficient condition on ψ for that V (ψ) is
integrable. First, as A is a finitely generated algebra over C, it is a Jacobson
ring and hence every radical ideal is an intersection of finitely many maximal
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ideals. Let I be a cofinite ideal of A and
√
I be radical ideal of I. Then by
above
√
I := {a ∈ A : an ∈ I, for some n} = M1 ∩M2 ∩ · · · ∩ Ms. Then
it is easy to see that for any Lie algebra m, m⊗ A√
I
∼=⊕si=1mi, where mi is
an isomorphic copy of m, 1 ≤ i ≤ s. Recall that λ ∈ h∗ is called dominant
integral if λ(α∨i ) ∈ Z≥0 for 0 ≤ i ≤ n. We have the following definition:
Definition 2.8. Let I be a cofinite ideal of A. Let ψ : h¯⊗A→ C be a linear
map such that ψ(h′⊗√I) = 0. Then ψ is said to be dominant integral (with
respect to
√
I) if each ψi is dominant integral for 1 ≤ i ≤ s, where ψi is the
restriction of ψ on the i-th copy of
⊕s
i=1 h
′
i = h
′ ⊗ A√
I
.
Theorem 2.9. Let V (ψ) is integrable module for L(A). Then there exists
a co-finite ideal I of A such that ψ(d0⊗ I) = 0 , ψ(C⊗ I) = 0 , ψ(
◦
h⊕CK⊗
√
I) = 0.
Proof. Follows from proposition 2.1 and theorem 2.2 of [4]. 
We will now determine the condition on ψ for which V (ψ) is integrable.
Theorem 2.10. Let V (ψ) be an highest weight module for L(A) with finite
dimensional weight spaces. Assume that there is a co-finite ideal I of A such
that ψ(d0 ⊗ I) = 0 , ψ(C ⊗ I) = 0 , ψ(
◦
h ⊕ CK ⊗√I) = 0 and ψ dominant
integral with respect to
√
I. Then V (ψ) is integrable.
Proof. Proof is exactly similar to Theorem 2.3 of [4]. Note that the Virasoro
center won’t create any complications. 
3. Affine center acting trivially
Case 2): m = 0 and c ∈ C. To make inroads in this case we need to consider
different triangular decomposition. First, for any Lie algebra m, we denote
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L[m] := m ⊗ C[t, t−1]. Let us define L(A)+ = L[◦n+](A), L(A)0 = ((L[
◦
h] ⊕
CK) ⋊ Vir)(A), L(A)− = L[
◦
n−](A). Now we define class of irreducible
integrable L(A) modules where the affine center acts trivially. Let S be a
finite dimensional irreducible
◦
g-module. Let M be a maximal ideal of A
and ψ : A→ AM ∼= C be a algebra homomorphsim. For α, β ∈ C, define the
action of L(A) on S ⊗ C[t, t−1] by :
(X ⊗ tm)(a)(v ⊗ tn) = ψ(a)X(v) ⊗ tm+n;
dn(b)(v ⊗ tm) = ψ(b)(m + α+ β + βn)v ⊗ tm+n;
K(a)(v ⊗ tn) = 0;
C(b)(v ⊗ tn) = 0 , a, b ∈ C,X ∈ ◦g.
It is routine checking to show that with the above action S ⊗C[t, t−1] has a
L(A)-module structure and we will denote it as L(S, α, β, ψ). In fact it is not
hard to see that L(S, α, β, ψ) is an irreducible L(A)-module. The following
is main result of this section:
Theorem 3.1. Let V be an irreducible integrable L(A)-module with affine
center acting trivially on it. Then either V is trivial one dimensional L(A)-
module or V ∼= L(S, α, β, ψ) for some α, β ∈ C and ψ as above.
We need several results to achieve Theorem 3.1.
Let M = {v ∈ V : xα ⊗ tnv = 0,∀ xα ∈ ◦gα, α ∈
◦
∆+, n ∈ Z}. Note that
M is a highest weight space with respect to new triangular decomposition.
Proposition 3.2. M is non-zero irreducible module for L(A)0.
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Proof. Then by result of [1] (Theorem 2.4 (ii)), M is nonzero and L(A)0
irreducibility follows by PBW theorem. 
Now consider the weight space decomposition ⊕β∈h¯Mβ. First note that
any η ∈ P (V ) can be uniquely written as η¯ + η(d0)δ + c ω, since η(K) = 0
and η(C) = c. Now as
◦
h lies in center of L(A)0, it acts as scalars on
M . Let h ∈
◦
h then h.w = λ¯(h)w, ∀ w ∈ M, and h ∈
◦
h. Note that d0
leaves each weight space of M invariant, so let 0 6= v ∈ Mβ be such that
d0(v) = ξv, ξ ∈ C. Now irreducibility of M as L(A)0 module implies that
all the weights of M are contained in the set {λ¯ + (ξ + n)δ + c ω : n ∈ Z}
(see Lemma 2.6 of [5]). It follows from Corollary 3.6 of [15] that λ¯ ∈
◦
P+.
Let θ be the highest weight of
◦
g and θ∨ be the corresponding co-root. Let
L = Φ(Z[
◦
W (θ∨)]) where Φ :
◦
h →
◦
h
∗
is an isomorphism given by non-
degenerate bilinear form 〈·, ·〉. Recall that W =
◦
W ⋊ TL, where
◦
W is the
Weyl group of
◦
g and TL is abelian group with elements tα ∈ GL(h¯)∗, α ∈ L
defined by tα(y) = y + y(K)α− (〈y, α〉+ 12 |α|2y(K))δ (see [15]). As K acts
trivially we have tα(y) = y − 〈y, α〉δ, and so we have tα+β = tαtβ. Let
sλ := min{λ(h) : λ(h) > 0, h ∈ Z[
◦
W (θ∨)]}. We have the following from
[3](Lemma 3.1).
Proposition 3.3. Let r ∈ Z be such that Mλ¯+(ξ+r)δ+c ω 6= 0. Then there
exists w ∈W such that w(λ¯+(ξ+ r)δ+ c ω) = λ¯+(ξ+ l)δ+ c ω, 0 ≤ l < sλ.
Using above Proposition we have the following:
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Corollary 3.4. There are only finitely many g(A)-submodules of V . In
particular there exists finitely many weight spaces Mβi, 1 ≤ i ≤ l such that
M =
l∑
i=1
U((L[
◦
h]⊕ CK)(A))Mβi (sum need not be direct).
Proof. Define M˜ =
sλ−1⊕
l=0
Mλ¯+(ξ+l)δ+c ω. Notice that any g(A) submodule of
V is generated by the vectors of M˜ . Hence there only finitely many g(A)
submodules of V and consequently we have V =
sλ−1∑
i=0
U(g(A))Mβi(sum need
not be direct), where βi = λ¯ + (ξ + i)δ + c ω. From this we deduce that
M =
sλ−1∑
i=0
U((L[
◦
h]⊕ CK)(A))Mβi . 
Proposition 3.5. There exist a positive integer p such that P (V ) ⊆ {γ¯i +
(ξ + n)δ + c ω : 1 ≤ i ≤ p, n ∈ Z}.
Proof. We have seen that set of all weight of M are contained in {λ¯+ (ξ +
n)δ + c ω : n ∈ Z}. As V = U(L[◦n−](A))M , we note that weights of V
are contained in the set {λ¯ − η + (ξ + n)δ + c ω : η ∈
◦
Q+, n ∈ Z}. Let
λ¯ − ηi + (ξ + m)δ + c ω be any weight of V , then by Proposition 2.3 (i)
and Lemma A of section 13.2 of [12], we get that the weight λ¯ − ηi + (ξ +
m)δ + c ω is
◦
W -conjugate to a weight β¯i + (ξ +m)δ + c ω, where β¯i ∈
◦
P+
and β¯i ≤0 λ¯. But by Lemma B of section 13.2 of [12], there are finitely
many dominant weights ≤0 λ¯, say {γ¯1 = λ¯, . . . , γ¯d}. Finally, listing all
◦
W -conjugates,
◦
W{γ¯1, . . . , γ¯d} = {γ¯1, . . . , γ¯p}, we get the desired result. 
Proposition 3.6. Let V be an irreducible integrable L(A)-module with affine
center acting trivially on it. Then its weight spaces are uniformly bounded.
Moreover considered as d0 weight module, the weight spaces of V are also
uniformly bounded.
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Proof. Uniform bound for h¯ weight spacesM follows by Proposition 3.3. But
as P (V ) ⊆ {γ¯i+(ξ+n)δ+c ω : 1 ≤ i ≤ p, n ∈ Z}, a repetitive application of
Proposition 3.3 gives uniform bound for h¯ weight spaces of V . To obtain an
uniform bound on d0 weight spaces let 0 6= v ∈ V such that d0v = ζv. Then
as [d0, dn(a)] = ndn(a) and [d0, (x⊗ tm)(b)] = m(x⊗ tm)(b) for a, b ∈ A, x ∈
◦
g, we note that every element of U(L(A)) decomposes into finitely many
eigenvectors of d0 with integer eigenvalues. It follows that with respect to
d0, V = U(L(A))v has the weight space decomposition V =
⊕
n∈Z Vζ+n.
Now as we have seen set of all h¯ weights of V are uniformly bounded by
N := Max {dim V
γ¯i+(ζ+r
j
i )δ+c ω
: 1 ≤ i ≤ p, 0 ≤ rji < sγi}, we deduce that
dimensions of d0 weight spaces is bounded by pN , i.e., dimVζ+n ≤ pN,∀n ∈
Z. 
We write couple of remarks here:
Remark 3.7. We won’t need Proposition 3.6 in full force for this classifi-
cation problem. In fact what we really need is uniform bound on d0 weight
spaces of M which is clear. Now from Theorem II(7) of [18] it follows that
Vir center C acts trivially on M and hence on V .
Remark 3.8. In the case when λ¯ = 0, by weight argument it follows that
L[
◦
n−](A)M = 0 and using bracket relations we deduce that L[
◦
h](A)M = 0.
Hence we have V = M is an irreducible Vir(A)-module and appealing to
Theorem 4.7 of [21] proves our Theorem 3.1.
Let h1 be a finite dimensional vector space with non-degenerate form
(, ). Consider the standard Heisenberg algebra L(h1) ⊕ CK1. We need the
following result due to Futorny [9] (Proposition 4.3 (i) and 4.5):
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Proposition 3.9. Let V¯ be Z-graded L(h1) ⊕ CK1 module with finite di-
mensional graded spaces. Suppose that K1 acts as a non zero scalar on V¯ .
Then V contains a highest weight module or a lowest weight module. In
particular dimensions of graded spaces of V¯ are not uniformly bounded.
Proposition 3.10. K(A) acts trivially on V .
Proof. As we have seen that M has uniformly bounded weight spaces, and
all the weights of M are of the form λ¯ + (α + n)δ + c ω. So by letting
Mλ¯+(α+n)δ+c ω := Mn, we see that M is Z-graded L(h) ⊕ CK-module. Let
fix a ∈ A and let h1, h2 ∈ h such that 〈h1, h2〉 6= 0. Consider the Heisenberg
subalgebra H(a) spanned by the elements {h1 ⊗ tn, h2 ⊗ tm(a) := h2 ⊗ tm ⊗
a,K(a) : n > 0,m < 0, n,m ∈ Z} with the Lie bracket: [h1⊗tn, h2⊗tm(a)] =
〈h1, h2〉δn,−mK(a), and K(a) acts as central element. Then M is Z-graded
H(a)-module with uniformly bounded graded spaces. Now Proposition 3.9
forces K(a) to act trivially onM . As a ∈ A was arbitrary, we see that K(A)
acts trivially on M and hence on V as K(A) lies in center of L(A) and V is
an irreducible L(A)-module. 
We next aim to prove existence of a cofinite ideal R of A such that L(R)
acts trivially on V . First step in this direction is the following proposition:
Proposition 3.11. There exist a cofinite ideal I of A such that g′(I)V = 0.
Proof. Let α1, α2, . . . , αn denote simple roots of
◦
g. Let xαi ∈
◦
gαi such that
[xαi , x−αi ] = hαi . Let M =
⊕
β∈h¯∗Mβ. Take η ∈ h¯∗ such that Mη 6= 0
and let w1, . . . , wr be a basis for Mη. Define for 1 ≤ i ≤ n, 1 ≤ j ≤ r,
Ii,j := {a ∈ A : (x−αi ⊗ 1)(a)wj = 0}. Observe that Ii,j’s are cofinite ideal
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of A as
◦
h(A) acts as scalars on M . Define I =
∏
i,j Ii,j. Then I is a cofinite
ideal and we have (x−αi ⊗ 1)(I)Mη = 0 for all 1 ≤ i ≤ n. It follows that
(
◦
h⊗ 1)(I)Mη = 0. Also for any 0 6= m ∈ Z and 1 ≤ i ≤ n,
(hαi ⊗ tm)(I)Mη = [(xαi ⊗ tm)(1), (x−αi ⊗ 1)(I)]Mη
= (xαi ⊗ tm)(1) (x−αi ⊗ 1)(I)Mη − (x−αi ⊗ 1)(I) (xαi ⊗ tm)(1)Mη .
Note that first term of RHS is zero by above argument and second term is
also zero as Mη ⊆ M . Now we will prove that L[◦n−](I)Mη = 0. We will
first prove for any m ∈ Z, 1 ≤ i ≤ n, (x−αi ⊗ tm)(I)Mη is a set of highest
weight vectors of V . For any β ∈
◦
∆+, m,n ∈ Z, a ∈ A consider
(xβ ⊗ tn)(a).(x−αi ⊗ tm)(I)Mη = x−αi ⊗ tm(I) (xβ ⊗ tn)(a)Mη
+(xβ−αi ⊗ tm+m)(I) + nδn,−m〈x, y〉K(I).
We see that second term of RHS is zero as one three possibilities can occur
(i)β−αi /∈
◦
∆; (ii) β−αi ∈
◦
∆+; (iii) β = αi. The first and third sum of RHS
are easily seen to be zero. Now we prove that for β ∈
◦
∆+, (x−β ⊗ tm)(I)Mη
is a set for highest weight vectors of V . We will prove this using induction
on height β. For height equal to 1 we are done. Let height of β > 1, for any
γ ∈
◦
∆+ consider
(xγ ⊗ tn)(a). (x−β ⊗ tm)(I)Mη = (x−β ⊗ tm)(I) (xγ ⊗ tn)(a)Mη
+(x−β+γ ⊗ tm+n)(aI)Mη + 〈xγ , x−β〉nδn,−mK(aI)Mη.
Now clearly first and third terms are zero and second term is zero by in-
duction. Hence we have proved that L[
◦
n−](I)Mη is a set of highest weight
vectors of V which are not contained in M hence must be zero. Putting
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everything together, we have g′(I)Mη = 0. But as g′(I) is an ideal of L(A),
the set {v ∈ V : g′(I)(v) = 0} , which contains Mη is a non-zero L(A)
submodule of V hence must be V . 
Proposition 3.12. There exists a cofinite ideal R of A such that Vir(R)M =
0.
Proof. Let M =
⊕
n∈ZMξ+n be weight decomposition of M with respect
to d0. Let i ∈ Z such that Mξ+i 6= 0 and for j 6= 0, consider the set
Ij = {a ∈ A : dj(a)Mξ+i = 0}. Then Ij is an ideal of A as for any b ∈ A
and a ∈ Ij consider [d0(b), dj(a)]Mξ+i = d0(b)dj(a)Mξ+i − dj(a)d0(b)Mξ+i.
Now first term of RHS is zero and for the second term note that as d0(b)
preserves Mξ+i, it should be also zero. Also Ij is a cofinite ideal as it can
be seen as a kernel of a linear map φj : A → Mξ+i ⊕ · · · ⊕Mξ+i(q times),
φj(a) = (dj(a)w1, . . . , dj(a)wq), where dimMξ+i = q and {w1, . . . , wq} is a
basis of Mξ+i. Similarly for −j we get an ideal I−j and consider
[dj(Ij), d−j(I−j)] = (−2)d0(IjI−j) + j
3 − j
12
C(IjI−j).
Similarly replacing j by j + r where j + r 6= 0 we get
[dj+r(Ij+r), d−(j+r)(I−(j+r))] =
(−2(j + r))d0(Ij+rI−(j+r)) +
(j + r)3 − (j + r)
12
C(Ij+rI−(j+r)).
Define a cofinite ideal S = IjI−jIj+rI−(j+r) we deduce that d0(S)Mξ+i =
0 = C(S)Mξ+i. Now as M =
∑m
i=1 U(L[
◦
h](A))Mβi , where βi = λ¯ + (ξ +
ri)δ + c ω, ri ∈ Z, and noting that as a d0 weight space Mβi = Mξ+ri and
replacing the cofinite ideal S by product of finitely many cofinite ideals say
S′, we get d0(S′)(
∑m
i Mξ+ri) = 0 and C(S
′)(
∑m
i Mξ+ri). Now let R := S
′I,
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where I is the cofinite ideal of Proposition 3.11, we have the following claim:
Claim: d0(R)(M) = d0(R)
∑m
i=1 U(L[
◦
h](A))Mβi = 0.
Proof of the Claim: It is enough to show that [d0(R), U(L[
◦
h](A))]Mβi = 0,
1 ≤ i ≤ m. Let U(L[
◦
h](A)) = C ⊕ U0(L[
◦
h](A)), where U0(L[
◦
h](A)) :=
L[
◦
h](A)U(L[
◦
h](A)) is the augumentation ideal of U(L[
◦
h](A)). It is suffices to
show that [d0(R), U0(L[
◦
h](A))]Mβi = 0 for a fixed i, 1 ≤ i ≤ m. An arbitrary
element of U0(L[
◦
h](A)) is sum of elements of the form hi1⊗ tm1(aj1) · · · hjt⊗
tmt(ajt), where hik ∈
◦
h, 1 ≤ k ≤ t, mi ∈ Z, , 1 ≤ i ≤ t, ajk ∈ A, 1 ≤ k ≤ t.
We will prove
[d0(R), hi1 ⊗ tm1(aj1) · · · hit ⊗ tmt(ajt)]Mβi = 0.
We use induction on t. For t = 1, b ∈ R consider
[d0(b), hi1 ⊗ tm1(aj1)]Mβi = hi1 ⊗ tm1(aj1)d0(b)Mβi +m1hi1 ⊗ tm1(baj1)Mβi
which is clearly zero. Now for arbitrary t consider
[d0(b), hi1 ⊗ tm1(aj1) · · · hit ⊗ tmt(ajt)]Mβi =
d0(b)hi1 ⊗ tm1(aj1) · · · hit ⊗ tmt(ajt)Mβi =
hi1⊗tm1(aj1)d0(b) · · · hit⊗tmt(ajt)Mβi+m1hi1⊗tm1(baj1) · · · hit⊗tmt(ajt)Mβi .
First term of RHS is zero by induction and and also is the second term
as U(L[
◦
h](A)) is an abelian algebra. This completes the proof of claim.
Finally, 0 6= n ∈ Z, 1
n
dn(R)(M) = [d0(R), dn(1)]M = 0 as dn(1) leaves M
invariant. 
Let R be an ideal from the above Proposition. We have the following:
Proposition 3.13. L(R)V = 0.
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Proof. We already have g′(R)V = 0, and also Vir(R)M = 0. So the set
W := {v ∈ V : L(R)v = 0} is non-zero as it contains M . We will be done
if we show that W is a L(A) submodule. But this is a easy checking. For
x, y ∈ ◦g, n,m ∈ Z, a ∈ A, and b ∈ R and v ∈ W consider y⊗tn(b)x⊗tm(a)v =
x⊗ tm(a)y ⊗ tn(b)v + [y ⊗ tn(b), x⊗ tm(a)]v which is clearly zero. Similarly
one can check other cases also. 
Now as A/R is finite dimensional, hence both Artinian and Noetherian,
without loss of generality we can assume that R =Mk11 Mk22 · · ·Mkqq , where
Mi for 1 ≤ i ≤ q denotes maximal ideal of A. We have the following
proposition:
Proposition 3.14. Let R1 and R2 be two co-prime cofinite ideals of A such
that L0(R1R2)M = 0, then either L0(R1)M = 0 or L0(R2)M = 0.
Proof. Let M =
⊕
n∈ZMξ+n be d0 weight decomposition of M . Now as
R1 and R2 are coprime L0
1,2 := L0(A)/L0(R1R2) ∼= L0(A/R1)⊕L0(A/R2).
Denote L10 := L(A/R1) and L
2
0 := L(A/R1). Let d
1
0 = d0⊗(1+R1) ∈ L10 and
d20 = d0⊗(1+R2) ∈ L20 and d1,20 = d10+d20. We need to show that either L10 or
L20 act trivially on V . Now as d
1,2
0 , d
1
0, d
2
0 commute with each other by similar
argument as Theorem 4.3 of [11], d10 and d
2
0 are diagonalisable on V . Now
as [d1,20 , (h⊗ tn)⊗ (a+R1R2)] = n(h⊗ tn)⊗ (a+R1R2), where h ∈
◦
h, we can
write M =
⊕
p.q∈ZMp,q where Mp,q = {v ∈ M : d10(v) = (α1 + p)v, d20(v) =
(α2 + q)v}. Here α1 + α2 = α. The subspaces M (q) :=
⊕
p∈ZMp,q and
M(p) :=
⊕
q∈ZMp,q are L
1
0 and L
2
0 modules respectively. Now if L
1
0 acts
trivially on M(q), then since L
1
0 and L
2
0 commute with each other, it would
force that L10 acts trivially on M = U(L
2
0)M(q). Hence assuming L
1
0 and L
2
0
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acts non-trivially on M(q) and M
(p) respectively. Now for Mq 6= 0, as a copy
of Vir is contained in L10, it follows that Mp,q 6= 0 for all α1 + p 6= 0 and
similarly forM (p) 6= 0 for all α2+q 6= 0. But this forces that
⊕
p+q=0Mp,q =
Mα1+α2 =Mα is infinite dimensional which is a contradiction. 
In the light of the above proposition we can assume that L0(M1k1)M = 0.
We have the following proposition:
Proposition 3.15. Let M1 be a maximal ideal such that L0(M1k)M = 0
for some positive integer k, then we have L0(M1)M = 0.
Proof. We use induction on k. For k = 1 result is obvious. Assume k = 2.
Let us denote by G := L[
◦
h] ⋊ Vir. It follows that G(M) is an abelian
subalgebra of G(A). It is enough to show that G(M1)M = 0 as K(A)
acts trivially on V . Now imitating step by step from Proposition 4.1 of
[11] or Proposition 4.5 of [21], we obtain that for any b ∈ M1, d0(b) acts
trivially on M . Hence for 0 6= m ∈ Z, h ∈
◦
h, e ∈ M1, 1m (h ⊗ tm(e))M =
[d0(e), h ⊗ tm(1)]M = 0 and similarly dk(e)M = 0 for 0 6= k ∈ Z, e ∈ M1.
So we only need to prove that (
◦
h ⊗ 1)(M1)M = 0. Note that (
◦
h ⊗ 1)(M1)
lies in center of G. So we have h ⊗ 1(e)v = Rh,e v, where h ∈
◦
h, 0 6= v ∈
M,e ∈ M1 and Rh,e a scalar depending on h and e. We aim to show that
Rh,e = 0 ∀ h ∈
◦
h, e ∈ M1. It is enough to show that Rhi,e = 0, for 1 ≤ i ≤ n,
where hi = [xαi , x−αi ], xαi ∈
◦
gαi . We first make the following:
Claim: L(M21)V = 0. Assuming the claim we prove that Rhi,e = 0, for
1 ≤ i ≤ n. Let fix j from 1 ≤ j ≤ n, 0 6= v ∈M and e ∈ M1. Let k be the
smallest positive integer such that ((x−αj ⊗ 1)(e))kv = 0. Here we use that
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V is an integrable module. Now consider
0 = (xαj ⊗ 1)(1)((x−αj ⊗ 1)(e))kv = k((x−αj⊗)1(e))k−1(hj ⊗ 1)(e)v
= kRhj ,e((x−αj ⊗ 1)(e))k−1v.
Above we used the claim so that (hj ⊗ 1)(e) commutes with ((x−αj ⊗
1)(e))k−1. Now we deduce that Rhj ,e = 0.
Proof of the claim: First as L0(M21)M = 0, by similar arguments in
Proposition 3.11 L[
◦
n−](M21)M is a set highest wight vectors of V such that
L[
◦
n−](M21)M ∩ M = 0. Hence L[
◦
n−](M21)M = 0 and we have L(M21)M =
0. Finally L(M21)V = L(M21)U(L[
◦
n−](A))M . But as L(M21)M = 0, to
show L(M21)V = 0, we need to show that [L(M21), U0(L[
◦
n−](A))]M = 0.
This can be seen using an simple induction on the length of typical vectors
of U0(L[
◦
n−](A)).
Now we prove the result for general k. Define the subalgebra Lk−10 :=
(L[
◦
h] ⋊ Vir)(M1
k−1
M1k ) of the Lie algebra L
k
0 := (L[
◦
h] ⋊ Vir)( AM1k ). Again
Lk−10 is an abelian subalgebra of L
k
0. Here we are again as in the pre-
vious case as (L[
◦
h] ⋊ Vir)((M1
k−1
M1k )
2)M = 0. Hence we have Lk−10 M = 0
and hence G(M1)M = 0 by induction. By similar argument as we get
L[
◦
n−](M1)(M) = 0, hence L(M1)M = 0. 
Proposition 3.16. L(M1)V = 0.
Proof. Proof follows in the similar lines of the claim of above Proposition.

Now we are in a position to prove Theorem 3.1. By Proposition 3.16 it
follows that V is an irreducible module for g′⋊Vir =
◦
g⊗C[t, t−1]⊗CK⋊Vir.
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Now we in similar state of Section 4 [8], and appealing to Theorem 4.3 of
[8], completes our proof of Theorem 3.1.
4. Affine Central Operators
In this section we recall results from Section 3 of [4] on affine central
operators. All the results of Section 3 of [4] will go through in our setting
except last Proposition 3.8 where Virasoro center makes appearance. Recall
that present paper deals with independent affine and Vir centers while in
[4], they had taken to be same. We recall some notations:
Definition 4.1. A module V of L(A) is said to be of category Oc if the
following holds:
(1) Virasoro center C acts by a fixed scalar c on V .
(2) V is weight module for L(A) with respect to Cartan subalgebra h¯ and
has finite dimensional weight spaces.
(3) For any v ∈ V and a ∈ A we have Xα(a)v = 0 for htα >> 0, α ∈ ∆+
and Xα ∈ Lα.
Note: Since we are assuming that C acts by c, we will work with the Cartan
subalgebra h of g, i.e.,
◦
h⊕ CK ⊕ Cd0.
We recall some well known facts from [15]. Let α0 = −β + δ, where
β is a highest root of
◦
g and δ is the standard null root of
◦
g. Let ρ ∈ h∗
such that 〈ρ, αi〉 = 12〈αi, αi〉 for all αi, 0 ≤ i ≤ n. Let ρ¯ = ρ|◦h. Recall
that δ(
◦
h) = 0, δ(K) = 1, δ(d0) = 1. Then ρ = ρ¯ + h
∨Λ0 (see [15] 6.2.8)
where h∨ is the dual Coxeter number of
◦
g. Let ∆ = {α + nδ,mδ : 0 6=
m ∈ Z, n ∈ Z, α ∈
◦
∆}. Let {hi : 1 ≤ i ≤ n} be a standard basis of
◦
h.
Let {hi : 1 ≤ i ≤ n} be the dual basis of {hi}, i.e., 〈hi, hj〉 = δi,j for
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1 ≤ i, j ≤ n. Then {hi,K, d0 : 1 ≤ i ≤ n} and {hi, d0,K : 1 ≤ i ≤ n} are
dual basis of h. Let xα ∈ ◦gα and x−α ∈
◦
g−α such that 〈xα, x−α〉 = 1 so that
[xα, x−α] = γ−1(α) (see [15] Theorem 2.2 (e)). Then the Casimir operator
on g is defined by
Ω = 2γ−1(ρ) +
∑
hih
i + 2Kd0 + 2
∑
α∈
◦
∆
∑
n>0
x−α ⊗ t−nxα ⊗ tn
+2
∑
n>0
∑
i
hi ⊗ t−nhi ⊗ tn + 2
∑
α∈
◦
∆+
x−αxα.
Define for a, b ∈ A
Ω1a,b =
∑
α∈
◦
∆
∑
n>0
x−α ⊗ t−n(a)xα ⊗ tn(b),
Ω2a,b =
∑
i
∑
n>0
hi ⊗ t−n(a)hi ⊗ tn(b),
Ω3a,b =
∑
α∈
◦
∆+
x−α(a)xα(b).
Then
Ω(a, b) = 2γ−1(ρ)(ab) +
∑
hi(a)h
i(b) +K(a)d0(b) +K(b)d0(a)
+Ω1a,b +Ω
1
b,a +Ω
2
a,b +Ω
2
b,a +Ω
3
a,b +Ω
3
b,a.
Proposition 4.2 (Propsition 3.1 of [4]). [Ω(a, b), g′] = 0 on objects of Oc.
Definition 4.3. An operator Z on objects of Oc is called an affine central
operator if Z commutes with an action of g′.
For example Ω(a, b) is an affine cental operator.
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4.1. Let for j 6= 0, Tj(a, b) = −1j [dj ,Ω(a, b)]. It is easy checking that
Tj(a, b) is an affine central operator. All the result of Section 3 of [4] will go
through. In particular Tj(a, b) can be written down explicitly for the purpose
if application. We now rewrite Proposition 3.8 of [4] where Virasoro center
will appear. Recall that C denotes Virasoro center and C(a) := C ⊗ a for
a ∈ A.
Proposition 4.4. For 0 6= j ∈ Z, k ∈ Z
[dk, Tj(a, b)] = (j − k)Tj(a, b) − δj+k,0k
3 − k
6
dim
◦
g K(ab)
+δj+k,0
k3 − k
12
(
K(a)C(b) +K(b)C(a) + 2h∨C(ab)
)
.
Remark 4.5. Suppose V (λ) is an irreducible highest weight module for
affine Lie algebra g at non-critical level (K+h∨ 6= 0). Then it is well known
that Virasoro algebra act on V (λ) by famous Sugawara operators (See [15],
Chapter 12). In the present setup of this paper Affine and Virasoro centers
differ. In this case (we take A = C) our affine central operators Tj(1, 1)
will collapse to zero. But where the algebra A is non-trivial we get some
interesting affine central operators as explained in [4].
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