Abstract--In this paper, we consider coupled semi-infinite diffusion problems of the form ut(x, t)-A2uxx (x,t) = 0, x > 0, t > 0, subject to u(0, t) = B and u(x,O) = O, where A is a matrix in C r×r, and u(x, t), and B axe vectors in C r. Using the Fourier sine transform, an explicit exact solution of the problem is proposed. Given an admissible error e and a domain D(xo, to) = {(x,t); 0 < x < x0, t > to > 0}, an analytic approximate solution is constructed so that the error with respect to the exact solution is uniformly upper bounded by e in D(xo, to).
INTRODUCTION
Coupled partial differential equations appear in many different problems, such as for magnetohydrodynamics flows [1] , in the study of temperature distribution within a composite heat conduction [2] , diffusion problems [3] , biochemistry [4] , armament models [5] , etc. Discrete numerical methods for solving coupled partial differential equations are widely studied in the literature [6] , however, the analytic solution of a system of partial differential equations may satisfy an important physical property and the numerical solution may not. This motivates the search for the analytic solution or the analytic-numerical solution of the problem. It is well known that one of most efficient methods for obtaining the analytic solution of partial differential problems is based on the use of integral transforms; see [7, 8] for instance.
Although the model of many different problems is written by a system of partial differential equations, the majority of the authors try to uncouple the original problem in order to use scalar techniques. Uncoupling techniques have important drawbacks such as to impose unnecessary restrictions to the problem, the physical meaning of the data can be lost, the computational cost increases, and one disregards the advantages of modern packages such as Mathematica or Matlab that permit efficient computations with matrices. Other disadvantages of the uncoupling techniques have been treated in [9] .
Coupled partial differential problems have been studied in [10, 11] using a matrix separation of variables method. In this paper, we consider coupled semi-infinite diffusion problems of the form This paper is organized as follows. Section 2 deals with some results about matrix and differential functional calculus where some improper matrix integrals are computed. In Section 3, an exact solution of problem (1.1)-(1.4) is proposed using the Fourier sine transform. Starting from the exact solution, an analytic approximation is constructed so that given a domain D(x0,t0) = {(x,t); 0 < x < x0, t >_ to > 0} and an admissible error e, the error with respect to the exact solution is uniformly upper bounded by e.
Throughout this paper, the set of all eigenvalues of a matrix D in C rxr is denoted by a(D). 
dt THEOREM 2.3. Let A be a matrix in C rxr satisfyiag the condition (1.4) . Then,
PROOF. Let us introduce the matrix valued functions h(t) and g(t) defined by
Note that h(t) can be written in the form h(t) = f(A(t)), where
and by the Fubini-Tonelli theorem [18, p. 65], one gets 
g'(t) =-2texp(-A2t 2) exp(-(Aut) 2) du=-2 exp (-A2t 2) exp (-A2v 2) dv=-h'(t). (2.5)
From (2.4),(2.5), one gets
h'(t) + g'(t) = O, t >_ O.
By the mean value theorem [19, p. 159] , it follows the existence of a matrix D in C rxr such that
Note that h(0) = 0 and
By (2.6), one gets
Taking norms in (2.3) and using the inequality (1.5), it follows that 
Re(Z -2) = ( x2 __y2) 2.1 u4x2y 2 > 0.
From (2.12) and (2.13), it follows that Rew > 0 for all w • a (~A-2), and thus, -~A -2 is a stable matrix with a ((~) A -2) c Do : C ~] -~,0]. By (2.11), the continuity of h and Theorem 2.1, it follows that a(h(t)) C Do, t >_ t., (2.14)
where t. is a large enough positive number. Hence, the square root of h(t) is a well-defined matrix, and by (2.11), it follows that
Thus, the result is established. | THEOREM 2.4. Let t and x be positive numbers and let A be a matrix in C rxr satisfying the condition (1.4 
dI(x) A-2x d--~ = ----~-I(x),

82A-2~ ds] A -1. J(x)=~ I(s)ds=~(~)l/2 [~0Zexp( 4-t ]
Thus, the result is established. | where t > 0 is a fixed parameter. Let us denote
By (3.2) and (1.2), it follows that
A2:Fs[u=z](w) = A 2 {w u(O, t) -w2U(t) } = A 2 {wB -w2U(t) } . (3.6)
Since our transform is with respect to x, we can write
= ~'s[u](w) = "~ (U(t)(w)).
Transforming condition (1. Thus, we have transformed the original problem into an ordinary differential system of the form
dU(t) = wA(B -wU(t)),
U(O) = O, t > O,(3.
9) dt
where w is a fixed parameter. Now let us consider the change of variables defined by
V(t) = wU(t) -B.
(3.10) By (3.10), the problem (3.9) takes the form dV(t) + w2A2V(t) _-0, V(0) = -B, t > 0. (3.11) dt Solving (3.11), one gets (3.12) and by (3.10), it follows that For the ease r > 1, the computation of the integral appearing in (3.20) is not an easy matter as it has been shown in [21, 22] . In order to avoid the difficulties for computing such an integral, in the following we address the problem of constructing analytic-numerical solutions so that the error with respect to the exact solution given by (3.20) is smaller than admissible error e in a prefixed domain D(xo,to) = {(x,t); 0 < x <_ z0, t _> to > 0}.
Let us consider the approximation of exp(-v2A -2) via truncation of its Taylor series. Let u(x, t, q) be the approximation defined by
Computing the integrals appearing in (3.21), one gets (3.26) , where A is given by (3.27) , then u(x, t, qo) defined by (3.22) 
