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《研究ノート》
多次元尺度法概論とそのアルゴリズム
奥　　　喜　正
1．多次元尺度法概説
多次元尺度法（MultiDimensional Scaling；MDS）は人間の感覚器官，視覚や聴覚器官
が，ある刺激に対してどのように反応するか，そのしくみを心理的距離によって捉えよ
うとする試みから発展したデータ解析メソッドである．その応用分野は，当初は計量心
理学の分野であった．その後，マーケティング戦略における分析メソッドとして，認知
マップとしての製品マップの作成に貢献した．最近では，MDSの研究者である Everitt 
が Institute of Psychiatry（精神病理学）に所属しているように，精神病理学や臨床心理
学の分野で，欧米では応用が始まっている［ 1 ］［ 2 ］．人間の内臓の状況を把握するため
の画像診断装置がCT，MRであるように，人の内的世界の状態を把握するための画像
的診断ツールの一つとして，MDSが有効なツールになる日が到来することを期待したい．
そこで，本稿では多次元尺度法の概説と，その解を得るためのアルゴリズムについて言
及する．
さて，多次元尺度法とは，対象間の「非類似性データ」量を距離データに変換して，潜
在する少数の次元や背後にある認知構造を明らかにしたいときに利用する多変量データ
解析手法の一つである．非類似性データ（dissimilarity data；proximity data）とは，例
えば，英語圏の国際観光都市（対象）に対する観光客が持つイメージを 7 点満点で評定
してもらう場合を想定する．「ロンドン－エジンバラ」という 2 都市の対象どうしのイ
メージ相違度を 7 点満点で評定してもらい非類似性データδ12を得る．おそらく，「ロ
ンドン－ラスベガス」という 2 都市間のイメージ相違度という非類似性δ13のほうが
δ12よりも大きくなるであろうことは容易に想像できよう．MDSは，直感的には非類似
性に基づいて対象群を多次元空間に位置づける手法で，非類似性の大きい対象どうしは
遠くに，小さい対象どうしは近くに位置づけるデータ解析メソッドとも言える．
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１．多次元尺度法概説 
 
 多次元尺度法 ( MultiDimensional Scaling；MDS) は人間の感覚器官，視覚や聴覚器官が，あ
る刺激に対してどのように反応するか，そのしくみを心理的距離によって捉えようとする試みか
ら発展したデータ解析メソッドである．その応用分野は，当初は計量心理学の分野であった．そ
の後，マーケティング戦略における分析メソッドとして，認知マップとしての製品マップの作成
に貢献した．最近では，ＭＤＳ研究の第一人者である Everitt が Institute of Psychiatry (精神病
理学) に所属しているように，精神病理学や臨床心理学の分野で，欧米では応用が始まっている
[1][2]．人間の内臓の状況を把握するための画像診断装置がＣＴ，ＭＲであるように，人の内的世
界の状態を把握するための画像的診断ツールの一つとして，ＭＤＳが有効なツールになる日が到
来することを期待したい．そこで，本稿では多次元尺度法の概説と，その解を得るためのアルゴ
リズムについて言及する． 
さて，多次元尺度法とは，対象間の「非類似性データ」量を距離データに変換して，潜在する
少数の次元や背後にある認知構造を明らかにしたいときに利用する多変量データ解析手法の一つ
である．非類似性データ(dissimilarity data；proximity data)とは，例えば，英語圏の国際観光
都市 (対象) に対する観光客が持つイメージを 7 点満点で評定してもらう場合を想定する．「ロン
ドン－エジンバラ」という２都市の対象どうしのイメージ相違度を 7 点満点で評定してもらい非
類似性データδ12を得る．おそらく，「ロンドン－ラスベガス」という 2 都市間のイメージ相違度
という非類似性δ13 のほうがδ12 よりも大きくなるであろうことは容易に想像できよう．ＭＤＳ
は，直感的には非類似性に基づいて対象群を多次元空間に位置づける手法で，非類似性の大きい
対象どうしは遠くに，小さい対象どうしは近くに位置づけるデータ解析メソッドと言える． 
           
さて，対象ｉ,j,k,l 間の非類似性データδij，δklが得られたとする．それらを視覚的に認識でき
る距離量ｄij，ｄkl に，できるだけデータの大小関係（順序関係）のみを保存されるように単調変
換する「対応」が，非計量的多次元尺度法である(注)．ここで，距離とは三角不等式 
ｄik ≤ ｄij + ｄiｋ  for ｉ,j,k,ｌ∈Ｐ   (1) 
を満足する非負の量のことである．諸対象間の違い(非類似性)を，対象点の位置の相違として認識
さて，対象i, j, k, l間の非類似性データδij，δklが得られたとする．それらを視覚的に
認識できる距離量ｄij，ｄklに，できるだけデータの大小関係（順序関係）のみを保存され
るように単調変換する「対応」が，非計量的多次元尺度法である（注）．ここで，距離と
は三角不等式
ｄik ≤ ｄij + ｄik　　for ∀ i, j, k, l ∈ Ｐ （ 1 ）
を満足する非負の量のことである．諸対象間の違い（非類似性）を，対象点の位置の相違
として認識するためには，非類似性データ量が距離に変換されている必要がある．なお，
本稿ではユークリッド空間における距離に限定する．ここで，集合Ｐは解析対象の全体
集合を示す．そして
δij＜δkl ⇒ ｄij ≤ ｄkl　　for ∀i, j, k, l ∈Ｐ （ 2 ）
となるように，非類似性データ量を，その大小関係（順序関係）のみを出来るだけ保っ
て距離に変換することが非計量的MDSというメソッドにとって，本質的な事柄である．
各々の対象を点として表現する空間，すなわち最終解をMDSでは布置（Configuration）
と呼ぶ．布置の次元をＴとすると，対象ｉと対象ｊの次元ｔにおける座標がそれぞれxit，
xjtのように得られたとすると多次元尺度法とは
 
 
2
2
するためには，非類似性データ量が距離に変換されている必要がある．なお，本稿ではユークリ
ッド空間における距離量に限定する．ここで，集合Ｐは解析対象の全体集合を示す．そして 
δij＜δkl ⇒ ｄij ≤ ｄkl    for ｉ,j,k,l ∈Ｐ  (2) 
となるように，非類似性データ量を，その大小関係(順序関係)のみを出来るだけ保って距離に変
換することが非計量的 MDS というメソッドにとって，本質的な事柄である．各々の対象を点と
して表現する空間，すなわち最終解を MDS では布置(Configuration)と呼ぶ．布置の次元をＴと
すると，対象ｉ,対象 j の次元 t における座標がそれぞれ Xit，Ｘjtのように得られたとすると多次
元尺度法とは 
δij  
ｍ
=  ｄ＊ij  ≈ ｄij ＝ Ｔ (Xit－Ｘjt)２ 
のように定式化できる．ここで，記号「 ≈ 」は可能な限り値が近いこと，記号「 ｍ= 」は広義の
単調増加関係を意味する．ｄ＊ij は条件式 (２) を完全に満足する擬似距離量ではあるが，必ずし
も所与の次元Ｔで実在する距離量ではなく，得られた布置の距離ｄij から「クルスカルの単調回
帰」というアルゴリズムを使用して計算される疑似距離量がｄ＊ijであって，ディスパリティとも
呼ばれる[3]．すなわち， 
δij＜δkl ⇒ ｄ＊ij ≤ ｄ＊kl    for ｉ,j,k,l ∈Ｐ  (３) 
という関係が必ず成立するものが擬似距離量，ディスパリティである．よって，ディスパリティ 
ｄ＊ijは非類似性データをδij とすると，広義の単調増加関数を f として，ｄ＊ij＝ )( ijf  と明示的
に書ける． 
本稿では，SPSS の Base で実行可能な「通常のユークリッド距離モデル」に限定して説明する．
すなわち，対象ｉと対象ｊを表わす列ベクトルとしての位置ベクトルをそれぞれｘｉ，ｘｊとする
と 
          ｄij (s) 2 ＝(ｘｉ－ｘｊ)Ｔ WＳ (ｘｉ－ｘｊ)   (4) 
のように，被験者 S における対象ｉと対象ｊとの距離ｄij (s) が定義される[1]．通常のユークリッ
ドモデルは式(4)で， ＷS＝Ｉ(Ｉは単位行列 )の場合に相当する．重みつきモデル(Weighted 
Euclidian Model ) は，Ｗは対角行列となり，その対角成分には被験者ｓが軸ｋを重要視する程度，
重みｗｋ(s)が並ぶ． 
ところで，ある次元 T（通常，T= 2 ~ 4）で完全に式 (2) を満足するような布置を得ることは
一般に困難である．そこで，与えられた非類似性データδijの順序関係と，求められた布置から計
算されるｄij との順序関係がどの程度，一致しているかを評価する適合度基準に，ストレス ( 正
確には，クルスカルのストレス 1 式 )と呼ばれる，モデル適合度の評価規準Ｓを次のように導入
する[3]． 
S = 
 ji
(ｄij―ｄ＊ij)２／ 
 ji
ｄij２ 
一般的には，最小二乗規準を想定したストレス 1 式が，布置の良否，モデル適合度の評価規準
に利用される．現在の解，布置で順序関係が完全に保存されていれば，すなわち式 (2) が成立す
れば，S = 0 となる．大小関係の維持が悪くなるにつれて，つまり，適合度が不良になるにつれて
(xit xjt)
2
k=1
のように定式化できる．ここで，記号「 ≈ 」は可能な限り値が近いこと，記号「=
ｍ
」は
広義の単調増加関係を意味する．d＊ijは条件式（ 2 ）を完全に満足する擬似距離量であるが，
必ずしも所与の次元Ｔで実在する距離量ではなく，得られた布置の距離ｄijから「クル
スカルの単調回帰」というアルゴリズムを使用して計算される疑似距離量がd＊ijであっ
て，ディスパリティとも呼ばれる［ 3 ］．すなわち，
δij＜δkl ⇒ d
＊
ij ≤ d
＊
kl   　for ∀ i, j, k, l ∈Ｐ （ 3 ）
という関係が必ず成立するものが擬似距離量，ディスパリティである．よって，ディス
パリティ d＊ijは非類似性データをδijとすると，広義の単調増加関数を f として，d
＊
ij＝
f（δij）と明示的に書ける．
本稿では，SPSSのBaseで実行可能な「通常のユークリッド距離モデル」に限定して
説明する．すなわち，対象ｉと対象ｊを表わす列ベクトルの位置ベクトルをそれぞれ
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x i， x jとすると
ｄij
（s）2 ＝（ x i－ x j）
Ｔ WS（ x i－ x j） （ 4 ）
のように，被験者Ｓにおける対象ｉと対象ｊとの距離ｄij
（s）が定義される［ 1 ］．通常の
ユークリッドモデルは式（ 4 ）で， ＷS＝Ｉ（Ｉは単位行列 ）の場合に相当する．重みつ
きモデル（Weighted Euclidian Model）は，Ｗは対角行列となり，その対角成分には被
験者ｓが軸ｋを重要視する程度，重みｗk
（s）が並ぶ．
ところで，ある次元Ｔ（通常，T=2～4）で完全に式（ 2 ）を満足するような布置を得
ることは一般に困難である．そこで，与えられた非類似性データδijの順序関係と，求
められた布置から計算されるｄijとの順序関係がどの程度，一致しているかを評価する
適合度基準に，ストレス（正確には，クルスカルのストレス 1 式）と呼ばれる，モデル適
合度の評価規準Ｓを次のように導入する［ 3 ］．
 
 
2
2
するためには，非類似性データ量が距離に変換されている必要がある．なお，本稿ではユークリ
ッド空間における距離量に限定する．ここで，集合Ｐは解析対象の全体集合を示す．そして 
δij＜δkl ⇒ ｄij ≤ ｄkl    for ｉ,j,k,l ∈Ｐ  (2) 
となるように，非類似性データ量を，その大小関係(順序関係)のみを出来るだけ保って距離に変
換することが非計量的 MDS というメソッドにとって，本質的な事柄である．各々の対象を点と
して表現する空間，すなわち最終解を MDS では布置(Configuration)と呼ぶ．布置の次元をＴと
すると，対象ｉ,対象 j の次元 t における座標がそれぞれ Xit，Ｘjtのように得られたとすると多次
元尺度法とは 
δij  
ｍ
=  ｄ＊ij  ≈ ｄij ＝ Ｔ (Xit－Ｘjt)２ 
のように定式化できる．ここで，記号「 ≈ 」は可能な限り値が近いこと，記号「 ｍ= 」は広義の
単調増加関係を意味する．ｄ＊ij は条件式 (２) を完全に満足する擬似距離量ではあるが，必ずし
も所与の次元Ｔで実在する距離量ではなく，得られた布置の距離ｄij から「クルスカルの単調回
帰」というアルゴリズムを使用して計算される疑似距離量がｄ＊ijであって，ディスパリティとも
呼ばれる[3]．すなわち， 
δij＜δkl ⇒ ｄ＊ij ≤ ｄ＊kl    for ｉ,j,k,l ∈Ｐ  (３) 
という関係が必ず成立するものが擬似距離量，ディスパリティである．よって，ディスパリティ 
ｄ＊ijは非類似性データをδij とすると，広義の単調増加関数を f として，ｄ＊ij＝ )( ijf  と明示的
に書ける． 
本稿では，SPSS の Base で実行可能な「通常のユークリッド距離モデル」に限定して説明する．
すなわち，対象ｉと対象ｊを表わす列ベクトルとしての位置ベクトルをそれぞれｘｉ，ｘｊとする
と 
          ｄij (s) 2 ＝(ｘｉ－ｘｊ)Ｔ WＳ (ｘｉ－ｘｊ)   (4) 
のように，被験者 S における対象ｉと対象ｊとの距離ｄij (s) が定義される[1]．通常のユークリッ
ドモデルは式(4)で， ＷS＝Ｉ(Ｉは単位行列 )の場合に相当する．重みつきモデル(Weighted 
Euclidian Model ) は，Ｗは対角行列となり，その対角成分には被験者ｓが軸ｋを重要視する程度，
重みｗｋ(s)が並ぶ． 
ところで，ある次元 T（通常，T= 2 ~ 4）で完全に式 (2) を満足するような布置 ることは
一般に困難である．そこで，与えられた非類似性データδijの順序関係と，求められた布置から計
算されるｄij との順序関係がどの程度，一致しているかを評価する適合度基準に，ストレス ( 正
確には，クルスカルのストレス 1 式 )と呼ばれる，モデル適合度の評価規準Ｓを次のように導入
する[3]． 
S = 
 ji
(ｄij―ｄ＊ij)２／ 
 ji
ｄij２ 
一般的には，最小二乗規準を想定したストレス 1 式が，布置の良否，モデル適合度の評価規準
に利用される．現在の解，布置で順序関係が完全に保存されていれば，すなわち式 (2) が成立す
れば，S = 0 となる．大小関係の維持が悪くなるにつれて，つまり，適合度が不良になるにつれて
一般的には，最小二乗規準を想定した トレス 1 式が，布置の良否，モデル適合度
の評価規準に利用される．現在の解，布置で順序関係が完全に保存されていれば，す
なわち式（ 2 ）が成立すれば，S = 0となる．大小関係の維持が悪くなるにつれて，つま
り，適合度が不良になるにつれてＳの値は大きくなるが，ストレス 1 式の値Ｓは最悪で
も0.2未満であることが要求される。そうでない場合は，布置の次元Ｔを 1 次元上げて，
改めて布置を求めなおす．
つぎに，クルスカルによるプログラム，MDSCAL（MultDimensional SCALing）に基
づいてMDSの解を求めるアルゴリズムを簡単に説明する．これは，つぎのステップか
ら構成される．
①非類似性データ群｛δｉｊ｝が与えられているとする
②布置（configuration）の次元を設定する
③初期布置Ｘを定める
④布置Ｘを基準化した布置をＺとする
⑤現在の布置から距離量｛ｄij｝を計算する
⑥非類似性δijと単調関係にあるディスパリティ d
＊
ij をｄijから計算する
⑦適合度指標，ストレス値Ｓをｄij とd
＊
ij とから計算する
⑧Ｓが大きければ，最急降下法などの逐次近似法を用いて，適合度指標Ｓの値が小さく
なる方向に布置Ｚを微小変化させて，ＺNEW ← ＺOLD＋⊿Zのように更新して，ストレ
スＳを改善して，ステップ④に戻る
⑨Ｓが一定以下に小さくなれば，最終布置Ｚfinalとする
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SPSSで使用されているALSCAL（Alternating Least squares SCALing）やPROXSCAL
（PROXimity SCALing）のアルゴリズムの基本的枠組みは，MDSCALを変化させたもので
ある［ 4 ］．特に，本稿で利用するPROXSCALは⑦，⑧を変更したものと見做せば理解し
やすいが，そのアルゴリズムについては後述，説明する［ 5 ］．
MDSによって分析するデータ形式について説明する［ 6 ］．図 1 で被験者が一人の場
合が，Two－way，つまりデータ行列が1個の場合である．このケースでは通常の「重
みなしユークリッドモデル」で分析すればよい．それに対して，被験者が複数の場合，
例えば，年度ごとに得られるプロ野球成績データや，経時的に行われる患者群の健康診
断データなどはThree－way dataとなる．対応する解析法には，被験者間の個人差や測
定時点差など，いわゆる，INDSCALと呼ばれる個人差を考慮する「重みつきユークリッ
ドモデル」が代表的なモデルである［ 7 ］．
 
 
3
3
S の値は大きくなるが，ストレス 1 式の値Ｓは最悪でも 0.2 未満であることが要求される。そう
でない場合は，布置の次元Ｔを１次元上げて，改めて布置を求めなおす． 
つぎに，クルスカルによるプログラム，MDSCAL (MultDimensional SCALing) に基づいてＭ
ＤＳの解を求めるアルゴリズムを簡単に説明する．これは，つぎのステップから構成される． 
 
① 非類似性データ群｛δｉｊ｝が与えられているとする 
② 布置(configuration)の次元を設定する 
③ 初期布置Ｘを定める 
④ 布置Ｘを基準化した布置をＺとする 
⑤ 現在の布置から距離量｛ｄij｝を計算する 
⑥ 非類似性δijと単調関係にあるディスパリティｄ＊ij をｄijから計算する 
⑦ 適合度指標，ストレス値Ｓを ｄij と ｄ＊ij とから計算する 
⑧ Ｓが大きければ，最急降下法などの逐次近似法を用いて，適合度指標Ｓの値が小さくなる方
向に布置Ｚを微小変化させて，ＺNEW ← ＺOLD＋⊿Z のように更新して，ストレスＳを改善
して，ステップ④に戻る 
⑨ Ｓが一定以下に小さくなれば，最終布置Ｚfinalとする 
 
SPSS で使用されている ALSCAL (Alternating Least squares SCALing)や PROXSCAL 
(PROXimity SCALing)のアルゴリズムの基本的枠組みは，MDSCALを変化させたものである[4]．
特に，本稿で利用する PROXSCALは⑦，⑧を変更したものと見做せば理解しやすいが，そのア
ルゴリズムにつ ては後述，説明する[5]． 
MDSによって分析するデータ形式について説明する[6]．図 1で被験者が一人の場合が，Two
－way，つまりデータ行列が 1 個の場合である．このケースでは通常の「重みなしユークリッド
モデル」で分析すればよい．それに対して，被験者が複数の場合，例えば，年度ごとに得られる
プロ野球成績データや，経時的に行われる患者群の健康診断データなどは Three－way dataとな
る．対応する解析法には，被験者間の個人差や測定時点差など，いわゆる，INDSCAL と呼ばれ
る個人差を考慮する「重みつきユークリッドモデル」が代表的なモデルである[7]． 
 
図 1．３元データの図解 図 1 ． 3 元データの図解　文献［ 6 ］
2 ．通常のユークリッドモデルでの分析例
行が属性で列が対象のTwo-Way data を通常のユークリッドモデルにより分析する具
体例によって，MDS解析プロセスの概略を説明する．この調査では，被験者，具体的
には筆者の 4 年ゼミに所属するアルコール類をよく飲む学生 7 人が，各種アルコール飲
料に対してもつイメージを，居酒屋とホテルバーという異なる 2 か所で実際に飲酒して
もらってから，10属性に関してそれぞれのアルコール飲料について 5 点満点で評価して
もらった．調査用紙への記入による属性型アンケートデータがこの分析例の入力データ
となる．それぞれの成分は評定合計値を解答者数で除したものである．よって，小数点
がデータにでるのである．これは， 5 種類のアルコール飲料を全て飲むことが出来ない
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学生も当然のことながら居たから，解答者数は対象アルコールごとに異なるからである．
表 1 ．バーと居酒屋でのアルコールイメージデータ　（入力データ）
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行が属性で列が対象のTwo-Way data を通常のユークリッドモデルにより分析する具体例によって，
ＭＤＳ解析プロセスの概略を説明する．この調査では，被験者，具体的には筆者の４年ゼミに所属す
るアルコール類を良く飲む学生７人が，各種アルコール飲料に対してもつイメージを，居酒屋とホテ
ルバーという異なる２か所で実際に飲酒してもらってから，10 属性に関してそれぞれのアルコール飲
料について５点満点で評価してもらった．調査用紙への記入による属性型アンケートデータがこの分
析例の入力データとなる．それぞれの成分は評定合計値を解答者数で除したものである．よって，小
数点がデータにでるのである．これは，５種類のアルコール飲料を全て飲むことが出来ない学生も当
然のことながら居たから，解答者数は成分ごとに異なるからである． 
表１．バーと居酒屋でのアルコールイメージデータ (入力データ) 
銘柄 ドライ＿Ｂar 赤ワイン_Ｂ 日本酒_Ｂ ブランデー_Ｂウイスキー_Ｂ ドライビール 赤ワイン 日本酒 ブランデー ウイスキー
スマートな 3.00 3.80 3.00 4.00 4.00 2.14 4.00 2.75 3.00 3.33
男性的な 3.80 2.40 4.00 5.00 3.50 4.43 2.33 4.50 4.00 4.33
都会的な 3.00 4.60 2.00 4.00 4.00 2.14 5.00 2.75 4.00 4.33
飲みやすい 4.40 4.40 3.00 3.00 4.00 3.86 3.00 2.50 2.00 2.00
若者向きな 3.20 3.00 2.00 3.00 3.00 3.29 3.33 2.50 2.00 1.67
高級な 2.60 4.80 4.00 5.00 4.00 1.29 4.67 2.00 5.00 4.33
ムードがある 3.20 4.80 4.00 4.00 4.50 2.14 5.00 1.75 4.00 3.67
さわやかな 4.00 3.40 4.00 3.00 3.00 3.43 3.00 2.00 2.00 2.00
家庭的な 3.40 2.60 3.00 3.00 2.50 4.29 1.67 3.75 2.00 3.33
きつい 1.40 2.80 3.00 5.00 3.00 1.71 3.00 4.25 5.00 5.00
 アルコール飲料間の非類似性δはつぎのように計算する．例えば，Barでドライビールを嗜んだ場合
と，バーで赤ワインを飲んだ場合の両アルコール飲料間の非類似性 は，添え字を’1＝ドライ＿r’， 
’2＝赤ワイン＿Ｂ’ とすれば，δ１２と表現できて 
  δ12 ＝
2222 2.80)－(1.40＋2.60)－(3.40＋･･･＋2.40)－(3.80＋）3.80－3.00（  
    ＝ 3.945 
のように，ユークリッド距離的に非類似性データδ12 は求められる．同様に10個の全対象間について， 
(10・9)/2＝45個の非類似性データ群｛δij｝を計算して，非類似性行列⊿を表２のように作成する． 
一般的に，対象ｉ，ｊのｐ個の属性に関する属性データがそれぞれｉ＝(ｘi1，ｘi2，･･･，ｘiｐ)， 
ｊ＝(ｘｊ1，ｘj2，･･･，ｘjｐ)であるときに，対象ｉと対象ｊとの非類似性データδijを計算するには 
δij＝［
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1
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
］1/r 
あるいは，属性ごとにデータを標準化した場合は 
δij＝［
r
jT
p
T
iT zz ||
1


］1/r 
という式を利用すればよい．この分析例はｒ＝２を採用してユークリッド距離的な非類似性データを
使用した．ｒ＝１のときは「市街地距離」という．どのようなｒの値を採用するかは，刺激に対して
被験者がどのように反応するかによる． 
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ルを嗜んだ場合と，バーで赤ワインを飲んだ場合の両アルコール飲料間の非類似性は，
添え字を’1＝ドライ＿Bar’，’2＝赤ワイン＿Ｂ’とすれば，δ12と表現できて，表 1 より
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ＭＤＳ解析プロセスの概略を説明する．この調査では，被験者，具体的には筆者の４年ゼミに所属す
るアルコール類を良く飲む学生７人が，各種アルコール飲料に対してもつイメージを，居酒屋とホテ
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のように，ユークリッド距離的に非類似性データδ12は求められる．同様に10個の全対
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のように，ユークリッド距離的に非類似性データδ12 は求められる．同様に10個の全対象間について  
(10・9)/2＝45個の非類似性データ群｛δij｝を計算して，非類似性行列⊿を表２のように作成する． 
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ｊ＝(ｘｊ1，ｘj2，･･･，ｘjｐ)であるときに，対象ｉと対象ｊとの非類似性データδijを計算するには 
δij＝［
r
jT
p
T
iT xx ||
1


］1/r 
あるいは，属性ごとにデータを標準化した場合は 
δij＝［
r
jT
p
T
iT zz ||
1


］1/r 
という式を利用すればよい．この分析例はｒ＝２を採用してユークリッド距離的な非類似性データを
使用した．ｒ＝１のときは「市街地距離」という．どのようなｒの値を採用するかは，刺激に対して
被験者がどのように反応するかによる． 
 
あるいは，属性ごとにデータを標準化した場合は
という式を利用すればよい．この分析例はｒ＝ 2 を採用してユークリッド距離的な非類
似性データを使用した．ｒ＝ 1 のときは「市街地距離」という．どのようなｒの値を採
用するかは，刺激に対して被験者がどのように反応するかによる．
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表 2 ．非類似性データ行列
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図2．δとｄ＊の関係 
この非類似性データδij から対応する距離データｄijを計算し，続いて，距離データｄijと非類
似性データδij から「クルスカルの単調回帰」という方法を利用して擬似距離量，ディスパリテ
ィｄ＊ij を計算する．δｉｊとｄ＊ｉｊとの関係を散布図で示すと図2のようになっていて，この散布
図からδとｄ＊との関係が，広義の単調増加関係が成立していること，つまり，δとｄ＊との間で
は，データ間の大小関係が完全に保存されていることが了解できる． 
表3．距離行列 
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ところが，非類似性データと距離との間では，必ずしも大小関係が保存されていない
ことが表 3 から発見できる．例えば，第 3 列の対象（具体的には，日本酒＿bar）と第
9 列の対象 9 （ 9 ：ブランデー），第10列の対象10（10：ウイスキー）の非類似性デー
タの大小関係は，表 2 よりδ39（3.87）＜δ3,10（3.89）であるが，対応する距離量はｄ39
（0.9）＞ｄ3,10（0.78）のように変換されている．つまり，必ずしも大小関係を保持した変
換が，限定された 2 次元布置では実現できていないことがわかる．ここで，カッコ内の
数値は非類似性データ量，距離をそれぞれ示す．
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ところが，非類似性データと距離量との間では，必ずしも大小関係が保存されていないことが
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表 5 ． 2 元アルコールデータ解析の適合度
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図4．アルコール飲料の製品マップ ( 添え字Ｂarはバーで嗜んだ場合を示す ) 
 
そして，アルコール飲料認知空間を確定することと，アルコール飲料を嗜む場所の違いで消費者の
イメージ認知がどの程度，変動するかを把握するという２個の分析目的のために，認知マップ(製品マ
ップ)を作成した．認知マップとは，被験者の心の中での対象やブランドの位置づけを可視化したもの
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この分析例では，アルコール飲料の製品空間は２次元空間で捉えられて，製品マップの横軸は「飲
みやすい－アルコール度が強い」，縦軸は「中年男性的な－スマートな」と解釈でき，ゼミ学生達は
各種アルコール飲料について，‘飲みやすさ’と’スマートさ’の２軸による認知空間で飲酒行動を
している様子が推察できた(図1)．つぎに，アルコール飲料を楽しむ場所の違いの影響を調べる．バー
で嗜んだ場合のドライビール，日本酒のマップでの対象点が，居酒屋での対象点よりも左下にかなり
移動していることから，バーでビールなどの大衆酒を飲むと「スマートで多少アルコール度を強く感
じて，程良く酔えるのであろう．他方，ウイスキーや赤ワインなどの高級酒では，バーでの対象点が
居酒屋のそれよりも右下に移動しているので，バーでウイスキーなどを飲んだ際，スマートで気持ち
よく，アルコール度数があまり気にならないで，お酒がすすんで飲み過ぎるかもしれない．また，バ
ーで楽しむ場合，赤ワインとウイスキーが製品マップにおいて，それらの位置が隣接していることか
ら，それらが競合関係，代替財になっていることは興味深い．あるバーテンダーの話によると，実際
にワインを楽しんでから，ウイスキーを飲む常連客が２割程度，バーでは居るようである． 
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から，バーでビールなどの大衆酒を飲むと「スマートで多少アルコール度を強く感じて，
程良く酔えるのであろう．他方，ウイスキーや赤ワインなどの高級酒では，バーでの対
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スマートで気持ちよく，アルコール度数があまり気にならないので，お酒がすすんで飲
み過ぎるかもしれない．また，バーで楽しむ場合，赤ワインとウイスキーが製品マップ
において，それらの位置が隣接していることから，それらが競合関係，代替財になって
いることは興味深い．ベテランバーテンダーの話によると，実際にワインを楽しんでか
ら，ウイスキーを飲む常連客が 2 割程度，バーでは居るようである．
3 .　MDSアルゴリズムとPROXSCAL
多次元尺度法は統計的データ解析ツールのなかで，情報工学的色彩が強いメソッドと
も見做せて，PCの性能が現在ほど優れていない時代には最終解を得るのにかなりの時
間を要した．そこで，多次元尺度法のアルゴリズム的側面について説明する．
多次元尺度法のアルゴリズムには，MDSCALの他にALSCAL（Alternating Least 
squares SCALing）やPROXSCAL（PROXimity SCALing）などがあるが，基本的な枠組
みはMDSCALのところで書いたように以下のとおりで，⑦，⑧がそれぞれ異なると見
做せばよい．
①非類似性データ｛δij｝が与えられているとする
②布置（configuration）の次元を設定する
③初期布置Ｘを定める
④布置Ｘを基準化して布置Ｚを得る
⑤現在の布置から距離｛ｄij｝を計算する
⑥非類似性データδijと単調関係にあるディスパリティ d
＊
ij をｄijから計算する
⑦適合度指標の各種ストレス値Ｓをｄij と d
＊
ij とから計算する
⑧適合度指標のＳが大きければ，最急降下法などの逐次近似法でＳが小さくなるように，
現在の布置Ｚを微小変化させて，Ｚ’ ← Ｚ＋⊿Zのように更新して，ステップ④に戻
る
⑨Ｓが小さければ最終布置Ｚfinalを得る
ステップ③について補足説明をする．計量的MDSにより得られる布置を初期布置に
採用して，出来るだけ最終布置ＸFinalに近いものを利用することが，局所最小問題を防
ぐための合理的な方法である．
ここで，局所最小について説明する．いま，複数の極小点をもつ関数Ｈについて考
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えてみる．この場合，複数の極小点のうち，関数Ｈの最小値を与える最小点をGrobal 
Minimaといい，そうでない極小点をLOCAL Minima（局所最小）という．局所最小点
に不幸にも関数Ｈが収束してしまうことを「局所最小」問題といい，最急降下法でも，
あるいはMajorization Algorithmを使用しても防ぐことが出来ない厄介な問題である．
この問題には，複数の初期値群から逐次近似法をスタートさせるしか対策法はない．
さて，計量的MDSのプロセスは以下のとおりである．非類似性データδに適切な定
数を加算して距離量ｄに変換する．布置座標行列（布置行列）を求めるために対象ｉと
対象ｊの距離ｄijを，ダブルセンタリング法で原点からの位置ベクトル i ， j による内積
ｂijに変換する．対象ｉの次元ｔの座標をｘitとすると
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と書けて，ｘitを成分とする行列Ｘは布置座標行列に他ならない．実対称行列の内積行列Ｂ＝ 
[ｂij] は固有値分解が可能である．すなわち 
      Ｂ＝ＴＤＴT (固有値分解)  ⇔ ＴTＢＴ＝Ｄ (実対称行列の対角化問題) 
が成立して，また，Ｂ＝ＸＸTが成立するので 
      Ｂ＝ＸＸＴ＝ＴＤ1/2Ｄ1/2Ｔ より Ｘ＝ＴＤ1/2 
であるから，ＴＤ1/2 が初期布置行列の候補として得られる．ここで，Ｄは対角成分に行列Ｂの固
有値が並ぶ対角行列，Ｔは対応する固有ベクトルが並ぶ直交行列である．しかるに，ｐ次元初期
布置を求める場合は，行列Ｘの最初のｐ個の列によって形成される行列を初期布置行列Ｘstartにす
ればよい[1]．その他に，入力データについて主成分分析が可能である場合は，その解を初期布置
に利用することもある． 
 
i,  j
と書けて，ｘitを成分とする行列Ｘは布置座標行列に他ならない．実対称行列の内積
列Ｂ＝［ｂij］は固有値分解が可能である．すなわち
　　　　　　　Ｂ＝ＴＤＴT（固有値分解）⇔ＴTＢＴ＝Ｄ（実対称行列の対角化問題）
が成立して，また，Ｂ＝ＸＸTが成立するので
　　　　　　　Ｂ＝ＸＸＴ＝ＴＤ1/2Ｄ1/2Ｔ より Ｘ＝ＴＤ1/2
とできるから，ＴＤ1/2が初期布置行列の候補として得られる．ここで，Ｄは対角成分に
行列Ｂの固有値が並ぶ対角行列，Ｔは対応する固有ベクトルが並ぶ直交行列である．し
かるに，ｐ次元初期布置を求める場合は，行列Ｘの最初のｐ個の列によって形成される
行列を初期布置行列Ｘstartにすればよい［ 1 ］．その他に，入力データについて主成分分
析が可能である場合は，その解を初期布置に利用することもある．
つぎに，本稿のデータ解析で利用したPROXSCALについて説明する［ 5 ］［11］．この
プログラムはSPSSのCategoryオプションに搭載されている．PROXSCALでは，上記の
ステップ⑦でストレス1式の代わりに，rawストレス，すなわち，
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9
つぎに，本稿のデータ解析で利用した PROXSCAL について説明する[5][11]．このプログラム
は SPSS の at y オプションに搭載されている．PROXSCAL では，上記のステップ⑦でストレス
1式の代わりに，raw ストレス，すなわち， 
σｒ(Ｘ)＝   2Xdw ijij
ji
ij 

  
を使用する．かつ，ステップ⑧でMDSCALでは最急降下法を利用するが，PROXSCALではMajorization 
Algorithm を採用した反復式 
        Ｘｋ＋１＝Ｖ
＋Ｂ(Ｘｋ)Ｘｋ  
を使用する． 
PROXSCAL は良好な布置を求めるために，最適化手法に Majorization Algorithm(Ｍ.A.)を利用して，
局所最適解への収束が保証されている[10][12]．M.A.を利用するので，最急降下法を利用するプログ
ラムよりも数値計算の観点からは局所最終解への収束が良好となるとも言われている[14]． 
具体的には，PROXSCAL は raw ストレス，σｒ(Ｘ)を最小にするように最終解を求める[8]．Ｘを布置
行列とするとσｒ(Ｘ)は以下のように定義されて   
σｒ(Ｘ)＝   2Xdw ijij
ji
ij 

  
         ＝ηδ
２＋tr ＸTＶＸ－２tr ＸTＢ(Ｘ)Ｘ 
          ≦ηδ
２＋tr ＸTＶＸ－２tr ＸTＢ(Ｚ)Ｚ≡τ(Ｘ,Ｚ) 
となる[5]．ηδ
２は定数項である．そして，σｒ(Ｘ)を最小にする代わりにτ(Ｘ,Ｚ)を最小にするとい
う Majorization algorithm が PROXSCAL では採用されている．ここで，行列Ｂ(Ｚ)は 
Ｂ＝[－wijδij/dij] あるいは [－wij d
*
ij/dij]  (i≠j のとき) 
        Ｂ＝[－
ij
ｂij］                           (i＝j のとき) 
という対称行列で，Ｖは重み行列である． 
τ(Ｘ,Ｚ)を行列Ｘで微分すると 
    ∇τ(Ｘ,Ｚ)＝∇(tr ＸTＶＸ)－∇(２tr ＸTＢ(Ｚ)Ｚ) 
           ＝２ＶＸ－２Ｂ(Ｚ)Ｚ 
となる．ここで，∇τ(Ｘ,Ｚ)＝０とおくと 
      ＶＸ＝Ｂ(Ｚ)Ｚ 
となる．行列Ｖは一般にランク落ちをするので，行列Ｖには通常の逆行列は存在しない．そこで，Ｖ
のムーアペンロース(一般)逆行列をＶ＋とするとＶ＋は一意に定まって(注)，上式から行列Ｘの推定値
^
X は 
     
^
X ＝Ｖ＋Ｂ(Ｚ)Ｚ 
のように，布置Ｘの推定値は求まる．ここで，ムーアペンロース逆行列Ｖ＋は具体的には 
     Ｖ＋＝(Ｖ＋１１T)－１＋Ｎ－２１１T 
という形式になる[11]．よって，反復式は 
        Ｘｋ＋１＝Ｖ
＋Ｂ(Ｘｋ)Ｘｋ 
を使用する．かつ，ステップ⑧でMDSCALでは最急降下法を利用するが，PROXSCAL
ではMajorization Algorithm を採用した反復式
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つぎに，本稿 データ解析で利用した PROXSCAL について説明する[5][11]．このプログラム
は SPSS の Category オプションに搭載されている．PROXSCAL では，上記のステップ⑦でストレス
1式の代わりに，raw ストレス，すなわち， 
σｒ(Ｘ)＝   2Xdw ijij
ji
ij 

  
を使用する．かつ，ステップ⑧でMDSCALでは最急降下法を利用するが，PROXSCALではMajorization 
Algorithm を採用した反復式 
        Ｘｋ＋１＝Ｖ
＋Ｂ(Ｘｋ)Ｘｋ  
を使用する． 
PROXSCAL は良好な布置を求めるために，最適化手法に Majorization Algorithm(Ｍ.A.)を利用して，
局所最適解への収束が保証されている[10][12]．M.A.を利用するので，最急降下法を利用するプログ
ラムよりも数値計算の観点からは局所最終解への収束が良好となるとも言われている[14]． 
具体的には，PROXSCAL は raw ストレス，σｒ(Ｘ)を最小にするように最終解を求める[8]．Ｘを布置
行列とするとσｒ(Ｘ)は以下のように定義されて   
σｒ(Ｘ)＝   2Xdw ijij
ji
ij 

  
         ＝ηδ
２＋tr ＸTＶＸ－２tr ＸTＢ(Ｘ)Ｘ 
          ≦ηδ
２＋tr ＸTＶＸ－２tr ＸTＢ(Ｚ)Ｚ≡τ(Ｘ,Ｚ) 
となる[5]．ηδ
２は定数項である．そして，σｒ(Ｘ)を最小にする代わりにτ(Ｘ,Ｚ)を最小にするとい
う Majorization algorithm が PROXSCAL では採用されている．ここで，行列Ｂ(Ｚ)は 
Ｂ＝[－wijδij/dij] あるいは [－wij d
*
ij/dij]  (i≠j のとき) 
        Ｂ＝[－
ij
ｂij］                           (i＝j のとき) 
という対称行列で，Ｖは重み行列である． 
τ(Ｘ,Ｚ)を行列Ｘで微分すると 
    ∇τ(Ｘ,Ｚ)＝∇(tr ＸTＶＸ)－∇(２tr ＸTＢ(Ｚ)Ｚ) 
           ＝２ＶＸ－２Ｂ(Ｚ)Ｚ 
となる．ここで，∇τ(Ｘ,Ｚ)＝０とおくと 
      ＶＸ＝Ｂ(Ｚ)Ｚ 
となる．行列Ｖは一般にランク落ちをするので，行列Ｖには通常の逆行列は存在しない．そこで，Ｖ
のムーアペンロース(一般)逆行列をＶ＋とするとＶ＋は一意に定まって(注)，上式から行列Ｘの推定値
^
X は 
     
^
X ＝Ｖ＋Ｂ(Ｚ)Ｚ 
のように，布置Ｘの推定値は求まる．ここで，ムーアペンロース逆行列Ｖ＋は具体的には 
     Ｖ＋＝(Ｖ＋１１T)－１＋Ｎ－２１１T 
という形式になる[11]．よって，反復式は 
        Ｘｋ＋１＝Ｖ
＋Ｂ(Ｘｋ)Ｘｋ 
を使用する．
PROXSCALは良好な布置を求めるために，最適化手法に Majorization Algorithm
（Ｍ.A.）を利用して，局所最適解への収束が保証される［10］［12］．M.A.を利用するので，
最急降下法を利用するプログラムよりも数値計算の観点からは局所最終解への収束が良
好となるとも言われている［14］．
具体的には，PROXSCAL は rawストレ ，σr（Ｘ）を最小にするように最終解を求
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める［ 8 ］．Ｘを布置行列とするとσr（Ｘ）は以下のように定義されて
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つぎに，本稿のデータ解析で利用した PROXSCAL について説明する[5][11]．このプログラム
は SPSS の Category オプションに搭載されている．PROXSCAL では，上記のステップ⑦でストレス
1式の代わりに，raw ストレス，すなわち， 
σｒ(Ｘ)＝   2Xdw ijij
ji
ij 

  
を使用する．かつ，ステップ⑧でMDSCALでは最急降下法を利用するが，PROXSCALではMajorization 
Algorithm を採用した反復式 
        Ｘｋ＋１＝Ｖ
＋Ｂ(Ｘｋ)Ｘｋ  
を使用する． 
PROXSCAL は良好な布置を求めるために，最適化手法に Majorization Algorithm(Ｍ.A.)を利用して，
局所最適解への収束が保証されている[10][12]．M.A.を利用するので，最急降下法を利用するプログ
ラムよりも数値計算の観点からは局所最終解への収束が良好となるとも言われている[14]． 
具体的には，PROXSCAL は raw ストレス，σｒ(Ｘ)を最小にするように最終解を求める[8]．Ｘを布置
行列とするとσｒ(Ｘ)は以下のように定義されて   
σｒ(Ｘ)＝   2Xdw ijij
ji
ij 

  
         ＝ηδ
２＋tr ＸTＶＸ－２tr ＸTＢ(Ｘ)Ｘ 
          ≦ηδ
２＋tr ＸTＶＸ－２tr ＸTＢ(Ｚ)Ｚ≡τ(Ｘ,Ｚ) 
となる[5]．ηδ
２は定数項である．そして，σｒ(Ｘ)を最小にする代わりにτ(Ｘ,Ｚ)を最小にするとい
う Majorization algorithm が PROXSCAL では採用されている．ここで，行列Ｂ(Ｚ)は 
Ｂ＝[－wijδij/dij] あるいは [－wij d
*
ij/dij]  (i≠j のとき) 
        Ｂ＝[－
ij
ｂij］                           (i＝j のとき) 
という対称行列で，Ｖは重み行列である． 
τ(Ｘ,Ｚ)を行列Ｘで微分すると 
    ∇τ(Ｘ,Ｚ)＝∇(tr ＸTＶＸ)－∇(２tr ＸTＢ(Ｚ)Ｚ) 
           ＝２ＶＸ－２Ｂ(Ｚ)Ｚ 
となる．ここで，∇τ(Ｘ,Ｚ)＝０とおくと 
      ＶＸ＝Ｂ(Ｚ)Ｚ 
となる．行列Ｖは一般にランク落ちをするので，行列Ｖには通常の逆行列は存在しない．そこで，Ｖ
のムーアペンロース(一般)逆行列をＶ＋とするとＶ＋は一意に定まって(注)，上式から行列Ｘの推定値
^
X は 
     
^
X ＝Ｖ＋Ｂ(Ｚ)Ｚ 
のように，布置Ｘの推定値は求まる．ここで，ムーアペンロース逆行列Ｖ＋は具体的には 
     Ｖ＋＝(Ｖ＋１１T)－１＋Ｎ－２１１T 
という形式になる[11]．よって，反復式は 
        Ｘｋ＋１＝Ｖ
＋Ｂ(Ｘｋ)Ｘｋ 
となる［ 5 ］．ηδ
2は定数項である．そして，σr（Ｘ）を最小にする代わりにτ（Ｘ,Ｚ）を
最小にするというMajorization algorithm がPROXSCALでは採用される．ここで，行
列Ｂ（Ｚ）は
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1式の代わりに，raw ストレス，すなわち， 
σｒ(Ｘ)＝   2Xdw ijij
ji
ij 

  
を使用する．かつ，ステップ⑧でMDSCALでは最急降下法を利用するが，PROXSCALではMajorization 
Algorithm を採用した反復式 
        Ｘｋ＋１＝Ｖ
＋Ｂ(Ｘｋ)Ｘｋ  
を使用する． 
PROXSCAL は良好な布置を求めるために，最適化手法に Majorization Algorithm(Ｍ.A.)を利用して，
局所最適解への収束が保証されている[10][12]．M.A.を利用するので，最急降下法を利用するプログ
ラムよりも数値計算の観点からは局所最終解への収束が良好となるとも言われている[14]． 
具体的には，PROXSCAL は raw ストレス，σｒ(Ｘ)を最小にするように最終解を求める[8]．Ｘを布置
行列とするとσｒ(Ｘ)は以下のように定義されて   
σｒ(Ｘ)＝   2Xdw ijij
ji
ij 

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          ≦ηδ
２＋tr ＸTＶＸ－２tr ＸTＢ(Ｚ)Ｚ≡τ(Ｘ,Ｚ) 
となる[5]．ηδ
２は定数項である．そして，σｒ(Ｘ)を最小にする代わりにτ(Ｘ,Ｚ)を最小にするとい
う Majorization algorithm が PROXSCAL では採用されている．ここで，行列Ｂ(Ｚ)は 
Ｂ＝[－wijδij/dij] あるいは [－wij d
*
ij/dij]  (i≠j のとき) 
        Ｂ＝[－
ij
ｂij］                           (i＝j のとき) 
という対称行列で，Ｖは重み行列である． 
τ(Ｘ,Ｚ)を行列Ｘで微分すると 
    ∇τ(Ｘ,Ｚ)＝∇(tr ＸTＶＸ)－∇(２tr ＸTＢ(Ｚ)Ｚ) 
           ＝２ＶＸ－２Ｂ(Ｚ)Ｚ 
となる．ここで，∇τ(Ｘ,Ｚ)＝０とおくと 
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のように，布置Ｘの推定値は求まる．ここで，ムーアペンロース逆行列Ｖ＋は具体的には 
     Ｖ＋＝(Ｖ＋１１T)－１＋Ｎ－２１１T 
という形式になる[11]．よって，反復式は 
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＋Ｂ(Ｘｋ)Ｘｋ 
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つぎに，本稿のデータ解析で利用した PROXSCAL について説明する[5][1 ]．このプログラム
は SPS の Category オプションに搭載されている．PROXSCAL では，上記のステップ⑦でストレス
1式の代わりに，raw ストレス，すなわち， 
σｒ(Ｘ)＝   2Xdw ijij
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を使用する．かつ，ステップ⑧でMDSCALでは最急降下法を利用するが，PROXSCALではMajorization 
Algorithm を採用した反復式 
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＋Ｂ(Ｘｋ)Ｘｋ  
を使用する． 
PROXSCAL は良好な布置を求めるために，最適化手法に Majorization Algorithm(Ｍ.A.)を利用して，
局所最適解への収束が保証されている[10][12]．M.A.を利用するので，最急降下法を利用するプログ
ラムよりも数値計算の観点からは局所最終解への収束が良好となるとも言われている[14]． 
具体的には，PROXSCAL は raw ストレス，σｒ(Ｘ)を最小にするように最終解を求める[8]．Ｘを布置
行列とするとσｒ(Ｘ)は以下のように定義されて   
σｒ(Ｘ)＝   2Xdw ijij
ji
ij 

  
         ＝ηδ
２＋tr ＸTＶＸ－２tr ＸTＢ(Ｘ)Ｘ 
          ≦ηδ
２＋tr ＸTＶＸ－２tr ＸTＢ(Ｚ)Ｚ≡τ(Ｘ,Ｚ) 
となる[5]．ηδ
２は定数項である．そして，σｒ(Ｘ)を最小にする代わりにτ(Ｘ,Ｚ)を最小にするとい
う Majorization algorithm が PROXSCAL では採用されている．こ で，行列Ｂ(Ｚ)は 
Ｂ＝[－wijδij/dij] あるいは [－wij d
*
ij/dij] (i≠j のとき) 
        Ｂ＝[－
ij
ｂij］   (i＝j のとき) 
という対称行列で，Ｖは重み行列である． 
τ(Ｘ,Ｚ)を行列Ｘで微分すると 
    ∇τ(Ｘ,Ｚ)＝∇(tr ＸTＶＸ)－∇(２tr ＸTＢ(Ｚ)Ｚ) 
           ＝２ＶＸ－２Ｂ(Ｚ)Ｚ 
となる．ここで，∇τ(Ｘ,Ｚ)＝０とおくと 
      ＶＸ＝Ｂ(Ｚ)Ｚ 
となる．行列Ｖは一般にランク落ちをするので，行列Ｖには通常の逆行列は存在しない．そこで，Ｖ
のムーアペンロース(一般)逆行列をＶ＋とするとＶ＋は一意に定まって(注)，上式から行列Ｘの推定値
^
X は 
     
^
X ＝Ｖ＋Ｂ(Ｚ)Ｚ 
のように，布置Ｘの推定値は求まる．ここで，ムーアペンロース逆行列Ｖ＋は具体的には 
     Ｖ＋＝(Ｖ＋１１T)－１＋Ｎ－２１１T 
という形式になる[1 ]．よって，反復式は 
        Ｘｋ＋１＝Ｖ
＋Ｂ(Ｘｋ)Ｘｋ 
という対称行列で，Ｖは重み行列である．
τ（Ｘ,Ｚ）を行列Ｘで微分すると
　　　　∇τ（Ｘ,Ｚ）＝∇（tr TＶＸ）－∇（2tr ＸTＢ（Ｚ）Ｚ）
　　　　　　 　　　 ＝2ＶＸ－2 （ ）
となる．ここで，∇τ（Ｘ, Ｚ）＝0 とおくと
　　　　ＶＸ＝Ｂ（Ｚ）Ｚ
となる．行列Ｖは一般にランク落ちをするので，行列Ｖには通常の逆行列は存在しな
い．そこで，Ｖのムーアペンロース（一般）逆行列をＶ＋とするとＶ＋は一意に定まっ
て（注），上式から行列Ｘの推定値X
∧
は
　　　　X
∧
＝Ｖ＋Ｂ（Ｚ）Ｚ
のように，布置Ｘの推定行列は求まる．ここで，ムーアペンロース逆行列Ｖ＋は具体的
には
　　　　Ｖ＋＝（Ｖ＋11T）－1＋Ｎ－211T
という形式になる［11］．よって，反復式は
　　　　Ｘｋ＋1＝Ｖ
＋Ｂ（Ｘk）Ｘk　　　（k=1, 2, 3, …）
となって，この反復式を利用して布置Ｘを更新する．
つぎに，INDSCALを分析モデルとして使用した場合に，同一データに対する
PROXSCALによる解とALSCALの解のモデル適合度の相違状況をストレス 1 式で評価
して比較検討する．
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となって，この反復式を利用して布置Ｘを更新する． 
つぎに，INDSCAL を分析モデルとして使用した場合に，同一データに対する PROXSCAL による解
と ALSCAL の解のモデル適合度の相違状況をストレス 1式で評価して比較検討する． 
 
図 5．ALSCAL と PROXSCAL のストレス 1 式値 
粗死亡率データと 12 年間プロ野球成績データから乱数を発生させて２４x３+５０＝１２２個
のサブデータを作成した．それぞれのサブデータセットに対して INDSCASL を分析モデルとしたデ
ータ解析を ALSCAL および PROXSCAL によって実行した．PROXSCAL 解のストレス１式の値と ALSCAL
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品マップを作成するために利用する因子分析に比べて，計算時間がMDSでは，異常に
長かったことが，その普及を日本で遅らせた一因であったのかもしれない．逆に言うと，
MDSはコンピュータの性能にかなり依存する「Computer intensiveなメソッド」である
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野で扱う傾向が見受けられる時代もあった．そこで，MDSの数値計算で古典的に利用し
た最急降下法について説明する．つぎに，Majorization Algorithmを説明するが，この
数値解析法は最急降下法に比べても複雑なプロセスから成り立っているので計算時間を
さらに費やす．この算法を利用したPROXSCALはPCの性能が向上した1990年代後半ま
では，その実用化は目立たなかった．このような数値計算法を観ることで，MDSがコン
ピュータサイエンスの性格が強いメソッドであることが実感されたら幸いである．主成
分分析や因子分析などで必ず登場する「固有値」という言葉すら，非計量的MDSでは登場
しないことからも，他の多変量データ解析手法とは色彩が異なるメソッドと感じる．
4 － 1 ．最急降下法
多次元尺度法の解（布置）を逐次改良していく反復計算には，最急降下法が伝統的に
採用されてきた［ 1 ］．いま，最適化すべきストレス式をｎ変数関数Ｓ（x）とおくとラ
ンダウの記号を用いると
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で，ＭＤＳの数値計算で古典的に利用した最急降下法について説明する．つぎに，Majorization 
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や因子分析などで必ず登場する「固有値」という言葉すら，非計量的ＭＤＳでは登場しないこと
からも，他の多変量データ解析手法とは色彩が異なるメソッドと言える． 
 
4-1． 最急降  
 
 多次元尺度法の解(布置)を逐次改良していく反復計算には，最急降下法が伝統的に採用されて
きた[1]．いま，最適化すべきストレス式をｎ変数関数Ｓ(x)とおくとランダウの記号を用いると  
        Ｓ(x＋⊿x)－Ｓ(x)＝
jj
j x
Sx 
 ＋ｏ(|⊿x|)   (⊿x → 0) 
となる．ここで，ｘ＝(ｘ1，ｘ2，･･･，ｘn)である．この式は難しそうに視えるが，対応する１変
数関数Ｓ(ｘ1)の場合について示してみると，関数Ｓ(ｘ)の点ｘ1での微分係数の定義式を拡張した
ものに他ならないことが理解できる．つまり 
        Ｓ(ｘ1＋⊿ｘ1)－Ｓ(ｘ1)＝Ｓ’(ｘ1)⊿ｘ1＋ｏ(｜⊿ｘ1｜)   (⊿ｘ→0) 
                   ＝ 
1
1 dx
dsx ＋ｏ(｜⊿ｘ1｜)     (⊿ｘ1→0) 
であるので，ｎ変数関数の場合は１変数の場合の微分係数の定義式を拡張しただけである．ここ
で勾配，－gradient＝(･･･，－
jx
S


，･･･) が点ｘにおける「局所的な」最急降下方向(gradient，
grad)である．最急降下法は現在の布置を表すベクトルｘから－grad・⊿ｔ(⊿ｔはステップサイ
ズ)だけ，ｘ－grad・⊿ｔ へ点をずらして解ｘを逐次改良していく方法である． 
具体的には，対象が10個で2次元布置の場合，10行2列の布置行列Ｘ＝[ｘij] は，行列Ｘの成分
数は２０になるから，ｘ11＝ｙ1，ｘ21＝ｙ2，･･･，ｘ10 1＝ｙ10，ｘ21＝ｙ11，･･･,ｘ10 2＝ｙ20 とお
くと，この場合のストレスＳの式は，Ｓ＝Ｓ(ｙ)＝Ｓ(ｙ1,ｙ2,･･･,ｙ20)と書ける２０変数関数に
なる.２０変数関数の非線形最適化問題を扱う訳であるから，CPUの性能が現在ほど優れていない
時代には,ＭＤＳの実行時間は相当長い時間を費やしたのである． 
最急降下法について，つぎの簡単な関数の２変数関数 Fで説明する． 
F(ｘ1，ｘ2)＝ｘ12＋4ｘ22 とする． 
点(ｘ1,ｘ2)における最も勾配が急な方向は，ベクトル gradient＝（
1x
F


 
2x
F


）＝（2x１ 8x2）
によって与えられて，ステップサイズを⊿ｔ＝0.2 とする． 
よって,反復式は ｘ(ｋ＋1)＝ｘ(ｋ)－grad・⊿ｔ であるから，初期値 ｘ(０)＝(2.0 2.0)とすると 
ｘ(1)＝ｘ(0)－grad・⊿ｔ＝(2.0 2.0)－0.2(4.0 16.0)＝(2.0－0.8 2.0－3.2)＝(1.2 －1.2) 
すなわち，F(ｘ(1))＝7.2 となる． 
o
となる．ここで，ｘ＝（ｘ1，ｘ2，…，ｘn）である．この式は難しそうに視えるが，対
応する 1 変数関数Ｓ（ｘ1）の場合について示してみると，関数Ｓ（ｘ1）の点ｘ1での微分
係数の定義式を拡張したものに他ならないことがわかる．つまり
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であるので，ｎ変数関数の場合は１変数の場合の微分係数の定義式を拡張しただけである．こ
で勾配，－gradient＝(･･ ，－
jx
S


，･･ ) が点ｘにおける「局所的な」最急降下方向(gradient，
grad)である．最急降下法は現在の布置を表すベクトルｘから－grad・⊿ｔ(⊿ｔはステップサイ
ズ)だけ，ｘ－grad・⊿ｔ へ点をずらして解ｘを逐次改良していく方法である． 
具体的には，対象が10個で2次元布置の場合，10行2列の布置行列Ｘ＝[ｘij] は，行列Ｘの成分
数は２０になるから，ｘ11＝ｙ1，ｘ21＝ｙ2，･･･，ｘ10 ＝ｙ10，ｘ21＝ｙ11，･･･,ｘ10 2＝ｙ20 とお
くと，この場合のストレスＳの式は，Ｓ＝Ｓ(ｙ)＝Ｓ(ｙ1,ｙ2,･･ ,ｙ20)と書ける２０変数関数に
なる.２０変数関数の非線形最適化問題を扱う訳であるから，CPUの性能が現在ほど優れていない
時代には,ＭＤＳの実行時間は相当長い時間を費やしたのである． 
最急降下法について，つぎの簡単な関数の２変数関数 Fで説明する． 
F(ｘ1， ＝ｘ12＋4ｘ22 とする． 
点(ｘ1,ｘ2)における最も勾配が急な方向は，ベクトル gradient＝（
1x
F


 
2x
F


）＝（2x１ 8x2）
によって与えられて，ステップサイズを⊿ｔ＝0.2 とする． 
よって,反復式は ｘ(ｋ＋1)＝ｘ(ｋ)－grad・⊿ｔ であるから，初期値 ｘ(０)＝(2.0 2.0)とすると 
ｘ(1)＝ｘ(0)－grad・⊿ｔ＝(2.0 2.0)－0.2(4.0 16.0)＝(2.0－0.8 2.0－3.2)＝(1.2 －1.2) 
すなわち，F(ｘ(1))＝7.2 となる． 
であるので，ｎ変数関数の場合は 1 変数の場合の微分係数の定義式を拡張しただけであ
る．ここで勾配，－gradient＝（…，－
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ＭＤＳを統計学の範疇 扱うよりも情報工学分野で扱う傾向が見受けられる時代もあった．そこ
で，ＭＤＳの数値計算で古典的に利用した最急降下法について説明する．つぎに，Majorization 
Algorithmを説明するが，この数値解析法は最急降下法に比べても複雑なプロセスから成り立って
いるので計算時間をさらに費やす．この算法を利用したPROXSCALはＰＣの性能が向上した1990年
代後半までは，その実用化が目立たなかった．このような数値計算法を観ることで，ＭＤＳがコ
ンピュータサイエンスの性格が強いメソッドであることが実感されたら幸いである．主成分分析
や因子分析などで必ず登場する「固有値」という言葉すら，非計量的ＭＤＳでは登場しないこと
からも，他の多変量データ解析手法とは色彩が異なるメソッドと言える． 
 
4-1． 最急降下法 
 
 多次元尺度法の解(布置)を逐次改良していく反復計算には，最急降下法が伝統的に採用されて
きた[1]．いま，最適化すべきストレス式をｎ変数関数Ｓ(x)とおくとランダウの記号を用いると  
        Ｓ(x＋⊿x)－Ｓ(x)＝
jj
j x
Sx 
 ＋ｏ(|⊿x|)   (⊿x → 0) 
となる．ここで，ｘ＝(ｘ1，ｘ2，･･･，ｘn)である．この式は難しそうに視えるが，対応する１変
数関数Ｓ(ｘ1)の場合について示してみると，関数Ｓ(ｘ)の点ｘ1での微分係数の定義式を拡張した
ものに他ならないことが理解できる．つまり 
        Ｓ(ｘ1＋⊿ｘ1)－Ｓ(ｘ1)＝Ｓ’(ｘ1)⊿ｘ1 (｜⊿ｘ1｜)   (⊿ｘ→0) 
               ＝ 
1
1 dx
dsx ＋ｏ(｜⊿ｘ1｜)     (⊿ｘ1→0) 
であるので，ｎ変数関数の場合は１変数の場合の微分係数の定義式を拡張しただけである．ここ
で勾配，－gradient＝(･･･，－
jx
S


，･･･) が点ｘにおける「局所的な」最急降下方向(gradient，
grad)である．最急降下法は現在の布置を表すベクトルｘから－grad・⊿ｔ(⊿ｔはステップサイ
ズ)だけ，ｘ－grad・⊿ｔ へ点をずらして解ｘを逐次改良していく方法である． 
具体的には，対象が10個で2次元布置の場合，10行2列の布置行列Ｘ＝[ｘij] は，行列Ｘの成分
数は２０になるから， 11＝ｙ1，ｘ21＝ｙ2，･･･，ｘ10 1＝ｙ10，ｘ21＝ｙ11，･･･,ｘ10 2＝ｙ20 とお
くと，この場合のストレスＳの式は，Ｓ＝Ｓ(ｙ)＝Ｓ(ｙ1,ｙ2,･･･,ｙ20)と書ける２０変数関数に
なる.２０変数関数の非線形最適化問題を扱う訳であるから，CPUの性能が現在ほど優れていない
時代には,ＭＤＳの実行時間は相当長い時間を費やしたのである． 
最急降下法について，つぎの簡単な関数の２変数関数 Fで説明する． 
F(ｘ1，ｘ2)＝ｘ12＋4ｘ22 とする． 
点(ｘ1,ｘ2)における最も勾配が急な方向は，ベクトル gradient＝（
1x
F


 
2x
F


）＝（2x１ 8x2）
によって与えられて，ステップサイズを⊿ｔ＝0.2 とする． 
よって,反復式は ｘ(ｋ＋1)＝ｘ(ｋ)－grad・⊿ｔ であるから，初期値 ｘ(０)＝(2.0 2.0)とすると 
( )＝ｘ(0)－grad・⊿ｔ＝(2.0 2.0)－0.2(4.0 16.0)＝(2.0－0.8 2.0－3.2)＝(1.2 －1.2) 
すなわち，F(ｘ(1))＝7.2 となる． 
…）が点ｘにおける「局所的な」最急降
下方向（gradient，grad）である．最急降下法は現在の布置を表すベクトルｘから
ad ｔ（⊿ｔはステップサイズ）だけ，ｘ－grad・⊿ｔ へ点をずらして解ｘを
逐次改良していく方法である．
具体的には，対象が10個で 2 次元布置の場合，10行 2 列の布置行列Ｘ＝［ｘij］ は，
行列Ｘの成分数は20になるから，ｘ11＝ｙ1，ｘ21＝ 2，･･･，ｘ10 1＝ｙ10，ｘ21＝ｙ11，…,
ｘ10 2＝ｙ20 とおくと この場合のストレスＳの式は，Ｓ＝Ｓ（ｙ）＝Ｓ（ｙ1, ｙ2, …,ｙ20）
とする20変数関数になる．20変数関数の非線形最適化問題を扱う訳であるから，CPU
の性能が現在ほど優れていない時代には，MDSの実行時間は相当長い時間を費やした
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のである．
最急降下法について，つぎの簡単な関数の 2 変数関数 Fで説明する．
F（ x 1, x 2）＝ x 1
2＋4 x 2
2 とする．
点（ x 1, x 2）における最も勾配が急な方向は，ベクトル gradient＝（
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ＭＤＳを統計学の範疇で扱うよりも情報工学分野で扱う傾向が見受けられる時代もあった．そこ
で，ＭＤＳの数値計算で古典的に利用した最急降下法について説明する．つぎに，Majorization 
Algorithmを説明するが，この数値解析法は最急降下法に比べても複雑なプロセスから成り立って
いるので計算時間をさらに費やす．この算法を利用したPROXSCALはＰＣの性能が向上した1990年
代後半までは，その実用化が目立たなかった．このような数値計算法を観ることで，ＭＤＳがコ
ンピュータサイエンスの性格が強いメソッドであることが実感されたら幸いである．主成分分析
や因子分析などで必ず登場する「固有値」という言葉すら，非計量的ＭＤＳでは登場しないこと
からも，他の多変量データ解析手法とは色彩が異なるメソッドと言える． 
 
4-1． 最急降下法 
 
 多次元尺度法の解(布置)を逐次改良していく反復計算には，最急降下法が伝統的に採用されて
きた[1]．いま，最適化すべきストレス式をｎ変数関数Ｓ(x)とおくとランダウの記号を用いると  
        Ｓ(x＋⊿x)－Ｓ(x)＝
jj
j x
Sx 
 ＋ｏ(|⊿x|)   (⊿x → 0) 
となる．ここで，ｘ＝(ｘ1，ｘ2，･･･，ｘn)である．この式は難しそうに視えるが，対応する１変
数関数Ｓ(ｘ1)の場合について示してみると，関数Ｓ(ｘ)の点ｘ1での微分係数の定義式を拡張した
ものに他ならないことが理解できる．つまり 
        Ｓ(ｘ1＋⊿ｘ1)－Ｓ(ｘ1)＝Ｓ’(ｘ1)⊿ｘ1＋ｏ(｜⊿ｘ1｜)   (⊿ｘ→0) 
                   ＝ 
1
1 dx
dsx ＋ｏ(｜⊿ｘ1｜)     (⊿ｘ1→0) 
であるので，ｎ変数関数の場合は１変数の場合の微分係数の定義式を拡張しただけである．ここ
で勾配，－gradient＝(･･･，－
jx
S


，･･･) が点ｘにおける「局所的な」最急降下方向(gradient，
grad)である．最急降下法は現在の布置を表すベクトルｘから－grad・⊿ｔ(⊿ｔはステップサイ
ズ)だけ，ｘ－grad・⊿ｔ へ点をずらして解ｘを逐次改良していく方法である． 
具体的には，対象が10個で2次元布置の場合，10行2列の布置行列Ｘ＝[ｘij] は，行列Ｘの成分
数は２０になるから，ｘ11＝ｙ1，ｘ21＝ｙ2，･･･，ｘ10 1＝ｙ10，ｘ21＝ｙ11，･･･,ｘ10 2＝ｙ20 とお
くと，この場合のストレスＳの式は，Ｓ＝Ｓ(ｙ)＝Ｓ(ｙ1,ｙ2,･･･,ｙ20)と書ける２０変数関数に
なる.２０変数関数の非線形最適化問題を扱う訳であるから，CPUの性能が現在ほど優れていない
時代には,ＭＤＳの実行時間は相当長い時間を費やしたのである． 
最急降下法について，つぎ 簡単な関数の２変数関数 Fで説明する． 
F(ｘ1，ｘ2)＝ｘ12＋4ｘ22 とする． 
点(ｘ1,ｘ2)における最も勾配が急な方向は，ベクトル gradient
1x
F


 
2x
F


）＝（2x１ 8x2）
によって与えられて，ステップサイズを⊿ｔ＝0.2 とする． 
よって,反復式は ｘ(ｋ＋1)＝ｘ(ｋ)－grad・⊿ｔ であるから，初期値 ｘ(０)＝(2.0 2.0)とすると 
ｘ(1)＝ｘ(0)－grad・⊿ｔ＝(2.0 2.0)－0.2(4.0 16.0)＝(2.0－0.8 2.0－3.2)＝(1.2 －1.2) 
すなわち，F(ｘ(1))＝7.2 となる． 
（2x1 8x2）によって与えられて，ステップサイズを⊿ｔ＝0.2とする．
よって，反復式は x（ｋ＋1）＝ x（ｋ）－grad・⊿ｔであるから，初期値 x（0）＝（2.0 2.0）と
すると
x（1）＝ x（0）－grad・⊿ｔ＝（2.0 2.0）－0.2（4.0 16.0）＝（2.0－0.8 2.0－3.2）＝（1.2 －1.2）
すなわち，F（ x（1） ＝7.2　となる．
x（2）＝ x（1）－grad・⊿ｔ＝（1.2 －1.2）－0.2（2.4 －9.6）＝（1.2－0.48 －1.2＋1.92）＝
　　　　　　　　　　　＝（0.72 0.72）　　よって　F（ x（2） ＝2.59 と求まる．
x（3）＝ x（2）－grad・⊿ｔ＝（0.72 0.72）－0.2（1.44 5.76）＝（0.432 －0.432）　F（ x（3） ＝0.932
表 6 ．最急降下法の収束状態
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ｘ(2)＝ｘ(1)－grad・⊿ｔ＝(1.2 －1.2)－0.2(2.4 －9.6)＝(1.2－0.48 -1.2＋1.92)＝ 
           ＝(0.72 0.72)     よって F(ｘ(2))＝2.59 と求まる． 
ｘ(3)＝ｘ(2)－grad・⊿ｔ＝(0.72 0.72)－0.2(1.44 5.76)＝(0.432 -0.432) F(ｘ(3))＝0.932 
               6．最急降下法の収束状態 
n X1 X2 F(X)
0 2.000 2.000 20.000
1 1.200 -1.200 7.200
2 0.720 0.720 2.592
3 0.432 -0.432 0.933
4 0.259 0.259 0.336
5 0.156 -0.156 0.121
6 0.093 0.093 0.044
7 0.056 -0.056 0.016
8 0.034 0.034 0.006
9 0.020 -0.020 0.002
10 0.012 0.012 0.001  
逐次，関数Ｆ(ｘ)の値が最小値 0 に近づいていく様子が理解できる．なお，最急降下法が局所
最小点に到達する保証はない． 
 
4-2． Majorization  Algorithm 
 
最急降下法は局所最小点への収束も保証されていない．そこで，局所最小点への収束が優れて
いる majorization algorithmのＭＤＳへの応用が考案されPROXSCALの開発につながった．そこで，
PROXSCALが利用する Majorization Algorithm (MA) について，下記の整関数 F(x)の場合で 説明
する[11][12][14]． 
  閉区間 [-1.5，2.0]を定義域とする4次関数 
    F(x)＝6＋3ｘ＋10ｘ２－2ｘ４                (４－1) 
の最小値を与える点ｘを求めたいとする．このとき，関数 
    G(x,y)＝6＋3ｘ＋10ｘ２―8ｘｙ３＋6y４                 (４－2) 
が Ｆ(x)の majorizing function で，(y を定数と見做せば)解析が容易な関数 G(x,y)をF(x)の
代わりに考察することがＭＡの発想である．Majorizing function G(・)は G(・)≧F(・) という
条件を満たすことが必要である．そこで， 
   G(x,y)－F(x)＝2ｘ４―8ｘｙ３＋6y４≡H(x,y) 
とおいてこの条件を確認する．ここで，しばらくｙを定数と考えて 
   ∂H(x,y)/∂ｘ＝8ｘ３-8ｙ３＝8(ｘ－ｙ)(ｘ２＋ｘｙ＋ｙ２) 
              ＝8(ｘ－ｙ)[(ｘ＋1/2ｙ)２＋3/4ｙ２] ･･･① 
ｘ２＋ｘｙ＋ｙ２＞0  for ∀(x,y)≠(0,0) 
が成立する．また，∂２H/∂ｘ２＝12ｘ２＞0  for ∀x≠0  ･･･② 
ゆえに，①, ②より∂H(x,y)/∂ｘ＝0 より関数 H はｘ＝ｙ＝a(定数)で最小になり，かつ x＝y の
とき最小値 H(x,x)＝0 となるので 
      H(x,y)≧0  ⇔  G(x,y)≧F(x) (等号はｘ＝ｙのとき) 
すなわち，  
逐次，関数Ｆ（ x ）の値が最小値 0 に近づいていく様子が表 6 から理解できる．なお，
最急降下法が局所最小点に到達する保証はない．
4 － 2 ．Majorization  Algorithm
最急降下法は局所最小点への収束も保証されていない．そこで，局所最小点への収束
が優れている majorization algorithmのMDSへの応用が考案されPROXSCALの開発に
つながった．そこで，PROXSCAL が利用する Majorization Algorithm（MA）について，
下記の整関数 F（x）の場合で 説明する［11］［12］［14］．
閉区間［－1.5，2.0］を定義域とする 4 次関数
F（x）＝6＋3ｘ＋10ｘ2－2ｘ4 （ 4 － 1 ）
の最小値を与える点ｘを求めたいとする．このとき，関数
G（x, y）＝6＋3ｘ＋10ｘ2―8ｘｙ3＋6y4 （ 4 － 2 ）
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がＦ（x）のmajorizing functionで，（y を定数と見做せば）解析が容易な関数G（x, y）
をF（x）の代わりに考察することがＭＡの発想である．Majorizing function G（・）は 
G（・）≧F（・）という条件を満たすことが必要である．そこで，
G（x, y）－F（x）＝2ｘ4―8ｘｙ3＋6y4≡H（x, y）
とおいてこの条件を確認する．ここで，しばらくｙを定数と考えて
∂H（x, y）/∂ｘ＝8ｘ3－8ｙ3＝8（ｘ－ｙ）（ｘ2＋ｘｙ＋ｙ2）
　　　　　　　　　　　　　　＝8（ｘ－ｙ）［（ｘ＋1/2ｙ）2＋3/4ｙ2］　…①
ｘ2＋ｘｙ＋ｙ2＞0　　for　∀（x, y）≠（0, 0）
が成立する．また，∂2H/∂ｘ2＝24ｘ2＞0　　for　∀x≠0　…②
ゆえに，①，②より∂H（x, y）/∂ｘ＝0 より関数 H はｘ＝ｙ＝a（定数）で最小になり，
かつ x＝y のとき最小値 H（x, x）＝0 となるので
H（x, y）≧0　 ⇔ 　G（x,y）≧F（x）　（等号はｘ＝ｙのとき）
すなわち，
6＋3ｘ＋10ｘ2－8ｘｙ3＋6y4 ≧ 6＋3ｘ＋10ｘ2－2ｘ4
が成立する．等号はｘ＝ｙのときに成立する．
そこで，関数Ｇでｙ＝ａ（定数）とおいて， 4 次関数Ｆ（x）の定義域における最小点
を探す代わりに，解析が容易な 2 次関数Ｇ（x,ａ）の最小化問題を扱うことがM.A.の本質
的な事柄である．
G（x, a）＝6＋3ｘ＋10ｘ2－8ｘa3＋6a4 （ 4 － 3 ）
∂Ｇ/∂ｘ＝3＋20ｘ-8 a3
∂Ｇ/∂ｘ＝0　とおいて
ｘ＝1/20（8 a3－3） （ 4 － 4 ）
を得る．ｘをX（n+1），ａをX（n）と書きかえると式（ 4 － 4 ）は
X（n+1）＝2/5｛X（n）｝3－3/20　　（ n=1, 2, 3, …）
という漸化式になる．X（1）＝1.4と初期値を与えると表 9
表 9 ．MAの収束状況
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6＋3ｘ＋10ｘ２―8ｘｙ３＋6y４ ≧ 6＋3ｘ＋10ｘ２－2ｘ４ 
が成立する．等号はｘ＝ｙのときに成立する． 
そこで，関数Ｇでｙ＝ａ(定数)とおいて，4次関数Ｆ(x)の定義域における最小点を探す代わり
に，解析が容易な２次関数Ｇ(x,ａ)の最小化問題を扱うことがM.A.の本質的な事柄である． 
    G(x,a) ＝6＋3ｘ＋10ｘ２―8ｘa３＋6a４            (４－３) 
∂Ｇ/∂ｘ＝3＋20ｘ-8 a３         
∂Ｇ/∂ｘ＝0 とおいて， 
ｘ＝1/20(8 a３-3)             (４－４) 
を得る．ｘをX(n+1)，ａをX(n)と書きかえると式(3)は 
        X(n+1)＝2/5｛X(n)｝3－3/20  ( n=1,2.3,･･･ ) 
という漸化式になる．X(1)＝1.4と初期値を与えると 
表9  
n x(n) x(n+1)
1 1.400000 0.947600
2 0.947600 0.190357
3 0.190357 -0.147241
4 -0.147241 -0.151277
5 -0.151277 -0.151385
6 -0.151385 -0.151388
7 -0.151388 -0.151388
8 -0.151388 -0.151388
 
のように 点 －0.151の近傍で関数Ｇ，すなわち，関数Ｆは区間[-1.5，2.0]において最小になる．
この関係は下記の図からも理解できると窺え[8]，本稿をおわることにする． 
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のように点 －0.151の近傍で関数Ｇ，すなわち，関数Ｆは区間［－1.5，2.0］において最
小になる．この関係は下記の図からも理解できると窺え［12］，本稿をおわることにする．
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そこで，関数Ｇでｙ＝ａ(定数)とおいて，4次関数Ｆ(x)の定義域における最小点を探す代わり
に，解析が容易な２次関数Ｇ(x,ａ)の最小化問題を扱うことがM.A.の本質的な事柄である． 
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を得る．ｘをX(n+1)，ａをX(n)と書きかえると式(3)は 
        X(n+1)＝2/5｛X(n)｝3－3/20  ( n=1,2.3,･･･ ) 
という漸化式になる．X(1)＝1.4と初期値を与えると 
表9． 
n x(n) x(n+1)
1 1.400000 0.947600
2 0.947600 0.190357
3 0.190357 -0.147241
4 -0.147241 -0.151277
5 -0.151277 -0.151385
6 -0.151385 -0.151388
7 -0.151388 -0.151388
8 -0.151388 -0.151388
 
のように 点 －0.151の近傍で関数Ｇ，すなわち，関数Ｆは区間[-1.5，2.0]において最小になる．
この関係は下記の図からも理解できると窺え[8]，本稿をおわることにする． 
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注
1 ．距離
平面上の距離（距離量）を拡張して，一般的な距離を定義する．任意の点ａ，b，cに
ついて
ｄ（a, b）+ｄ（b, c）≧ｄ（a, c）
という性質をもつ，非負で対称性のものを距離という．例えばｐ次元空間における都市
ブロック距離C（ｉ,j）は
 
 
14
14
注 
 
1. 距離 
平面上の距離(距離量)を拡張して，一般的な距離を定義する．任意の点ａ，b，cについて 
ｄ(a,b)+ｄ(b,c)≧ｄ(a,c) 
という性質をもつ，非負で対称性のものを距離という．例え ブロック
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        ＝C(i,k)＋C(k,j) 
という性質が成立するので，都市ブロック距離 C(i,j)は距離である． 
 
2.計量的多次元尺度法と非計量的多次元尺度法 
  非類似性データ量δijと距離量ｄijとの関係に線形関係を仮定する，すなわち 
          ｄij＝α＋βδij＋εij    (α，βは定数) 
とするものを計量的ＭＤＳという． 
それに対して，非類似性データδijと距離量ｄijとの関係に，広義の単調増加関係関数ｆのみを
仮定するもの，すなわち 
ｆ(δij)＝ｄ＊ij  
とするものを非計量的ＭＤＳという．クルスカルの単調回帰によりｄ＊ijを求めて，布置を最急降
下法などの数値計算法を使用して逐次近似的に求める． 
 
3.ムーアペンロース一般逆行列 
線形回帰方程式 ｙ＝Ａｘ＋ε，あるいは，必ずしも解を持たない方程式 ｙ＝Ａｘにおいて，
εＴε→ min のようにｘを求めることを考える．このとき，さらに，ノルム｜ｘ｜を最小にする
Ａの逆演算子Ａ＋をムーアペンロース一般逆行列という．すなわち，形式的にはｘ＝Ａ＋ｙと書け
るが通常はｘ
＾
＝Ａ＋ｙと記して，一意にＡ＋は求まる．すなわち，通常の線形回帰モデルにおける
最小二乗解はムーアペンロース一般逆行列をＧとして，ｘ
＾
＝Ｇｙ＝(ＡTＡ)TＡTｙ により得ている．
ムーアペンロース一般逆行列Ａ＋は，ノルム最小の最小二乗解を与える一般逆行列とも呼ばれて，
通常の一般逆行列とは異なる． 
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という性質が成立するので，都市ブロック距離C（i, j）は距離である．
2 ．計量的多次元尺度法と非計量的多次元尺度法
非類似性データ量δijと距離量ｄijとの関係に線形関係を仮定する，すなわち
ｄij＝α＋βδij＋εij　　　　　　（α，βは定数）
とするものを計量的MDSという．
それに対して，非類似性データδijと擬似距離量ｄijとの関係に，広義の単調増加関係
関数ｆのみを仮定するもの，すなわち
ｆ（δij）＝ｄ
＊
ij
とするものを非計量的MDSという．クルスカルの単調回帰によりｄ＊ijを求めて，布置
を最急降下法などの数値計算法を使用して逐次近似的に求める．
3 ．ムーアペンロース一般逆行列
線形回帰方程式 y ＝Ａ x ＋ε，あるいは，必ずしも解を持たない方程式 y ＝Ａ x に
おいて，εＴε→ min のように x を推定することを考える．このとき，さらに，ノルム
｜x｜を最小にするＡの逆演算子Ａ＋をムーアペンロース一般逆行列という．すなわち，
形式的には x ＝Ａ＋ y と書けるが通常は x＾ ＝Ａ＋ y と記して，一意にＡ＋は求まる．すな
わち，通常の線形回帰モデルにおける最小二乗解はムーアペンロース一般逆行列をＧと
して， x＾ ＝Ｇ y ＝（ＡTＡ）TＡT y により得ている．ムーアペンロース一般逆行列Ａ＋は，
ノルム最小の最小二乗解を与える一般逆行列とも呼ばれて，通常の一般逆行列とは異な
る．
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