Abstract. The monotone iterative technique is applied to a class of nonlinear first order integro-differential equations in Banach spaces. First a linear system with a "small" nonlinear perturbation is solved using Banach's Contraction Principle and the technique of Green's function. Then based upon a comparison result, the existence of minimal and maximal solutions is proved.
Introduction
We are concerned with the periodic boundary value problem (PBVP) for the following first order integro-differential equation: Integro-differential equations find many applications in various mathematical problems; see Corduneanu's book [1] and references therein for details. In this paper we shall apply the monotone iterative technique (cf. [4] ) to the PBVP (1.1) to prove the existence of its extremal solutions on the interval I. In the next section we prove the existence of a unique solution of a linear system with a "small" nonlinear perturbation using the techniques of Green's function and Banach's Contraction Principle. After a comparison result is established in Section 3, we are able in the final section to prove the existence of minimal and maximal solutions of the PBVP (1.1). The reader is referred to [3] for a class of integro-differential equations of Volterra type in the one-dimensional case.
u (t) = f(t, u(t), Ku(t)), t ∈ I := [0, T ], u(0)
=
A linear system with nonlinear perturbation
Consider the system
where M ∈ R \ {0}, g ∈ C[I × X × X; X], λ ∈ X, and K is the operator defined by (1.2). Denote by K the norm of K and by k ∞ the norm of the kernel k (i.e., k ∞ = max{|k(t, s)| : t, s ∈ I}). Then it is immediate that
Note that G(t, s) is the Green function for the linear periodic boundary value problem:
where σ ∈ C[I; X]. Now it is not hard to see that u ∈ C[I; X] is a solution of (2.1) if and only if
Let S be the operator defined by the right-hand side of (2.2). It is easily seen that S maps continuously C[I; X] into C[I; X], and u ∈ C[I; X] is a solution of (2.1) if and only if it is a fixed point of S. Hence we can use fixed point theory to solve Eq. (2.1). We suppose that g satisfies a Lipschitz condition: 
Theorem 1. Assume (2.3) and
This completes the proof.
An immediate consequence of Theorem 1 is the following result which is due to Liz and Nieto [6] for the case X = R, the real line.
Corollary 1.
For any σ ∈ C[I; X], λ ∈ X, M ∈ R \ {0}, and N ∈ R, the linear system
A comparison result
In order to implement the monotone iterative technique to the PBVP (1.1), we need to establish a comparison result for the linear system (2.5). First we recall some preliminaries about ordered Banach spaces. Let X be a Banach space. By a cone in X we mean a nonempty closed convex subset V of X with the properties:
Recall that a cone V in X is said to be normal if there exists some constant ν > 0 such that
We now establish the following comparison result, which will play a crucial role when we apply in the next section the monotone iterative technique to the PBVP (1.1). To do so, we assume that X is a partially ordered Banach space whose ordering "≤" is given by a cone V . We set
Let X * be the dual space of X. We note that u ∈ C + [I; X] if x * u(t) ≥ 0 for every t ∈ I and every x * ∈ X * such that x * (x) ≥ 0 for all x ∈ V . Note also that condition (2.4) implies that we require
is not uniquely solvable in general; for example, take
This problem possesses at least one solution (and hence infinitely many solutions) if and only if
Then the linear system (2.5) has a unique solution
Proof. Since c < M/|N|T , Eq. (2.5) has a unique solution u ∈ C[I; X] by Theorem 1. So it remains to show the positivity of u. To this end, we first assume X = R, the real line. Since the operator S is a contraction on C[I; X], the sequence {S n w} of the Picard iterates converges strongly to the solution u, where
After manipulations of the iterates S n w for n ≥ 1, we find that the solution u can be expressed in the form (cf. [6] for more details in the one-dimensional case):
where
being the iterated kernels of
We have the estimates:
It follows that
Now from expression (3.2) we conclude that u(t) ≥ 0 for all t ∈ I. The general case where X is a Banach space can be reduced to the above special case. Indeed, let x * ∈ X * be such that x * (x) ≥ 0 for all x ∈ V and let u * (t) = x * u(t). Thus u * is the solution of the system
From the above-proved case it follows that x * u(t) ≥ 0 for all t ∈ I. This finishes the proof.
The monotone iterative technique
In this section we shall use the monotone iterative technique to prove the existence of minimal and maximal solutions of the PBVP (1.1). Assume that X is an ordered Banach space whose partial ordering "≤" is defined by a normal cone V . We shall say that a function u ∈ C[I; X] is a lower solution of the PBVP (1.1) if 
{w ∈ C[I; X] : u(t) ≤ w(t) ≤ v(t), t ∈ I}.
We need certain hypotheses on the lower and upper solutions of the PBVP (1.1), the function f , and the kernel k. (H1) u 0 , v 0 are lower and upper solutions of the PBVP (1.1), respectively, such that u 0 (t) ≤ v 0 (t) for all t ∈ I. (H2) Let f ∈ C[I × X × X; X] satisfy a one-sided Lipschitz condition:
where M, N ∈ R are positive numbers.
(H3) Whenever A is a nonempty bounded set in C[I; X], α(f (t, A(t), KA(t)) ≤ Lα(A(t)), t ∈ I,
for some constant L ≥ 0 which is independent of A, where A(t) = {x(t) : x ∈ A}, KA(t) = {Kx(t) : x ∈ A}, and α is Kuratowski's measure of noncompactness in X defined as follows (cf. [2] for details):
α(B) = inf{ε > 0 : B admits a finite cover by sets of diameter less than ε}, where B is a nonempty bounded set of X. (H4) k ∈ C + (J) is such that k ∞ ≤ c, with c being given by (3.1).
We now state and prove the main result of the paper. 
Theorem 3. Assume (H1)-(H4). Then there exist two sequences {u
Before proving (i) and (ii), we remark that (i) and (ii) imply the invariance of the interval [u 0 , v 0 ] under the map A.
To prove (i) we write u = Au 0 and v = u − u 0 . Then u satistifes Eq. (4.1) with η = u 0 . First we observe that
as u 0 is a lower solution of the PBVP (1.1). It then follows from Theorem 2 that u ≥ u 0 . That Av 0 ≤ v 0 is proved similarly. We now turn to (ii). To this end we set u i = Aη i (i = 1, 2) and v = u 2 − u 1 . It is easy to see that v(0) = v(T ). Moreover, from (4.1), (4.2) and (H2) it follows that
Again by Theorem 2, v(t) ≥ 0 for all t ∈ I. This proves (ii). Now we recursively define the sequences {u n } and {v n } in [u 0 , v 0 ] by
By (i) and (ii) above, we see that {u n } is increasing while {v n } is decreasing, and u n ≤ v n for each n ≥ 1. We claim that {u n } and {v n } uniformly converge on I. Toward this, we write
First we show that {u n } is equicontinuous on I. By the definition of u n , it is not hard to see that u n can be written as . Let w n (t) = f(t, u n (t), Ku n (t)). As f (t, x, y) + M x + N y is increasing with respect to both x and y, we have
which yields the boundedness of {w n } in C[I; X] again as the cone V is normal. It then follows from (4.5) that {σ n } is bounded in C[I; X] and hence {u n } is equicontinuous.
We now estimate the Dini derivative D + m(t):
Since it is readily seen from (4.1) that
B (t) ⊆ − M B(t) − N K(B(t)) + M B(t) + N K(B(t)) + f (t, B(t), K(B(t))),
it then follows from the last inequality above that
The equicontinuity of {u n } then leads to the conclusion Therefore, passing to the limit as n → ∞, we arrive at the desired conclusion: ρ ≤ u ≤ r. The proof is complete.
Hypothesis (H3) is a type of compactness condition, and from the proof of Theorem 3 given above, we find that it is only used to prove the relative compactness in C[I; X] of the sequences {u n } and {v n } defined by (4.3). We will see that if the cone V or the space X satisfies some additional conditions, then hypothesis (H3) can be removed from Theorem 3. We recall that a cone is said to be regular if every monotone increasing sequence bounded above is (strongly) convergent. A regular cone must be normal (cf. [2] ). If the cone V is regular, then it has been proved (cf. [7, Lemma 2.2] ) that every monotone sequence in C[I; X] equicontinuous on I must converge uniformly on I. Hence the result below follows.
Theorem 4. If the cone V is regular, then Theorem 3 holds without hypothesis (H3).
Recall now that a cone is called weakly regular provided every monotone increasing sequence bounded above is weakly convergent. Since it is not hard (cf. [7] for details) to prove that a cone that is both normal and weakly regular is regular, we arrive at the following result.
Theorem 5. If the cone V is normal and weakly regular, then Theorem 3 is valid without hypothesis (H3).
A Banach space X is said to be weakly sequentially complete if every weak Cauchy sequence in X (i.e. a sequence {x n } of X such that lim n→∞ x * (x n ) exists for all x * ∈ X * ) is weakly convergent. It is then straightforward that a reflexive space is weakly sequentially complete. By Lemma 2.3 of [7] , a normal cone in a weakly sequentially complete space is weakly regular. Therefore we have the following consequence of Theorem 5.
Corollary 2. If X is weakly sequentially complete (reflexive, in particular), then the conclusion of Theorem 3 is true without hypothesis (H3).

