Recent improvements in big data and machine learning have enhanced the importance of biomedical signal and image-processing research. One part of machine learning evolution is deep learning networks. Deep learning networks are designed for the task of exploiting compositional structure in data. The golden age of the deep learning network in particular convolutional neural networks (CNNs) began in 2012. CNNs have rapidly become a methodology of optimal choice for analysing biomedical signals. CNNs have been successful in detecting and diagnosing an abnormality in biomedical signals. This paper has three distinct aims. The key primary aim is to provide state of the art knowledge about how deep learning evolved and revolutionized machine learning in the past few years. Second, to critically review the application of deep learning for different biomedical signals analysis and provide a holistic overview of current works of literature. Finally, to discuss the research opportunities with deep learning algorithms in the field of study that can serve as a starting point for new researchers to identify the future research direction in a concise manner.
Introduction
Once it was possible to record and load signals into a machine, researchers focused their efforts on designing systems for automated analysis. Initially, the electrocardiograph (electrocardiogram) in 1902 represent important information about the structure and function of the heart (AlGhatrif and Lindsay, 2012). Thirty-five years later, the first human electrocardiogram was introduced by Augustus Waller, a British physiologist. He used a capillary electrometer and electrodes located on a person's chest (AlGhatrif and Lindsay, 2012) . In 1938, Denny-Brown defined the fasciculation potentials and extracted them from fibrillations (Kazamel and Warren, 2017) . In 1957, Lambert and Eaton defined the electrophysiologic structures of a myasthenic syndrome related to lung cancer. In terms of EEG signals, from 1929 and the late 1960s, EEGs were examined visually until digital tools were discovered ("History: From EEG to Quantitative EEG (QEEG)," 2017).
Since then, the importance of signal processing and analysing, identifying the differences between these signals, has become essential. These differences can help to classify normal and abnormal signals to identify diseases. In addition, time series analyses can be used to assess the progress of a patient's status over time (Machado, 1996) , in order to extract useful information upon which clinicians can make determinations. However, in order to analysing biomedical signal in multiple dimensions different steps must be taken: pre-processing, feature extraction, classification Alaskar and Hussain, 2018; Balli and Palaniappan, 2010; Chen et al., 2010; Liu et al., 2005; Orphanidou et al., 2018) . Recently, machine learning techniques have proved to be successful in all science and engineering research, as well as the biomedical field (Begg et al., 2005; Gil and Manuel, 2009; Joshi et al., 2010; Khalaf et al., 2016; Mannini et al., 2016; Shoeb, 2009) . One example of machine learning techniques and applications is supervised learning tools, which can also be called classification techniques. They are applied for abnormality detection and diagnosis (Alaskar and Hussain, 2018; Begg et al., 2005; Joshi et al., 2010; Shahbakhi et al., 2014; Shetty and Rao, 2016; Zheng et al., 2009 ).
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Journal of Computer Science and Information Technology, Vol. 6(2), In the literature, the machine learning approach receives great consideration from researchers and physicians. It has been implemented successfully on many occasions for biomedical signals analysis. The application of machine learning proved their success to support decision makers Alaskar, 2014; Alasker et al., 2017; Miljkovic et al., 2016; Polat and Güneş, 2007) . Therefore, instead of using systems that are entirely built by humans, systems that are built by computer can be used; this is called computer-aided diagnosis (CAD). CAD automatically distinguishes the class of biomedical signals using machine learning techniques. It trains machine learning tools on some data set. However, the data on time series signals are very high and a complex dimensional dataset. It is necessary to utilise some feature extraction methods that transform large time series signals into a small number of features that optimally discriminate (Übeyli, 2009; Wang et al., 1997) . The feature extraction is an essential step to build an automated CAD.
On the scientist point of view, pre-processing and feature extraction in biomedical time series signals is not an easy task. There are a number of features set which can be related to different domains, such as the temporal domain and the frequency domain. Discovering the optimal features that are able to characterise the properties of signals requires time for investigation and examination (Chen et al., 2010; Verplancke et al., 2010) . Furthermore, the selection of the best features is very important to improve the diagnosis and detection ability of classifiers. Unfortunately, the process of feature extraction and selection from signals is performed manually by researchers. And, as was mentioned earlier, it takes a number of examinations of features until the best features set is discovered. This usually takes a great deal of effort and is very time-consuming for researches.
Recently, Automated intelligent models can be built directly from the biomedical signals which can be done using deep learning. In the last few years, deep learning has transformed machine learning field. Deep learning networks have been attractive to many researchers since 2012. This type of learning netowrk has recorded success stories in computer vision. For example, Krizhevsky et al. (2012) won the ImageNet competition with their ALexNet design (Krizhevsky et al., 2012) . In the following years, another development took place using deeper network architectures called GoogLeNet (Szegedy et al., 2015) . Deep learning models by benefit of their high levels professional information processing offer much more effective representations of complex high dimensional data set.
To the best of our knowledge, this is the first paper that attempts to provide a concise survey of deep learning application in biomedical signals. The main aim of this survey is three-fold. First to document the background knowledge about how deep learning algorithm has evolved and revolutionized machine learning in the past few years. Second, to critically review the application of deep learning for different biomedical signal analysis and provide a holistic overview of current literatures. Finally, to discuss the research opportunities with deep learning algorithms in the field of study that can serve as starting point for new researchers to identify the future research direction in a concise manner. In the process of achieving these three aims of the paper, we have attempted to answer the following research questions: 
Background

Deep Learning Network (DNN)
Deep learning is a branch of machine learning that originated from artificial neural network has shown considerable success in diverse fields in medicine, business, government sectors etc. It attempts to model data hierarchically and classifies patterns using multiple non-linear processing layers. There are several variants of deep learning such as Auto-encoders, Deep Belief Network, Deep Boltzmann Machines, Convolutional Neural Networks and Recurrent Neural Networks. Since recent literatures have demonstrated the success of CNN deep learning models in the application of biomedical signal analysis, the focus of this paper is limited to reviewing the past literatures related to CNN models.
Convolutional Neural Network (CNN)
The most successful type of deep learning model is convolutional neural networks (CNNs). CNNs were first designed by Fukushima in 1980 (Desai et al., 2016) .
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However, the golden age of CNN started in the last decade. The first evolution of CNNs was when AlexNet won the ImageNet competition. Since then, only techniques use convolutional neural networks have won this competition (Goodfellow et al., 2016; He et al., 2015) . The CNN is a type of deep learning network which contains one or more convolutional and max pooling layers followed by one or more fully connected layers, which is referred to as the classification layer. An example of a CNN is shown in Fig. 1 . The CNN is different from the simple multi-layer network (MLP). MLPs only use input and output layers, and, at most, a single hidden layer, where in the deep leaning network there are more than three layers including input and output layers (Szegedy et al., 2015) . Fig. 1 showed differentiates between a simple MLP and a CNN. Each block in the CNN contains a number of layers.
The second key difference between the CNN and MLP is the combination of pooling layers in the former, where pixel values are aggregated using a transformation function. This will help to decrease the number of parameters in the network. Finally, fully-connected layers will be at the end of the network. In the fully connected layer, weights are no longer shared with the convolutional layer. The main advantages of CNNs are that they are self-learned and self-organised networks without the need for supervision (Savalia and Emamian, 2018) . Furthermore, the task of pre-processing and feature extraction techniques are not required in CNNs. In contrast, the deep learning network can automatically recognise more complex features because of the number of convolutional layers it contains. This function of deep learning supports the ability of the network to handle large, high-dimensional data which contains a large number of features . This makes the CNN beneficial and reduces liability during training and selecting of the best features that discriminate classes in the dataset.
Currently, a significant application of the CNN is in image classification, object or handwriting recognition and speech recognition (Dong et al., 2017; Goodfellow et al., 2016; Hinton et al., 2012; Khan and Yong, 2016; Szegedy et al., 2015) . In addition, it plays an important role in the biomedical field for automated disease diagnosis (Acharya et al., 2018b (Acharya et al., , 2017c Dong et al., 2017; Tajbakhsh et al., 2015) . Also, Deep learning networks are also successfully used to applications requiring the processing of big amounts of data. Many applications that use the CNN have achieved greater efficiency and performance for real-time classification, as discussed below.
Biomedical Signals
Biomedical specialists and scientists have focused on analysing the existence of different types of time series in the biomedical area for diagnosis and detection purposes. For example, biomedical scientists try to detect diseases related to brain functions by monitoring biological signals from patients recording an electroencephalogram (EEG). (Lehnertz et al., 2001; Shoeb, 2009; Subasia et al., 2005; Szkoła et al., 2011; Übeyli, 2009 ). The EEG signal provide useful information about the electrical activity of the brain. Neurologists can diagnose different abnormal activity in the brain by direct visual inspection. For example, an EEG is a usually used in epilepsy diagnosis.
The EEG records the signal from a large number of input channels. It can be from 12 to 256 electrodes. Each of these channels has a high temporal resolution. Analysing this number of signals requires the development of online algorithms that can deal with the varying types of data.
Another type of biomedical signal is the electrocardiogram (ECG). Researchers have attempted to record electrical activities of the heart in order to detect heart disease by using an ECG (Balli and Palaniappan, 2010; Chowdhury et al., 2013a; Derya Übeyli, 2010) . The signals are recorded by placing an electrode in the chest. From these signals, the abnormal activity of the heart can be detected. The ECG is a beneficial diagnostic tool to detect various cardiovascular diseases. These signals contain information about the different forms of arrhythmias, namely Premature Ventricular Contraction (PVC), Atrial Premature Contraction (APC), Paced Beats (PB), Ventricular Couplet (VC) and Myocardial Infarction (MI).
Electromyogram (EMG) is the other type of biomedical signal. The EMG has been used to record the electrical activity of muscle contractions, and these signals have been recorded from different parts of the human body in order to understand the body's behaviours under normal and pathological conditions Alaskar, 2014; Konrad, 2005 ) (e.g. wrist, uterus, the human forearm, femoris muscle, Gait analysis, etc.) (Chowdhury et al., 2013b; Graupe, 2010; Ilbay et al., 2011; Miller, C, 2008; Mohamad O. Diab, Amira El-Merhie, Nour El-Halabi, 2010; Moslem et al., 2012) .
Challenges of Biomedical signal analysis
Biomedical signals suffer from several causes of extensive noise, including device power interference, baseline drift, and noise between the skin and the electrode. In addition, motion artefacts can occur due to any muscular activity from the patient. Furthermore, inoffensive movement can be incorrectly recorded as arrhythmia in ECG signals. (Kim, 2018) . The analysis of these signals needs to deal with noise and filtering signals. Also, it is challenging to visually analysis biomedical signals because these signals have small amplitude and duration.
On the other hand, the high dimensional biomedical signals make analysing them hard. Converting these signals into subsets of features is essential. Feature extraction is known as a conversion process of signals to features, and these features can characterise the properties of the signal (Übeyli, 2009; Wang et al., 1997) . A number of techniques have been used to represent and extract features from biomedical signals in order to improve the classification (Forney and Anderson, 2011a; Subasia et al., 2005) . The time domain, frequency domain, and timefrequency domain analysis measures have been utilised to represent signals (Chen et al., 2010; Fele-Zorz et al., 2008; La Rosa et al., 2007; Phinyomark et al., 2012) . (Shaker, 2005) . (Chiang, 2010; Fele-Žorž et al., 2008; Forney and Anderson, 2011b; Sarbaz et al., 2011) .
Another method that can be used for such a process is wavelet transform, which is based on the timefrequency domain (Shaker, 2006) . Wavelet transform allows the transformation of signals into smaller waves. Despite those variety of features domain, feature extraction methods are playing an important role in improving the discriminative performance of classifiers (Derya Übeyli, 2010; Moslem et al., 2011 ).
However, it should be considered that each feature represents a different classification power for different diagnosis. In addition, each disease might have some similarity in its features with other diseases, which can affect the network performance. (Savalia and Emamian, 2018) . The examination of these different features can be a timeconsuming, complex process and usually requires field expertise, and is limited in identifying abnormalities (Acharya et al., 2017c; Alaskar and Hussain, 2018; Alaskar, 2014; Dong et al., 2017) . Additionally, the features should be invariant with respect to translations and scaling.
In some cases of feature extraction, the feature vectors will be high dimensional, which will increase the computational difficulty. This is related to the presence of irrelevant and noisy features that can affect the classification performance. For a high-dimensional dataset, the commotion time for measuring and calculating similarity between data becomes more complex, and has led to misunderstandings about the data structure. Therefore, the high dimensionality of the extracted feature vectors must be reduced using feature selection techniques. This can be achieved by finding a new space that is a lower dimension space than the dimension of the original data. It is used to improve the ability of the machine learning tools in classification (Khemphila and Boonjing, 2012) . Feature selection can be done by feature transformations, where the data is projected onto a lower dimensional space, such as principal component analysis (PCA) and independent component analysis (ICA).
However, the requirement to discover automatically and intelligent tools to reduce the effort and time to examine all possible solution to finding optimal features is highly demand.
Deep learning is a promising technique for large-scale data analytics (Längkvist et al., 2012) . During the last few decades, the use of deep learning networks to determine the character of biomedical signals' properties has increased significantly. In the literature, they have been used in biomedical signal analysis such as EEG (Acharya et al., 2018b) , ECG (Acharya et al., 2017c; Andreotti et al., 2017; Kim, 2018; Kiranyaz et al., 2016) and EMG (Biagetti et al., 2016; Xia et al., 2018) .
Deep learning networks (DNN) can effectively replace the traditional hand-crafted features. Furthermore, once a large number of datasets is available, DNN models are a good method and usually surpass human agreement rates. The appearance of DNN has make the analysis of the biomedical signals simpler than before. This paper will give an overview of using DNN in biomedical signals. Methodology
Search strategy and selection process
Database search through online databases such as google scholar is the most popular way of finding primary literature. But, here the search was extended to several other online sources such as PubMed, IEEE Xplore, ACM science direct etc., as the researchers working on biomedical signals could be from different research areas such as healthcare, medicine, signals processing.
Literature Sources
The investigation of the applications of deep learning in biomedical time series classification was addressed articles published in the domain were analyzed. Google scholar has been used to find the scientific papers. Most of the selected articles were collected from these publishers, so that the credibility of this review paper is not compromised. However, there is a wide variety of other literature sources that are also adequate for this review.
Data Collection Process
The data collection process involved extensive research of papers that addressed the applications of deep learning in the biomedical field. These papers were downloaded and studied for the sake of obtaining sufficient information on the subject. The type of results in this paper were qualitative, and the main motivation is to provide survey of the applications of deep learning, and attempt to answer the research questions listed in the introduction section. Overall, the data collection process comprised three main phases:
Phase 1: Searching papers in reliable journals. This phase involved using some keywords. Phase 2: Papers are selected and classified in line with the aim of the survey. Then the qualified papers are analyzed critically Phase 3: Qualitative data attained and notes written in order to briefly introduced the data in the results section of this paper. Data was gathered in the form of what type of biomedical signals were used.
Literature Review
The extensive investigation of the application of DNN in biomedical signals showed that most of the papers and researches were published after 2016 as represented in table 2. Most of papers has constructed using convolutional neural network (CNN) for biomedical diagnosis.
When it comes to deep learning and its application for biomedical signal diagnosis, there are two main approaches. The first approach is feature extraction and it is includes creating optimal features from CNN. The second approach is classification using CNN. The next three section will introduce the brief applications on deep learning. The last section will show the techniques the been used in order to fit the signals with deep leaning network. From Fig. 2 , it can be observed in 2015 there was just one publication comparing to previous year. This might relate to the lack of knowledge of how can deep learning efficiently employed in biomedical signals, however, 2016 until 2018 there was great effort to study and implanting convolutional neural network in this partiture type of data.
Application of CNN for ECG Analysis
During the last decades, investigations have been carried out to discover efficient and accurate ECG classification tools. For example, ICU monitoring tools are able to perform live diagnosis based on some ECG recordings. Unfortunately, the efficiency of this tool remains a problem (Kim, 2018) In the literature, a number of studies have been placed to find automatic diagnostic tools for ECG signals (Acharya et al., 2017a; Kiranyaz et al., 2016; Moon et al., 2018) . (Acharya et al., 2018a (Acharya et al., , 2017a From the scientists' point of view, the heart is very completed and different and new types of arrhythmia can affect the heart. Therefore, CNN has been extensively used for automated identification of ECG arrhythmia and it showed that it remains robust regardless of shifting and scaling invariance. For example, (Nilanon et al., 2016) showed that CNN is able to detect heart disease with higher accuracy. In this study PCG signals which record the sound of the heart beat is examined. CNN achieved, in this experiment, 82% accuracy (Nilanon et al., 2016) . Another study, (Andreotti et al., 2017) employed the CNN to recognise four different arrhythmias from short segments of ECG recordings. Their result was 83% accuracy on test data. Where in (Ghiasi et al., 2017) , CNN was used to distinguished atrial fibrillation. They achieved 80% accuracy on training datasets. Also, (Acharya et al., 2017b) used CNN to distinguish the four ECG classes: the normal (Nsr), Afib, Afl and Vfib ECG class. In this work, they used ECG signals of two seconds and five seconds' duration without QRS detection. They obtained 98.09% on sensitivity and 93.13% on specificity for two seconds of ECG segments. In the five second duration, the sensitivity was 99.13% and specificity was 81.44%. (Acharya et al., 2017b) Stress states can also be recognised by using ECG signals. In (Hwang et al., 2018) used proposed deep learning on ultra short-term raw ECG signals. Their proposed network called Deep ECGNet and was created through examination and analysis of ECG waveforms (Hwang et al., 2018) . The Deep ECGNet has the optimal convolutional neural network architecture, in addition to the best convolution filter length related to ECG components, which are the P, Q, R, S, and T wave. The proposed network has a pooling length based on the heartbeat period. The ECG signals used in their study were recorded from Kwangwoon University in Korea 13 subjects, Case 1 and KU Leuven University in Belgium 9 subjects, Case 2. Their result showed that the proposed Deep ECGNet achieved 87.39% accuracy for Case 1 and 73.96% for Case 2.
Other study has used CNN with stacked denoising auto encoders (SDAEs). SDAE has been used to extract features from ECG signals (Al Rahhal et al., 2016) . The dataset used in this paper was the MIT-BIH arrhythmia database as well as two other databases called INCART and SVDB. The highest result was 99.9% accuracy. The results obtained show that the proposed approach offers significant accuracy improvements faster online retraining compared to state-of-the-art methods. In addition, CNN used to automatically detect normal and MI ECG beats (Acharya et al., 2017c) . In their experiment, they used two types of ECG signals, one with noise and the second without noise. They achieved an average accuracy of 93.53% in signals with noise and 95.22% in signals with noise removed. They concluded that CNNs correctly detect the MI ECG signals even with noise. Also, (Acharya et al., 2017d ) developed a 9-layer CNN to automatically identify five different heartbeats in ECG signals. Their result was applied in original and noise of ECG signals. The CNN was trained and achieved an accuracy of 94.03% and 93.47% in the classification with and without noise ECG, respectively (Acharya et al., 2017d) .
The automatic recognition of abnormal heartbeats from a large amount of ECG data was the main aims of this paper (Sannino and De Pietro, 2018) . Deep learning was evaluated using MIT-BIH Arrhythmia Database. The results showed that deep learning is more efficient and competitive in terms of sensitivity and specificity which were 98.55% and 99.52% respectively. In this paper (Kamaleswaran et al., 2018 ) CNN implemented to early detect normal sinus rhythm, AF, other abnormal rhythms, and noise. CNN was trained on 8,528 single lead short ECG signals and 3,658 recordings for testing set. CNN achieved in detecting ordinary, AF and other rhythms with an average F1-score of 0.83.
Non-invasive foetal ECG was also analysis using CNN (Zhong et al., 2018) . The study attempted to detect fetal QRS complex from raw NI-FECG signals. CNN was able to classify fetal QRS with and F-measure scores 77.85% , high precision 75.33%, and recall is 80.54%. In other study, CNN trained for each patient by using relatively small common and patient ECG signals (Kiranyaz et al., 2015) . It can also be utilized to categorize long ECG records such as Holter registers. The experimental results prove that the CNN achieved a higher classification performance for the recognition of ventricular ectopic beats (VEB) and supraventricular ectopic beats (SVEB). CNN also used for PTB diagnostic ECG (Labati et al., 2018) . The result accuracy was 69.23 % which is higher compared with traditional machine learning tools. Other paper attempted to convert ECG signals to wavelet domain in order to feed them to CNN (Zhang et al., 2017) . CNN is directly learn features from the wavelet domain. The proposed approch is evaluated on eight ECG datasets with various behaviors and with different sensor placement methods. The experiment of this paper achieved 93.5% accuracy.
Furthermore, CNN was used to extract features and can replaced the hand-crafted features. For example. In, (Pourbabaee et al., 2016) CNN was used to extracted the features directly from the time domain ECG signals. Based on the paper results, the combined learned features has improved the performance of the patient screening system. In (Pourbabaee et al., 2017) , they used the CNN-based feature learning mechanism where feature are extracted using CNN. These features were used to train standard classifiers, namely the K-nearest neighbour (KNN), SVM, and the multi-layered perceptron (MLP) networks. Also, end to end CNN structure that is used for both feature extraction and classification tasks. In this experiment, the focus is on patient screening and recognising patients with paroxysmal atrial fibrillation (PAF), which is sign of a life-threatening arrhythmia. They used the CNN with a large volume of raw ECG signals as inputs. Features of the PAF to be used by a classification model are obtained directly from the CNN. The study achieved high accuracy on end-to-end CNN classifier with 93% precision. The experimental results show the effectiveness and abilities of the learned features for PAF patient screening. In addition, the classification result significantly enhanced the patient screening system performance.
Another study (Zheng et al., 2014) proposed Multi-channels deep convolution neural network (MC-DCNN). They used ECG multivariate signals. Each channel is passed as input for proposed network to extract features. Each features of each channels combined and feed to MLP for classification performance. The experiments result showed that using MC-DCNN for features extraction outperforms the traditional methods.
Application of CNN for EEG Analysis
Most of researches focused on automatically extract features from raw biomedical signals and achieves better classification than a feature based approach (Acharya et al., 2018c) . The first study that used a CNN for analysis of EEG signals was conducted by For example (Mirowski et al., 2008) cross-correlation, nonlinear interdependence, difference of Lyapunov exponents and wavelet analysis-based synchrony such as phase locking are used to extracted Haya Alaskar 53 features from EEG signals. These features were used to train three classifiers such as regularized logistic regression, CNN, and SVM. The dataset used on this research on the standard Freiburg EEG dataset which recorded signals from 21 patients having medically intractable focal epilepsy. The CNN was achieved 100% of the seizures on average 60 minutes before the onset.
In addition, the CNN used REM Behaviour Disorder (RBD) diagnosis from the EEG (Ruffini et al., 2018) . The EEG was recorded from RBD patients and healthy controls. In their work, they selected a few minutes of eyesclosed resting state from EEG signals. The input to the CNN was spectrograms of EEG channel data, i.e., 2D timefrequency maps. They studied a deep recurrent neural network using stacked long short-term memory network (LSTM) cells or gated-recurrent unit (GRU) cells. The proposed approach achieved 80% accuracy.
Most current research has focused on the recognition of abnormality of EEG signals. On the other hand, (Yuan and Cao, 2017) attempted to apply a deep learning network to EEG signals to prove clinical brain death diagnosis. The Short Time Fourier Transform technique was used as a time frequency analysis technique. Then, spectrogram images were created to characterise the features of EEG signals. For the experiment, EEG signals used in this paper were obtained from brain-damaged patients. These images were used as the training samples in the CNN. Finally, the trained network was applied to estimate the degree of similarity of the other patients' EEG signals with those of the patients in a coma and with brain death symptoms. The result was 99.8% accuracy. This approach can be used to evaluate the condition of brain-damaged patients as well as for quasi-brain death diagnosis (Yuan and Cao, 2017) . Another study focused on to distinguish EEG pattern of three classes namely normal, preictal and seizure pattern. (Acharya et al., 2018b) . In this study, 13-convolutional layers were used to build the CNN in order to detect normal, preictal and seizure pattern. They achieved an accuracy of 88.67%, specificity of 90%, and sensitivity of 95.00% (Acharya et al., 2018b) Also CNN has been used to discriminate different type of rhythm types and also to identify the rhythms themselves. In (Stober et al., 2014 ) EEG recordings of rhythm perception. The study used EEG data recorded within a rhythm perception study in Kigali, Rwanda which comprises 12 East African and 12 Western rhythmic. CNN was able to identify individual rhythms from the EEG with 24% accuracy.
Application of CNN for EMG Analysis
The rise in the use of wearable devices in recent years has increased the ability to capture a range of various physiological and functional data. This data can now be recorded continuously for applications in sports, welfare and healthcare. This huge amount of information needs effective tools and analysis techniques. Therefore, deep learning networks take the lead to deal with this high-dimensional data. In a paper by (Ravi et al., 2017) , a deep learning network was developed to detect activity from inertial sensor data. They combined two sets of features. This combination overcame some of the limitations in a typical deep learning architecture. They used laboratory and realworld activity datasets. Spectral domain was utilized before the data is passed onto the deep learning network. The results demonstrated the ability of the proposed approach to detect different human activity, outperforming other methods with precision and the recall is above 85%. Furthermore, the experiment showed that the computation times for the proposed approach are steady with the limitations of real-time processing on smartphones and a wearable sensor (Ravi et al., 2017) .
On the other hand, deep learning has been used for EMG hand movement recognition (Park and Lee, 2016) . They used a CNN model to find six hand movements via EMG signals. The results show a good classification accuracy for CNN compared to SVM. The best accuracy was reached using CNN with 90% accuracy. In addition, a CNN was utilised for natural control of robotic hands by EMG signals (Atzori et al., 2016 ). The CNN was tested to classify an average of 50 hand movements in 67 intact subjects and 11 transradial amputees. With this model the reported accuracy was 66.59%. Also, there is study focusing on classification of phones and phonetic features by using facial EMG signals (Wand and Schultz, 2014) . The study focused on EMG-based silent speech recognizer. They aimed to extract EMG activities for certain phones, present and absent phonetic features. They achieved a good accuracy in one of their experiments which was nearly 70% to detect Rounding word.
In (Wei et al., 2017) , a multi-stream CNN is applied to demonstrate that a small set of muscles can effect on specific hand movements. The CNN was running to learn the correlation between individual muscles and specific gestures. In this experiment, multi-stream decomposition stage and the fusion stage was employed. Result of the model was recorded (from 77.8% to 85%) accuracy.
Discussion
The main motivation of this paper was to review various studies and papers in the field of deep learning implementation in biomedical signals. After analyzing more than 90 articles, 40 were further examined, and the results of each article were addressed. The aim of this survey was to introduce the variety of deep learning application in the biomedical signals field. Numbers of founding has been conducted firstly, most of papers have been published the last three years. In addition, the most commonly utilized deep learning network is convolutional neural networks CNN especially the pretrained CNNs. Furthermore, spectrogram images were most regularly used to train CNN. Previously reported studies mainly addressed medical signals analysis and diagnosis with the applications of expert-designed features.
It can be observed that there is a large variety in the type of signals that is used to train and apply deep neural networks. EEG, ECG and EMG. All of studies have investigate the application of deep learning for medical signals diagnosis and compared with state of art. Each of this study has confirmed and proved that deep learning a CNN can automatically extracted the optimal features and also learn to distinguish among different classes. Most of these articles results are comparable to state-of-the-art methods has the ability to analysis most of biomedical signals. CNN proven to be highly successful in analysing different type of medical signals such as analysing neurophysiological dynamics of sleep using EEG, identifying type of movement in EMG or type of activity etc.
Most of the articles obtained their best result without any human intervention. Furthermore, they did not need to have domain knowledge for the analysis of medical signals. Based on the results of each articles, CNN and deep learning in general can be considered as a sound basis for further optimization towards a competitive, fully automated classification method for classify medical signals. Therefore, CNN was replaced most of traditional machine learning application. This is the approach resulted by numbers of papers in this survey.
There is no doubt that deep learning application in the medical field will further investigate as it has already attained outstanding results in medical data analysis, and more precisely, in biomedical signals detection and diagnosis. Consequently, convolutional neural network, more generally deep learning, will positively increase the efficiency and quality of healthcare. It will reduce the risk of misclassification and furthermore, increase the early diagnosis of serious diseases. It also can be used to support computer aided diagnosis CAD.
Conclusion
The paper content is organized to describe the background knowledge on how deep learning was conceived, evolved and has revolutionized the field of biomedical signal analysis. Then the state of art applications of CNN deep learning model for different types of biomedical signals such as ECG, EMG, EEG are illustrated. Finally, 40 literatures were found to be relevant to the field of the study and most of these were recently published since 2016. These literatures were critical reviewed to provide a holistic overview on the performance of deep learning models for biomedical signal analysis. The review results of these literatures have confirmed deep learning as the potential technique for biomedical signal analysis. Thus, the brief nature of this survey can temperately contribute to the current body of literature and is expected to shed some light on research challenges and future opportunities in the field of biomedical signal analysis.
