Abstract Food product safety is one of the most promising areas for the application of electronic noses. Their application in this domain is mainly focused on quality control, freshness evaluation, shelf-life analysis and authenticity assessment. In this paper, the performance of a portable electronic nose has been evaluated in monitoring the spoilage of beef fillets stored either aerobically or under modified atmosphere packaging, at different storage temperatures. A novel multi-output fuzzy wavelet neural network architecture has been developed, which incorporates a clustering pre-processing stage for the definition of fuzzy rules. The dual purpose of the proposed modelling approach is not only to classify beef samples in the relevant quality class (i.e. fresh, semi-fresh and spoiled), but also to predict their associated microbiological population, based on total viable counts. For the case of aerobic packaging, model was able to classify correctly 67 out of 70 aerobic samples (95.71%), while successful identification of microbial counts resulted in a 4.57% standard error of prediction. However, under modified atmosphere packaging scenario, results were rather inferior, as proposed model achieved a 92.95% classification rate (66 out of 71 samples), while the standard error of prediction of microbial counts was increased to 5.74%. In comparison to these results, prediction performances of models used extensively in the area of Food Microbiology, such as MLP and PLS, revealed their deficiencies, while ANFIS and SVM models revealed their robustness in providing acceptable prediction performances for either aerobic or MAP packaging conditions. Results evaluation indicated that the proposed modelling scheme could be considered as a valuable detection methodology in food microbiology.
Introduction
One of the most commonly consumed food item worldwide is meat. However, meat's shelf life is low and the consumption of spoiled meat products can easily cause serious health hazards. The development of reliable systems to determine safety/ quality of meat products would certainly benefit the public enormously, and also prevent unnecessary economic losses. Although beef is considered as a good source for essential nutrients, it is also a perfect Benvironment^for the growth of pathogenic microorganisms and consequently spoilage.
Currently, meat safety is mainly relied on regulatory inspection and sampling protocols. This methodology, however, seems insufficient as 100% inspection and sampling is simple difficult to be achieved. Additionally, although a plethora of chemical and microbiological methods have been proposed for the detection and measurement of bacterial meat spoilage, the majority of them are considered as time-consuming processes (Ellis and Goodacre 2001) . Thus, the development and application of rapid and non-invasive sensors for spoilage detection is very desirable for Meat Industry. Various methods based on analytical instrumental techniques, such as Fourier transform infrared spectroscopy (FTIR) (Amamcharla et al. 2010) , Raman spectroscopy (Meisel et al. 2014 ) and Hyperspectral Imaging (Tao and Peng 2014) have been investigated for their potential in assessing meat quality.
In the past two decades, consideration of food safety from the point of specific bacteria has resulted in the need for an alternative detection system for microbial spoilage by inspecting volatile organic compounds (VOCs) generated by these microorganisms (Boothe and Arnold 2002) . The application of human nose as a smell assessment instrument is rather restricted by the fact that our sense of smell is subjective and is therefore difficult to use. Consequently, there was need for an instrument that could Bmimic^the human sense of smell and its use in routine industrial applications. To support such technology for industrial usage, gas/odour sensors became ideal candidates in areas like food industry, environment control, automobile industry, indoor air quality check and monitoring and medicine (Capelli et al. 2014; Fend et al. 2006) .
The electronic nose (enose) is a system initially created to Bmimic^the function of human nose. An enose consists of an array of chemical gas sensors with broad and partly overlapping selectivity that measure volatile compounds (VCs), a signal-preparation system, and a patternrecognition system. Such device is usually characterized by reproducibility and reliability, as it has a short reaction and recovery time. Although the instrument does not allow the actual identification of compounds and has a higher detection limit against GC-MS, it has been successfully used in processing monitoring, shelf-life investigation, freshness evaluation and authenticity assessment in a wide range of food products (Di Natale et al. 1998) .
The main applications of enose with respect to meat are in assessing quality, spoilage identification and detection of offflavours. In one of the earliest related studies, the changes in the headspace of vacuum packaged beef, vaccinated with Salmonella typhimurium, was evaluated using a metal oxide (MOS) based enose (Balasubramanian et al. 2008) . The VCs of pork and meat products such as sausages were also studied for Halal verification (Nurjuliana et al. 2011 ). An enose, consisting of 18 MOS gas sensors, has been used for measuring flavour quality changes of refined chicken fat during controlled oxidation and partial least squares regression (PLS) was utilized as a prediction model (Song et al. 2013 ). An olfactory system has been considered for the detection of Salmonella contamination in packaged beef steaks using neural network classifiers (Khot et al. 2012 ). Meat spoilage detection was also explored for the case of beef fillets stored aerobically at different isothermal conditions (0, 4, 8, 12 , and 16°C) (Papadopoulou et al. 2013) . Classification and regression models using support vector machines (SVM) were developed to classify beef fillet samples in the respective quality class, and to correlate the population dynamics of the microbial association (total viable counts, Pseudomonas spp., Brochothrix thermosphacta and lactic acid bacteria) with electronic nose sensor responses. The prediction of total viable counts (TVC) in chilled pork using an enose and SVM has been also investigated. In this specific experiment, enose and microbiological measurements were carried out on pork samples stored at 4°C for up to 10 days (Wang et al. 2012) . Adulteration detection of meat has attracted growing attention in recent years. In this perspective, enose was utilized to detect pork adulteration in minced mutton (Tian et al. 2013) .
The most important factors affecting meat's freshness and quality are colour, texture and flavour. The odour of meat is formed by a complex mixture of different volatile organic compounds (VOCs), originating from various reactions. During storage or thermal processes, the precursors of the aroma components undergo oxidation and decomposition reactions leading to a number of products which they can then react further providing organic compounds of low molecular mass and usually these secondary products are responsible for odour development (O'Sullivan and Kerry 2009) . Another process connected to odour development apart from heat treatment of meat is spoilage. During storage, the bacterial activity leads to the production of VOCs of unpleasant odour, most of which are easily identifiable (methanol, ethanol, dimethyl sulphide, methyl thioacetate, toluene, 2,3-Butanediol and others) (Casaburi et al. 2015) . Under such spoilage condition, the bacteria growing in tissues release ammonia, amines and volatile sulphur compounds, hydrocarbons, alcohols, aldehydes, ketones, esters, acetone and low-molecular-weight carboxylic acids. These generated compounds are generally considered as a result of fat decomposition and lipid oxidation, and they can be used as potential indicator compounds for identifying meat spoilage (Balasubramanian et al. 2016) .
Microbial meat spoilage is thus a complex process which involves growth of microorganisms during storage. Most enose sensors have a non-linear response versus concentration; however, these techniques work well if a low concentration of volatiles ensures an approximately linear response (Ghasemi-Varnamkhasti et al. 2009 ). When high concentrations of volatile are measured, non-linear techniques, such as neural networks (NNs), would be more appropriate. NNs have gained much interest in predictive engineering and quantitative modelling due to their flexibility and high accuracy as compared to other modelling techniques (e.g., statistical models) (Valipour et al. 2013; Valipour 2016) .
In comparison to other NN-based application areas, the field of food science is still in an early development stage. Recently, NN algorithms have shown promising results in applications such as growth parameter estimation of microorganisms (Panagou and Kodogiannis 2009) , whereas hybrid wavelet neural networks have been successfully applied for bacterial survival curves' identification (Amina et al. 2010) . NNs usually require a large number of neurons for solving the majority of approximation problems and are prone to dimensionality problems, as each single neuronnode cannot define a multi-dimensional hyper-sphere of the input domain. Although fuzzy logic systems, provide such input space mapping, they do not have learning ability, thus it is difficult to analyse complex systems without prior and accurate knowledge on the system being analysed (Rutkowska 2002) . To overcome the limitations of NNs and fuzzy systems, hybrid neuro-fuzzy (NF) approaches have attracted growing interest of researchers in various scientific and engineering areas (Alshejari and Kodogiannis 2016) .
The main objective of this paper is to associate, for the first time according to literature, volatile fingerprints of odour profile with beef spoilage through a multi-input-multi-output (MIMO) clustering-based fuzzy wavelet neural network (CFWNN) system. Two case studies have been explored, by implementing CFWNN models for beef fillets stored aerobically and under modified atmosphere respectively at controlled isothermal conditions at 0, 4, 8, 12, 16 and 20°C. The proposed CFWNN models classify samples in one of three quality classes (i.e. fresh, semi-fresh, and spoiled) and simultaneously predict the microbial load (as total viable counts -TVC) on meat surface, based on the biochemical profile provided by the enose dataset. The rationale for such a MIMO identification system is related to the concept that output parameters are not independent, in the sense that quality class is related to microbiological counts and vice versa, thus a model that combines both these measurements would be desirable.
Current NF and FWNN approaches are following the classic Takagi-Sugeno-Kang (TSK) structure, where only one output is enabled. ANFIS is a classic representative of an NF approach, where the number of fuzzy rules is related to the number of input variables as well as the number of membership functions for each input. Its main drawback is that the number of fuzzy rules increases exponentially with respect to the number of inputs. In the proposed CFWNN, a clustering pre-processing stage determines the number of rules, thus the Bcurse of dimensionality^problem is significantly reduced. Results from CFWNN scheme are compared against models based on Adaptive Neural Fuzzy Inference System (ANFIS), Multilayer Neural Networks (MLP), Support Vector Machines (SVM) as well as linear (PLS) regression schemes. Such comparison is considered as a essential test, as we have to emphasize the need of induction to the area of food microbiology, advanced learning-based modelling schemes, which may have a significant potential for the accurate estimation of meat spoilage.
Experimental Case Sample Preparation and Microbiological Analysis
The entire experimental case study was performed at the Agricultural University of Athens (AUA), Greece. A detailed description of the experimental methodology, as well as the related microbiological analysis of the meat samples, is described in (Papadopoulou et al. 2013) . Briefly, the samples were prepared by cutting fresh beef fillers into small pieces and then stored aerobically (AIR) and in modified atmosphere packaging (MAP) (40% CO 2 , 30% O 2 , 30% N 2 ) at different temperatures. More specifically, these samples were stored under controlled isothermal conditions at 0, 4, 8, 12, 16 and 20°C in high precision incubators for up to 434 h, depending on storage temperature, until spoilage was observed (Christiansen et al. 2011) . After appropriate time intervals during storage, duplicate samples were collected for microbiological, sensory and enose analysis. It was assumed that the microbial population at these parts would be comparable and samples were not subjected to any prior pre-processing such as fat and connective tissue removal. Meat samples stored at aerobic conditions were analysed every 24, 24, 12 and 8 h for 0, 4, 8 and 12°C respectively. Finally, samples stored at 16 and 20°C were analysed at 4-6 h intervals. Similarly, samples stored at MAP conditions were analysed every 48, 24, 16, 12, 8 and 6 h for 0, 4, 8, 12, 16 and 20°C respectively. In parallel, microbiological analysis was performed and resulting growth data were log 10 transformed and fitted to the primary model of Baranyi in order to verify the kinetic parameters of microbial growth (maximum specific growth rate and lag phase duration) (Papadopoulou et al. 2013) . The growth curves of TVC for beef fillet storage at different temperatures under aerobic and MAP conditions as a function of storage time are illustrated in Fig. 1 . A close inspection, however, reveals that the maximum specific growth rate (μmax) for the AIR packaged condition is different than of that of the MAP case. It has been found that packaging under modified atmosphere delay the growth rates of all members of the microbial association, as well as the maximum population attained by each microbial group compared with aerobic storage. Aerobic storage increases the rate of spoilage due to the fast growing Pseudomonas spp.; in addition such growth can be considerably inhibited by the presence of gas carbon dioxide (Skandamis and Nychas 2002) . Analysis specified that the total viable counts ranged from 3.058 − 9.885log 1 0 cfu cm − 2 for aerobic cases, and 3.09 − 8.063log 10 cfu cm −2 for MAP cases. However, for both aerobic and MAP packaging conditions, the growth rate is increased faster, as the storage temperature increases.
Sensory evaluation of meat samples was performed during storage according to Gill & Jeremiah's approach (Gill and Jeremiah 1991) by a sensory panel composed of members of staff from AUA, at the same time intervals as for microbiological analyses. The same members of staff were used at each evaluation, where the identity of testing products was not revealed to them. Evaluation was carried out in artificial light and the temperature of all samples was similar to ambient temperature. The selected descriptors were based on the perception of colour, smell, and taste. The colour and odour were described before and after cooking (20 min at 180°C in preheated oven), whereas taste was described after cooking.
Each attribute was scored on a three-point hedonic scale corresponding to: 1 = fresh; 2 = marginal; and 3 = unacceptable. A score of 1.5 was characterized as semi-fresh and was the first indication of change from that of typical fresh meat (i.e., less bright red colour, odour and flavour slightly changed, but still acceptable by the consumer) in which the sample was marginally accepted (Argyri et al. 2010) . Putrid, sweet, sour, or cheesy odours were considered as cases of possible microbial spoilage and such samples were classified as spoiled. Bright colours typical of fresh oxygenated meat were considered indicative of fresh meat, whereas a persistent dull or unusual colour rendered the sample spoiled. The shelf life limit was defined as the point when 50% of the panel members rejected the sample (Papadopoulou et al. 2013 ). In total, 210 meat samples were evaluated by a sensory panel and classified into the selected three groups as fresh (n = 48), semi-fresh (n = 72), and spoiled (n = 90) for the aerobic case, while 213 meat samples were classified as fresh (n = 51), semifresh (n = 84), and spoiled (n = 78) for the MAP case.
Volatile Samples Acquisition
Libra enose (Fig. 2) is a portable device produced by Technobiochip and is used to identify complex odours (Di Natale et al. 2001 ). The instrument is composed by an array of sensors and a data analysis system. The integrated data analysis system Btransforms^the extracted information from an odour to an Bolfactory^image, similarly with our sense of a smell. The detection of odours is then based on the concept that different odours have different Bolfactory^images. This distinguishes enose from gas chromatography which identifies single molecular classes inside a gaseous mixture. Enose recognizes an odour as a whole, showing the synergic activity of different molecular species in a single Bolfactory^image.
The specific device is based on the quartz crystal microbalance technology (QCM) which can be described as an ultrasensitive sensor capable of measuring small changes in mass on a quartz crystal recorded in real-time. The heart of the quartz crystal microbalance is the piezoelectric AT-cut quartz crystal sandwiched between a pair of electrodes. These electrodes are attached to an oscillator. When an AC voltage is applied over the electrodes, the quartz crystal starts to oscillate at its resonance frequency due to the piezoelectric effect. If sample volatiles are evenly deposited onto one or both of the electrodes, the resonant frequency will decrease proportionally to the mass of the adsorbed layer (Baietto et al. 2010) .
Libra enose utilized as transducers eight 20-MHz AT-cut quartz crystal microbalances with gold surfaces, coated with poly-pyrrole polymer films (developed at Technobiochip and covered by the European patent EP1505095) and deposited by Langmuir-Schaefer technology via a KSV 5000 instrument using 0.3 mg of polymers per ml dissolved in chloroform and ultrapure distilled water as the subphase. These polymer films were obtained by reaction of pyrrole with different compounds (i.e. aldehydes) and Table 1 summarizes the aldehydes used for the chemical synthesis and the poly-pyrrole derivatives obtained.
Piezoelectric transducers were placed in a measuring chamber. The measuring chamber is held at a constant temperature during the measurements by a thermostatic electronic system, while a flow system formed by a micro-electric valve and a micro-pump transmits the gas sample to the measuring chamber. For each measurement, a beef fillet sample of 5 g was introduced inside a 100 ml volume glass jar and left at room temperature (20°C ± 2°C) for 15 min to enhance desorption of volatile compounds from the meat into the headspace. The headspace was then pumped over the sensors of the enose and the generated signal was recorded to a computer. Datasets related to volatile extracted information from Libra enose as well as the associated microbiological analysis from meat samples for both aerobic and MAP cases, were provided by Agricultural University of Athens, Greece and were further utilized towards the development of the proposed intelligent model.
System Identification Techniques
In the current study, a novel Multi-Input Multi-Output (MIMO) Clustering-based Fuzzy Wavelet Neural Network system (CFWNN) has been developed to predict the microbial load (as TVC) on meat surface, based on the biochemical profile provided by the enose dataset. In addition, the same model can classify beef samples to one of three quality classes (i.e. fresh, semi-fresh, and spoiled). The merit of this paper is to propose a learning-based structure which could be considered as a new benchmark method towards the development of efficient intelligent methods in food quality analysis. For this reason, CFWNN's results are compared with those obtained by MLP neural networks, ANFIS neurofuzzy identification models, support vector machines (SVM) and PLS regression schemes which are considered as well-recognized tools in chemometric analysis.
CFWNN Architecture
Wavelets are known to have good modelling properties over a range of frequencies; hence they have been utilized in neurofuzzy (NF) systems (Kodogiannis et al. 2013) . Generally, the fuzzy wavelet neural network (FWNN) is a combined structure based on fuzzy rules that includes wavelet functions in their consequent parts, in the form of a wavelet neural network. In these FWNN schemes, such combination is achieved through a Takagi-Sugeno-Kang (TSK) single-output architecture, which allows us to model nonlinear behaviour with relatively fast training speed. The domain interval of each input is split into fuzzy regions and each region is associated with a membership function (MF) in the IF part of the fuzzy rules. The rules are then learnt adaptively similarly to ANFIS scheme (Abiyev and Kaynak 2008a) . The number of fuzzy rules at FWNN scheme is an important issue, as it affects the accuracy and the efficiency of the developed prediction system. A second problem however is related with the initialization stage. In fact, network's initial parameters definition affects the accuracy result, the time required for learning and even the convergence of the training process. Generally, the initial values of the parameters of FWNN scheme are generated randomly in the interval [−1.1] and updated accordingly to the adopted learning algorithm (Abiyev and Kaynak 2008b) .
The proposed CFWNN model differs from traditional FWNN approaches that utilize the Blook-up table^concept. In those models, an input space is divided into K 1 × K 2 × . . . . × K n fuzzy subspaces, whereK i , i = 1 , 2 , . . , n, is the number of fuzzy subsets for the i th input variable (Nelles 2001) . The Adaptive Neuro-Fuzzy Inference System (ANFIS) is an example of such approach, where the number of fuzzy rules is associated to the number of input variables as well as the number of MF for each input. In the case of CFWNN, a clustering algorithm is applied for the sample data in order to organize feature vectors into clusters. The fuzzy rule base is then derived using results obtained from a clustering algorithm. In the proposed scheme, the number of memberships for each input variable is directly associated to the number of rules, hence, the Bcurse of dimensionality^problem is significantly reduced. Figure 3 illustrates the general concept of the proposed CFWNN architecture. Its configuration includes a fuzzy rule base, which consists of a collection of fuzzy IF-THEN rules in the following form:
R i : IF x 1 is A 1i and x 2 is A 2i ::::and x n is A ni THEN y 1 is G 1 and::::y p is G p ð1Þ where x 1 , x 2 , . . . , x n are input variables, A ni is the i th membership function for the n th input and G 1 , . . . , G p are the labels of the fuzzy sets in the output space. Although Gaussian MFs are commonly used in NF systems, their deficiency is their limited ability to localize in the frequency domain. By comparison, the proposed CFWNN, where wavelet functions are utilized, has the ability to localize in both the time and frequency domains. In this paper, the following generalized Mexican Hat wavelet function with translation (μ) and dilation (σ) parameters has been considered as MF:
Translation parameter determines the center position of the wavelet, while dilation parameter controls the spread of the wavelet. As MF values cannot be negative and larger than unity, the Mexican Hat MF has been normalized / modified as follows:
where constant ε = 0.446. The modified Mexican Hat MFA ij presented at Eq. 3 has been utilized for the proposed CFWNN, where, indexj is associated with the input variable, while index i is linked with MF's j th input. The initial translation variables μ ij at Eq. 3 are equal to the values of the components of the vectorsv i , which come from the second stage of the clustering pre-processing step. The dilation values σ ij are initialised according to
These values are calculated based on the matrixU, where its elements correspond to the fuzzy memberships of x k in the i th cluster and its values obtained again from the fuzzy c-means part of the clustering step.
& Layer 3:
This layer is the firing strength calculation layer.
Since each fuzzy rule's antecedent part has AND connection operator, the firing strengths are calculated using the product T-norm operator. The most commonly used fuzzy AND operations are intersection and algebraic product (Lee 1990) . In this case, the multiplication has been used, and the output of this layer has the following form:
The number of nodes, at this layer, is equal to the number of clusters, as it was defined by the clustering pre-processing step.
& Layer 4:
This layer is the normalization layer. Each node in this layer calculates the normalized activation firing of each rule by:
The normalized activation firing is the ratio of the activation firing of a given combination to the sum of activation firings of all combinations. It represents the contribution of a given combination to the final result.
& Layer 5:
This layer is related to the defuzzification/output part of the CFWNN. Each node at this layer combines the output of each node in L 4 by algebraic sum operation after being multiplied by the output weight value w ij :
Clustering-Based Initialisation
The applied clustering algorithm at layer L 2 consists of two stages . In the first stage, the method similar to Learning Vector Quantization (LVQ) algorithm generates crisp c-partitions of the data set. The number of clusters c and the cluster centres v i , i = 1 , . . . , c, obtained from this stage are used by Fuzzy c-means (FCM) algorithm in the second stage. Figure 5 illustrates the clustering concept. The first stage clustering algorithm determines the number of clusters by dividing the learning data into these crisp clusters and calculates the cluster centres which are the initial values of the fuzzy cluster centres derived the second stage algorithm. If we consider that X = [x 1 , ... , x n ] ∈ R np be a learning data, then the first cluster is created starting with the first data vector from X and the initial value of the cluster centre is taking as a value of this data vector. Then other data vectors are included into the cluster but only these ones which satisfy the following condition
where x k ∈ X , k = 1 , . . . , n and v i , i = 1 , . . . , care cluster centres,
, the constant value D is fixed at the beginning of the algorithm. Cluster centresv i are updated for each cluster (i.e.,i = 1 , . . . , c) according to the following equation
where t = 0 , 1 , 2 , . . .denotes the number of iterations, η t ∈ [0, 1] is the learning rate and it is decreasing during the execution of the algorithm (depending on the number of elements in the cluster). At the end of first stage, the number of clusters c is defined, while the dataset is divided into the clusters. In addition, the values of cluster centres v i i = 1 , . . . , c, which can be used as initial values for the second stage clustering algorithm, are calculated. In the second stage the traditional fuzzy c-means algorithm has been used to optimize the values of cluster centres.
CFWNN Learning Phase
The learning algorithm of CFWNN involves the use of the gradient descent (GD) method to optimize the various network parameters. During, the backward Btraining^passes, the error signals are calculating from the output layer backward to the premise (i.e. membership) layers, and parameters at both defuzzification and fuzzification sections are finetuned. For each training pair(x, y), the system output O i is obtained by forward pass after feeding an input pattern into the network. Then the purpose of this learning phase is that, for a given p th training data pair(x p , y p ), the parameters are adjusted so as to minimize the error function
where P is the number of outputs and D p the desired response of the p th output. VariableO p is defined as in Eq. 7. According to the GD method, the weights in the defuzzification layer are updated by the following equation ( 1) where i = 1 , 2 , . . , p and j = 1 , 2 , . . cdenote the number of output and normalization units respectively. The weights of the output units are updated according to the following equation
where η w is the learning rate. The μ ij and σ ij parameters of the wavelet membership function are adjusted by the amount
components need to be calculated using the chain rule.
Analytically, the partial derivatives are defined as
and
All modelling schemes have been implemented in MATLAB (ver. R2015a, Mathworks.com).
Support Vector Machine
Support vector machine (SVM) is a powerful machine learning approach based on statistical learning theory (Vapnik 1998) . It has acquired a widely acceptance due to its successful application in classification and regression tasks, especially on time series prediction and function estimation (Quan et al. 2010 ). The SVM is one of the approaches to supervised learning that takes an annotated training data set as input and output a generalized model, which can then be used to accurately predict the outcomes of future events. The advantages of SVM over multilayer neural network (MLP) models include a global optimal solution and robustness to outliers.
The specific SVM used in this paper involves epsilon support vector regression (ε − SVR). The value of epsilon is used to measure the error between the predicted and real values in a high-dimension space and its value is determined based on practical experience. The objective of SVR is to search for the optimal parameters that minimize the prediction error of the regression model by solving the following optimization problem:
where ω is the weight vector and ξ is a variable that is used to penalize complex fitting functions. The aim of optimisation process is to estimate the parameters ω of the function that give the best-fit of the data. The constant C allows for the penalizing of the error by determining the trade-off between the training error and the model complexity (Al-Anazi and Gates 2010). If C is too large, the algorithm will over-fit the training data; if C is too small then insufficient training will occur. Appropriate selection of Kernel function at SVR models provides the option of using a non-linear function in inputs space. One specific selection that utilizes the radial basis function (RBF) is known as LS-SVMs. The main benefit of LS-SVM is that it is computationally more efficient than the customary SVM method, since the LS-SVM training needs only the solution of a set of linear equations instead of the lengthy and computationally demanding quadratic programming problem that is involved in the standard SVM. The kernel Gaussian function employed at LS-SVM has the following form:
where the γ parameter controls the smoothness of the decision boundary in the feature space. For this specific case study, SVR models were implemented in MATLAB using the PLS_Toolbox software.
Monitoring Framework Development
The proposed modelling scheme has been incorporated into a decision support system, shown at Fig. 6 , which has been designed in such way in order to accommodate all relevant information. Its overall schematic diagram shows a parallel system consisted of two MIMO CFWNN module units, which provide the individual microbiological TVC predictions, as well as quality class indication for each sample. For the aerobic and MAP cases, 140 and 142 samples were considered as training subsets respectively, while the remaining 70 and 71 samples were included in the testing subsets. The number of samples used in this paper was increased compared to those used in a previous study (Papadopoulou et al. 2013) , as additional information on data at 20°C was incorporated into the dataset. In addition, for the first time, MAP data was also considered for analysis via an enose. Unfortunately, the number of samples per class was not equal. Table 2 summarizes this information and provides also the associated per class TVC range.
Pre-processing of the data acquired from enose sensors is required to create the Bolfactory image^of the sample. Generally, this process involves extracting certain significant characteristics from the sensor response curves in order to produce a set of data that can be processed by the recognition system of the enose. Various features can be extracted and utilized in further steps, based on enose's characteristics, such as the type of chemical sensors as well as the stability of their responses to the reference gas, to variations in humidity and temperature levels (Ehret et al. 2011) . For this particular experiment, responses as frequency variations(Δf), were acquired and in Fig. 7 such responses for all sensor signals classes for meat samples stored at 4°C are shown.
Comparison of enose's responses for both aerobic and MAP cases, as shown in Fig. 7 , validate the inhibition of microbial growth which was achieved by the presence of gas carbon dioxide at MAP case. Responses at the MAP case have a lower magnitude than the aerobic case. All curves, however, in both diagrams, Bshare^an Babrupt^slope characteristic which can be observed in the middle of graph. The area of this slope is related to semi-fresh samples, as on 4°C, storage time between 73 and 144 h (aerobic) and 120-215 h (MAP) is allocated to samples belonging to that specific category.
The concept that the discriminating power of an enose depends on the independence among its sensors, i.e. inversely on their redundancy or cross-correlation, is well documented (Berna et al. 2009 ). In order to compare the sensor correlations, the pair-wise Pearson correlation between all sensors' responses for the training dataset has been derived. Table 3 illustrates the Pearson correlation matrix among the eight enose sensors. From the eight odorant receptors, only seven were considered as highly correlated (≥0.7), with the exclusion of S2. Taking into account that each measurement can be represented as a point in an 8-dimensional space, a dimensionality reduction algorithm has been applied on those enose data used for training purposes.
The robust PCA (RPCA) scheme has been utilized to obtain principal components that are not influenced much by outliers. The RPCA is implemented in three main steps. First, the data were pre-processed such that the transformed data are lying in a subspace whose dimension is at mostn − 1. An initial covariance matrix was then constructed and used for selecting the number of components k that will be retained in the sequel, yielding a kdimensional subspace that fits the data well. Then the data points were projected on this subspace where their location and scatter matrix are robustly estimated, from which its knonzero eigenvalues l 1 , . . . , l k are computed. The corresponding eigenvectors are the krobust principal components (Hubert et al. 2005) . RPCA scheme was implemented in MATLAB, with the aid of PLS_Toolbox (ver. 8.1 Eigenvector.com). For this particular case study, the first four principal components (PC) were associated with the 99% of the total variance, as shown in Table 4 . These specific PCs were extracted and utilized as inputs variables to the learning-based models developed for this specific case study, together with information from the various storage temperatures, as well as the related sampling times.
Checking however is required to validate the integrity of the developed models in predicting/classifying unknown samples to make sure that models could work in the future for new and similar data. As meat quality classification is direct related to microbiological counts and vice versa, as shown also from Table 2 , a model that combines both these Bcharacteristicsĥ as been considered to be desirable. Generally, classification and prediction tasks are performed separately, as classifier has a different output structure compared to a prediction model (Papadopoulou et al. 2013 ). In order to accommodate both classification and prediction tasks in the same structure, the classification task has to be modified accordingly (Argyri et al. 2010) . Rather than trying to create a distinct classifier, an attempt has been made to Bmodel^the class, in other words, to predict the class itself and incorporate it into a MIMO modelling structure ). In the proposed CFWNN, the first output node was associated to the classification task, while the second output node has been assigned to TVC prediction. Initially, cluster centres were assigned to three classes (i.e. fresh, semi-fresh and spoiled). Instead of values 1, 2 and 3 for fresh/semi-fresh/ spoiled cases, values 10, 20, and 30 have been used, respectively for better distinguishing these three states by our proposed modelling structure. class with cluster centre 30. Thus, through this procedure, prediction result from the first output node is Bconvertedb ack to a classic classifier output. The final classification accuracy of CFWNN models was determined by the number of correctly classified samples in each sensory class divided by the total number of samples in the class. The performance of developed models for TVC prediction for each meat sample was determined by the bias (B f ) and accuracy (A f ) factors, the mean relative percentage residual (MRPE) and the mean absolute percentage residual (MAPR), the root mean squared error (RMSE) and finally the standard error of prediction (SEP) (Panagou et al. 2007 ).
Results & Discussion
Aerobic Storage Case Study CFWNN's structure consists of an input layer which contains six input nodes (i.e. storage temperature, sampling time, and the values of the first four principal components). In the proposed CFWNN model, 10 final rules have been created, using the clustering pre-processing stage. Although GD learning algorithm was utilized as a learning scheme, the training time was completed in less than 1000 epochs, much faster from the equivalent time used to train the MLP neural network. Learning rates for all system's parameters have been set to 0.2, while training/testing datasets were normalized to range [0.1, 0.9] before performing any training/testing simulations.
Final results were later re-normalized back to real values in order to obtain various statistical performance indices.
Results revealed that the classification accuracy of the CFWNN model was very satisfactory in the characterization of beef samples, indicating the advantage of a hybrid intelligent approach in tackling complex, nonlinear problems, such as meat spoilage. The classification accuracy is presented in the form of a confusion matrix in Table 5 .
The model overall achieved a 95.7% correct classification, with 100%, 87.5% and 100% for fresh, semi-fresh and spoiled meat samples, respectively. The sensitivities for fresh and spoiled meat samples reveal zero misclassifications. One spoiled meat sample was accurately classified as spoiled, even marginally and the same situation occurred for one fresh sample. In the case of semi-fresh samples, two samples (B10A7â nd B12A7^) were misclassified as fresh ones while one semifresh sample (B33A5^) was misclassified as spoiled one. The B10A7^and B12A7^cases correspond to aerobic samples stored at the same time (12°C) and collected at 30 h, and 36 h respectively. Finally, the B33A5^case corresponds to an aerobic sample stored at 8°C and collected at 103 h. The specificity index was also high, indicating satisfactory discrimination between these three classes (Table 5 ). It is characteristic that no fresh samples were misclassified as spoiled and vice versa, indicating that the biochemical information provided by enose data could discriminate at least these two classes accurately. It must be emphasized however that the number of examined samples within each class was not equally distributed, due to the different spoilage rate of beef samples at the different temperatures. The lower accuracies obtained in the semi-fresh class could be explained by the fact that in the evaluation process, sometimes the discrimination between Bfresh^and Bsemifresh^class is difficult to be performed accurately.
A MIMO MLP network was also constructed for this case study, using the same input vector. After a few trials, utilizing different internal structures, a neural network was implemented with two hidden layers (with 12 and 6 nodes respectively) and two output nodes, one for the sensory class and one for the TVC. MLP employed the standard sigmoid activation function and utilized the same GD learning method for training purposes, while learning rate and momentum term was set to 0.2 and 0.15 respectively. The model overall achieved a 91.42% correct classification, with 100%, 79.16% and 96.66% for fresh, semi-fresh and spoiled meat samples, respectively. Such performance, however, was achieved after a long training session, over 25,000 epochs. The related sensitivities represent 5 misclassifications out of 24 semi-fresh meat samples, and one misclassification out of 30 spoiled samples, as shown at Table 6 . More specifically for the case of semi-fresh samples, four cases were misclassified as fresh cases, while the remaining one as spoiled. Finally, one spoiled sample was misclassified as semi-fresh case. The plot of predicted (via CFWNN) versus observed total viable counts is illustrated in Fig. 8 , and shows a very good distribution around the line of equity, with all the testing data included within the ±1 log unit area. Two samples (B8A9^, B38A5^) have been placed however very close to the borderline. B8A9^sample corresponds to a semi-fresh case stored at 16°C and collected after 24 h of storage, while B38A5^cor-responds to a spoiled beef sample stored at 8°C and collected after 139 h of storage. The performance of the CFWNN model to predict TVCs in beef samples in terms of statistical indices is presented in Table 7 .
Bias factor (B f ) is a multiplicative factor that compares model predictions and is used to determine whether the model over-or under-predicts the response time of bacterial growth. A B f greater than 1.0 indicates that a growth model is faildangerous. Equally, a B f less than 1.0 generally indicates that a growth model is fail-safe (i.e. observed generation times were larger than predicted values), so that predicted values give a margin of safety. Perfect agreement between predictions and observations would lead to B f of 1. Based on the calculated values of the bias factorB f , it can be assumed that the proposed model under-estimated TVCs in fresh and spoiled samples (B f <1), whereas over-estimation of microbial population for semi-fresh samples was manifested.
The accuracy factorA f is a simple multiplicative factor that indicates the spread of results about the prediction. A value of one indicates that there is perfect agreement between all the predicted and measured values. In our case, the values of the accuracy factor A f indicated that the predicted total viable counts were 5.59%, 4.46%, and 2.38% different from the observed values for fresh, semi-fresh, and spoiled meat samples, respectively. Regarding the appropriate values of the accuracy factorA f , it has been reported (Ross et al. 2005 ) that an increase of 0.15 (15%) would be acceptable for each independent variable included in model development. Therefore, in our study, with only two independent variables (i.e. temperature, sampling time), any value of A f up to 1.3, could be considered to be satisfactory. The mean relative percentage residual index (MRPR) similarly verified the over-prediction for semi-fresh samples (MRPR <0) and under-prediction for fresh and spoiled samples (MRPR >0), whereas the values of mean absolute percentage residual (MAPR), representing the average deviation between observed and predicted counts, verified the information provided by the accuracy factor. The RMSE values of the CFWNN were very low for all samples, with an overall indicator of 0.297. This index is calculated between the desired and output values and then averaged across all data. It can be used as an estimation of the goodness of fit of the models. It can also provide information about how consistent the model would be in the long run (Amina et al. 2012 ). Finally, the standard error of prediction (SEP) index is a relative typical deviation of the mean prediction values and expresses the expected average error associated with future predictions. The lower the value of this index is, the better the capability of the model to predict microbial counts in new meat samples. The value of the index was 4.57% for the overall samples indicating good performance of the network for microbial count predictions (Table 7) , with also very low values (3.0%) for spoiled samples. However in the case of fresh samples, the index gave higher values (i.e. 8.17%) as the network under-estimated microbial counts for some fresh beef samples. The accuracy factor for the case of fresh samples was relatively low, however the number of fresh samples in the testing dataset was the lowest compared to other classes and this fact could justify such Bsuspicious^behaviour. Major mismatches in a few samples could increase considerably the SEP index. Indeed, three fresh samples (B8A5^, B6A9^and B8A7^), stored at 8°C, 16°C, 12°C and collected after 24 h, 18 h and 24 h of storage respectively, reveal substantial divergence of their predicted TVC values.
There is a need, in a future work, to Bcreate^larger training datasets, even with the presence of small amount of real experimental data. This could be achieved by the implementation of an Benose inverse^computational model, that could Bgenerate^virtual enose responses.
Although CFWNN model utilizes the GD learning method for training, its main advantage over similar systems is related to its MIMO structure capability. Many neuro-fuzzy/fuzzywavelet schemes are following the Takagi-Sugeno-Kang (TSK) structure, where only one output is enabled. ANFIS is a well-known representative of TSK-based neuro-fuzzy systems (Jang et al. 1997) . By analysing input/output mapping relationships, ANFIS optimizes the distribution of membership functions by using a hybrid learning algorithm. However, ANFIS's main limitation is the exponential growth of rules subjected to the number of input variables. An effective partition of the input space would however decrease the number of rules and thus accelerate training learning speed. A fuzzy rule generation technique that integrates ANFIS with FCM clustering has been applied in this paper in order to minimize the number of fuzzy rules. The FCM is used to systematically create the fuzzy MFs as well as the fuzzy rules for ANFIS. The performance of the proposed model (CANFIS) depends on the optimal number of MFs (clusters). Too few MFs do not allow the CANFIS model to be mapped well, while too many MFs increase the difficulty of training and lead to over-fitting undesirable inputs such as noise.
In addition to CFWNN, a CANFIS as well as an ANFIS model has been developed to predict TVCs. Under the same training conditions, CANFIS performed very satisfactory, while a SEP score of 6.43% for the overall testing samples is indicating a very good performance of the network for microbial count predictions. It is important to be mentioned, that such performance was achieved with only 7 fuzzy rules. The related plot of the predicted versus the observed TVCs, as shown in Fig. 9 , with the majority of data included within the ±1 log unit area. More specifically, the spoiled B11A11ŝ ample was clearly outside the ±1 log unit area. B11A11ĉ orresponds to a beef sample stored at 20°C and collected after 32 h of storage. Spoiled sample, B51A1^and semi-fresh sample B26A3^were placed very close to the borderline. B51A1^sample corresponds to a beef sample stored at 0°C and collected after 287 h of storage, while B26A3^corre-sponds to a beef sample stored at 4°C and collected after 73 h of storage. The performance of the CANFIS model in predicting TVC in meat samples in terms of statistical indices is presented in Table 8 . CANFIS model achieved a In addition to these computational intelligence structures, a MIMO multilayer neural network (MLP) and a support vector machine model have been applied to the same case in order reveal the advantage of the proposed advanced learning-based method. The performance of MLP in predicting the Bclass^of beef samples has been reported in Table 6 , while the accuracy of the same network in predicting TVCs in terms of statistical indices is presented in Table 8 . Although both CFWNN and MLP share the same learning training algorithm, i.e. the gradient descent method, the different Bphilosophy^in building the fuzzy-wavelet architecture, allowed CFWNN to achieve such superior performance. The localisation spread through the membership functions, is one advantage of CFWNN and ANFIS-like models against the classic MLP structure (Kodogiannis and Alshejari 2014) . For the case of Support vector machines, the criterion for building the optimal model was defined by the evaluation of SEP index. The Cranges were chosen in between [1 and 1000] and γvalue ranged from [0.05 to 1] for trainingε − SVR. The epsilon tolerance value was set to be 0.001. Penalty coefficient C was set at 100, while γparameter at 0.35. The performance of the SVR model in predicting TVC in meat samples in terms of statistical indices is also presented in Table 8 .
Finally, in addition to these learning-based schemes, a partial least squares (PLS) regression scheme has been applied to the same dataset, in order reveal the advantage of advanced learning-based methods. The PLS model was constructed using the same input vector and the PLS_Toolbox software in association with MATLAB was used to perform the PLS analysis. The SIMPLS algorithm has been chosen as the appropriate optimisation scheme. The algorithm calculates the PLS factors directly as linear combinations of the original variables. These factors are determined such as to maximize a covariance criterion, while obeying certain orthogonality Although in general, PLS results are worse than those obtained by learning-based schemes, as shown from linear Table 8 , such results were expected. It is well known that in modelling of real processes, linear PLS has some difficulties in its practical applications since most real problems are inherently nonlinear and dynamic (Lee et al. 2006 ).
Modified Atmosphere Packaging Storage Case Study
An important advancement in food packaging techniques is the development of Modified Atmosphere Packaging (MAP). Modified atmospheric packaged foods have become increasingly more available, as food manufactures are interested for foods with extended shelf life. In addition to aerobic TVCs prediction, a CFWNN model has been also applied for meat samples packaged under modified atmosphere conditions. For this particular case, 14 final rules have been created, using the clustering pre-processing stage.
Results revealed that although CFWNN's classification accuracy was considered satisfactory in the characterization of beef samples, it was rather inferior compared to the previous aerobic case study. Such accuracy is presented in the form of a confusion matrix in Table 9 . The model achieved a 92.95% overall correct classification, and 94.11%, 89.28% and 96.15% for fresh, semi-fresh and spoiled meat samples, respectively. This performance reveals the increased level of difficulty in predicting /classifying meat samples packaged under MAP conditions. Sensitivity information reveals however misclassifications for all categories. One fresh and spoiled meat sample were misclassified as semi-fresh, while three semi-fresh samples were categorized in a different class.
Sample B6 M11^which corresponds to a fresh sample, stored at 20°C and collected at 18 h, was classified as semifresh, while the spoiled sample B38 M5^, stored at 8°C and collected at 139 h, was classified as semi-fresh too. The semifresh B36 M3^sample, which was stored at 4°C and collected at 120 h, was classified as fresh class, while semi-fresh B30 M7^sample, which was stored at 12°C and collected at 91 h, was classified as spoiled class. Finally, the semi-fresh B23 M9^case which was stored at 16°C and collected at 67 h, was classified as spoiled class too.
Similarly to the aerobic case, an MLP network was also constructed for this case study, using the same input vector. The neural network was implemented with two hidden layers (with 18 and 10 nodes respectively) and two output nodes, one for the sensory class and one for the TVCs. The model overall achieved a 87.32% correct classification, with 88.23%, 78.57% and 96.15% for fresh, semi-fresh and spoiled meat samples, respectively.
Such performance was achieved after a long training session, over 30,000 epochs. Obviously, MLP's classification performance has been deteriorated in this case, revealing the Table 10 . The plot of predicted vs. observed TVCs for MAP spectra is illustrated in Fig. 10 , and shows a good distribution around the line of equity, with all the data included within the ±1.0 log unit area. Based on Fig. 10 , three semi-fresh samples (i.e. B12 M11^, B54 M1^, B22 M5^) were however in the border line of the ±1.0 log unit area. B12 M11^cor-responds to a beef sample stored at 20°C and collected after 36 h of storage, while B54 M1^corresponds to a sample stored at 0°C and collected after 359 h of storage. Finally, B22 M5^case corresponds to a beef sample stored at 8°C and collected after 60 h of storage. The performance of the CFWNN model to predict TVCs in beef samples in terms of statistical indices for this case is presented in Table 11 . The mean relative percentage residual index (MRPR) revealed an under-prediction for semi-fresh samples (MRPR >0) and over-prediction for fresh and spoiled samples (MRPR <0). Finally, the standard error of prediction (SEP) index was 5.74% for the overall samples, indicating an inferior performance compared to previous aerobic case.
In addition to CFWNN scheme, CANFIS, ANFIS, SVM and MLP models have been developed to predict TVCs for the MAP case. ANFIS model, utilizing 64 rules outperformed MLP's prediction performance. Although ANFIS performed less satisfactory than CFWNN, MLP's performance revealed again its deficiency in handling highly non-linear problems. Prediction from PLS model was similar to the aerobic case study. CANFIS model has shown to have the advantage of requiring fewer rules, in this case requiring only five rules as opposed to the standard ANFIS model. This is a major benefit, since the method is significantly less laborious to construct than the case of ANFIS. Their performances are presented analytically in Table 12 . The performance of ε − SVRmodel against results provided by MLP and ANFIS-like approaches reveal the robustness of this specific learning-based technique. For the MAP case study, epsilon tolerance and penalty coefficient C were set to 0.001 and 100 respectively, while γparameter was set at 0.24. The plot of the SVR-based predicted vs. the observed TVCs, as shown in Fig. 11 , reveals a good distribution around the line of equity, with the majority of data included within the ±1 log unit area. Based on Fig. 11 , two semi-fresh samples (i.e. B16 M5^, B13 M9^) were placed outside the border line of the ±1.0 log unit area. B16 M5ĉ orresponds to a beef sample stored at 8°C and collected after 73 h of storage, while B13 M9^corresponds to a sample stored at 16°C and collected after 42 h of storage. Similarly two spoiled samples (i.e. B16 M11^, B35 M9^) were placed outside the border line of the ±1.0 log unit area. B16 M11^corresponds to a beef sample stored at 20°C and collected after 48 h of storage, while B35 M9^corresponds to a sample stored at 16°C and collected after 115 h of storage. The performance of the SVR model in predicting TVC in meat samples in terms of statistical indices is also presented in Table 12 .
Conclusion
In conclusion, this simulation study demonstrated the effectiveness of the detection approach based on electronic nose which in combination with an appropriate machine learning strategy could become an effective tool for monitoring meat spoilage during aerobic storage at various temperatures. The collected Bvolatile^data could be considered as biochemical Bsignature^containing information for the discrimination of meat samples in quality classes corresponding to different spoilage levels, whereas in the same time could be used to predict satisfactorily the microbial load directly from the sample surface. The realization of this strategy has been fulfilled with the development of a MIMO fuzzy-wavelet network which incorporates a clustering pre-processing stage. Classification performance was very satisfactory, while overall prediction for TVCs has been considered as very promising, although lower performance was observed especially for samples packaged under MAP conditions. Prediction performances of MLP and PLS schemes revealed the deficiencies of these systems which have been used extensively in the area of Food Microbiology, while the SVM's performance revealed its robustness in providing acceptable performances for either aerobic or MAP packaging conditions. There is need to explore further the use of hybrid intelligent systems, and this paper has attempted for the first time to associate enose data with such systems. Research work is in progress to access such intelligent systems utilizing only volatile signatures, ignoring thus temperature and time information. Future work will be also focused in incorporating to the data analysis, specific microbiological data, such as Pseudomonas spp., Brochothrix thermosphacta and Lactic acid bacteria. Additionally, an ensemble model which will involve many individual learning-based predictors, which will be allocated for the same spoilage detection problem, could enhance the existing prediction accuracy. It has been investigated that ensemble models have advantages with respect single models in terms of better accuracy and robustness for forecasting problems (Li et al. 2016 ).
