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Abstract
In [X. Zhan, Extremal numbers of positive entries of imprimitive nonnegative matrices, Linear Algebra
Appl. 424 (2007) 132–138], Zhan determined the maximum and minimum numbers of positive entries
of irreducible nonnegative matrices. In this paper, we characterize the irreducible (0, 1) matrices with the
maximum and minimum numbers of positive entries.
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1. Introduction
For an irreducible matrix A, the period (imprimitivity index) p of A is the number of eigen-
values of A whose moduli are equal to the spectral radius of A. A is primitive if p = 1, and
imprimitive if p > 1.
Let A be an n × n imprimitive nonnegative matrices with period p. Then A is permutation
similar to
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⎡
⎢⎢⎢⎢⎢⎢⎣
O A1 O O . . . O
O O A2 O . . . O
O O O A3 . . . O
. . . . . . . . . . . . . . . . . .
O O O O . . . Ap−1
Ap O O O . . . O
⎤
⎥⎥⎥⎥⎥⎥⎦
, (1.1)
where the zero blocks along the diagonal are square (see [1, p. 71]). If in (1.1) the block Ai is of
the size ni × ni+1 (i = 1, . . ., p; here we read the subscripts mod p), then we denote the matrix
of the form (1.1) by (n1, A1, n2, . . ., np,Ap, n1). The matrix in (1.1) is called the canonical form
of A.
(0,1) matrices are closely related to nonnegative matrices. For a given nonnegative matrix A,
we define A˜ to be the corresponding (0,1) matrix obtained by replacing all the positive entries
of A by 1. Clearly, A˜ completely determines the zero–nonzero pattern of the nonnegative matrix
A and vice versa. Making use of (0,1) matrices is usually more convenient. So we only consider
(0,1) matrices as follows.
Let IB(n, p) be the set of all n × n irreducible (0,1) matrices with period p, and let σ(A)
denote the number of positive entries of A. For a real number x, x (x) is used for the greatest
(smallest) integer no more (less) than x.
Let h(n, p) = min{σ(A)|A ∈ IB(n, p)} and h¯(n, p) = max{σ(A)|A ∈ IB(n, p)}.
In [3] and [4], M. Lewin initialized a study on h(n, p) and h¯(n, p). Zhan [6] proved
h(n, p) =
{
n + 1, if p < n,
n, if p = n (1.2)
and
h¯(n, p) =
{n2/p, if 1  p  4,
2n − p + (n − p)2/4, if p  5. (1.3)
A natural question is how to characterize the matrices attaining h(n, p) and h¯(n, p). In Sections
2 and 3 of this paper we answer this question.
2. Matrices with maximum numbers of positive entries
Some notations are given first. We always designate a zero matrix by O, a matrix with every
entry equal to 1 by J . In order to emphasize the size of these matrices we sometimes include
subscripts. Thus Jm,n (Om,n) denotes the all 1’s (0’s) matrix of size m by n.
Denote the matrix (n1, J, n2, . . ., np, J, n1) by Pn1,n2,...,np .
The following necessary and sufficient condition for a matrix of the form (1.1) to be irreducible
with period p is useful in this paper.
Lemma 2.1 [5, Corollary 5.1]. If an n × n (0, 1) matrix A is of the form (1.1), then the following
two properties are equivalent:
(1) A is irreducible with period p.
(2) Each block Ai (1  i  p) contains no zero row and no zero column and the product
A1A2 · · ·Ap is a primitive matrix.
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Lemma 2.2. Let A ∈ IB(n, p) (p > 1) and σ(A) = h¯(n, p). Then A is permutation similar to
some Pn1,n2,...,np where ni  1 for i = 1, . . ., p.
Proof. Since A ∈ IB(n, p) (p > 1), A’s canonical form is the matrix in (1.1). Note that σ(A) =
h¯(n, p), so Ai = Jni,ni+1 , i = 1, . . ., p. Then the canonical form should be Pn1,n2,...,np . 
Lemma 2.3. Let A ∈ IB(n, p) (p > 1) and σ(A) = h¯(n, p). Then A is permutation similar to
some Pn1,n2,...,np where n1  ni for 1  i  p.
Proof. By Lemma 2.2, A is permutation similar to Pn1,n2,...,np where ni  1 for i = 1, . . ., p.
Under cyclic permutations of n1, n2, . . ., np, we obtain a new sequence n′1, n′2, . . ., n′p. Then A
is permutation similar to Pn′1,n′2,...,n′p . So we may suppose n1 = min{n1, n2, . . ., np}. Then the
conclusion follows. 
A vector (n1, n2, . . ., np) is called balanced if n1 = n2 = · · · = np. A vector (n1, n2, . . ., np),
p > 1, is called canonical if n1  ni for 1 < i  p − 1 and n1 < np.
Lemma 2.4. Let A ∈ IB(n, p) (p > 1) and σ(A) = h¯(n, p). Then A is permutation similar to
some Pn1,n2,...,np where (n1, n2, . . ., np) is balanced or canonical.
Proof. Let m = min{n1, n2, . . ., np} and m¯ = max{n1, n2, . . ., np}.
If m = m¯, then n1 = n2 = · · · = np. Hence (n1, n2, . . ., np) is balanced.
If m < m¯, then we may assume n1 = m and np > m. (Otherwise we can get it by cyclic
permutations of n1, n2, . . ., np.) 
To determine the extremal matrices, we investigate the maximum value of the cyclic quadratic
form f (n1, n2, . . ., np) = ∑pi=1 nini+1 under the condition that n1, . . ., np are positive integers
and
∑p
i=1 ni = n. Here np+1 = n1 and throughout we read the subscripts of ni modulo p.
Lemma 2.5. Given positive integers n > pges5. Let n1, . . ., np be positive integers with∑p
i=1 ni = n. If f (n1, n2, . . ., np) = h¯(n, p), then (n1, n2, . . ., np) is not balanced.
Proof. Suppose (n1, n2, . . ., np) is balanced. Then n = pn1. Therefore, we get
n1 = n
p
> 1.
Note that (n1, n2, . . ., np) is balanced, so f (n1, n2, . . ., np) = (n/p)2p = n2/p.
Then we have
2n − p + (n − p)2/4 − f (n1, n2, . . ., np)
= 2n − p + (n − p)2/4 − n2/p
= p(n − p)
2 + 4p(2n − p) − 4n2
4p
= (p − 4)(n − p)
2
4p
= (p − 4)(n1p − p)
2
4p
= (p − 4)p(n1 − 1)
2
4
= (p − 4)p
4
(n1 − 1)2 > 1.
296 B. Cheng, B. Liu / Linear Algebra and its Applications 429 (2008) 293–301
Therefore, f (n1, n2, . . ., np) < 2n − p + (n − p)2/4 − 1. Hence
f (n1, n2, . . ., np) < 2n − p + (n − p)2/4,
which contradicts f (n1, n2, . . ., np) = h¯(n, p). Therefore, (n1, n2, . . ., np) is not balanced. 
Lemma 2.6. Given positive integers n>p5. Let n1,. . .,np be positive integers with
∑p
i=1ni =
n and let (n1, n2, . . ., np) be canonical. There exists a positive integer l such that n1 = n2 =
· · · = nl−1 and nl > n1. If f (n1, n2, . . ., np) = h¯(n, p), then nk > n1 for l  k  p.
Proof. Assume l′ is the least integer such that l < l′ < p and nl′ = n1. Then ni > n1 for l <
i < l′. Note that (n1, n2, . . ., np) is canonical, so there exists a positive integer m such that
l′ < m  p, nl′ = nl′+1 = · · · = nm−1 and nm > nl′ .
We have
f (n1, n2, . . ., nl−1, nl, . . ., nl′−1, nl′ , nl′+1, . . ., nm−1, nm, . . ., np)
− f (n1, n2, . . ., nl−1, nl′ , nl′+1, . . ., nm−1, nl, . . ., nl′−1, nm, . . ., np)
= nl−1nl + nl′−1nl′ + nm−1nm − nl−1nl′ − nm−1nl − nl′−1nm
= n1nl + nl′−1n1 + n1nm − n1n1 − n1nl − nl′−1nm
= nl′−1n1 + n1nm − n1n1 − nl′−1nm
= (n1 − nl′−1)(nm − n1) < 0.
Then
f (n1, n2, . . ., nl−1, nl, . . ., nl′−1, nl′ , nl′+1, . . ., nm−1, nm, . . ., np)
< f (n1, n2, . . ., nl−1, nl′ , nl′+1, . . ., nm−1, nl, . . ., nl′−1, nm, . . ., np),
which contradicts
f (n1, n2, . . ., nl−1, nl, . . ., nl′−1, nl′ , nl′+1, . . ., nm−1, nm, . . ., np) = h¯(n, p).
Therefore, nk > n1 for l  k  p. 
Lemma 2.7. Given positive integers n>p5. Let n1,. . .,np be positive integers with
∑p
i=1 ni =
n and let (n1, n2, . . ., np) be canonical. If f (n1, n2, . . ., np) = h¯(n, p), then the following hold:
(1) np−3 = n1.
(2) n1 = n2 = · · · = np−3 = 1.
(3) np−2 + np−1 + np = n − p + 3.
(4) np−1 = d − 1 or d − 1, where d = (n − p + 4)/2.
Proof. (1) Assume that np−3 > n1. Then
f (n1, n2, . . ., np−3, np−2, np−1, np)
− f (n1, n2, . . ., np−3, np−2 + 1, np−1, np − 1)
= −np−3 − np−1 + np−1 + n1
= n1 − np−3 < 0.
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Therefore,
f (n1, n2, . . ., np−3, np−2, np−1, np) < f (n1, n2, . . ., np−3, np−2 + 1, np−1, np − 1),
which contradicts f (n1, n2, . . ., np−3, np−2, np−1, np) = h¯(n, p). Then np−3 = n1.
(2) By Lemma 2.6, we haven1 = n2 = · · · = np−3.Thennp−4 − np < 0.Assume thatnp−3 >
1. Then
f (n1, . . ., np−4, np−3, np−2, np−1, np)
− f (n1, . . ., np−4, np−3 − 1, np−2, np−1 + 1, np)
= np−4 − np < 0.
Thus
f (n1, . . ., np−4, np−3, np−2, np−1, np)
< f (n1, . . ., np−4, np−3 − 1, np−2, np−1 + 1, np),
which contradicts f (n1, . . ., np−4, np−3, np−2, np−1, np) = h¯(n, p). Therefore, np−3 = 1. The
conclusion follows.
(3) From (2), we get p − 3 + np−2 + np−1 + np = n. Therefore,
np−2 + np−1 + np = n − p + 3.
(4) From (3), then np−2 + np + np−1 + 1 = n − p + 4.
We have
f (n1, n2, . . ., np−3, np−2, np−1, np)
= f (1, 1, . . ., 1, np−2, np−1, np)
= p − 4 + np−2 + np−2np−1 + np−1np + np
= p − 4 + (np−2 + np)(np−1 + 1).
Note that
(np−2 + np)(np−1 + 1) 
(
np−2 + np + np−1 + 1
2
)2
= (n − p + 4)
2
4
and np−2 + np, np−1 + 1 are both positive integers, so
f (n1, n2, . . ., np−3, np−2, np−1, np)
= p − 4 + (np−2 + np)(np−1 + 1)
 p − 4 +
⌊
(n − p + 4)2
4
⌋
= 2n − p + (n − p)2/4.
The above upper bound can be attained if and only if np−1 + 1 = d or d. Due to the fact
that f (n1, n2, . . ., np) = h¯(n, p), then np−1 = d − 1 or d − 1. 
Theorem 2.8. Let A ∈ IB(n, p) where n > p  5. Then σ(A) = 2n − p + (n − p)2/4 if and
only ifA is permutation similar toPn1,n2,...,np wheren1 = · · · = np−3 = 1, np−2 + np−1 + np =
n − p + 3 and np−1 = d − 1 or d − 1, where d = (n − p + 4)/2.
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Proof. The necessity is clear from Lemmas 2.4, 2.5 and 2.7.
To prove the sufficiency, we can verify
σ(A) = σ(Pn1,n2,...,np )
= f (1, 1, . . ., 1, np−2, np−1, np)
= p − 4 + np−2 + np−2np−1 + np−1np + np
= p − 4 + (np−2 + np)(np−1 + 1)
= p − 4 + (n − p + 4)/2(n − p + 4)/2
= p − 4 +
⌊
(n − p + 4)2
4
⌋
= 2n − p + (n − p)2/4. 
From this theorem and the result in (1.3) we can obtain the following result.
Corollary 2.9. Let A ∈ IB(n, p) where n > p  5. Then σ(A)  2n − p + (n − p)2/4 and
the equality holds if and only if A is permutation similar to Pn1,n2,...,np where n1 = · · · = np−3 =
1, np−2 + np−1 + np = n − p + 3 and np−1 = (n − p + 4)/2 − 1 or (n − p + 4)/2 − 1.
Now we discuss the case for n = p. If n = p, then h(n, p) = h¯(n, p) = n. If A ∈ IB(n, n),
then σ(A) = n and A is permutation similar to Pn1,n2,...,np where n1 = · · · = np = 1.
Theorem 2.10. Let A ∈ IB(n, n) where n > 1. Then σ(A) = n and A is permutation similar to
P1,1,...,1.
Now we consider the case when p < 5. The following result is immediate.
Theorem 2.11. Let A ∈ IB(n, 1) where n  1. Then σ(A)  n2 and the equality holds if and
only if A is equal to Jn,n.
Lemma 2.12. Let A ∈ IB(n, 2) where n  2. If σ(A) = n2/2, then A is permutation similar
to Pn/2,n/2.
Proof. By Lemma 2.3, A is permutation similar to Pn1,n2 , where n1  n2. Then σ(A) = 2n1n2.
Applying the Arithmetic–Geometric–Mean inequality, we have
2n1n2 
(n1 + n2)2
2
.
Due to the fact that n1 and n2 are integers and n1  n2, then 2n1n2 
⌊
(n1+n2)2
2
⌋
, and the
equality holds if and only if n1 = n/2 and n2 = n/2.
Therefore, A is permutation similar to Pn/2,n/2. 
Theorem 2.13. Let A ∈ IB(n, 2) where n  2. Then σ(A)  n2/2 and the equality holds if
and only if A is permutation similar to Pn/2,n/2.
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Lemma 2.14. Let A ∈ IB(n, 3) where n  3. If σ(A) = n2/3, then A is permutation similar
to Pn1,n2,n3 , where n1 = n/3, n2 = n − n/3 − n/3 and n3 = n/3.
Proof. By Lemma 2.4, A is permutation similar to Pn1,n2,n3 , where (n1, n2, n3) is balanced or
canonical.
We have
σ(A) = n1n2 + n2n3 + n3n1
= 1
3
(n2 − n21 − n22 − n23 + n1n2 + n2n3 + n3n1)
= 1
3
n2 − 1
6
(n1 − n2)2 − 16 (n2 − n3)
2 − 1
6
(n3 − n1)2.
By the fact that σ(A) = n2/3 = h¯(n, p), then ni = n/3 or ni = n/3 for i = 1, 2, 3.
If (n1, n2, n3) is balanced, then n1 = n2 = n3 = n/3. Hence the result follows.
If (n1, n2, n3) is canonical, then n1 < n3. Therefore, n1 = n/3 and n3 = n/3. So n2 =
n − n/3 − n/3. 
Theorem 2.15. Let A ∈ IB(n, 3) where n  3. Then σ(A)  n2/3 and the equality holds if
and only if A is permutation similar to Pn1,n2,n3 , where n1 = n/3, n2 = n − n/3 − n/3
and n3 = n/3.
Lemma 2.16. Let A ∈ IB(n, 4) where n  4. If σ(A) = n2/4, then A is permutation similar
to Pn1,n2,n3,n4 , where n1 + n3 = n/2 and n2 + n4 = n/2.
Proof. By Lemma 2.2, then A is permutation similar to Pn1,n2,n3,n4 . Since the value of σ(A)
is invariant under cyclic permutations, without loss of generality we may assume n1 + n3 
n2 + n4.
We have
σ(A) = n1n2 + n2n3 + n3n4 + n4n1
= (n1 + n3)(n2 + n4)
 (n1 + n3 + n2 + n4)2/4.
Then σ(A)  (n1 + n3 + n2 + n4)2/4 and the equality holds if and only if n1 + n3 = n/2
and n2 + n4 = n/2. Therefore, A is permutation similar to Pn1,n2,n3,n4 , where n1 + n3 = n/2
and n2 + n4 = n/2. 
Theorem 2.17. Let A ∈ IB(n, 4) where n  4. Then σ(A)  n2/4 and the equality holds if
and only ifA is permutation similar toPn1,n2,n3,n4 , wheren1 + n3 = n/2 andn2 + n4 = n/2.
3. Matrices with minimum numbers of positive entries
For an n × n (0,1) matrix A, its associated digraph D(A) is defined to be the digraph with
vertex set V = {1, 2, . . ., n} and arc set E = {(i, j)|aij /= 0}. Then A (viewed as a (0,1) matrix)
is just the adjacency matrix of D(A).
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Let G and G′ be two graphs. We call G and G′ isomorphic if there exists a bijection ϕ :
V (G) → V (G′) with (x, y) ∈ E(G) ⇐⇒ (ϕ(x), ϕ(y)) ∈ E(G′) for all x, y ∈ V (G).
The indegree d−(v) of a vertex v in digraph G is the number of arcs with head v; the outdegree
d+(v) of v is the number of arcs with tail v. Then∑
v∈V (G)
d−(v) =
∑
v∈V (G)
d+(v) = |E(G)|. (3.1)
A (directed) path is a digraph P with vertex set V (P ) = {v1, v2, . . . , vk} and arc set E(P ) =
{(v1, v2), (v2, v3), . . . , (vk−1, vk)}, where the vertices v1, v2, . . . , vk are all distinct. The number
of arcs of the path is its length.
A (directed) cycle is a digraph C with vertex set V (C) = {v1, v2, . . ., vk} and arc set E(C) =
{(v1, v2), (v2, v3), . . ., (vk−1, vk), (vk, v1)}, where the vertices v1, v2, . . . , vk are all distinct. The
number of arcs of C is its length. C is also denoted by v1v2· · ·vkv1.
Let C = v1v2· · ·vlv1 and C′ = v′1v′2· · ·v′mv′1 be two vertex-disjoint cycle. Identifying the ver-
tices v1 and v′1, v2 and v′2,…,vk and v′k , where 1  k  l and 1  k  m, we obtain a new graph
G. The graph G is called a θ(l,m, k)-graph.
The extremal matrix attaining h(n, p), where n = p, is given in Theorem 2.10. Now we discuss
the case n > p.
Lemma 3.1. Let G be a strongly connected digraph on n vertices with |E(G)| = n + 1. Then the
following hold:
(1) There exists one vertex w such that d−(w) = 2 and for any other vertex v, d−(v) = 1.
(2) There exists one vertex w′ such that d+(w′) = 2 and for any other vertex v, d+(v) = 1.
Proof
(1) Note that G is strongly connected, so d−(u)  1 for any vertex u of G. (1) follows from
(3.1).
(2) Similarly as (1), we can prove (2). 
Lemma 3.2. Let A ∈ IB(n, p) where 1  p < n. If σ(A) = n + 1, then D(A) is isomorphic
to a θ(l,m, l + m − n)-graph, where 1  l  n, 1  m  n, n + 1  l + m  2n − 1 and
g.c.d.(l, m) = p.
Proof. Since A ∈ IB(n, p), D(A) is strongly connected. Then D(A) contains a cycle C.
If C contains all vertices of D(A), then D(A) is isomorphic to a θ(l,m, k)-graph by the fact
that σ(A) = n + 1.
If C does not contain all vertices of D(A), then suppose vertex v does not belong to C. Let P1
be the shortest path from C to v and let P1 intersect C at w. Let P2 be the shortest path from v to
C and let P2 intersect C at w′. Then d+(w)  2 and d−(w′)  2.
If w = w′, then d+(w) = 2 and d−(w) = 2 and d+(u) = 1 and d−(u) = 1 for any vertex
u /= w by Lemma 3.1. Note that D(A) is strongly connected, so V (C) ∪ V (P1) ∪ V (P2) contains
all vertices of D(A). Furthermore, D(A) is isomorphic to a θ(l,m, k)-graph.
If w /= w′, then d+(w) = 2 and d+(u) = 1 for any vertex u other than w by Lemma 3.1.
Similarly, we have d−(w′) = 2 and d−(u) = 1 for any vertex u other than w′. Since D(A) is
strongly connected, V (C) ∪ V (P1) ∪ V (P2) contains all vertices of D(A). Furthermore, D(A)
is isomorphic to a θ(l,m, k)-graph.
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From all the above cases, we have D(A) is isomorphic to a θ(l,m, k)-graph. Then
l + m = n + k. (3.2)
Therefore, k = l + m − n. Then D(A) is isomorphic to a θ(l,m, l + m − n)-graph.
By the fact that D(A) only contains two cycles with lengths of l and m, then g.c.d.(l, m) = p.
From (3.2), we have n + 1  l + m  2n.
If l + m = 2n, then l = m = n. Therefore, p = g.c.d.(l, m) = n, which contradicts p < n.
Thus l + m  2n − 1. 
From Lemma 3.2, we deduce the following theorem, which characterizes the matrices attaining
h(n, p).
Theorem 3.3. LetA ∈ IB(n, p)where 1  p < n. Thenσ(A) = n + 1 if and only ifD(A) is iso-
morphic to a θ(l,m, l + m − n)-graph, where 1  l  n, 1  m  n, n + 1  l + m  2n − 1
and g.c.d.(l,m) = p.
Corollary 3.4. Let A ∈ IB(n, p) where 1  p < n. Then σ(A)  n + 1 and the equality holds
if and only if D(A) is isomorphic to a θ(l,m, l + m − n)-graph, where 1  l  n, 1  m 
n, n + 1  l + m  2n − 1 and g.c.d.(l,m) = p.
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