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1. Introduction
Global air transport has been growing for decades and is expected to continue increasing
in the future. The development of the air transport system has significantly increased the
demands on airspace system resources. During the past several years, the operational concept
of Dynamic AirspaceManagement has been developed to balance themushrooming demands
and limited airspace resources.
The Dynamic Airspace Management is an important approach to extend limited airspace re-
sources by using them more efficiently and more flexibly. Under the Dynamic Airspace Man-
agement paradigm, the national airspace is administrated as a unified resource with tempo-
rary utilization clearances assigned to various airspace users on demand and reclaimed at the
end of the utilization period. The structure of airspace can be changed as well if needed.
The airspace system typically has civil users andmilitary users. In China, for example, most of
the airspace is administrated by the military except for a few air routes reserved for civil avi-
ation, that resemble a lot of tubes through the airspace. The air transport system is restricted
not only by insufficient airport capacities (as in the United States) and sector capacities (as in
Europe), but also by the structure and the management policy of air route networks. When
there is a temporary increase of the air traffic demands or a decrease of airspace capacities, the
civil air traffic controllers usually have to apply for additional routes from the military.
In the last two decades, the models and algorithms for Air Traffic Flow Management (ATFM)
have been developed to provide better utilization of airspace resources to reduce flight de-
lays(Vossen & Michael, 2006). Early ATFM models only considered airport capacity limita-
tions(Richetta & Odoni, 1993; 1994). Bertsimas and Patterson(Bertsimas & Patterson, 1998;
2000), Lulli and Odoni(Lulli & Odoni, 2007) included airport capacity limitation and sector
capacity limitation together. Cheng et al.(Cheng et al., 2001) and Ma et al.(Ma et al., 2004)
investigated the ATFM problem in China and added air route capacity constraints into their
models. In all these models, the airspace structure was treated as deterministic and unchange-
able. These models follow the similar way that makes optimal schedules for a given set of
flights passing through the airspace network by dynamically adjusting flight plans via air-
borne holding, rerouting, or ground holding to adapt to the possible decreases of the network
capacity while minimizing the delays and costs.
1
www.intechopen.com
Air Trafic Control2
Few studies have focused on how to reconstruct an efficient air traffic network and how to ad-
just the current network in a dynamic environment. In this chapter we discuss three problems
of dynamically adjust air space resources including air routes and air traffic control sectors.
Firstly, an integer program model named Dynamic Air Route Open-Close Problem (DROP)
is presented to facilitate the utilization of air routes. This model has a cost-based objective
function and takes into account the constraints such as the shortest occupancy time of routes,
which have not been considered in the past ATFM studies. The aim of the Dynamic Air Route
Open-Close Problem is to determine what routes will be open for a certain user during a given
time period. Considered as a simplified implementation of air traffic network reconstruction,
it is the first step towards realizing the Dynamic Airspace Management.
Secondly, as a core procedure in Dynamic Airspace Management, the Dynamic Air Route Ad-
justment Problem is discussed. The model and algorithm of Dynamic Air Route Adjustment
Problem is about making dynamic decisions on when and how to adjust the current air route
network with the minimum cost. This model extends the formulation of the ATFM problem
by integrating the consideration of dynamic opening and closing of air route segments and
introducing several new constraints, such as the shortest occupancy time. The sensitivities of
important coefficients of the model are analyzed to determine their proper values.
Thirdly, we discuss a set-partitioning-based model on the dynamic adjustment to air traffic
control sectors to balance the workload of controllers and to increase the airspace capacity.
By solving the optimization model, we get not only the optimal number of opened sectors
but also the specific forms of sector combinations. To obtain the input parameters of the
set-partitioning model, we also apply a method to evaluate controllers’ workload through
massive statistical analysis of historical radar data.
Several computational examples are also presented in this chapter to test the models and algo-
rithms. All scenarios and data are extracted from Beijing Regional Air Traffic Control Center,
which controls one of the most challenging airspaces of the world, in terms of either air traffic
or airspace structure.
2. Dynamic Air Route Open-Close Problem
There are typically civil users and military users in the airspace system. When there is a
temporal increase in air traffic demand or a decrease in airspace capacity, civil aviation user
has to apply for additional routes from the military. The military may also “borrow” some air
routes from the civil aviation system for training or combat. The Dynamic Air Route Open-
Close Problem determines when additional routes should be opened or closed to the civil
aviation system, and when the civilian routes can be used by the military. In this problem all
air routes are considered to be independent. There is a special constraint named the Shortest
Usage Time constraint. Since the airspace system does not allow air routes to be opened or
closed arbitrarily, it has to be used for a shortest usage time once a route has been used.
2.1 Model Formulation
Consider a set of time intervals, t ∈ {1, ..., T} , a set of routes, i ∈ {1, ..., I}, and two users (civil
aviation and military aviation), k ∈ {1, 2}. The notations for the problem are as follows.
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ak(t) Cost coefficient for one unit of resource shortage of user k in time interval t
bi,k(t) Cost of user k using route i during time interval t
oi,k(t) Opening fee of user k borrowing route i from the other user in time interval t.
If user k uses his own route, this coefficient will be zero
Ci,k(t) Number of flights that can enter route i in time interval t when user k use this
route
Pk(t) Resource demand of user k in time interval t
Ui,k Shortest occupancy time that user k uses a borrowed route i. If user k uses his
own route, this coefficient will be zero
dk(t) Amount of resource shortage of user k in time interval t
The decision variables are defined as follows,
xi,k(t) =
{
1 if the route i is occupied by the user k in time interval t.
0 Otherwise.
zi,k(t) =
{
1 if the route i is opened to the user k in time interval t.
0 Otherwise.
The objective function can be written as
Min ∑
k,t
ak(t)dk(t) + ∑
i,k,t
oi,k(t)zi,k(t) + ∑
i,k,t
bi,k(t)xi,k(t) (1)
In Equation 1, the first term represents the cost of resource shortage which may cause flight
delay or cancellation. The second term represents the cost of opening a route to users except
the owner, since many things such as resource allocations, communications, and authoriza-
tions have to be done before the route can be opened to other users. The third term represents
the cost of using another user’s routes.
The constraints are given as below.
dk(t) = max(0, Pk(t)− ∑
i
Ci,k(t)xi,k(t)) ∀t, k (2)
∑
k
xi,k(t) = 1 ∀i, t (3)
zi,k(t) = 0 If 1 ≤ ∑
τ∈(t−Ui,k ,t)
xi,k(τ) ≤ Ui,k ∀i, k, t (4)
xi,k(t)− xi,k(t − 1) ≤ zi,k(t) ∀i, k, t (5)
xi,k(t) ∈ {0, 1}, zi,k(t) ∈ {0, 1}, dk(t) ∈ Z
+ ∀i, k, t (6)
Constraint 2 gives the resource shortages dk(t). Constraint 3 shows that each route i is occu-
pied by one specific user whether the route is actually used (there are flights using it) or not.
Constraint 4 is the shortest occupancy time constraint. Any request to borrow a route for a
planned occupancy time less than Ui,k will be refused. This constraint ensures sufficient time
for route switching between users. Constraint 5 describes the relationship between xi,k(t) and
zi,k(t). Constraint 6 is the standard non-negativity and integral constraint.
Considering the model has nonlinear terms, which are usually difficult to handle, the formu-
lation can be rewritten as follows.
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Pk(t)− ∑
i
Ci,k(t)xi,k(t) ≤ dk(t) ∀t, k (7)
∑
k
xi,k(t) = 1 ∀i, t (8)
Ui,k(zi,k(t)− (xi,k(t)− xi,k(t − 1))) ≤ ∑
τ∈(t−Ui,k ,t)
xi,k(τ) ∀i, k, t (9)
xi,k(t)− xi,k(t − 1) ≤ zi,k(t) ∀i, k, t (10)
xi,k(t) ∈ {0, 1}, zi,k(t) ∈ {0, 1}, dk(t) ∈ Z
+ ∀i, k, t (11)
Constraint 7 is derived from constraint 2. When Pk(t)− ∑i Ci,k(t)xi,k(t) ≤ 0, then dk(t) = 0
according to constraint 11. When Pk(t)− ∑i Ci,k(t)xi,k(t) ≥ 0, since the objective function has
the term ∑k,t ak(t)dk(t), dk(t) will be equal to the minimum under constraint 7, and dk(t) =
Pk(t) − ∑i Ci,k(txi,k(t). Therefore, constraint 7 is equal to constraint 2 when combined with
the objective function and constraint 11.
For the same reason, the relationship between xi,k(t) and zi,k(t) can be described as the com-
bination of the object function and constraints 5 and 11. Figure 1 illustrates the relationship
between xi,k(t) and zi,k(t). 
 
Fig. 1. Typical relationship between xi,k(t) and zi,k(t)
2.2 Simulations
Figure 2 shows an area with three civilian routes and a military training area through which
an additional route can be opened to civilian users. All of these routes have different capac-
ities, opening costs, usage costs. The military may borrow route 3 from the civil aviation
authority when an additional area is needed.
Figure 3 shows the solution of a realistic instance of the Dynamic Air Route Open-Close
Problem. In this case, the time horizon from 8:00 am to 11:00 pm is divided into many 15-
minute time periods. The opening cost and the usage cost of route are set to be twice the cost
of one unit of resource shortage. The shortest occupancy time is set to be 4 time intervals. The
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Fig. 2. Area with temporary additional routes
capacity of all three civilian routes, the capacity of the military area, and the demands of all
users are shown in Figure 3(a). Note the capacity decrease of the civilian routes that lasts 6
time intervals, which is usually caused by severe weather.
Figure 3(b) to (e) show the value of xi,k(t) for the various routes. Routes 1 and 2 are exclusively
used by the civilian users. Route 3 and the additional route (military training area) are opened
or closed according to the total cost of all users’ resource shortages, route opening, route usage,
and the constraint of the shortest occupancy time.
The ratio of the resource shortage cost, route opening cost, and route usage cost significantly
affects the result. If the cost of using an additional route is much higher than the cost of the
resource shortage, for example due to a very complex route application procedure, the user
may accept the shortage and change their flight plans.
Using the air space resources flexibly, the Dynamic Air Route Open-Close Problem is the first
step towards the Dynamic Airspace Management. In this model all air routes are considered
to be independent. But in more common situation, air routes are usually dependent. In next
section wewill focus our investigation onto the network of air routes and present the Dynamic
Air Route Adjustment Problem.
3. Dynamic Air Route Adjustment Problem
Given an air traffic network composed of airports, way points, and routes, and a set of flights
that are planned to fly through the network, the Dynamic Air Route Adjustment Problem
makes dynamic decisions on when and how to adjust the current air traffic route network by
applying for additional temporary air route segments (or arcs) to minimize the overall cost
including opening cost, the usage cost for temporary arcs, and the flight and delay costs to all
flights. The development of this model is partially motivated by the characteristics of the air
route structure and the management policy in China.
3.1 Model Formulation
The model of the Dynamic Air Route Adjustment Problem is defined on a network, G, having
the node set N and the arc set A. In G(N ,A), the nodes represent the airports and the way
points while the arcs represent air route segments including the reserved routes for civil users
as well as the dynamic routes, which can be temporarily used by civil users. The model can be
www.intechopen.com
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Fig. 3. A realistic instance of the Dynamic Air Route Open-Close Problem
described as a multi-commodity network flow model, where all flights with the same origin
and destination belong to one commodity.
The model is based on the following assumptions.
1. Since the quantity of each commodity is the number of flights, it must be a nonnegative
integer.
2. All flights must land at their destination nodes eventually.
3. The time period T is sampled into discrete time slots with equal intervals.
4. All flights have identical mechanical characteristics and fly at the same speed. So the
travel time through one arc is identical for every flight. But it may differ at different
instances.
5. The arc capacities are known and given in this model but they may differ at different
times.
6. All flights have the same fuel consumption rate and the same delay fees, which are
constants in this model.
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7. If a temporary arc opens, it should be kept open for at least the shortest occupancy time
so that the air traffic controllers have enough time to switch access to the arc between
different users.
The notations for the model are as follows.
A set of arcs
Atmp set of arcs that can be temporarily opened, Atmp ⊂ A,
K set of flight commodities
N set of nodes
Norig set of origin nodes, Norig ⊂ N ,
Ndest set of destination nodes, Ndest ⊂ N ;
Nmid set of nodes other than origin and destination nodes, Nmid ⊂ N
i node index, i ∈ N
(i, j) arc index, (i, j) ∈ A
t time interval index, t ∈ T
k flight commodity index
disi,j Length of arc (i, j)
ai,j Travel time along arc (i, j)
ci,j(t) Maximum number of flights that can enter arc (i, j) during time interval t
Ui,j The shortest occupancy time of arc (i, j)
Pki (t) Number of commodity k flights scheduled to take off from origin node i during
time interval t
win(i) The maximum indegree of node i
wout(i) The maximum outdegree of node i
r Cost of flying one kilometer
di(t) Cost of holding a flight at origin node i during time interval t
oi,j(t) Opening fee of temporary arc (i, j) during time interval t
mi,j(t) Usage cost of temporary arc (i, j) during time interval t
The decision variables are defined as follows.
xi,j(t) =
{
1 if the arc (i, j) is in use during time interval t.
0 Otherwise.
zi,j(t) =
{
1 if the arc (i, j) is opened during time interval t.
0 Otherwise.
f ki,j(t) is the number of flights of commodity k entering arc(i, j) during time interval t.
The objective function can be written as
minZ = ∑
t,k,i∈Norig
di(t) · f
k
i,i(t) + ∑
t,k,(i,j)∈A
r · disi,j · f
k
i,j(t)
+ ∑
t,(i,j)∈As
oi,j(t) · zi,j(t)
+ ∑
t,(i,j)∈As
mi,j(t) · xi,j(t) (12)
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The first term represents the cost of flight delay at origin nodes. Here, ∑k f
k
i,i(t) is the number
of all kinds of flights on the self-loop arc (i, i) at time t. The arc (i, i) begins and ends at the
same origin node i, which has a travel time equal to 1 and a length equal to 0. The flight on
arc (i, i) is delayed and waiting on node i. The second term represents the flight costs bases on
the flying distance. Since the lengths of self-loop arcs are 0, their flying distance is zero. The
third term represents the cost of opening all temporary arcs. The last term represents the cost
of using the temporary arcs.
The constraints are given as below.
∑
j:(i,j)∈A
f ki,j(t)− ∑
j:(j,i)∈A
f kj,i(t − aj,i) = P
k
i (t) ∀i ∈ Norig, t ∈ T , k ∈ K (13)
∑
j:(i,j)∈A
f ki,j(t)− ∑
j:(j,i)∈A
f kj,i(t − aj,i) = 0 ∀i ∈ Nmid, t ∈ T , k ∈ K (14)
∑
t,j:(j,i)∈A
f kj,i(t)− ∑
t,q∈Norig
Pkq (t) = 0 ∀i ∈ Ndest, k ∈ K (15)
∑
k∈K
f ki,j(t) ≤ ci,j(t) · xi,j(t) ∀(i, j) ∈ A, t ∈ T (16)
Ui,j[zi,j(t)− (xi,j(t)− xi,j(t − 1))] ≤ ∑
τ∈(t−Ui,j ,t)
xi,j(τ) ∀(i, j) ∈ As, t ∈ T (17)
xi,j(t)− xi,j(t − 1) ≤ zi,j(t) ∀(i, j) ∈ As, t ∈ T (18)
∑
j
xj,i(t) ≤ win(i) ∀i ∈ Nmid, t ∈ T (19)
∑
j
xi,j(t) ≤ wout(i) ∀i ∈ Nmid, t ∈ T (20)
xi,j(t) ∈ {0, 1}, zi,j(t) ∈ {0, 1}, f
k
i,j(t) ∈ Z
+
∀t ∈ T , k ∈ K, (i, j) ∈ A (21)
Constraints 13 to 15 are flow-conservation constraints. Constraint 13 shows that all flights de-
parting from an origin node in time interval t are either flights scheduled to take off from this
node in time interval t or flights which were delayed and waiting at this node. Constraint 15
states that all flights taking off from origin nodes must land at destination nodes. Constraint
16 is the capacity constraint. Constraint 17 is the shortest occupancy time constraint. Con-
straint 18 describes the relationship between xi,j(t) and zi,j(t). This constraint combined with
the objective function ensures that zi,j(t) is equal to 1 when xi,j(t) changes from 0 to 1. Con-
straint 19 and 20 limit the number of arcs entering or leaving a node so that the situation will
not be too complex to be handled by the air traffic controllers. Constraint 21 is the standard
non-negativity and integrality constraint.
3.2 Analysis and Evaluation
This section gives several examples of the Dynamic Air Route Adjustment Problem. These
examples model possible scenarios in the southern part of the Beijing ATC Region, one of the
busiest air traffic control regions in China. Figure 4 shows the air-route network model for
this region with 5 origin nodes, 1 destination node, 17 reserved arcs, and 26 temporary arcs.
The time horizon from 8:00 am to 11:00 pm is divided into 90 time slots with the flight plans
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of 473 flights generated based on real air traffic in this region. The solution uses r = 0.0025,
di(t) = 1, oi,j(t) = 5.5, and mi,j(t) = 0.3.
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Fig. 4. Network with temporary additional route segments
Table 1 lists six scenarios with different arc capacities to simulate capacity decreases caused by
severe weather or other incidents. Scenario I has normal conditions with the normal capacity
of arc "EPGAM-BTO" as 4. This capacity decreases from 4 to 3 in scenario II, to 2 in III, to 1 in
IV, and to 0 in V. In scenario VI, the capacity of arc "EPGAM-BTO" decreases to 2 only between
9:00 am to 11:00 am.
Figure 5 shows some details of the result for scenario VI which shows the demands of flights
entering from TZG. The normal condition (scenario I) does not experience delays. In scenario
VI, if no temporary arcs can be used, flights will be delayed for 125 slots. If the temporary
arcs can be used, the temporary arc 5 will open and only 3 slots delays will occur in total.
Figure 5 also shows the number of delays on TZG and the opening and closing schedule of
the temporary arc "EPGAM-VYK."
3.3 Sensitivity Analysis
In the model, the opening fee, oi,j(t), and the usage fee, mi,j(t), of temporary arc (i, j) at time
t significantly affect the opening and closing schedules of the temporary arcs and the flight
arrangements. This section describes several analyses to show the sensitivity of oi,j(t) and
mi,j(t).
The flight delay cost has been estimated from the experience of air traffic management experts
and the statistical data from the FAA, Eurocontrol, and various airlines (Eurocontrol, 2008),
(Dubai, 2008) to be €72 per minute in Europe and $123.08 per minute in the Unite States. The
fuel consumption of a flight is related to its type, load, and route. According to Shenzhen
www.intechopen.com
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Table 1. Computational Results of Dynamic Air Route Adjustment Problem
Without temporary arcs With temporary arcs
Scenario Total Delay time Total Delay time Temporary Usage time
costs (slots) costs (slots) arcs used (slots)
I 392.4 0 392.4 0 0 0
II 412.3 24 403.3 8 1 6
III 1290.2 903 412.5 0 1 66
IV 5517.5 5131 429.0 6 2 79
V 10172.5 9786 447.2 0 2 155
VI 513.3 125 400.6 3 2 10
 
 
Fig. 5. Solution of scenario VI with and without temporary arcs
Airline’s operational data for 2006, the fuel consumption per thousand kilometers for their
aircraft is 3.7 to 3.8 tons on average and the price of aviation fuel is about $900 per ton. There-
fore, r : di(t) is about 1:400, and the scenarios assume r = 0.0025 and di(t) = 1.
Four scenarios were considered to test the effect of changing oi,j(t) and mi,j(t). Scenario 1
simulates operations with little overload. In scenario 2, the capacities of arcs EPGAM-BTO
and BTO-VYK are reduced to half of their normal level. In scenario 3, arcs EPGAM-BTO and
BTO-VYK are closed for two hours because of severe weather. In scenario 4, EPGAM-BTO
and BTO-VYK are closed throughout the simulation time.
In these comparisons, oi,j(t) ∈ [1, 10] and is increased from 1 with step size 0.5, mi,j(t) ∈
[0.1, 1.4] and is increased from 0.1 with step size 0.1.
Figures 6(a) to 6(f) show the relationships between the number of opened arcs, the occupancy
time for all the temporary arcs, the total delay and the opening fee, oi,j(t), or the usage fee,
mi,j(t). The symbols are the calculated results with the curves drawn to connect the average
values of the results for same opening fee or usage fee. Each curve shows one scenario’s result
and the curve noted by "S1" shows the result of scenario 1.
www.intechopen.com
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(a) Opening fee and no. of opened arcs (b) Opening fee and total delay
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Fig. 6. Sensitivity analysis of factors
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Figures 6(a) shows that the number of opened temporary arcs decreases as the opening fee,
oi,j(t), increases. When the opening fee is larger than 5, the number does not change much.
As in Figure 6(c), when the opening fee increases, the occupancy times remain steady because
the temporary arcs are well used so they will not be opened and closed frequently. They will
keep open after they are opened so that the opening fee has little effect on the occupancy time.
Figure 6(b) shows that in scenario I to III, the total delays increase as oi,j(t) increases until
oi,j(t) = 6 and keep steady after that. The curve in scenario 4 is a little different since the
occupancy time for temporary arcs is very large which means more temporary arcs are used.
Figure 6(f) and 6(e) show that as the usage fee, mi,j(t), increases, the occupancy times for all
the scenarios decrease and the total delays increase. Figure 6(d) shows that in scenario I to
III, the number of opened arcs almost keeps steady. In scenario IV, it decreases a little for
mi,j(t) < 0.5 and then increases from then on. Two arcs were closed during this scenario, so
some temporary arcs have to remain open nomatter how expensive the usage fee is to prevent
severe delays.
The values of oi,j(t) and mi,j(t) balance the military and civil users. These results provide a
good reference for pricing the temporary arcs to balance these two needs.
4. Dynamic Sector Adjustment Problem
It is critical to explore how to utilize limited airspace resource via more flexible approaches
in order to meet the increasing demand of air traffic. Since 1990 United States has planned
the future National Airspace System (NAS) and introduced the concept of Free Flight, the
object of which is using emerging technology, procedures, and concept to implement the tran-
sition from the modernization of NAS to air flight freerization, and then to satisfy the require-
ment of users and service providers of National Airspace System(Bai, 2006). In 1992, Europe
presented a new concept of Flexible Use of Airspace (FUA), the main content of which is to
abandon the method of simply partitioning airspace into two fixed types - civil airspace and
military airspace, and to investigate and establish a new method of airspace use, i.e. flexibly
using airspace on demand based on coordination between civil users and military users. Re-
cently China has also started the attempt of developing new airspace planning method and
technology considering the characteristics of its airspace structure and the features of its air
traffic.
Dynamic adjustment to air traffic control sectors is to make reasonable sector configurations
to meet all of following criteria: 1) satisfying the requirement of air traffic control service; 2)
keeping the controller’s workload not beyond a bearable range; and 3) taking up the least
resource of air traffic control.
4.1 Dynamic Adjustment to Air Traffic Control Sectors
An aircraft is usually under the control of several different control units, including the tower
control, the terminal control and the en-route control during the whole flight process(Wang
et al., 2004). Considering the air traffic control is one kind of heavy brainwork, the workload
of on-duty air traffic controllers is kept under a limited level to ensure the flight safety. A
controlled airspace is usually divided into several sectors, each of which is under the control
of an air traffic control seat, usually consisting of a group of two air traffic controllers. Air
traffic controllers are responsible for surveilling flight activity, commanding aircrafts to avoid
conflicts, and communicating with neighbor sectors for control handover according to flight
plan.
www.intechopen.com
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Daily fluctuation of air traffic flow causes the unbalance of controller’s workload in different
hours or between different sectors. During peak hours more sectors are required to open
to increase the airspace capacity and to ensure the flight safety. But when air traffic flow is
low some sectors are allowed to merge to avoid unnecessary waste of resources of air traffic
control.
One of the difficulties of dynamic sector adjustment is how to evaluate the controller’s work-
load of each sector. The aim of sector adjustment is, on one side, to open enough control
sectors to satisfy the air traffic requirement, and on the other side, to open as few as possible
control sectors to avoid unnecessary waste of control resources. Therefore the control work-
load is the direct basis to implement dynamic sector adjustment and the criterion of evaluating
the sector adjustment results as well.
Another difficulty of dynamic sector adjustment is how to choose the best scheme of sector
configurations, i.e. how to assign n sectors to k(1 ≤ k ≤ n) air traffic control seats reason-
ably. The complexity of the problem consists in too many possible assignments of n sectors.
Suppose the number of possible assignments of n sectors to k control seats is P(n, k). The
computation rule is shown in equation 22. Also suppose the total number of means of group-
ing n sector is P(n). The computation rule is shown in equation 23(Gianazza & Alliot, 2002).
For example, if the number of total sectors is 13, there exists 27,644,437 possible means of
assignments and the computation of searching optimal scheme of sector configurations by
traversing will be enormous.
P(n, 1) = 1, P(n, n) = 1
P(n, k) = kP(n − 1, k) + P(n − 1, k − 1) (22)
P(n) =
n
∑
k=1
P(n, k) (23)
4.2 Evaluation of Controller’s Workload
The workload of an air traffic controller refers to the objective requirement of tasks assigned
to him(or her), his objective efforts to fulfill the requirements, his working performance, his
physiological and psychological states, and his subjective perception to the efforts he ever
made.
Many studies have been done on the evaluation of controller’s workload and a lot of models
and algorithms have been presented. Meckiff et al.(Meckiff et al., 1998) introduced the concept
of air traffic complexity in order to evaluate controller’s workload. Air traffic complexity
refers to the level of complexity of air traffic controller’s work caused by a certain air traffic
situation. It doesn’t consider the difference of control procedures of different airspace, nor
the difference of of controller’s responses to the same traffic situation. Therefore the air traffic
complexity is easier to evaluate than the controller’s workload(Schaefer et al., 2001). But no
matter what the definition of air traffic complexity or the definition of controller’s workload
is, it is important to distinguish the degree of requirement of air traffic control under different
traffic situations. It seems it is a better way to combine these two concept together, i.e. , to
compute the air traffic complexity using the classification of controller’s workload, and to
quantify controller’s workload using air traffic complexity.
The factors that influence the air traffic complexity and the controller’s workload include the
space structure of sectors, the features of in-sector flight activities, and the types and num-
bers of conflicts occurred inside the sector. Different sectors have different traffic demands
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due to their specific geographic locations. The sectors near an airport, usually spanning the
climbing or descending phase of flight, have more workloads of adjusting headings, altitudes
and speeds. Furthermore, the more percentage of climbing and descending flights there is,
the more possibly the flight conflicts could happen, and the more controller’s workloads there
are. Also, the more complex the airspace structure is, the more complex the fight activities
are. The types and numbers of in-sector conflicts largely depend on the complexity of flight
activities inside. The more complex the flight activities are, the more probably the conflicts
could occur.
In order to objectively quantify the evaluation of controller’s workload, we build an evalua-
tion model based on the features of flight activities. Table 2 lists all feature variables of flight
activities. We count 22,000 flights in 15 days and analyze the features of these flights’ activi-
ties inside each sector in each hour. According to this we evaluate the controller’s workload
of each sector in different hours.
Table 2. Feature Variables of Flight Activities in the Airspace
Feature Variables Meanings
T¯ average service time
αal_up percentage of climbing flights
αal_down percentage of descending flights
αal_keep percentage of traversing flights
αsp_up percentage of accelerating flights
αsp_down percentage of decelerating flights
αsp_keep percentage of flights with constant speed
αhd percentage of flights changing their headings
Nal_up average time of climbs for the climbing flights
Nal_down average time of descents for the descending flights
Nsp_up average time of accelerations for the accelerating flights
Nsp_down average time of decelerations for the decelerating flights
Nhd average time of changes for the heading-changing flights
Normally the controller’s workload can be classified into three types: 1) surveillance work-
load, i.e., the workload of inspecting each aircraft’s trajectory and its flight state inside the
sector; 2) conflict-resolution workload, i.e., the workload of any actions for resolving flight
conflicts inside the sector; 3) coordination workload, i.e., the workload of information ex-
change between pilots and air traffic controllers, or between air traffic controllers of different
sectors when aircrafts fly across the border of sectors.
We build an evaluation model of controller’s workload by analyzing all kinds of influence
factors, as shown in Equation 24. The meanings of variables and parameters are shown in
Table 3. In Equation 24, λ,γ, β represent respectively the influence factors related to each
feature of flight activities and a, b, c are coordination factors among three kinds of controller’s
workload.
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Wtotal = CI × F
= Wmo + Wc f + Wco
= F × {aT¯(λal∂al + λsp∂sp + λhd∂hd + λal_keep∂al_keep)
+bT¯
[
min(αal_up, αal_down, αal_keep)
max(αal_up, αal_down, αal_keep)
+
min(αsp_up, αsp_down, αsp_keep)
max(αsp_up, αsp_down, αsp_keep)
]
·(γal∂al + γsp∂sp + γhd∂hd + γal_keep∂al_keep) + c · 2β} (24)
where
∂al = αal_up Nal_up + αal_down Nal_down
∂sp = αsp_up Nsp_up + αsp_down Nsp_down
∂hd = αhd Nhd
Table 3. Feature Variables in the Evaluation Model of Controller’s Workload
Feature Variables Meanings
Wtotal controller’s workload
F traffic flow
CI coefficient of air traffic complexity
Wmo surveillance workload
Wc f conflict-resolution workload
Wco coordination workload
Considering the Beijing Air Traffic Control Region as our investigation object, the sector divi-
sion scheme is shown in Figure 7. Figure 8 shows the percentage of climbing flights in each
hour. The 15 curves in the upper part of Figure 8 show the daily changes of percentage of
climbing flight since Jan 1, 2008 to Jan 15, 2008. The lower part of Figure 8 presents the aver-
age value of percentage of climbing flights in each hour. We can see the variation tendencies of
daily percentage of climbing flight are basically identical, that shows the daily in-sector flight
activities have some regularity.
We input the feature variables of flight activities into Equation 24 and obtain the variation
tendencies of air traffic complexity in each hour as shown in Figure 11(a). It is perceptible
that the no.1, no.3, and no.13 sector, which are the nearest ones to Beijing Terminal Control
Area, have the largest air traffic complexity, above 1.2 during peak hours. The no.4, no. 6,
no.9, and no.10 sector also have fairly large air traffic complexity, above 1.0 during peak hours,
because the structure of air route networks in no.9 and no.10 sector are comparatively complex
while no.4 and no.6 sector are quite close to Beijing Terminal. Those that are far from Beijing
Terminal, such as no.5, no.7, no.8, no.11, and no.12 sector, have relatively small air traffic
complexity, basically around 0.8. The computational results tally with the analysis of influence
factors to air traffic complexity and show the validity of the evaluation model of controller’s
workload.
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Fig. 7. The Current sector configuration of Beijing Regional ATC Center
4.3 Set-Partitioning Based Model
As what we have discussed, if we seek optimal sector configuration scheme by traversing
directly, the amount of calculation will be enormous because many sector combinations dis-
satisfy the constraint of sector structure features. Therefore we firstly determine all feasible
sector combinations and then search optimal sector configuration scheme from the feasible
sector combinations using an optimization model based on set partitioning.
4.3.1 Finding Feasible Sector Combinations
We define a sector combination as the mergence of several sectors. Only those sector combina-
tions that satisfy the constraints of sector structure features are feasible sector combinations.
A feasible sector combination can be assigned to an air traffic control seat.
The constraints of sector structure features include the continuity constraint and the convex-
ity constraint(Trandac et al., 2003) (Han & Zhang, 2004). According to the principle of air
traffic control, a controller’s working airspace should be inside a comparatively concentrated
airspace for favoring the smoothness of the control work. Otherwise the controller’s attention
could be distracted due to the dispersion of controlled airspace(Han & Zhang, 2004). There-
fore any feasible sector combination must be a continuous airspace. The convexity constraint
of sector combination’s shape is for avoiding the same aircraft flying across the sector borders
twice when executing a flight plan. In fact it is difficult to ensure every sector’s shape to be
absolutely convex. So we consider a sector combination to satisfy the convexity constraint if
the situation that an aircraft flies across the sector borders twice during a single flight activity
will not happen.
To obtain all feasible sector combinations, we firstly find out all interconnected sector com-
binations by setting the prerequisite of interconnection of all participated sectors. Secondly,
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Fig. 8. Hourly percentage variations of climbing flights
we find out all sector combinations that are in accord with the convexity constraint of sector’s
shape.
Fig. 9. The Neighborhood Network of Beijing Regional ATC Center
There are 13 sectors in total among the Beijing Regional ATC Center as shown in Figure 7 .So
there are 213 = 8192 possible sector combinations in all. We firstly filter all these sector combi-
nations according to interconnection. Figure 9 is the neighborhood network of each sector of
the Beijing ATC Region. Filtering out the sector combinations satisfying the interconnection
feature is equal to finding out all interconnected subnets from the network. According to the
computation, we know that there are 1368 interconnected sector combinations in all within
this network structure.
Basically we have two ways to filter out the sector combinations that satisfy the convexity
constraint. One way is by analyzing historical flight data. After screening historical radar
data to count the times of each flight flying in or out the sector, we can get all flights passing
each sector combinations. If a flight occurs several times and the adjacent two occurring times
are discontinuous, it is can be determined that the current sector combination fails to satisfy
the convexity constraint. The other way is by human experiences. It is can be distinguished
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whether the sector combination satisfies the convexity constraint through analyzing the de-
tailed shape of each sector combination and the spacial distribution of historical radar trace
points. Finally 438 feasible sector combinations are determined by the above two ways.
4.3.2 Model’s Formulation
Suppose that the set of sectors is S, the set of all feasible sector combinations is R, and the
set of sampling points in time period t is I. The optimal sector configuration problem can
be described as shown in Equation 25, 26, 27, and 28, where cr represents the cost efficient
of choosing sector combination r and decision variable xr represents whether to choose the
sector combination r. The objective function is to minimize the total costs of choosing opened
sector combinations. asr represents the mapping coefficient of sector combination r and sector
s. If sector s is contained by sector combination r, asr = 1; otherwise aar = 0. The constraint
26 shows that each sector must be attached to one and only one opened sector combination.
The constraint 27 shows that the instantaneous traffic flow at each sampling point inside the
chosen sector combination at time t must be within the limited range.
min ∑
r∈R
crxr (25)
s.t. ∑
r∈R
asrxr = 1 ∀s ∈ S (26)
frixr ≤ f0 ∀r ∈ R, ∀i ∈ I (27)
xr ∈ {0, 1} ∀r ∈ R (28)
where asr = 1 when s ∈ r or asr = 0 otherwise. As shown in equation 29, the instantaneous
traffic flowwithin the sector combination r is equal to the sum of the instantaneous traffic flow
of all sectors constructing the sector combination.
fri = ∑
s∈S
asr fsi (29)
cr = a · C
++
r + b · C
−−
r + c · (C
+
r + C
−
r )
= a · (∆W++r )
2 + b · (∆W−−r )
2 + c · (∆W+r + ∆W
−
r ) (30)
∆Wr = Wr − W0 (31)
∆W+r =
{
∆Wr 0 ≤ ∆Wr ≤ u
0 otherwise
(32)
∆W++r =
{
∆Wr ∆Wr > u
0 otherwise
(33)
∆W−r =
{
|∆Wr| l ≤ ∆Wr ≤ 0
0 otherwise
(34)
∆W−−r =
{
|∆Wr| ∆Wr ≤ l
0 otherwise
(35)
Referring to the research result by Gianazza et al.(Gianazza & Alliot, 2002), we define the
opening cost of sector combination r as shown in Equation 30 and Equation 31, 32, 33, 34, and
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35 where ∆Wr represents the difference of controller’s workload Wr and the average workload
W0. The purpose of defining such cost function is to make the controller’s workload of opened
sector combination r as close as possible to the average working ability.
CIr =
∑s∈S asr · Fs · CIs
∑s∈S asr · Fs
(36)
As shown in Equation 36, the air traffic complexity of sector combination r is derived from the
weighted sum of the air traffic complexity of the constituent sectors. The weighted coefficient
is the current traffic flow inside the sector.
4.4 Computational Example
We calculate the hourly optimal sector configuration schemes of Beijing Regional ATC Center
in a typical day - Jan 4, 2008. The curves of the hourly variations of air traffic complexity
of each sector are shown in Figure 11(a). The curves of the hourly variations of controller’s
workload are shown in Figure 11(b). Figure 10 shows the optimal sector configuration scheme
during the time period from 8:00am to 9:00am. Eight sector combinations are chosen to open
for the whole ATC region. Figure 11(c) shows the optimal sector configuration in each hour,
each grid of which represents an opened sector combination. The first number in a grid indi-
cates the serial number of opened sector combination and the second number represents the
controller’s workload of the sector combination during current time period. It shows that the
controller’s workloads are kept balanced, i.e. basically around 25, among all opened sector
combinations after adjustment.
Fig. 10. Optimal Sector Configuration of Beijing ATC Region (8:00-9:00 Jan 4, 2008)
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(a) Hourly Variations of Air Traffic Complexity of Each Sector
(b) Hourly Variations of Controller’s Workload of Each Sector
(c) Hourly Optimal Sector Configurations
Fig. 11. Computational Results (Jan 4, 2008)
5. Conclusion
This chapter investigates the models and algorithms for implementing the concept of Dy-
namic Airspace Management. Three models are discussed. First two models are about how
to use or adjust air route dynamically in order to speed up air traffic flow and reduce delay.
The third model gives a way to dynamically generate the optimal sector configuration for an
air traffic control center to both balance the controller’s workload and save control resources.
The first model, called the Dynamic Air Route Open-Close Problem, is the first step toward
the realization of Dynamic Airspace Management. It designs a pricing mechanism for civil
users and military users once they need to use each other’s resources and decides what routes
will be open and for how long the routes keep open for a certain user during a given time
period. The second model, called the Dynamic Air Route Adjustment Problem, provides a
new approach to optimize air traffic flow with the option to adjust or reconstruct the air route
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network. This model extends the formulation of the ATFM problem by integrating the con-
sideration of dynamic opening and closing of air route segments and introducing several new
constraints, such as the shortest occupancy time constraint and the indegree and outdegree
constraints, which have not been considered in previous research. The algorithm provides
management insight for improving the current airspace management strategy from static to
dynamic, from restricted to flexible, and from policy-based to market-based. The sensitivity
analysis provides useful reference for pricing temporary arcs in the new flexible market-based
airspace management system. The third model, called the Dynamic Sector Adjustment Prob-
lem, tries to dynamically utilize airspace resources from another viewpoint. Dynamic adjust-
ment to air traffic control sectors according to the traffic demand is an important means of
increasing the efficiency of airspace utilization. We present an empirical model of evaluating
controller’s workload and build a set-partitioning based mixed integer programming model
searching optimal sector configurations. Several examples are solved based on the data from
Beijing Regional Air Traffic Control Center. The computational results show that our models
on Dynamic Airspace Management are suitable to solve actual-sized problems quickly using
current optimization software tools. The work of model validations and implementations are
to be completed in the future.
6. References
Bai, Y. (2006). Future national airspace system plan of u.s.a (in chinese), Air Traffic Management
8: 37–39.
Bertsimas, D. & Patterson, S. S. (1998). The air traffic flow management problem with enroute
capacities, Operations Research 46(3): 406–422.
Bertsimas, D. & Patterson, S. S. (2000). The traffic flow management rerouting problem in air
traffic control: a dynamic network flow approach, Transportation Science 34(3): 239–
255.
Cheng, P., Cui, D. & Wu, C. (2001). Optimization based model for short-term air traffic flow
management (in chinese), Journal of Tsinghua University 41(4/5): 163–166.
Dubai, A. (2008). The costs of delays and cancellations - analysis and means for cost reduc-
tions.
URL: http://www.agifors.org/document.go?documentId=1579
Eurocontrol (2008). Cost of delay.
URL: http://www.eurocontrol.int/ecosoc/gallery/content/public/documents/CBAdelay.pdf
Gianazza, D. & Alliot, J.-M. (2002). Optimization of air traffic control sector configurations
using tree searchmethods and genetic algorithms,Digital Avionics Systems Conference,
2002. Proceedings. The 21st, Vol. 1, pp. 2A5–1–2A5–8 vol.1.
Han, S.-C. & Zhang, M. (2004). The optimization method of the sector partition based on
metamorphic voronoi polygon, Chinese Journal of Aeronautics 17(1): 7–12.
Lulli, G. & Odoni, A. R. (2007). The european air traffic flow management problem, Trans-
portation Science 41(4): 431–443.
Ma, Z., Cui, D. & Cheng, P. (2004). Dynamic network flow model for short-term air traffic
flow management, IEEE Transactions on System, Man and Cybernetics, Part A: Systems
and Humans 34(3): 351–358.
Meckiff, C., Chone, R. & Nicolaon, J.-P. (1998). The tactical load smoother for multi-sector
planning, 2nd USA/Europe Air Traffic Management R&D Seminar, Orlando.
Richetta, O. &Odoni, A. R. (1993). Solving optimally the static ground-holding policy problem
in air traffic control, Transportation Science 27(3): 228–238.
www.intechopen.com
Air Trafic Control22
Richetta, O. & Odoni, A. R. (1994). Dynamic solution to the ground-holding problem in air
traffic control, Transportation Science 28(3): 167–185.
Schaefer, D., Meckiff, C., Magill, A., Pirard, B. & Aligne, F. (2001). Air traffic complexity as a
key concept for multi-sector planning, Digital Avionics Systems, 2001. DASC. The 20th
Conference, Vol. 2, pp. 7E5/1–7E5/12 vol.2.
Trandac, H., Baptiste, P. & Duong, V. (2003). Optimized sectorization of airspace with con-
straints, 5th USA/Europe Air Traffic Management R&D Seminar, Budapest, Hungary.
Vossen, T. & Michael, B. (2006). Optimization and mediated bartering models for ground
delay programs, Naval Research Logistics 53(1): 75–90.
Wang, L., Zhang, Z. & Yang, X. (2004). The model and algorithm of automatically sectoring
airspace (in chinese), Aeronautical Computer Technique 34(3): 46–49.
www.intechopen.com
Air Traffic Control
Edited by Max Mulder
ISBN 978-953-307-103-9
Hard cover, 172 pages
Publisher Sciyo
Published online 17, August, 2010
Published in print edition August, 2010
InTech Europe
University Campus STeP Ri 
Slavka Krautzeka 83/A 
51000 Rijeka, Croatia 
Phone: +385 (51) 770 447 
Fax: +385 (51) 686 166
www.intechopen.com
InTech China
Unit 405, Office Block, Hotel Equatorial Shanghai 
No.65, Yan An Road (West), Shanghai, 200040, China 
Phone: +86-21-62489820 
Fax: +86-21-62489821
Improving air traffic control and air traffic management is currently one of the top priorities of the global
research and development agenda. Massive, multi-billion euro programs like SESAR (Single European Sky
ATM Research) in Europe and NextGen (Next Generation Air Transportation System) in the United States are
on their way to create an air transportation system that meets the demands of the future. Air traffic control is a
multi-disciplinary field that attracts the attention of many researchers, ranging from pure mathematicians to
human factors specialists, and even in the legal and financial domains the optimization and control of air
transport is extensively studied. This book, by no means intended to be a basic, formal introduction to the field,
for which other textbooks are available, includes nine chapters that demonstrate the multi-disciplinary
character of the air traffic control domain.
How to reference
In order to correctly reference this scholarly work, feel free to copy and paste the following:
Peng Cheng and Rui Geng (2010). Dynamic Airspace Managment - Models and Algorithms, Air Traffic Control,
Max Mulder (Ed.), ISBN: 978-953-307-103-9, InTech, Available from: http://www.intechopen.com/books/air-
traffic-control/dynamic-airspace-managment-models-and-algorithms
© 2010 The Author(s). Licensee IntechOpen. This chapter is distributed
under the terms of the Creative Commons Attribution-NonCommercial-
ShareAlike-3.0 License, which permits use, distribution and reproduction for
non-commercial purposes, provided the original is properly cited and
derivative works building on this content are distributed under the same
license.
