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SUPPORT AND ADIC FINITENESS FOR COMPLEXES
SEAN SATHER-WAGSTAFF AND RICHARD WICKLEIN
Abstract. Let X be a chain complex over a commutative noetherian ring
R, that is, an object in the derived category D(R). We investigate the small
support and co-support of X, introduced by Foxby and Benson, Iyengar, and
Krause. We show that the derived functors M ⊗L
R
− and RHomR(M,−)
can detect isomorphisms in D(R) between complexes with restrictions on their
supports or co-supports. In particular, the derived local (co)homology functors
RΓa(−) and LΛa(−) with respect to an ideal a ( R have the same ability.
Furthermore, we give reprove some results of Benson, Iyengar, and Krause
in our setting, with more direct proofs. Also, we include some computations
of co-supports, since this construction is still quite mysterious. Lastly, we
investigate “a-adically finite” R-complexes, that is, the X ∈ Db(R) that are
a-cofinite a` la Hartshorne. For instance, we characterize these complexes in
terms of a finiteness condition on LΛa(X).
1. Introduction
Throughout this paper let R be a commutative noetherian ring, let a ( R be a
proper ideal of R, and let R̂a be the a-adic completion of R. We work in the derived
category D(R) the objects of which are the R-complexes, indexed homologically
X = · · · → Xi+1
∂Xi+1
−−−→ Xi → · · · .
We let Λa(−) denote the a-adic completion functor, and Γa(−) is the a-torsion
functor. The associated left- and right-derived functors, respectively, are LΛa(−)
andRΓa(−). (See Section 2 for some background information on these topics.) The
left- and right-derived functors of − ⊗R − and HomR(−,−) are denoted − ⊗LR −
and RHomR(−,−).
We investigate the small support suppR(X) of Foxby [16] and the co-support
co-suppR(X) of Benson, Iyengar, and Krause [9]; see Definitions 3.2 and 4.1. Sec-
tions 3 and 4 contain alternate characterizations of these subsets (see Proposi-
tions 3.6 and 4.4) and some of their basic properties.
Section 5 is devoted to some consequences of support conditions for morphisms.
For instance, we show in the next result that a restriction of the small support or
co-support is strong enough to guarantee that the derived functors M ⊗LR − and
RHomR(M,−) can detect isomorphisms in D(R). It is contained in Theorems 5.2
and 5.7 below. (See also Corollaries 5.3 and 5.8 for some consequences for Koszul
homology and local (co)homology.)
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Theorem 1.1. Let M ∈ D(R), and let f : Y → Z be morphism in D(R) such that
suppR(Y ), suppR(Z) ⊆ suppR(M) or co-suppR(Y ), co-suppR(Z) ⊆ suppR(M).
Then the following conditions are equivalent:
(i) f is an isomorphism in D(R);
(ii) RHomR(M, f) is an isomorphism in D(R);
(iii) M ⊗LR f is an isomorphism in D(R).
Also in this section, we recover (with more direct proofs) results of Benson, Iyen-
gar, and Krause [8, 9] that use (co-)support to characterize the R-complexesX such
that one of the natural morphisms RΓa(X) → X → LΛa(X) is an isomorphism.
See Propositions 5.4 and 5.9 for our results and, e.g., [12, 33, 34, 39] for more on
these complexes.
In Section 6, we give some computations of co-suppR(X), in part, because this
construction is not as well understood as suppR(X). For instance, the next result
is contained in Theorems 6.6 and 6.11.
Theorem 1.2. Assume that R has a dualizing complex.
(a) For each X ∈ Dfb(R), one has
co-suppR(X) = suppR(X)
⋂
co-suppR(R) ⊆ suppR(X).
(b) If, moreover, R is a 1-dimensional integral domain, then
co-suppR(R) =
{
m-Spec(R) if R is local and complete, and
Spec(R) otherwise.
The paper concludes with Section 7, wherein we investigate “a-adically finite”
complexes; see Definition 7.6. This notion originates with work of Hartshorne [25]
and continues, e.g., in [11, 25, 26, 27, 30]. To allow for some flexibility in the study
of such complexes, we prove the following result in Theorem 7.4. Here LΛ̂a(X) is
constructed like LΛa(X), but considered as a functor from D(R)→ D(R̂a); see the
beginning of Section 2.
Theorem 1.3. Let X ∈ Db(R). Then the following conditions are equivalent:
(i) One has K(x) ⊗LR X ∈ D
f
b(R) for some (equivalently for every) generating
sequence x of a;
(ii) One has R/a⊗LR X ∈ D
f(R);
(iii) One has RHomR(R/a, X) ∈ Df(R);
(iv) One has LΛ̂a(X) ∈ Dfb(R̂
a).
While one may not be surprised by the equivalence of conditions (i)–(iii) in
this result, we did not expect them to be equivalent to condition (iv). Another
interesting feature of this result is the use of techniques from differential graded
algebra in the proofs of the implications (ii) =⇒ (i) and (iii) =⇒ (i); see
Propositions 7.1 and 7.2.
Lastly, it is worth noting that many of the results in this paper are tools for use
in the sequel [35].
2. Background
Derived Categories. Standard references on this subject include [21, 23, 37, 38].
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The quantities inf(X) and sup(X) are the infimum and supremum, respectively,
of the set {i ∈ Z | Hi(X) 6= 0}, and amp(X) := sup(X)− inf(X). Given an integer
i, we let ΣiX denote the ith shift (or suspension) of X . Isomorphisms in D(R) are
identified by the symbol ≃.
We letD+(R) denote the full subcategory ofD(R) consisting of complexesX such
that inf(X) > −∞, that is such that Hi(X) = 0 for i ≪ 0. We let D−(R) denote
the full subcategory of D(R) consisting of complexes X such that sup(X) < ∞,
that is such that Hi(X) = 0 for i ≫ 0, and set Db(R) := D+(R)
⋂
D−(R). We
let Df(R) denote the full subcategory of D(R) consisting of complexes X such that
each homology module Hi(X) is finitely generated. For each ⋆ ∈ {+,−, b} we set
Df⋆(R) := D
f(R)
⋂
D⋆(R).
An R-complex F is semiflat if the functor F ⊗R −, defined on the category
of R-complexes, respects injective quasiisomorphisms. (These are the “DG-flat”
complexes of [4].) A semiflat resolution of an R-complex X is a quasiisomorphism
F
≃
−→ X with F semiflat, and one defines LΛa(X) := Λa(F ) and X⊗LRY := F⊗RY
for each R-complex Y . Every R-complex admits a semiflat resolution by [4, 1.5 and
1.6], and LΛa(−) and −⊗LR− define (bi)functors on D(R). Since the complex Λ
a(F )
consists of R̂a-modules and R̂a-module homomorphisms, this also defines a functor
D(R)→ D(R̂a) which we denote LΛ̂a(−), following [36]. This is well-defined by [1,
Section 1]. Moreover, if F : D(R̂a)→ D(R) is the forgetful functor, then we have a
natural isomorphism F ◦ LΛ̂a ≃ LΛa.
An R-complex I is semiinjective if the functor HomR(−, I) converts injective
quasiisomorphisms into surjective quasiisomorphisms. (These are the “DG-injec-
tive” complexes of [4].) A semiinjective resolution of an R-complex X is a quasi-
isomorphism X
≃
−→ I with I semiinjective, and one defines RΓa(X) := Γa(I)
and RHomR(Y,X) := HomR(Y, I) for each R-complex Y . Every R-complex ad-
mits a semiinjective resolution by [4, 1.6] and RΓa(−) and RHomR(−,−) define
(bi)functors on D(R).
Derived Local (Co)homology. These notions originate in [23, 24], and are de-
veloped extensively, e.g., in [1, 8, 18, 22, 29].
Fact 2.1. Let X ∈ D+(R). If X ∈ Df+(R), then there is a natural isomorphism
LΛa(X) ≃ R̂a ⊗LR X by [19, Proposition 2.7].
Let x = x1, . . . , xn be a generating sequence for a. Then RΓa(R) is isomorphic
in D(R) to the Cˇech complex Cˇ(x). It follows that pdR(RΓa(R)) < ∞. Indeed,
the Cˇech complex Cˇ(x) is a bounded complex of direct sums of modules of the form
Rs ∼= R[T ]/(sT − 1) with s ∈ R. Since Rs has a projective resolution
0→ R[T ]
sT−1
−−−→ R[T ]→ Rs → 0
we conclude that pdR(Rs) 6 1, hence pdR(RΓa(R)) <∞.
Fact 2.2. By [1, (0.3)aff] and [29, Proposition 3.1.2], there are isomorphisms
RΓa(−) ≃ RΓa(R)⊗
L
R − LΛ
a(−) ≃ RHomR(RΓa(R),−).
of functors on D(R).
Minimal Injective Resolutions. For a module, the notion of a minimal injective
resolution is standard. For complexes, one may consult [6, 10].
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Definition 2.3. Let X ∈ D(R). An injective resolution X
≃
−→ J is minimal if for
all i the kernel of the differential ∂Ji : Ji → Ji+1 is an essential submodule of Ji.
Fact 2.4. Every X ∈ D−(R) has a minimal injective resolution X
≃
−→ J , and every
such resolution satisfies Ji = 0 for all i > sup(X). If S is a multiplicatively closed
subset of R, then the localization S−1X
≃
−→ S−1J is a minimal injective resolution
over S−1R. Also, the induced morphism RΓa(X)
≃
−→ Γa(J) is a minimal injective
resolution over R.
3. Support
The point of this section is to investigate some useful aspects of Foxby’s notion
of support for complexes from [16]. One main result is Proposition 3.6.
Notation 3.1. Set V(a) := {p ∈ Spec(R) | a ⊆ p}. For each p ∈ Spec(R), set
κ(p) := Rp/pRp. Given a sequence x = x1, . . . , xn ∈ R the Koszul complex on x is
denoted KR(x).
Definition 3.2. Let X ∈ D(R).
(a) The “small,” or “homological,” support of X is
suppR(X) := {p ∈ Spec(R) | κ(p)⊗
L
R X 6≃ 0}.
(b) The “large” support of X is
SuppR(X) := {p ∈ Spec(R) | Xp 6≃ 0}.
Fact 3.3. If M is an R-module, then
suppR(M) = {p ∈ Spec(R) | Tor
R
i (R/p,M)p 6= 0 for some i}
SuppR(M) = {p ∈ Spec(R) |Mp 6= 0}.
Fact 3.4. Let X ∈ D(R). It is straightforward to show that
suppR(X) ⊆ SuppR(X) =
⋃
i∈Z
SuppR(Hi(X)).
It takes significantly more work to show that X ≃ 0 if and only if suppR(X) = ∅;
see [8, 5.2, 9.2].
If X ∈ Df+(R), then Nakayama’s Lemma implies that suppR(X) = SuppR(X).
In particular, if x = x1, . . . , xn is a generating sequence for a, then we have
suppR(K
R(x)) = suppR(R/a) = V(a).
The next fact is the key to our alternate characterization of small support.
Fact 3.5 ([18, 2.1, 4.1]). Assume that (R,m, k) is local. Let x = x1, . . . , xn be a
generating sequence for m, and let X ∈ D(R). Then the following conditions are
equivalent:
(i) m ∈ suppR(X), i.e., k ⊗
L
R X 6≃ 0;
(ii) KR(x)⊗LR X 6≃ 0;
(iii) LΛm(X) 6≃ 0;
(iv) RHomR(k,X) 6≃ 0;
(v) RHomR(K
R(x), X) 6≃ 0;
(vi) RΓm(X) 6≃ 0.
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Part of the following result is in [8, (9.2)]; see, however, [10, Remark 2.3] for
some words of caution.
Proposition 3.6. Let X ∈ D(R) and p ∈ Spec(R), and let x = x1, . . . , xn be a
generating sequence for p. Then the following conditions are equivalent:
(i) p ∈ suppR(X), i.e., κ(p)⊗
L
R X 6≃ 0;
(ii) KRp(x)⊗LR X 6≃ 0;
(iii) LΛpRp(Xp) 6≃ 0, that is, LΛp(Xp) 6≃ 0;
(iv) RHomRp(κ(p), Xp) 6≃ 0;
(v) RHomRp(K
Rp(x), Xp) 6≃ 0;
(vi) RΓpRp(Xp) 6≃ 0, that is, RΓp(Xp) 6≃ 0;
(vii) pRp ∈ suppRp(Xp).
Proof. By applying Fact 3.5 to the Rp-complex Xp, we see that the following com-
plexes are simultaneously isomorphic to 0 in D(R).
κ(p)⊗LR X ≃ (κ(p)⊗
L
Rp Rp)⊗
L
R X ≃ κ(p)⊗
L
Rp Xp
KRp(x)⊗LR X ≃ (K
Rp(x)⊗LRp Rp)⊗
L
R X ≃ K
Rp(x)⊗LRp Xp
LΛpRp(Xp) ≃ LΛ
p(Xp) RΓpRp(Xp) ≃ RΓp(Xp)
RHomRp(K
Rp(x), Xp) RHomRp(κ(p), Xp)
(The isomorphisms in the third line are from [34, Theorem 6.5].) This gives the
equivalence of conditions (i)–(vi). The equivalence of conditions (vi) and (vii)
follows from a comparison with conditions (vi) and (i) of Fact 3.5. 
Remark 3.7. The equivalence of conditions (i) and (vi) in Proposition 3.6 show
that our definition of suppR(X) is equivalent to that from [8]; see [8, Theorem 9.1].
See [10, Remark 2.3] for a discussion of what goes wrong in the next result when
X /∈ D−(R).
Proposition 3.8. If X ∈ D−(R) with minimal injective resolution X
≃
−→ J , then
suppR(X) =
⋃
i∈Z
{p ∈ Spec(R) | ER(R/p) is a summand of Ji}.
Proof. By [10, 2.1], it suffices to observe that, for each p ∈ Spec(R), the complex
Jp is minimal by Fact 2.4, and Jp is “homotopically injective” since it is a bounded
above complex of injectives. 
Corollary 3.9. Let X ∈ D−(R) such that suppR(X) ⊆ V (a).
(a) The minimal injective resolution of X consists of a-torsion modules.
(b) Each injective resolution of X consisting of a-torsion modules is an R̂a-complex.
Proof. Let X
≃
−→ J be a minimal injective resolution.
(a) By Proposition 3.8, for each i we have Ji ∼= ⊕p∈suppR(X)ER(R/p)
(µi
p
) for
some sets µip. Since each p ∈ suppR(X) is in V (a), it follows that each summand
ER(R/p)
(µi
p
) is a-torsion, so each Ji is a-torsion as well.
(b) Each module Ji is a-torsion, so it is an R̂
a-module by [28, Fact 2.1(a)], and
each differential ∂Ji is R̂
a-linear by [28, Lemma 2.2(a)]. 
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The next few results document some basic properties of small support. Several
of these are known, see [8, Proposition 5.1 and Theorem 5.6], however our proofs
are more direct.
Proposition 3.10. Given a distinguished triangle X → Y → Z → in D(R) one has
suppR(Y ) ⊆ suppR(X)
⋃
suppR(Z).
Proof. Let p ∈ Spec(R). From the induced triangle
κ(p)⊗LR X → κ(p)⊗
L
R Y → κ(p)⊗
L
R Z →
we conclude that, if p /∈ suppR(X)
⋃
suppR(Z), then p /∈ suppR(Y ), as desired. 
Proposition 3.11. Given a set {X(i)}i∈Λ ⊆ D(R) one has
suppR
(∐
i
X(i)
)
=
⋃
i
suppR(X(i)) ⊆ suppR
(∏
i
X(i)
)
.
Proof. Given a prime p ∈ Spec(R) and en element j ∈ Λ, we have isomorphisms
κ(p)⊗LR
(∐
i
X(i)
)
≃
∐
i
(
κ(p)⊗LR X(i)
)
κ(p)⊗LR
(∏
i
X(i)
)
≃
(
κ(p)⊗LR X(j)
)∐κ(p)⊗LR
∏
i6=j
X(i)
 .
The conclusion suppR (
∐
iX(i)) =
⋃
i suppR(X(i)) ⊆ suppR (
∏
iX(i)) follows
readily by definition. 
When X,Y ∈ D+(R), the next result is from [17, Theorem 7.1(c)].
Proposition 3.12. If X,Y ∈ D(R), then
suppR(X ⊗
L
R Y ) = suppR(X)
⋂
suppR(Y ).
Proof. The isomorphism
κ(p)⊗LR (X ⊗
L
R Y ) ≃ (κ(p)⊗
L
R X)⊗
L
κ(p) (κ(p)⊗
L
R Y )
conspires with the Ku¨nneth formula to imply that
Hi(κ(p)⊗
L
R (X ⊗
L
R Y ))
∼=
⊕
p+q=i
Hp(κ(p)⊗
L
R X)⊗
L
κ(p) Hq(κ(p)⊗
L
R Y ).
From this, it follows that κ(p)⊗LR (X ⊗
L
R Y ) 6≃ 0 if and only if κ(p)⊗
L
R X 6≃ 0 and
κ(p)⊗LR Y 6≃ 0, as desired. 
Proposition 3.13. If X ∈ D(R), then suppR(RΓa(X)) = suppR(X)
⋂
V(a). In
particular, we have suppR(RΓa(R)) = V(a).
Proof. Let R
≃
−→ I be a minimal injective resolution. It is well known that each
injective hull ER(R/p) occurs in a summand of some Ji; see also Fact 3.4 and
Proposition 3.8. From the fact
Γa(ER(R/p)) ∼=
{
ER(R/p) if p ∈ V(a)
0 if p /∈ V(a)
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we conclude that ER(R/p) occurs in a summand of some Γa(J)i if and only if
p ∈ V(a). Since RΓa(R)
≃
−→ Γa(J) is minimal injective resolution by Fact 2.4, we
have suppR(RΓa(R)) = V(a) by Proposition 3.8. From this, we have
suppR(RΓa(X)) = suppR(RΓa(R)⊗
L
R X)
= suppR(X)
⋂
suppR(RΓa(R))
= suppR(X)
⋂
V(a)
by Fact 2.2 and Proposition 3.12. 
Proposition 3.14. Let X ∈ D(R). Then the sets suppR(X) and SuppR(X)
have the same minimal elements with respect to containment, that is, we have
min(suppR(X)) = min(SuppR(X)).
Proof. For the containment min(suppR(X)) ⊇ min(SuppR(X)), fix a prime p ∈
min(SuppR(X)). It follows that Xp 6≃ 0, so we have suppRp(Xp) 6= ∅. Thus, there
is a prime q ∈ Spec(R) with q ⊆ p and qRp ∈ suppRp(Xp). From the next sequence
κ(q)⊗LR X ≃ κ(qRp)⊗
L
Rp Xp 6≃ 0
it follows that q ∈ suppR(X) ⊆ SuppR(X). Since q ⊆ p, the minimality of p in
SuppR(X) implies that p = q ∈ suppR(X). From the containment suppR(X) ⊆
SuppR(X), the fact that p is minimal in SuppR(X) implies that it is also minimal
in suppR(X).
For the reverse containment, fix a prime p ∈ min(suppR(X)) ⊆ SuppR(X).
Suppose that p is not minimal in SuppR(X), so there is a prime q ∈ SuppR(X) such
that q ( p. By assumption, we have Xq 6≃ 0, so there is a prime r ∈ Spec(R) such
that r ⊆ q and rq ∈ suppRq(Xq). As in the previous paragraph, this implies that r ∈
suppR(X), so the minimality of p implies that p = r ⊆ q ( p, a contradiction. 
Proposition 3.15. Let X ∈ D(R).
(a) Then one has SuppR(X) ⊆ V(a) if and only if suppR(X) ⊆ V(a).
(b) The Zariski closures of SuppR(X) and suppR(X) are equal.
Proof. (a) The forward implication is by the containment suppR(X) ⊆ SuppR(X).
For the converse, assume that suppR(X) ⊆ V(a), and let p ∈ SuppR(X). It follows
that p is contained in a minimal element q of SuppR(X), which is in suppR(X) ⊆
V(a) by Proposition 3.14. In other words, we have a ⊆ q ⊆ p, so p ∈ V(a).
(b) The Zariski closures SuppR(X) and suppR(X) are of the form V(b) and V(c)
for some ideals b, c ⊆ R. Thus, part (a) implies that suppR(X) and SuppR(X) are
contained in each other. 
The next result is dual to Proposition 3.12, with some restrictions on the com-
plexes involved.
Proposition 3.16. If X ∈ D−(R) and M ∈ D
f
+(R), then
suppR(RHomR(M,X)) = suppR(M)
⋂
suppR(X).
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Proof. Let p ∈ Spec(R). Our assumptions on X and M explain the first isomor-
phism in the next sequence.
RHomRp(κ(p),RHomR(M,X)p) ≃ RHomRp(κ(p),RHomRp(Mp, Xp))
≃ RHomRp(κ(p)⊗
L
Rp Mp, Xp)
≃ RHomRp(κ(p)⊗
L
κ(p) (κ(p)⊗
L
Rp Mp), Xp)
≃ RHomκ(p)(κ(p)⊗
L
Rp Mp,RHomRp(κ(p), Xp))
The remaining isomorphisms are Hom-tensor adjointness and tensor cancellation.
Since p ∈ suppR(RHomR(M,X)) if and only if RHomRp(κ(p),RHomR(M,X)p) 6≃
0, the above isomorphisms imply that p ∈ suppR(RHomR(M,X)) if and only if
RHomκ(p)(κ(p) ⊗
L
Rp
Mp,RHomRp(κ(p), Xp)) 6≃ 0. The Ku¨nneth formula tells us
that this is so if and only if κ(p)⊗LRp Mp 6≃ 0 6≃ RHomRp(κ(p), Xp), that is, if and
only if p ∈ suppR(M)
⋂
suppR(X). 
4. Co-support
In this section, we study co-support for complexes a` la [9]. Our main result here
is Proposition 4.4. It is worth noting that our notion of small co-support is related
to minimal flat resolutions of modules in a manner similar to the relation between
small support and minimal injective resolutions from Proposition 3.8; see [13].
Definition 4.1. Let X ∈ D(R).
(a) The “small” co-support of X is
co-suppR(X) = {p ∈ Spec(R) | RHomR(κ(p), X) 6≃ 0}.
(b) The “large” co-support of X is
Co-suppR(X) = {p ∈ Spec(R) | RHomR(Rp, X) 6≃ 0}.
Fact 4.2. If M is an R-module, then
co-suppR(M) = {p ∈ Spec(R) | Ext
i
R(κ(p),M) 6= 0 for some i}
Co-suppR(M) = {p ∈ Spec(R) | Ext
i
R(Rp,M) 6= 0 for some i}.
Fact 4.3. Assume that (R,m, k) is local, and let X ∈ D(R). Then Fact 3.5. implies
that m ∈ suppR(X) if and only if m ∈ co-suppR(X). See Proposition 4.7(b) for a
significant improvement on this.
Our next result is a version of Proposition 3.6 for co-support.
Proposition 4.4. Let X ∈ D(R) and p ∈ Spec(R), and let x = x1, . . . , xn be a
generating sequence for p. Then the following conditions are equivalent:
(i) κ(p)⊗LRp RHomR(Rp, X) 6≃ 0;
(ii) KRp(x)⊗LR RHomR(Rp, X) 6≃ 0;
(iii) LΛpRp(RHomR(Rp, X)) 6≃ 0, that is, LΛ
p(RHomR(Rp, X)) 6≃ 0;
(iv) p ∈ co-suppR(X), i.e., RHomR(κ(p), X) 6≃ 0;
(v) RHomR(K
Rp(x), X) 6≃ 0;
(vi) RΓpRp(RHomR(Rp, X)) 6≃ 0, that is, RΓp(RHomR(Rp, X)) 6≃ 0;
(vii) pRp ∈ co-suppRp(RHomR(Rp, X)).
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Proof. Apply Fact 3.5 to the Rp-complex RHomR(Rp, X) as in the proof of Propo-
sition 3.6. For instance, we have κ(p) ⊗LRp RHomR(Rp, X) 6≃ 0 if and only if
RHomRp(κ(p),RHomR(Rp, X)) 6≃ 0. In light of the isomorphisms
0 6≃ RHomRp(κ(p),RHomR(Rp, X))
≃ RHomR(Rp ⊗
L
Rp κ(p), X)
≃ RHomR(κ(p), X)
we have κ(p)⊗LRp RHomR(Rp, X) 6≃ 0 if and only if RHomR(κ(p), X) 6≃ 0. 
Remark 4.5. The equivalence of conditions (iv) and (vi) in Proposition 4.4 show
that our definition of co-suppR(X) is equivalent to that from [9]; see [9, Re-
mark 4.17].
Corollary 4.6. If X ∈ D(R), then co-suppR(X) ⊆ Co-suppR(X).
Proof. If p ∈ co-suppR(X), then κ(p)⊗
L
Rp
RHomR(Rp, X) 6≃ 0 by Proposition 4.4,
so RHomR(Rp, X) 6≃ 0, as desired. 
Our next result compares to part of Fact 3.4. Note that the sets suppR(X) and
co-suppR(X) have maximal elements, since R is noetherian.
Proposition 4.7. Let X ∈ D(R).
(a) We have co-suppR(X) = ∅ if and only if X ≃ 0.
(b) The sets suppR(X) and co-suppR(X) have the same maximal elements with
respect to containment.
Proof. In view of Remark 4.5, this follows from [9, Theorems 4.5 and 4.13]. 
The next results are proved like Propositions 3.10–3.15. Several of these are
in [9], though our proofs are more direct.
Proposition 4.8. Given a distinguished triangle X → Y → Z → in D(R) one has
co-suppR(Y ) ⊆ co-suppR(X)
⋃
co-suppR(Z).
Proposition 4.9. Given a set {X(i)}i∈Λ ⊆ D(R) one has
co-suppR
(∏
i
X(i)
)
=
⋃
i
co-suppR(X(i)) ⊆ co-suppR
(∐
i
X(i)
)
.
Proposition 4.10. If X,Y ∈ D(R), then
co-suppR(RHomR(X,Y )) = suppR(X)
⋂
co-suppR(Y ).
Proposition 4.11. If X ∈ D(R), then
co-suppR(LΛ
a(N)) = co-suppR(N)
⋂
V(a).
Proposition 4.12. Let X ∈ D(R). Then the sets co-suppR(X) and Co-suppR(X)
have the same minimal elements with respect to containment, that is, we have
min(co-suppR(X)) = min(Co-suppR(X)).
Proposition 4.13. Let X ∈ D(R).
(a) Then one has Co-suppR(X) ⊆ V(a) if and only if co-suppR(X) ⊆ V(a).
(b) The Zariski closures of Co-suppR(X) and co-suppR(X) are equal.
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5. Morphisms
In this section, we study some consequences of support conditions for morphisms
in D(R). In particular, we prove Theorem 1.1 from the introduction; see Theo-
rems 5.2 and 5.7. These results are key for our work in [35], e.g., for our version of
Foxby equivalence in the adic setting.
Lemma 5.1. Let X,M ∈ D(R) with suppR(X) ⊆ suppR(M). Then the following
conditions are equivalent:
(i) X ≃ 0;
(ii) RHomR(M,X) ≃ 0;
(iii) M ⊗LR X ≃ 0.
Proof. It suffices to prove the implications (ii) =⇒ (i) and (iii) =⇒ (i).
(iii) =⇒ (i). Proposition 3.12 explains the next sequence:
suppR(X ⊗
L
RM) = suppR(X)
⋂
suppR(M) = suppR(X).
Thus, we have X ≃ 0 if and only if X ⊗LR M ≃ 0 by Fact 3.4.
(ii) =⇒ (i). Assume that X 6≃ 0. This implies that suppR(X) 6= ∅, so let p be
a maximal element of suppR(X). It follows that p ∈ suppR(M) by assumption.
Proposition 4.7(b) implies that p is in co-suppR(X), hence in
suppR(M) ∩ co-suppR(X) = co-suppR(RHomR(M,X)).
We conclude that suppR(RHomR(M,X)) 6= ∅, hence RHomR(M,X) 6≃ 0. 
Our next result contains part of Theorem 1.1 from the introduction.
Theorem 5.2. Let M ∈ D(R), and let f : Y → Z be morphism in D(R) with
suppR(Y ), suppR(Z) ⊆ suppR(M). The following conditions are equivalent:
(i) f is an isomorphism in D(R);
(ii) RHomR(M, f) is an isomorphism in D(R);
(iii) M ⊗LR f is an isomorphism in D(R).
Proof. (i)⇐⇒ (iii). There is a distinguished triangle
Y
f
−→ Z → X →
in D(R). The condition supp(Y ), supp(Z) ⊆ suppR(M) implies that supp(X) ⊆
suppR(M). Thus, we have X ≃ 0 if and only if M ⊗
L
R X ≃ 0 by Lemma 5.1.
Also, the above triangle gives rise to another distinguished triangle
M ⊗LR Y
M⊗LRf−−−−→M ⊗LR Z →M ⊗
L
R X →
in D(R). The morphism f is an isomorphism in D(R) if and only if X ≃ 0; and
M ⊗LR f is an isomorphism in D(R) if and only if M ⊗
L
R X ≃ 0. Thus, the desired
equivalence follows from the previous paragraph.
(i)⇐⇒ (ii). This is handled similarly using RHomR(M,−). 
Corollary 5.3. Let f : Y → Z be morphism in D(R) with suppR(Y ), suppR(Z) ⊆
V(a), and let K be the Koszul complex on a generating sequence for a. Then the
following conditions are equivalent:
(i) f is an isomorphism in D(R);
(ii) RHomR(K, f) is an isomorphism in D(R);
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(iii) RHomR(R/a, f) is an isomorphism in D(R);
(iv) LΛa(f) is an isomorphism in D(R);
(v) K ⊗LR f is an isomorphism in D(R);
(vi) R/a⊗LR f is an isomorphism in D(R);
(vii) RΓa(f) is an isomorphism in D(R).
Proof. We have suppR(K) = suppR(R/a) = suppR(RΓa(R)) = V(a) by Fact 3.4
and Proposition 3.13. Since RΓa(−) ≃ RΓa(R) ⊗LR − by Fact 2.2, condition (i) is
equivalent to each of the conditions (ii)–(vii) by Theorem 5.2. 
Our next result recovers part of [8, Corollary 5.7(1)]. For X ∈ D−(R), it can
be proved using Proposition 3.13. See, e.g., [12, 33, 34, 39] for more on these
complexes.
Proposition 5.4. Let X ∈ D(R). Then one has suppR(X) ⊆ V (a) if and only if
the natural morphism RΓa(X)→ X is an isomorphism in D(R).
Proof. Assume that suppR(X) ⊆ V (a). The Corollary to [1, Theorem (0.3)*] im-
plies that the induced morphism RΓa(f) : RΓa(RΓa(X))→ RΓa(X) is an isomor-
phism in D(R). Since we have suppR(X), suppR(RΓa(X)) ⊆ V (a) by Proposi-
tion 3.13, we conclude from Theorem 5.2 that f is an isomorphism.
The converse follows from Proposition 3.13. 
Proposition 5.5. Let X,Y ∈ D(R) such that suppR(X), suppR(Y ) ⊆ V (a). If
LΛa(X) ≃ LΛa(Y ) in D(R), then X ≃ Y .
Proof. By Proposition 5.4, the support conditions on X and Y explain the first and
last isomorphisms in the next sequence:
X ≃ RΓa(X) ≃ RΓa(LΛ
a(X)) ≃ RΓa(LΛ
a(Y )) ≃ RΓa(Y ) ≃ Y.
The second and fourth ones are by part (iv) of the Corollary to [1, Theorem (0.3)*].
The third one is by assumption. 
The next results are versions of 5.1–5.5 for co-support, with similar proofs. Note
that Theorem 5.7 contains the rest of Theorem 1.1 from the introduction.
Lemma 5.6. Let X,M ∈ D(R) with co-suppR(X) ⊆ suppR(M). Then the follow-
ing conditions are equivalent:
(i) X ≃ 0;
(ii) RHomR(M,X) ≃ 0;
(iii) M ⊗LR X ≃ 0.
Theorem 5.7. Let M ∈ D(R), and let f : Y → Z be morphism in D(R) with
co-suppR(Y ), co-suppR(Z) ⊆ suppR(M). The following conditions are equivalent:
(i) f is an isomorphism in D(R);
(ii) RHomR(M, f) is an isomorphism in D(R);
(iii) M ⊗LR f is an isomorphism in D(R).
Corollary 5.8. Let f : Y → Z be morphism in D(R), and let K be the Koszul
complex on a generating sequence for a. Assume that co-suppR(Y ), co-suppR(Z) ⊆
V(a). Then the following conditions are equivalent:
(i) f is an isomorphism in D(R);
(ii) RHomR(K, f) is an isomorphism in D(R);
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(iii) RHomR(R/a, f) is an isomorphism in D(R);
(iv) LΛa(f) is an isomorphism in D(R);
(v) K ⊗LR f is an isomorphism in D(R);
(vi) R/a⊗LR f is an isomorphism in D(R);
(vii) RΓa(f) is an isomorphism in D(R).
Our next result recovers part of [9, Corollary 4.8]. For perspective, note that if
X is a finitely generated R-module, then the natural morphism X → LΛa(X) is an
isomorphism inD(R) if and only ifX is a-adically complete. See, e.g., [12, 33, 34, 39]
for more on these complexes.
Proposition 5.9. Let X ∈ D(R). Then one has co-suppR(X) ⊆ V (a) if and only
if the natural morphism X → LΛa(X) is an isomorphism in D(R).
Proposition 5.10. Let X,Y ∈ D(R) with co-suppR(X), co-suppR(Y ) ⊆ V (a). If
RΓa(X) ≃ RΓa(Y ) in D(R), then X ≃ Y .
We conclude this section with other versions of 5.1–5.2, with similar proofs.
Lemma 5.11. Let X,M ∈ D(R) such that either suppR(X) ⊆ co-suppR(M) or
co-suppR(X) ⊆ co-suppR(M). Then X ≃ 0 if and only if RHomR(X,M) ≃ 0.
Theorem 5.12. Let M ∈ D(R), and let f : Y → Z be morphism in D(R) such
that either suppR(Y ), suppR(Z) ⊆ co-suppR(M) or co-suppR(Y ), co-suppR(Z) ⊆
co-suppR(M). Then f is an isomorphism in D(R) if and only if RHomR(f,M) is
an isomorphism in D(R).
6. Some co-support Computations
Since co-support is (to us) somewhat mysterious, we devote this section to some
computations. (See also the discussion at the end of [9, Section 4].) We begin with
the co-support of Matlis duals. Recall that an injective R-module E is faithfully
injective if for all R-modules M one has M = 0 if and only if HomR(M,E) = 0.
For example, the direct sum
⊕
m ER(R/m) is faithfully injective, where the sum is
indexed over all maximal ideals m of R.
Proposition 6.1. If E is a faithfully injective R-module and X ∈ D(R), then
co-suppR(E) = Spec(R) and co-suppR(RHomR(X,E)) = suppR(X).
Proof. As E is faithfully injective, for all p ∈ Spec(R), we have RHomR(κ(p), E) 6≃
0. Thus, the conclusion co-suppR(E) = Spec(R) follows by definition. Because of
this, Proposition 4.10 explains the computation of co-suppR(RHomR(X,E)). 
The next three results extend the first half of the previous one. Note that every
injective R-module decomposes uniquely into the form given in Proposition 6.4.
Lemma 6.2. Given a set {J(i)}i∈Λ of injective R-modules, one has
co-suppR
(∐
i
J(i)
)
=
⋃
i
co-suppR(J(i)).
Proof. The containment co-suppR (
∐
i J(i)) ⊇
⋃
i co-suppR(J(i)) is from Proposi-
tion 4.9. For the reverse containment, note that the injective module
∐
i J(i) is a
summand of
∏
i J(i). Hence, we also have
co-suppR
(∐
i
J(i)
)
⊆ co-suppR
(∏
i
J(i)
)
=
⋃
i
co-suppR(J(i))
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as desired. 
Proposition 6.3. Given a prime p ∈ Spec(R), one has
co-suppR(ER(R/p)) = {q ∈ Spec(R) | q ⊆ p}.
Proof. For one containment, let q ∈ Spec(R) such that q ⊆ p. The natural map
R → κ(q) factors as the composition of the following natural maps: R → Rp →
Rq → κ(q). Note that ER(R/p) = ERp(κ(p)) is faithfully injective over Rp, hence
the first step in the next sequence:
0 6= HomRp(κ(q), ER(R/p)) = HomR(κ(q), ER(R/p)).
The second step is a standard property of Rp-modules. It follows that we have
q ∈ co-suppR(ER(R/p)), as desired.
For the reverse containment, let q ∈ Spec(R) such that q 6⊆ p. We need to show
that q /∈ co-suppR(ER(R/p)). The condition q 6⊆ p implies that Γq(ER(R/p)) = 0
because every element of q r p acts as a unit on ER(R/p). The module κ(q) is
q-torsion, so we have
HomR(κ(q), ER(R/p)) ∼= HomR(κ(q),Γq(ER(R/p))) = 0.
Since ER(R/p) is injective, this implies that RHomR(κ(q), ER(R/p)) ≃ 0, so we
have q /∈ co-suppR(ER(R/p)), as desired. 
Proposition 6.4. Let I =
∐
p∈ΛER(R/p)
(µp) for some index set Λ ⊂ Spec(R) and
exponent sets µp 6= ∅. Then we have
co-suppR(I) =
⋃
p∈Λ
co-suppR(ER(R/p)
(µp)) = {q | q ⊆ p for some p ∈ Λ}.
Proof. The desired equalities are consequences of the next sequence
co-suppR(I) =
⋃
p∈Λ
co-suppR(ER(R/p)
(µp))
=
⋃
p∈Λ
co-suppR(ER(R/p))
= {q | q ⊆ p for some p ∈ Λ}
which follow from Lemma 6.2 and Proposition 6.3. 
For the next two results, recall that an R-complex C ∈ Dfb(R) is semidualizing if
the natural homothety morphism R→ RHomR(C,C) is an isomorphism in D(R).
A dualizing R-complex is a semidualizing R-complex of finite injective dimension.
Proposition 6.5. For a semidualizing R-complex C, one has suppR(C) = Spec(R)
and co-suppR(C) = co-suppR(R).
Proof. Since C ∈ Dfb(R), we have suppR(C) = SuppR(C) ⊆ Spec(R) by Fact 3.4.
On the other hand, for each p ∈ Spec(R), one has
0 6≃ Rp ≃ RHomR(C,C)p ≃ RHomRp(Cp, Cp).
Thus, Cp 6≃ 0 and so p ∈ SuppR(C).
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With the isomorphism RHomR(C,C) ≃ R, this implies that
co-suppR(C) = Spec(R)
⋂
co-suppR(C)
= suppR(C)
⋂
co-suppR(C)
= co-suppR(RHomR(C,C))
= co-suppR(R)
by Proposition 4.10. 
The next result is Theorem 1.2(a) from the introduction.
Theorem 6.6. If R has a dualizing complex, then each X ∈ Dfb(R) has
co-suppR(X) = suppR(X)
⋂
co-suppR(R) ⊆ suppR(X).
Proof. Let D be a dualizing R-complex. As we have X ∈ Dfb(R), Grothendieck
duality implies that RHomR(X,D) ∈ D
f
b(R) and
X ≃ RHomR(RHomR(X,D), D) (6.6.1)
in D(R). It follows from Propositions 3.16 and 6.5 that
suppR(RHomR(X,D)) = suppR(X)
⋂
suppR(D) = suppR(X).
With Proposition 6.5, this explains the third equality in the next sequence.
co-suppR(X) = co-suppR(RHomR(RHomR(X,D), D))
= suppR(RHomR(X,D))
⋂
co-suppR(D)
= suppR(X)
⋂
co-suppR(R)
The other equalities are from the isomorphism (6.6.1) and Proposition 4.10. 
Note that Proposition 6.10 shows that one can have proper containment or equal-
ity in the next result.
Theorem 6.7. For each X ∈ Dfb(R), one has co-suppR(X) ⊆ suppR(X).
Proof. If X ≃ 0, then co-suppR(X) = ∅ = suppR(X), and we are done. So, assume
that X 6≃ 0. Set i = inf(X) and s = sup(X). Then, we have
suppR(X) = SuppR(X)
=
s⋃
j=i
SuppR(Hj(X))
=
s⋃
j=i
V(AnnR(Hj(X)))
= V
 s⋂
j=i
AnnR(Hj(X))
 .
Set a =
⋂s
j=iAnnR(Hj(X)), so we have suppR(X) = V(a). Now, each module
Hj(X) is annihilated by a. In particular, each Hj(X) is a-adically complete. So the
natural morphism X → LΛa(X) is an isomorphism in D(R) by [33, Theorem 1.21].
Thus, Proposition 5.9 implies that co-suppR(X) ⊆ V(a) = suppR(X). 
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The next example shows that the assumption X ∈ Dfb(R) in the previous result
is essential.
Example 6.8. Assume that (R,m) is local and not artinian, and set E = ER(k).
In particular, we have
suppR(E) = {m} ( Spec(R) = co-suppR(E)
by Propositions 3.8 and 6.1.
In light of Proposition 6.5 and Theorem 6.6, it is natural to ask for a char-
acterization of co-suppR(R). The next results with the discussion at the end
of [9, Section 4] show that this is a subtle question: for instance, we can have
co-suppR(R) 6= suppR(R) or co-suppR(R) = suppR(R).
Fact 6.9 ([9, Proposition 4.19]). The following conditions are equivalent:
(i) R is a-adically complete;
(ii) co-suppR(R) ⊆ V(a);
(iii) for all X ∈ Dfb(R), one has co-suppR(X) ⊆ V(a).
Proposition 4.7(b) implies that max(suppR(X)) ⊆ co-suppR(X) for all X ∈ D(R).
Thus, if (R,m) is local, then the following conditions are equivalent:
(i) R is m-adically complete;
(ii) co-suppR(R) = {m};
(iii) for all 0 6≃ X ∈ Dfb(R), one has co-suppR(X) = {m}.
Proposition 6.10. If (R,m) is a 1-dimensional local integral domain, then
co-suppR(R) =
{
{m} if R is m-adically complete, and
Spec(R) if R is not m-adically complete.
Proof. Proposition 4.7(b) implies that
{m} = m-Spec(R) ⊆ co-suppR(R) ⊆ Spec(R) = {0,m}
and Fact 6.9 says that R is m-adically complete if and only if co-suppR(R) = {m}.
This provides the desired conclusion. 
The next result is Theorem 1.2(b) from the introduction. It applies, for instance,
to any polynomial ring in one variable over a field and its localizations.
Theorem 6.11. If R is a 1-dimensional integral domain. If R has a dualizing
complex, then
co-suppR(R) =
{
m-Spec(R) if R is local and complete, and
Spec(R) otherwise.
Proof. If R is local, then we are done by Proposition 6.10. So, we assume for the
rest of the proof that R is not local. Let Q = κ(0) denote the field of fractions of
R, and let D be a dualizing R-complex. Shift D if necessary to assume that its
minimal injective resolution has the form
0→ Q
∂
−→ E → 0
where E :=
⊕
m ER(R/m); here the direct sum is taken over all m ∈ m-Spec(R),
and the complex is concentrated in degrees 0 and −1. Proposition 6.5 shows that
it suffices to show that co-suppR(D) = Spec(R).
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Since suppR(D) = Spec(R), Proposition 4.7(b) implies that
m-Spec(R) ⊆ co-suppR(D) ⊆ Spec(R) = m-Spec(R)
⋃
{0}.
Thus, it suffices to show that 0 ∈ co-suppR(D). By Proposition 4.12, it suffices
to show that 0 ∈ Co-suppR(D), that is, that RHomR(Q,D) 6≃ 0. We accomplish
this by showing that Ext1R(Q,D) 6= 0. Using the injective resolution of D from
the beginning of this proof, we see that Ext1R(Q,D) is the cokernel of the following
Q-linear map.
HomR(Q,Q)︸ ︷︷ ︸
∼=Q
HomR(Q,∂)
−−−−−−−→ HomR(Q,E)
To show that this cokernel is non-zero, it suffices to show rankQ(HomR(Q,E)) > 2.
To this end, Proposition 6.4 implies that, for each m ∈ m-Spec(R), we have
0 ∈ co-suppR(ER(R/m)). This means that
HomR(Q,ER(R/m)) = HomR(κ(0), ER(R/m)) 6= 0.
Since R is not local we can write E ∼= ER(R/m1)
⊕
ER(R/m2)
⊕
E′ where m1,m2
are distinct maximal ideals. It follows that
rankQ(HomR(Q,E)) >
2∑
i=1
rankQ(HomR(Q,ER(R/mi))) > 2
by the previous display. 
Remark 6.12. Let C(R) denote the set of ideals a ( R such that R is a-adically
complete. Since R is 0-adically complete, this is a non-empty set of ideals of R, so
the noetherian property implies that C(R) has maximal elements. If R is a-adically
complete and b-adically complete, then it is also (a+ b)-adically complete; so C(R)
has a unique maximal element, that we denote c(R). Since R is also rad(c(R))-
adically complete, the maximality of c(R) implies that c(R) is a radical ideal.
Question 6.13. With the above notation, must we have co-suppR(R) = V(c(R))?
Remark 6.14. Fact 6.9 implies that co-suppR(R) ⊆ V(c(R)).
Question 6.13 has an affirmative answer for 1-dimensional local domains (where
we have c(R) = 0 or c(R) = m) by Proposition 6.10. And Fact 6.9 shows the
same for complete local rings (where c(R) = m). Theorem 6.11 does the same for
1-dimensional domains with dualizing complexes, as follows.
The local case is already established, so assume that R is not local. Then it
suffices to show that c(R) = 0, that is, that R is not a-adically complete for any
a 6= 0. Suppose that a 6= 0 and R is a-adically complete. It follows that a is
contained in the Jacobson radical J(R). Since R is a 1-dimensional domain, the
non-zero ideal a has a primary decomposition a =
⋂n
i=1 qi such that each rad(qi)
is maximal. It follows that m-Spec(R) = {rad(q1), . . . , rad(qn)} and that R is
complete with respect to J(R). This implies that R is a product of complete local
rings. However, the fact that R is a domain implies that it does not decompose as a
non-trivial product. Hence, R is a complete local ring, contradicting the assumption
that R is not local.
On the subject of products, we have the following. It shows that Question 6.13
has an affirmative answer for a product R = A×B if and only if it has an affirmative
answer for the factors A and B. A simple induction argument extends this to finite
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products, thus reducing the question to the case of rings that do not admit non-
trivial product decompositions.
Proposition 6.15. Let A and B be non-zero commutative noetherian rings, and
set R = A×B.
(a) One has c(R) = c(A) ⊕ c(B).
(b) Identifying Spec(R) with the disjoint union Spec(A)
⊔
Spec(B), one has an
equality co-suppR(R) = co-suppA(A)
⊔
co-suppB(B).
(c) One has co-suppR(R) = V(c(R)) if and only if co-suppA(A) = V(c(A)) and
co-suppB(B) = V(c(B)).
Proof. The ideals of R are of the form I ⊕ J for ideals I ⊆ A and J ⊆ B. It
is straightforward to show that R is (I ⊕ J)-adically complete if and only if A is
I-adically complete and B is J-adically complete. This explains part (a).
The prime ideals of R are of the form P ⊕ B and A⊕Q for primes P ⊂ A and
Q ⊂ B. It is straightforward to show that κ(P ⊕B) ∼= κ(P ) and
RHomR(κ(P ⊕B), R) ≃ RHomA(κ(P ), A).
Thus, we have P ⊕B ∈ co-suppR(R) if and only if P ∈ co-suppA(A), and similarly
for A⊕Q. This explains part (b).
Lastly, part (c) follows from parts (a) and (b). 
We close this section with a flagrant display of how little we understand about
Question 6.13 and about co-suppR(R) in general. Note that for the rings in this
question, a straightforward cardinality argument shows that c(R) = 0.
Question 6.16. Let k be a field, and let R be the polynomial ring k[X,Y ] or
the localized polynomial ring k[X,Y ](X,Y ), with field of fractions Q. Do we have
co-suppR(R) = Spec(R)? In particular, do we have 0 ∈ co-suppR(R), that is, do
we have RHomR(Q,R) 6≃ 0?
7. Adic Finiteness
The main result of this section is Theorem 7.4, i.e., Theorem 1.3 from the in-
troduction. We begin with versions for half-bounded complexes in Propositions 7.1
and 7.2. It should be noted that, in 7.2, the equivalence of conditions (i) and
(iii)–(vi) is in [27, Claim 1]. However, our proof is significantly different in a key
way: instead of using spectral sequences, we use a small amount of technology from
differential graded (DG) homological algebra. Specifically, we use the following.
Let x = x1, . . . , xn ∈ R. The Koszul complex K = KR(x) has the structure of
a positively graded, commutative DG R-algebra. As with R-complexes, we index
DG K-modules homologically, and − ⊗LK − and RHomK(−,−) are the derived
functors of −⊗K− and HomK(−,−). References on DG algebras and DG modules
include [2, 3, 5, 6, 7, 14, 20, 31, 32]. We most closely follow the conventions from [31].
Proposition 7.1. Let X ∈ D+(R). Then the following conditions are equivalent:
(i) One has (R/a)⊗LR X ∈ D
f(R);
(ii) One has (R/b)⊗LR X ∈ D
f(R) for all ideals b ⊇ a;
(iii) One has (R/p)⊗LR X ∈ D
f(R) for all prime ideals p ∈ V(a);
(iv) One has N ⊗LR X ∈ D
f(R) for all finitely generated R-modules N such that
SuppR(N) ⊆ V(a);
(v) One has (R/ rad(a))⊗LR X ∈ D
f(R);
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(vi) One has Y ⊗LR X ∈ D
f(R) for all Y ∈ Dfb(R) with SuppR(Y ) ⊆ V(a);
(vii) One has KR(x) ⊗LR X ∈ D
f(R) for some (equivalently, for every) generating
sequence x of a.
Proof. (i) =⇒ (ii). Consider the following commutative diagram of ring epimo-
morphisms.
R //
  ❆
❆
❆
❆
❆
❆
❆
❆
R/a

R/b
By assumption, we have (R/a)⊗LR X ∈ D
f
+(R), so (R/a)⊗
L
R X ∈ D
f
+(R/a). Using
a degree-wise finite free resolution F of (R/a) ⊗LR X over R/a, we see that that
(R/b)⊗LR X ≃ (R/b)⊗
L
R/a (R/a⊗
L
R X) ∈ D
f(R/b), so (R/b)⊗LR X is in D
f(R).
(ii) =⇒ (iii). trivial.
(iii) =⇒ (iv). Assume that N is finitely generated with SuppR(N) ⊆ V(a).
Then there is a prime filtration 0 = N0 ⊆ N1 ⊆ · · · ⊆ Nt = N such that Ni/Ni−1 ∼=
R/pi and pi ∈ SuppN ⊆ V(a) for i = 1, . . . , t. We argue by induction on t.
Base case: t = 1. Then N ∼= N1/N0 ∼= R/p, where a ⊆ p. Then by assumption
N ⊗LR X ≃ (R/p)⊗
L
R X ∈ D
f(R).
Induction step. Assume that N ⊗LR X ∈ D
f(R) for all finitely generated R-
modules N with SuppR(N) ⊆ V(a) having a prime filtration of length t − 1. Let
N have a prime filtration 0 = N0 ⊆ N1 ⊆ · · · ⊆ Nt = N . Consider the short
exact sequence 0 → Nt−1 → N → N/Nt−1 → 0. Applying − ⊗LR X , we obtain the
following distinguished triangle in D(R).
Nt−1 ⊗
L
R X → N ⊗
L
R X → (N/Nt−1)⊗
L
R X →
By the induction hypothesis and base case, we haveNm−1⊗LRX and (N/Nm−1)⊗
L
RX
in Df(R). Therefore, a long exact sequence argument shows that N ⊗LRX ∈ D
f(R).
(iv) =⇒ (v). trivial.
(v) =⇒ (iii). This follows from the implication (i) =⇒ (iii) (applied to the
ideal rad(a)) since V(a) = V(rad(a)).
(iv) =⇒ (vi). Assume that Y ∈ Dfb(R) with SuppR(Y ) ⊆ V(a). Then we have
SuppR(Hi(Y )) ⊆ V(a). By assumption, each module Hi(Y ) is finitely generated,
so we have Hi(Y )⊗
L
R X ∈ D
f(R) for all i. We proceed by induction on amp(Y ).
Base case: amp(Y ) = 0. Then Y has one non-zero homology module, so we have
Y ≃ ΣiHi(Y ) for some i. It follows that Y ⊗LRX ≃ Σ
iHi(Y )⊗LRX ∈ D
f(R) by the
previous paragraph.
Induction step: Assume that for all Y ′ ∈ Dfb(R) such that amp(Y
′) < amp(Y )
and SuppR(Y
′) ⊆ V(a) we have Y ⊗LR X ∈ D
f(R). Let s = sup(Y ). From a “soft
truncation” of Y , there is a distinguished triangle
Σ
sHs(Y )→ Y → Y
′′ →
in D(R) such that the induced map Hi(Y )→ Hi(Y ′′) is an isomorphism for all i < s
and Hi(Y
′′) = 0 for all i > s. Thus, the induction hypothesis applies to Y ′′ and the
base case applies for ΣsHs(Y ), so we have Y
′′⊗LR Y X,Σ
sHs(Y )⊗LRX ∈ D
f(R). A
long exact sequence argument yields the desired conclusion Y ⊗LR X ∈ D
f(R).
(vi) =⇒ (vii). Condition (v) is the special case X = KR(x) of (iv).
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(vii) =⇒ (i). Set K = KR(x) and consider the following commutative diagram
of morphisms of DG R-algebras.
R //
!!❈
❈
❈
❈
❈
❈
❈
❈
K

R/a.
Since K ⊗LR X ∈ D
f(R), we have K ⊗LR X ∈ D
f(K). Using a degree-wise finite
semi-free resolution of K ⊗LR X over K, we conclude that the complex
(R/a)⊗K X ≃ (R/a)⊗
L
K (K ⊗
L
R X) ∈ D
f(R/a)
so we have (R/a)⊗K X ∈ Df(R) as well. 
The next result is proved like Proposition 7.1, using the functor RHomR(−, X)
in place of −⊗LR X .
Proposition 7.2. Let X ∈ D−(R). Then the following conditions are equivalent:
(i) One has RHomR(R/a, X) ∈ Df(R);
(ii) One has RHomR(R/b, X) ∈ Df(R) for all ideals b ⊇ a;
(iii) One has RHomR(R/p, X) ∈ Df(R) for all prime ideals p ∈ V(a);
(iv) One has RHomR(N,X) ∈ Df(R) for all finitely generated R-modules N such
that SuppR(N) ⊆ V(a);
(v) One has RHomR(R/ rad(a), X) ∈ Df(R);
(vi) One has RHomR(Y,X) ∈ Df(R) for all Y ∈ D
f
b(R) with SuppR(Y ) ⊆ V(a);
(vii) One has RHomR(K
R(x), X) ∈ Df(R) for some (equivalently, for every) gen-
erating sequence x of a.
Remark 7.3. In the previous result, the self-dual nature of the Koszul complex K
implies that condition (vii) is equivalent to the following:
(vii′) One has KR(x) ⊗LR X ∈ D
f(R) for some (equivalently, for every) generating
sequence x of a.
The following result is Theorem 1.3 from the introduction.
Theorem 7.4. Let X ∈ Db(R). Then the following conditions are equivalent:
(i) One has K(x) ⊗LR X ∈ D
f
b(R) for some (equivalently for every) generating
sequence x of a;
(ii) One has R/a⊗LR X ∈ D
f(R);
(iii) One has RHomR(R/a, X) ∈ Df(R);
(iv) One has LΛ̂a(X) ∈ Dfb(R̂
a).
Proof. Since X ∈ Db(R), we have KR(x) ⊗LR X ∈ Db(R), as well. Thus, the
equivalence of conditions (i)–(iii) is from Propositions 7.1 and 7.2.
In preparation for the rest of the proof, we note that LΛa(X) ∈ Db(R). Indeed,
we have X ∈ Db(R) by assumption, and LΛ
a(X) ≃ RHomR(RΓa(R), X), so it
suffices to recall that Fact 2.1 implies that RΓa(R) has finite projective dimension
over R. Since the homology modules of LΛa(X) and LΛ̂a(X) are isomorphic, it
follows that LΛ̂a(X) is in Dfb(R̂
a) if and only if it is in Df(R̂a). Furthermore,
the natural morphism LΛ̂a(X) → LΛ̂a(LΛa(X)) is an isomorphism in D(R̂a) by
part (ii) of the Corollary to [1, Theorem (0.3)*]. In the notation of [33], this
20 SEAN SATHER-WAGSTAFF AND RICHARD WICKLEIN
means that LΛa(X) ∈ D(ModR)ba-com. Next, [36, Lemma 2.5] provides the following
isomorphism over R̂a/aR̂a ∼= R/a, hence, over R and R̂a:
RHomR(R/a, X) ≃ RHomR̂a(R̂
a/aR̂a,LΛ̂a(X)).
(iii) ⇐⇒ (iv). From the above isomorphism, we know that RHomR(R/a, X) ∈
Df(R) if and only if RHomR̂a(R̂
a/aR̂a,LΛ̂a(X)) ∈ Df(R). As the homology mod-
ules of this complex are annihilated by a, it is in Df(R) if and only if it is in Df(R̂a).
We conclude from [33, Lemma 3.8] that RHomR̂a(R̂
a/aR̂a,LΛ̂a(X)) ∈ Df(R̂a) if
and only if LΛ̂a(X) ∈ Df(R̂a), i.e., if and only LΛ̂a(X) ∈ Dfb(R̂
a), as desired. 
Remark 7.5. For X ∈ Db(R), the equivalent conditions in Theorem 7.4 are equiv-
alent to the conditions in Propositions 7.1 and 7.2; see the first paragraph of the
proof of the theorem. We resist the temptation to list these conditions explicitly.
On the other hand, it is worth noting that the same reasoning shows that these
conditions are also equivalent to the following:
(i) One has LΛ̂b(X) ∈ Dfb(R̂
b) for all ideals b ⊇ a;
(ii) One has LΛ̂p(X) ∈ Dfb(R̂
p) for all prime ideals pV(a).
We are now prepared to define a-adic finiteness.
Definition 7.6. A complex X ∈ Db(R) is a-adically finite if it satisfies the equiv-
alent conditions of Theorem 7.4 and suppR(X) ⊆ V(a). Let Ca(R) denote the full
subcategory of D(R) consisting of a-adically finite R-complexes.
Remark 7.7. Note that, in the next definition, the condition suppR(X) ⊆ V(a)
is equivalent to SuppR(X) ⊆ V(a) by Proposition 3.15(a). In other words, this is
equivalent to suppR(Hi(X)) ⊆ V(a) for all i. Thus, X is a-adically finite if and
only if it is in Db(R) and a-cofinite, in the language of [25]; see [25, Theorem 5.1].
Proposition 7.8. Let X ∈ Db(R).
(a) Then X is 0-adically finite if and only if X ∈ Dfb(R).
(b) Assume that (R,m, k) is local. Then X is m-adically finite if and only if each
homology module Hi(X) is artinian.
Proof. (a) This follows by definition, due to the isomorphism RHomR(R/(0), X) ≃
X and the equality V(0) = Spec(R).
(b) For one implication, assume that each Hi(X) is artinian. It follows that for
each prime ideal p 6= m, we have Hi(X)p = 0, and hence Xp ≃ 0. In other words,
we have SuppR(X) ⊆ V(m). By Proposition 3.15(a), this implies that suppR(X) ⊆
V(m). Furthermore, we have Hi(X) ⊆ E(µi) for some integer µi where E = ER(k).
From the construction of injective resolutions, say in [15, 2.6.I], it follows that there
is an injective resolution X
≃
−→ I such that each Ij is of the form E
(λj) for some
integer λj . From this, we conclude that the complexRHomR(k,X) ≃ HomR(k, I) is
a bounded above complex of modules of the form HomR(k, Ij) ∼= HomR(k,E(λj)) ∼=
k(λj). In particular, each module Hi(RHomR(k,X)) is a finite dimensional vector
space over k, so X is m-adically finite.
For the converse, assume that X is m-adically finite. The condition suppR(X) ⊆
V(m) implies that the minimal injective resolution X
≃
−→ J consists of direct sums
of copies of E by Proposition 3.8. Moreover, we have Ji ∼= E(µi) for each i ∈ Z,
where µi = rankk(Hi(RHomR(k,X))) <∞; the finiteness is from the adic finiteness
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assumption on X . Hence, X is isomorphic in D(R) to a complex of artinian R-
modules, and it follows that each of its homology modules is artinian, as desired. 
Proposition 7.9. The category Ca(R) is triangulated and thick.
Proof. Let K denote the Koszul complex over R on a finite generating sequence for
a. By definition, this follows from the next straightforward facts:
1. For each X ∈ Db(R) and each i ∈ Z, the complex X is a-adically finite if and
only if ΣiX is a-adically finite.
2. Given a distinguished triangle X → Y → Z → in D(R), if two of the three
complexes X,Y, Z are a-adically finite, then so is the third.
3. For all X,Y ∈ Db(R), the direct sum X ⊕ Y is a-adically finite if and only if X
and Y are both a-adically finite. 
Theorem 7.10. Let X be an a-adically finite R-complex. If b is an ideal of R such
that a ⊆ b, then RΓb(X) is b-adically finite.
Proof. Note that we have supp(RΓb(X)) ⊆ V(b) by Proposition 3.13. Since X
is a-adically finite, the complex RHomR(R/a, X) is in Df(R), so Proposition 7.2
implies that RHomR(R/b, X) ∈ D
f(R). The fact that R/b is b-torsion implies that
RHomR(R/b, X) ≃ RHomR(R/b,RΓb(X))
in D(R). Hence, the R-complex RHomR(R/b,RΓb(X)) is in Df(R), so RΓb(X) is
b-adically finite. 
We next provide an indication of how adic finiteness can give variations on
previous results. For instance, the next result compares to part of Fact 3.4.
Theorem 7.11. Let M ∈ Db(R) be a-adically finite. Then one has suppR(M) =
SuppR(M), and this set is Zariski-closed in Spec(R).
Proof. Let K be the Koszul complex over R on a generating sequence for a. Since
M is a-adically finite, we have K ⊗LR M ∈ D
f
b(R), so the first equality in the next
sequence is by Fact 3.4.
SuppR(K ⊗
L
R M) = suppR(K ⊗
L
R M) = suppR(K)
⋂
suppR(M) = suppR(M)
The second equality is from Proposition 3.12 and the third equality follows from the
conditions suppR(K) = V(a) ⊇ suppR(M); see Fact 3.4. Note that the condition
K ⊗LR M ∈ D
f
b(R) implies that SuppR(K ⊗
L
R M) = suppR(M) is Zariski-closed in
Spec(R); see Fact 3.4. From this, we have
suppR(M) = suppR(M) ⊆ SuppR(M) ⊆ SuppR(M) = suppR(M)
by Fact 3.4 and Proposition 3.15(b). 
The next result compares to Propositions 3.12, 3.16, and 4.10.
Theorem 7.12. If X,M ∈ D−(R) such that M is a-adically finite, then
suppR(RHomR(M,X))
⋂
V(a) = suppR(M)
⋂
suppR(X).
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Proof. Let x = x1, . . . , xn be a generating sequence for a, and set K := K
R(x). By
assumption, the complex K ⊗LR M is in D
f
b(R), so Proposition 3.16 explains the
fourth equality in the next sequence:
suppR(RHomR(M,X))
⋂
V(a) = suppR(K ⊗
L
R RHomR(M,X))
= suppR(RHomR(K,RHomR(M,X)))
= suppR(RHomR(K ⊗
L
RM,X))
= suppR(K ⊗
L
R M)
⋂
suppR(X)
= suppR(K)
⋂
suppR(M)
⋂
suppR(X)
= suppR(M)
⋂
suppR(X)
The first and fifth equalities are by Proposition 3.12; this uses the following con-
ditions suppR(M) ⊆ V(a) = suppR(K), which also explain the last equality (see
Fact 3.4). The second equality follows from the self-dual nature of the Koszul
complex which manifests as the first isomorphism in the next sequence.
K ⊗LR RHomR(M,X) ≃ Σ
nRHomR(K,RHomR(M,X))
The remaining equality is from Hom-tensor adjointness. 
The next result augments [8, Corollary 5.8].
Corollary 7.13. If X ∈ D−(R) and let M ∈ Db(R) be a-adically finite. Then one
has RHomR(M,X) ≃ 0 if and only if suppR(M)
⋂
suppR(X) = ∅.
Proof. For one implication, assume that suppR(M)
⋂
suppR(X) = ∅. Theorem 7.11
implies that suppR(M) is Zariski-closed, so we have suppR(M)
⋂
suppR(X) = ∅.
The desired conclusion RHomR(M,X) ≃ 0 now follows from [8, Corollary 5.8].
For the converse, if RHomR(M,X) ≃ 0, then Theorem 7.12 implies that
suppR(M)
⋂
suppR(X) = suppR(RHomR(M,X))
⋂
V(a) = ∅
as desired. 
Compare the next result to Propositions 3.13 and 4.11.
Corollary 7.14. LetX ∈ D−(R). Then one has
suppR(LΛ
a(X))
⋂
V(a) = V(a)
⋂
suppR(X).
Furthermore, we have LΛa(X) ≃ 0 if and only if V(a)
⋂
suppR(X) = ∅.
Proof. The complex M = RΓa(R) is a-adically finite by Theorem 7.10, so Theo-
rem 7.12 implies that
suppR(LΛ
a(X))
⋂
V(a) = suppR(RHomR(RΓa(R), X))
⋂
V(a)
= suppR(RΓa(R))
⋂
suppR(X)
= V(a)
⋂
suppR(X)
by Fact 2.2 and Proposition 3.13.
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From the isomorphism LΛa(X) ≃ RHomR(RΓa(R), X), Corollary 7.13 implies
that LΛa(X) ≃ 0 if and only if suppR(RΓa(R))
⋂
suppR(X) = ∅, that is, if and
only if V(a)
⋂
suppR(X) = ∅, by Proposition 3.13. 
Next, we give some examples to show that not every result for complexes in
Dfb(R) extends to the a-adically finite situation. The first one shows that one can
have suppR(RHomR(M,X)) 6= suppR(M)
⋂
suppR(X) in Theorem 7.12, even if R
is a-adically complete.
Example 7.15. Let (R,m, k) be a local ring, and set E = ER(k). Then E is
m-cofinite by Proposition 7.8(b). However, one has RHomR(E,E) ≃ R̂m, so
suppR(RHomR(E,E)) = suppR(R̂
m) = Spec(R)
suppR(E)
⋂
suppR(E) = {m}.
See Proposition 3.8. If R is not artinian, then we have Spec(R) 6= {m}, so
suppR(RHomR(E,E)) 6= suppR(E)
⋂
suppR(E).
If M ∈ Dfb(R) and X,Y ∈ Db(R), then the evaluation morphisms
RHomR(M,Y )⊗
L
R X → RHomR(M,Y ⊗
L
R X)
M ⊗LR RHomR(Y,X)→ RHomR(RHomR(M,Y ), X)
are isomorphisms under certain hypotheses, e.g., when M,X, Y all have finite pro-
jective dimension and finite injective dimension. The next example shows that this
fails when M is only assumed to be a-adicaly finite, even when R is a-adically
complete.
Example 7.16. Let k be a field, and consider the formal power series ring R = k[[T ]]
with E = ER(k) and Q = ER(R) (Note that Q is the quotient field k((T )) of R.)
Proposition 3.8 implies that suppR(E) = {m} and suppR(Q) = {0}, so we have
E ⊗LR Q = 0 by Proposition 3.12.
From the minimal injective resolution of R
0→ R→ Q→ E → 0
we have a distinguished triangle R→ Q→ E → in D(R). Apply E⊗LR− to obtain
the next distinguished triangle.
E ⊗LR R︸ ︷︷ ︸
≃E
→ E ⊗LR Q︸ ︷︷ ︸
≃0
→ E ⊗LR E →
It follows that E⊗LRE ≃ ΣE. A similar computation showsRHomR(E,R) ≃ Σ
−1R.
To finish the example, we compute:
RHomR(E,E)⊗
L
R E ≃ R ⊗
L
R E ≃ E
RHomR(E,E ⊗
L
R E) ≃ RHomR(E,ΣE) ≃ ΣRHomR(E,E) ≃ ΣR
E ⊗LR RHomR(E,R) ≃ E ⊗
L
R (Σ
−1R) ≃ Σ−1E
RHomR(RHomR(E,E), R) ≃ RHomR(R,R) ≃ R.
Looking at the degrees of these complexes, it is clear that RHomR(E,E) ⊗LR E 6≃
RHomR(E,E ⊗LR E) and E ⊗
L
R RHomR(E,R) 6≃ RHomR(RHomR(E,E), R).
We end this paper with a criterion for an a-adically finite R-complex to satisfy
the condition suppR(M) = V(a). It is key for some of our work in [35].
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Proposition 7.17. If M ∈ D(R) is a-adically finite such that RHomR(M,M) ≃
R̂a, then suppR(M) = V(a).
Proof. The containment suppR(M) ⊆ V(a) holds by definition. The reverse con-
tainment comes from the next sequence wherein the second step is from Theo-
rem 7.12 and the fifth step is from Corollary 7.14.
suppR(M) ⊇ suppR(M) ∩ V(a)
= suppR(M) ∩ suppR(M) ∩ V(a)
= suppR(RHomR(M,M)) ∩ V(a)
= suppR(R̂
a) ∩ V(a)
= suppR(R) ∩ V(a)
= V(a).
The other steps are straightforward or by definition. 
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