We determine a necessary and sufficient condition for a polynomial over an algebraically closed field k to induce a surjective map on matrix algebras M n (k) for n ≥ 2. The criterion is given in terms of critical points and uses simple linear algebra. Following that, we formulate and prove a corresponding result for entire functions as well.
Introduction :
It is an exercise in elementary linear algebra to show that the 2 × 2 matrix 0 1 0 0 is not the square of a complex matrix. Indeed, it is not the r-th power of any complex matrix for any r > 1. It is natural to ask which polynomials f over the complex numbers have the property that for every n ≥ 2, each matrix in M n (C) is of the form f (A) for some A ∈ M n (C). We obtain a necessary and sufficient criterion depending on the critical points of f and their critical values. The proof uses simple linear algebra. The method allows us to treat more general entire functions in place of polynomials. As particular cases, we can deduce some known results as corollaries like the surjectivity of the exponential map on the invertible matrices, which appears in [3] as an exercise.
More generally, consider an arbitrary algebraically closed field k. We denote the ring of polynomials in one variable over k by k[x] and the algebra of square matrices with entries from k by M n (k). A polynomial f ∈ k[x] induces a map f : M n (k) → M n (k), where A → a i A i ∈ M n (k). In order to formulate a necessary and sufficient algebraic condition on the polynomial f such that the induced map f is surjective for a fixed n ≥ 2, we recall the following
of f ′ -also called the set of critical points of f . If x is a critical point of f ,we say that f (x) is a critical value of f . The main theorem is:
. In other words, the fibre of any critical value is not entirely comprised of critical points.
Before going into the proof, we look at some examples.
Examples and remarks.
1. Evidently, every polynomial f ∈ k[x] of degree 1 induces a surjection on M n (k) for any n ≥ 2. The above criterion hold vacuously.
2. The matrix M = 0 1 0 0 is not of the form A d for any d > 1 and any A ∈ M 2 (k). This is because the eigenvalues of such a possible A would be 0 and, considering an invertible matrix P such that P AP −1 = 0 b 0 0 , we would have a contradiction since 0 = (P AP −1 ) 2 = P A 2 P −1 = P MP −1 is impossible. This example can be jacked up to produce one for M n (k) for any n ≥ 2. In other words, there exist polynomials of arbitrary degrees > 1 which do not induce surjections.
has degree 2, then the criterion of the theorem shows that f cannot give a surjection on M n (k) for any n ≥ 2. Indeed, if f = ax 2 + bx + c and char k = 2, then Z(f ′ ) will be the singleton {−b/2a} and the fibre
is empty unless b = 0 in which case Z(f ′ ) = k. In either case, the criterion tells us that f cannot induce a surjection on M n (k) for n ≥ 2. Of course, this can be seen directly by reducing to the special case f = x 2 and looking at an example like 0 1 0 0 which is not in the image.
Notice that contrastingly, any polynomial of degree 2 does give a sur-
of degree d satisfying the criterion of the theorem (hence, such an f induces a surjection on M n (k) for any n ≥ 2). Indeed, let char k be coprime to
where ζ is a primitive (d − 1)-th root of unity in k.
Look at any ζ r ∈ Z(f ′ ). Then
The above set has an element x 0 = ζ r . This is because ζ r is a double root of f − f (ζ r ) and it is not a triple root because f
We recall some definitions before going into the proof of Theorem 1. Recall that a Jordan matrix J is a block diagonal matrix
where the Jordan blocks J i 's are square matrices of the form
Then we know that A = P JP −1 for some P ∈ GL n (k), where J is a Jordan matrix. It is well-known that:
1. the Jordan normal form of a matrix is unique up to a permutation of the diagonal blocks. The proof of this and of other standard facts can be found in [1] .
2. λ i 's are eigenvalues of A and number of Jordan blocks corresponding to the eigenvalue λ i in the Jordan normal form of A,is the dimension of the Kernel of (A − λ i · I).This is a direct consequence of the rank-nulity theorem.
Now, we first reduce the proof of the theorem using the following observation.
Lemma 0. f is surjective if and only if, for every Jordan matrix Y , there is a Jordan matrix X such that the Jordan normal form of f (X) is similar to Y .
Proof.
Assume that f is surjective. Let Y be a Jordan matrix. So there exists a matrix X ∈ M n (k) such that f (X) = Y . Let X = P JP −1 for a Jordan matrix J. Then f (X) = P f (J)P −1 = Y , so J is a Jordan matrix such that Jordan normal form of f (J) is similar to the Jordan matrix Y . Conversely, let Y ∈ M n (k), hence Y is similar to J, where J is a jordan matrix. By hypothesis, there exists a Jordan matrix X such that f (X) is similar to J and hence similar to Y . So, f (X) = P Y P −1 ⇐⇒ f (P −1 XP ) = Y ,so f is surjective.
We prove two more lemmas which will be used to prove the theorem. Proof.
Observe that U = λI + N where N ij = 1 if j − i = 1, and N ij = 0 otherwise. Note that it suffices to prove the lemma in the case of p(x) = x k . Indeed,
is nonzero, only when j − i = k − r, or r = k − (j − i). Hence, the sum equals,
as asserted. 
We use the second fact (ii) noted earlier, to prove this lemma. By Lemma 1, p(λ) is the only eigenvalue of p(U) and number of blocks is equal to the dimension of Ker(P (U)−p(λ)·I). So, if p ′ (λ) = 0, then the first two columns of P (U) − p(λ) · I are zero by Lemma 1. So, the rank is at most n − 2. By the rank-nullity theorem, Ker(P (U) − p(λ) · I) ≥ 2. Conversely, if p ′ (λ) = 0, the matrix P (U) − p(λ) · I has n − 1 linearly independent columns. Indeed,by Lemma 1, the first column c 1 of P (U) − p(λ) · I is zero and the k-th column (for 2 ≤ k ≤ n) is
Since p ′ (λ) = 0, all the n − 1 vectors c k , for 2 ≤ k ≤ n are linearly independent. So, dim Ker (P (U) − p(λ) · I) = 1, and p(U) has only one Jordan block. Now we are ready to prove the theorem.
Firstly, let us assume that there exists
. We show that f is not surjective. We consider Y ∈ M n (k) such that Y is a jordan block with λ := f (x) as eigenvalue, where x is as above. If f were surjective then by Lemma 0, there exists a Jordan matrix X such that Jordan form of f (X) is similar to Y . Since Y is a Jordan block, X also has to be a Jordan block.(Otherwise Jordan form of f (X) will not be a single Jordan block.)Let u be the eigenvalue of X. Hence f (u) is the only eigenvalue of f (X) (by Lemma 1). Since f (X) is similar to Y , there eigenvalues has to be same. So,
But then by Lemma 2, Jordan normal form of f (X) has more than one Jordan blocks. Hence it can not be similar to a single Jordan block Y . Now, we prove the converse. Let f ∈ k[x] be such that
We first prove the following fact.
Lemma 3. Let Y ∈ M r (k) be a Jordan block for some 1 ≤ r ≤ n. Under the assumption ( * ) above, there exists a Jordan block X in M r (k) such that Jordan form of f (X) = Y .
For r = 1, the result is clear, since k is algebraically closed. So, in the following we assume that r ≥ 2. Let λ be the eigenvalue of Y . There exists u ∈ k such that f (u) = λ. If f ′ (u) = 0, then Jordan form of f (X) is a Jordan block of order r and has eigenvalue λ, so it has to be equal to Y .
. Hence if we consider the Jordan block X of order r with eigenvalue t then f (t) = f (u) = λ and f ′ (t) = 0, hence the Jordan normal form of f (X) is a Jordan block and therefore is equal to Y . 
the Jordan form of f (X) is equal to Y and therefore, similar, in particular. Hence by Lemma 0, f is surjective and we have proved the theorem.
Matrix of entire functions
Now we look at the case of entire functions. A function f : C → C is said to be entire if it holomorphic on the whole of C. Given an entire function, we write it as a power series around zero : f (z) = ∞ n=0 a n z n .For an entire function f , we show that its matrix f (A) := ∞ n=0 a n A n is well-defined.We consider the Frobenius norm of a matrix A defined as
This norm is sub-multiplicative,as one can check.Let c ij n := a n A n ij .If we show that So sending A to f (A) gives a map f : M n (C) → M n (C), which also has the property that f (P AP −1 ) = P f (A)P −1 . By Picard's little theorem [2] , an entire function is either surjective or does not assume exactly one complex number.Now, let f : C → C \ p be surjective for some p ∈ C (p is empty when f is surjective.). We define This provides an answer to the question we were looking at. Note that the condition is independent of the integer n. For entire functions, we stated the theorem for the non-surjective case so that it becomes clear that if Z(f ′ ) = ∅,i.e if f has no critical points, then the above map is surjective.
Examples.
1. Let f (z) = e z . Then f : C → C \ 0 is surjective. Hence D = {M ∈ M n (C)|0 ∈ Λ(M)} = GL n (C).
As e z has no critical points, the matrix exponential is a surjective map from M n (C) → GL n (C).
2. Sinz and Cosz are surjective entire functions. But the maps they induce from M n (C) → M n (C) are not surjective.
