We study words on a finite alphabet avoiding a finite collection of patterns. Given a pattern p in which every letter that occurs in p occurs at least twice, we show that the number of words of length n on a finite alphabet that avoid p grows exponentially with n as long as the alphabet has at least 4 letters. Moreover, we give lower bounds describing this exponential growth in terms of the size of the alphabet and the number of letters occurring in p. We also obtain analogous results for the number of words avoiding a finite collection of patterns. We conclude by giving some questions.
Introduction
Let X be a finite alphabet and let p be a word on some other alphabet Y. We say that a word in X avoids the pattern p if it contains no subword of the form h(p), where h is a nonerasing homomorphism from the free monoid Y * generated by Y to the free monoid X * generated by X . We say that p is avoidable on X if there are infinitely many words that avoid the pattern p. We say that a pattern p is avoidable if it is avoidable on some finite alphabet. The Zimin algorithm [8, §3.2 ] is a recursive algorithm that determines if a given pattern is avoidable or unavoidable. Given a pattern p on an alphabet Y, we define S(p, X ) = {h(p) | h : Y * → X * is a nonerasing homomorphism}. (1.1)
We say that a word W on the alphabet X is of the form p if W ∈ S(p, X ).
The study of pattern avoidance began in the early 1900s with Thue's work on squarefree words [14] , [15] (see also Nagell et al. [11] ). A word on a finite alphabet X is squarefree if it contains no subword of the form ww, where w is a nonempty word on X . Equivalently, a word is squarefree if it avoids the pattern t 2 . Squarefree words have seen numerous applications over the years. In group theory, they have been used in giving a counter-example to the unrestricted Burnside problem [1] . An interesting application to unending chess appears in Morse and Hedlund [10] . Much work has been done on counting squarefree words over various alphabets [3] , [12] . More generally, one can look at words that avoid the pattern t j for some j ≥ 2. Work on this problem has been done by Brandenburg [4] and Bean et al. [2] . An excellent survey of pattern avoidance is found in Chapter 3 of Lothaire [8] . In addition to this, Currie [5] , [6] has given many interesting open problems on the topic of pattern avoidance.
We note that if a(n) denotes the number of words of length n on an alphabet X which avoid some pattern or collection of patterns, then a(n) is sub-multiplicative; that is, a(n + m) ≤ a(n)a(m). Since a(n) is a submultiplicative sequence of natural numbers, Fekete's lemma (cf. Madras exists and is equal to some nonnegative real number. When this limit is greater than 1, the number of words a(n) of length n that avoid our given collection of patterns grows exponentially. In this paper, we show that for a large class of avoidable patterns, this exponential growth phenomenon occurs. Specifically, we look at patterns p on some finite alphabet with the property that every letter in the alphabet occurs at least twice in p. Such patterns are known to be avoidable [8, Cor. 3.2.10] . We are able to give exponential lower bounds and thus obtain a stronger result.
Theorem 1 Let p be a pattern on k ≥ 2 letters in which every symbol occurs at least twice. Then for m ≥ 4 and (k, m) = (2, 4) there are at least λ(k, m) n words of length n on an m letter alphabet that avoid p, where
We note that this theorem does not consider the case that the pattern p = t i for some i ≥ 2. Exponential lower bounds for the number of words on a ternary alphabet that avoid such a pattern have been given [12] . Thus in the case when p = t i with i ≥ 2 we have an exponential lower bound whenever m ≥ 3.
For the case (k, m) = (2, 4) in Theorem 1, it can be shown that an exponential lower bound exists, since if p is a pattern on the letters t 1 and t 2 , then p must contain either t
2 as a subword and hence any squarefree word on an m-letter alphabet will avoid p. Since the number of squarefree words on a m-letter alphabet has an exponential lower bound for m ≥ 3, this same bound must apply to the pattern p.
We note that for binary alphabets, we cannot possibly avoid any pattern on a two letter alphabet in which each letter occurs at least twice, since any word of length at least 4 contains a square. Karhumäki and Shallit [7] have looked at binary words that avoid the pattern t α for various values of α ≥ 2 and have completely determined when exponential and polynomial growth occurs.
We give another theorem which applies to sets of patterns in which each letter that occurs, occurs at least twice. Furthermore, this result makes no restrictions concerning patterns on one letter.
Theorem 2 Let S be a finite set of patterns {p 1 , . . . , p d } such that for each i, each letter that occurs in p i occurs at least twice. Let ε = 1 if p i = t 2 for some i and take ε = 0 otherwise. Then:
• if m ≥ 36d 2/3 , there are at least (m/2) n words of length n on an m letter alphabet that avoid S;
n words of length n on an m letter alphabet that avoid S.
From this we obtain the following corollary.
Corollary 3 Let S be a finite set of patterns {p 1 , . . . , p d } such that for each i, each letter that occurs in p i occurs at least twice. Let a(n) denote the number of words of length n on an m letter alphabet that avoid S and define
Then Γ(m, S) → ε as m → ∞, where ε = 1 if the pattern t 2 ∈ S and ε = 0 otherwise.
Our main tool in obtaining these results is a theorem due to Golod. Before stating this theorem we recall that if R is a (not necessarily commutative) ring, then an ideal I of R is a non-empty subset that is closed under addition and under left and right multiplication by elements of R. We let C{X 1 , . . . , X m } denote the free algebra over C on m variables; that is, C{X 1 , . . . , X m } consists of the noncommutative polynomials over C in the variables X 1 , . . . , X m . We note that a word in X 1 , . . . , X m has a degree, which is just the length of the word. We say that an element of C{X 1 , . . . , X m } is homogeneous if it a noncommutative polynomial in which every term that occurs with nonzero coefficient has the same degree.
We are now ready to state the theorem. We remark that this theorem holds over any field, but we only need it for the field of complex numbers.
Theorem 4 (Golod [13, Lemma 6.2.7] ) Let I be a homogeneous ideal in C{X 1 , . . . , X m } generated by a set S of homogeneous elements, each of degree at least 2. Suppose that S has at most c i elements of degree i for each i ≥ 2. Suppose, further, that the power series expansion of
has nonnegative coefficients. Then the dimension of the vector space spanned by the images of words of length n in C{X 1 , . . . , X m }/I is greater than or equal to the coefficient of x n in the power series expansion of G(x).
This theorem is proved using simple counting arguments which come from looking at resolutions of modules. It is perhaps strange that a theorem from algebra that looks at long exact sequences can give good asymptotic information; and yet we shall see that the lower bounds we obtain are in some sense very close to the optimal values.
In §2, we consider words avoiding a single pattern. In §3, we look at words that simultaneously avoid multiple patterns. In the case of multiple patterns, to keep the presentation simple we do not use the best estimates possible. Nevertheless, we still obtain strong estimates in this case. In §4, we give tables which give the bounds we have obtained for various patterns over different sized alphabets. In §5, we present some open questions along with some concluding remarks.
Proofs for avoidance of a single pattern
In this section, we prove Theorem 1. Throughout this section, we take the function λ(k, m) to be the function defined in equation (1.2).
Proof. We have equality when (k, m) = (2, 5). For k ≥ 3 or m ≥ 6 we have
We now divide the proof into two cases.
In this case, we have
where the penultimate step follows from the fact that x/(x−2) 3 is a decreasing function on [4, ∞) and m ≥ 4. This completes the proof when k ≥ 3.
Here, we use the fact that x/(x − 2) 2 is decreasing on [6, ∞) to obtain
This completes the proof.
, and let a 1 , . . . , a k be positive integers each of which is at least 2.
Proof. We use induction to prove this claim. For the sake of simplicity, we fix k and m and write λ = λ(k, m).
Since b 1 = m > λ and b 0 = 1, the claim is true when n = 1. Assume that b j ≥ λb j−1 for all j < n. We now show that b n ≥ λb n−1 . Computing the coefficient of x n in both sides of the equation
we see that
Thus to show that b n ≥ λb n−1 , it is sufficient to show that
By the inductive hypothesis,
Since a i ≥ 2 for i ≤ k and λ > √ m, we conclude
Combining equations (2.4) and (2.5), we see
Using equations (2.3) and (2.6), we see that to complete the proof it is sufficient to prove that
We have λ ≥ m − 1 2
by Lemma 5. Hence
(2.8)
Observe that λ 1 + 1 (m − 2) k = m and hence
Combining inequalities (2.8) and (2.9) we deduce that
Lemma 7
Proof. Given a word W , we let (W ) denote its length. Let S(p, X ) be as defined in equation (1.1). Observe that since p has k letters that occur, there is a surjection from the ordered k-tuples of non-empty words on the alphabet X onto the set S(p, X ). Thus
Next, observe that if a 1 , . . . , a k ≥ 2 and
But
where [x j ]F (x) represents the coefficient of x j in the power series expansion of F (x). Hence c n ≤ 2 n−1 m n/2 .
Proof of Theorem 1 Let X = {X 1 , X 2 , . . . , X m }. We create the free algebra C{X 1 , X 2 , . . . , X m }; this is just the algebra of "non-commutative polynomials" in X 1 , X 2 , . . . , X m . Let S(p, X ) be as defined in equation (1.1). and let I be the ideal in C{X 1 , X 2 , . . . , X m } generated by the words in S(p, X ). We define
We note that a basis for the images in A of the homogeneous elements of C{X 1 , . . . , X m } of degree n is given by the set of words of length n that avoid p; we denote by a n the size of this set.
We define c n to be the number of words of length n in S(p, X ). By Lemma 7, we have
Hence by Lemma 6 the numbers b 0 , b 1 , . . . defined by
By Theorem 4 we have a n ≥ b n ≥ λ(k, m) n for all n ≥ 1. This completes the proof.
Simultaneous multiple pattern avoidance
In this section, we extend our results on pattern avoidance to words avoiding multiple patterns simultaneously. Unfortunately, analogues of Lemma 6 for multiple patterns are messy. For this reason, we use cruder estimates which, although not ideal, allow us to prove Theorem 2.
We begin with the following lemma.
Lemma 8 Let ε ∈ {0, 1} and let m and d be positive integers. Define
Then the following hold:
Proof. For the first part of the lemma, notice that if m ≥ 36d 2/3 , then
This establishes the first part of the lemma.
Observe that when
and mε/x = ε + O(1/m).
Hence when x = m − ε − 5d/ √ m, we have
Hence F (x) > 0 for all m sufficiently large when x = m − ε − 5d/ √ m.
and define
If λ > 2 √ m and F (λ) > 0, then b n ≥ λb n−1 for all n ≥ 1.
Proof. We use induction to prove the claim. We have
Equating the coefficients of x n on both sides of this equation, we see
Observe that if F (λ) > 0, then λ < m and since b 1 = m, the claim is true when n = 1. Assume that b j ≥ λb j−1 for j < n and consider the case when j = n. Using equation (3.10), we see
Hence, it is sufficient to show that
Thus it is sufficient to show
where the penultimate step uses the fact that λ > 2 √ m. By assumption, F (λ) > 0, and hence we see that this inequality holds. The result now follows by induction.
Proof of Theorem 2. Let X be an m letter alphabet and let c n be the number of words on X of the form p for some p ∈ S. By Lemma 7,
for n ≥ 3.
Notice that if S does not contain the pattern t 2 , then c 2 = 0; otherwise,
where ≤ is taken coefficient-wise and ε is 1 if and only if S contains the pattern t 2 . By Proposition 9 and Lemma 8,
has coefficients satisfying:
Just as in the proof of Theorem 1, Golod's theorem gives that the number of words of length n on our m letter alphabet which avoid S is at least b n . The result now follows. It is well-known that the number of squarefree words of length n on an m letter alphabet is at most m(m − 1) n−1 since consecutive letters must be different. Combining inequalities (3.12) and (3.13) we obtain the desired result.
Computational results
In this section we give sharper estimates for the number of words of length n on an m letter alphabet that avoid certain patterns on a k letter alphabet for small values of k and m.
We note that in the inductive argument used in the proof of Lemma 6, inequality (2.7)
was the important step needed. It is not possible in general to obtain a closed form for the solutions in λ to the equation
Ultimately we used an approximation given by the function λ(k, m) given in equation (1.2) . It is possible, however, to compute solutions to equation (4.14) for small values of k and m using Maple. Let φ(k, m) denote the largest real solution in λ to equation (4.14) that is greater than √ m (when such a solution exists). Then if p is a pattern on a k letter alphabet in which each letter occurs at least twice, then there are at least φ(k, m) n words of length n on an m letter alphabet that avoid p. (This follows from following the induction argument in Lemma 6 and noting that λ = φ(k, m) satisfies the inequality (2.7).) Table 1 displays the values of φ(k, m) to 7 decimal places of accuracy for 2 ≤ k ≤ 10 and 3 ≤ m ≤ 8. Table 2 displays values of λ(k, m) to 8 decimal places of accuracy for 2 ≤ k ≤ 10 and 4 ≤ m ≤ 8. From these tables we see that λ(k, m) is not so far from the φ(k, m), which is the best value that can be obtained by our methods. Certain entries in the tables are blank because the functions φ(k, m) and λ(k, m) are not defined at all values (k, m) listed in the tables. These tables were computed using Maple.
We note that the function Table 2 Values (2.8, 3 ). It follows that φ(k, 3) > 2.8 for k ≥ 6 and hence a pattern on a k letter alphabet in which each letter occurs at least twice is avoidable on a 3 letter alphabet, and furthermore the number of words of length n that avoid the pattern grows exponentially with n. We do not get exponential lower bounds for m = 3 and k < 6. We cannot get exponential lower bounds in the case that m = 2 with our methods. In general, the smallest size m such that an avoidable pattern is avoidable on an m letter alphabet is called the avoidability index. It is a notoriously hard problem to compute the avoidability index even in the case that the pattern is on a 3 letter alphabet. For example, it appears that it is unknown whether the avoidability index of t 
Open problems and concluding remarks
We conclude by making a few simple remarks and giving some questions which we are unable to solve.
Lothaire [8, Cor. 3.2.11] notes that patterns on a k letter alphabet that have length at least 2 k are avoidable. This follows from an induction argument noting that patterns in which each letter that occurs, occurs at least twice are avoidable. It is well-known that the number of words of length n on an m letter alphabet that avoid a pattern of the form t j with j ≥ 2 grows exponentially with n if m ≥ 3. From this we see that both Theorem 1 and 2 apply to patterns on a k letter alphabet that have length at least 2 k .
We also make the remark that in the statement of Theorem 2 there is a constant C which depends on d. We did not specify C, instead preferring to use O-notation in the proof of Lemma 8 to avoid complicating the exposition. We note, however, that in the proof of Lemma 8, if one is more careful with the estimates, then the conclusion that F (m − ε − 5d/ √ m) > 0 for m > 200d can be obtained. In fact, for d large, one can take m much smaller. From this we see that we can take C = 200d in the statement of Theorem 2.
Next, let S be a finite set of avoidable patterns and let m be a positive integer. Let Γ(m, S) be defined as in the statement of Corollary 3. Corollary 3 shows that Γ(m, S) is well-behaved when S consists of patterns in which each letter that occurs, occurs at least twice. It is natural to ask if Γ(m, S) is well-behaved in general.
Question 1 Let S be a finite set of avoidable patterns. Is it true that lim m→∞ Γ(m, S) exists? Is it finite? Is it an integer? Question 2 Let S be a finite set of patterns in which every letter that occurs, occurs at least twice. What can be said about the rate at which Γ(m, S) tends to its limit?
We note that Theorem 2 shows that if L = lim m→∞ Γ(m, S), then Γ(m, S) = L + O(m −1/2 ) as m tends to infinity. This, however, is a crude estimate and it would be interesting to get an exact asymptotic estimate for Γ(m, S) − L. In the case that S consists of a single pattern on a k letters in which each letter occurs at least twice and k ≥ 2, Theorem 1 shows that Γ(m, S) = O(1/m k ) as m → ∞.
Question 3 Is it true that the collection of patterns in which every letter that occurs, occurs at least twice are all simultaneously avoidable on an m letter alphabet for some m? Can one in fact take m = 4?
Currie has an interesting conjecture about patterns on 4 letter words. He speculates [5, p. 791 ] that an avoidable pattern is in fact avoidable on a 4 letter alphabet. Theorem 1 along with facts about squarefree words show that this is true for patterns in which each letter that occurs, occurs at least twice.
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