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ZEROS OF THE LERCH ZETA-FUNCTION AND OF ITS
DERIVATIVE FOR EQUAL PARAMETERS
RAMU¯NAS GARUNKSˇTIS AND ROKAS TAMOSˇIU¯NAS
Abstract. A. Speiser proved that the Riemann hypothesis is equivalent to
the absence of non-real zeros of the derivative of the Riemann zeta-function
left of the critical line. His result has been extended by N. Levinson and
H.L. Montgomery to the statement that the Riemann zeta-function and its
derivative have approximately the same number of non-real zeros left of the
critical line. We obtain the Levinson-Montgomery type result for the Lerch
zeta-function with equal parameters. For the Lerch zeta-function, the ana-
logue of the Riemann hypothesis is usually not true and its zeros usually are
distributed asymmetrically with respect to the critical line. However, for equal
parameters, the symmetry of the zeros is almost restored.
1. Introduction
Let s = σ + it. Denote by {λ} the fractional part of a real number λ. In this
paper T always tends to plus infinity. In all theorems and lemmas, the numbers
λ and α are fixed constants.
For 0 < λ, α ≤ 1, the Lerch zeta-function is given by
L(λ, α, s) =
∞∑
m=0
e2piiλm
(m+ α)s
(σ > 1).
This function has analytic continuation to the whole complex plane except for a
possible simple pole at s = 1 (Lerch [18], Laurincˇikas and Garunksˇtis [15]).
Let ζ(s) and L(s, χ) denote the Riemann zeta-function and the Dirichlet L-
function accordingly. We have that L(1, 1, s) = ζ(s) and L(1/2, 1/2, s) = 2sL(s, χ),
where χ is a Dirichlet character mod 4 with χ(3) = −1. For these two cases, cer-
tain versions of the Riemann hypothesis (RH) can be formulated. Similar cases
are L(1, 1/2, s) = (2s− 1)ζ(s) and L(1/2, 1, s) = (1− 21−s)ζ(s). For all the other
cases, it is expected that the real parts of zeros of the Lerch zeta-function form a
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dense subset of the interval (1/2, 1). This is proved for any λ and transcendental
α ([15, Theorem 4.7 in Chapter 8]).
Speiser [26] showed that the Riemann hypothesis (RH) is equivalent to the
absence of non-real zeros of the derivative of the Riemann zeta-function left of
the critical line. Later on, Levinson and Montgomery [16] proved the quantita-
tive version of the Speiser’s result, namely, that the Riemann zeta-function and
its derivative have approximately the same number of zeros left of the critical
line. This result was extended to Dirichlet L-functions with primitive Dirichlet
characters (Yıldırım [32]), to the Selberg class (Sˇlezˇevicˇiene˙ [28]), to the Selberg
zeta-function on a compact Riemann surface (Luo [19], Garunksˇtis [6]). See also
Minamide [21], [22], [23], Jorgenson and Smailovic´ [12]. In these cases an analog
of the RH is expected or, as in the case of the Selberg zeta-function on a compact
Riemann surface, it is known to be true. In Garunksˇtis and Sˇime˙nas [10], the
Speiser equivalent was investigated for the extended Selberg class. Zeta-functions
of this class satisfy functional equations of classical type, thus the nontrivial ze-
ros are distributed symmetrically with respect of the critical line. Moreover, this
class contains zeta-functions for which the analog of RH is not true.
Here we consider the relation between zeros of the Lerch zeta-function and
its derivative when parameters are equal. In our paper [11] we showed that the
nontrivial zeros of L(λ, λ, s) either lie extremely close to the critical line σ = 1/2
or are distributed almost symmetrically with respect to the critical line. Detailed
calculations however suggest that this symmetry is not strict if 0 < λ < 1 and
λ 6= 1/2.
For the Lerch zeta-function the following relation, usually called the functional
equation, is true.
L(λ, α, 1− s) =(2pi)−sΓ(s)
(
epii
s
2
−2piiαλL(1− α, λ, s)(1)
+ e−2pii
s
4
+2piiα(1−{λ})L(α, 1− {λ}, s)
)
.
Various proofs of this functional equation can be found in Lerch [18], Apostol [1],
Oberhettinger [25], Mikola´s [20], Berndt [3], see also Lagarias and Li [13], [14].
The almost symmetrical distribution of zeros in the case of equal parameters is
related to the functional equation (1), which for λ = α can be rewritten as
L(λ, λ, 1− s) =(2pi)−sΓ(s)e−pii s2+2piiλ2L(λ, λ, s)
+ (2pi)−sΓ(s)epii
s
2
−2pii(1−λ)λL(1− λ, 1− {λ}, s)
=G(s)L(λ, λ, s) + P (s),
where, for any vertical strip, |P (s)| < tBe−pit and |G(s)| ≥ tC , B,C > 0 (see [11]).
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Next, we recall several facts about the Lerch zeta-function. Later, we formulate
the obtained result.
Let l be a straight line in the complex plane C, and denote by %(s, l) the
distance of s from l. Define, for δ > 0,
Lδ(l) =
{
s ∈ C : %(s, l) < δ}.
In Garunksˇtis and Laurincˇikas [7], Garunksˇtis and Steuding [9], for 0 < λ < 1
and λ 6= 1/2, it is proved that L(λ, α, s) 6= 0 if σ < −1 and
s 6∈ L log 4
pi
(
σ =
pit
log 1−λ
λ
+ 1
)
.
For λ = 1/2, 1, from Spira [27] and [7] we see that L(λ, α, s) 6= 0 if σ < −1 and
|t| ≥ 1. Moreover, in [7] it is showed that L(λ, α, s) 6= 0 if σ ≥ 1 + α. We say
that a zero of L(λ, α, s) is nontrivial if it lies in the strip −1 ≤ σ < 1 +α and we
denote a nontrivial zero by ρ = β + iγ.
Denote by N(λ, α, T ) the number of nontrivial zeros of the function L(λ, α, s)
in the region 0 < t < T . For 0 < λ, α ≤ 1, we have ([7], Garunksˇtis and Steuding
[8])
N(λ, α, T ) =
T
2pi
log
T
2pieαλ
+O(log T ).(2)
For recent results on the value-distribution of the Lerch zeta-function see Mishou
[24], Lee, Nakamura, and Pan´kowski [17].
Define
L′(λ, λ, s) =
∂
∂s
L(λ, λ, s).
We collect several facts about the zero distribution of L′(λ, λ, s). From the ex-
pression of L′(λ, λ, s) by the Dirichlet series, we have that there is σ1 ≥ 1 such
that L′(λ, λ, s) 6= 0 if σ > σ1. By Lemma 3 below and the zero free region of
L(λ, λ, s) we see that, for any σ < −1, there is a constant t0 = t0(σ) such that
L′(λ, λ, s) 6= 0
if t ≥ t0. We say that a zero of L′(λ, λ, s) is nontrivial if it lies in the strip
−1 ≤ σ ≤ σ1. Let N ′(λ, λ, T ) denote the number of nontrivial zeros of L′(λ, λ, s)
in the region 0 < t < T . We have ([15, Notes to Chapter 8])
N ′(λ, λ, T ) =
T
2pi
log
T
2pie([λ] + λ)λ
+ o(T ).
Therefore N(λ, λ, T )−N ′(λ, λ, T ) = o(T ) whenever λ 6= 1.
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To state our main result, we need several notations. By the formula (2), there
is a constant D = D(T0) such that, for T > T0,∣∣∣∣N(λ, λ, T )− T2pi log T2pieλ2
∣∣∣∣ ≤ D log T.(3)
Let ψ : [0, 1] → C always denote a simple piecewise smooth curve with the
initial point on the line t = T and the terminal point on the line t = T + U .
Moreover, let −2 < <ψ(τ) ≤ 1/2 and T < =ψ(τ) < T + U , where τ ∈ (0, 1).
Let M(T, U, ψ) (resp. M ′(T, U, ψ)) be the number of nontrivial zeros of L(λ, λ, s)
(resp. L′(λ, λ, s)) inside (but not on the border of) the area restricted by segments
[1/2 + i(T + U),−2 + i(T + U)], [−2 + i(T + U),−2 + iT ], [−2 + iT, 1/2 + iT ],
and the curve ψ.
Theorem 1. Let 0 < λ ≤ 1 and T > 0. Assume that, for some T0 and 0 < ε < 1,
D(T0) <
ε
log 2
.(4)
Then, for sufficiently large T and 0 < U ≤ T , there is a positive constant A and
a curve ψ : [0, 1]→ C such that,
1/2− exp(−AT 1−ε/ log T ) ≤ <ψ(τ) ≤ 1/2 (τ ∈ [0, 1]),
and
M(T, U, ψ) = M ′(T, U, ψ) +O(log T ).
We discuss the condition (4). For the Riemann zeta-function (= L(1, 1, s)) it
is known that D < 0.12 < 1/ log 2 = 1.44 . . . (Trudgian [30]). If λ = 1/2, then
D < 0.16 (Trudgian [31]). Moreover, for the Riemann zeta-function the Lindelo¨f
hypothesis implies that the constant D can be chosen as small as we please
(Titchmarsh [29, Theorem 13.6(A)]). We expect the Lindelo¨f type hypothesis
also for the Lerch zeta-function ([9], [5]). Similarly as in the case of the Riemann
zeta-function ([29, Sections 13.6 and 13.7]), it is possible to modify the proof of
Theorem 3.2 in [15, Chapter 8] and to show that the Lindelo¨f type hypothesis for
L(λ, α, s) implies that, for any 0 < λ < 1, the constant D can be chosen as small
as we please.
In the next section we present the computer computations related to Theorem
1. Section 3 contains the proof of Theorem 1. In the last section we discuss the
curve ψ from Theorem 1.
2. Computations
Here we draw several graphs illustrating Theorem 1. We consider the trajec-
tories of the zeros of L(λ, λ, s) and of its derivative.
Suppose that ρ = ρ(λ0) is a zero of multiplicity m > 0 of L(λ0, λ0, s). From
the expression of the Lerch zeta-function by the Dirichlet series and from the
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functional equation (1), it follows that, for any s, the function f(λ) = L(λ, λ, s) is
continuous in λ ∈ (0, 1). By Rouche´’s theorem, we have that for every sufficiently
small open disc D with center at ρ in which the function L(λ0, λ0, s) has no other
zeros except for ρ, there exists δ = δ(D) > 0 such that each function L(λ, λ, s),
where λ ∈ (λ0−δ, λ0+δ), has exactly m zeros (counted with multiplicities) in the
disc D (c.f. Theorem 1 in Balanzario and Sa´nchez-Ortiz [2] and Lemma 4.1 in
Dubickas, Garunksˇtis, J. Steuding and R. Steuding [4]). If zero ρ is of multiplicity
m = 1, then there exists a neighborhood of λ0 and some function ρ = ρ(λ), which
is continuous at λ0 and, in addition, satisfies the relation L(λ, λ, ρ(λ)) = 0. This
way, we can speak about the continuous trajectory ρ(λ) of a zero. The trajectories
of the zeros of the derivative L′(λ, λ, s) are understood in a similar way.
In Figure 1, we see parametric plots of the trajectories of the zeros of L(λ, λ, s)
and its derivative, solid and dotted lines respectively. We see that the trajectory
of the derivative crosses the critical line in accordance with Theorem 1.
Figure 1 can be compared to Figures 1 and 2 in Garunksˇtis and Sˇime˙nas [10],
where the trajectories of the zeros of the linear combination f(s, τ) of Dirichlet
L-functions and of its derivative f ′s(s, τ) is calculated. Here, in Figure 1, we see
that the trajectories of the zeros of L(λ, λ, s) approach the (almost) meeting point
(after which the trajectories leave a neighborhood of the critical line) from the
same direction, while the trajectories of the zeros of f(s, τ) approach the meeting
point from the opposite directions. Note that the nontrivial zeros of this linear
combination of Dirichlet L-functions are distributed strictly symmetrically with
respect of the critical line. Because of this fact, the meeting point in Figures 1
and 2 in [10] is always a double zero of f(s, τ).
To find the trajectories of the zeros ρ(λ) and q(λ), 0 < λ ≤ 1, such that
L(λ, λ, ρ(λ)) = 0 and L′(λ, λ, q(λ)) = 0,
we solve the differential equations numerically
∂ρ(λ)
∂λ
= −
∂`(λ,ρ)
∂λ
∂`(λ,ρ)
∂ρ
and
∂q(λ)
∂λ
= −
∂2`(λ,q)
∂q∂λ
∂2`(λ,q)
∂q2
,
where `(λ, s) = L(λ, λ, s). As the initial conditions, some zeros of L(1, 1, s) = ζ(s)
and L′(λ, λ, s), λ = 0.86.., 0.97.., 0.74.. are used.
Computations were performed by Wolfram Mathematica using commands Ler-
chPhi, NDSolve, also numerically calculating contour integrals∮
L′(λ, λ, s)
L(λ, λ, s)
ds and
∮
s
L′(λ, λ, s)
L(λ, λ, s)
ds.
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Figure 1. Parametric graphics of the several trajectories of the
zeros with parameter 1/2 ≤ λ ≤ 1. Solid and dashed trajecto-
ries are the trajectories of the zeros of L (λ, λ, s) and L′ (λ, λ, s)
respectively. By ρ55, . . . , ρ58 we denote 55th,. . . , 58th zeros of
ζ(s) = L(1, 1, s). The trajectories of the zeros of the derivative
correspond to the zeros 1.27.. + 152.61..i (left), 0.97.. + 156.63..i
(middle), and 0.86..+ 158.28..i (right) of ζ ′(s) = L′(1, 1, s).
Computations were validated with the help of Python with mpmath1 package.
We used the following expression of the Lerch zeta-function for rational parame-
ters
L
(
b
d
,
b
d
, s
)
=
d−1∑
k=0
∞∑
m=0
exp
(
2pii b
d
(dm+ k)
)(
dm+ k + b
d
)s
= d−s
d−1∑
k=0
exp
(
2pii
b
d
k
)
ζ
(
s,
kd+ b
d2
)
,
1Fredrik Johansson and others. mpmath: a Python library for arbitrary-precision floating-
point arithmetic (version 0.18), December 2013. http://mpmath.org/.
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where ζ(s, α), 0 < α ≤ 1, is the Hurwitz zeta-function. The function ζ(s, α) is
implemented by the command zeta. Zero locations were calculated using findroot
with Muller’s method.
In this paper, all computer computations should be regarded as heuristic be-
cause their accuracy was not controlled explicitly.
3. Proof of Theorem 1
The structure of the proof is similar to the proof of the formula (10.28.2) in
Section 10.28 of Titchmarsh [29], see also the original proof in Levinson and
Montgomery [16]. The main difference is Proposition 4 below.
The following bound from below for L(λ, λ, s) when s is close to a zero will be
useful.
Lemma 2. Let 0 < λ, α ≤ 1. Let σ2 ∈ R and <s ≥ σ2. Let L(λ, α, s) 6= 0 and d
be the distance from s to the nearest zero of L(λ, α, s). Then, for t ≥ 2,
1
|L(λ, α, s)| < exp(C(| log d|+ 1) log t),
where C = C(λ, α, σ2) is a positive constant.
Proof. This is Proposition 1 in our paper [11].

Lemma 3. Let 0 < λ ≤ 1, T < t < T + U , and 0 < U ≤ T . If σ2 < −1 then
<L
′
L
(λ, λ, σ2 + it) = − log t+Oσ2(1) (T →∞).(5)
Moreover, assume that A > 0 is such that 4AC < pi, where C = C(λ, λ, 1/2)
is a constant from Lemma 2. If the distance from 1/2 + it to the nearest zero of
L(λ, λ, s) is greater than exp (−AT/ log T ), then
<L
′
L
(λ, λ, 1/2 + it) = −1
2
log t+O(1) (T →∞).(6)
Proof. By the functional equation (1), we have
L(λ, λ, s) =(2pi)s−1Γ(1− s)epii 1−s2 −2piiλ2L(λ, λ, 1− s)
×
(
1 +
e−pii(1−s)+2piiλL(λ, 1− {λ}, 1− s)
L(λ, λ, 1− s)
)
.
The logarithmic derivative gives
L′
L
(λ, λ, s) = log 2pi − Γ
′
Γ
(1− s)− pii
2
− L
′
L
(λ, λ, 1− s) + E(λ, s),(7)
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where
E(λ, s) =
(
e−pii(1−s)+2piiλL(λ,1−{λ},1−s)
L(1−λ,λ,1−s)
)′
s
1 + e
−pii(1−s)+2piiλL(λ,1−{λ},1−s)
L(1−λ,λ,1−s)
.
For 0 < λ, α ≤ 1, we know that L(λ, α, 1 − s) 6= 0, if σ < −1, moreover,
L(λ, α, 1 − s) and its derivative have absolutely convergent Dirichlet series, if
σ < 0. Thus
E(λ, σ2 + it) e−pit (t→∞).
By Stirling’s formula, we get that
Γ′
Γ
(s) = log s+O
(|s|−1) (<(s) ≥ 0, |s| → ∞).(8)
This proves the formula (5).
We turn to the second part of Lemma 3. The expression (7) together with the
formula (8) gives
2<L
′
L
(λ, λ, 1/2 + it) = − log t+ <E(λ, 1/2 + it) +O(1) (T →∞).(9)
Next we consider the growth of E(λ, 1/2 + it). For 0 < λ, α ≤ 1, by Lemma 3 in
[11] and by Cauchy’s integral formula for the derivative, there is B > 0 such that
L(λ, α, 1/2− iT ) = O(TB) and L′(λ, α, 1/2− iT ) = O(TB).(10)
In view of the conditions of the lemma and the asymptotic formula (2) we have
that the distance d from 1/2 + it to the nearest zero of L(λ, λ, s) satisfies the
inequalities
exp (−AT/ log T ) < d 1.
Then Lemma 2 yields
E(λ, 1/2 + it) TB exp((−pi + 4CA)T + log(3T )).
This finishes the proof of Lemma 3.

The following proposition will be important in the proof of Theorem 1.
Proposition 4. Let 0 < λ ≤ 1, T < t < T + U , and 0 < U ≤ T . Let A > 0
be such that 4AC < pi, where the constant C is from Lemma 2. Let ρ′ be a zero
of L(λ, λ, s) such that |<ρ′ − 1/2| < exp(−AT/ log T ) and T < =ρ′ < T + U .
Assume that there are 0 < ε < 1 and δ > 0 such that the function L(λ, λ, s) has
less than [
ε
log(2 + δ)
log T
]
(11)
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zeros in the disc |s − ρ′| ≤ exp(−AT 1−ε/ log T ). Then, for sufficiently large T ,
there is a radius r,
exp
(
−A(1 + δ/3)T
(2 + δ) log T
)
≤ r ≤ exp
(
−A(1 + δ/3)T
1−ε
log T
)
,(12)
such that L(λ, λ, s) 6= 0 in the ring
r(2+δ)/(1+δ/3) ≤ |s− ρ′| ≤ r1/(1+δ/3)(13)
and, for |s− ρ′| = r, σ ≤ 1/2,
<L
′
L
(λ, λ, s) ≤ −1
2
log T +O(1)(14)
Proof. Let rk = exp
(−AT/((2 + δ)k log T )), k = 0, 1, . . . , [ ε
log(2+δ)
log T ]. By the
condition (11) and Dirichlet’s box principle, there is j ∈ {1, 2, . . . , [ ε
log(2+δ)
log T ]}
such that the ring
rj−1 < |s− ρ′| ≤ rj(15)
has no zeros of L(λ, λ, s). Note that r2+δj = rj−1. The function
f(s) =
L′
L
(λ, λ, s)−
∑
ρ : |ρ−ρ′|≤r2+δj
1
s− ρ
is analytic in the disc |s− ρ′| ≤ rj and in this disc it has the Taylor expansion
f(s) =
∞∑
n=0
an(s− ρ′)n.(16)
We bound the coefficients an. Cauchy’s integral formula for the derivative
yields
an =
1
2pii
∫
|s−ρ′|=rj
f(s)ds
(s− ρ′)n+1 .(17)
Lemma 3 in [11] gives that, for any σ0, there is a positive constant B such that
L(λ, λ, s) = O(tB) if σ ≥ σ0. By the proof of Theorem 1 in [7] we see that, for any
t the modulus |L(λ, λ, 3 + it)| is greater than some positive absolute constant.
Therefore by Lemma α from Titchmarsh [29, §3.9] and by the formula (2) we
obtain, for |s− ρ′| ≤ rj,
L′
L
(λ, λ, s) =
∑
ρ : |ρ−(3+iγ′)|≤6
1
s− ρ +O(log T ).
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Then, in view of the definition of f(s) using the zero free region (15), it follows
that
f(s) =
∑
ρ : |ρ−(3+iγ′)|≤6 and
|ρ−ρ′|>rj
1
s− ρ +O(log T ).
We apply the last expression to the formula (17). For n ≥ 1 and |ρ− ρ′| ≥ rj, we
have ∫
|s−ρ′|=rj
ds
(s− ρ′)n+1(s− ρ) = 0
and thus
an 
∫
|s−ρ′|=rj
O(log T )ds
(s− ρ′)n+1  r
−n
j log T.(18)
Now we choose r = r
1+δ/3
j . Then expressions (16) and (18) yield, for |s−ρ′| = r,
f(s)− a0 =
∞∑
n=1
an(s− ρ′)n  log T
∞∑
n=1
r
nδ/3
j  rδ/3j log T.
By this we have, for |s− ρ′| = r,
L′
L
(λ, λ, s) = a0 +
∑
ρ : |ρ−ρ′|≤r2+δj
1
s− ρ +O
(
r
δ/3
j log T
)
.
Taking real parts we obtain, for |s− ρ′| = r,
<L
′
L
(λ, λ, s) = <a0 +
∑
ρ : |ρ−ρ′|≤r2+δj
σ − β
|s− ρ|2 +O
(
r
δ/3
j log T
)
.(19)
We will get an asymptotic formula for <a0. We consider the sum over zeros in
the formula (19). By inequalities |ρ−ρ′| ≤ r2+δj and |<ρ′−1/2| < r0 we see that,
for |s− ρ′| = r, 1/2− (|<ρ′ − 1/2|+ r2+δj ) ≤ σ ≤ 1/2, and large T ,
|σ − β| ≤ |σ − 1/2|+ |<ρ′ − 1/2|+ |<ρ′ − β| ≤ 4r2+δj(20)
and
|s− ρ|2 ≥ (|s− ρ′| − |ρ− ρ′|)2 = (r1+δ/3j − r2+δj )2 > r2+2δ/3j /2.(21)
The asymptotic formula (2) for the number of nontrivial zeros gives that there
are  log T zeros ρ such that |ρ − ρ′| ≤ r2+δj . Thus, for |s − ρ′| = r and
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1/2− (|<ρ′ − 1/2|+ r2+δj ) ≤ σ ≤ 1/2, we get∑
ρ : |ρ−ρ′|≤r2+δj
σ − β
|s− ρ|2  r
δ/3
j log T
and
<L
′
L
(λ, λ, s) = <a0 +O
(
r
δ/3
j log T
)
.(22)
By (15) we have that the ring {z : r2+δj < |z− ρ′| ≤ rj} has no zeros. Recall that
|s− ρ′| = r = r1+δ/3j . In view of this the distance from s = 1/2 + it to the nearest
zero is
≥ min(rj − r1+δ/3j , r1+δ/3j − r2+δj ) > r0 = exp (−AT/ log T ) .
Then the equality (6) together with (22) gives
<a0 = −1
2
log T +O(1).(23)
By expressions (22) and (23) we obtain that, for |s − ρ′| = r and 1/2 − (|<ρ′ −
1/2|+ r2+δj ) ≤ σ ≤ 1/2,
<L
′
L
(λ, λ, s) = −1
2
log T +O (1) .(24)
If |s− ρ′| = r and σ < 1/2− (|<ρ′ − 1/2|+ r2+δj ), then we have∑
ρ : |ρ−ρ′|≤r2+δj
σ − β
|s− ρ|2 ≤ 0
and, in view of formulas (19), (23),
<L
′
L
(λ, λ, s) ≤ −1
2
log T +O (1) .(25)
The expressions (24) and (25) together with the zero free region (15) prove Propo-
sition 4.

Proof of Theorem 1. Let
R =
{
s ∈ C : T < t < T + U,−2 < σ < 1
2
}
.
We have that all the nontrivial zeros of L(λ, λ, s) and L′(λ, λ, s) lie to the right-
hand side of the line σ = −2. To start with, the idea is to consider the change
of the argument of L′/L(λ, λ, s) around the boundary of the region R. However,
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a problem occurs if 1/2 + it is near to a zero of L(λ, λ, s). Next, our goal is to
exclude the zeros ρ for which
|β − 1/2| < exp(−AT/ log T ) and T < γ < T + U(26)
from the region R using certain arcs which lie to the left-hand side of the line
σ = 1/2. We will use Proposition 4.
In this proof we always assume that the zero ρ satisfies the inequalities (26).
By the condition (4) of Theorem 1 there is δ > 0 such that the function L(λ, λ, s)
has less than [
ε
log(2 + δ)
log T
]
zeros in the disc |s − ρ| ≤ exp(−AT 1−ε/ log T ). Then, in view of Proposition 4,
for each such zero ρ, we define the disc
D(ρ, r) = {s : |s− ρ| ≤ r},
where the radius r is from Proposition 4. Thus, for all s such that |s − ρ| = r
and <s ≤ 1/2, we have
<L
′
L
(λ, λ, s) ≤ −1
2
log T +O(1).(27)
Let S be the union of all the discs D(ρ, r), where ρ satisfies the inequalities
(26). Note that each disc D(ρ, r) from the set S has a nonempty intersection
with the critical line σ = 1/2. For T ≤ y ≤ T + U and 1/2 + iy 6∈ S, formulas
(6) and (12) yield
<L
′
L
(λ, λ, 1/2 + iy) ≤ −1
2
log T +O(1),(28)
provided that the area
V = {s : |s− (1/2 + iT )| ≤ exp(−AT/ log T ), t ≤ T}⋃
{s : |s− (1/2 + iT + iU)| ≤ exp(−AT/ log T ), t ≥ T + U}
has no zeros of L(λ, λ, s).
The vertical strips |t − T | ≤ 1 and |t − (T + U)| ≤ 1 contain  log T zeros
of L(λ, λ, s). Therefore, without loss of generality, we assume that L(λ, λ, σ +
iT ) 6= 0, L′(λ, λ, σ + iT ) 6= 0 for −2 ≤ σ ≤ 1/2, and L(λ, λ, s) 6= 0 for s ∈
V . Further, we consider the change of argL′/L(λ, λ, s) along the appropriately
indented boundary R′ of the region R. More precisely, the upper, left, and lower
sides of R′ coincide with the upper, left, and lower boundaries of R. To obtain
the right-hand side of the contour R′, we take a curve ψ defined as the boundary
of the set S ∪ {s : σ ≥ 1/2}, where this boundary is restricted to the strip
T ≤ t ≤ T + U .
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To prove the theorem, we will show that the change of argL′/L(λ, λ, s) along
the contour R′ is  log T . Let R′1, R′2, R′3 and R′4 denote the right, upper, left,
and lower sides of the contour R′ accordingly.
We start from argR′1 L
′/L(λ, λ, s), where argR′1 L
′/L(λ, λ, s) denotes the change
of argument of L′/L(λ, λ, s) along the right-hand side R′1 of the contour R
′. For-
mulas (27) and (28) give that∣∣∣∣argR′1 L′L (λ, λ, s)
∣∣∣∣ < pi.
Similarly, the equality (5) from Lemma 3 gives∣∣∣∣argR′3 L′L (λ, λ, s)
∣∣∣∣ < pi.
Next we turn to horizontal sides R′2 and R
′
4. By standard arguments using
Jensen’s theorem together with the bounds (10) it is possible to show that (cf.
[8, inequality (7) and below] or Titchmarsh [29, Section 9.4]) argR′2 L(λ, λ, s) 
log T , argR′2 L
′(λ, λ, s)  log T , argR′4 L(λ, λ, s)  log T , and argR′4 L′(λ, λ, s) 
log T . This finishes the proof of Theorem 1.

4. Ending notes
Here we discuss the curve ψ from Theorem 1. Let T < t ≤ T +U . In the proof
of Theorem 1, we construct the curve ψ which lies in the strip
1/2− exp(−AT 1−ε/ log T ) ≤ σ ≤ 1/2.
Moreover, ψ is constructed in a such way that the zero ρ of L(λ, λ, s), lying in
1/2− exp(−AT/ log T ) ≤ σ ≤ 1/2,(29)
must also lie between the curve ψ and the critical line σ = 1/2. We expect that
the location of the curve ψ is not accidental and reflects interesting properties of
the zeros of the Lerch zeta-function. In [11] we proved that if ρ is a nontrivial zero
of L(λ, λ, s), then there is a radius exp(−Aγ/ log γ) ≤ r ≤ exp(−Aγ/ log γ) log2 γ
such that the discs
|s− ρ| < r and |s− (1− ρ)| < r(30)
contain the same number of zeros. On the other hand, the calculations in [11,
Section 2] suggest that if 0 < λ < 1, λ 6= 1/2, and ρ is a nontrivial zero of
L(λ, λ, s), then the symmetry described by the formula (30) is not strict, namely,
1 − ρ is not a zero of L(λ, λ, s). Moreover, if the discs in the expression (30)
intersect, then both discs possibly contain the same zero(s). From this we expect
that the nontrivial zeros of L(λ, λ, s), for 0 < λ < 1, λ 6= 1/2, can be classified
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into two classes, heuristically described as follows. One class contains zeros which
are relatively far from the critical line. These zeros appear in almost symmetric
pairs according to (30). Another class consists of zeros which are relatively near
the critical line. They are almost symmetric to themselves (in view of (30)). We
expect that the curve ψ (or the appropriate version of this curve lying “nearest”
to the critical line) from Theorem 1 separates these two classes of zeros located
in the left-hand side of the critical line.
Note that in Theorem 1, for λ = 1/2, 1, the curve ψ can be constructed in at
least two ways. One way is as described in the proof of Theorem 1. Another way is
to choose ψ(τ) = 1/2 + iT + iτU , where τ ∈ [0, 1] (see Levinson and Montgomery
[16] for the Riemann zeta function L(1, 1, s) and Yıldırım [32] for the Dirichlet
L-function L(1/2, 1/2, s)). Clearly, if the generalized Riemann hypothesis is true
and λ = 1/2, 1, then in Theorem 1 we can choose any curve ψ which is located
to the left from the critical line.
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