Let U Nn be a {/-statistic based on a simple random sample of size n selected without replacement from a finite population of size N. Rates of convergence results in the strong law are obtained for U Nn , which are similar to those known for classical {/-statistics based on samples of independent and identically distributed (iid) random variables. 
Introduction
{/-statistics, first introduced by Hoeffding (1948) , form a large class of statistics that are widely used in estimation and testing. Nandi and Sen (1963) studied the weak limit behaviour of [/-statistics based on samples drawn from finite populations, and Sen (1970) considered the strong convergence behaviour of such statistics.
Rates of convergence in the strong law of large numbers for [/-statistics based on samples of independent and identically distributed (iid) random variables have been the focus of attention in several recent papers. Baum and Katz (1965) obtained necessary and sufficient conditions for convergence rate results for the mean of an iid sample: Lin (1981) obtained the corresponding sufficient condition for [/-statistics, and Kokic (1987) extended these results [2] [/-statistics from finite populations 469 to obtain convergence rates for degenerate [/-statistics. The aim of this paper is to extend these results to [/-statistics based not on iid samples but on samples from finite populations. Let {x Nl , ... , x NN } be a vector of N real numbers denoting the elements of the Nth finite population of interest. Let (R Nl , ... , R NN ) be a vector chosen at random from the set of N\ permutations of ( 1 , 2, ... N) and let X Ni = x NR . A random sample of size n drawn from the finite population of size N can be written X m , ... , X Nn . An unbiased estimator of the population mean, x N = N~l £ * , x m , is n~lS Nn , where S Nn = £" = 1 X Ni . This is an example of a [/-statistic of order 1. In this paper we will be mainly interested in [/-statistics of order 2 defined as follows. Let h N :R 2 -* M be a sequence of functions which are symmetric in their arguments and let w Nij = h N (x^,x Nj ) then we obtain the usual estimator of the population variance. This paper will study the conditions under which {(l)~lU Nn -6 N } converges strongly to zero and the rate of such convergence. Strong convergence for such situations was defined by Sen (1970) . An equivalent definition of strong convergence is given below. 
In Section 2 we will show that the rate at which n 1 S Nn -x N converges to zero depends on the values of t for which sup JV>1 N' 1 J2?=\ \ X NI~^N\'
< °° • In Section 3 we establish the corresponding result for U Nn , and improve the strong convergence result for U Nn established in Theorem 2 of Sen (1970) . Further, we refine the rate of convergence for the case when the arrays {w Nij } have all row and column sums equal to a fixed constant. These results are use, available at https://www.cambridge.org/core/terms. https://doi.org/10.1017/S1446788700033024 [3] analogous to the rate results established by Kokic (1987) This result is the analogue of Theorem 3 of Baum and Katz (1965) , who developed a similar result for the sum of iid random variables. The following lemma about trangular arrays of real numbers allows us to deduce the convergence rate result given in Corollary 1 of Theorem 1. 
Corresponding to Theorem 1 we have the convergence rate result given in Theorem 4 below. The result is essentially the analogue of Theorem 2 of Lin (1981) . However, we first give the following moment bound result, which is essential in the proof of Theorems 4 and 5. We see, on comparing this result with Theorem 4 and Corollary 2, that the rate at which (Q~lU Nn converges to zero (s.c.) is faster for degenerate than nondegenerate (/-statistics.
Proofs
Throughout let c,, c 2 , ... denote positive constants which do not depend on n or N. The proof of Theorem 1 is reduced to checking that three sums converge. The following technicial lemma is required to bound the third of these sums. The y parameter introduced in the lemma will be used to use, available at https://www.cambridge.org/core/terms. https://doi.org/10.1017/S1446788700033024
determine truncation values in the proof of the theorem. This truncation technique can also be used to correct the proof of the claim in Baum and Katz (1965) Katz (1963) to bound his expression (7).
PROOF OF THEOREM 1. Without loss of generality assume that N > 2 and e = 2. For convenience of notation we will drop the N subscript in the double subscripts throughout all proofs, except where extra clarity is required. Choose a y and an integer M so that (4.1) is satisfied and The sum on the left-hand side of (4.9) is bounded by a constant multiple of by Lemma 3. Now (4.1) and (4.3) ensure that the series at (4.10) converges, and hence (4.9) and Theorem 1 follow.
Lemma 1 may be proved with standard analytic techniques. The details are therefore omitted from this paper.
use, available at https://www.cambridge.org/core/terms. https://doi.org/10.1017/S1446788700033024 To bound the second term we note that by Lemma 2.1 of Sen (1970) Thus ^2f = j a ( j = J2*jL\ by = 0 > a n c * f°r some c^ ,
Since ( [12]
{/-statistics from finite populations 479 Since U n is degenerate the elements of & sum to zero. Thus by Theorem 4 of Hoeffding (1963) , and the theorem in Dharmadhikari et al. (1968) , 
