Intrinsic disorder in photonic crystal waveguides occurs via rapid fluctuations of the air-dielectric interface and is typically characterized by a quadratic mean surface roughness and a surface correlation length. We theoretically study the impact of correlation length on extrinsic scattering losses and discuss the numerical implementation for several different waveguide designs. The role of correlation length is found to be strongly influenced by the underlying Bloch modes which are dependent on waveguide design and frequency, and can thus be partly controlled via spatial-dispersion engineering. For most frequencies and waveguide designs, we find an asymptotical increase in losses as the correlation length increases; however, we show that for some frequencies and designs, a maximum scattering loss is achieved for a finite correlation length. Our results also demonstrate the importance of choosing an appropriate correlation function for modeling quickly varying disorder.
I. INTRODUCTION
Photonic crystal waveguides (PCWs) are promising components for integrated optical circuits. Their abilities to guide and slow down light allows for enhanced light-matter interactions [1, 2] , which have been exploited in various applications such as optical delay lines [3] , enhanced nonlinear processes including pulse compression and soliton propagation [4] , third-harmonic generation [5] , and four-wave mixing [6] . Recently, there has also been considerable work in exploiting PCWs for enabling an on-chip single-photon source [7] [8] [9] [10] .
The fundamental physics behind photonic crystals (PCs) and photonic band gaps (PBGs) is well understood since the first works by John [11] and Yablonovitch [12] , yet there still remains a significant fabrication roadblock to the commercialization of PC devices in integrated optics. In particular, intrinsic disorder introduced at the fabrication stage breaks the periodicity of the PC lattice, which can have a significant impact on the ensuing light-matter interactions and PBG physics. Photonic crystal waveguides are especially sensitive to manufacturing disorder in the slow-light regime, and the detrimental effect on waveguide mode operation is now well known experimentally [13] [14] [15] and theoretically [16] [17] [18] [19] [20] .
In 2005, Hughes et al. [16] utilized a photonic Greenfunction approach to provide an analytical model for understanding the role of disorder-induced scattering losses and subsequently highlighted the detrimental effect for PCWs operating in the slow-light regime. The fabrication disorder was modeled as a quadratic mean surface roughness (rms) appearing on the sidewalls of the etched air holes, and an intrahole correlation length was included but kept fixed at 40 nm, which is similar to experiments on Si/SiO 2 strip waveguides that show an in-plane correlation length of 50 nm [21] . Related modeling approaches to tackle disorder-induced scattering in PCs were also developed by Johnson et al. [18] and Gerace et al. [17] around the same time. Gerace et al. neglected backscattering losses and computed the radiation losses in PCWs where intrinsic disorder was modeled as a change in the * nmann@physics.queensu.ca air hole radii. Johnson et al. extended the weak-index contrast polarization model used widely in the literature for modeling dielectric perturbations with low-index contrasts (small ε), to model sidewall/surface roughness in systems such as PCWs where perturbations are rapid and exhibit high-index contrast, which requires a more careful treatment of the surface boundary effects. However, their model can overestimate the scattering losses due to assuming uncorrelated sidewall roughness. For computing losses in finite-length PCWs, the importance of multiple scattering which leads to the formation of disorder-induced localization modes [22] and failure of the Beer-Lambert law was highlighted by Patterson et al. [23, 24] and also by Mazoyer et al. [25] .
The effect of scattering losses due to sidewall/surface roughness in the context of single-mode planar optical waveguides was studied decades ago by Marcuse [26] , who introduced two statistical parameters to represent the disordered surface: (i) standard deviation of the rapid sidewall roughness (rms roughness) and (ii) correlation length which indicates the length scale over which the sidewall roughness between two points on the sidewall is strongly correlated. Using this surface roughness model, Payne and Lacey [27] studied the impact of these two parameters on extrinsic scattering losses for a simple planar waveguide. Given waveguide parameters and an estimate of the rms roughness, they proved the existence of an upper limit for scattering loss and showed that it occurred for a finite correlation length. Since rms roughness was easier to access experimentally than the correlation length, their formula provided an immediate upper estimate of the expected loss for planar optical waveguides.
Intrinsic fabrication disorder in planar PCWs refers mainly to the deviation of the etched air holes from their ideal cylindrical shape, so the disorder roughness model is significantly more complicated to describe than simple sidewall roughness on a planar waveguide. Given state-of-the-art electron-beam writing and etching techniques, a common approximation for PC slabs with etched holes is to assume the deviated cross section is constant throughout the cylinder's height [16, 19] , hence one only needs to address in-plane variations. Various other disorder models can be adopted, such as varying only the radius or positions of the holes, though these are less Instances of disordered holes generated using the autocovariance function of Eq. (7). The rms roughness parameter is fixed, σ = 4 nm, while the correlation length is varied, as shown below in each label. The pitch (hole-to-hole distance along the waveguide) is a = 420 nm and the hole has a radius of 0.276a ≈ 116 nm and a circumference of 728 nm.
realistic for modeling intrinsic disorder caused by electronbeam fabrication. One can also introduce deliberate disorder in the design to allow easier access to disorder-induced localization modes [28] . Similar to what is known about standard optical waveguides (e.g., strip and ridge waveguides), we model the surface roughness directly via the standard deviation of the rapid radial fluctuations σ and a correlation length l c -which in this case is a measure of how strongly two intrahole fluctuations are correlated (disordered holes generated with this model are illustrated in Fig. 1 ). These two disorder parameters can be estimated from scanning electron microscopy (SEM) images of the PCW samples [29] , although an accurate estimate of correlation length is harder to obtain. Often these two parameters can be used as fitting parameters when computing disorder-induced losses in PCWs [16] and comparing to experiment, and good agreement has been found for various PCW material systems and designs [13, 23, 24, 30] .
The effect of rms roughness σ on losses is understood as losses increase monotonically as a function of σ [16] , i.e., the rougher the hole, the greater the loss (neglecting multiple scattering). However, the effect of correlation length l c on losses is nontrivial as earlier identified for regular (i.e., non-PC) waveguides by Payne and Lacey [27] , and has been partly studied recently for PCWs by O'Faolain et al. [31] and Minkov and Savona [32] . Based on a better qualitative explanation for their experimental data, O'Faolain et al. proposed that a correlation length of the order of the circumference of the hole (effectively infinity) should perhaps be used for modeling experimental loss characteristics. However, a qualitatively better fit to data does not necessarily justify choosing an unusually large value for the correlation length, since their chosen correlation-length value (∼696 nm) is much larger than typical values (40 to 60 nm) extracted from SEM images of PCWs [29] and used in previous literature reports [16, 19] . It is also significantly larger than the correlation lengths for strip waveguides. O'Faolain et al. do demonstrate that for the particular reference waveguide that they modeled, a long correlation length can significantly reshape the loss dispersion curve, which is an interesting finding.
Minkov and Savona [32] consider two models for disorder in PCWs. The first model is similar to ours and considers radial fluctuations to be the main source of surface roughness; they find a nontrivial dependence of loss rates on correlation length. The second model considers fluctuations in the hole area, and it was found that varying the correlation length does not have as dramatic an impact on the loss rates as their first model. This latter model for surface roughness was experimentally studied by Le Thomas et al. [33] by measuring the correlation between group velocity measurements in disordered PCWs and radial or hole area fluctuations. Operating in the slowlight regime, they found a positive correlation between hole area fluctuations and group velocity, i.e., greater hole area fluctuations lead to a higher group velocity near the cutoff. However, the experimental data was insufficient to determine the correlation between group velocity and radial fluctuations.
Both of these aforementioned papers for modeling the effects of correlation length [31, 32] draw their conclusions from a specific PCW design and use only a few values of correlation length. O'Faolain et al. [31] studied a modified W1 PCW (a W1 consists of a missing row of holes) and considered only three values for correlation lengths (0, 40, 696 nm); they assumed a step function as the correlation function, though it is not clear how good this approximation is for modeling rapidly varying surface/sidewall roughness. Minkov and Savona used the standard W1 PCW for their calculations and chose only two correlation lengths (5 and 53 nm, assuming a hole radius of 144 nm). They then employed a Gaussian correlation function, which seems like a valid model for describing realistic surface roughness.
In this paper, we adopt the disorder-induced scattering model of Ref. [16] , extended to include local-field effects at the interface [18, 34] and a changing correlation length. We subsequently carry out a systematic study of the effects of correlation length and explore the impact of PCW design and the underlying Bloch mode on extrinsic scattering losses. We compute the ensemble-averaged backscatter and radiation (out-of-plane) losses, per unit cell, for the PCW, and we discuss the numerical implementation of the model. We do not take into account multiple scattering since the essential features discussed here remain essentially unchanged when one extrapolates losses to a finite-length PCW, and the extension to include multiple scattering is straightforward and documented elsewhere [23] . We study scattering losses as a function of both frequency and correlation length, where the correlation length is varied from a few nm to slightly more than half the circumference of the hole (effectively infinity, see Sec. IV). Importantly, we consider three different PCW designs and find a nontrivial dependence that is sensitive to both frequency and design. In contrast to what was found by O'Faolain et al. [31] , we find that a longer correlation length does not necessarily yield loss profiles with significantly different features. Moreover, unlike Minkov and Savona's work [32] on a specific W1 PCW, where increasing correlation length leads to an increase in loss rates, we observe that for some frequencies and designs, there exists a maximum loss that is reached for a finite correlation length (∼100 nm), in line with Payne and Lacey's finding for regular ridge waveguides [27] . For other frequencies and designs, we observe an asymptotical increase in loss as the correlation length increases. These trends are caused by the quickly varying amplitude and phase of the Bloch mode field around the hole circumference. The Bloch modes are highly design and frequency dependent, which we refer to as Bloch mode reshaping. Our findings demonstrate the important role of the Bloch modes in determining the loss behavior, and lead to an increased understanding of the role of correlation-length disorder in these systems.
The layout of the remainder of our paper is as follows: in Sec. II, we review our modeling approach for computing the disorder-induced backscatter and radiation losses, and include a discussion of the disorder polarization model employed. In Sec. III, we present our results showing the impact of correlation length on losses for three different PCW designs and for various correlation lengths. Section IV examines the dependence of our results on Bloch mode reshaping, and in Sec. V we discuss our findings in the context of the previous literature. Finally, we give our conclusions in Sec. VI.
II. THEORY OF DISORDER-INDUCED SCATTERING LOSSES
Disorder-induced losses in PCWs can be divided into two main loss channels, backscattering loss and radiation loss, with backscattering being the dominant loss mechanism for slowlight waveguides (as also shown in Fig. 4 ). Backscattering losses occur due to coupling between the forward-and backward-propagating Bloch modes, while radiation losses are due to coupling between the propagating Bloch mode and radiation modes above the light line. Treating structural disorder as a perturbation which gives rise to macroscopic polarization density function P(r,ω), we start with the Dyson equation which is a self-consistent, nonperturbative solution for the electric field E(r,ω) in the disordered system,
where E 0 (r,ω) is the unperturbed electric field and ← → G (r,r ,ω) denotes the Green function or tensor satisfying the following wave equation,
where ← → I is the unit dyadic, ε(r) is the ideal dielectric constant profile of the PCW, and G ij (r,r ,ω) is the ith component of the electric field at r that arises in response to a j polarized point dipole at r with angular frequency ω. Since P ∝ E, we iterate the solution to second order (perturbative Born approximation) to derive the ensemble-averaged backscattering power loss, per unit cell, which is given by (the ω dependence is implicit) [16] 
where E(r) = e k (r)e ikx , e k (r) is the Bloch mode, x denotes the direction of the waveguide, a is the pitch, v g is the group velocity, and P(r) represents the structural disorder (i.e., this is zero for a perfect PC lattice). The Bloch modes are normalized through cell ε(r)|e k (r)| 2 = 1 and the bracket term · · · refers to the expectation or an ensemble average over nominally identical disordered waveguides. The polarization term representing structural disorder accounts for a quickly varying dielectric perturbation around the hole surfaces, as shown in Fig. 1 . Lastly, the ensemble-averaged radiation loss per unit cell, α rad , is derived similarly [23] and is given by
where Im[· · · ] denotes the imaginary part, and ← → G rad denotes the radiation contribution to the total Green function of the PCW. The details for approximating ← → G rad for a PCW are discussed in Ref. [35] , and it essentially accounts for scattering out of the PCW via the continuum of radiation modes above the light line. A particularly attractive feature of 245151-3 TABLE I. Parameters illustrated in Fig. 2(a) for the three different waveguides considered in this work. our model is that it uses the unperturbed Bloch modes and band structure of the PCW as input, and these are straightforward to calculate since various efficient numerical algorithms for solving Maxwell equations in periodic media already exist in the literature [36] . Such an approach not only helps to identify the underlying physics of disorder-induced scattering, but has been successfully used to model a variety of related experiments [13, 23, 24, 30, 31] . The disorder polarization term P(r) arising from a disordered element at r is given by [18, 34] 
where ε 1,2 are the dielectric constants for air and the underlying slab, respectively, α ,γ ⊥ are the polarizability tensors representing the disordered element and E , D ⊥ = ε(r)E ⊥ are the parallel and perpendicular components, respectively, of the ideal electric/displacement fields at the air-slab dielectric interface, and V is the volume of the disorder element. Unlike the weak-index contrast model P = εE, which is known to be ill defined in high-index contrast structures such as PCWs [18, 37] , the local fields in this model are well defined at dielectric interfaces with high-index contrast. While the more traditional slowly varying surface model introduced earlier by
(Color online) The Bloch mode intensity |e k | 2 in a horizontal slice in the center of the slab for the three frequencies and PCW designs marked in Fig. 2(b) . As indicated by the markers (+ + +, × × ×, • • •), the wave vector k is kept fixed in each horizontal panel as it approaches the mode edge from top to bottom in each vertical panel.
Johnson et al. [37] , and employed in Ref. [19] , is also well defined at dielectric interfaces, our model is more suited to intrinsic PCW disorder as it models the quickly varying surface of the disordered hole through its asymmetric numerical polarizability tensors. Apart from computing experimentally relevant losses without problematic polarization components at the interface, this model also predicts a nonzero first-order resonance frequency shift [34] , in good agreement with recent experiments [38, 39] .
Since we assume a constant cross section for the disorder element, V is replaced by the cross-sectional area A of the disordered element [18] in Eq. (5). Since A A, it is sufficient to consider only the lowest-order term in the expression of A which is proportional to | r|, the magnitude of the rapid intrahole radial fluctuations. Under these assumptions, Eq. (5) is slightly modified [18] and, by inserting this into Eq. (3), one can show that Eq. (3) is reduced to a line integral around the cylindrical circumference of each hole in the unit cell. To abbreviate notation, we denote
where the dot product is defined in Ref. [40] . Thus the backscatter loss expression is given by
where m denotes the cylindrical boundary of the mth hole in the ideal PCW and ε av = (
). The numerical polarizability tensors depend on the sign of the radial fluctuation, where r > 0 denotes a bump into the slab and vice versa, and α [sgn( r)],γ ⊥ [sgn( r)] where sgn(x) is the standard sign function; the polarizability tensors are computed using the formulas given in Johnson et al. [18] . In cylindrical coordinates, where θ denotes the polar angle and z denotes the height, the random radial fluctuations are assumed to vary as a function of polar angle only, r(θ ). The radial fluctuations are modeled as a Gaussian stochastic process which is determined by its first-order (mean) and second-order (standard deviation σ ) moments. Also consistent with experimental data, intrahole fluctuations are assumed to be correlated; so we introduce the correlation length l c , as a measure of the arc length over which two points on the hole surface are strongly correlated to each other. The mean of the fluctuations is assumed to be zero and the correlation length can be estimated from SEM images [29] . The autocovariance function given below, between any two points on a hole of radius r m , is adapted from the works of Marcuse [26] and Payne and Lacey [27] in the field of optical waveguides, and is given by
This allows one to generate various instances of disordered holes, as shown in Figs. 1(b)-1(f) . A valid autocovariance function regardless of the functional form must have two features in common [26] , for |θ − θ | → 0, it must reach its maximum and vanish as |θ − θ | → ∞. While rms roughness σ controls the magnitude of the roughness, the role of correlation length is more subtle. For a fixed σ , as l c → 0, the hole gets rougher to the point where no two points are correlated, as shown approximately in Fig. 1(b) , and as l c → ∞, all points on the hole become perfectly correlated so only the radius of the hole changes, as shown in Fig. 1(f) . Lastly, the correlation function is contained within the expression of Eq. (7) and in this case is given by e −r m |θ−θ |/l c .
III. RESULTS FOR DISORDER-INDUCED LOSSES AND HOW THEY DEPEND ON CORRELATION LENGTH AND DESIGN
Loss characteristics for three different PCW designs are studied as a function of correlation length and frequency. Two of the designs are so-called dispersion engineered (DE) by manipulating some of the hole positions in the periodic lattice, and the third design is the standard reference. The two other PCWs are referred to here as WG2 and WG3, respectively. Dispersion engineering is achieved by tailoring the dispersion via geometrical modifications of the underlying periodical dielectric structure with the intent of better designing the slow-light nature of the PCW. This is mainly accomplished through two intertwined features: minimizing group velocity dispersion (GVD) over a finite range of frequencies [41] , giving one a better delay bandwidth product, and designing slow-light regions away from the mode edge [42] . The two chosen DE designs (WG2 and WG3) were experimentally demonstrated by Sancho et al. [3] to have an improved delay bandwidth product and lower power losses than the reference W1 design. The reduction in loss was found to be due to Bloch mode spatial reshaping, which lowered the field amplitude around the hole circumference, and hence minimizes the loss integral term in Eq. (3) [30] . A schematic illustrating the geometrical modifications, tailored band structures, and modes for all waveguides is shown in Figs. 2 and 3 .
The structural parameters for the three waveguides are given in Table I , where h denotes the thickness of the PC slab. Given an average pitch (a) of 480 nm, the typical circumference of a hole in our designs is approximately 663 nm. We use a rms roughness value of σ = 4 nm and vary the correlation length from 40 to 400 nm (∼0.08a-0.83a). We employ the polarization model introduced in Sec. II to compute the ensemble-averaged backscatter and radiation losses per unit cell for all three designs. For numerical calculations, the band structure and eigenmodes of Maxwell's equations for the fundamental unit cell of an ideal PCW were computed by the MIT PHOTONIC-BANDS (MPB) [36] package, and the integration in Eqs. (3) and (4) is carried out numerically using a double Riemann sum with step sizes of 5 and 28 nm in the azimuthal and vertical directions, respectively. These spatial step sizes were checked to be sufficiently small to ensure numerical convergence for the spatial integrals. For all three designs, we compare the backscatter and radiation losses using a semi-logarithmic scale in Fig. 4 given a correlation length of 40 nm, a typical value used in our previous works [16, 23, 30] . We see that for all chosen frequencies and PCW designs, radiation losses are at least an order of magnitude lower than backscattering losses, so their precise behavior as a function of correlation length is less important. Therefore, we will focus on backscattering losses for the rest of the paper. (n g denotes the group index) as a function of correlation length for these frequencies. By removing the group index scaling, we are focusing on the contribution of the integral term of Eq. (3) which highlights the interplay between the normalized Bloch modes and the correlation function. As shown in Figs. 5 and 6, independent of waveguide design, for frequencies lying close to the mode edge, backscatter loss increases asymptotically as the correlation length increases and similarly for frequencies far away from the mode edge lying near the light line. For W1 and WG3 designs, for ν(c/a) ≈ 0.3127, 0.3114, respectively, in Figs. 5(d) and 5(f), we observe a deviation in this behavior, shown more clearly in Figs. 6(d) and 6(f) as the backscatter loss reaches a maximum for l c ≈ 100 nm and then decreases towards an asymptotic value as the correlation length increases. This is in line with the previous work of Payne and Lacey [27] , who also observed a peak in radiation losses as a function of correlation length in regular optical waveguides. In stark contrast, the WG2 design exhibits no such maximum as the behavior is similar to the other two frequencies. A peak in the backscatter loss is caused by the interplay between the correlation function and the field terms e 2 e * 2 , d
of Eq. (6), which are implicitly dependent on the amplitude and phase of the Bloch mode around the holes. The behavior of backscatter loss for a correlation length of 400 nm resembles l c → ∞ since the correlation length is greater than half the circumference of the hole (see Sec. IV) and we see from Figs. 6(d)-6(f) that independent of the frequency or design, the losses approach a finite limit. On the other hand, as l c → 0, backscatter loss depends on the polarization model employed. To examine this limit numerically, we employ a Riemann sum which is a first-order approximation where the numerical error is of the order of the spatial step size ∼ O(δr). If the target numerical error is less than the correlation length < O(l c ), then one can show that the step size must be less than the correlation length δr < O(l c ). Therefore, given a step size δr, the lowest correlation length one can study numerically is the order of the step size. Our numerical step size in the azimuthal direction is approximately 5 nm. For the polarization model employed here, the backscatter loss decreases to a positive definite value theoretically as l c → 0, as one can see if one extrapolate the curves in Figs. 6(d)-6(f) . For weak-index and smooth surface polarization models employed previously [16, 19] , the backscatter loss vanishes, as l c → 0 theoretically but numerically is limited by a finite grid size, as shown in Fig. 7 .
To summarize, the backscatter loss dependence on correlation length is nontrivial and highly dependent on the underlying Bloch mode spatial profiles. In addition, we do not find that a longer correlation length necessarily yields a significantly different loss profile as reported in Ref. [31] for a specific design. While there are subtle differences as the correlation length varies, we find that the essential features of the loss profile remain largely unchanged (e.g., the loss increases dramatically as one approaches the mode edge for all correlation lengths). Since the choice of correlation length should be guided by SEM images of real samples and similar correlation lengths have been reported for silicon ridge waveguides [21] , it seems not too surprising that a value of 40 nm has been a good estimate to use in a model for computing experimentally relevant loss values for PC waveguides having a pitch of around 480 nm.
IV. INTERPLAY BETWEEN THE CORRELATION FUNCTION AND BLOCH MODES
We have studied and shown a nontrivial dependence of losses on correlation length for three different PCW designs and frequencies. The qualitatively different behaviors are caused by strong Bloch mode reshaping occurring in DE PCWs, which we will study in more detail in this section. We have varied the correlation length systematically (effectively from near zero to infinity) and found that for some designs and frequencies, such as the reference W1 and WG3, there exists a maximum loss which is reached for a finite correlation length (≈100 nm), while for the WG2 design, the losses increase asymptotically as the correlation length increases. As remarked above, similar behavior was also observed in regular dielectric waveguides by Payne and Lacey [27] , but in their case the upper limit for loss was shown to be dependent on the Fourier transform of the correlation function and completely independent of the waveguide mode since it is constant on the sidewalls of a planar waveguide. Unlike dielectric waveguides, backscatter loss in PCWs is highly dependent on the quickly varying Bloch modes on the hole boundary, as shown in Eq. (6) and Fig. 3 . To help understand this hypothesis, we now study the contribution of both the phase and amplitude of the Bloch modes on backscatter loss in PCWs.
For simplicity, we use the weak-index contrast polarization model for disorder (i.e., P = εE) [16] to examine the effect of the integral term in Eq. (3) since the integral takes a much simpler form compared to Eq. (6) and the trends observed in the previous section remain unchanged. Approximating further, we consider only the two holes closest to the line defect since most of the Bloch mode intensity is concentrated there (see Fig. 3 ). Under these assumptions, denoting I 0 as the integral contribution to the backscatter loss, the basic loss characteristics of Eq. (3) can be written as
where r 0 is the radius of the nearest hole. We note that e 2 k is an implicit function of the Bloch mode phase and amplitude and, using the triangle inequality, one can show that |e 
Figures 7(d)-7(f) plot I a (l c ,ν)/max(I a ) for the selected three frequencies and designs. Since the amplitude is a positive definite quantity, we observe a monotonic increase as the correlation length increases. Hence the Bloch mode amplitudes are not enough to explain the trends observed in the previous section. If we now neglect the amplitude (i.e., consider only the phase), the integral from Eq. (8) becomes
and we plot I p (l c ,ν)/max(I p ) in Figs. 7(g)-7(i). In comparison with Fig. 6 , the trends for all frequencies agree well for the W1 and WG2 designs, but for the WG3 design, where the existence of a maximum is not observed. This leads us to conclude that, in general, both the phase and amplitude of the Bloch modes around the holes (implicit in the term e plays an important role. For a finite correlation length and for certain frequencies and PCW designs, the intrahole interference is constructive and maximal over the domain of integration, leading to a maximum in backscatter loss. Physically this is similar to the transmission maximum of an antireflection coating caused by varying the thickness of the thin film, though clearly complicated by the field profiles and the hole structure of our PCWs.
V. DISCUSSION
It is useful to compare our results to previous works in the literature. In Ref. [31] , it was suggested that correlation length of the order of the circumference of the hole (effectively infinity) should be used to compute a loss profile that accurately captures the essential features observed in experiments.
Their model is derived from the work of Wang et al. [19] with similar prefactors as in Eq. (3); the integral term in their backscatter loss expression is given by n | l c α(r)dr| 2 , where
, and the hole is divided into n parts of length l c and the fields are integrated over these line segments. This approach is clearly not the same as our nonseparable double spatial integration, as is shown in Eq. (6) . To the best of our understanding, the expression above is derived assuming the correlation function is a step function, where l c denotes the correlation length over which radial fluctuations are perfectly correlated (unity) and uncorrelated everywhere else (zero) outside of the segment. It is not clear why points within these segments will not be correlated with neighboring segments, and such a model cannot be derived from the typical Gaussian or exponential functions for the intrahole correlation. This may explain why O'Faolain et al. [31] notice such an unusually strong dependence in their loss behavior when the correlation length is changed from 40 nm to effectively infinity.
However, as mentioned in Sec. II, all correlation functions approach unity as the correlation length approaches infinity and the coupled double integral in Eq. (3) is then separable and the field is integrated coherently around the entire hole circumference. The disorder model then becomes equivalent to the size disorder model, which only models changes in the hole radii. As stated in Ref. [19] , this simplified model captures the qualitative loss behavior and O'Faolain et al. [31] findings demonstrate this for their DE PCW designs.
The other recent work on the role of correlation length is by Minkov and Savona [32] , who study the effect of correlation length on loss rates that include both backscatter and out-ofplane losses. They consider two different disorder models for modeling a quickly varying hole surface, namely, the standard rapid radial fluctuations which we employ in this work and rapid fluctuations of the hole area. For the first model, they find that losses vary nontrivially as a function of correlation length, though they only study the W1 design and use only two correlation lengths (approximately 5 nm and 53 nm). They notice an increase in the loss rates for all frequencies as the correlation length is increased. Lastly, Minkov and Savona discuss another disorder model based on hole area fluctuations and show that the loss rates are largely unaffected by changing l c , suggesting it to be a better model than the previous one. While we have not tested this model, it looks promising as an alternative model, yet it remains to be seen whether their conclusions also hold for DE PCWs.
VI. CONCLUSION
We have studied the behavior of disorder-induced losses as a function of correlation length using a quickly varying disorder model for three PCW designs. We found that the loss dependence on correlation length is dependent on both the phase and amplitude of the Bloch modes, which are highly dependent on the design and frequency of the bound propagation modes. In contrast to recent work [31] , we find no significant changes in the loss spectrum as the correlation length is varied. Our studies also show the existence of a maximum loss given a finite correlation length for some frequencies and designs. Furthermore, using experimentally extracted values for surface roughness and correlation length, our calculations are in good agreement with experiments done on DE PCWs, as shown in Ref. [30] . However, there is always room for improvement in the models, and one effect that is potentially important is to account for is the disorder-induced changes in the band structure [39] .
