Abstract-In this paper, we extend our previous work on user assignment in Cloud-RAN, where we proposed an algorithm for user assignment (UA). We motivate the inherent fairness issue that is present in the latter UA scheme, since some users in the system will never get served. To improve the fairness, we propose that the UA scheme is preceded by a user scheduling step which aims at selecting at any time the users that should be considered by the UA algorithm for scheduling (in the next time slot). Two user scheduling approaches have been studied. The first scheme improves the minimum throughput (MT), by selecting at any time the users with the lowest throughput. The second scheme is based on round-robin (RR) scheduling, where the set of potentially scheduled users for the next slot, is done by excluding all the previously served users, in that round. Moreover, the subset of actual users to be served, is determined using the UA algorithm. We evaluate their fairness and sumrate performance, via extensive simulations. While one might have expected a tradeoff between the sum-rate performance and fairness, our results show that MT improves both metrics, when compared to the original UA algorithm (without fairness), for some choice of parameter values. This implies that both fairness and aggregate system performance can be improved, by a careful choice of the number of assigned and served users.
I. INTRODUCTION
Historically, most of the gains in data rates are due to densification [1] , by increasing the number of base stations, antennas, and cells. Evidently, mechanisms for coordinating the increased number of (Base Stations) BSs and antennas, are required. In that sense, Cloud Radio Access Network (Cloud-RAN) is one of the most promising architectures, for achieving densification. In Cloud-RAN systems, radioheads have limited baseband capabilities, and are connected to central processors (CP) (also referred to as aggregation node) via high-capacity wired/wireless backhaul links. Moreover, an antenna domain (AD) is a collection of radio-heads, connected to a particular central processor. Essentially, the central processor gathers all the required (Channel State Information) CSI, performs a set of tasks (e.g., precoder optimization), and communicates the decision to the radio-heads (and users potentially).
The first ideas behind Cloud-RAN originate in investigating setups with interconnected radio heads [2] . The problem of dynamic radio-head clustering has been addressed in several earlier works, where caching and multi-cast transmission are assumed [3] , [4] , and energy efficiency is optimized [5] . While most previous work on Cloud-RAN focuses on systems with one central processor, in our earlier works [6] , [7] , we addressed the problem of user assignment in multi-CP / multi-AD settings, in order to mitigate intra-and inter-AD interference.
More specifically, in [6] , we investigated the optimal assignment of users to antenna domains (ADs), using the total interference leakage as a metric. We formulated the problem as an integer programming problem, and proposed an iterative algorithm based on the known block-coordinate descent (BCD) method for obtaining such an assignment. Moreover, for each user-to-AD assignment, we proposed a precoding mechanism (at the radio-heads of each AD) aimed at completely suppressing the intra-AD interference. Starting from an initial/input set of users, the proposed UA algorithm selects the 'best' subset of users. This selection feature inevitably leads to fairness problems, as some users will not get selected. Our aim in this work is to address such a limitation, by modifying the UA scheme to enforce fairness.
We propose a first scheduling method, based on minimum throughput, where users with lowest throughputs are given to the UA algorithm (to be potentially served during the next scheduling time-slot). We also propose another scheduling method based on round-robin (RR), where the previously served users are excluded from the set of potentially served users for the current time slot. The proposed UA scheme is then used to select the set of served users. While imposing fairness comes at the cost of sum-rate performance generally, we observe that this is not the case here. More specifically in the case of min-throughput scheduling, interestingly we observe that this is not the case in the studied 5G Cloud-RAN scenario, for specific parameter values. The rest of the paper is structured as follows: We present the system model in Sec. II, recap the previously proposed scheme from [7] in Sec. III, detail the two proposed fairness schemes in Sec IV, and present the numerical results in Sec. V.
II. SYSTEM MODEL

Notation:
We use bold upper-case letters to denote matrices, bold lower-case to denote vectors, and calligraphic letters to denote sets. Furthermore, for a given vector , ∥ ∥ 2 2 denotes its 2 norm, its transpose, † its conjugate transpose, and [ ] its th element. denotes the binary set, and ℤ + denotes the set of natural numbers. Given a set , | | denotes its cardinality, and − the set difference operation.
We investigate a typical Cloud-RAN setup comprising of central processors, radio-heads, and users. We follow the same naming conventions introduced in our earlier 978-1-5090-5935-5/17/$31.00 ©2017 IEEE [6] , [7] . Each central processor is connected to radio-heads, and each radio-head is serving a set of users. Moreover, an antenna domain consists of the set of radioheads connected to a particular central processor. Each antenna domain comprises radio-heads and users. We can thus abstract the operation of the radio-heads within each antenna domain: in that sense, one can say that users are assigned to antenna domains directly (rather than radio heads). This system model is illustrated in Fig. 1 .
For simplicity, we denote by the index of the th user, in the th antenna domain, ∈ (henceforth referred to as user ). We assume a downlink transmission scenario, where the received signal at user is given by,
where ℎ ℎ ℎ
is the Multiple-Input Single Output (MISO) channel from antenna domain to user at time slot , ( ) ∈ ℂ ×1 the beamforming vector to user ∈ at time slots , ( ) the data symbol for user ∈ in time slot , ( ) the AWGN noise for user ∈ , during time slot (with variance 2 ), and the transmit power for each antenna domain. We consider a block fading channel model, where channels remain essentially constant, for the duration of communication.
Moreover, the precoding is done to suppress all intra-AD interference, as follows,
where ( ) > 0 is a free parameter that is chosen to satisfy the maximum transmit power constraint (per antenna domain), i.e.,
Consequently, it is easy to verify that the received signal and SINR, for user ∈ during time slot , is given by:
A. Recap of User Assignment Algorithm
Starting from an initial assignment (i.e., users to radioheads, and radio-heads to central processors), the UA problem is formulated as the optimal assignment of users to antenna domains, w.r.t. minimizing the total interference leakage in the system [7] . While maximizing the sum-rate of the network is the primary interest, finding the user assignment that maximizes the sum-rate is known to be NP-hard [8] . Moreover, future C-RAN deployments are likely to be dense, and thus interference-limited. Consequently, we opt to focus on minimizing the interference leakage. We summarize below the main steps of the UA algorithm, for completeness:
• Start with an initial input set of users, .
• Compute the matrix of coupling coefficients.
• Find user-to-AD assignment that minimizes the interference leakage, .
• Ensure that users are served per AD, i.e., | | = where is the loading factor for each AD.
For the purpose of this work, we can abstract the UA algorithm's operation, as the following function:
where is the input set (e.g., the set of all users in the network), ( ) the subset of users selected by the algorithm at time-slot (| ( ) | = ), and we neglect other input parameters such as CSI, for simplicity. Once the assignment is performed, the achievable rate of user ∈ ( ) for time-slot , is given as,
The above expression holds for the scheduled users, ∈ ( ) , thereby implying that non-schedule users, ∈ − ( ) , have zero rates. Essentially, during each time-slot, the UA algorithm selects a subset of the total number of users, that minimizes the total interference leakage. The algorithm does not take into account whether the remaining unscheduled users are ever served or not: this naturally raises concerns about its fairness.
III. PROPOSED SCHEMES FOR FAIRNESS
In this section, we investigate two different mechanisms for stimulating fairness, of the above UA method. The first scheme consists of preselecting users that have small throughput during previous time-slots, and providing that as input to the UA algorithm to select the subset that is served. In the second scheme, the pre-selection is based on round robin, and later provided as input to the UA algorithm (that selects the subset to be served).
A. Min-Throughput Scheduling
We investigate a scheduling scheme based on the achieved throughput of each user, during the previous time-slots. In the context of this algorithm, the throughput of user for timeslot − 1, is defined as its average rate until time-slot − 1,
where ( ) is the rate of user (defined in (5)). During time slot − 1, the scheme essentially consists of ranking all users, based on their throughput from timeslot − 1 (¯( −1) in (6) ≤ ⋅ ⋅ ⋅ ). We also define ( −1) as the set of worst users (i.e., users with lowest rates) in time slot − 1: it consists of the first in ℛ ( −1) , and is expressed as,
We reiterate the aim of the algorithm, that is to support the weakest terminals, in terms of throughput during previous time-slots. From that perspective, ( −1) can be seen as the set of potentially scheduled users for the next slot. We use the UA algorithm to find the set of users that will be served in the next slot. Then, ( −1) is given as input to the UA algorithm, as well as , channel information {ℎ ℎ ℎ , }, and other system parameters. Finally, the UA algorithm is used to select the best subset of users, to be served in the next slot, , i.e., ( ) = (
Recall that users are served in each time slot, i.e. | ( ) | = . The selected users are served, and the corresponding sum-rate at time-slot is given by,
The scheme is detailed in Algorithm 1.
Remark 1.
In some cases, more than -users can have the same throughput: to break such a tie, we pick the bottomusers that have the lowest user index (for simplicity).
B. Round-Robin Scheduling
In th part, we propose another scheme to improve the fairness of the UA algorithm. A pre-selection of users is performed first, based on Round-Robin (RR). The resulting set is then given as input to the UA algorithm, to select the users to be served. Recall that UA has a built-in user selection feature: starting with an input of users, UA selects the best subset (where < ) that minimizes the interference leakage, and optimizes the corresponding precoders. Our proposal is to exploit this built-in user selection feature, to serve nonoverlapping subsets of the total user set, in consecutive time slots. Let denote the number of such user groups (we assume Find users with lowest throughout, as first elements in ℛ ( −1) :
Run UA algorithm with ( −1) as input, and find subset of best users from ( −1) :
) that the total number of users is divisible by ). During each round, the users in each time slot are determined by excluding users that have been served, in the current round. Moreover, within each round, the set of scheduled users are non-overlapping. Let ( ) denote the set of users served during time-slot . 1 Recall that is the total number of users in the system. Then the proposed scheme can be described as follows. For instance, the first round is shown below:
run UA with as input to obtain ( ) , i.e., ( ) = ( ) . Serve users in ( ) .
• At = 2 : run UA with
) . Serve users in ( ) . :
run UA with
where − denotes the set difference. After = timeslots the first round is over, and the algorithm goes back to selecting from the full set of users (due to its round-robin nature). The detailed steps are shown in Algorithm 2, for round ( = 1, 2, ...) of the algorithm. The sum-rate at the end of time slot (needed for the numerical results), is given by,
Remark 2. In contrast to 'pure' round robin, where the selected users are predetermined and fixed across different rounds, the sequence of scheduled users is potentially different for different rounds in Algorithm 2, due to the additional UA selection. = 1, 2, 3, ...) At time-slot = ( − 1) + 1 :
Algorithm 2 Round-Robin Scheduling (RR) // Round number (where
At time-slot = ( − 1) + 2 :
) . Serve users in 
IV. NUMERICAL RESULTS
A. Simulation Methodology
In this section we compare the performance of both schemes in terms of fairness and sum-rate performance. The simulation setup and parameterization is described in full details, in [9] . We consider a system with = 2 AD (central processor), = 4 radio heads per AD, = 4 antennas per radiohead, = 8 users per AD, for a total of = 16 users. Positions of users, radio-heads, and central processors are generated at random, and fixed throughout the simulation. The corresponding geometry is shown in Fig. 2 , where all the users are numbered from 1 to 16. All results are averaged over 500 different channel realizations. Each channel realization follow a Rician LoS model (Refer to [9] for the parameterization). As a reference scheme, we use the original UA scheme (without any fairness), while setting = 4.
B. Simulation Results
We initially investigate the sum-rate CDF of the proposed schemes for several values of (in the case of the MinThroughput (MT) scheme), and (in the case of the RoundRobin (RR) scheme). The results are shown in Fig. 3 (we also show the average sum-rate value for each of the schemes). Note that we see a huge improvement by going from MT with = 2, to MT with = 4, which implies that the choice of loading factor is extremely important. We also observe a degradation in sum-rate performance by going from RR with = 2, to RR with = 4: this is due to the non-overlapping access nature of the scheme, that results in a loss in degreesof-freedom. We note that this trend is still valid beyond = 4, though not shown here.
We also compute the per-user CDF, for the same setup, where the averaging is performed across different channel realizations, and users. The result in Fig. 4 clearly reveals that schemes such as RR ( = 4, = 2) and MT with = 2, suffer from a significantly elevated probability, that the user rate is zero (due to the fact that only = 2 users/per AD are served in each time slot, thus implying that the remaining 6 will have zero rates). Moreover, schemes such as RR ( = 2, = 4) and MT with = 4, significantly improve this issue, as they serve only 4 users get zero rates during the each time slot. In addition, we underline that user rate CDF is slightly better for MT with = 4, compared to RR ( = 2, = 4). We include in Fig. 5 the CDF of average user-rate, by first computing the average rate for each user and finding the corresponding CDF.
The results in the above figure show that MT with = 4 provides the best sum-rate performance, out of all the other schemes. We also 'zoom-in' on the spatial distribution of the sum-rate, by considering the average rate for each of the users in the system. This provides insight into fairness across the users. The simulation setup is still the same as above, and the 
C. Discussions
Looking at the sum-rate CDF in Fig 3 we see that MT with = 4 improves the performance of the UA algorithm (w/out fairness). Moreover, we also observe in Fig. 6 and Fig. 4 , that this scheme also provides the best fairness. Interestingly, the latter results reveal a counter-intuitive observation: while one would have expected a tradeoff between the sum-rate performance and fairness, we were able to improve on both. This stems from the existence of an 'optimal' value for the size of served users, , which cannot be too small -as it leads to a loss in degrees-of-freedom that degrees the sumrate performance, and not too large -as it leads to significant interference that also degrades the sum-rate performance. This in turn implies that aggregate system performance and 'celledge' fairness, can simultaneously be improved, by carefully selecting the number of scheduled users and the number of assigned users, in each time slot. More importantly, when looking at the original UA scheme in Fig. 6 , we see that it suffers from severe fairness problems, in the sense that some users never get served. This reinforces the main motivation of the present work.
V. CONCLUSION
We have extended in this work our previous UA algorithm, to deal with the lack of fairness. We have investigated two schemes, to be used in conjunction with the UA algorithm, for imposing fairness: While the first scheme is based on improving the minimum throughput, the second one builds on round-robin, where the set of potentially served users is determined by excluding all the previously served users, in the current round. We relied on simulating several performance metrics (e.g., sum-rate CDF, user-rate CDF, average user rate), to evaluate their performance. A main take-home message is that both fairness and sum-rate performance can be improved, by careful choice of the number of assigned and served users (refer to above discussion on balancing number of selected users), while keeping the complexity of the algorithm virtually the same. While one would have expected a tradeoff between fairness and sum-rate performance, MT with = 4 delivers gains over the original UA algorithm (w/out fairness), along both metrics.
