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Un e´quipement portable moderne inte`gre plusieurs capteurs d’image qui peuvent eˆtre
de diffe´rents types. On peut citer en guise d’exemple un capteur couleur, un capteur
infrarouge ou un capteur basse lumie`re. Cet e´quipement doit alors supporter diffe´rentes
sources qui peuvent eˆtre he´te´roge`nes en terme de re´solution, de granularite´ de pixels et de
fre´quence d’e´mission des images. Cette tendance a` multiplier les capteurs, est motive´e
par des besoins applicatifs dans un but de comple´mentarite´ en sensibilite´ (fusion des
images), en position (panoramique) ou en champ de vision.
Le syste`me doit par conse´quent eˆtre capable de supporter des applications de plus en
plus complexes et varie´es, ne´cessitant d’utiliser une seule ou plusieurs sources d’image.
Du fait de cette varie´te´ de fonctionnalite´s embarque´es, le syste`me e´lectronique doit pou-
voir s’adapter constamment pour garantir des performances en terme de latence et de
temps de traitement en fonction des applications, tout en respectant des contraintes
d’encombrement.
Nous proposons dans cette the`se un nouveau re´seau de communication sur puce (NoC)
pour un syste`me sur puce (SoC) de´die´ a` la vision. Ce re´seau permet de ge´rer dynami-
quement diffe´rents types de flux en paralle`le en auto-adaptant le chemin de donne´e entre
les unite´s de calcul, afin d’e´xe´cuter de manie`re efficace diffe´rentes applications.
La proposition d’une nouvelle structure de paquets de donne´es, facilite les me´canismes
d’adaptation du syste`me graˆce a` la combinaison d’instructions et de donne´es a` traiter
dans un meˆme paquet.
Nous proposons e´galement un syste`me de me´morisation de trames a` adressage indirecte,
capable de ge´rer dynamiquement plusieurs trames image de diffe´rentes sources d’image.
Cet adressage indirect est re´alise´ par l’interme´diaire d’une couche d’abstraction mate´-
rielle qui se charge de traduire des requeˆtes de lecture et d’e´criture, re´alise´es suivant des
indicateurs de la trame requise (source de l’image, indice temporel et dernie`re ope´ration
effectue´e).
Afin de valider notre proposition, nous de´finissons une nouvelle architecture, appele´e
Multi Data Flow Ring (MDFR) base´e sur notre re´seau avec une topologie en anneau.
Les performances de cette architecture, en temps et en surface, ont e´te´ e´value´es dans le
cadre d’une imple´mentation sur une cible FPGA.
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Abstract
Modern portable vision systems include several types of image sensors such as colour,
low-light or infrared sensor. Such system has to support heterogeneous image sources
with different spatial resolutions, pixel granularities and working frequencies. This trend
to multiply sensors is motivated by needs to complete sensor sensibilities with image
fusion processing techniques, or sensor positions in the system. Moreover, portable vi-
sion systems implement image applications which require several images sources with a
growing computing complexity.
To face those challenges in integrating such a variety of functionnalities, the embedded
electronic computing system has to adapt permanently to preserve application timing
performance in latency and processing, and to respect area and low-power constraints.
In this thesis, we propose a new Network-On-Chip (NoC) adapted for a System-On-Chip
(SoC) dedicated to image applications. This NoC can manage several pixel streams
in parallel by adapting dynamically the datapatah between processing elements and
memories. The new header packet structure enables adaptation mechanisms in routers
by combining instructions and data in a same packet.
To manage efficiently the frames storage required for an application, we propose a frame
buffer system with an indirect frame adressing, which is able to manage several frames
from different sensors. It features a hardware abstraction layer which is in charge to
collect reading and writing requests, according to specific frame indicators such as the
image source ID.
The NoC has been validated in a complete processing architecture called Multi Data
Flow Ring (MDFR) with a ring topology. The MDFR performances in time and area
has been demonstrated for an FPGA target.
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Les travaux de recherche mene´s et pre´sente´s dans ce manuscrit ont e´te´ effectue´s dans le
cadre d’une convention CIFRE entre le Centre d’Excellence Came´ra Thermique et Por-
table (CE-CTP) de la socie´te´ Sagem (Groupe SAFRAN) et le laboratoire Informatique
Gaspard Monge, Equipe ESIEE A3SI, Unite´ Mixte CNRS-UMLV-ESIEE (UMR 8049)
de l’Universite´ Paris-Est.
Les syste`mes de vision embarque´s et portables ont connu ces dernie`res anne´es des pro-
gre`s technologiques dans diffe´rents domaines : qualite´ des objectifs, performance des
capteurs d’image, des afficheurs portables et de l’e´lectronique embarque´e be´ne´ficiant des
avance´es en technologie d’inte´gration des circuits inte´gre´s re´alise´s avec une finesse de
gravure croissante. Cette forte dynamique des syste`mes embarque´s pour la vision, est
stimule´e par un marche´ qui s’est conside´rablement e´largi dans des domaines spe´cialise´s
comme la vide´o-surveillance, et grand public comme la te´le´phonie mobile. Dans le secteur
industriel, ces syste`mes sont e´galement implique´s pour tout syste`me pouvant ne´cessiter
une assistance dans le guidage a` la fois dans le secteur terrestre (jumelle d’observation
portable, automobile), naval et ae´rien (avion, he´licopte`re, drone).
Un e´quipement portable moderne inte`gre plusieurs capteurs d’image qui peuvent eˆtre
de diffe´rents types. On peut citer en guise d’exemple un capteur couleur [1], un capteur
infrarouge [2, 3] ou un capteur basse lumie`re [4–6]. Cet e´quipement doit alors supporter
diffe´rentes sources qui peuvent eˆtre he´te´roge`nes en terme de re´solution, de granularite´
de pixels et de fre´quence d’e´mission des images [7]. Ces capteurs ne cessent de croˆıtre en
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terme de re´solution spatiale avec des tailles d’acquisition d’image de l’ordre de plusieurs
dizaines de Mbits avec des de´bits atteignant aise´ment le Gbit par seconde.
Cette tendance a` multiplier les capteurs, est motive´e par des besoins applicatifs dans
un but de comple´mentarite´ en sensibilite´ (fusion des images), en position (panoramique)
ou en champ de vision. Le syste`me doit par conse´quent eˆtre capable de supporter des
applications de plus en plus complexes et varie´es [8], ne´cessitant d’utiliser une seule ou
plusieurs sources d’image. Ces applications subissent des e´volutions permanentes moti-
ve´es par un souci de robustesse et une volonte´ d’accroˆıtre le nombre de fonctionnalite´s
dans un syste`me pour le rendre le plus polyvalent possible.
Dans le domaine de la vision, ces applications couvrent des besoins principaux et incon-
tournables comme la restauration d’image, l’ame´lioration de l’image, l’analyse d’image
et la visualisation. Ces applications imposent par exemple un traitement de trames en
paralle`le, dans le but de les fusionner dans le domaine spatiale et temporel. En pratique,
le choix des fonctionnalite´s d’un syste`me moderne, est re´alise´ dynamiquement, suivant
un besoin utilisateur et en fonction de l’environnnement.
Du fait de cette varie´te´ de fonctionnalite´s embarque´es, le syste`me e´lectronique doit pou-
voir s’adapter constamment pour garantir des performances en terme de latence et de
temps de traitement en fonction des applications, tout en respectant des contraintes
d’encombrement.
Dans ce but, nous distinguons deux niveaux d’adaptation pour ce syste`me : le niveau
fonctionnel et le niveau architectural. Le niveau fonctionnel correspond a` la modification
de l’ordonnancement des unite´s de calcul selon l’application. Le niveau architectural
correspond a` la modification de la structure architecturale du syste`me e´lectronique pour
effectuer le calcul.
Pour l’e´tude de l’adaptation au niveau architectural, nous nous positionnons au niveau
du syste`me sur puce (SoC).
Meˆme si depuis de nombreuses anne´es, un grand nombre de solutions architecturales ont
e´te´ propose´es pour ame´liorer l’adaptabilite´ des unite´s de calcul [9, 10], un proble`me ma-
jeur persiste au niveau du re´seau d’interconnexion qui n’est pas suffisamment adaptable,
en particulier pour le transfert des flux de pixels et l’acce`s aux donne´es.
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De multiples solutions d’interconnexion ont e´te´ propose´es [11] et utilise´es de manie`re
traditionnelle dans les syste`me de vision comme des syste`mes point-a`-point ou multi-
bus hie´rarchique. Ces types d’interconnexion deviennent rapidement complexes a` ge´rer
avec des latences de communication croissantes. Ces latences sont duˆes au fait que les
syste`mes sont en constante e´volution en nombre d’unite´s de calcul et en nombre de flux
de pixels, de diffe´rents types, a` traiter.
Depuis une dizaine d’anne´es [12–14], les premiers concepts et prototypes de re´seau de
communication sur puce, appele´ Network-on-Chip, sont apparus. Le re´seau de communi-
cation constitue une re´ponse actuelle pour faire face a` la croissance du nombre de coeurs
de traitement sur une puce.
De nombreuses e´tudes ont e´te´ effectue´es depuis, pour porter et e´valuer diffe´rentes so-
lutions d’interconnexion de multi-processeurs vers cette nouvelle approche de re´seau de
communication. C’est le cas par exemple pour l’architecture Chameleon dont les com-
munications ont e´te´ e´value´es dans un contexte de re´seau de processeurs sur puce [15].
La multiplicite´ de capteurs [16] apporte une difficulte´ supple´mentaire a` la conception
du syste`me d’interconnexion. La majorite´ des syste`mes multi-capteurs, ciblant ge´ne´rale-
ment des applications de ste´re´ovision, de fusion ou de re´haussement HDR, utilisent des
solutions de communication de´die´es et ainsi peu flexibles a` des modifications d’applica-
tions. Nous pouvons citer en exemple le syste`me StereoCam [17] de Philips pour une
application de ste´re´ovision, utilisant une communication point-a`-point, ou l’architecture
CRISP-DS [18] pour une application High Dynamic Range (HDR), utilisant des unite´s
de calcul de´die´es dans le pipeline. Ces solutions de´crivent des pipelines d’unite´s de calcul
de´finies et impose´es pouvant eˆtre programmables ou reconfigurables.
Le principal goulot d’e´tranglement re´side principalement dans la gestion de multiples
flux de donne´es. Ce verrou technologique est d’autant plus critique dans le domaine
de la vision embarque´e multi-capteurs. En particulier, le proble`me de l’adaptation du
chemin de donne´es dans le contexte de multiples flux he´te´roge`nes en paralle`le n’a pas
e´te´ suffisamment e´tudie´.
La proble´matique repose sur la manie`re d’acheminer et de traiter plusieurs flux image
diffe´rents en paralle`le tout en garantissant les performances. Elle s’inscrit dans notre
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contexte ou` le chemin de donne´es doit pouvoir s’adapter de manie`re dynamique en
fonction de l’application et des unite´s de calcul disponibles dans le SoC.
1.1 Contribution
Nous proposons dans cette the`se un nouveau re´seau de communication sur puce (NoC)
pour un SoC de´die´ a` la vision multi-capteurs [19, 20]. Ce re´seau permet de ge´rer dyna-
miquement diffe´rents types de flux en paralle`le en auto-adaptant le chemin de donne´e,
afin d’e´xe´cuter de manie`re efficace diffe´rentes applications.
Il est construit a` partir de deux types de routeurs, maˆıtres et esclaves. Les paquets de
donne´es transitent principalement entre deux routeurs maˆıtres qui sont se´pare´s par un
re´seau line´aire de routeur esclaves comportant des unite´s de calculs. Afin de traiter les
donne´es sur ces unite´s de calcul, le re´seau auto-adapte le chemin de donne´es des routeurs
esclaves en fonction d’un ensemble d’ope´rations directement spe´cifie´ dans l’en-teˆte du
paquet.
La proposition d’une nouvelle structure de paquets de donne´es, facilite les me´canismes
d’adaptation du syste`me graˆce aux informations contenues dans l’en-teˆte. Nous de´finis-
sons ainsi un en-teˆte, contenant a` la fois des informations caracte´ristiques de la trame
image (source de l’image, indice temporel, dernie`re ope´ration applique´e), des informa-
tions d’adressage (noeud source et de destination) et des commandes ope´ratives sur la
donne´e. Ces commandes ope´ratives sont constitue´es d’un ensemble d’instructions destine´
aux routeurs pour adapter le chemin de donne´e du paquet. Ces instructions de´crivent
une application suivant diffe´rents modes d’exe´cution des ope´rations a` appliquer sur la
donne´e, de manie`re se´quentielle et paralle`le. Chaque instruction contient, en particulier,
le type d’ope´ration, le nombre d’ite´ration requis, et le mode d’exe´cution a` appliquer dans
le routeur.
Ce re´seau est utilise´ avec la mise en oeuvre d’une nouvelle organisation me´moire de´-
die´e et dote´e de me´canismes d’adaptation a` la fois en acce`s et en chemin de donne´e,
tirant pleinement profit de la nouvelle structure de paquets de donne´es. Il s’agit plus
particulie`rement d’un syste`me de me´morisation de trames a` adressage indirecte, capable
de ge´rer dynamiquement plusieurs trames image de diffe´rentes sources d’image. Cet
adressage indirect est re´alise´ a` travers une couche d’abstraction mate´rielle qui se charge
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de traduire des requeˆtes de lecture et d’e´criture, re´alise´es suivant des indicateurs de la
trame requise (source de l’image, indice temporel et dernie`re ope´ration effectue´e). Nous
montrons que cette me´thode d’adressage, dans notre re´seau, permet l’optimisation du
stockage en me´moire, avec diffe´rents modes d’acce`s, et une meilleure re´utilisation du
syste`me me´moire.
Afin de valider notre proposition, nous de´finissons une nouvelle architecture, appele´e
Multi Data Flow Ring (MDFR) base´e sur notre re´seau avec une topologie en anneau.
Les performances de cette architecture, en temps et en surface, ont e´te´ e´value´es dans
le cadre d’une imple´mentation sur une cible FPGA avec des applications typiques d’un
e´quipement de vision embarque´ portable de la socie´te´ Sagem.
1.2 Plan du manuscrit
Ce manuscrit, organise´ en six chapitres, pre´sente l’e´tude et la conception d’un nouveau
re´seau de communication sur puce, dynamiquement adaptable. Il est destine´ a` des e´qui-
pements de vision multi-capteurs, embarque´s et portables, ne´cessitant de supporter des
applications varie´es en traitement d’image.
1.2.1 Syste`me de vision embarque´ portable et multi-capteurs
Le premier chapitre de ce manuscrit est de´die´ a` la pre´sentation des de´fis dans la concep-
tion d’architectures de traitement d’image pour un syste`me moderne en vision embar-
que´ et portable. Ce chapitre e´tudie dans un premiers temps, les besoins applicatifs d’un
e´quipement de vision multi-capteurs portable et les contraintes d’un tel syste`me. Nous
pre´sentons ensuite diffe´rentes solutions architecturales dans le domaine de la vision em-
barque´e portable et nous analyserons les forces et faiblesses de chaque solution applique´e
a` notre contexte. De cette e´tude, nous dresserons un bilan des besoins pour la conception
d’un syste`me de vision embarque´e portable et multi-capteurs.
1.2.2 Syste`mes d’interconnexion dans un SoC
Le second chapitre de ce manuscrit pre´sente une description succinte des syste`mes d’in-
terconnexions dans un syste`me sur puce (SoC, System-On-Chip). Ce chapitre montre
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la varie´te´ des me´thodes de communication re´alisables entre des unite´s de calcul sur une
puce et souligne les limitations des solutions les plus classiques pour un syste`me de vi-
sion. Apre`s un rappel de la terminologie utilise´e pour de´crire les re´seaux sur puce (NoC,
Network-On-Chip), nous effectuons un bilan de l’utilisation de ce syste`me d’intercon-
nexion dans la litte´rature et discutons de son application pour un syste`me de vision
embarque´ multi-capteurs.
1.2.3 Proposition d’un NoC dynamiquement adaptable
Apre`s un e´tat de l’art des solutions de re´seau sur puce pour la vision, ce troisie`me cha-
pitre pre´sente notre nouvelle proposition de re´seau applique´ dans un contexte de vision
embarque´e multi-capteurs et multi-applications. Ce nouveau mode`le de re´seau, base´ sur
une solution hie´rarchique de routeurs de paquets de donne´es, est capable de s’adap-
ter dynamiquement en terme de chemin de donne´es afin d’exe´cuter de manie`re efficace
diffe´rentes applications. Cette adaptation met en oeuvre des se´quencements spe´cifiques
d’ope´rations de traitement d’image pour une exe´cution se´quentielle et/ou paralle`le. Ce
re´seau met alors en oeuvre une me´thode originale d’aiguillage de paquets permettant de
traiter plusieurs flux de donne´es en paralle`le.
1.2.4 Conception d’un routeur multi-flux dynamiquement adaptable
Le quatrie`me chapitre e´tudie et propose une nouvelle architecture de routeur adapte´e
au mode`le de re´seau de communication pre´sente´ dans la partie pre´ce´dente. Ce rou-
teur disposant de plusieurs canaux de communication en paralle`le, posse`de la capacite´
d’aiguiller plusieurs paquets en paralle`le en adaptant dynamiquement son chemin de
donne´es. Les commandes d’adaptation sont envoye´es directement dans l’en-teˆte des pa-
quets de donne´es. Ces en-teˆtes comportent des informations sur l’adressage du paquet
(source-destination), sur les caracte´ristiques de la trame image appele´es attributs, et
des instructions spe´cifiques correpondant a` un se´quencement d’ope´rations de traitement
d’image a` appliquer sur la donne´e pixe´lique.
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1.2.5 Syste`me de me´morisation dynamiquement adaptable
Le cinquie`me chapitre de ce manuscrit traite du proble`me de me´morisation des trames.
Une solution base´e sur un partage statique de la me´moire est insuffisante pour exploiter
efficacement notre re´seau de communication. Nous voyons que le stockage de trames
dans notre contexte ne´cessite la mise en oeuvre d’une couche d’abstraction pour les
acce`s me´moires permettant de modifier dynamiquement et efficacement une application.
Nous proposons ainsi une nouvelle solution de gestion avec une me´thode d’acce`s indirecte
aux trames d’image afin de faciliter les changements d’application. Base´ sur notre mode`le
de re´seau, nous proposons une organisation me´moire hie´rarchique respectant les types
d’acce`s utiles en traitement d’image au niveau pixel, ligne et trame. Nous e´tudions
e´galement, dans ce chapitre, la conception de routeurs spe´cifiques dote´s de la capacite´
d’acce´der a` un stockage me´moire partage´ de trames.
1.2.6 Validation expe´rimentale
Le dernier chapitre de ce manuscrit pre´sente une proposition d’architecture du re´seau,
associe´ a` son syste`me me´moire, dans le but de valider son fonctionnement. Cette ar-
chitecture, baptise´e MDFR (Multi Data Flow Ring), est une solution comportant plu-
sieurs unite´s de calculs agence´es dans un re´seau de communication avec une topologie
en anneau. Nous voyons que ce choix topologique est particulie`rement efficace pour des
applications oriente´es flot de donne´es. Les performances en temps et en surface, ont e´te´
e´value´es sur une cible FPGA avec des applications de visualisation type pour un syste`me
de vision portable du CE-CTP Sagem.
Chapitre 2
Syste`me de vision embarque´
portable et multi-capteurs
2.1 Introduction
Un syste`me de vision embarque´ est un syste`me dote´ de la capacite´ de traiter et de
visualiser une ou plusieurs sources d’image. Il est soumis a` des contraintes d’encombre-
ment et de consommation d’e´nergie. On peut citer des e´quipements de type embarque´
comme des came´ras thermiques de taille imposante utilise´es sur des bateaux, ou un sys-
te`me multi-capteurs embarque´ dans un ve´hicule automobile. Le syste`me est qualifie´ de
portable selon le volume et le poids de l’e´quipement de vision. Pour des e´quipements
portables, nous pouvons citer en exemples des jumelles portables multi-fonctions ou en-
core ”ultra-portable” tel un e´quipement de te´le´phonie mobile, embarquant un capteur
d’image, tenant dans une simple poche de pantalon.
Malgre´ cette diversite´ de types de profil pour l’embarque´, on peut de´composer tout
syste`me de vision en trois parties inter-de´pendantes, comme illustre´ par la figure 2.1 :
l’acquisition d’image contenant les diffe´rentes sources d’image, la partie traitement des
images contenant le coeur e´lectronique de calcul embarque´ capable de traiter les diffe´rents
flux de pixels et la partie affichage compose´e des diffe´rents afficheurs en sortie.
L’e´lectronique de calcul embarque´ constitue la ”clef de vouˆte” de l’architecture comple`te
du syste`me de vision et sa conception doit ainsi eˆtre re´alise´e avec le plus grand soin. Elle
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Figure 2.1: Diagramme d’un syste`me de vision embarque´ avec N capteurs
doit en effet eˆtre dimensionne´e en fonction des applications a` de´ployer, des diffe´rents
capteurs et des diffe´rents afficheurs, pour assurer des performances en temps tout en
respectant les contraintes de l’embarque´ en terme d’encombrement et de consommation.
Dans ce chapitre, nous pre´senterons diffe´rents de´fis lie´s a` la conception de l’e´lectronique
embarque´e de traitement pour un e´quipement de vision. Un premier de´fi concerne la
varie´te´ de capteurs d’image utilise´s dans un meˆme syste`me. Le second de´fi concerne la
varie´te´ d’application ne´cessitant d’eˆtre de´ploye´e dans un seul syste`me. Ces applications
couvrent des ope´rations primaires de correction d’image provenant des capteurs, vers des
ope´rations avance´es impliquant plusieurs sources d’image. Ces ope´rations sont re´alise´es
a` la fois dans le domaine spatial et temporel. Le troisie`me de´fi concerne la capacite´ de
l’architecture de calcul a` respecter les contraintes de performance du syste`me.
2.2 Acquisition des images
Un syste`me moderne interface plusieurs types de capteurs d’image bien souvent he´te´-
roge`nes. Ces capteurs ne produisent pas force´ment une image parfaite et exploitable et
ne´cessitent pour la plupart une propre chaˆıne de traitement de correction. De manie`re
ge´ne´rale, les ope´rations requises, traitent des proble`mes lie´s a` l’optique en corrigeant
les distorsions par exemple, des proble`mes lie´s a` la fabrication du capteur en corrigeant
les non-uniformite´s des valeurs pixe´liques (Non Uniformity Correction) ou encore des
de´fauts propre a` la technologie utilise´e comme le bruit dans l’image. Par ailleurs, l’image
brute issue d’un capteur couleur a` technologie CMOS (Complementary Metal Oxide Se-
miconductor) est inexploitable sans appliquer un traitement de restauration d’image
permettant de restituer l’image couleur sous les trois plans, rouge, vert et bleu.
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Afin de mieux comprendre la proble´matique de la varie´te´ de capteurs, nous e´tablissons
dans cette section une courte pre´sentation de trois types de technologies incontournables
dans le domaine de la vision embarque´e en condition de jour et de nuit : capteur d’image
couleur, capteur bas niveau de lumie`re et capteur infrarouge.
2.2.1 Capteur d’image couleur
Le capteur couleur est le capteur le plus re´pandu dans les e´quipements de vision embar-
que´e portable et plus particulie`rement dans le domaine de la photographie nume´rique
[1]. Un capteur nume´rique re´alise l’acquisition et l’e´chantillonnage d’une image en deux
dimensions. Il est constitue´ d’une dalle de photore´cepteurs qui transforment par ef-
fet photoe´lectrique, un signal lumineux de photons en un signal e´lectrique analogique
constitue´ d’e´lectrons. Ce signal est ensuite e´chantillone´ au travers d’un convertisseur ana-
logique/nume´rique afin de produire un flux de pixels correspondant a` la repre´sentation
matricielle de l’image.
Il existe deux principales technologies dans le domaine de l’imagerie couleur : la tech-
nologie CCD (Charge-Coupled Device) et la technologie CMOS (Complementary Metal
Oxide Semiconductor).
La technologie CCD [21] correspond a` une dalle de photore´cepteurs qui sont adresse´s de
manie`re se´quentielle. Ce type d’acce`s est particulie`rement lent pour acce´der a` la valeur
d’un pixel. Le convertisseur ADC (analogique/nume´rique) ainsi que l’amplificateur de
gain sont de´porte´s sur un PCB (Printed Circuit Board) en sortie du capteur.
La technologie CMOS [22] utilisent le principe de pixel actif (APS : Active Pixel Sensor).
Dans cette technologie, chaque photosite du capteur contient a` la fois un photore´cepteur,
une diode de lecture et un amplificateur, comme illustre´ par la figure 2.2. Ceci pre´sente
ainsi un avantage important par rapport a` la technologie CCD concernant la facilite´
d’acce`s ale´atoire sur un pixel de l’image. Les photosites sont ainsi ge´re´s de fac¸on inde´-
pendante graˆce a` une matrice de commutation. La technologie CMOS apporte donc une
ve´ritable souplesse d’utilisation du capteur pour des applications de traitement d’image
travaillant sur des zones par exemple. Un autre avantage concerne la compatibilite´ de
cette technologie avec la conception VLSI (Very Large Scale Integration) permettant
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ainsi d’inte´grer des circuits spe´cifiques, comme par exemple un oscillateur, qui ne´ces-
sitent usuellement d’eˆtre place´s dans un PCB de´porte´ du capteur dans le cas de la
technologie CCD. Etant donne´ que chaque pixel posse`de son propre circuit d’amplifica-
tion, le facteur de remplissage (fill factor) d’un capteur CMOS s’en trouve cependant
re´duit. La capacite´ d’inte´gration du CMOS implique donc une re´duction de la taille du
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Figure 2.2: Architecture d’un capteur CMOS [22]
Un capteur qu’il soit CCD ou CMOS est monochromatique. Afin de pouvoir re´cupe´rer
une image en couleur, un filtre colore´ est applique´ sur la surface photosensible. Ce filtre
est une mosa¨ıque spatiale des couleurs primaires rouge, vert et bleu, dont la plus re´pan-
due est celle de Bayer [24] introduite par la socie´te´ Kodak. Dans ce filtre, illustre´ par
la figure 2.3, il y a deux fois plus d’information pour la couleur verte (50 % vert, 25 %






Figure 2.3: Filtre de Bayer applique´ a` une matrice photosensible
Ainsi, la qualite´ de l’image finale de´pendra fortement de la me´thode de reconstruction
de l’image, appele´e de´matric¸age (ou de´mosa¨ıquage), a` partir de ces trois plans partiels
des couleurs primaires [25].
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Un exemple de chaˆıne de traitement simplifie´e pour un capteur couleur est pre´sente´ en
figure 2.4, afin d’obtenir une image visualisable en sortie sur un afficheur.










Figure 2.4: Exemple de chaˆıne de traitement pour un capteur couleur
Apre`s l’e´tape de de´mosa¨ıquage, l’image peut eˆtre ame´liore´e en corrigeant le bruit in-
troduit selon la technologie du capteur. Cette image requiert par la suite une se´rie
d’ope´rations afin d’ame´liorer sa restitution sur un afficheur. Elle subit ainsi une com-
pensation colorime´trique avec une correction de la balance des blancs. Cette correction
consiste a` corriger les diffe´rences de sensibilite´ entre les trois canaux rouge, vert et bleu.
Le contraste de l’image peut eˆtre ensuite corrige´ en modifiant par exemple son histo-
gramme. Par de´finition, l’histogramme est, pour une seule composante de l’image, une
fonction discre`te qui associe a` chaque valeur d’intensite´ le nombre de pixels prenant cette
valeur. Par ailleurs, cette technique de correction par histogramme permet e´galement de
cadrer la dynamique de l’image entrante avec la dynamique de l’image de sortie sur un
afficheur.
2.2.2 Capteur d’image a` bas niveau de lumie`re (BNL)
Dans des conditions nocturnes, les capteurs couleurs deviennent insuffisants pour l’ob-
servation d’une sce`ne. Si les conditions de luminosite´ sont faibles, il est possible d’utiliser
des capteurs spe´cifiques dits ”`a bas niveau de lumie`re” (BNL). Pour ces types de cap-
teurs, une solution est d’amplifier l’information lumineuse transporte´e par les photons.
Cette amplification peut eˆtre re´alise´e par des technologies a` base de tube a` intensifica-
tion de lumie`re (IL). Le principe consiste a` appliquer une tension importante dans le
tube contenant la photocathode afin d’acce´le´rer les photoe´lectrons et amplifier le signal
en les faisant traverser une galette de micro-canaux (microchannel plate, MCP). Ces
tubes peuvent ainsi eˆtre utilise´ pour re´aliser des capteurs en les combinant avec un cap-
teur CMOS (IL-CMOS) ou CCD (IL-CCD). Une solution alternative plus compacte est
propose´e par la technologie EBCMOS (Electron Bombarded CMOS) [26] qui re´alisent
directement le bombardement photoe´lectronique sur le CMOS, comme illustre´ par la
figure 2.5.




Figure 2.5: Capteur Bas Niveau de Lumie`re de type EBCMOS
Un exemple de chaˆıne de traitement simplifie´e pour un capteur BNL est pre´sente´ en






Figure 2.6: Exemple de chaˆıne de traitement pour un capteur BNL
L’image brute en sortie du capteur ne´cessite dans un premier temps, une correction
des non-uniformite´s (NUC) provenant de la disparite´ des re´ponses des photore´cepteurs.
L’amplification importante de l’information lumineuse dans ce capteur, introduit un
bruit dans l’image, propre a` la technologie, a` minimiser pour obtenir une image exploi-
table. Comme pour le capteur couleur, l’image subit par la suite un re´haussement de
contraste avant d’eˆtre affiche´e.
2.2.3 Capteur d’image infrarouge (IR)
Dans des conditions de noir total, l’amplification de l’information lumineuse devient
inutile et il est ne´cessaire de travailler sur d’autres bandes spectrales. La technologie
infrarouge [27] permet de travailler sur des bandes spectrales de 3 a` 15 µm ce qui permet
ainsi de visualiser une sce`ne en faible luminosite´. On distingue deux familles de capteur
infrarouge : la famille refroidie et non-refroidie. Dans le cas du refroidi, les capteurs sont
des semi-conducteurs a` base d’indium et d’antimoine (InSb) qui sont place´s a` l’inte´rieur
de cryostats a` une tempe´rature infe´rieure a` 80K. Cette technologie propose un tre`s
bon rendement quantique mais posse`de un inconve´nient dans la fabrication des came´ras
qui sont d’encombrement important. Ainsi, cette famille est re´serve´e seulement pour
de l’embarque´. La technologie non-refroidie [28] autorise des syste`mes plus compacts et
se base sur des de´tecteurs bolome´triques dont la conductivite´ change en fonction de la
tempe´rature. Cette famille de de´tecteur, dont la tempe´rature peut eˆtre stabilise´e par
effet Pelletier, introduit ne´anmoins de nouveaux de´fis de traitement d’image en sortie du
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capteur car sa re´ponse n’est pas uniforme sur sa matrice de pixels, et est plus sensible
au bruit.
Un exemple de chaˆıne de traitement simplifie´e pour un capteur IR est pre´sente´ en figure






Figure 2.7: Exemple de chaˆıne de traitement pour un capteur IR
Nous pouvons remarquer que la chaˆıne de traitement d’un capteur IR est tre`s proche
du capteur BNL avec un se´quencement similaire des ope´rations a` appliquer sur l’image.
Hormis la possibilite´ de colorier une image IR selon une table de couleur indexe´e par la
luminance, les diffe´rences entre une chaˆıne BNL et une chaˆıne IR se situent principa-
lement dans les me´thodes employe´es dans les e´tapes de de´bruitage et de re´haussement
de contraste. Ces me´thodes sont plus ou moins complexes selon le type de capteur, qui
se distingue selon la re´solution de l’image et la sensibilite´ au bruit par exemple. Les
algorithmes de ces me´thodes ainsi que les techniques d’imple´mentation associe´es, consti-
tuent le savoir-faire de chaque fabricant de syste`mes de vision embarque´s, pour obtenir
la meilleure image possible.
2.2.4 Contraintes introduites par la multiplicite´ de capteurs
Comme souligne´ pre´ce´demment, la technologie d’acquisition d’une image dans un capteur
n’est pas parfaite. Des capteurs pre´sentent des de´fauts comme par exemple des zones
d’acquisition de l’image dont les valeurs obtenues ne sont pas uniformes, ou encore
la pre´sence de bruit dans l’image, qui est une proble´matique incontournable en vision
embarque´e portable. Ce bruit correspond a` la variation du signal pour une luminance
constante. Il provient de la conversion des photons en e´lectrons et de l’e´lectronique
d’acquisition et de nume´risation.
Le choix d’utilisation d’un ou plusieurs types de capteurs introduit des contraintes en
terme de traitement et de performance dans l’e´lectronique de calcul. Comme pre´sente´
dans les chaˆınes de traitement pre´ce´dentes en figure 2.4, 2.6 et 2.7, certaines ope´rations
permettent de compenser des de´fauts technologiques, comme par exemple une ope´ration
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de correction des non-uniformite´s (Non Uniformity Correction). D’autres traitements
sont, par contre, obligatoires, comme par exemple une ope´ration de de´matric¸age (ou
de´mosa¨ıquage) pour les capteurs utilisant un filtre couleur.
Le tableau 2.1 pre´sente des exemples de capteurs BNL, IR et couleur avec les per-
formances ne´cessaire pour l’architecture de calcul en terme de bande passante et de
fre´quence de traitement pixe´lique. Ce tableau re´sume pour chaque type de capteur, la
taille du pixel en bits, la re´solution de l’image avec la fre´quence d’acquisition en Hz, le
volume de donne´es en me´gapixel (Mpix), le de´bit en me´gabit par seconde (Mbps) et la
fre´quence d’horloge ne´cessaire pour traiter le flux pixe´lique (Hpix). Ces performances
sont e´galement calcule´es dans le cadre d’un capteur en haute de´finition, dit Full HD ou
1080p, avec une re´solution de 1920× 1080 pixels.
Nous pouvons remarquer que les capteurs utilise´s dans le domaine de la photographie
nume´rique posse`dent des re´solutions d’image imposant un volume de donne´es supe´rieur a`
la dizaine de me´gapixels [29]. Dans ce tableau, nous nous concentrons principalement sur
les re´solutions de capteurs utilise´es dans un contexte d’acquisition de se´quences d’images
a` une fre´quence de´finie.
Capteurs Taille pixel (bits) Re´solution Mpix Mbps Hpix (MHz)
BNL
10 1280× 1024 (SXGA) @ 50 Hz 1,3 655 65
12 1280× 1024 (SXGA) @ 50 Hz 1,6 786 65
12 1920× 1080 (1080p) @ 60 Hz 2 1500 124
IR
14 640× 480 (VGA) @ 25 Hz 0,3 107 7,6
14 640× 480 (VGA) @ 100 Hz 0,3 430 31
16 1920× 1080 (1080p) @ 60 Hz 2 1990 124
COULEUR 24 800× 600 (SVGA) @ 25 Hz 0,48 288 12
24 1280× 720 (720p) @ 25 Hz 0,92 553 23
24 1920× 1080 (1080p) @ 60 Hz 2 2488 124
Table 2.1: Exemples de caracte´ristiques de capteurs BNL, IR, et couleur
Nous observons ainsi que la croissance technologique des capteurs en terme de re´solution
d’image et de fre´quence trame, imposent des cadences de traitement de plus en plus e´leve´s
de l’ordre du Gbit avec une fre´quence d’horloge de pixel de´passant la centaine de MHz.
De plus, cette croissance technologique est couple´e avec des besoins applicatifs qui im-
posent la multiplicite´ des capteurs dans un meˆme syste`me de vision. Cette multiplicite´
peut eˆtre homoge`ne, afin d’obtenir une comple´mentarite´ en terme de position et de
champ de vision, ou he´te´roge`nes, dans le but d’obtenir une comple´mentarite´ en terme
de sensibilite´ du capteur.
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En effet, pour une utilisation du syste`me de vision dans toutes les conditions de lumino-
site´, l’inte´gration d’un capteur unique devient insuffisant. Un syste`me de vision moderne
est contraint de combiner diffe´rentes sensibilite´ de capteurs afin de pouvoir afficher une
image exploitable. Les besoins applicatifs actuels ne se contentent plus d’un simple bas-
culement d’image entre deux capteurs ou d’une double visualisation. Ils s’orientent vers
des ope´rations plus avance´es qui combinent intelligemment diffe´rentes composantes in-
formationnelles de chaque capteur pour produire une image unique fusionne´e [30, 31].
Nous pre´sentons ainsi dans la section suivante, des exemples de besoins applicatifs in-
contournables dans un e´quipement de vision embarque´e portable.
2.3 Applications dans un e´quipement optronique
Plus ge´ne´ralement, les applications destine´es a` la visualisation des images sur un afficheur
utilisent un certain nombre d’ope´rateurs de traitement d’image que nous pouvons classer
dans les cate´gories suivantes : la restauration, l’analyse, l’ame´lioration et la restitution
de l’image.
Un exemple d’enchaˆınement classique de chaque cate´gorie d’ope´rateurs est illustre´ par
la figure 2.8 dans le cadre d’une application de visualisation d’une image fusionne´e







Figure 2.8: Application permettant la visualisation d’une image fusionne´e de N cap-
teurs
Les ope´rateurs de restauration permettent de corriger les de´fauts technologiques du cap-
teur, comme la non-uniformite´ des pixels, et si besoin, de reconstruire une image, ce
qui est le cas pour les capteurs utilisant un filtre couleur. Les ope´rateurs d’ame´liora-
tion permettent d’augmenter la qualite´ de l’image. La visualisation d’une image peut
ainsi eˆtre ame´liore´e en minimisant le bruit, en optimisant le contraste et si besoin, en
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modifiant successivement l’orientation des images pour stabiliser une se´quence d’acqui-
sition. Cette visualisation peut aussi eˆtre personnalise´e par des ope´rateurs de´die´s a` la
restitution d’image. Ces ope´rateurs sont utiles pour modifier simplement la colorime´trie,
la luminosite´ de l’image ou encore transformer ge´ome´triquement l’image pour agrandir
par exemple une zone d’inte´reˆt. Certains ope´rateurs ne´cessitent des ope´rations d’analyse
qui fournissent des informations statistiques de l’image, comme un histogramme ou des
mesures de mouvement dans une se´quence d’images.
Dans la figure 2.8, l’application permettant de visualiser une image fusionne´e commence
par restaurer et ame´liorer l’image de chaque capteur puis se termine en combinant ces
images pour obtenir une image unique vers un afficheur. L’image de sortie peut ainsi eˆtre
une image mono-capteur ou une image fusionne´e multi-capteurs. Une image fusionne´e
est le re´sultat d’une simple incrustation de l’image d’un capteur dans une autre image,
ou une combinaison de l’image comple`te pixel a` pixel. Etant donne´ que les re´solutions
des images sont diffe´rentes, cette dernie`re ope´ration ne´cessite une transformation ge´ome´-
trique des images afin de faire correspondre parfaitement les pixels de chaque capteur.
Nous pouvons e´galement observer dans la figure 2.8 que les ope´rations d’analyse de
l’image sont pre´sentes tout au long de l’application afin de calculer des statistiques de
l’image, indique´es sous forme de fle`ches en pointille´es dans la figure. Ces informations
sont ne´cessaires pour l’exe´cution de certaines ope´rations de restauration, d’ame´lioration
et de restitution.
Une application de visualisation peut eˆtre e´tendue pour re´aliser une application de
construction de panoramique a` partir d’un ou plusieurs capteurs. Cette application per-
met ainsi d’augmenter le champ de vision du syste`me en projetant plusieurs images dans
un repe`re absolu.
L’image produite par une application de visualisation d’image est utilisable pour d’autres
applications de plus haut niveau comme de l’aide a` la de´tection d’objets mobiles dans le
but de de´camoufler des objets mobiles dans un fond texture´, comme le syste`me pre´sente´
dans [32].
Dans le domaine de la se´curite´, une image claire et contraste´e facilite des applications
d’identification comme l’analyse de visage [33, 34] ou l’identification de plaque d’imma-
triculation comme illustre´ en figure 2.9.
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Figure 2.9: Exemple d’application pour l’aide a` l’identification de plaque d’immatri-
culation
Il est important de noter qu’une application de visualisation est variable au cours du
temps en fonction du capteur d’image utilise´ et en fonction de modes d’utilisation de´finis
pour le syste`me de vision. Les exigences, en terme de latence et de temps de traitement,
d’un e´quipement de vision portable moderne sont ainsi variables au cours du temps, en
fonction des modes d’utilisation.
Afin d’illustrer ce propos, prenons l’exemple d’un e´quipement de vision embarque´ por-
table muni d’un mode de fonctionnement en observation, en de´placement, en capture
d’image et en mode veille.
Chaque mode de cet e´quipement posse`de une exigence spe´cifique en terme de latence
trame, de qualite´ d’image et de consommation. Dans un mode d’observation ou de cap-
ture d’images, l’e´quipement devrait mettre plus d’effort en terme de qualite´ de l’image
contrairement a` un mode de de´placement du syste`me ou` une latence la plus faible possible
devrait primer. Un mode veille ne´cessitera, par souci de consommation, de de´sactiver
toutes les fonctionalite´s optionnelles, en maintenant uniquement les ope´rations indispen-
sables sur l’image comme ceux de restauration. Cette caracte´ristique se distingue donc
d’une simple came´ra de surveillance dont l’application de visualisation consiste seule-
ment a` fournir la meilleur image possible avec le souci permanent de performance en
temps. Ainsi, la notion de performance doit eˆtre relativise´e en fonction de l’utilisation.
Afin d’e´valuer les besoins en terme de calcul et de me´morisation pour diffe´rentes applica-
tions, la section suivante pre´sente quelques exemples d’ope´rateurs de traitement d’image
fre´quemment utilise´s dans un syste`me de vision embarque´ portable multi-capteurs.
2.3.1 Analyse de l’image
Nous classons dans la cate´gorie analyse de l’image pour la restitution, toutes les ope´-
rations qui calculent des informations statistiques de l’image : moyenne des valeurs des
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pixels d’une zone, de´tection et estimation de mouvement dans l’image.
2.3.1.1 Releve´ statistiques
Une image entrante peut eˆtre analyse´e afin de calculer des informations statistiques sur
les valeurs de pixels. Cette analyse s’effectue en de´finissant une ou plusieurs zones d’in-
te´reˆts dans l’image. Ces statistiques peuvent eˆtre, par exemple, la moyenne des valeurs
des pixels, la valeur maximum ou minimum, ou encore le nombre de pixels dont la valeur
de´passe un seuil fixe´ pour une zone de l’image de´finie. La proble´matique repose alors
dans les choix de la zone d’analyse. En effet, une analyse de l’image comple`te permet
d’obtenir un bon rendu global de l’image sans pour autant avoir une bonne qualite´ au
centre ou` se situe a` priori la zone d’inte´reˆt.
Des releve´s statistiques de valeurs de pixels dans une image peuvent par exemple eˆtre
utilise´s pour corriger automatiquement de fac¸on pertinente le contraste et la luminance
de cette image.
La me´thode la plus simple consiste a` effectuer un parcours line´aire des valeurs de pixels
dans l’image afin d’extraire des statistiques. D’autres me´thodes ne´cessite le calcul de
l’histogramme de l’image pour e´valuer la distribution des valeurs des pixels dans l’image.
Ainsi, ces me´thodes imposent une me´morisation de l’image comple`te et/ou la me´mori-
sation de l’histogramme de cette image pour pouvoir eˆtre applique´es.
La figure 2.10 illustre un exemple de releve´ statistique de la moyenne globale des valeurs
des pixels pour deux images couleurs avec une estimation de la saturation de l’image en
analysant l’histogramme.
Suivant l’analyse de cette distribution, une loi peut eˆtre de´finie afin de qualifier qu’une
image est sous-expose´e (distribution des pixels dans la zone de faible valeurs) ou surex-
pose´e (distribution des pixels dans la zone des hautes valeurs).
2.3.1.2 De´tection de mouvement dans l’image
Une ope´ration de de´tection de mouvement a pour objectif d’e´valuer la pre´sence de mou-
vement dans l’image. Cette pre´sence peut eˆtre de´tecte´e par une simple diffe´renciation de
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(a) moyenne des valeurs de pixel a` 60 avec 10 %
de valeurs sature´es
(b) moyenne des valeurs de pixel a` 128 avec 20 %
de valeurs sature´es
Figure 2.10: Releve´s statistiques d’une image couleur
valeurs de pixels entre des images successives. Un mouvement est ainsi conside´re´ de´tecte´
selon un seuil arbitraire fixe´ pour la valeur de la diffe´rence.
La figure 2.11 illustre un exemple de de´tection de mouvement sur une image couleur en
remplac¸ant les valeurs des pixels qui ont bouge´s par la couleur rouge, avec un seuil de
de diffe´rence de valeur fixe´ a` 60.
(a) Image couleur en entre´e (b) De´tection de re´gions en mou-
vement marque´s en rouge
Figure 2.11: Exemple d’application d’une de´tection de re´gions en mouvement avec un
seuil a` 60
Etant donne´ qu’un syste`me de vision portable subit des mouvements de l’utilisateur,
cette de´tection doit s’effectuer de manie`re pertinente. Elle ne´cessite ge´ne´ralement une
stabilisation de l’image afin de recaler les images successives par translation et rotation
ge´ome´trique. Cette stabilisation ne peut s’effectuer qu’avec une estimation plus fine du
mouvement de l’image.
2.3.1.3 Estimation de mouvement dans l’image
La compensation du mouvement apparent dans l’image est une proble´matique impor-
tante dans un syste`me de vision portable. Le mouvement dans l’image provient de deux
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sources : le mouvement du syste`me et le mouvement des objets dans la sce`ne obser-
ve´e. Ces mouvements entraˆınent une perception de filet sur la sce`ne et sur les objets en
mouvement.
Une ope´ration d’estimation de mouvement recherche un mouvement d’ensemble simple
a` partir du mouvement de certains pixels en re´solvant l’e´quation du flot optique [35]. Les
valeurs obtenues sont des vecteurs de mouvement, qui peuvent donc eˆtre utilise´es afin de
lisser la trajectoire de l’affichage, comme illustre´ par la figure 2.12, graˆce a` des ope´rateurs
de transformation ge´ome´trique comme la translation et la rotation de l’image.
(a) Vecteurs de mouvement
estime´s
(b) Lissage de la trajectoire
Figure 2.12: Estimation des vecteurs de mouvement afin de lisser la trajectoire [36]
L’ope´rateur d’estimation de mouvement est un ope´rateur couˆteux en terme de calculs
[35] mais devient indispensable pour des ope´rateurs temporels travaillant sur des images
successives.
2.3.2 Restauration d’image
Nous classons dans la cate´gorie restauration d’image, les ope´rateurs de traitement ca-
pables de corriger les de´fauts technologiques du capteur ou capables de reconstruire une
image provenant d’un capteur utilisant un filtre couleur.
2.3.2.1 Correction des non-uniformite´s
Ces ope´rateurs permettent, dans un premier temps, de corriger le bruit spatial fixe dans
l’image que nous appelons les non-uniformite´s. Ces non-uniformite´s proviennent de la
disparite´ des re´ponses des diffe´rents photore´cepteurs dans la matrice. Les images en sortie
du capteur sont alors inexploitables sans correction. La figure 2.13 illustre un exemple
d’image brute en sortie de capteur sans correction des non-uniformite´s.
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Figure 2.13: Image infrarouge sans correction des non-uniformite´s [36]
Cette correction travaille essentiellement sur deux parame`tres de la re´ponse du pixel,
qui est globalement line´aire : le gain (correction de la pente) et l’offset (ajustement de
l’origine). La restauration est ainsi re´alise´e ge´ne´ralement par la me´thode de correction
dite ”corrections deux points” [37]. Cette me´thode utilise une ope´ration consistant a`
appliquer des tables de correspondances spe´cifiques [G,O] de gain et d’offset sur les
pixels de l’image en fonction du capteur. Soient G(x) le gain et O(x) l’offset a` appliquer
sur la valeur x du pixel d’entre´e de l’image. La valeur x′ du pixel de sortie, sera alors :
x′ = G(x)× x+O(x) (2.1)
Malgre´ cette correction dans les capteurs infrarouges, il reste bien souvent un re´sidu de
non-uniformite´ appele´ bruit spatial fixe re´siduel (BSFR), qui augmente avec la distance
aux tempe´ratures ayant servi a` cre´er les tables [G,O]. Cette variation du BSFR en
fonction du temps d’inte´gration et de la tempe´rature du capteur, implique de re´aliser
plusieurs tables.
2.3.2.2 De´matric¸age
Dans le cas de l’utilisation d’un capteur utilisant un filtre couleur, il est ne´cessaire d’ef-
fectuer une ope´ration dite de ”de´matric¸age” (ou ”de´moisa¨ıquage). La figure 2.14 illustre
le re´sultat de reconstruction des trois plans couleurs a` partir d’une image brute, cor-
respondant a` un plan partiel pour chaque composante rouge, vert et bleu. Cet exemple
illustre l’utilisation d’un filtre de Bayer [24] pour l’image d’entre´e avec la pre´dominance
des valeurs pour la composante couleur verte.
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(a) Image d’entre´e brute (b) Image reconstruite
Figure 2.14: Reconstruction d’une image couleur [25]
Il existe diffe´rentes techniques dans la litte´rature [25] : me´thode biline´aire, me´thode de
Hibbard, me´thode de Nakamura ou encore le GEDI (Green Edge Direction Interpolation)
propose´ re´cemment par Phelippeau [38] pour une application en tele´phonie mobile. Pour
une utilisation en embarque´e, ces me´thodes utilisent ge´ne´ralement des ope´rations de
calcul d’interpolation au niveau pixel, permettant ainsi une imple´mentation en flot de
donne´es [38].
Les ope´rateurs de restauration d’image constituent une premie`re e´tape essentielle pour
obtenir une image exploitable. L’image peut eˆtre ame´liore´e par d’autres ope´rateurs plus
complexes afin d’obtenir un re´sultat plus pre´sentable.
2.3.3 Ame´lioration de l’image
Nous classons dans la cate´gorie ame´lioration de l’image les ope´rateurs se rattachant
au proble´matiques suivantes : la re´duction du bruit, la de´convolution d’une image et
l’optimisation du contraste.
Comme mentionne´ pre´ce´demment, le bruit dans l’image provient de la non-uniformite´
des re´ponses dans la matrice. Il provient aussi de la conversion des photons en e´lectrons,
appele´ bruit quantique, et du circuit e´lectronique d’amplification et de nume´risation du
signal analogique. On observe ainsi dans le cas d’une sce`ne fixe, la pre´sence de fourmille-
ment dans l’image comme illustre´ en figure 2.15 dans le cas d’un capteur BNL.
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Figure 2.15: Exemple d’une image brute non de´bruite´e issue d’un capteur BNL
La litte´rature autour de la proble´matique de bruit dans l’image est conside´rable [39] et
diffe´rentes me´thodes ont e´te´ propose´es avec une complexite´ calculatoire varie´e. On peut
classer les ope´rateurs de de´bruitage en deux cate´gories : les ope´rateurs spatiaux et les
ope´rateurs temporels.
2.3.3.1 Re´duction du bruit par me´thode spatiale
La re´duction spatiale du bruit est une approche classique consistant a` remplacer la
valeur d’un pixel en fonction de la valeur des pixels dans un voisinage de taille et de
forme de´finies. La valeur de ce pixel peut eˆtre, par exemple, une moyenne ou la me´diane
des valeurs des pixels dans un voisinage donne´ [8]. Dans ce dernier cas, le filtre me´dian
atte´nue le bruit mais engendre une perte en terme de contraste sur les bords des formes
et les zones texture´es, comme illustre´ par la figure 2.16. On peut citer e´galement d’autres
me´thodes comme le filtre bilate´ral [40] travaillant a` la fois en fonction des poids spatiaux
et des poids de diffe´rences d’intensite´ avec le pixel origine.
(a) Image IR bruite´e (b) Image IR filtre´e en median
Figure 2.16: Exemple d’application d’un filtre median 5x5 sur une image infrarouge
[36]
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2.3.3.2 Re´duction du bruit par me´thode temporelle
Les techniques temporelles de re´duction du bruit, re´pondent a` la proble´matique de bruit
additif, et consistent a` effectuer une moyenne des valeurs de pixels en accumulant plu-
sieurs images successives dans le temps [8]. La figure 2.17 illustre un re´sultat obtenu par
accumulation d’images dans le cas d’un capteur BNL.
(a) Image BNL bruite´e (b) Image BNL de´bruite´e
Figure 2.17: Exemple d’application d’un filtre temporel par accumulation d’images
BNL [36]
En conside´rant que le bruit est une variable ale´atoire q de moyenne nulle, soient (qm)
une suite de n re´alisations de q avec 1 ≤ m ≤ n, et (fm) une suite d’image bruite´e par
(qm). Dans le cas de l’hypothe`se d’une image sans mouvement, nous avons : fm = g+qm
avec g e´tant la composante de l’image requise sans bruit. Le principe consiste alors a`


















Ainsi, pour une valeur de n importante, le signal de sortie est the´oriquement sans bruit.
L’algorithme de cette me´thode implique la me´morisation de plusieurs trames pour ap-
pliquer une moyenne temporelle des valeurs, pixel a` pixel. Afin de minimiser le stockage
des trames, une me´thode re´cursive peut eˆtre utilise´e. Soient Tk la trame a` l’instant k,
Ik l’image inte´gre´e a` l’instant k, NbInt le nombre d’inte´gration et p le pixel traite´. Le








De manie`re e´vidente, cet ope´rateur de de´bruitage temporel n’est pas pertinente avec
la pre´sence d’objets mobiles dans la sce`ne. Elle implique ainsi l’utilisation des re´sultats
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d’un ope´rateur de de´tection de mouvement dans l’image pour de´sactiver l’ope´rateur.
Il reste efficace pour une utilisation en observation fixe. Notons e´galement que pour
eˆtre applicable, dans le cas de mouvement du syste`me de vision portable, cet ope´rateur
ne´cessite un autre ope´rateur de transformation ge´ome´trique pour le recalage spatiale des
images successives.
2.3.3.3 Me´thode de de´convolution
Un capteur couple´ a` son optique est caracte´rise´ par sa Fonction de Transfert de Modula-
tion (FTM) correspondant a` sa re´ponse fre´quentielle. Une optique a une action de filtre
passe-bas sur la sce`ne. Les conse´quences d’une FTM imparfaite sont la perte de de´tail
avec des contrastes moins visibles en hautes fre´quences et un repliement de spectre si
la fre´quence de coupure de l’optique est trop importante par rapport au capteur. Ces
de´gradations peuvent eˆtre re´duites par une me´thode de de´convolution. Cette me´thode
se base sur le mode`le de construction d’un image I (e´quation 2.4) qui est obtenue par
une convolution de la sce`ne s par la fonction d’e´talement du point, appele´e Point Spread
Function (PSF) h, et l’ajout d’un bruit n suppose´ gaussien.
I(x, y) = s ∗ h(x, y) + n(x, y) (2.4)
Une ope´ration, fre´quemment utilise´e pour re´cupe´rer les fre´quences atte´nue´es, est le filtre
de Wiener [41] qui, apre`s approximation du rapport du bruit n sur le signal de la sce`ne
s en une constante, devient un filtre local facilement imple´mentable en embarque´ (figure
2.18).
(a) Image infrarouge en entre´e (b) Image infrarouge de´convolue´e
Figure 2.18: Exemple d’application d’un filtre de Wiener approxime´
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Il existe e´galement d’autres me´thodes directes plus performantes utilisant les ondelettes
[42] ou des me´thodes ite´rative comme la me´thode de Richardson [43].
2.3.3.4 Optimisation du contraste de l’image
Le contraste peut eˆtre optimise´ par des me´thodes permettant de re´ve´ler des informa-
tions dans les zones d’ombres dans l’image, en re´cupe´rant des de´tails par des ope´rateurs
globaux et locaux. Ces me´thodes engendrent un rapport contraste sur bruit moins bon
dans les zones sombres que dans les zones claires mais permet de ne pas saturer l’image.
Le contraste est aussi impacte´ au moment de la re´duction de la dynamique de l’image
acquise vers un afficheur. Ainsi, en prenant l’exemple (figure 2.19) d’une image infra-
rouge acquise en 14 bits par pixel, destine´e a` eˆtre envoye´e vers un afficheur 8 bits, il
est ne´cessaire de de´terminer une me´thode de re´duction de la dynamique permettant de
pre´server le contraste.
(a) Image IR divise´e par 64 (b) Image IR en me´thode globale (c) Image IR en me´thode locale
Figure 2.19: Me´thodes de re´duction de dynamique avec optimisation du contraste [36]
Dans notre exemple pre´sente´ en figure 2.19, une simple division (par 64 dans notre
exemple) est insuffisante pour conserver les de´tails.
Une me´thode globale par compression de la dynamique est une solution consistant a`
comprimer chaque valeur de la dynamique en entre´e vers une valeur de la dynamique de
sortie. En terme de calcul, un ope´rateur global peut se re´sumer a` une ope´ration arith-
me´tique qui applique un gain global sur l’ensemble des pixels de l’image, contrairement
a` des me´thodes locales.
Les me´thodes locales ne´cessitent d’effectuer un re´haussement de luminance suivant l’ana-
lyse du contenu localement dans l’image, ce qui permet d’obtenir un meilleur pique´ dans
l’image. Cependant, elle ne permettent plus de conserver la photome´trie de l’image. Ces
me´thodes, dont le principe est d’augmenter le contraste entre un point et son voisinage,
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sont plus complexes et peuvent ne´cessiter de combiner plusieurs images a` diffe´rentes
e´chelles. Nous pouvons citer en exemple l’algorithme Retinex [44].
En re´sume´, les ope´rateurs de´die´s a` l’ame´lioration d’image permettent ainsi d’obtenir une
image plus pre´sentable apre`s une e´tape de restauration. Nous notons que l’ensemble de
ces ope´rateurs agissent de manie`re autonome sans intervention de l’utilisateur.
2.3.4 Restitution d’image
Les ope´rateurs de restitution d’image sont en interaction avec l’utilisateur. L’image en
sortie sur un afficheur externe est ge´ne´ralement personnalisable. Les ope´rateurs de´die´s
a` la restitution sont active´s suivant des besoins ponctuels d’utilisation, afin d’optimiser
le rendu final de l’image : ajout de couleurs dans une image monochrome, gestion de la
luminosite´-contraste, zoom nume´rique ou encore des techniques de super-re´solution.
2.3.4.1 Colorisation de l’image
Cet ope´rateur s’applique principalement dans le cas des images infrarouges. Une image
infrarouge est monochrome avec des niveaux de gris de plus en plus e´leve´s en fonction
des zones de chaleur de´tecte´es. Le principe de la colorisation de cette image par une
me´thode dite de fausses couleurs [45], consiste a` associer a` chaque niveau de gris une
couleur en utilisant une table de correspondance indexe´e par la luminance. Il est donc
possible de de´finir plusieurs tables de couleurs selon l’utilisation du syste`me de vision
pour mode de´die´ a` la de´tection ou un mode de´die´ a` la mobilite´. La figure 2.20 illustre
un exemple d’application d’une table de couleur sur une image infrarouge.
(a) Image IR en entre´e (b) Image IR en fausses couleurs
Figure 2.20: Ope´rateur de fausses couleurs sur une image IR
Le rendu final peut eˆtre ainsi plus pertinent car l’oeil humain perc¸oit plus de couleurs
que de niveaux de gris.
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2.3.4.2 Modification de luminosite´ et contraste de l’image
Nous avons vu pre´ce´demment en section 2.3.3.4, que le contraste est ajuste´ automatique-
ment afin d’obtenir l’image la plus pre´sentable possible. Cette optimisation se base sur
une statistique effectue´e dans l’image qui n’est pas force´ment toujours la plus pertinente
suivant la zone observe´e et l’utilisation pour re´ve´ler des de´tails supple´mentaires dans
l’image.
Afin de re´gler la luminosite´ et le contraste d’une image, une me´thode simple consiste a`
travailler directement sur l’histogramme de l’image. Un histogramme de´crit la distribu-
tion des luminances dans l’image. La luminosite´ peut alors eˆtre modifie´e, pour assombrir
ou e´claircir l’image, par translation d’histogramme. Le contraste peut aussi eˆtre modi-
fie´ par une compression ou une expansion de l’histogramme. La figure 2.21 illustre un
exemple de modification de luminosite´ et du contraste avec une modification d’histo-
gramme.
(a) Image IR en entre´e (b) Modification de luminosite´
(translation)
(c) Modification de contraste (ex-
pansion)
Figure 2.21: Re´glage de luminosite´ et contraste dans une image IR
2.3.4.3 Transformation ge´ome´trique de l’image
Le choix d’un afficheur en sortie d’un syste`me de vision conditionne e´galement l’inte´-
gration de certains ope´rateurs. Par exemple, des ope´rateurs sont ne´cessaires pour com-
primer intelligemment la dynamique de l’image d’entre´e pour son affichage. D’autres
ope´rateurs sont e´galement utiles pour modifier la re´solution spatiale de l’image d’entre´e
pour s’adapter a` celle de l’afficheur.
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Dans ce dernier cas, l’image subit des transformations ge´ome´triques de manie`re continue
par le biais d’un ope´rateur d’interpolation. La qualite´ de l’image transforme´e est de´pen-
dante des me´thodes d’interpolation utilise´es. Ces me´thodes peuvent utiliser une simple
ope´ration d’interpolation biline´aire [46] ou des ope´rations plus complexes calculant des
splines cubiques [47, 48] par exemple.
Cet ope´rateur peut eˆtre e´galement utilise´ pour effectuer un zoom nume´rique de l’image
d’entre´e. L’ope´ration associe´e consiste a` agrandir une re´gion d’inte´reˆt (ROI) de l’image
d’entre´e par interpolation. La figure 2.22 illustre un exemple de zoom nume´rique applique´
sur une image couleur d’entre´e.
(a) Image couleur en entre´e (b) Image couleur zoome´e
Figure 2.22: Zoom nume´rique pour une image couleur
Nous pouvons remarquer qu’une ope´ration de zoom nume´rique n’apporte pas plus d’in-
formation dans l’image, mais ajoute cependant un confort de visualisation pour l’utili-
sateur.
2.3.4.4 Super-re´solution
L’ope´rateur de super-re´solution [49] est utilise´ pour traiter des images de faibles re´solu-
tions comme la majorite´ des capteurs infrarouges. Cet ope´rateur permet d’augmenter la
re´solution en exploitant le mouvement dans l’image. L’ope´ration est diffe´rente du zoom
nume´rique car elle ajoute de l’information dans l’image. Le principe de cette ope´ration
consiste a` estimer l’image haute re´solution la plus vraisemblable en connaissant la PSF
(connue ou estime´e), les mouvements et les images basses re´solutions.
La technique de super-re´solution be´ne´ficie de plusieurs avantages comme la suppression
du repliement de spectre 2D, la restauration du flou et une re´duction du bruit dans
l’image. Nous pouvons citer un exemple re´cent d’utilisation, comme celui de Chikamatsu
[50] pour ame´liorer la vision en infrarouge avec plusieurs capteurs.
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(a) Image IR en entre´e (b) Image IR super-re´solue
Figure 2.23: Super-re´solution applique´e a` une image IR
2.3.4.5 Fusion multi-spectrale
Afin d’ame´liorer la perception de la sce`ne, un syste`me de vision doit eˆtre capable de
produire une image pertinente en tout temps de jour comme de nuit. Une ope´ration
de fusion multi-spectrale consiste a` produire une image unique a` partir de plusieurs
sources images provenant de plusieurs capteurs a` diffe´rentes sensibilite´s, afin d’exploiter
plusieurs bandes spectrales comme le visible, l’infrarouge ou encore le proche infrarouge.
L’ope´ration de fusion d’images la plus simple repose sur une combinaison line´aire des
valeurs des pixels de chaque image d’entre´e pour une meˆme coordonne´e. Dans un contexte
multi-capteurs he´te´roge`nes, cette ope´ration ne´cessite, de manie`re e´vidente, une ope´ration
pre´alable de transformation ge´ome´trique pour chaque image d’entre´e, dans le but de les
redimensionner et de les harmoniser spatialement. Une fusion pixel a` pixel n’est re´alisable
que si les images sont parfaitement recale´es. D’autres me´thodes de fusion plus complexes
existent [30, 31, 51] et peuvent ne´cessiter des ope´rations de pre´-traitement spe´cifiques
de l’image comme par exemple une segmentation des images d’entre´es [52–54].
La figure 2.24 pre´sente l’exemple d’une image fusionne´e, par ope´rateur pixel a` pixel,
entre une image d’un capteur monochrome dans la bande spectrale visible avec une
autre image dans la bande spectrale infrarouge.
(a) Image visible en entre´e (b) Image IR en entre´e (c) Image fusionne´e et zoo-
me´e
Figure 2.24: Me´thode de fusion d’image visible et infrarouge
Chapitre 2. Syste`me de vision embarque´e portable et multi-capteurs 44
Les applications de restitution d’image utilisant cet ope´rateur sont fre´quemment utilise´es
pour la surveillance d’une zone en tout temps ou pour de l’assistance au pilotage de nuit
en mauvaise condition me´te´orologique.
2.3.5 Synthe`se
Nous avons pre´sente´ une liste non exhaustive de type d’ope´rateurs de traitement d’image
incontournables dans un syste`me de vision embarque´ portable.
Le tableau 2.2 effectue un re´capitulatif de ces ope´rateurs pour les diffe´rentes cate´gories :
analyse, restauration, ame´lioration et restitution. Pour chaque ope´rateur, nous indiquons
les besoins de me´morisation qui peuvent eˆtre de quelques lignes de l’image d’entre´e
jusqu’a` une image comple`te. Le stockage d’une image comple`te est ne´cessaire pour tous
les ope´rateurs temporels travaillant sur des images successives. Nous rappelons, pour
chaque ope´rateur, l’espace de calcul, qui est soit uniquement spatial sur une image,
temporelle sur une ou plusieurs images, ou les deux a` la fois. Nous indiquons e´galement
le nombre d’images en entre´e et en sortie de chaque ope´rateur, ainsi que leur applicabilite´
pour un ou plusieurs type de capteurs parmi l’infrarouge (IR), le bas niveau de lumie`re
(BNL) ou la couleur (CL).
Cate´gorie Ope´rateur Me´moire Entre´e(s) Sortie Espace Capteurs
Analyse
Statistiques Trame 1 1 S Tous
De´tection de mouvement Trame 2 1 T Tous
Estimation de mouvement Trame 2 1 S,T Tous
Restauration
De´matric¸age Lignes 1 1 S CL
NUC Non 1 1 S Tous
Ame´lioration
De´bruitage spatial Lignes 1 1 S IR,BNL
De´bruitage temporel Trame 2 1 T Tous
De´convolution Non 1 1 S IR
Contraste global Non 1 1 S Tous
Contraste local Lignes 1 1 S Tous
Restitution
Fausses couleurs Non 1 1 S IR
Controˆle histo Non 1 1 S Tous
T.Ge´ome´trique Lignes 1 1 S Tous
Super-re´solution Trame 2 1 S,T IR
Fusion pixe´lique Non 2 1 S Tous
Table 2.2: Tableau re´capitulatif des ope´rateurs pour une application de visualisation
Dans un premier temps, nous remarquons que la majorite´ des ope´rateurs effectue des
ope´rations arithme´tiques au niveau pixel et autorise un calcul en flot de donne´es.
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Nous pouvons e´galement constater qu’en terme de nombre de flux d’entre´e et de sortie,
la majorite´ des ope´rateurs effectuent des calculs sur un seul flux (un flux en entre´e et un
flux en sortie).
Les ope´rateurs temporels, comme celui de de´bruitage, sont multi-flux et effectuent des
calculs sur plusieurs trames d’indices temporels diffe´rents. Des ope´rateurs de fusion pixe´-
lique de trames sont e´galement multi-flux mais effectuent des calculs sur deux sources
d’image diffe´rentes.
Par ailleurs, nous remarquons qu’un capteur couleur peut utiliser la majorite´ des ope´-
rateurs cite´s pour diffe´rentes applications. Ces ope´rateurs ne sont cependant applicables
que sur la seule composante de luminance. Ainsi, une source couleur code´e en RGB
(Rouge, Vert et Bleu) subie ge´ne´ralement un changement d’espace colorime´trique comme
le YCrCb ou le HSV (Hue Saturation Value) afin de pouvoir travailler sur la luminance
de l’image.
En terme de contraintes de me´morisation, les ope´rateurs temporels ne´cessitent naturel-
lement de me´moriser un ou plusieurs trames d’image pour effectuer les calculs. Pour
les ope´rateurs spatiaux, le stockage de la trame peut eˆtre nul dans le cas d’application
de tables de valeurs indexe´es par la luminance, comme la table de correction des non-
uniformite´s. Le stockage peut eˆtre aussi e´quivalent a` quelques lignes de l’image, afin de
travailler sur un voisinage par exemple comme pour un ope´rateur de de´bruitage spa-
tial, ou d’acce´der ale´atoirement sur une partie de l’image, comme pour un ope´rateur de
transformation ge´ome´trique de l’image.
Une application de visualisation d’image est spe´cifie´e pour chaque type de capteur
d’image en entre´e d’un syste`me de vision. Chaque application comporte des ope´rateurs
obligatoires et spe´cifiques, comme l’ope´rateur de de´matric¸age dans le cas d’un capteur
couleur, mais nous pouvons remarquer que la majorite´ des ope´rateurs sont re´utilisables
et communs entre les capteurs, comme le re´haussement de contraste ou l’ope´rateur de
transformation ge´ome´trique.
Ainsi, les principales modifications d’applications entre les capteurs, se situent sur la
configuration de ces ope´rateurs, avec des coefficients de calcul diffe´rents par exemple, et
sur l’enchaˆınement de ces ope´rateurs. Pour une source capteur donne´e, un changement
de mode d’utilisation consiste bien souvent a` activer ou de´sactiver un ope´rateur, et a`
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changer e´galement le se´quencement des ope´rateurs, dans le but d’acce´le´rer un traitement
ou d’ame´liorer la qualite´ du traitement de l’image.
Dans ce contexte, concevoir une architecture de calcul unique pour une chaˆıne de trai-
tement fixe, de´finie selon un compromis pour l’ensemble des modes d’utilisation, n’est
pas la solution la plus ade´quate. De plus, dans un contexte de syste`me multi-capteurs,
se trouve e´galement pose´s les proble`mes lie´s a` la gestion de diffe´rentes granularite´s de
pixels et d’optimisation des acce`s a` la me´moire en fonction de la taille des images.
Nous e´tudions ainsi, dans la section suivante, diffe´rentes architectures de calcul pour
l’embarque´, disponibles pour un concepteur de syste`me de vision portable. Nous discu-
tons e´galement de la flexibilite´, au niveau architectural, de chaque solution dans le cadre
de notre contexte de syste`me de vision multi-capteurs.
2.4 Architectures de calcul pour la vision
Pour les architectures de calcul embarque´es, nous nous concentrons principalement sur
la conception au niveau syste`me sur puce (SoC), lequel est capable de supporter les
diffe´rents besoins pre´sente´s pre´ce´demment. Diffe´rentes architectures ont e´te´ propose´es
dans le domaine de la vision embarque´e portable, tout au long des avance´es et de la
maturite´ des technologies d’inte´gration e´lectronique [55].
Au regard des diffe´rentes fonctionnalite´s ne´cessitant d’eˆtre embarque´es dans un e´quipe-
ment, la conception de l’architecture de traitement doit eˆtre polyvalente afin de pouvoir
effectuer diffe´rents types de calculs avec diffe´rents modes d’exe´cution. Ces diffe´rentes
applications doivent naturellement eˆtre de´ploye´es de manie`re performante a` la fois en
temps et en surface d’utilisation du silicium.
Etant donne´ la diversite´ des conditions d’utilisation et de l’environnement en jour ou en
nuit, la notion de performance en temps de traitement dans un syste`me de vision devient
relative suivant les modes de fonctionnement d’un syste`me (observation, de´placement,
veille).
L’inte´gration de multiples capteurs dans un meˆme syste`me ajoute une couche de com-
plexite´ supple´mentaire a` la proble´matique de conception d’architecture a` la fois perfor-
mante et polyvalente. Afin d’assurer cette polyvalence, par rapport a` une architecture
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dite caˆble´e, il est ne´cessaire d’introduire des technologies capables de modifier le calcul
selon les applications. Dans ce but, deux technologies se comple`tent dans le monde de
l’embarque´ : la technologie programmable et la technologie reconfigurable.
Nous proposons ainsi dans cette section de faire un point sur diffe´rents types d’archi-
tectures de calcul marquantes de ces dernie`res anne´es dans le domaine de la vision
embarque´e.
Dans ce manuscrit, nous utilisons la de´nomination de PE pour Processing Element afin
de de´finir une unite´ de calcul e´lementaire. Nous la conside´rons comme une ”boˆıte noire”
(black box ) pouvant eˆtre un processeur ou une unite´ de calcul spe´cifique et optimise´e
qu’on nomme Intellectual Property (IP).
2.4.1 Architectures caˆble´es
Lorsqu’une application de traitement d’image est de´finie, une premie`re solution consiste a`
de´crire mate´riellement des unite´s de calcul optimise´es en surface et en temps pour chaque
ope´rateur, sous forme d’IPs, ne´cessaires a` la re´alisation de l’application. L’application
est ainsi imple´mente´e en assemblant l’ensemble des IPs suivant un se´quencement de´fini.
La structure pipeline correspond a` l’assemblage des IPs le plus fre´quent dans le domaine
de la vision. Un exemple est propose´ en figure 2.25 pour un pipeline de 3 IPs : de´bruitage,















Figure 2.25: Structure pipeline d’IPs caˆble´s
La structure pipeline permet ainsi d’exploiter un paralle´lisme temporel avec un calcul
sur des donne´es diffe´rentes. Elle permet e´galement de minimiser le stockage des donne´es
avec des IPs capables de traiter directement en flot de donne´es.
Cette me´thode reste la plus naturelle dans le domaine de la vision embarque´e du fait du
flot de donne´es pixe´lique provenant de la came´ra et de la ne´cessite´ de tenir une cadence
e´leve´e de traitement avec le minimum de latence pour l’affichage. Elle permet de de´crire
a` la fois un paralle´lisme temporel et spatiale. Le paralle´lisme spatial peut ainsi eˆtre
Chapitre 2. Syste`me de vision embarque´e portable et multi-capteurs 48
exploite´ a` l’inte´rieur d’une unite´ de calcul au niveau des donne´es, mais aussi entre les
unite´s avec le traitement paralle`le de plusieurs flots de donne´es pixe´liques.
Un tre`s grand nombre d’architectures caˆble´es ont e´te´ propose´es en ciblant des ope´ra-
teurs spe´cifiques de traitement d’image comme des ope´rateurs dits bas-niveau [56] ou
d’estimation de mouvement [57, 58].
Nous avons constate´ dans la section 2.3 pre´ce´dente que la majorite´ des ope´rateurs e´tudie´s
dans notre contexte sont particulie`rement adapte´s a` du calcul en flot de donne´es. Chaque
ope´rateur peut ainsi eˆtre imple´mente´ de manie`re optimise´e et l’imple´mentation d’une
application consiste a` de´finir l’enchaˆınement de ces ope´rateurs. Dans ce cadre, nous
pouvons remarquer que la structure pour l’enchaˆınement de ces ope´rateurs peut eˆtre de
trois types : pipeline, comme illustre´ par la figure 2.25 pre´ce´dente, paralle`le ou pipeline-












Figure 2.26: Structure paralle`le et pipeline-paralle`le d’ope´rateurs caˆble´s
La structure que nous appelons pipeline-paralle`le est la plus complexe car elle ne´cessite
de combiner plusieurs flot de donne´es pipeline´s et exe´cute´s en paralle`le. Dans notre
e´tude, cette structure intervient pour les ope´rateurs de fusion d’image par exemple.
Malgre´ un temps de de´veloppement naturellement important, du fait de la description
comple`te d’une chaˆıne, les solutions caˆble´es sont une solution ide´ale pour les syste`mes
mono-application optimise´s avec des contraintes fortes en temps. Ne´anmoins, suivant
la complexite´ de la chaˆıne de traitement de´crite pour une application, il devient de
plus en plus difficile pour un concepteur de faire e´voluer cette chaˆıne sans effectuer des
modifications majeures dans les liens de communication mais aussi dans les ope´rateurs
de la chaˆıne, tout en respectant la de´pendance des ope´rations. Ainsi, dans un contexte
ou` les applications e´voluent rapidement, ce travail d’optimisation pour des architectures
caˆble´es ne doit eˆtre re´serve´ que pour des fonctions critiques et peu e´volutives. Nous
pouvons citer l’exemple d’un ope´rateur de transformation ge´ome´trique pouvant eˆtre
Chapitre 2. Syste`me de vision embarque´e portable et multi-capteurs 49
”fige´” en connaissant la re´solution d’affichage de sortie et la marge de re´solution d’image
en entre´e.
2.4.2 Architectures programmables pour l’embarque´
Nous faisons une distinction entre la notion de reconfigurabilite´ et la notion de pro-
grammabilite´. Nous de´finissons la notion de programmabilite´ du syste`me au niveau de
l’utilisation d’un processeur (programme) et pour la simple ”programmation” de multi-
plexeurs dans une architecture.
Dans la famille des solutions programmables dans le domaine de l’embarque´, nous dis-
tinguons les processeurs ge´ne´ralistes et les processeurs spe´cialise´s embarque´s.
2.4.2.1 Processeurs ge´ne´ralistes dans l’embarque´
Un processeur ge´ne´raliste, aussi appele´ General Purpose Processor (GPP), autorise la
plus grande versatilite´ en terme de calcul. Nous pouvons citer en exemple les processeurs
MIPS [59] ou les processeurs PowerPC [60] develope´s conjointement par les socie´te´s
Apple, IBM et Freescale (anciennement Motorola).
Dans le domaine de l’embarque´, ce type de processeur est ge´ne´ralement utilise´ pour
du controˆle global, des applications de haut-niveau comme par exemple un syste`me
d’exploitation de´die´ a` l’embarque´ et la gestion d’une interface graphique homme-machine
(IHM).
Parmi les plus re´pandus, les processeurs embarque´s base´s sur la micro-architecture Bon-
nell [61], capable d’exe´cuter deux instructions par cycle d’horloge, sont des exemples de
ces processeurs ge´ne´ralistes optimise´s pour la basse consommation en e´nergie. Ils sont
commercialise´s sous l’appellation Atom par la socie´te´ Intel. Dans cet exemple, il s’agit
d’un architecture dite In-Order, dont les instructions sont traite´es dans l’ordre d’arrive´e,
sans re´-ordonnancement. Cette solution permet d’ame´liorer l’efficacite´ du pipeline tout
en minimisant la taille de la puce. La figure 2.27 illustre l’organisation du chemin de
donne´es.
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Figure 2.27: Chemin de donne´es des processeurs Atom (Intel) [61]
Notons que cette architecture est dote´e d’un pipeline de 16 e´tages et peut eˆtre cadence´e
a` 800 MHz pour une consommation de l’ordre de 3 Watts, avec une surface de 26 mm2
(gravure a` 45 nm).
Ces processeurs dominent le marche´ actuel des micro-ordinateurs portables, appele´s
aussi netbooks, mais leurs performances restent cependant bien insuffisantes pour des
applications complexes et leur consommation trop importante pour des e´quipements
dits ultra-portables, en particulier dans le domaine de la te´le´phonie mobile.
Dans ce domaine, ce sont les processeurs base´s sur les architectures RISC 32-bits de
la socie´te´ ARM qui sont pre´dominants. Ces processeurs sont dote´s d’une architecture
simplifie´e et oriente´e vers la basse consommation. Base´e sur une strate´gie de vente sur
licence, ces processeurs se sont tre`s rapidement re´pandues dans diverses propositions de
SoC par diffe´rents fabricants comme Texas Instruments, Samsung, Qualcomm ou encore
Marvell. La figure 2.28 illustre un coeur de processeur ARM Cortex-A9 [62].
Ce processeur est capable d’eˆtre cadence´ a` 830 MHz pour de´livrer, sur une surface de
1,5 mm2 (sans cache), une puissance de calcul de 2075 Dhrystone MIPS (DMIPS) avec
une consommation de 0,4 Watts. Il contient e´galement une unite´ de type SIMD, appele´e
NEON, de taille 128 bits, afin d’acce´le´rer des calculs de type multime´dia en exploitant
un paralle´lisme spatial des calculs sur la donne´e.
Chapitre 2. Syste`me de vision embarque´e portable et multi-capteurs 51
Page 6
peration nements.
Fig. 1 Cortex- itecture tructure terfaces.
Pi cription dvanced rediction - unblocks ion from
potential y latency-induced tion stalls. Up to four prefetch-pending - further reduces of memo latency
so as to struction delivery. decode -
ensures tilization. Fast-loop mode - provides executin all loops. erscalar decoder - ding two full per cycle. structions - rs into an
l registers. creased tilization - tructions and
reducing t latency. Virtual naming f registers - elerating rolling of
without the consumption. structions e queue - providing out of
compiler
Figure 2.28: Architecture du processeur Cortex-A9 (ARM ) [62]
A travers ces quelques exemples, nous comprenons bien que l’ bjectif d’un processeur
ge´ne´raliste embarque´ est de proposer de la performance en temps et en surface, avec
le maximum de flexibilite´ de calcul, tout en garantissant une consommation e´lectrique
re´duite. Cependant, dans le domaine de la vision, les unite´s fonctionnelles ge´ne´ralistes
permettent difficilement au processeur d’atteindre une puissance de calcul suffisante pour
re´aliser une application comple`te de visualisation avance´es, comme pre´sente´ pre´ce´dem-
ment, et cela malgre´ diffe´rentes techniques de paralle´lisation spatiale t temporelle. Ces
processeurs se heurtent en effet a` la limite technologique au niveau fre´quentiel amenant
a` contredire la fameuse loi de Moore. La tendance actuelle des processeurs ge´ne´ralistes
est de de´multiplier les coeurs de traitement de manie`re spatiale afin de proposer de
nouvelle strate´gie de paralle´lisation des calculs. Nous pouvons citer en exemple les pro-
cesseurs ARM Cortex A9 MPCore [63] base´s sur le coeur pre´sente´ pre´ce´demment, qui
sont capable de se de´cliner jusqu’a` quatre coeurs de traitement.
Cette monte´e en nombre de processeurs sur une seule puce, appele´e Multi-Processors
SoC (MPSoC), engendre un surcouˆt e´vident en terme de surface silicium, et apporte de
nouveaux de´fis en termes d’efficacite´ e´nerge´tique, de scalabilite´ en nombre de processeurs
et de strate´gie de paralle´lisation pour obtenir un ve´ritable gain en performance [64].
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2.4.2.2 Processeurs spe´cialise´s
Lorsque le domaine d’application est bien cible´, une solution pour augmenter les perfor-
mances d’un processeur, consiste a` concevoir des unite´s fonctionnelles spe´cifiques dans le
processeur afin d’acce´le´rer les calculs qui sont re´currents dans le domaine. Ainsi, le niveau
de spe´cialisation du processeur est directement lie´ a` la spe´cificite´ de ses unite´s de calcul
et a` leur disposition spatiale, exploitant un paralle´lisme de donne´es et un paralle´lisme
temporel avec une disposition de type pipeline´e.
Un processeur de traitement de signal, appele´ aussi Digital Signal Processor (DSP),
est typiquement spe´cialise´, comme son nom l’indique, dans le domaine du traitement
de signal, couvrant ainsi des applications en te´le´communication, audio ou traitement
d’image. Ce type de processeur permet d’eˆtre suffisamment flexible pour couvrir un
large champ d’applications dans un e´quipement multime´dia portable. Ces processeurs
se basent sur l’unite´ de calcul de multiplication-accumulation (MAC) qui est fre´quem-
ment utilise´e pour des applications de traitement du signal, comme la compression ou
la de´compression de flux audio ou pixe´lique.
Nous pouvons citer en exemple les processeurs DSP propose´s par la socie´te´ Texas Instru-
ments. Leurs derniers DSP base´ sur le coeur C66x sont capables de re´aliser des calculs
en virgule fixe et en virgule flottante. Un coeur C66x (figure 2.29) [65] est ainsi capable
d’atteindre une performance de 32 GMACs en fixe sur 16 bits, et 16 GFLOPs en flottant
sur 32 bits, pour une fre´quence de 1,2 GHz.
Les processeurs DSP modernes comme l’exemple pre´ce´dent, sont de type Very Long
Instruction Word (VLIW) [66, 67] et sont ainsi capable d’exploiter un paralle´lisme au
niveau instruction. Un autre exemple comme le processeur Trimedia [68] de la socie´te´
NXP Semiconductors propose aussi ce type de paralle´lisme. Tout comme dans ce dernier
exemple, il n’est pas rare de trouver des architectures DSP contenant e´galement des
unite´s de type Single Instruction Multiple Data (SIMD) exploitant un paralle´lisme de
donne´es.
A l’instar des processeurs ge´ne´ralistes, nous assistons e´galement a` la de´multiplication de
coeurs de processeurs DSP sur une seule puce. En conservant l’exemple pre´ce´dent du
coeur C66x, nous pouvons citer le processeur TMS320c6670 [65] de la meˆme socie´te´ qui
contient quatre coeurs DSP C66x.
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Figure 2.30: Architecture multi-coeur he´te´roge`ne DaVinci pour la vision
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Dans le domaine de la vision embarque´e portable, cette multiplication de coeurs reste
peu efficace et couˆteuse en consommation e´nerge´tique pour re´aliser des fonctionnalite´s
complexes comme la compression et la de´compression vide´o, dans des standards ne´ces-
sitant entre autres, des ope´rations d’estimation de mouvement. Un autre alternative
consiste alors a` inte´grer dans un SoC des co-processeurs de´die´s a` certaines fonctionna-
lite´s dites critiques en performance. Les processeurs DaVinci [69] (2.30) de la socie´te´
Texas Instruments proposent cette alternative en inte´grant par exemple, sur une seule
puce un coeur ARM Cortex-A8 ge´ne´raliste, un coeur DSP C674x et des co-processeurs
de´die´s pour re´aliser diffe´rentes ope´rations dans le domaine de la vision (compression,
acquisition, pre´-traitement, affichage) sur des flux d’images de re´solution 1080p a` 60 Hz
selon le fabricant.
Nous avons vu dans les exemples pre´ce´dents que les extensions SIMD sont fre´quents
pour re´aliser des calculs dans le domaine du multime´dia. De nombreux processeurs ont
propose´ d’exploiter ce type de paralle´lisme permettant d’appliquer sur plusieurs donne´es
diffe´rentes les meˆmes instructions, par duplication d’unite´s de calcul au sein d’une meˆme
puce et sans pour autant dupliquer le controˆle et le programme me´moire. Nous avons
vu pre´ce´demment, l’exemple des instructions NEON [70] pour les architectures ARM,
mais nous pouvons encore citer MMX/SSEx [71] pour les processeurs Intel ou encore
Altivec [72] pour les processeurs PowerPC de IBM. Ces instructions permettent ainsi de
travailler sur des vecteurs de donne´es.
Le principe de SIMD peut eˆtre e´tabli a` plusieurs niveaux : au niveau intra-processeur, en
travaillant sur un jeu de donne´es re´duit, et au niveau inter-processeurs. Diffe´rentes archi-
tectures paralle`les SIMD ont e´te´ propose´es depuis de nombreuses anne´es afin d’obtenir
un gain en performance par rapport a` des architectures se´quentielles. Historiquement,
les performances des machines SIMD, compose´es de plusieurs processeurs en paralle`le,
ont e´te´ rattrape´s graˆce a` la monte´e rapide des technologies d’inte´gration permettant
d’atteindre des fre´quences de traitement de plus en plus e´leve´es. La limite fre´quentielle
e´tant atteinte, l’e´tude des machines SIMD est redevenue d’actualite´, applique´e au tech-
nologie de fabrication moderne, permettant a` pre´sent d’inte´grer de nombreux coeurs de
processeurs sur une seul puce.
Nous pouvons citer en exemple, l’architecture VIRAM [73] contenant un processeur
MIPS 64 bits et un co-processeur vectoriel de 4×64 bits qui sont interconnecte´s avec des
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bancs me´moires par un crossbar. Cette architecture est capable de de´livrer, sur 32 bits,
une puissance de calcul de 1,6 GFLOPS pour une consommation de 2 Watts.
Nous pouvons encore citer l’exemple des processeurs HiveFlex (figure 2.31) [74] de la so-
cie´te´ Silicon Hive qui sont de´die´s aux e´quipements de vision portable en te´le´phone mobile
et photographie nume´rique. Base´ sur un coeur de processeur HiveFlex 2300 de structure
SIMD, le syste`me HiveGo propose une solution capable de de´ployer une puissance de
traitement supe´rieure a` 270 Mpixels par seconde. Ce syste`me est ainsi capable de traiter
un flux HD 1080p avec une consommation sous le Watt. Notons cependant la ne´cessite´









•  High resolution, continuous still capture
 º  High pixel processing rate (>270MPixels/sec), on the ly, 
with minimal external memory
•  Ultra-high quality still capture
 º  Still composition from multiple images with motion 
compensation
 º Ultra high image quality with low shot to shot delay
•  Full HD Video Capture
 º Digital image stabilization
 º Smooth digital zoom
 º High quality video derived from oversampled sensor image
 º Temporal noise reduction
•  Low power preview
DSC-class high-end image technology, mass-deployed in 
Japanese market with 5 MPixels to 16 MPixels image sensors: 
•  Bayer reconstruction incl. advanced defect pixel correction
•  Color interpolation incl. patented demosaicing technology
•  Visual optimization incl. wide dynamic range
•  Optical imperfection corrections incl. chroma abe. and 
geometric distortions
•  Strong NR without whipping textures
•  Advanced features incl. red eye removal
•  Solution integrated with silicon proven HiveFlex ISP2000 
C-programmable Image Signal Processor (see separate 
databrief) 
•  Control functions for camera, shutter, focus, zoom, LED, 
lash, Aperture, ND ilter
•  Available Interface Options incl. JPEG ,MIPI & SMIA serial and 
parallel interfaces, GPIO & I2C, Scalar processor for auxiliary 
control, Instruction Cache, Address & MMU
•  Unique 3A technology (AWB, AE, AF) provides excellent 
natural colours, correct exposure, and optimal focus 
•  Full calibration and tuning methodology and services from 
development to mass-production









•  High resolution, continuous still capture
 º  High pixel processing rate (>270MPixels/sec), on the ly, 
with minimal external memory
•  Ultra-high quality still capture
 º  Still composition from multiple images with motion 
compensation
 º Ultra high image quality with low shot to shot delay
•  Full HD Video Capture
 º Digital image stabilization
 º Smooth digital zoom
 º High quality video derived from oversampled sensor image
 º Temporal noise reduction
•  Low power preview
DSC-class high-end image technology, mass-deployed in 
Japanese market with 5 MPixels to 16 MPixels image sensors: 
•  Bayer reconstruction incl. advanced defect pixel correction
•  Color interpolation incl. patented demosaicing technology
•  Visual optimization incl. wide dynamic range
•  Optical imperfection corrections incl. chroma abe. and 
geometric distortions
•  Strong NR without whipping textures
•  Advanced features incl. red eye removal
•  Solution integrated with silicon proven HiveFlex ISP2000 
C-programmable Image Signal Processor (see separate 
databrief) 
•  Control functions for camera, shutter, focus, zoom, LED, 
lash, Aperture, ND ilter
•  Available Interface Options incl. JPEG ,MIPI & SMIA serial and 
parallel interfaces, GPIO & I2C, Scalar processor for auxiliary 
control, Instruction Cache, Address & MMU
•  Unique 3A technology (AWB, AE, AF) provides excellent 
natural colours, correct exposure, and optimal focus 
•  Full calibration and tuning methodology and services from 
development to mass-production
(b) HiveGo CS3000
Figure 2.31: Architecture des processeurs SIMD de Silicon Hive
Pour des applications emb rque´es en vision automobile, le processeur IMAPCAR2 [75]
(figure 2.32), successeur de IMAPCAR de la socie´te´ Renesas, propose une solution de 64
processeurs e´lementaires VLIW a` 5 voies, capable de de´ployer 170 GOPS a` une fre´quence
de 133 MHz. Il s’agit d’une architecture SIMD avec une organisation me´moire distribue´e
sur chaque PE. Les types d’applications implemente´s vont de la simple reconnaissance
de marqua e rou ier vers la reconnaissance de pie´tons sur la voie.
Toujours da le domain de la vision, le processeur Xetal-II [76] de la socie´te´ NXP
propose d’exploiter le paralle´lisme massif des donne´es inhe´rent a` l’acquisition des pixels
sur une matrice CMOS. Comme explique´ dans la section pre´ce´dente sur les capteurs,
la technologie CMOS permet de combiner les process de fabrication du capteur et du
processeur pour re´aliser une solution inte´gre´e. Xetal-II contient 320 processeurs e´lemen-
taires de 16 bits et est capable de de´livrer une puissance de 107 GOPS, a` 84 MHz, pour
une consommation de 0,6 Watts sur une surface de 74 mm2 en technologie 90 nm. Cette
me´thode de paralle´lisme permet ainsi d’atteindre une bande passante de 1,3 Tbit/s.
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Figure 2.32: Architecture IMAPCAR2 (Renesas) [75]
Des recherches re´centes se poursuivent encore afin d’abaisser sa consommation avec le
Xetal-Pro [77], en modifiant la hie´rarchie me´moire.
Les architectures multi-processeurs, de´die´es a` l’acce´le´ration graphique 3D, appele´es Gra-
phic Processing Units (GPUs), exploitent e´galement le principe de structure massive-
ment paralle`le. L’architecture de ces processeurs ont e´te´, a` l’origine, uniquement de´die´e
au rendu 3D en temps re´el, en combinant deux types de coeurs de traitement de´die´s
respectivement au calcul de pavage de l’espace par des triangles et a` l’application des
textures. Ces architectures introduisaient un de´se´quilibre fre´quent de charge entre les
deux types d’unite´s de calcul. C’est ainsi que la socie´te´ Nvidia introduisit depuis fin
2006 une solution de processeur unifie´, appele´ Unified Shader Architecture, pour la se´rie
GeForce 8800, capables d’effectuer les deux types de traitement et ouvrant des portes
vers d’autres types d’application par l’interme´diaire de l’API baptise´ CUDA [78] (figure
2.33). Ces GPUs ont alors inte´resse´ une communaute´ de recherche grandissante concer-
nant la possibilite´ de de´tourner cette puissance de calcul pour effectuer des traitements
plus ge´ne´riques, appele´s General Purpose Processings on GPU (GPGPU).
En exemple, le processeur GeForce 8800 GTX, issu de l’architecture G80 [79], est capable
de de´livrer une puissance de 518 GFLOPS pour une fre´quence de 1,35 GHz. Ce type
de GPU offre des performances attractives pour re´aliser des applications de traitement
d’image avec des ope´rations majoritairement pixe´liques. Cependant, avec une consom-
mation de´passant la centaine de Watts, ce type d’architecture n’est pas envisageable
pour l’embarque´.
















































GeForce 8: Modern GPU Archi cture
Figure 2.33: Architecture GPU G80 (Nvidia) [79]
L’architecture Mali de la socie´te´ ARM est un exemple de GPU embarque´. La version
Mali 400 MP [80] est capable de de´livrer une puissance de calcul de 1,1 Gpix/s a` une
fre´quence de 275 MHz, pour une surface infe´rieure a` 5 mm2. Les architectures GPU
PowerVR de la socie´te´ Imagination Technologies [81] sont les plus re´pandus et inclus
dans la majorite´ des SoC pour des appareils portables, comme par exemple l’OMAP [82]
de TI ou encore les processeurs A4-5 de Apple. La se´rie GX des PowerVR sont capables
d’atteindre le Gigapixel/s pour une fre´quence de 200 MHz. Ces GPUs embarque´s sont
cependant de´die´s a` de l’acce´le´ration 3D pour respecter les contraintes de consommation
et de surface.
Dans le domaine de l’embarque´, les performances des GPUs ne sont pas aussi e´leve´es
que les mode`les inte´gre´s dans des cartes graphiques de´die´es, afin de maˆıtriser la consom-
mation e´nerge´tique. Cependant, a` l’instar de l’e´volution des processeurs ge´ne´ralistes, il
ne serait pas surprenant de voir les architectures de GPU e´voluer dans le domaine de
l’embarque´ graˆce a` la stimulation du marche´ multime´dia portable et la demande crois-
sante en acce´le´ration 3D, du simple affichage cartographique au domaine du jeux vide´o
portable.
Les processeurs GPU peuvent e´galement se classer dans une cate´gorie de processeurs
dits oriente´s flux. En effet, avec un pipeline de traitement important, ils exploitent a`
la fois un paralle´lisme spatial et temporel. Ils sont donc naturellement adapte´s pour le
traitement de flux pixe´lique en limitant ainsi la quantite´ de me´morisation ne´cessaire.
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D’autres exemples de processeurs oriente´s flux sont propose´s par l’Universite´ de Stand-
ford. Les processeurs Imagine Stream Processors ont initie´ l’architecture des processeurs
Storm [83] de la socie´te´ Stream Processors. L’architecture du processeur Storm est com-
pose´e d’un processeur MIPS contenant la gestion globale avec un syste`me d’exploitation
Linux et un co-processeur contenant 16 processeurs VLIW d’ordre 5 permettant d’at-
teindre 512 GOPS a` 800 MHz. Cependant, avec une consommation de l’ordre de la
dizaine de Watts, ces processeurs ne sont pas adapte´s a` de l’embarque´ portable.
2.4.2.3 Synthe`se sur les architectures programmables
Nous avons vu dans cette section, diffe´rentes architectures programmables dont le de´fi
permanent est d’offrir la maximum de flexibilite´ tout en approchant des performances
temporelles requises, par diffe´rentes me´thodes de paralle´lisation. Les solutions program-
mables, qu’elle soient de type ge´ne´raliste ou spe´cialise´e, font face a` une limite fre´quentielle
technologique dans le domaine de l’embarque´.
Afin de monter en performance, les solutions actuelles reposent sur la multiplication des
coeurs de traitement sur une seule puce de fac¸on homoge`ne mais aussi he´te´roge`ne. Ainsi,
les SoCs modernes incluent ge´ne´ralement une combinaison he´te´roge`ne de type de proces-
seur : processeur ge´ne´raliste avec processeur DSP comme vu pre´ce´demment, processeur
ge´ne´raliste avec GPU comme le Tegra [84] de Nvidia. Ces diffe´rentes combinaison de so-
lutions programmables imposent de nouveaux de´fis dans les strate´gies d’imple´mentation
d’une application afin de tirer profit du paralle´lisme a` diffe´rents niveaux : taˆches, ins-
tructions et donne´es. Ces strate´gies peuvent s’ave´rer complexes dans le cas de solutions
he´te´roge`nes.
Lorsque le domaine d’utilisation est bien cible´ comme celui de la vision, il est envisa-
geable de restreindre le champ d’ope´rations afin d’optimiser certaines fonctions critiques
avec des co-processeurs de´die´s par exemple. Cependant, plus la granularite´ de ces co-
processeurs est importante et plus le SoC devient spe´cialise´, le rendant ainsi rapidement
obsole`te dans un contexte d’e´volution des applications comme expose´ pre´ce´demment.
Il apparaˆıt, de ce fait, un besoin permanent de modification de l’architecture pour at-
teindre des performances en temps et en surface. La technologie reconfigurable permet
au concepteur de modifier physiquement l’architecture afin d’obtenir par exemple une
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solution optimise´e en chemin de donne´es selon l’application. Elle offre ainsi la possibi-
lite´ de personnaliser l’architecture de traitement au niveau des unite´s de calcul et des
interconnexions.
2.4.3 Architectures reconfigurables pour l’embarque´
Par de´finition, une architecture reconfigurable est une architecture dont les ressources
(calculs, interconnexions) peuvent eˆtre modifie´es physiquement pour s’adapter a` un trai-
tement.
Un tre`s grand nombre d’architectures reconfigurables ont e´te´ propose´ depuis de nom-
breuses anne´es [85] afin d’accroˆıtre la flexibilite´ et les performances de calcul.
Nous classons ge´ne´ralement les architectures reconfigurables selon plusieurs crite`res
comme la granularite´ et le type de reconfiguration. On distingue aussi ces architec-
tures en fonction du couplage avec un processeur embarque´ et la forme des ressources
de routage utilise´s.
2.4.3.1 Granularite´ de reconfiguration
Nous distinguons dans la litte´rature deux niveaux de reconfiguration : le niveau porte et
le niveau fonctionnel.
Le niveau porte correspond aux architectures reconfigurables dite a` ”grain fin” (”fine-
grain”) et le niveau fonctionnel correspond aux architectures reconfigurables dite a` ”grain
e´pais” (”coarse grain”) [10].
Une architecture reconfigurable a` grain fin effectue des reconfigurations au niveau ”bit”
(niveau logique). La technologie Field Programmable Gate Array (FPGA) correspond a`
ce niveau de reconfiguration. Il est ainsi the´oriquement possible de re´aliser tout type de
circuit nume´rique sur ce support. Un des points forts de ce type de technologie est donc
sa haute flexibilite´. Cependant, ses performances sont moyennes en ce qui concerne son
temps de reconfiguration car il faut en effet reconfigurer tous les bits logiques de ce type
de support. Il en re´sulte un flux de reconfiguration (bitstream) de taille importante. Afin
de minimiser ce temps, une solution serait de reconfigurer partiellement ce support ou
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d’e´lever technologiquement la granularite´ de reconfiguration. C’est l’objectif des solutions
reconfigurables a` grains e´pais.
Les ressources de calcul d’une architecture a` grain e´pais, ne travaillent plus au niveau
”bit” mais au niveau ”mot” (groupe de bits). Ces unite´s de calcul sont ge´ne´ralement
appele´es Coarse Grain Reconfigurable Units (CGRUs) [10]. Les modifications du chemin
de donne´es ciblent alors les interconnexions, sous forme de bus, par reconfiguration ou
programmation des connexions entre les unite´s de calcul afin d’optimiser les e´changes de
donne´es. Il en re´sulte un temps de reconfiguration minimise´ et un espace de stockage en
me´moire re´duit du plan de configuration appele´e contexte. Il est a` noter e´galement que
la consommation de l’ ope´ration de reconfiguration s’en trouve e´galement re´duite. Nous
pouvons remarquer qu’il est de fac¸on e´vidente impossible de re´aliser un architecture a`
grain e´pais universelle pour tout type de calcul. Cette solution ne peut eˆtre efficace qu’en
de´limitant le domaine d’utilisation avec un certain nombre d’ope´rateurs fre´quemment
utilise´s dans ce domaine, appele´s kernels comme une FFT ou une DCT en traitement
du signal. Le travail sera de dimensionner les unite´s de calcul (type, taille, nombre) mais
aussi le syste`me d’interconnexion.
2.4.3.2 Type de reconfiguration
Nous distinguons deux types de reconfiguration : la reconfiguration statique et la recon-
figuration dynamique.
Dans le cas d’une reconfiguration statique, les donne´es de reconfiguration et les don-
ne´es a` traiter sont distribue´es via des chemins diffe´rents et a` des instants disjoints. La
reconfiguration implique l’arreˆt du composant reconfigurable afin de pouvoir recharger
le contexte puis relancer les nouveaux traitements. Dans le cas d’un syste`me de vision,
cette me´thode implique un arreˆt du composant reconfigurable avec une coupure du flux









Figure 2.34: Me´thode de reconfiguration statique
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Dans le cas d’une reconfiguration dynamique, les donne´es et les configurations sont dis-
tribue´s simultane´ment. Les phases de reconfigurations et exe´cutions sont ainsi concur-
rentes. Cette me´thode n’implique pas un arreˆt du composant reconfigurable qui est
capable de modifier totalement ou partiellement sa surface de calcul. Nous qualifions
une architecture capable de se reconfigurer de fac¸on autonome d’auto-reconfigurable
(”self-reconfigurable”) [86, 87]
Dans le cas d’une me´thode partielle, on conserve une partie de re´gion de la surface
reconfigurable en cours de fonctionnement et on rec¸oit des donne´es de reconfiguration










Figure 2.35: Me´thode de reconfiguration dynamique partielle
Dans le cas d’une me´thode totale, on reconfigure entie`rement la re´gion pendant l’exe´-
cution d’une meˆme application et ceci afin de changer le traitement en cours. Ce type
de reconfiguration ne´cessite des ressources me´moires et logiques particulie`res capable
de stocker plusieurs contextes sur le meˆme plan reconfigurable afin de pouvoir basculer
rapidement de configuration. Dans la litte´rature, cette me´thode est aussi appele´e recon-
figuration « multi-contexte » [89]. Cette solution ne´cessite un temps de reconfiguration
tre`s court selon le type d’application et impossible a` masquer en temps contrairement a` la
me´thode partielle. Nous retrouvons un principe similaire dans l’architecture flexiFLASH
du composant XP2 [90] propose´ par la socie´te´ Lattice qui combine un plan me´moire a`
technologie Flash avec un plan me´moire SRAM de configuration sur une meˆme puce,
permettant de basculer de contexte en 1 ms (figure 2.36).
2.4.3.3 Couplage avec un processeur
Une architecture reconfigurable implique ge´ne´ralement la ne´cessite´ d’un processeur afin
de controˆler les diffe´rentes configurations, le partitionnement et le se´quencement des ope´-
rations. On peut ainsi caracte´riser les architectures reconfigurables suivant le couplage
avec le processeur embarque´. Le couplage le plus fort est celui conside´rant une surface
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Figure 2.36: Architecture flexiFLASH du FPGA XP2 (Lattice) [90]
reconfigurable pour les unite´s fonctionnelles du processeur. De fac¸on moins intrusive,
le composant reconfigurable peut eˆtre place´ comme un co-processeur correspondant a`
un circuit spe´cialise´ qui est sollicite´ pour des taˆches spe´cifiques. Nous pouvons citer un
exemple propose´ par Claus dans [91] dans la conception d’un co-processeur reconfigu-
rable en traitement d’image dans un contexte d’assistance automobile. La solution la
plus classique e´tant celle conside´rant un composant reconfigurable comme un pe´riphe´-
rique externe interconnecte´ avec un processeur par un bus externe. Nous pouvons citer
en exemple le processeur embarque´ Stellarton [92] combinant sur une seule puce un pro-
cesseur ge´ne´raliste Intel Atom [61] et une FPGA Altera (Arria II GX). Cette dernie`re
solution introduit une latence importante dans la communication entre processeur et
logique reconfigurable.
Un dernier couplage e´tant celui conside´rant un processeur embarque´ dans la logique re-
configurable ce qui permet de simplifier les communications. Cette solution a e´te´ de
plus en plus re´pandue avec la maturite´ des technologies reconfigurables a` grain fin de
type FPGA, capable de re´aliser des SoC complet appele´s plus pre´cise´ment System-on-
Programmable Chip (SOPC). Il est a` noter que les FPGAs atteignent des densite´s telles
qu’ils sont capable de synthe´tiser directement un syste`me programmable de type proces-
seur voire multi-processeurs. Ces processeurs re´alise´s a` partir de logique reconfigurable ne
permettent ne´anmoins pas actuellement d’atteindre des fre´quences e´leve´es et restent de
l’ordre de la centaine de MHz. Toutefois, certains composants reconfigurables peuvent
accueillir un processeur physique capable de traiter a` plus haute fre´quence les ope´ra-
tions. Nous pouvons citer en exemple le ZYNQ-7000 EPP [93] (figure 2.37) propose´ par
la socie´te´ Xilinx. Ce composant contient un processeur ARM-Cortex A9 double coeur
pouvant atteindre une fre´quence de 800 MHz.











Figure 2.37: Architecture du ZYNQ-7000 EPP (Xilinx) [93]
2.4.3.4 Exemples de solution reconfigurable pour la vision
De nombreuses solutions d’architecture reconfigurable ont e´te´ propose´es depuis plusieurs
anne´es [85]. La majorite´ de ces architectures sont capables d’effectuer des calculs de tout
type selon la granularite´ de reconfiguration. Elles peuvent ainsi aussi s’appliquer pour
des applications de vision et diffe´rents portages ont e´te´ e´tudie´s.
Comme montre´ dans la section 2.3 pre´sentant les applications, nous constatons que
l’ordre d’enchaˆınement des ope´rations a` effectuer sont bien de´finis par domaine : restau-
ration, analyse, ame´lioration, restitution. Partant de ce principe, il est envisageable de
de´finir une structure reconfigurable respectant un enchaˆınement classique des ope´rateurs
de traitement d’image pouvant eˆtre reconfigurables. Il en re´sulte une architecture recon-
figurable, dite gros-grain, compose´e d’une unite´ programmable se chargeant de la gestion
globale et des unite´s reconfigurables au niveau des unite´s de calcul et/ou au niveau des
interconnexions.
C’est l’approche propose´, en exemple, par le processeur CRISP [94] de l’universite´ de
Taiwan NTU (figure 2.38).
Son architecture est constitue´e d’un processeur ge´ne´raliste de controˆle couple´ avec un
syste`me d’interconnexion et des e´tages de calcul reconfigurables. Nous pouvons voir
que cette architecture exploite e´galement un paralle´lisme temporel des taˆches avec un
assemblage possible des unite´s de calcul sous forme d’un pipeline graˆce au syste`me d’in-
terconnexion reconfigurable. Cette architecture oriente´ flux, offre des performances de
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Figure 2.38: Architecture CRISP [94]
calcul de 10 images/seconde pour des re´solutions atteignant 11 Mpixels, et 55 images/-
seconde pour une re´solution haute de´finition 1080p (1920 × 1080) pour seulement une
fre´quence de 115 MHz.
Cette architecture a e´te´ suivie par une seconde version CRISP-DS (Dual Stream) [95]
capable de traiter deux flux en paralle`le. Ses performances ont e´te´ de´montre´es re´cemment
dans le cadre d’une application de traitement d’image mettant en oeuvre un ope´rateur
HDR fusionnant deux images [18].
Ce type d’architecture pre´sente cependant quelques inconve´nients car, e´tant optimise´e
pour une chaˆıne de traitement, elle ne pourrait pas eˆtre efficace pour d’autres ope´rations
comme la compression ou l’analyse d’image. Ce processeur n’est aussi utilise´ en pratique
que sous forme d’un acce´le´rateur d’un processeur ge´ne´raliste. Se trouve e´galement pose´
le proble`me de la configuration des diffe´rents e´tages de calcul qui, selon les auteurs,
restent encore manuelle et ne´cessite un environnement logiciel associe´.
Nous pouvons e´galement citer un autre exemple d’architecture reconfigurable gros-grain
comme ADRES [96] (figure 2.39), qui est compose´e d’une partie VLIW programmable
et d’un partie reconfigurable compose´e d’une matrice de processeurs e´le´mentaires dont
le syste`me d’interconnexion est reconfigurable pour diffe´rentes topologies. Cette archi-
tecture propose une puissance de 40 MOPS/mw.
Dans le domaine des architectures reconfigurables a` grain fin, la densite´ d’inte´gration


























































Figure 2.39: Architecture ADRES [97]
croissante des FPGAs a permis de faire e´merger de nombreuses propositions d’archi-
tectures reconfigurables pour la vision embarque´e [98]. Nous pouvons citer par exemple
l’architecture ARDOISE (Architecture Reconfigurable Dynamiquement Oriente´e Image
et Signal Embarque´) [99] qui est une solution a` la fois multi-cartes et multi-FPGAs (AT-
MEL AT40K) reconfigurable dynamiquement. Pour des syste`mes mono-FPGA, Sedcole
[100] a propose´, par exemple, d’imple´menter sur une seule puce une version de l’architec-
ture Sonic de´die´e au traitement d’image. Il s’agit d’une architecture multi-processeurs
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Figure 2.40: Architecture Sonic-on-a-Chip
Nous pouvons remarquer que le syste`me d’interconnexion pre´voit une communication
point-a`-point (chain bus) des unite´s de calcul (PEs) de fac¸on pipeline´e afin de minimiser
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les acce`s me´moires et de traiter sur le flux.
Cette architecture exploite le principe de conception de syste`mes de´rive´s (”derivative
systems ) [100] en se basant sur une plate-forme commune pouvant eˆtre personnalise´e
selon les contraintes de surface du syste`me de vision. Cette approche est la plus utilise´e
dans les SOPC modernes imple´mente´s sur des cibles reconfigurables a` grain fin comme
les FPGAs. L’ide´e principale consiste a` se fixer un re´seau d’interconnexion et a` ajouter
des unite´s de calcul (PE). Selon la me´thode de changement de fonctionnalite´ du PE les
modifications peuvent se faire avant synthe`se ou dynamiquement par reconfiguration.
Il est tout a` fait possible de synthe´tiser une solution programmable de type processeur
dans une logique reconfigurable a` grain fin comme le FPGA. Les processeurs Nios ouMi-
croBlaze en sont des exemples de processeurs ge´ne´ralistes synthe´tisables. Leur fre´quence
de fonctionnement reste faible de l’ordre de la centaine de MHz en raison des limites
technologiques. Leur roˆle principale dans un SOPC est ainsi re´serve´ principalement au
controˆle. Il est cependant tout a` fait faisable de de´finir des fonctions acce´le´ratrices pour
ces processeurs. Nous pouvons citer l’exemple de l’architecture Terapix [101] de la so-
cie´te´ Thale`s qui est un processeur SIMD synthe´tise´ comple`tement sur un Virtex-4 SX55
proposant une puissance de calcul de 40 GOPS.
2.4.3.5 Synthe`se sur les architectures reconfigurables
Les architectures reconfigurables imposent, de par leur technologie de fabrication, un sur-
couˆt en surface par rapport a` des solutions caˆble´es. Cependant, elles offrent au concepteur
des possibilite´s de personnalisation de l’architecture et ses degre´s de liberte´ sont fixe´s
par la granularite´ et le positionnement de la reconfigurabilite´ (unite´ de calcul, intercon-
nexion). Nous pouvons classer ces architectures suivant la granularite´ de reconfiguration,
pouvant eˆtre a` grain fin ou e´pais ; le type de reconfiguration, pouvant eˆtre statique ou
dynamique ; et le couplage avec un processeur ge´ne´raliste, de´crivant la de´pendance et le
positionnement des parties reconfigurables.
Un grand nombre de solutions de vision embarque´e reconfigurables exploitent le principe
de conception plate-forme (“platform-based design”) pour re´aliser des solutions dites de´ri-
ve´es (derivative systems) [100]. Ce principe est propose´ par la majorite´ des architectures
de type SoPC a` base de technologie FPGA dans un but de capitalisation et re´utilisation
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des de´veloppements sur les unite´s de calcul et sur le syste`me d’interconnexion. Il reste
le meilleur compromis pour assurer la pe´rennite´ du syste`me et eˆtre capable de traiter
plusieurs types de profil selon les contraintes d’encombrement ou de consommation avec
des syste`mes de´rive´s. Chaque syste`me conc¸u sur une meˆme base d’architecture peut
eˆtre mappe´ par exemple, sur des ressources a` base de technologies reconfigurables en
constante croissance en terme de densite´ et de fre´quence. En particulier, les composants
FPGA atteignent des densite´s de plusieurs milliards de transistors tel le composant Stra-
tix V [102] de la socie´te´ Altera atteignant 3,9 milliards de transistors, et e´volueront vers
des fre´quences de fonctionnement plus importantes. Certaines cibles sont meˆme annon-
ce´es pour des fre´quence de fonctionnement de l’ordre du GHz comme le Speedster22i-HP
[103] de la socie´te´ Achronix utilisant une technologie de gravure 22 nm de la socie´te´
Intel, atteignant une fre´quence de 1,5 GHz.
La densite´ des surfaces FPGA e´tant croissante et les fre´quences de fonctionnement stag-
nantes, nous observons toutefois que la tendance actuelle, dans l’e´volution de ces com-
posants, est de monter en granularite´. Il est maintenant courant de trouver bien plus que
des cellules reconfigurables dans une seule puce FPGA : me´moire embarque´e, transcei-
vers, unite´s de calcul de type Multiplieur-ACcumulateur (MAC), controˆleur me´moire et
meˆme un processeur ge´ne´raliste physique comme montre´ dans les exemples pre´ce´dents.
Ces types de puce constituent une solution se´duisante pour re´aliser des SoC a` faible couˆt
en conside´rant la production d’un e´quipement de vision en quantite´ re´duite, ce qui est
le cas de la majorite´ des syste`mes de vision dans le domaine de la de´fense.
2.5 Conclusion
La conception de l’e´lectronique d’un syste`me de vision embarque´ moderne est un pro-
ble`me complexe. Elle ne´cessite de tenir compte du choix des capteurs d’image, de la
disparite´ des types d’application et des contraintes de performance en temps et en sur-
face.
D’un point de vue de´veloppement et pe´re´nnite´, la solution consistant uniquement a`
de´crire des architectures caˆble´es a` communication point-a`-point comple`tement de´die´es,
devient peu efficace dans le contexte actuel ou` le marche´ de la vision embarque´e portable
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est en constante e´volution, avec une varie´te´ de capteurs et une varie´te´ d’applications de
complexite´ croissante.
A l’oppose´e, le fait de n’utiliser uniquement que des solutions purement programmables
ne constituent toujours que des solutions a` court terme. En outre, plus ce syste`me
programmable est ge´ne´raliste dans ses unite´s de calculs et plus son efficacite´ est diminue´
pour un domaine de traitement particulier. L’efficacite´ et la pertinence d’une solution
ne sont ve´ritablement atteints qu’avec un cadrage du domaine d’application avec une
famille de traitement. Dans le domaine des solutions programmables, nous assistons a`
une tendance a` multiplier les coeurs sur une seule puce, qui peuvent eˆtre he´te´roge`nes [104,
105]. Cette tendance impose de nouveaux de´fis au niveau des strate´gies de paralle´lisation
des calculs et de la gestion des acce`s aux donne´es.
Par ailleurs, la re´alisation de son propre processeur d’image spe´cialise´ permet d’atteindre
des performances cible´es mais implique un lourd investissement de de´veloppement a` la
fois logiciel et mate´riel pour aboutir a` une solution rapidement obsole`te si la scalabilite´
de sa structure est faible par rapport a` l’e´volution croissante des technologies silicium.
Une architecture de type SOPC a` base de technologie FPGA est la solution la plus ap-
proprie´e pour un contexte ne´cessitant de faire e´voluer en permanence des applications
de traitement d’image, avec le de´veloppement d’unite´s de calcul de complexite´ crois-
sante. En outre, une plate-forme SOPC autorise diffe´rentes de´clinaisons d’architectures
de calcul, ce qui permet d’adresser diffe´rentes familles de syste`me de vision qui sont de´-
finies selon des contraintes de performance, d’encombrement et de consommation. Bien
qu’engendrant un surcouˆt naturel en terme de surface silicium, un composant de type
FPGA permet de re´aliser des syste`mes de vision de faible couˆt. Il s’agit d’une cible par-
ticulie`rement adapte´e dans le domaine de la de´fense dans un contexte ou` les volumes de
production sont faibles pour un syste`me de vision embarque´.
Ne´anmoins, bien que la puissance de calcul des architectures a e´te´ de´montre´ par de
nombreuses propositions [9, 10], le verrou majeur se situe principalement au niveau
du syste`me d’interconnexion qui n’est pas suffisamment flexible, en particulier pour le
transfert des flux de pixels et l’acce`s a` la donne´e.
La multiplicite´ de capteurs [16] apporte une difficulte´ supple´mentaire a` la conception du
syste`me d’interconnexion. La majorite´ des syste`mes multi-capteurs, ciblant ge´ne´ralement
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des applications de ste´re´ovision, de fusion ou de re´haussement HDR, utilisent des solu-
tions de communication de´die´es et ainsi peu flexibles a` des modifications d’applications
[17, 18].
De l’e´tude des applications dans cette section, nous avons constate´ un recouvrement des
types d’ope´rations utilise´s pour des applications de visualisation usuelles a` chaque type
de capteur. Les diffe´rences majeures re´sident dans le se´quencement de ces ope´rations et
de la pre´sence d’ope´rations spe´cifiques au capteur.
En conside´rant qu’un concepteur dispose d’un ensemble d’unite´s de calcul optimise´es
(IPs) pour re´aliser l’ensemble des ope´rations ne´cessaire aux applications, il convient de
travailler sur des solutions d’adaptation du syste`me d’interconnexion. La proble´matique
repose sur le fait de de´terminer un syste`me d’interconnexion capable d’eˆtre parame´tre´
pour acheminer plusieurs types de flux en paralle`le entre les unite´s de calcul, qui sont
principalement oriente´es flot de donne´es d’apre`s notre e´tude.
Nous nous inte´ressons ainsi dans le chapitre suivant aux diffe´rents syste`mes d’intercon-
nexion utilise´s dans les SoC. Nous discuterons e´galement de leur utilisation pour un





Les performances d’une architecture imple´mente´e dans un SoC de´pendent fortement du
syste`me d’interconnexion et du protocole de communication entre les unite´s de calcul.
Avec la technologie d’inte´gration croissante, la conception d’un syste`me d’interconnexion
efficace est critique pour exploiter pleinement le nombre et la puissance de traitement
des unite´s de calcul dans un meˆme circuit.
En particulier, l’augmentation permanente des densite´s de syste`me a` base de logique
reconfigurable a` grain fin de type FPGA, offre de tre`s grandes possibilite´ de paralle´li-
sation et d’inte´gration d’unite´s de calcul, pour re´aliser des solutions d’interconnexion
complexes entre les e´le´ments.
Les syste`mes d’interconnexion sur puce sont ge´ne´ralement des adaptations architectu-
rales a` e´chelle re´duite de solutions existantes a` plus grande e´chelle, comme par exemple
des clusters de processeurs sur des cartes e´lectroniques communiquant sur un bus partage´
ou encore un re´seau de processeurs sur une meˆme carte.
Dans ce chapitre, nous effectuons une description succinte de diffe´rents syste`mes d’inter-
connexion utilise´s dans un SoC. Nous e´voquons en particulier l’e´mergence des syste`mes
d’interconnexion de type re´seau sur puce (NoC) depuis une dizaine d’anne´es. Enfin, nous
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discutons de l’ade´quation de ces solutions d’interconnexion par rapport au contexte de
vision embarque´e et a` notre proble´matique expose´e au chapitre pre´ce´dent.
3.2 Varie´te´ des syste`mes d’interconnexion
Il existe diffe´rents types de syste`mes d’interconnexion utilisables dans un SoC dont le
point-a`-point, le bus partage´ ou hie´rarchique, le crossbar et le re´seau sur puce [106].
Figure 3.1: Syste`mes d’interconnexion point-a`-point
L’approche point-a`-point (figure 3.1) est la solution la plus directe et la plus simple. Il
s’agit de celle qui est utilise´e pour concevoir les architectures caˆble´es e´voque´s au chapitre
pre´ce´dent. Elle consiste a` connecter les diffe´rents unite´s de calcul d’un syste`me avec des
fils de´die´s et exclusifs pour les e´changes de donne´es. Par conse´quent, cette approche est
efficace pour des syste`mes a` bande passante e´leve´e ce qui est le cas dans le domaine de
la vision. Elle offre une tre`s grande possibilite´ de paralle´lisation mais implique une faible
re´utilisation des unite´s de calcul du fait de la rigidite´ des connexions. Il en re´sulte une
tre`s faible flexibilite´ de communication entre les unite´s de calcul. Cette solution reste
cependant convenable pour des syste`mes a` faible nombre d’unite´s. Ainsi, faire e´voluer
un syste`me avec cette approche, ne´cessite de complexifier les connexions, en rajoutant
de fac¸on croissante des liaisons entre les unite´s. Cette me´thode devient, de manie`re
e´vidente, difficilement ge´rable avec une de´marche d’inte´gration croissante des unite´s de
calcul pour des raisons de de´pendances physiques entre les liaisons et de synchronisation
entre les signaux.
L’approche par bus partage´ (figure 3.2(a)) est une technique tre`s utilise´e pour inter-
connecter des unite´s de calcul. Cette approche convient e´galement pour des syste`mes a`
faible nombre d’unite´s de calcul. Par exemple, nous pouvons citer le bus standard ARM
AMBA [107] qui est tre`s re´pandu dans les SoCs. Diffe´rents bus sont ge´ne´ralement connec-
te´s sous forme hie´rarchique (figure 3.2(b)) en regroupant des unite´s selon les contraintes









Figure 3.2: Syste`me d’interconnexion de type Bus
en bande passante. Un bus est ge´ne´ralement compose´ de lignes de donne´es, de lignes
de controˆle et d’un arbitre. Ce type d’approche pre´sente l’avantage d’avoir une mise en
oeuvre simple a` faible couˆt mais est cependant tre`s limite´ en terme de performance car
ce type de communication ne permet de faire communiquer qu’un seul module a` la fois
selon l’arbitrage. Il en re´sulte des formations de goulot d’e´tranglement de donne´e tre`s
fre´quents avec l’augmentation des unite´s connecte´s.
Un approche couˆteuse consiste a` utiliser un crossbar pour interconnecter les unite´s de
calcul. Le principe consiste a` de´finir une matrice de multiplexeurs permettant a` toute
unite´ du syste`me de communiquer avec une autre, de fac¸on la plus performante possible
de manie`re point a` point, et en autorisant ainsi des communications en paralle`le. Cette
approche est tre`s couˆteuse en surface mais convient pour des syste`mes avec un nombre
d’unite´s de calcul re´duit. Un compromis consiste e´galement a` re´aliser partiellement cette
matrice en fonction des besoins de communication si ils sont pre´visibles. En exemple,
nous pouvons citer l’architecture du processeur reconfigurable, appele´ Reconfigurable
Operators for Multimedia Applications (ROMA) [108], propose´ re´cemment par le CEA-
LIST. Cette architecture utilise un crossbar comme syste`me d’interconnexion entre des
unite´s de calcul a` grains e´pais et diffe´rents bancs me´moires.
Pour un SoC de´die´ a` la vision, tous les types d’interconnexion pre´sente´s dans cette
section sont utiles selon le profil et la finalite´ du syste`me. Ge´ne´ralement, diffe´rents types
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d’interconnexion sont combine´s dans un meˆme SoC, en utilisant les avantages de chacun.
Les communications point-a`-point sont par exemple re´serve´es pour les parties critiques
en terme de temps et les communications par bus partage´ sont plutoˆt de´die´es pour
des pe´riphe´riques lents et peu demandeurs en bande passante. L’utilisation de crossbar
incomplet permet de re´soudre partiellement les exigences en performances pour des SoCs
actuels de´die´s a` la vision. Cependant, ces solutions se re´ve`lent tre`s rapidement limite´s
en nombre d’unite´s de calcul.
Avec des technologies d’inte´gration croissantes, il est a pre´sent envisageable d’imple´men-
ter dans un SoC des syste`mes d’interconnexion plus avance´s comme un re´seau sur une
seule puce.
3.3 Re´seaux sur puce
3.3.1 De´finition
Depuis une dizaine d’anne´es [12, 13], les premiers concepts et prototypes de re´seau de
communication sur puce, appele´ Network-on-Chip (NoC), sont apparus.
Selon la de´finition propose´e par Dally [14], un re´seau d’interconnexion correspond a`
un syste`me permettant de transporter des donne´es entre des terminaux. La figure 3.3
illustre un exemple avec trois terminaux T0, T1 et T2.
T0 T1 T2
RESEAU D’INTERCONNEXION 
Figure 3.3: Re´seau d’interconnexion du point de vue fonctionnel avec trois terminaux
Les terminaux se communiquent en se transmettant des messages (donne´es) au travers
du re´seau. Dans notre cas, un terminal correpond a` un point source ou un point de chute
(sink) des donne´es. Le re´seau peut effectuer plusieurs connexions simultane´es entre les
terminaux autorisant ainsi plusieurs communications en paralle`le et les modifier a` tout
instant. Un re´seau est de´fini comme un syste`me car il est compose´ de diffe´rentes res-
sources : me´moire, canal de communication et d’un e´le´ment de commutation de donne´es
appele´ routeur qui s’organisent pour transmettre les messages entre les terminaux. Nous
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de´finissons un canal comme un ensemble de fils interconnectant les ports d’entre´e et de
sortie des routeurs permettant de transporter les donne´es.
A l’e´chelle du SoC, conside´rons a` pre´sent que chaque terminal correspond a` une unite´ de
calcul. L’approche par re´seau d’interconnexion, illustre´e par la figure 3.4, consiste a` pa-
quetiser les messages pour les transporter d’une unite´ source vers une unite´ destination,




Figure 3.4: Syste`me d’interconnexion de type re´seau
3.3.2 Structure d’un message
Chaque message, illustre´ par la figure 3.5, est fractionne´ en plusieurs paquets de don-
ne´es [14]. Le paquet est l’unite´ d’information du re´seau de communication. Ils sont en
ge´ne´ral compose´s d’un en-teˆte (header) contenant des informations de controˆle et de la
donne´e utile a` transporter. Afin de pouvoir eˆtre transmis dans le re´seau, ces paquets
sont divise´s en paquets e´le´mentaires appele´s flits (contraction de flow control digits).
Ces flits peuvent eˆtre encore subdivise´s en phits (contraction de physical units) corres-
pondant a` une unite´ de donne´e qui peut eˆtre transfe´re´e physiquement a` travers un canal
de donne´es entre deux routeurs en un cycle d’horloge. Les performances (i.e. latence,
bande passante, consommation) d’un re´seau sur puce de´pendent dans un premier temps





Figure 3.5: Structure d’un message dans un re´seau NoC [14]
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De nombreuses e´tudes ont e´te´ effectue´es depuis une dizaine d’anne´es, pour porter et
e´valuer diffe´rentes solutions d’interconnexion de syste`mes multi-processeurs vers cette
nouvelle approche de re´seau de communication. C’est le cas par exemple pour l’architec-
ture Chameleon dont les communications ont e´te´ e´value´es dans un contexte de re´seau
de processeurs sur puce [15].
La spe´cification d’un re´seau se base sur trois points essentiels : la topologie du re´seau
qui pre´cise la structure du re´seau, la technique d’aiguillage qui spe´cifie les me´canismes
d’acce`s aux ressources et l’algorithme de routage qui de´termine la gestion du trafic (dis-
tributivite´ des donne´es) dans le re´seau. Ces points sont inter-de´pendants. Par exemple,
le choix d’une topologie implique un choix d’algorithmes de routage propres a` la topo-
logie. Ainsi, toute la difficulte´ du concepteur consiste a` re´aliser des compromis en terme
de consommation, performance, robustesse et complexite´.
3.3.3 Topologie du re´seau
La terminologie du re´seau de communication reprend des termes de´finis dans le domaine
de la the´orie des graphes.
La topologie du re´seau correspond a` l’organisation de l’interconnexion des unite´s par des
canaux de communication. Elle est de´finie comme un ensemble N de noeuds (vertices)
connecte´s par un ensemble C de canaux (edges). Un canal cx,y tel que
cx,y = (x, y) ∈ C | x, y ∈ N (3.1)
permet de connecter un noeud x a` un noeud y. La topologie d’un re´seau est ainsi repre´-
sente´ par le graphe G.
G = (N,C) (3.2)
Il n’existe pas de topologie ide´ale pour tout syste`me et la difficulte´ du concepteur consiste
a` re´aliser un ensemble de compromis entre la connectivite´, le couˆt en ressources et aussi
les choix de la granularite´ des messages dans le re´seau.
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Au niveau architecturale, nous appelons noeud le couple unite´ de calcul (PE) avec son
routeur de donne´e associe´, comme illustre´ en figure 3.6.
Le degre´ de liberte´ d’un noeud correspond aux nombres de canaux permettant a` un noeud
de communiquer avec des noeuds voisins. Il correspond a` la somme du nombre de canaux
de communication entrants avec le nombre de canaux de communication sortants. Ce
parame`tre affecte de fac¸on importante la complexite´ du re´seau et la taille du routeur de
communication.
La distance entre les noeuds est me´sure´e ge´ne´ralement en nombre de sauts (hops). Plus
ge´ne´ralement, il peut y avoir plusieurs chemin de donne´es possible entre deux noeuds
x et y. Nous appelons px,y le chemin de donne´e (path) entre x et y correspondant
a` un ensemble ordonne´ de canaux. Le nombre de canaux contenu dans cet ensemble
correspond alors a` la longueur du chemin.
px,y = {c0, c1, ..., ck} | ∀i ∈ N, ci ∈ C (3.3)
Selon leur topologie, les re´seaux de communication sont classe´s suivants trois cate´gories :
les re´seaux directs, indirects et irre´guliers [109].
Dans le cas d’un re´seau direct, chaque noeud est connecte´ aux noeuds voisins par des
liaisons point-a`-point. Les re´seaux directs les plus connus sont les re´seaux mesh (grille
ou maille´), torus, folded torus et octagon.
La topologie de type mesh est la plus courante pour des syste`mes multi-PEs [110] et













Figure 3.6: Exemple de re´seau NoC 3x3 en topologie grille (mesh)
Chaque noeud correspond a` une unite´ de calcul, une interface re´seau (Network Inter-
face(NI)) et un routeur. L’interface re´seau permet de de´coupler l’unite´ de calcul du
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re´seau de communication. Il s’occupe de mettre sous forme de paquets les donne´es is-
sues de l’unite´ afin de le transmettre sur le re´seau. Le routeur imple´mente la strate´gie
de routage ne´cessaire pour transmettre les donne´es d’une unite´ de calcul a` une autre.
Ge´ne´ralement, un routeur est compose´ de tampons me´moires (buffers) en entre´e et en
sortie permettant de ge´rer plusieurs paquets de donne´es en paralle`le, d’un crossbar pour
aiguiller un paquet entrants vers une des sorties du routeur et d’un controˆleur permet-
tant d’arbitrer les diffe´rentes requeˆtes d’aiguillage selon la donne´e en entre´e et l’e´tat des
routeurs voisins. Ce controˆle global est re´git par un algorithme de routage.
Dans un re´seau de type indirect, les routeurs de chaque PE ne sont pas relie´s directement
mais au travers d’un ou plusieurs routeurs qui sont re´lie´s par des liaisons point-a`-point.
Dans les re´seaux sur puce, les topologies de type tree (arbre) ou butterfly (papillon) sont
les plus utilise´es. Dans une topologie de type tree, les noeuds de calcul correspondent aux
noeuds feuilles de l’arbre (extre´mite´s du re´seau de communication). Il est e´vident que
cette topologie pose des incove´nients en terme de bande passante et de goulot d’e´trangle-
ment de donne´es situe´ principalement au noeud root (racine). Pour pallier a` ce proble`me,
une ame´lioration consiste a` utiliser une topologie de type fat tree qui conserve la meˆme
structure que le tree mais dont les canaux de communication augmente a` mesure ou` l’on
se rapproche du noeuds racine. L’objectif e´tant d’augmenter la bande passante progres-
sivement vers le noeud racine diminuant ainsi les goulots d’e´tranglement de donne´es.
Enfin, les re´seaux irre´guliers sont en ge´ne´ral un me´lange entre re´seaux directs et indi-
rects. Ils sont utilise´s pour des applications tre`s spe´cifiques. Ils sont cependant beaucoup
plus complexe en terme de pre´diction de performance en temps du fait de la topologie
irre´gulie`re.
Quelle que soit la topologie choisie, un re´seau sur puce est dit homoge`ne ou he´te´roge`ne.
Un re´seau est dit homoge`ne lorsque tous les unite´s de calcul du re´seau sont identiques.
Dans le cas contraire, le re´seau est dit he´te´roge`ne. L’approche homoge`ne est la plus simple
a` mettre en oeuvre. L’approche he´te´roge`ne est la plus optimise´e en terme de performance
mais plus complexe a` mettre en oeuvre du fait du me´lange de types d’unite´. Dans le
domaine de l’embarque´, cette seconde approche est la plus pertinente. En effet, la surface
e´tant limite´e, il est souvent ne´cessaire de faire cohabiter des unite´s de calcul he´te´roge`nes
afin d’assurer la comple´mentarite´ en terme d’efficacite´ de calcul.
Chapitre 3. Syste`mes d’interconnexion dans un SoC 78
La mise en oeuvre d’un re´seau sur puce, implique ge´ne´ralement un surcouˆt e´vident en
surface par rapport a` une interconnexion point-a`-point. Ce surcouˆt est compense´ par
la flexibilite´ des communications paralle`les et a` une meilleure inte´gration des unite´s
de calcul dans le syste`me. Un tre`s grand nombre de propositions de re´seaux sur puce
(NoC) a e´te´ e´tudie´ depuis plusieurs anne´es [111]. De plus en plus de syste`mes multi-
processeurs sur puce ont alors adopte´ cette solution d’interconnexion dans des domaines
d’application varie´s comme la te´le´communication [112]. Les re´seaux sur puce pre´sentent
e´galement un inte´reˆt croissant pour la re´alisation de SoC de´die´ a` la vision embarque´e.
3.4 Re´seaux sur puce utilise´s en vision embarque´e
3.4.1 Utilisation et Evaluation du NoC
Plus particulie`rement, dans le domaine de la vision embarque´e, plusieurs travaux ont e´te´
entrepris dans le cadre des re´seaux sur puce. Les performances d’un NoC par rapport
a` d’autres me´thodes d’interconnexion ont e´te´ montre´ pour diffe´rentes applications de
vision. A titre d’exemple, Hilton dans [113] le montre en comparant les performances en
temps et en surface d’un syste`me d’interconnexion avec un bus partage´ par rapport a` sa
proposition de re´seau PNoC dans le cadre d’une application de binarisation d’image.
D’une manie`re ge´ne´rale, la mise en oeuvre d’un mode`le de re´seau sur puce ne´cessite une
e´tude important dans l’exploration de diffe´rents parame`tres du re´seau comme la largeur
de bus de donne´es ou la taille d’un paquet de donne´e. Cette e´tude appele´e Design Space
Exploration (DSE) est incontournable pour garantir des performances optimales selon
des contraintes de´finies en terme de surface et de temps. Ce travail est d’autant plus
important lorsque le mode`le de re´seau utilise´ n’est pas adaptable au niveau architectural
apre`s son inte´gration sur puce. Des efforts en terme de compromis surface et temps,
sont ainsi a` conside´rer selon un ensemble d’applications vise´es. C’est le cas du mode`le
de re´seau NoC Hermes [114] qui a e´te´ beaucoup e´tudie´ dans la litte´rature. Il a e´te´
re´cemment explore´ par Fresse [115] afin de trouver le parame´trage le plus efficace dans
le domaine d’application destine´ a` l’imagerie multi-spectrale. Cette exploration peut eˆtre
e´ventuellement assiste´e par des outils de´die´s afin de mapper efficacement une application.
Par exemple, LeBeux propose un outil [116] pour explorer un NoC dans le but de mettre
en oeuvre un algorithme de de´mosaiquage.
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De ces travaux, nous pouvons conclure que plus un re´seau NoC est fige´ au niveau archi-
tectural par la structure topologique ou la structure interne d’un routeur par exemple, et
plus les efforts de de´veloppement doivent eˆtre porte´s en amont de sa mise en oeuvre au
niveau de son parame´trage. Ce parame´trage est d’autant plus complexe que le nombre
d’application a` imple´menter est croissant afin de garantir les performances.
A l’inverse, dans le contexte ou` le type d’application est de´fini, certains travaux ont
propose´ des re´seaux sur puce de´die´s en terme de topologie et de routage afin de garantir
des performances optimales. Zhang [117] propose ainsi dans le cadre des algorithmes
pour l’analyse d’image multispectrale, une topologie de re´seau de type Butterfly Fat
Tree. Nous pouvons encore citer un exemple de re´alisation d’un MPSoC spe´cialise´ dans
la reconnaissance d’objet [118] utilisant une organisation me´moire de´die´e et base´ sur
un re´seau sur puce avec une topologie en e´toile hie´rarchique. Ne´anmoins, ce type de
strate´gie ne permet pas de changer facilement d’application du fait de la rigidite´ de la
topologie et des unite´s de routage de donne´es.
3.4.2 Adaptation fonctionnelle et architecturale du NoC
De l’e´tude pre´ce´dente, nous voyons que la mise en oeuvre d’un NoC, dans un contexte
de modification dynamique d’applications avec des contraintes de performance, est un
proble`me complexe. En effet, si le re´seau est fige´ architecturalement, seule l’adaptation
en modifiant le chemin de donne´e entre les routeurs, au niveau fonctionnelle, n’est re´ali-
sable en modifiant les strate´gies de routage. Cependant, cette unique solution se re´ve`le,
soit insuffisante pour garantir les performances, ou soit tre`s complexe, ce qui impacte
fortement la surface ne´cessaire pour re´aliser les unite´s de routage. Par conse´quent, il est
ne´cessaire d’e´tudier e´galement l’adaptation dynamique au niveau architecturale du NoC
pour pouvoir de´ployer efficacement une application.
En re´sume´, nous pouvons nous adapter ge´ne´ralement a` deux niveaux dans le NoC :
1. au niveau fonctionnel avec l’algorithme de routage
2. au niveau architectural avec la structure du re´seau
La premie`re adaptation peut eˆtre mise en oeuvre dans un premier temps, en de´finissant
une fonction de routage adaptative pour chaque noeud comme par exemple en utilisant
un algorithme de type XY pour les re´seaux a` topologie mesh. Ainsi, le routage s’adapte
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selon l’e´tat du re´seau. Ce type d’adaptation est fre´quemment utilise´ pour des re´seaux
qui sont tole´rants aux fautes comme le QNoC [119, 120] ou dans le cadre d’inte´gra-
tion dynamique de modules de calcul comme le DyNoC [121, 122] afin de contourner
des modules inte´gre´s dans un re´seau. Une autre approche plus directe consiste a` modi-
fier dynamiquement le routage dans chaque routeur en changeant les tables de routage
comme utilise´ par Bartic [123] ou Hilton dans le re´seau PNoC [113]. Cependant, en utili-
sant uniquement cette adaptation fonctionnelle, les structures de communication restent
encore trop rigides.
Le deuxie`me type d’adaptation consiste a` travailler directement sur l’architecture. Un
grand nombre de travaux proposent alors de modifier la topologie du re´seau comme le
Noc FLUX [10] ou d’autres solutions propose´es par Gohringer [124, 125] ou Luedtke
[126] afin de pouvoir garantir des performances optimales selon l’application. La strate´-
gie de modifier la topologie du re´seau permet de faciliter le parcours des donne´es entre
les unite´s de calcul selon l’application. Cependant, d’une part, cette strate´gie n’implique
pas force´ment un acheminement efficace des donne´es. D’autre part, elle permet diffici-
lement d’obtenir un de´terminisme en temps sur l’acheminement des donne´es du fait du
changement de topologie.
Il est donc ne´cessaire d’e´tudier conjointement une adaptation a` la fois fonctionnelle et
architecturale. Dans notre contexte, nous devons a` la fois nous adapter aux applications
et aux types de flux de donne´es, tout en garantissant la performance.
3.5 Conclusion
A notre connaissance, il n’existe aucun syste`me d’interconnexion de type re´seau per-
mettant d’acheminer en paralle`le plusieurs flux de pixels avec la capacite´ d’auto-adapter
le chemin de donne´e entre les unite´s de calcul. Cette adaptation ne´cessite dans notre
contexte d’eˆtre re´alise´e en fonction de la donne´e et de l’application associe´e a` la donne´e.
Nous proposons ainsi de de´velopper un nouveau re´seau de communication sur puce
(NoC) pour un SoC de´die´ a` la vision.
Notre objectif e´tant d’obtenir un syste`me d’interconnexion, parame´trable avant syn-
the`se, disposant de la capacite´ d’auto-adapter son chemin de donne´e. Cette adaptation
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doit ide´alement pouvoir s’effectuer de manie`re dynamique en fonction du flux de don-
ne´es pixe´lique qui ne´cessite d’eˆtre distingue´ entre les diffe´rents capteurs utilise´s dans le
syte`me.
En particulier, comme de´crit dans le chapitre 2 pre´ce´dent, dans un contexte ou` des unite´s
de calculs optimise´es (IPs) ont e´te´ de´veloppe´es, des assemblages spe´cifiques comme des
pipelines d’unite´s de calcul sont ide´ales pour traiter les images en flot de donne´es. Dans ce
but, nous proposons d’adapter directement au niveau architectural, le chemin de donne´e
interne du routeur afin de pouvoir garantir un ou plusieurs pipelines efficaces d’unite´s de
calcul. Nous verrons, dans le chapitre suivant, que cette adaptation ne´cessite de mettre






Dans ce chapitre, nous pre´sentons, dans un premier temps, un nouveau mode`le d’ar-
chitecture de NoC, permettant de ge´rer dynamiquement plusieurs flux de donne´es pixe´-
liques en paralle`le. Ces flux paralle`les peuvent provenir de diffe´rents capteurs d’image
ou peuvent eˆtre ge´ne´re´s a` partir d’un seul flux selon l’application.
La figure 4.1 illustre le proble`me a` re´soudre pour la conception du NoC avec la pre´sence,
par exemple, de trois capteurs d’image diffe´rents en entre´e, deux afficheurs en sortie et














Figure 4.1: Syste`me avec trois capteurs et deux afficheurs
Les capteurs en entre´e peuvent eˆtre typiquement ceux pre´sente´s au chapitre 2, a` savoir
un capteur IR, BNL et couleur. Sur cette figure, nous voyons que toutes les images
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en sortie de chaque capteur transitent dans le re´seau d’interconnexion, dont le roˆle est
d’acheminer les images en sortie sur afficheur, apre`s application de traitements de´finis.
Ces traitements sont re´alise´s par l’association des diffe´rents PEs implante´s dans le SoC.
Le proble`me a` re´soudre se situe alors au niveau du re´seau d’interconnexion qui doit eˆtre
capable de ge´rer de multiples flux en paralle`le et de les acheminer correctement vers les
unite´s de calcul selon l’application, qui peut eˆtre modifie´e dynamiquement.
Se trouve e´galement pose´ le proble`me de la distinction de la provenance de chaque flux
de donne´es transitant dans le re´seau. De ce fait, nous proposons une nouvelle me´thode
d’identification des paquets de donne´es dans le re´seau, particulie`rement adapte´e aux
applications de vision embarque´e.
En nous appuyant sur une nouvelle proposition d’architecture de NoC, nous de´crivons
par la suite une nouvelle me´thode de routage des paquets. Il en re´sulte, au niveau
architecturale, une modification dynamique du chemin de donne´es interne au routeur.
Ce routage est de´termine´ en fonction de l’identification des paquets et du se´quencement
des unite´s de calcul de´fini pour exe´cuter correctement une application.
4.2 Mode`le d’architecture d’un NoC dynamiquement adap-
table
4.2.1 De´finition du flux de donne´es
Nous utilisons le terme flux (du latin fluxus, e´coulement) pour de´signer un ensemble
de donne´es e´voluant dans la meˆme direction. Le terme ”ensemble” e´tant de´fini, selon la
the´orie des ensembles, comme une collection d’e´le´ments. Dans le domaine de la vision
nume´rique, nous parlons de flux d’une image pour de´signer une collection de valeurs de
pixels. Un pixel (de l’anglais picture element) est une unite´ de surface permettant de
mesurer une image nume´rique. A` chaque pixel est associe´e une valeur d’une composante
d’intensite´ (exprime´e en bits) dans le cas d’une image monochrome en niveaux de gris,
ou plusieurs valeurs de composantes dans le cas d’une image couleur selon l’espace colo-
rime´trique choisi : Red Green Blue (RGB), YCrCb ou Hue Saturation Value (HSV) par
exemple. Ainsi, un flux d’une image peut repre´senter soit un bloc d’image, une image
comple`te ou une se´quence d’image.
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4.2.2 Choix d’une architecture oriente´e flux de donne´es
La de´finition de notre mode`le d’architecture se base sur le constat que la majorite´ des
unite´s de calcul optimise´es pour re´aliser les ope´rateurs de traitement d’image, pre´sente´s
au chapitre 2 en section 2.3.5, sont oriente´es flux de donne´es.
Nous avons e´galement remarque´ dans ce meˆme chapitre, que ces ope´rateurs sont re´utili-
sables entre diffe´rentes applications de visualisation d’image, selon les capteurs utilise´s.
Ainsi, en supposant qu’un syste`me dispose de l’ensemble des unite´s de calcul capables
de re´aliser toutes les applications requises, il serait ide´al que le syste`me d’interconnexion
puisse adapter dynamiquement les liaisons entre les unite´s de calcul en fonction du type
de donne´e, distingue´ selon le capteur, et de l’application a` imple´menter.
Par ailleurs, nous avons vu que la majorite´ des architectures de vision embarque´e pri-
vile´gie, ge´ne´ralement, au mieux la possibilite´ de chaˆıner les unite´s de calcul sous forme
d’un pipeline [127–129] afin d’obtenir un minimum de me´morisation, de pouvoir trai-
ter directement en flot de donne´es et ainsi maximiser la bande passante des canaux de
communication avec une latence minimale.
Notre mode`le d’architecture NoC tient compte de cette approche de conception, afin
de pouvoir composer plusieurs pipelines d’unite´s de calcul, dans le but d’approcher les
performances d’une architecture caˆble´e spe´cifique mais sans la contrainte de liaisons
point-a`-point fige´es entre les unite´s.
4.2.3 Proposition du mode`le d’architecture de NoC
Dans notre NoC propose´, un noeud correspond soit a` un routeur unique ou soit a` l’as-
sociation d’une unite´ de calcul (PE) avec son routeur. Plus particulie`rement, nous dis-
tinguons deux types de noeuds : les noeuds maˆıtres (M) et les noeud esclaves (E).
La figure 4.2 pre´sente un exemple de mise en oeuvre du NoC dans le cadre de l’exemple
pre´ce´dent avec trois capteurs et deux afficheurs.
Sur cette figure, nous voyons que les capteurs et les afficheurs sont connecte´s au re´seau au
travers des routeurs maˆıtres (M), qui permettent de re´aliser l’interface avec l’exte´rieur.
Les PEs sont connecte´s au re´seau au travers des routeurs esclaves (E) place´s entre les
noeuds maˆıtres.










































M routeur maître E routeur esclave PE unité de calcul
Figure 4.2: Principe de l’architecture du NoC propose´
D’un point de vue syste`me, nous pouvons voir notre mode`le comme un re´seau indirect
de routeurs maˆıtres qui sont relie´s par plusieurs re´seaux line´aires directs de routeurs
esclaves.
Les communications principales du re´seau s’effectuent entre les noeuds maˆıtres et les
communications secondaires entre les noeuds esclaves. Un noeuds maˆıtre repre´sente une
source ou une destination principale pour un paquet de donne´es. En particulier, un
routeur maˆıtre est caracte´rise´ par des interfaces avec le monde exte´rieur lui permettant
d’acque´rir un flux de donne´es entrant et de sortir un flux de donne´es traite´. Dans notre
mode`le, les routeurs maˆıtres sont relie´s ou non par un nombre fini de routeurs esclaves
auxquels sont connecte´es des unite´s de calcul.
Le roˆle d’un noeud esclave est d’analyser les paquets de donne´es entrants et de rediriger
ces paquets vers leur unite´ de calcul selon les besoins de l’application a` re´aliser. Un noeud
esclave est ainsi capable de modifier le contenu des paquets de donne´es transitant entre
deux noeuds maˆıtres. Cette modification est effectue´e en fonction du re´sultat fourni par
l’unite´ de calcul connecte´e au routeur esclave.
La figure 4.3 illustre un exemple de liaison compose´e de trois routeurs esclaves, sur
lesquels sont connecte´es les unite´s PE0 a` PE2, entre deux routeurs maˆıtres 0 et 1.
Dans cet exemple, les routeurs maˆıtres communiquent a` travers deux canaux A et B
entrants ou sortants. Un routeur esclave k est relie´ par deux liaisons unidirectionnelles
entrantes FWk−1(A) et FWk−1(B), et deux liaisons sortantes FWk(A) et FWk(B). Le
routeur maˆıtre 0 est ainsi le seul e´metteur possible. Le flot de donne´es entre les noeuds








































Figure 4.3: Re´seau line´aire de routeurs esclaves entre deux noeuds maˆıtres
maˆıtres est controˆle´ par des signaux d’acquittement Bp(A) et Bp(B) entre les routeurs
esclaves.
Le chemin de donne´es alloue´ pour faire transiter le flot peut eˆtre modifie´ dans un routeur
esclave selon l’utilisation de l’unite´ de calcul et du se´quencement des ces unite´s de´fini
par l’application a` re´aliser.
4.2.4 Modes de fonctionnement du routeur esclave
Un routeur esclave est capable de re´aliser quatre modes de fonctionnement pour un ou
plusieurs paquets entrants :
1. Forward (FWD)
2. Single Stream (SS)
3. Single Stream & Forward (SSF)
4. Multi Stream (MS)
La figure 4.4 illustre le chemin de donne´es du paquet, surligne´ en rouge, de´fini pour
chaque mode de fonctionnement, avec un exemple de routeur esclave constitue´ de deux
canaux e1, e2 unidirectionnels entrants et deux canaux s1, s2 sortants.
Le mode Forward (FWD), illustre´ par la figure 4.4(a), consiste a` rediriger un paquet de
donne´e entrant vers une sortie du routeur sans utilisation de l’unite´ de calcul (PE). Ce
mode est utilise´ dans deux cas : soit le PE n’est pas disponible ou soit le PE n’est pas
capable de traiter la donne´e selon une ope´ration requise par l’application.

































Figure 4.4: Modes de fonctionnement du routeur esclave
Le mode Single Stream (SS), illustre´ par la figure 4.4(b), est utilise´ si le paquet entrant
peut eˆtre traite´ par le PE. Dans ce mode, le paquet est ainsi inte´gralement redirige´ et
traite´ par le PE.
Dans le mode Single Stream & Forward (SSF), illustre´ par la figure 4.4(c), le paquet
de donne´es est duplique´ : un exemplaire est envoye´ directement vers une sortie sans
aucun traitement et l’autre exemplaire est dirige´ vers le PE. Les donne´es, re´sultantes
du traitement par le PE, sont syste´matiquement transmis par un autre canal de sortie
disponible. Ce mode permet ainsi de transmettre deux flux de donne´es en paralle`le dans
le re´seau : le flux entrant et le flux traite´ par le PE.
Dans le mode Multi Stream (MS), illustre´ par la figure 4.4(d), le PE est capable de
traiter N flux de donne´es en paralle`le (N = 2 dans notre exemple) pour produire une
donne´e sur un canal de sortie. Ce mode est particulie`rement utile pour connecter des
PEs particuliers qui sont capables de combiner en paralle`le plusieurs flux de donne´es. Il
s’agit d’un cas typique pour l’imple´mentation d’un ope´rateur de fusion d’image, de´crit
au chapitre 2.
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4.2.5 Re`gles de construction du re´seau
Dans cette section, nous de´finissons des re`gles spe´cifiques pour la constructions de notre
NoC afin de respecter les contraintes impose´es par le mode`le d’architecture de re´seau
propose´ et la de´finition des modes de fonctionnement du routeur esclave. Ces re`gles sont
a` appliquer pour la spe´cification du NoC avant synthe`se.
4.2.5.1 Re`gle n˚ 1 : Latence maximum entre noeuds maˆıtres
Le re´seau doit eˆtre construit en garantissant une latence maximum entre deux noeuds
maˆıtres. Cette latence maximum correspond au nombre de cycles maximum autorise´s
pour la traverse´e d’une donne´e entre deux routeurs. Elle est de´finie suivant le nombre
de routeur esclaves entre les noeuds maˆıtres et des latences de calcul de chaque unite´
associe´e a` un routeur esclave.
Soit Lmax cette latence maximum autorise´e entre deux noeuds maˆıtres qui sont relie´s par
k noeuds esclaves repre´sente´s par des couples routeur-unite´ de calcul (Ri, Ui). Soient LRi
et LUi les latences respectives maximum pour les routeur esclaves et l’unite´ de calcul.




max(LUi , LRi) < Lmax (4.1)
Dans un syste`me de vision embarque´e, cette latence peut eˆtre de´finie typiquement en
fonction de la latence maximum autorise´e entre l’entre´e de la source image du capteur
et l’affichage de cette image traite´e.
4.2.5.2 Re`gle n˚ 2 : Chemin de donne´es pour traiter la donne´e
Quelle que soit la topologie du re´seau, le re´seau doit eˆtre construit de manie`re a` ce qu’il
existe toujours un chemin de donne´es capable de traiter comple`tement tout paquet de
donne´es provenant d’un noeud maˆıtre e´metteur vers un noeud maˆıtre destinataire. Un
nombre de liaisons unidirectionnelles doit alors eˆtre de´fini entre les routeurs pour e´tablir
tous les chemins de donne´es ne´cessaires.
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4.2.5.3 Re`gle n˚ 3 : Parite´ des canaux entrants et sortants
Le nombre de ports de communication d’un routeur esclave est toujours pair. Les ports
sont de´finis par n couples de port entrant et sortant. Un port entrant du routeur esclave
est associe´ a` un port sortant. Ainsi, en mode Forward, tout paquet entrant dans un port
est automatiquement dirige´ vers le port de sortie de´fini par le couple.
4.2.5.4 Re`gle n˚ 4 : Nombre de canaux de communication minimum
Etant donne´ les modes de fonctionnement de´finis pour le routeur esclave, la construction
du re´seau n’est pertinente qu’a` partir d’un minimum de deux canaux de communication
entrants unidirectionnels par routeur esclave.
Nous pouvons noter que, parmi ces quatres re`gles de constructions de´finies, les re`gles
n˚ 2 et n˚ 3 sont obligatoires pour que le re´seau soit fonctionnel afin d’e´viter le blocage
des donne´es. Les deux autres re`gles sont conseille´es pour assurer les contraintes de per-
formances.
4.2.6 Topologies du re´seau
Diffe´rentes topologies peuvent eˆtre ainsi re´alise´es selon les re`gles de construction de´finies
pre´ce´demment. Le choix topologique d’un re´seau de communication pre´sente un impact
important sur les performances en temps et en surface d’une architecture de calcul.
4.2.6.1 Topologie en anneau
La topologie en anneau est une solution qui est adapte´e pour notre mode`le d’architecture
et pour nos applications oriente´es flot de donne´es. Un principal avantage re´side sur le
faible degre´ de liberte´ des noeuds, ce qui permet ainsi de conserver une solution de
routage simple par la line´arite´ de la structure.
Nous pouvons citer les travaux de Bourduas [130] qui ont montre´ l’efficacite´ d’un re´-
seau de communication base´ sur des anneaux unidirectionnels en terme de surface et
de fre´quence d’utilisation plus e´leve´e, en raison de la simplicite´ de la structure. Une
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e´tude comparative des topologies dans le cadre d’une imple´mentation FPGA, mene´e par
Saldana [131], de´montre e´galement la pertinence de cette topologie.
Quelques exemples de topologie en anneau pour notre re´seau sont pre´sente´s en figure
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(b) Anneau double
Figure 4.5: Exemples de topologie en anneau et sens de circulation des donne´es
La figure 4.5(a) pre´sente une version simple avec un anneau unidirectionnel. Un exemple
de sens de circulation (1) des donne´es est repre´sente´ sous forme d’une fle`che en pointille´e
sur la figure. Il s’agit d’une solution parmi les moins couˆteuses en surface e´tant donne´ le
faible nombre de ports pour chaque routeur. Cependant, cette solution ne respecte pas
une des re`gles de construction et limite les modes d’exe´cution des routeurs esclaves car
elle ne permet pas d’effectuer des traitements en paralle`le.
La figure 4.5(b) propose un autre exemple avec deux anneaux unidirectionnels, consti-
tuant un anneau double, dans les deux sens de circulation (1) et (2), repre´sente´s par
des fle`ches en pointille´es. Cette dernie`re solution pre´sente un avantage de pouvoir faire
circuler les paquets dans les deux sens de circulation. Elle permet ainsi a` un paquet
entrant d’atteindre plus rapidement un routeur de destination sans devoir effectuer un
tour complet dans le pire cas.
Plus ge´ne´ralement, un grand nombre d’architecture multiprocesseurs ont opte´ pour la
topologie en anneau, en particulier pour des applications en flot de donne´es. Dans la
famille ge´ne´raliste, nous pouvons citer par exemple le processeur Cell [132] conc¸u par
IBM, Toshiba et Sony. Dans le domaine du traitement de signal audio, nous pouvons citer
les processeurs X-Fi [133] de la socie´te´ Creative. Plusieurs architectures spe´cialise´es ont
e´galement exploite´ la topologie anneau dans le domaine du traitement d’image [17, 34]
et du signal comme l’architecture Systolic Ring [134, 135].
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Nous pouvons e´galement remarquer que la solution en anneau est particulie`rement bien
adapte´e pour des applications utilisant des ope´rations ite´ratives. Une meˆme donne´e peut
ainsi eˆtre traite´e de manie`re re´cursive par des rebouclages successifs dans l’anneau. Cette
me´thode permet ainsi de minimiser la surface de calcul en multiplexant temporellement
les ope´rations.
Avec une topologie en anneau, l’efficacite´ du calcul est ainsi de´pendante de la profon-
deur du pipeline re´alisable avec une meˆme unite´ de calcul. Cette profondeur peut eˆtre
compense´e par des rebouclages de la donne´e a` traiter, reproduisant ainsi un mode de
calcul que nous appelons pipeline virtuel.
Prenons l’exemple d’une application re´alise´e avec une suite d’ope´rations se´quentielles
comme illustre´e par la figure 4.6 avec 2n ope´rations successives. Dans cet exemple, cette
suite peut eˆtre de´coupe´e en un groupe de deux ope´rations (OP1 et OP2) qui est ite´re´ en
n fois.
OP1 OP2 OP1 OP2
Entrée Sortie
1ère itération nème itération
Figure 4.6: Exemple d’application compose´e de n ite´rations
Supposons a` pre´sent que les ope´rations OP1 et OP2 sont respectivement re´alise´es par
les unite´s de calcul PE1 et PE2. En configurant un re´seau capable d’exe´cuter en pipeline
deux groupes d’ope´ration, comme pre´sente´ en figure 4.7, l’application comple`te peut eˆtre












Figure 4.7: Exe´cution d’un pipeline virtuel en deux rebouclages des donne´es
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De fac¸on e´vidente, compare´e a` une solution comple`tement pipeline´e spatialement, cette
me´thode temporelle de calcul est moins avantageuse en terme de latence a` une fre´quence
de fonctionnement e´gale. Cette me´thode implique e´galement de mettre en oeuvre une
gestion des flux de donne´es pour e´viter des collisions lors du rebouclage. Cette gestion
peut eˆtre assure´e par un de´coupage ade´quat des donne´es, avec un se´quencement des
transmissions, et la mise en oeuvre d’un syste`me de me´morisation permettant de buffer-
riser les donne´es, pour e´viter les collisions lors des bouclages. Cependant, dans le cadre
d’application moins critiques en terme de temps et pour des unite´s de calcul de surface
importante, cette solution de rebouclage reste pertinente [20].
4.2.6.2 Extension de la topologie en anneau
Une topologie en anneau peut eˆtre e´tendue vers des topologies plus complexes avec une
structure se rapprochant de la topologie grille (mesh). La topologie grille est celle qui est
la plus utilise´e pour les re´seaux de communication sur puce, en raison de sa simplicite´
de conception en deux dimensions et de la scalabilite´ en nombre d’unite´s de routage.
Cette topologie est applicable dans le cadre de notre proposition, mais il est ne´cessaire
de tenir compte des re`gles de construction. Il s’agit en particulier de l’unidirectionnalite´
des canaux et de la parite´ entre un port d’entre´e et un port de sortie.

































Figure 4.8: Autres exemples de topologie
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Le premier exemple, en figure 4.8(a), pre´sente une topologie re´alise´e avec des anneaux
imbrique´s. Dans cet exemple, nous pouvons voir deux anneaux unidirectionnels (2) et
(3) qui sont restreints a` un partie du re´seau. Ces anneaux sont imbrique´s dans un anneau
principale (1) permettant l’acce`s a` tous les routeurs du re´seau.
Dans le second exemple, en figure 4.8(b), les anneaux (1), (2), (3) et (4) sont comple`-
tement de´couple´s. Le seul moyen de passer d’un anneau a` un autre est d’effectuer des
changements conse´cutifs au niveau des routeurs maˆıtres (M).
Chacune des solutions posse`de ses avantages et ses inconve´nients en latence de routage,
avec des algorithmes spe´cifiques a` la topologie. Le travail d’exploration topologique du
re´seau, a` partir de notre mode`le d’architecture, de´passe le cadre de notre e´tude dans
cette the`se.
4.3 Controˆle du mode de fonctionnement des routeurs
4.3.1 Controˆle centralise´ et distribue´
Il existe deux types de controˆle : un controˆle centralise´ ou un controˆle distribue´.
Dans le cas d’un controˆle centralise´, la prise de de´cision est re´alise´e au niveau syste`me. Il
peut s’agir d’un module central qui s’occupe du controˆle global des ressources (me´moires
et unite´s de calcul). Dans le cas d’une application oriente´e flux, une architecture classique
consiste a` placer un module de commande amont avec une topologie de controˆle en e´toile
vers chaque module de calcul agence´s sous la forme d’un pipeline, comme illustre´ par la
figure 4.9.





Figure 4.9: Exemple de controˆle centralise´
Dans le cas d’un controˆle distribue´, la prise de de´cision est effectue´e par plusieurs unite´s
inde´pendantes ou en inte´raction. Le controˆle est distribue´ sur l’ensemble des unite´s qui
prennent des de´cisions selon leurs interactions mutuelles (figure 4.10).
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Figure 4.10: Exemple de controˆle distribue´
Un controˆle distribue´ permet d’avoir un syste`me de controˆle plus re´actif, avec une prise de
de´cision plus rapide et locale, par rapport un controˆle centralise´. Il ne´cessite ne´anmoins
d’ajouter des informations supple´mentaires dans les paquets de donne´es ou des signaux
supple´mentaires afin que les unite´s puissent se communiquer mutuellement .
Le controˆle centralise´ permet ge´ne´ralement d’avoir une meilleure maˆıtrise du chemin
global du flot de donne´es, alors que dans une solution de´centralise´e, le flot de donne´e est
ge´re´ par plusieurs unite´s de controˆle et peut suivre diffe´rents chemin de donne´es pour
acheminer l’information. Cependant, le syste`me de controˆle centralise´ est plus lent car il
doit superviser un ensemble plus ou moins important d’unite´s et prendre des de´cisions
selon l’e´tat de chaque e´le´ment. Si le seul module de controˆle n’est plus fonctionnel alors
tout le syste`me n’est plus ope´rationnel. Il peut cependant convenir pour un syste`me avec
un faible nombre d’unite´s de calcul.
4.3.2 Implantation du controˆle des routeurs esclaves
Les modes de fonctionnement de´finis pour le routeur esclave permettent d’adapter le
chemin de donne´es entre diffe´rentes unite´s de calcul de manie`re a` imple´menter efficace-
ment des applications oriente´es flot de donne´es. Ces modes permettent entre autres de
construire plusieurs pipelines d’unite´s de calcul en paralle`le. Se trouve a` pre´sent pose´ le
proble`me de la transmission des commandes d’adaptation, permettant de controˆler les
modes de fonctionnement de chaque routeur esclave.
Une premie`re solution consiste a` de´finir un controˆle centralise´ avec un controˆleur global
maˆıtre, illustre´ par MA sur la figure 4.11, dont le roˆle sera de superviser, de se´quencer et
de commander les routeurs esclaves. Ces routeurs peuvent eˆtre connecte´s au controˆleur
par des liaisons directes point-a`-point ou indirectes.
Une solution par liaisons directes, comme illustre´ par la figure 4.11(a) avec les liaisons
de commande CMD0, CMD1 et CMD2, est la plus simple mais n’est naturellement pas


































Figure 4.11: Me´thode de communication des commandes
adapte´e pour un syste`me e´voluant vers un grand nombre d’unite´s de calcul. Cette solu-
tion ne´cessite en outre, des modifications permanentes du controˆleur global. L’utilisation
de liaisons indirectes, avec des me´thodes d’interconnexion par des bus ou un re´seau de
communication, autorise une plus grande inte´gration de noeuds esclaves mais elle intro-
duit ge´ne´ralement une latence de communication qu’il est ne´cessaire de minimiser.
La figure 4.11(b) illustre un exemple avec des paquets de commandes, avec un en-teˆte
[H] et une donne´e [C], et des paquets de donne´es, avec un en-teˆte [H] et une donne´e
[D], envoye´s successivement. Selon la me´thode d’interconnexion, le nombre de routeurs
esclaves et les transferts de donne´es entre unite´ maˆıtre-esclaves, il apparaˆıt ge´ne´ralement
un goulot d’e´tranglement des donne´es au niveau du controˆleur global.
Une me´thode pour re´soudre partiellement ce proble`me est de de´finir des liaisons de´die´es
uniquement au controˆle et aux commandes, comme illustre´ par la figure 4.11(c), mais
elle implique un surcouˆt en surface [100, 117].
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Afin d’optimiser la communication du controˆle, Clermidy [136] a propose´ re´cemment de
distribuer le contexte de configuration sur plusieurs noeuds dans le re´seau et de mettre
en oeuvre un protocole permettant de modifier localement les unite´s de calcul de fac¸on
de´centralise´e. Cette solution ne´cessite cependant une complexite´ et une consommation
en surface plus importante dans la couche d’interface re´seau pour chaque noeud. De
manie`re e´vidente, l’efficacite´ de cette proposition est de´pendante du nombre et de la
position des unite´s de configuration dans le re´seau.
Lorsque la cible technologique le permet, une alternative a` cette premie`re me´thode
consiste a` tirer profit de la reconfiguration dynamique pour configurer les multiplexeurs
et ainsi modifier les connexions entre les ports d’entre´e-sortie dans le routeur. En guise
d’exemple, cette solution a e´te´ mise en oeuvre par Braun [137] dans le cadre d’un NoC
base´ sur des routeurs adaptables imple´mente´s sur une cible FPGA. Cette solution est
pertinente mais est trop fortement de´pendante du composant technologique, qui est un
FPGA particulier dans cet exemple, et ne´cessite de connaˆıtre physiquement et exacte-
ment le positionnement spatial des modifications.
4.3.3 Proposition de controˆle
Notre proposition consiste a` combiner dans un paquet a` la fois les donne´es a` traiter et les
instructions a` appliquer sur la donne´e en fonction de l’application a` imple´menter. Ces
instructions de´crivent un se´quencement d’ope´rations sur la donne´e pouvant eˆtre re´alise´
par des unite´s de calculs dans le re´seau. Suivant ces instructions, les routeurs esclaves
adaptent dynamiquement le chemin de donne´es selon les modes de fonctionnement de´fi-
nis. Dans notre re´seau, le controˆle est ainsi partiellement distribue´ car le routeur maˆıtre
n’a pas de connaissance sur la position des routeurs esclaves. Les routeurs esclaves orga-
nisent dynamiquement le chemin de donne´es en fonction des instructions, de la donne´e
et de l’occupation de l’unite´ de calcul.
La figure 4.12 illustre des paquets de donne´es de taille plus importante, contenant a` la
fois des informations d’adressage [H], de commandes [C] et de donne´es [D].
Pour notre re´seau, ces commandes d’adaptation du chemin de donne´es sont spe´cifie´es
sous forme de groupes d’instructions. Ces groupes d’instructions sont de´finies a` partir
de l’application en imposant un se´quencement d’ope´rations requises sur la donne´e. Ces









Figure 4.12: Me´thode de communication des commandes avec la donne´e a` traiter
instructions sont inte´gre´es directement dans l’en-teˆte du paquet de donne´es. Nous de´-
taillons le contenu de ces instructions, dans la section suivante, a` partir de la de´finition
de la structure du paquet de donne´es.
4.4 Description des paquets de donne´es
4.4.1 Attributs d’une image
Comme de´crit au chapitre 2, une image ne´cessite d’eˆtre traite´e afin de corriger les de´fauts
de l’image, faire ressortir des zones particulie`res ou simplement ame´liorer l’affichage de
l’image en sortie. Pour un syste`me a` multiples sources d’images et capable de re´aliser
diffe´rentes applications, un premier proble`me se pose concernant l’identification de la
provenance et le type de flux de donne´es que l’on souhaite faire traiter par un ensemble
d’unite´s de calcul dans le re´seau.
Ce proble`me n’apparaˆıt pas pour une architecture caˆble´e dont le syste`me d’intercon-
nexion repose sur des liaisons point-a`-point. Dans ce cas de figure, les chemins de don-
ne´es sont exclusifs et pre´alablement de´finis avec des liaisons fige´es entre les unite´s de
calcul. Par contre, dans un contexte de re´utilisation des PEs et d’adaptation dynamique
des liaisons de communication pour diffe´rentes applications, l’identification d’une image
devient critique et importante. Il s’agit d’un besoin d’identification a` la fois spatiale,
pour distinguer les sources d’images, et temporelle, pour distinguer des images succe-
sives provenant d’une meˆme source.
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Dans notre contexte d’application, certaines ope´rations de type 2D+t (spatial et tempo-
rel) ne´cessitent effectivement d’identifier le positionnement dans le temps des diffe´rentes
trames entrantes. Cet indice de temps permet ainsi de de´terminer le ∆t entre une trame
stocke´ en me´moire et une trame en cours de traitement. Nous de´finissons ce ∆t comme
e´tant la diffe´rence relative en nombre de trames entre une trame en cours de traite-
ment et une autre trame stocke´e en me´moire, pour une meˆme position dans une chaˆıne
de traitement. Cette information facilite grandement l’adaptation du syste`me avec des
applications utilisant des ope´rateurs temporels.
La figure 4.13 illustre un exemple d’une application temporelle utilisant plusieurs images
a` diffe´rents indices temporels. Dans cet exemple, le PE 0 combine en paralle`le les images
de la source 1 avec un ∆t de 3, et le PE 1 combine celles de la source 2 avec un ∆t de 1.
Les images de t− 1 a` t− 3 doivent ainsi eˆtre stocke´es dans une me´moire afin de pouvoir
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Figure 4.13: Exemple d’une application temporelle multi-sources
Le principe e´tant de de´finir une ”carte d’identite´” de l’image dont la pre´cision de´pend
d’un certain nombre d’attributs. Nous appellons attribut une information ne´cessaire a`
l’identification des images dans le re´seau. Par exemple, un ope´rateur de fusion de deux
trames peut ne´cessiter a` un instant t, une trame de la source du capteur infrarouge 1, a`
un ∆t de 2, qui a e´te´ traite´e par une ope´ration de re´haussement de contraste ; puis a` un
instant t1 une trame de la meˆme source mais avec un ∆t de 1.
Dans le contexte de notre re´seau, les messages sont principalement des trames d’image
comple`tes ou des blocs d’image. Plusieurs paquets circulent alors en paralle`le et trans-
portent diffe´rents types de donne´es comme les pixels d’une image. Ces paquets de donne´es
sont identifie´s par leur en-teˆte.
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Pour un re´seau donne´, le contenu de l’en-teˆte d’un paquet est ge´ne´ralement de´fini par
le nombre et le type de donne´es a` traiter. Un en-teˆte peut contenir diffe´rents champs
de´die´s et il est de´fini selon les caracte´ristiques du re´seau et les applications a` imple´menter.
Ainsi, le contenu de l’en-teˆte d’un paquet peut se re´duire simplement a` un champ de´die´
a` l’adresse du noeud de destination avec optionnellement des champs d’identification.
Ces champs peuvent caracte´riser le type de donne´e dans le paquet comme dans le cas du
re´seau QNoC [120] ou peuvent indiquer la pre´cision des donne´es [117]. Selon la technique
d’aiguillage et l’algorithme de routage, l’en-teˆte peut contenir e´galement un champ de´die´
au port de sortie de´fini dynamiquement a` chaque passage dans un routeur, comme le
propose par exemple Kavaldjiev dans le VCNoC [15], qui exploite le principe de canaux
virtuels dans le conception du routeur.
Dans une situation mono-capteur et mono-application, ou` nous avons connaissance du
type de source, un controˆleur global connecte´ au re´seau reste suffisant, comme propose´
par Zhang [117] dont le re´seau contient une unite´ de controˆle qui se charge de ge´rer de
multiples sources de donne´es en me´moire vers plusieurs unite´s de calcul en paralle`le.
Sans controˆleur global, il est ne´cessaire d’utiliser au minimum un algorithme de routage
permettant de garantir l’ordre des trames. Si il n’y a pas de garantie de l’ordre, une autre
alternative serait de re´organiser l’ordre directement par une couche d’interface re´seau
spe´cifique de l’unite´ de calcul. Cette dernie`re solution implique un surcouˆt e´vident en
surface.
Dans notre contexte multi-applicatif, ces strate´gies ne peuvent suffire car le syste`me
doit s’adapter dynamiquement suivant l’application. Il est ainsi impe´ratif, sans controˆle
centralise´, d’enrichir l’identification des paquets dans notre re´seau.
Nous pouvons conclure qu’une image ne´cessite au minimum trois attributs pour eˆtre
identifiable dans notre re´seau :
1. un attribut, nomme´ id, permettant de distinguer la source de l’image
2. un attribut, nomme´ ts, permettant d’identifier temporellement les images d’une
meˆme source
3. un attribut, nomme´ pe, permettant d’identifier la dernie`re ope´ration effectue´e sur
la donne´e
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D’autres attributs utiles peuvent eˆtre e´galement de´finis comme la re´solution de l’image
transmise dans le re´seau.
4.4.2 Structure d’un paquet de donne´es d’une image
La structure d’un paquet dans un re´seau est illustre´e par la figure 4.14. Elle correspond
a` l’association d’une donne´e utile, aussi appele´e charge, constitue´e de p flits, avec un
en-teˆte compose´ de k flits.











Figure 4.14: Structure d’un paquet de taille k + p flits
Dans le cadre de nos applications pour la vision, cette charge repre´sente un groupe de
pixels provenant d’une image pour la majorite´ des paquets circulant dans le re´seau. Soit
une charge repre´sentant un bloc d’image de re´solution M ×N pixels. Soient g la taille
en bits des pixels et f la taille en bits d’un flit de donne´es, de´finie pour le re´seau. Le
nombre de flits p sera ainsi de´termine´ par l’e´quation 4.2.
p = ⌈(M ×N × g) (mod f)⌉ (4.2)
Dans notre re´seau, nous autorisons une charge pouvant atteindre la taille d’une image
comple`te.
Contrairement a` la taille variable de la charge, la taille de l’en-teˆte est fixe. Dans la
plupart des re´seaux sur puce, cette taille se re´duit ge´ne´ralement a` un seul flit (k =
1). Cette taille re´duite permet de minimiser la latence du de´codage de l’en-teˆte et de
transmission des paquets. Dans ce cas pre´cis, la latence de de´codage peut se re´duire a`
un seul cycle d’horloge si la taille du flit est e´gale a` celle du phit.
Suite a` notre besoin d’identification de la provenance des paquets, l’en-teˆte de nos pa-
quets de donne´es ne peut se re´duire a` un seul flit de donne´es, si nous souhaitons une
taille de bus de l’ordre de 16 ou 32 bits pour chaque liaison entre les routeurs.
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Comme illustre´ par la figure 4.15, la structure d’un en-teˆte de paquet de donne´es est
divise´e en trois parties principales : une partie indiquant la taille du paquet (packet size)
de taille Sp, une partie pour de´crire les instructions associe´es aux donne´es transporte´es
(instructions) de taille Si et une partie re´serve´e aux attributs caracte´risant les donne´es
(attributes) de taille Sa. Ces trois parties peuvent eˆtre de taille variable et sont compose´es
de un ou plusieurs flits de taille f . L’en-teˆte est alors de´limite´e par des flits de taille St,
indiquant le de´but (start) et la fin (end) de sa description.
ATTRIBUTESINSTRUCTIONSPACKET SIZESTART END
HEADER
St Sp Si Sa St
Figure 4.15: Structure de l’en-teˆte d’un paquet de donne´es
Ainsi, la taille de l’en-teˆte SH sera calcule´e suivant l’e´quation 4.3.
SH = (2× St) + Sp + Si + Sa (4.3)
La partie indiquant la taille du paquet de donne´es est impe´rative car celui-ci ne contient
pas de flit de queue (tail) pour de´limiter la fin du paquet. Ainsi, cette information peut
eˆtre, soit indique´e directement en explicitant le nombre de pixels total transporte´, ou soit
de manie`re indirecte, en indiquant la re´solution (en X et Y) du bloc de pixels contenue
dans le paquet.
La partie de´taillant les attributs contient principalement les informations caracte´risant
les donne´es du paquet (id, ts, pe) et les informations d’adressage entre les noeuds maˆıtres
source-destination.
La partie re´serve´e aux instructions peut contenir plusieurs instructions selon la taille sn











Figure 4.16: Partie re´serve´e aux instructions dans l’en-teˆte (k=4)
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La description et le se´quencement des ope´rations sur la donne´e transporte´e sont fixe´s
par les instructions. Comme illustre´ par la figure 4.16, Une instruction est organise´e en
quatre champs :
1. INST NUMBER : Un champ correspondant au nume´ro de l’instruction a` exe´cuter
afin d’assurer la cohe´rence du se´quencement des ope´rations sur la donne´e trans-
porte´e. Ce champ est particulie`rement utile pour identifier les paquets de donne´es
appartenant a` l’exe´cution d’une meˆme instruction et qui doivent eˆtre traite´s en
paralle`le par le PE.
2. PE OPCODE : Un champ permettant d’identifier le type d’ope´ration ne´cessaire
pour traiter le paquet.
3. NB PASSES : Un champ qui fixe le nombre d’ite´ration de l’ope´ration sur la donne´e.
Du point de vue du code instruction complet de´crivant l’application, ce champ
permet de re´duire les redondances d’ope´rations.
4. TAG : Un champ permettant d’indiquer le se´quencement des ope´rations. Ce champ
peut soit prendre une valeur (TAG = PAR) pour indiquer que l’instruction sui-
vante peut eˆtre exe´cute´e en paralle`le ou soit le contraire (TAG = /PAR) pour
indiquer que l’instruction suivante est exe´cute´e se´quentiellement. Dans le premier
cas, un paquet de donne´e traite´ peut eˆtre transmis en paralle`le a` un routeur voisin
pour re´aliser une autre ope´ration. Il y aura donc e´dition de deux en-teˆtes diffe´-
rentes : une pour le paquet traite´ et une autre pour le paquet transmis. Dans le
deuxie`me cas, le paquet doit eˆtre traite´ avant d’eˆtre transmis.
L’association de plusieurs instructions dans un en-teˆte permet de de´crire les modes d’exe´-
cution de type se´quentiel-pipeline, paralle`le et pipeline-paralle`le utilise´s dans les diffe´rents
ope´rateurs de traitement d’image de´crits au chapitre 2.
Quelques exemples de code a` quatre instructions par en-teˆte (k =4) sont pre´sente´s en
figure 4.17.
Dans ces exemples, nous conside´rons que ∀i ∈ N, l’unite´ PEi re´alise l’ope´ration OPi.
Dans le premier cas, nous avons un traitement de type se´quentiel entre trois ope´rations
OP0, OP1 et OP2. Comme illustre´ en figure 4.17, ces ope´rations peuvent eˆtre pipeline´es
dans le re´seau. Ce se´quencement re´sulte du TAG de non paralle´lisme (/PAR) entre
chaque ope´ration. A l’inverse dans le deuxie`me exemple, nous souhaitons exe´cuter en





























































[0] [OP0] [1] [/PAR]
[0] [OP1] [1] [/PAR]
[0] [OP2] [1] [/PAR]
[0] [XXX] [0] [/PAR]
[0] [OP0] [1] [PAR]
[0] [OP1] [1] [/PAR]
[0] [XXX] [0] [/PAR]
[0] [XXX] [0] [/PAR]
[0] [OP0] [1] [/PAR]
[0] [OP1] [1] [PAR]
[0] [OP2] [1] [/PAR]










Figure 4.17: Exemples de code instruction associe´ a` un ordonnancement des ope´ra-
tions sur les PEs
paralle`le les ope´rations OP0 et OP1. Le TAG (PAR) associe´ a` l’ope´ration OP0 indique
ce paralle´lisme qui autorise au routeur associe´ a` PE0 de diffuser le paquet de donne´e
en paralle`le du traitement par PE0. Le troisie`me exemple illustre une combinaison des
deux exemples pre´ce´dents pour re´aliser a` la fois un traitement paralle`le puis se´quentiel
en combinant deux paquets traite´s par PE1 et PE2 vers PE3.
Nous pouvons remarquer que la structure du paquet ne contient pas de flit de queue
(tail). Ce flit est ge´ne´ralement utilise´ pour de´terminer la fin du paquet. Dans notre cas,
il n’est pas utile car la taille de notre en-teˆte k est fixe, et celui-ci contient de´ja` une
information sur le nombre de pixels transporte´ dans le paquet.
Les routeurs esclaves sont majoritaires dans notre re´seau. Etant donne´ que ce re´seau
doit eˆtre capable de ge´rer plusieurs flux de donne´es en paralle`le avec l’activation de
diffe´rents modes de fonctionnement du routeur esclave, les besoins en terme de me´mori-
sation risquent d’eˆtre importants dans chaque routeur et doivent eˆtre minimise´s. De plus,
ce proble`me est d’autant plus important que nous autorisons, dans notre mode`le, des
paquets de grande taille, e´quivalent a` plusieurs lignes d’une image. En effet, e´tant donne´
que la taille de l’en-teˆte d’un paquet s’e´tend sur plusieurs flits, et que les ope´rations
applique´es peuvent eˆtre pipeline´es, le maintien de l’adaptation d’un chemin de donne´es
doit s’e´tablir pour un minimum de pixels, afin de minimiser la latence de l’adaptation.
La taille des buffers dans un routeur est de´finie selon la me´thode de routage utilise´e pour
acheminer les donne´es dans le re´seau. Elle est donc fortement de´pendante de la technique
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d’aiguillage utilise´e (switching technique), du controˆle de flot de donne´e choisi (flow
control) et de l’algorithme de routage qui est plus ou moins efficace selon la topologie
globale du re´seau.
La topologie line´aire des routeurs esclaves entre deux routeurs maˆıtres be´ne´ficie d’un
faible degre´ de liberte´ a` chaque noeud. Ce faible degre´ de liberte´ permet de re´duire
la complexite´ du routage a` chaque noeud esclave. Nous e´tudions ainsi dans la section
suivante la me´thode de routage la plus adapte´e a` notre mode`le d’architecture de re´seau.
4.5 Routage dynamique des paquets de donne´es
4.5.1 Technique d’aiguillage dans un re´seau sur puce
4.5.1.1 De´finition
La technique d’aiguillage de´termine la manie`re dont les messages, paquets et flits tra-
versent les routeurs d’un re´seau de communication. Plus pre´cise´ment, la technique d’ai-
guillage permet de de´finir comment les ressources du re´seau (bande passante des canaux
de communication, capacite´ me´moire des routeurs, etc.) sont alloue´es pour que les pa-
quets puissent traverser le re´seau. La me´thode ide´ale consiste donc a` allouer les ressources
de fac¸on a` atteindre le maximum de bande passante tout en de´livrant les paquets avec la
plus faible latence possible. Dans ce but, plusieurs strate´gies existent et sont regroupe´es
selon deux cate´gories : les techniques avec buffer et les techniques sans buffer.
Les techniques sans buffer sont les plus simples a` mettre en oeuvre car elles ne ne´cessitent
aucun stockage de donne´e. Ainsi, il n’est pas possible de bloquer un paquet dans le re´seau
car il n’y aucun emplacement de stockage dans les routeurs. A l’inverse, l’usage de buffer
permet d’eˆtre plus souple dans la gestion du flot de donne´e car les routeurs peuvent
stocker des paquets en attente ce qui permet de partager temporellement les chemin de
donne´es disponibles dans le re´seau.
Dans le domaine des re´seaux sur puce, il existe deux principales techniques d’aiguillage :
technique par aiguillage de circuit, sans buffer, appele´e circuit switching, et par aiguillage
de paquets, avec buffer, appele´e packet switching. Ces techniques fixent la granularite´ du
transfert de donne´es.
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Prenons un exemple base´ sur notre re´seau, illustre´ par la figure 4.18, avec deux routeurs
maˆıtres re´lie´s par trois routeurs esclaves. Dans cet exemple, les routeurs esclaves sont





































à transmettre vers le 
Routeur Maître 1
Figure 4.18: Noeuds maˆıtres se´pare´s par trois noeuds esclaves
A partir de cet exemple, nous allons e´tudier l’utilisation de diffe´rentes techniques d’ai-
guillage applique´es au routeur esclave. Nous nous positionnons dans le contexte ou` le
routeur maˆıtre 0 souhaite transmettre un paquet de donne´e, dont la charge est e´quiva-
lente a` quatre flits, vers le routeur maˆıtre 1. Nous conside´rons que dans notre re´seau, la
taille du flit est e´gale a` celle du phit.
4.5.1.2 Circuit switching
La technique de circuit switching [14] consiste a` re´server le chemin de donne´es phy-
sique (lien physique et routeurs) entre le noeud e´metteur (source) et le noeud re´cepteur
(destination) avant de pouvoir transmettre un ou plusieurs paquets de donne´es. Cette
re´servation est effectue´e par des signaux de requeˆte-acquittement entre les routeurs.
Nous pouvons citer le re´seau SoCbus [138], propose´ par Wiklund, qui imple´mente cette
technique.
Dans notre re´seau, une requeˆte peut eˆtre transmise par un flit R de re´servation spe´cifique.
Ce flit contient l’adresse du noeud e´metteur et celle du noeud re´cepteur. Les routeurs
successifs valident cette requeˆte par un signal d’acquittement correspondant aux signaux
Bpx pour notre exemple 4.18 et indique´ par la valeur A sur la figure 4.19.
Le chronogramme 4.19 illustre l’exemple de transmission d’un paquet a` 4 flits de donne´es
du routeur maˆıtre 0 vers le routeur maˆıtre 1. Ce chronogramme montre le cheminement
du paquet entre le routeur esclave 0 au routeur maˆıtre 1.
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Figure 4.19: Chronogramme de la me´thode Circuit Switching
Nous observons dans ce chronogramme une premie`re phase de re´servation de chemin
de donne´es, appele´e setup time. Cette phase se de´compose par la transmission du flit
de re´servation R et la propagation du signal d’acquittement A vers le noeud e´metteur.
Une fois ce signal rec¸u par le routeur maˆıtre e´metteur, celui-ci peut alors transmettre
son message en inte´gralite´, sous forme de plusieurs paquets, sans risque de collision. La
transmission se termine par l’envoi d’un flit D de de´sallocation afin de libe´rer progressi-
vement les routeurs re´serve´s sur le chemin de donne´es, durant un temps appele´ tear-down
time.
Les avantages de cette technique sont une bande passante maximale (ressources re´serve´es)
et une faible latence de transmission entre le noeud source et destination.
Cependant, comme nous pouvons observer dans le chronogramme, cette technique im-
plique une dure´e d’occupation importante du chemin de donne´es. Elle prend en compte
un temps de mise en oeuvre d’une transmission, impose´e par la re´servation et la de´sal-
location du chemin de donne´es.
4.5.1.3 Packet switching
Contrairement a` la technique de circuit switching, les paquets sont transmis directement
dans le re´seau et le chemin de donne´es est de´termine´ dynamiquement a` chaque noeud de
routage rencontre´, selon un algorithme de routage de´fini. Il n’y a donc plus de latence
occasionne´e par un besoin de re´servation de chemin.
Il existe dans la litte´rature diffe´rentes me´thodes de packet switching [14] : le Store and
Forward (SAF), le Virtual Cut Through (VCT), le Wormhole Switching (WS) et une
variante utilisant des canaux virtuels.
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Dans le cas d’une technique de type Store and Forward (SAF), un paquet ne pourra eˆtre
transmis d’un routeur a` un routeur voisin si ce dernier posse`de la capacite´ de stocker
entie`rement un paquet a` transmettre. Ainsi, la taille des buffers des routeurs utilise´s doit
eˆtre au moins e´gale a` la taille d’un paquet de donne´es. Par conse´quent, le choix de la
taille du paquet aura un impact e´vident sur la surface du routeur.
Soit f la taille en bits d’un flit de donne´es. La figure 4.20 illustre un exemple de trans-
mission d’un paquet de 5 flits, en de´finissant dans le routeur esclave un buffer de taille


























Figure 4.20: VCT pour un paquet de taille 5f bits et des buffers de taille 5f bits
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Figure 4.21: Transmission d’un paquet avec la me´thode Store-and-Forward
Dans cette technique, chaque routeur doit attendre que le paquet soit arrive´ inte´grale-
ment avant de le transmettre au routeur suivant. Un signal A d’acquittement permet
d’informer la re´ception comple`te du paquet. La latence de re´ception du paquet est alors
proportionnelle a` la fois a` la longueur du paquet L (en nombre de flits) et a` la longueur
du chemin de donne´es mesure´ en terme de sauts entre les routeurs, appele´s hops.
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Avant que chaque paquet puisse eˆtre envoye´, il est ne´cessaire pour chaque routeur d’ef-
fectuer une allocation des ressources. Ces ressources sont principalement le canal de
communication et le buffer pour stocker le paquet a` re´ceptionner.
Notons H le nombre de hops requis pour faire transiter un paquet de donne´es. Soit tw
le temps d’attente ne´cessaire pour effectuer les allocations ne´cessaires entre routeurs et
tf le temps pour transmettre le paquet sur le canal de communication. Soit b la bande
passante du canal de communication, mesure´e en flits par cycle.
Pour une technique SAF, la latence minimum T0 d’un paquet pour traverser un chemin
de donne´es de longueur H est de [15] :




Dans notre exemple, le nombre de saut H e´gale a` 4 et le temps tw est de 1 cycle horloge
entre chaque paquet sur le chronogramme 4.21.
La technique Virtual Cut Through (VCT) autorise le routeur a` transmettre les flits
consituant un paquet avant meˆme de recevoir le paquet dans son inte´gralite´.
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Figure 4.22: Transmission d’un paquet avec la me´thode Virtual Cut Through
Nous observons que l’acquittement s’effectue de`s le premier flit transmis. Il en re´sulte
ainsi une latence de transmission re´duite par rapport a` la pre´ce´dente technique SAF.
Avec cette technique, la latence minimum T0 devient [15] :
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Cependant, chaque acquittement implique une allocation me´moire dans le routeur e´gale
a` la taille du paquet a` transmettre. La technique VCT n’apporte pas d’ame´lioration
concernant la taille des buffers me´moires qui est au moins e´gale a` la taille du paquet de
donne´es.
La technique Wormhole Switching (WS) permet de travailler avec des buffers re´duits a`
un nombre finis de flits. Tant qu’il n’y a pas de congestion dans le routeur, cette technique
se comporte de fac¸on similaire a` la technique du Virtual Cut Through. Un flit est ainsi
automatiquement envoye´ au routeur voisin de`s que celui peut l’accueillir. Les allocations
s’effectuent a` une granularite´ me´moire de la taille du flit. Dans cette technique, l’en-teˆte
contient l’information de routage et il se charge de re´server progressivement un chemin
de donne´es a` chaque routeur.
La figure 4.23 illustre un exemple avec des routeurs dont le buffer me´moire est re´duit a`


























Figure 4.23: WS pour un paquet de taille 5f bits et un buffer de taille 3f bits
Nous observons que, contrairement a` la technique VCT pre´ce´dente, lors de congestion,
le paquet ne va pas rester bloque´ dans un seul noeud mais est e´tale´ tout au long de son
chemin de donne´es car aucun routeur ne peut stocker comple`tement le paquet. Ainsi, la
taille des buffers est inde´pendante de la taille du paquet. En pratique, l’imple´mentation
de cette technique ne´cessite de mettre en oeuvre un pipeline dans chaque routeur afin
de temporiser les flits entrants pendant l’allocation des ressources (me´moire, chemin de
donne´es).
Le chronogramme est ainsi similaire a` celui pre´sente´ en figure 4.22 avec la meˆme latence
minimum T0. C’est pourquoi la technique Wormhole Switching est la plus utilise´e dans
les re´seaux sur puce.
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Cependant, du fait de l’e´talement du paquet tout au long du chemin de donne´es, les
situations de blocage (deadlock) apparaissent plus fre´quemment.
Pour re´duire les situations de blocage de la technique deWormhole, une solution consiste
a` ajouter des canaux de transmission supple´mentaires dans les routeurs et a` multi-
plexer temporellement diffe´rents chemin de donne´es. Il s’agit d’une technique base´e sur
le concept de canaux virtuels (virtual channels).
La figure 4.24 illustre un exemple de re´seau utilisant ce principe avec 3 canaux virtuels.
Deux paquets multiplexe´s de taille 5 flits, sont transmis au travers de la meˆme liai-
son physique. Ces deux paquets sont e´tale´s tout au long du meˆme chemin de donne´es




























Figure 4.24: Exemple de deux paquets circulant avec trois canaux virtuels
Avec cette variante, on conserve toujours les avantages de la techniqueWormhole concer-
nant la taille de buffer re´duite et la longueur de paquet inde´pendante de la taille des
buffers. Les canaux virtuels permettent de de´multiplier les possibilite´ de chemin de don-
ne´es en partageant le meˆme lien physique. Ainsi, si un paquet est bloque´, il le sera
uniquement dans le canal virtuel de´fini mais le liens physique sera toujours disponible
pour les autres canaux virtuels. Concernant la latence minimimum T0, elle s’exprime de
la meˆme fac¸on que la technique pre´ce´dente excepte´e que la bande passante b du canal
est partage´e entre les canaux virtuels. Ainsi, b variera selon l’arbitrage et de l’occupation
de autres canaux virtuels.
Cette technique ne´cessite cependant un arbitrage plus complexe et un espace de stockage
plus important [14].
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4.5.1.4 Utilisation des techniques dans le re´seau propose´
Comme e´voque´ pre´ce´demment en section 4.4.2 par l’e´quation 4.2, les paquets de notre
re´seau peuvent eˆtre de taille importante, e´quivalents a` plusieurs lignes d’une image.
Ainsi, les techniques de Store-and-Forward ou de Virtual-Cut Through sont a` proscrire
pour les routeurs esclaves, car elles ne´cessitent d’allouer a` chaque routeur un espace
me´moire fige´ pour un re´seau donne´.
Les deux techniques d’aiguillage qui conviennent pour faire communiquer les noeuds
maˆıtres par le biais des noeuds esclaves sont le circuit switching et le wormhole switching.
La technique circuit switching pre´sente l’avantage de ne ne´cessiter aucune me´morisation.
En effet, en re´servant le chemin de donne´es par des signaux de requeˆte et acquittement, le
paquet ne requiert pas obligatoirement un en-teˆte pour la re´servation. Ainsi, les donne´es
peuvent eˆtre envoye´s sans risque de collisions, comme illustre´ par le chronogramme 4.19.
Cependant, elle pre´sente une certain nombre de de´savantages dans notre re´seau.
Premie`rement, cette technique implique un temps d’attente du signal d’acquittement
pouvant eˆtre important selon la distance entre deux noeuds maˆıtres. Deuxie`mement, un
unique flit de requeˆte de re´servation du chemin de donne´es est insuffisant pour de´crire
et ordonner les mode de fonctionnement de chaque routeur esclave dans le chemin de
donne´es.
La technique de wormhole switching est une solution qui ne´cessite de la me´moire dans
chaque routeur esclave, mais autorise la re´servation d’un chemin de donne´es de manie`re
progressive de routeur en routeur. Contrairement au circuit switching, elle ne ne´cessite
pas de re´servation pre´alable du chemin. La re´servation est effectue´e par la lecture de
l’en-teˆte du paquet.
Du fait de la structure de nos paquet de donne´es, la technique de wormhole switching
est la plus approprie´e mais ne´cessite d’eˆtre adapte´e par rapport aux modes de fonction-
nement du routeur esclave, comme de´finis dans la section 4.2.4.
4.5.2 Split-Wormhole switching
Nous proposons pour notre re´seau une technique d’aiguillage spe´cifique au routeur es-
clave. Cette technique, que nous appelons Split-Wormhole switching, est une adaptation
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de la technique Wormhole Switching (WS), applique´e aux modes de fonctionnement du
routeur esclave pre´sente´s en section 4.2.4 : Forward (FWD), Single Stream (SSP), Single
Stream & Forward (SSF) et Multi Stream (MS).
Pour la technique propose´e, les routeurs esclaves se comportent de manie`re identique a`
la technique WS pour les modes Forward. Ainsi, le chemin de donne´es est alloue´ pro-
gressivement et dynamiquement a` chaque routeur esclave graˆce a` l’en-teˆte du paquet de
donne´es. Celui-ci contenant l’information du nombre de pixels dans le paquet, permettant
de cre´diter un compteur de flits dans chaque routeur et de de´sallouer progressivement le
chemin de donne´es a` la fin du de´comptage.
La diffe´rence repose sur le fait que le routage ne s’effectue plus seulement en fonction
de l’adresse du noeud destinataire. Il s’effectue e´galement en fonction des instructions
contenues dans l’en-teˆte qui de´finissent un se´quencement d’ope´ration a` appliquer sur la
donne´e. Ainsi, le paquet peut eˆtre aiguille´ ponctuellement vers une unite´ de calcul sur
son chemin de donne´es dans la direction du noeud maˆıtre destinataire.
Le mode Single Stream (SSP) constitue l’aiguillage le plus simple d’un paquet vers une






































à transmettre vers le 
Routeur Maître 1
Figure 4.25: Aiguillage du paquet en mode SSP sur le PE2
Sur cette figure, un paquet constitue´ de 5 flits est e´mis par le routeur maˆıtre 0 vers le
routeur maˆıtre 1. Les routeur maitres 0 et 1 sont se´pare´s par trois routeurs esclaves sur
lesquels sont respectivement connecte´s les unite´s de calcul PE0, PE1 et PE2. L’en-teˆte
[H] du paquet, e´mis sur le canal FWe(A), contient une instruction indiquant le besoin
d’appliquer une ope´ration re´alisable par le PE2. Ainsi, au cours de la transmission du
paquet entre les deux routeurs maˆıtres, les deux premiers routeurs esclave (0 et 1) ne
peuvent pas traiter le paquet et sont donc en mode Forward. De`s que le paquet est arrive´
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au routeur esclave 2, celui-ci se met en mode Single Stream afin de traiter les donne´es
du paquet, de´crites par les flits [B] sur la figure 4.25. Le paquet traite´ peut ainsi eˆtre
accepte´ par le routeur maˆıtre 1.
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Paquet à traiter par PE2
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Figure 4.26: Chronogramme du mode SSP sur le PE2
Sur ce chronogramme, nous observons un comportement qui est similaire au Wormhole
pour l’aiguillage du paquet en mode FWD sur les deux premiers routeurs esclaves 0 et
1. Pour cet exemple, la latence de transmission en mode FWD est illustre´e a` un cycle
d’horloge entre les canaux FW0(A) et FW1(A) au niveau du routeur esclave 1.
Par contre, cette latence, illustre´e par Ls sur la figure entre les canaux FW1(A) et
FW2(A), est plus importante lors du passage dans le routeur esclave 2 en mode SSP.
Cette latence s’explique par le temps de modification du chemin de donne´es, le passage
des flits dans le routeur et la latence de traitement de l’unite´ de calcul PE2. Nous
constatons e´galement que la taille du paquet a e´te´ modifie´e par l’unite´ de calcul PE2 par
rapport au paquet entrant. Ceci impose alors une modification de l’en-teˆte du paquet de
donne´es a` effectuer avant son e´mission vers le routeur maˆıtre 1.
Par conse´quent, la technique Split-Wormhole Switching diffe`re de la technique WS or-
ginale concernant la de´finition de la latence minimum T0 pour transmettre le paquet.
Elle n’est donc plus seulement proportionnelle au nombre de noeuds esclaves mais est
de´pendante des modes de fonctionnement des routeurs esclaves spe´cifie´s par l’en-teˆte du
paquet de donne´es. Soit Ls(i) la latence de transmission respective de chaque routeur
esclave sur le chemin de donne´es d’un paquet. Soit H le nombre de hops requis pour
faire transiter un paquet de donne´es entre deux noeuds maˆıtre, L la longueur du paquet
en flits et b la bande passante du canal de communication entre deux routeurs esclaves.
La latence minimum T0 s’exprime ainsi suivant l’e´quation 4.6.








Ainsi, cette latence est e´gale a` celle de la technique WS dans le cas ou` tous les routeurs
esclaves sont en mode Forward avec un temps d’allocation fixe Ls = tw.
Contrairement a` la technique WS, la technique d’aiguillage Split-Wormhole Switching
n’autorise pas seulement une adaptation de chemin de donne´e mono-port avec 1 port
entrant et 1 port sortant. Elle permet aussi, selon le mode de fonctionnement, une
adaptation de type 1 port entrant et 2 ports sortants.
C’est le cas du mode Single Stream & Forward (SSF) ou` le paquet entrant doit eˆtre
duplique´. Cette duplication est effectue´e de manie`re a` transmettre un exemplaire vers
l’unite´ de calcul et un autre exemplaire vers le routeur esclave voisin, dans le but de trai-
ter deux flux de donne´es en paralle`le. Deux ports de sorties doivent alors eˆtre attribue´s
pour effectuer ce mode.










































Figure 4.27: Ex2 : Split-wormhole switching avec deux flux en sortie
Cette figure reprend l’exemple de re´seau pre´ce´dent avec trois routeurs esclaves entre les
noeuds maˆıtre 0 et 1. Supposons a` pre´sent que nous souhaitons traiter un paquet de
donne´es, e´mis par le routeur maˆıtre 0, en paralle`le sur les unite´s PE1 et PE2 dans ce
re´seau. Ce calcul impose ainsi l’activation du mode SSF au niveau du routeur esclave
1. Sur la figure 4.27, nous observons ainsi le mode FWD active´ pour le routeur 0 car
PE0 n’est pas concerne´ par le calcul, et l’activation du mode SS dans le routeur esclave
2 entre les canaux FW1(A) et FW2(A).
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Nous voyons que le mode SSF se distingue par la duplication du paquet de donne´e
entrant dans le canal FW0(A) au niveau du routeur esclave 1 vers l’unite´ de calcul PE1
et vers le canal FW1(A). Au final, chaque unite´ de calcul PE1 et PE2 fournissent deux
donne´es traite´es sous forme de deux paquets diffe´rents vers le routeur maˆıtre 1.
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Figure 4.28: Chronogramme de l’exemple 2
Nous observons dans ce chronogramme 4.28, les latences de transmission du paquet
traite´ respectives Ls(1) du routeur esclave 1 entre les canaux FW0(A) et FW1(B), et
Ls(2) entre les canaux FW1(A) et FW2(A) du routeur esclave 2.
Dans cet exemple, nous avons illustre´ une diffe´rence de latence entre Ls(1) et Ls(2) , qui
s’explique par le temps d’adaptation du chemin de donne´es ajoute´ a` la latence propre
de l’unite´ de calcul, qui est plus important pour le mode SSF.
La duplication du paquet de donne´es est apparent sur le chronogramme 4.28 en observant
l’occupation des deux canaux FW1(A) et FW1(B) en sortie du routeur 1. La premie`re
sortie sur FW1(A) correspond a` la transmission du paquet sans traitement avec une
latence re´duite et la seconde sortie sur FW1(B) correspond au traitement du paquet par
PE1, avec une plus grande latence de transmission apparente.
Etant donne´e ces latences de transmission variables des paquets de donne´es suivant
l’aiguillage impose´ au routeur, il est ne´cessaire de de´finir un algorithme de routage le
plus simple et efficace possible afin de minimiser la latence d’adaptation du chemin de
donne´es. Nous de´crivons ainsi dans la section suivante le routage au niveau du noeud
maˆıtre et esclave de notre re´seau.
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4.5.3 Algorithme de routage
4.5.3.1 Principe de routage dans un re´seau sur puce
Selon la topologie du re´seau et le degre´ de liberte´ de chaque noeud, plusieurs solutions
de chemin peuvent eˆtre emprunte´es par un paquet entre un noeud maˆıtre e´metteur et
re´cepteur. La proce´dure pour de´terminer le chemin de donne´es est appele´e algorithme
de routage.
Reprenons la terminologie de´finie au chapitre 3 pre´ce´dent en section 3.3.3. Soit fr la
fonction de routage dans un re´seau G tel que G = (N,C) avec N repre´sentant l’ensemble
des noeuds du re´seau et C l’ensemble des canaux de communication. Soit P l’ensemble
des chemins de donne´es possibles entre deux noeuds du re´seau. Il correspond a` une
se´quence finie de canaux ci telle que i ∈ N et ∀i, ci ∈ C.
Nous classons les routages selon deux cate´gories : les routages sources et les routages
distribue´s.
Dans le cas d’un routage source, le chemin exact d’un paquet est pre´alablement calcule´
avant son e´mission dans le re´seau. Le calcul du chemin de donne´es est effectue´ par le
noeud e´metteur selon une fonction fr de´finie par l’e´quation 4.7.
fr : N
2 → P (4.7)
Ainsi, le paquet contient le chemin de donne´es complet dans son en-teˆte. Les routeurs
intervenant dans le chemin de donne´es ne font que suivre les informations dans l’en-teˆte
afin de transmettre les paquets entrants vers la direction impose´e. Les routeurs n’ont
pas de de´cision dans le routage.
Au contraire, dans le cas d’un routage distribue´, le chemin du paquet n’est pas de´fini a`
l’avance mais au cours de son trajet vers le noeud de destination. La prise de de´cision
est effectue´ progressivement a` chaque noeud selon l’algorithme de routage de´fini. Ainsi,
pour de´terminer le canal de sortie, la fonction de routage fr peut donc soit se baser
sur le noeud courant et le noeud de destination (4.8a) ou soit se baser sur le canal de
communication entrant et le noeud de destination, comme de´finies par les e´quations
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4.8b. Le noeud e´metteur n’a alors pas de controˆle sur le chemin emprunte´ par un paquet
e´mis.
fr : N
2 → C (4.8a)
fr : C ×N → C (4.8b)
Qu’il soit centralise´ ou distribue´, un routage peut eˆtre qualifie´ de statique ou dynamique.
Dans le premier cas, il s’agit d’un routage de´terministe sans prise en compte de l’e´tat
du re´seau comme l’occupation des canaux de communication ou la distribution du trafic
par exemple. Un routage statique a l’avantage d’eˆtre simple et peu couˆteux en ressource
(table de routage fixe en ge´ne´ral dans chaque routeur).
A l’inverse, un routage dynamique prend en compte l’e´tat du re´seau pour se´lectionner le
meilleur chemin a` emprunter. Les algorithmes sont ainsi plus efficaces pour ame´liorer la
bande passante ou re´duire la latence de transmission des paquets. Ce routage ne´cessite
cependant davantage de ressources mate´rielles comme de la me´moire et des unite´s de
controˆle spe´cifiques. Nous pouvons citer en exemple les algorithmes odd-even [139] ou le
fully adaptive [140].
Dans notre mode`le, nous distinguons deux niveaux de de´cision de routage : au niveau
du noeud maˆıtre et au niveau du routeur esclave.
Pour imple´menter des applications dans notre re´seau, le routage au niveau des noeuds
esclaves doit eˆtre distribue´ et dynamique. De la de´finition de l’en-teˆte de nos paquet
de donne´es, il s’agit d’un routage dynamique particulier car le chemin de donne´es est
de´cide´ dynamiquement en fonction des instructions dans l’en-teˆte et du type d’unite´ de
calcul connecte´ au noeud esclave. Le routage du noeud esclave est alors plus pre´cise´ment
dynamique et semi-distribue´. En effet, le routeur maˆıtre impose un se´quencement des
ope´rations sur la donne´e qui n’est re´alisable qu’en fonction de la disponibilite´ des unite´s
de calcul sur les routeurs esclaves. Ce se´quencement est impose´ par l’application sans
connaissance du positionnement physique exact des unite´s de calcul sur les routeurs
esclaves.
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4.5.3.2 Routage au niveau noeud maˆıtre
Le principe de routage des flits d’un paquet de donne´es au sein d’un noeud maˆıtre de´pend
de l’adressage du paquet, la disponibilite´ des canaux de comunication pour transmettre
le paquet en sortie, et de l’e´tat de traitement du paquet. Un paquet a connaissance de
l’adresse de destination par l’identifiant du noeud maˆıtre destinataire. L’e´tat de trai-
tement du paquet est identifie´ graˆce a` son en-teˆte en consultant les ope´rations qui ont
e´te´ effectue´es sur la donne´e, par le champ NB PASSES de chaque instruction, de´crit en
section 4.4.2.
Le pseudo-code simplifie´ du routage des flits pour un routeur maˆıtre est pre´sente´ dans
l’algorithme 1.
Cet algorithme utilise les fonctions et proce´dures suivantes :
– Init(ft) qui initialise des registres du routeur par les valeurs nbp, inst, atb a` partir
de la valeur ft des flits de´code´es de l’en-teˆte
– Transmit(n) qui active l’adaptation du chemin pour transmettre sur le canal n se´lec-
tionne´
– Match(ft,M) qui teste de la destination du paquet au routeur maˆıtre M
– Store(ft) qui permet la me´morisation des flits de valeur ft du paquet
– Select_chan() qui se´lectionne un canal n pour la sortie du paquet
– Load() qui permet de charger un nouvel en-teˆte pour le paquet
Apre`s une initialisation des valeurs nbp (nombre de pixels dans le paquet), inst (instruc-
tions pour le paquet), atb (attributs pour le paquet) de´code´es et fournies dans l’en-teˆte
par la fonction Init() en ligne 2, le routeur maˆıtre analyse dans un premier temps si il
est le destinataire du paquet de donne´e avec la fonction Match(flit, p) en ligne 3.
Nous rappelons qu’un paquet est comple`tement traite´ lorsque le champ NB PASSES est
a` la valeur 0 pour toutes les instructions dans l’en-teˆte. Si nous avons ce cas, alors la
variable d’e´tat p de traitement du paquet est a` 1.
Si le routeur maˆıtre n’est pas le destinataire, il adapte son chemin de donne´es afin de
transmettre l’inte´gralite´ du paquet en sortie vers un routeur voisin, sur un canal de
communication disponible, avec la fonction n = Select_chan() en ligne 12. Le routeur
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Algorithme 1 : Routage dans le noeud maˆıtre
Entre´e : ft : valeur du flit en entre´e ; M : valeur de l’identifiant du noeud maˆıtre
recevant le flit
Sortie : nbp, inst, atb, p : valeurs de´code´es de l’en-teˆte et e´tat de traitement du
paquet
Variables :
- nbp: nombre de pixels dans le paquet;
- inst: instructions pour le paquet;
- atb: attributs pour le paquet;
- p: indicateur de traitement complet du paquet;
Fonctions :
- Init(ft) : initialisation des registres du routeur par les valeurs [nbp, inst, atb ]
de´code´es de l’en-teˆte;
- Transmit(n): adaptation du chemin pour transmettre sur le canal n ;
- Match(ft,M) : test de la destination du paquet au routeur maˆıtre M ;
- Store(ft): me´morisation du paquet;
- Select_chan() : se´lection d’un canal n de sortie;
- Load() : chargement d’un nouvel en-teˆte pour le paquet;
tant que (flit entrant appartient a` l’en-teˆte du paquet) faire1
//(1) de´codage et initialisation des registres
[nbp, inst, atb, p ] ← Init(ft) ;2
//(2) verification de la destination du paquet et de son traitement
si Match(ft,M) et p =1 alors3
si (aucun canal de sortie disponible) alors4
//enregistrement des flits en me´moire
Store(ft) ;5
sinon6
si (aucune nouvelle instruction a` appliquer) alors7
//sortie du paquet a` l’exte´rieur
Transmit(canal de sortie externe) ;8
sinon9
//paquet a` transmettre sur le canal n
n ← Select_chan() ;10
Transmit(n) ;11





//paquet a` transmettre sur le canal n
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modifie son chemin de donne´e afin de la transmettre sur le canal n selectionne´ dans le
meˆme sens de circulation, avec la fonction Transmit(n) en ligne 13.
Dans le cas ou` le routeur maˆıtre est le destinataire (i.e. l’adresse de destination du flit
contient la valeur M dans notre exemple), et que le paquet a e´te´ comple`tement traite´ par
des PEs sur les routeurs esclaves, il y a deux possibilite´s.
Si aucun canal de communication en sortie n’est disponible (ligne 4) alors les flits du
paquet de donne´es sont stocke´s en me´moire. Dans le cas contraire, si la donne´e du paquet
doit encore subir de nouvelles ope´rations suivant l’application imple´mente´e, le routeur
doit re´e´mettre le paquet avec un nouvel en-teˆte contenant de nouvelles instructions,
avec la fonction Load() en ligne 12. De`s que toutes les ope´rations requises pour une
application ont e´te´ applique´es, le routeur maˆıtre destinataire peut transmettre ce paquet
en sortie du re´seau (ligne 8).
4.5.3.3 Routage au niveau noeud esclave
Comme pre´cise´ dans l’algorithme pre´ce´dent, un paquet n’est modifie´ par un routeur
maˆıtre a` condition que les donne´es du paquet ont e´te´ comple`tement traite´es. Si c’est
le cas, le routeur maˆıtre peut alors ajouter dans l’en-teˆte de nouvelles ope´rations a`
appliquer. Ce paquet est traite´ par les unite´s de calcul connecte´es aux routeurs esclaves.
Au niveau du routeur esclave, l’adaptation du chemin de donne´es est de´duite des ins-
tructions du paquet, de la disponibilite´ des canaux de communication et de l’e´tat d’oc-
cupation du PE. Cette adaptation re´alise les modes de fonctionnement FWD, SSP, SSF
et MS, de´finis en section 4.2.4 disponibles pour le routeur esclave.
Le pseudo-code simplifie´ du routage des flits dans un routeur esclave est pre´sente´ dans
l’algorithme 2.
Cet algorithme 2 utilise les fonctions et proce´dures suivantes :
– Init qui initialise les registres avec les valeurs nbp, op, atb a` partir de la valeur ft
des flits de´code´es de l’en-teˆte
– MatchOP(ft,op) qui teste de la capacite´ du PE pour re´aliser l’ope´ration op
– Detect(ft) qui de´tecte le mode de fonctionnement requis pour traiter le paquet
– Select_chan() qui se´lectionne un canal de sortie n
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– Transmit(n) qui adapte le chemin pour transmettre le paquet sur le canal n
– Adapt_datapath(mode) qui active le mode de fontionnement mode du routeur esclave
– Edit_header(ft) qui modifie les flits de l’en-teˆte pour valider l’ope´ration sur le paquet
Algorithme 2 : Routage dans le noeud Esclave
Entre´e : ft : valeur du flit en entre´e : busy : occupation du PE
Sortie : nbp, atb, op, n, mode
Variables :
- busy: occupation du PE;
- nbp: nombre de pixels dans le paquet;
- atb: attributs pour le paquet;
- op: ope´ration a` appliquer;
- n: canal selectionne´;
- mode: mode de fonctionnement FWD, SSP, SSF, MS;
Fonctions :
- Init: initialisation des infos du paquet;
- MatchOP(ft,op) : test de la capacite´ du PE pour re´aliser l’ope´ration op ;
- Detect(ft) : de´tection du mode de fonctionnement du paquet;
- Select_chan() : se´lection d’un canal de sortie;
- Transmit(n) : adapte le chemin pour transmettre sur le canal n ;
- Adapt_datapath(mode) : active le mode de fonctionnement mode ;
- Edit_header(ft) : modification de l’en-teˆte pour valider l’ope´ration sur le paquet;
tant que (flit entrant appartient a` l’en-teˆte du paquet) faire1
//de´codage, initialisation et de´tection du mode de fonctionnement
[nbp, atb, op ] ← Init(ft) ;2
mode ← Detect(ft) ;3
si ( MatchOP(ft,op) et busy = 0) alors4




//Adaptation en mode Forward (FWD)




Apre`s une initialisation des registres et de´tection du mode de fonctionnement ne´cessaire
pour le paquet de donne´e entrant, avec les fonctions Init(ft) et Detect(ft) en ligne
2 et 3, le routeur ve´rifie que le PE connecte´ est disponible (i.e. busy=0 en ligne 4) et
capable de re´aliser une ope´ration requise sur la donne´e, avec la fonction MatchOP(ft,op).
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Si ces conditions sont remplies, le routeur e´dite l’en-teˆte du paquet de donne´es afin de
marquer les nouveaux attributs du paquet, avec la fonction Edit_header(ft) en ligne 5,
puis adapte son chemin de donne´es interne, avec la fonction Adapt_datapath(mode) en
ligne 6, pour re´aliser les modes de fonctionnement Single Stream (SSP), Single Stream
& Forward (SSF) et Multi Stream (MS). Dans le cas contraire, le routeur doit se mettre
en mode Forward (FWD) et de´termine un canal de sortie pour acce´der a` un routeur
voisin, avec la fonction Select_chan() en ligne 8. Il transmet ensuite le paquet afin de
trouver un PE capable de le traiter, avec la fonction Transmit(n) en ligne 9.
4.5.4 Controˆle du flot de donne´es dans le re´seau
Le controˆle de flot de donne´es fixe les me´thodes de communication entre les routeurs
du re´seau. Certaines me´thodes autorisent ou non la perte de donne´es durant les trans-
missions. La perte de donne´es impose la re´e´mission des paquets du noeud e´metteur si
ne´cessaire. Nous choisissons une me´thode sans perte dans le but d’optimiser la bande
passante pour le traitement des paquets par les unite´s de calculs sur les noeuds esclaves.
Dans ce but, la gestion des buffers dans les routeurs est importante. Elle doit s’effectuer
de manie`re a` n’avoir aucune perte de flits pouvant eˆtre cause´e par une incapacite´ de
stockage dans un routeur. Un signal, appele´ backpressure, est typiquement utilise´ pour
pre´venir un noeud e´metteur de l’incapacite´ d’un noeud re´cepteur a` accueillir une donne´e.
Dans notre architecture, il s’agit des signaux Bpx sur la figure 4.3 entre les routeurs.
Il existe diffe´rentes me´thodes pour controˆler le flot de donne´es dont les plus connues
utilisent une technique base´e sur le cre´dit, une technique de type marche-arreˆt ou une
technique d’acquittement [130].
La technique base´e sur un cre´dit consiste a` associer a` chaque noeud un compteur de
flits. Avant chaque e´mission, ce compteur est cre´dite´ par le noeud re´cepteur voisin. Au
cours de l’e´mission des flits, ce compteur est de´cre´mente´ et lorsqu’il atteint le seuil de
ze´ro, il arreˆte l’envoi de flits. Le compteur du noeud e´metteur n’est seulement re-cre´dite´
qu’a` chaque flit rec¸u correctement par le noeud re´cepteur.
La technique base´e sur acquittement consiste a` e´mettre un flit et attendre un hypothe´-
tique signal d’acquittement (ack) du noeud re´cepteur. Si celui-ci ne peut pas le recevoir,
alors il renvoie un signal de refus (nack) et l’e´metteur doit re´e´mettre la meˆme donne´e.
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Nous pouvons citer l’exemple de re´seau propose´ dans [141] ou l’exemple du protocole
go-back-n utilise´ dans [142].
La technique base´e sur un signal marche/arreˆt est la solution la plus e´conomique en res-
source pour communiquer l’e´tat des buffers d’un noeud re´cepteur vers un noeud e´met-
teur. Elle consiste a` n’utiliser qu’un seul signal par le noeud re´cepteur pour informer
le noeud e´metteur de la possibilite´ d’e´mission. Il s’agit de la solution la plus adapte´e
a` notre re´seau. Cependant, la ge´ne´ration de ce signal ne s’effectue pas simplement que
sur l’e´tat du buffer mais aussi sur son mode de fonctionnement dans le cas du routeur
esclave.
Un paquet de taille errone´e pourrait bloquer le re´seau du fait de la mauvaise correspon-
dance avec le nombre de pixels spe´cifie´s dans l’en-teˆte. Pour ame´liorer la robustesse de
notre re´seau, nous introduisons une re`gle supple´mentaire de de´lai d’attente (timeout)
entre les flits ce qui permet de libe´rer les routeurs dans le cas d’e´mission de paquets
errone´s. Nous re´duisons ainsi le blocage des routeurs qui peuvent rester en attente per-
manente de flits.
4.6 Conclusion
Dans ce chapitre, nous avons propose´ un nouveau mode`le d’architecture de re´seau de
communication base´ sur deux types de routeurs : le routeur maˆıtre et le routeur esclave.
Les noeuds maˆıtre sont connecte´s de fac¸on indirecte par des noeuds esclaves. Dans ce
re´seau, les e´changes principaux de paquets s’effectuent entre les noeuds maˆıtres et le
traitement de ces paquets s’effectuent dans les noeuds esclaves contenant des unite´s de
calcul. Il s’agit d’un re´seau de communication capable de supporter plusieurs flux en
paralle`le. En particulier, le routeur esclave est capable de modifier dynamiquement son
chemin de donne´es afin de pouvoir traiter un paquet avec des unite´s de calculs pipeline´es
ou en paralle`le.
Nous avons de´fini une structure de paquet afin de pouvoir transmettre des images (ou
partie d’image) entre les noeuds principaux maˆıtres. L’en-teˆte du paquet permet l’identi-
fication du paquet de donne´es sur le type de source d’image, le positionnement temporel
de l’image associe´e et la dernie`re ope´ration applique´e.
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Une nouvelle me´thode de communication des commandes sur les routeurs esclaves a
e´te´ propose´e en associant directement des instructions avec la donne´e concerne´e. Ces
instructions correspondent a` un se´quencement d’ope´ration a` appliquer sur la donne´e en
fonction de l’application a` imple´menter.
A partir de cette structure de paquet, nous proposons une nouvelle me´thode d’aiguillage,
appele´e Split-Wormhole switching, adapte´e a` notre routeur esclave. L’algorithme de rou-
tage dynamique associe´e a` ce routeur permet de de´cider de la modification du chemin
en fonction de l’adresse de destination et des instructions contenues dans l’en-teˆte.
La conception de routeur disposant d’un routage dynamique est couˆteuse en terme de
ressource logique et me´moire. De plus, e´tant donne´ que la prise de de´cision s’effectue
a` chaque noeud du re´seau, cette technique introduit une latence qu’il est ne´cessaire de
minimiser. Le routeur esclave e´tant la composante la plus utilise´e dans notre mode`le, il
est donc important de de´finir une architecture a` la fois performante en temps et avec
une consommation en surface re´duite.
Le chapitre suivant se consacrera alors a` l’e´tude de ce routeur dans le but de proposer






Ce chapitre est consacre´ a` la conception de la micro-architecture du routeur esclave.
Le routeur esclave est l’unite´ la plus utilise´e dans le re´seau et permet la connexion
de diffe´rentes unite´s de calcul capables de traiter les donne´es transitant entre deux
routeurs maˆıtres. Sa micro-architecture doit ainsi eˆtre soigne´e de manie`re a` garantir les
performances en temps de transmission des paquets et d’adaptation du chemin, avec une
surface minimale.
Dans ce chapitre, nous discutons, dans une premie`re partie, des me´thodes d’adaptation
d’un routeur de donne´es dans le contexte des NoCs. Dans une seconde partie, nous
proposons une de´finition d’un routeur multi-flux dynamiquement adaptable suivie de
la description d’un mode`le architectural respectant les contraintes de conception du
routeur esclave, de´finies au chapitre pre´ce´dent pour notre re´seau. Nous pre´sentons, par
la suite, une proposition d’imple´mentation de ce routeur avec une comparaison de cette
solution par rapport a` une conception plus fre´quente dans la litte´rature. Nous terminons
ce chapitre par une e´valuation de l’architecture en termes de temps d’adaptation et de
surface dans le cadre d’une imple´mentation mate´rielle sur FPGA.
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5.2 Routeur adaptable dans un NoC
D’une manie`re ge´ne´rale, un routeur est conc¸ue pour rediriger des paquets de donne´es
provenant d’un port en entre´e vers un de ses ports en sortie. Dans un contexte d’imple´-
mentation sur puce, comme illustre´ en figure 5.1, la micro-architecture interne du routeur
repose principalement sur des unite´s de commutation (switch), des unite´s de me´mori-
sation avec des registres en entre´e-sortie et des unite´s de controˆle, afin de calculer le
chemin de donne´es et allouer les ressources ne´cessaires [14]. Une unite´ de commutation
(switch) peut eˆtre imple´mente´e par un ensemble de multiplexeurs de´finissant un nombre
















Flits stocké en mémoireEspace mémoire pour stocker un flit
Figure 5.1: Structure d’un routeur sur puce
La structure d’un routeur est ge´ne´ralement pipeline´e et on classe ses unite´s internes
en deux sous-groupes : un groupe de´die´ au chemin de donne´e correspondant aux res-
sources associe´es (i.e. les buffer d’entre´e et de sortie et switch) et un groupe de´die´ au
controˆle contenant les modules qui coordonnent les mouvements des paquets (i.e. unite´s
de se´lection du chemin et de controˆle du routage).
La conception de son architecture est naturellement de´pendante de la technique d’ai-
guillage choisie pour le re´seau, des protocoles de communication entre les routeurs, du
nombre de ports d’entre´e-sortie, et de l’algorithme de routage utilise´ dans le re´seau de
communication. Ces parame`tres impactent la surface de silicium ne´cessaire, avec une
influence sur l’espace de me´morisation ne´cessaire et sur la taille du switch.
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Dans le contexte des NoCs, nous distinguons l’adaptabilite´ pre´-synthe`se et post-synthe`se
de l’architecture d’un routeur sur puce.
L’adaptabilite´ pre´-synthe`se caracte´rise les diffe´rents parame`tres qui peuvent eˆtre de´finis
avant la synthe`se du routeur. Ces parame`tres peuvent de´finir le nombre de ports ou la
taille des bus par exemple, mais aussi la me´thode de controˆle dans la structure interne
du routeur suivant le type de re´seau choisi [114]. En se basant sur ce parame`trage, cette
adaptabilite´ peut fixer les premie`res limitations du re´seau sur puce en terme de topologie
autorise´e ou des algorithmes de routage pouvant eˆtre mis en oeuvre.
L’adaptabilite´ post-synthe`se caracte´rise un routeur par sa capacite´ architecturale a` re´-
pondre dynamiquement a` son environnement. Cette re´ponse peut eˆtre sollicite´e par une
commande externe au routeur ou peut eˆtre re´alise´e de manie`re autonome. Dans ce der-
nier cas, nous parlons plus pre´cise´ment de routeur auto-adaptable comme de´fini dans
[120].
Dans la majorite´ des re´seaux sur puce, cette auto-adaptation qualifie ge´ne´ralement un
routeur capable de modifier son fonctionnement selon un algorithme de routage adapta-
tif. Il est ainsi capable de modifier le routage des paquets en fonction de l’e´tat du re´seau
dans le but d’ame´liorer la bande passante par exemple. Un autre exemple consiste a`
mettre en oeuvre un re´seau de communication qui est tole´rants aux fautes [120] et ca-
pable de s’adapter suivant des modifications dynamiques des unite´s de calcul (PEs) a`
chaque noeud du re´seau. La modification dynamique d’une unite´ de calcul peut se faire
par reprogrammation [15, 124, 143] ou par reconfiguration dynamique [112, 144], selon
la technologie de´finie dans l’architecture de calcul.
Dans le cas d’un re´seau auto-adaptable, les routeurs ont des informations sur l’e´tat du
re´seau comme la position des goulots d’e´tranglement de donne´es ou d’un routeur non
fonctionnel et de´fecteux. L’adaptation est alors re´alise´e en fonction de l’e´tat du re´seau et
de l’adresse de destination. Selon l’algorithme de routage, le routeur se´lectionne le port
de sortie permettant d’optimiser le chemin de donne´e du paquet en fonction de l’e´tat du
re´seau.
Dans le cadre de notre re´seau, les routeurs esclaves disposent d’une adaptabilite´ pre´-
synthe`se et d’une adaptabilite´ post-synthe`se. L’adaptabilite´ pre´-synthe`se est ne´cessaire
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pour de´finir la taille des bus de donne´es et le nombre de ports de communication selon
le nombre de sources d’image et la bande passante requise entre les routeurs.
L’adaptabilite´ post-synthe`se de ce routeur est caracte´rise´e par sa capacite´ a` auto-adapter
ses chemins de donne´es internes entre les ports de communication. Un routage dynamique
de´fini lui permet ainsi de modifier les chemins, en fonction des instructions contenues
dans l’en-teˆte d’un paquet de donne´es entrant, de la disponibilite´ de l’unite´ de calcul et
de celle des ports de communications en sortie.
L’utilisation d’un algorithme de routage adaptatif ne´cessite toutefois une logique de trai-
tement plus avance´e pour le de´codage et le controˆle par rapport au choix d’un algorithme
de routage de´terministe. De plus, chaque de´cision de routage est calcule´e dynamique-
ment a` chaque noeud du re´seau et elle implique une latence supple´mentaire cumule´e en
fonction de la longueur du chemin de donne´es. Dans le contexte ou` il est ne´cessaire de
faire transiter des flux de donne´es en paralle`le pour des contraintes applicatives, il est par
conse´quent ne´cessaire de de´finir un choix de structure de routeur capable de re´pondre
aux contraintes de performance en temps, avec une surface minimale.
5.3 Proposition architecturale d’un routeur multi-flux dy-
namiquement adaptable
5.3.1 De´finition d’un routeur multi flux dynamiquement adaptable
Soit Z l’architecture de calcul sur puce de´finie pour re´aliser un ensemble A fini d’ap-
plications de traitement d’image. Ces applications permettent la visualisation d’une a` k
sources d’images issues de k capteurs.
Pour imple´menter ces applications, l’architecture Z dispose de plusieurs unite´s de calcul
PEi qui se communiquent sur un re´seau G. Les unite´s de calcul sont respectivement
connecte´es au re´seau G par l’interme´diaire de routeurs esclaves Ri. Le re´seau G est
de´fini de manie`re a` supporter k flux de donne´es pouvant eˆtre traite´s en paralle`le, et
impose que chaque PEi soit de´finie avec m donne´es en entre´e pour une seule donne´e en
sortie.
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Une application An ∈ A (n ∈ N) est de´crite sous forme d’un ordonnancement d’ope´ra-
tions avec la condition que chaque ope´ration soit re´alisable par une ou plusieurs unite´s
de calcul PEi de l’architecture Z. Le routeur Ri doit ainsi eˆtre capable de modifier son
chemin de donne´es interne pour utiliser l’unite´ de calcul suivant l’application a` re´aliser
pour un instant donne´.
Nous de´finissons un routeur multi flux dynamiquement adaptable comme un routeur
capable :
1. de ge´rer k flux de donne´es entrants en paralle`le
2. de connecter une unite´ de calcul PEi avec m ports en entre´e tel que m ≤ k et un
port de sortie
3. d’adapter le chemin de donne´es de k flux de donne´es entrants en fonction de la
donne´e, de l’e´tat d’occupation de PEi et de la disponibilite´ d’un port de sortie
De ce fait, nous qualifions le routeur esclave Ri comme un routeur multi-flux et dy-









Figure 5.2: Sche´ma des entre´es et sorties du routeur Ri
Ce routeur est capable d’accepter k donne´es en entre´e {e0, ..., ek−1} et une donne´e v
provenant de l’unite´ de calcul. Il dispose de j ports de sortie vers le re´seau et de m ports
de sorties vers le PE tels que j ≤ k et m ≤ k. Le routeur comporte ainsi au total k + 1
ports d’entre´e et j +m ports de sortie.
5.3.2 Proposition architecturale du routeur esclave
Pour le re´seau propose´ dans ce manuscrit, nous rappelons que les donne´es sont transmises
sous forme de paquets par les noeuds maˆıtres vers les routeurs esclaves. Ces routeurs
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esclaves sont de type multi-flux dynamiquement adaptable. Nous nous concentrons dans
ce chapitre sur la conception du routeur esclave. Celui-ci est associe´ a` une unite´ de
calcul de´finie pour effectuer un ou plusieurs types d’ope´rations. Suivant l’application a`
re´aliser, il doit eˆtre capable d’adapter son chemin de donne´e interne afin de re´aliser un
se´quencement correct des ope´rations.
Pour minimiser les risques de blocage d’un flux de donne´es, nous avons impose´ une re`gle
de construction du re´seau en section 4.2.5, de manie`re a` appairer un port d’entre´e et un
port de sortie. Ainsi, dans le sche´ma de routeur Ri en figure 5.2 pre´ce´dente, le parame`tre
j doit eˆtre e´gal a` k pour la conception du routeur esclave. Pour chaque port ki, nous
associons alors les ports ui et ji respectivement vers le PE et vers un routeur voisin.
Une vue globale de l’architecture propose´e pour le routeur esclave est pre´sente´e dans la
figure 5.3.
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Figure 5.3: Architecture du routeur esclave i avec k voies de communication
Nous appelons voie de communication, le chemin de donne´es reliant chaque couple de´fini
de ports d’entre´e-sortie (ei,si). Ainsi, un routeur esclave est capable de s’adapter pour
re´aliser k voies inde´pendantes pouvant ve´hiculer k flux de donne´es en paralle`le. Au total,
cette architecture comporte k + 1 ports de communication entrants et k +m ports de
communication sortants.
L’architecture propose´e est constitue´e de trois types d’unite´s :
– des unite´s de commutation de flux (Stream Switch) pour chaque voie
– des se´lecteurs de flux (X et Y) en entre´e et sortie du PE
– un controˆleur global
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Les unite´s de commutation de flux, appele´es Stream Switch sur la figure 5.3, sont as-
socie´es a` chaque voie de communication. Elles ont pour roˆle de de´coder les paquets de
donne´es entrants et rediriger les flux de donne´es vers le PE et/ou le port de sortie asso-
cie´. Ces unite´s fonctionnent de manie`re inde´pendantes avec un controˆleur local, appele´
Switch Controller, qui s’occupe de ge´rer l’adaptation du chemin de donne´es pour la voie
de communication.
Les re`gles de construction du re´seau, en section 4.2.5, imposent une unidirectionnalite´
des ports de communication. Cette unidirectionnalite´ permet de maintenir une simpli-
cite´ dans la structure du routeur et ainsi optimiser les performances en fre´quence de
fonctionnement. En effet, par rapport a` une voie, un paquet entrant ne posse`de que
deux degre´s de liberte´ : un degre´ vers l’unite´ de calcul et un autre vers le port de sortie
correspondant a` la voie.
L’ensemble des unite´s du routeur est supervise´ par un controˆleur global qui s’occupe
principalement d’arbitrer les acce`s sur les ports de sortie et de commander les unite´s de
se´lection de flux. Le controˆle du routeur esclave est ainsi hie´rarchique avec une decision
locale de routage au niveau de chaque voie et une de´cision de routage globale permettant
d’arbitrer si besoin les adaptations requises pour chaque voie.
Les unite´s de se´lection de donne´es en entre´e et en sortie du PE sont repre´sente´es par les
se´lecteurs de flux X et Y sur la figure 5.3. Leur roˆle est d’aiguiller correctement les flux
en entre´e et en sortie du PE suivant des commandes provenant des Stream Switch et du
controˆleur global.
Nous pouvons remarquer que seule la sortie de l’unite´ de calcul posse`de un degre´ de
liberte´ maximum sur toutes les sorties vers le re´seau, dans le but de re´aliser tous les
modes de fonctionnement (FWD, SSP, SSF et MS) spe´cifie´s pour le routeur esclave.
Il par conse´quent ne´cessaire de de´finir des re`gles d’arbitrage pour ge´rer les autorisations
d’acce`s sur une voie de communication disponible afin d’e´viter toute collision de donne´es.
Cet arbitrage est ne´cessaire pour des adaptation multi-voies comme le cas du mode SSF
(Single Stream & Forward) pre´sente´ au chapitre 4 pre´ce´dent.
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5.3.3 Controˆle et arbitrage des acce`s
5.3.3.1 Evolution de l’e´tat du controˆleur global
Nous avons de´crit dans le chapitre 3 pre´ce´dent, les quatres modes de fonctionnement
du routeur esclave : Forward (FWD) , Single Stream (SSP) , Single Stream & Forward
(SSF) et Multi-Stream (MS).
Le controˆleur global rec¸oit des requeˆtes d’acce`s a` l’unite´ de calcul provenant des controˆ-
leurs locaux de chaque voie de communication. Ces requeˆtes proviennent du de´codage
des paquets de donne´es entrants dans chaque voie. Une prise de de´cision globale est donc
requise pour tous les modes de fonctionnement excepte´ le mode Forward (FWD). En
effet, celui-ci correspond a` un mode ou` le flux de donne´es ne fait que traverser le routeur
sans aucun traitement par l’unite´ de calcul.
Le controˆleur global e´volue selon quatre e´tats principaux de fonctionnement :
1. e´tat attente
2. e´tat attente MS
3. e´tat se´quentiel
4. e´tat paralle`le
L’e´tat attente correspond a` un e´tat d’attente de requeˆtes d’acce`s au PE connecte´ au
routeur. L’e´tat attente MS est un e´tat d’attente particulier au mode de fonctionnement
MS. Dans cet e´tat, le controˆleur attend que toutes les donne´es a` traiter en paralle`le sont
arrive´es dans le routeur avant de pouvoir lancer le calcul dans le PE.
Selon le mode de fonctionnement active´ et le nombre de voies utilise´, nous distinguons
deux types d’e´tat : se´quentiel et paralle`le. L’e´tat se´quentiel correspond a` une ope´ra-
tion n’impliquant qu’une seule voie de communication. Il correspond alors uniquement
au mode SSP. L’e´tat paralle`le correspond a` un fonctionnement multi-voie, adaptant le
chemin de donne´es de plusieurs voies, pour faire transiter diffe´rents flux de donne´es en
paralle`le. Cet e´tat est active´ pour les modes SSF et MS.
Le pseudo-code de changement d’e´tat a` partir de l’e´tat d’attente, est donne´ par l’algo-
rithme 3.
Chapitre 5. Conception d’un routeur multi-flux dynamiquement adaptable 133
Algorithme 3 : Etats du controˆleur global
Entre´e : fmode, nb streams : modes demande´s et nombre de flux a` traiter
Sortie : state : etats du controˆleur global
Variables :
- fmode: mode de fonctionnement 02=SSP, 03=SSF, 04=MS ;
- nb streams: nombre de flux a` traiter par le PE ;
- state: e´tat ATTENTE, ATTENTE MS, SEQUENTIEL ou PARALLELE ;
si state = ATTENTE alors1
si Aucune voie disponible alors2
state = ATTENTE ;3
sinon si fmode = 02 alors4
state = SEQUENTIEL ;5
sinon si fmode = 03 alors6
state = PARALLELE ;7
sinon si fmode = 04 alors8
si nb streams atteint alors9
state = PARALLELE ;10
sinon11




Nous remarquons que dans l’e´tat se´quentiel, l’en-teˆte est e´dite´ directement par l’unite´ de
controˆle local associe´ a` chaque voie de communication. Dans l’e´tat paralle`le, le controˆleur
global choisit le port de sortie et se charge de ge´ne´rer le nouvel en-teˆte pour les donne´es
en sortie du PE.
5.3.3.2 Arbitrage des acce`s
Dans le cas de requeˆtes simultane´es dans le controˆleur global, une re`gle de priorite´ est
applique´e entre les voies de communication. Cette re`gle est base´e sur un indice nume´rique
pre´-e´tabli des voies de communication qui est de´fini arbitrairement avant synthe`se. Par
exemple, la priorite´ peut ainsi eˆtre accorde´e selon un ordre croissant des indices attribue´s.
Cette priorite´ est exclusive par paquet de donne´es afin d’e´viter toute rupture du flot
de flits de donne´es avec des risques de perte de donne´es. Ainsi, de`s qu’une voie de
communication dispose d’un acce`s au PE, elle la conserve jusqu’a` la fin du traitement
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complet du paquet de donne´es entrant. Nous remarquons qu’il n’y a aucune priorite´ en
fonction du mode de fonctionnement demande´.
Le tableau 5.1 re´sume la se´lection de voie selon les modes de fonctionnement FWD, SSP,
SSF et MS du routeur esclave. La premie`re et deuxie`me colonne indiquent respectivement
le nombre de voie implique´ en entre´e et en sortie selon le mode active´. La dernie`re colonne
indique le choix du port de sortie en fonction du mode.
Mode Voie(s) Entre´e Voie(s) Sortie
Nombre Nombre Se´lection du port
FWD 1 voie 1 voie voie identique
SSP 1 voie 1 voie voie identique
SSF 1 voie 2 voies indice croissant
MS n voies 1 voie dernie`re voie utilise´e
Table 5.1: Se´lection des voies selon les modes du routeur esclave
D’apre`s ce tableau, pour le mode Forward (FWD) et Single Stream (SSP), le port de
sortie doit appartenir a` la meˆme voie que celui du port d’entre´e, selon l’appairage de´fini
entre les ports d’entre´e et de sortie. Ainsi, pour le mode SSP, les donne´es du paquet
entrant dans une voie k sont dirige´es vers le PE et les donne´es sortantes du PE sont
dirige´es obligatoirement vers la sortie de cette meˆme voie k.
Dans le cas du mode Single Stream & Forward (SSF), deux ports de sortie doivent eˆtre
selectionne´es. Pour le premier port, les donne´es du paquet entrant sur une voie k sont
envoye´es a` la fois vers le PE et vers le port de sortie de cette meˆme voie k. Le second port
de sortie est se´lectionne´ en fonction de l’indice nume´rique de la voie et de sa disponibilite´.
Enfin, dans le mode Multi-Stream (MS), n voies en entre´e peuvent eˆtre implique´es.
Cependant, les donne´es en sortie du PE sont dirige´es vers le port de sortie appartenant
a` la dernie`re voie utilise´e pour transmettre la donne´e en entre´e a` traiter en paralle`le
par le PE. Ainsi, en prenant l’exemple avec deux flux entrants (n = 2), les donne´es du
paquet entrant sur la voie k sont envoye´es vers la premie`re entre´e du PE et le controˆleur
global se met en attente d’un autre paquet sur une autre voie. Si la seconde donne´e
souhaite´e arrive sur la voie j alors les donne´es calcule´es par le PE sont dirige´es vers le
port de sortie appartenant a` cette meˆme voie j.
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5.4 Traitement d’un paquet de donne´es
5.4.1 Etapes de traitement d’un paquet de donne´es
Comme de´crit au chapitre pre´ce´dent, chaque unite´ de commutation de flux (Stream
Switch) doit eˆtre capable d’adapter son propre chemin de donne´es de fac¸on locale en
fonction de l’analyse de l’en-teˆte d’un paquet de donne´es entrant.
Le traitement d’un paquet de donne´es entrant se de´roule en quatre phases dont le se´-
quencement est illustre´ par la figure 5.4 :
1. L’analyse de l’en-teˆte du paquet de donne´es
2. L’adaptation du chemin de donne´e local et global du routeur
3. La mise a` jour et/ou la ge´ne´ration d’un nouvel en-teˆte








Figure 5.4: Etapes de traitement d’un paquet de donne´es entrant
Les temps associe´s a` chaque phase varient suivant l’e´tat de fonctionnement du routeur,
l’occupation des voies de communication et de l’utilisation de l’unite´ de calcul.
La premie`re e´tape de temps Ta analyse l’en-teˆte comple`te du paquet de donne´e afin
d’extraire les instructions et les attributs. Les donne´es du paquet sont pris en charge
par le PE en fonction de cette analyse. Ainsi, si aucune ope´ration de´code´e dans les
instructions ne correspond au PE, alors le paquet de donne´es est transmis en sortie du
routeur sans aucune modification. Lorsque le PE est de´ja` en cours d’utilisation, le paquet
est transmis directement sans besoin d’analyse et le temps Ta associe´ a` cette e´tape doit
eˆtre minimal.
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La seconde e´tape de temps Td est l’e´tape d’adaptation du chemin de donne´es. Cette
adaptation peut eˆtre uniquement locale a` une voie de communication ou globale sui-
vant les instructions dans l’en-teˆte. Dans le cas d’une demande d’adaptation globale, un
processus d’arbitrage est requis entre les voies de communication. Comme mentionne´
pre´ce´demment, le chemin de donne´es choisi est verrouille´ entre la voie associe´e a` l’unite´
de commutation et le PE connecte´ jusqu’a` la fin du traitement du paquet. En conse´-
quence, les autres paquets ne sont pas en attente et sont transmis directement en sortie
du routeur afin de trouver un autre PE capable de les prendre en charge.
Apre`s avoir adapte´ le chemin de donne´es du routeur, l’en-teˆte du paquet doit eˆtre e´dite´
pour les nouvelles donne´es a` traiter. C’est l’objet de la troisie`me e´tape. Cette mise a` jour
permet de notifier aux autres routeurs que le traitement a bien e´te´ effectue´ par le PE
connecte´. Cette mise a` jour consiste concre`tement a` modifier le champ correspondant
au nombre d’ite´rations de l’instruction associe´e a` une ope´ration. Elle peut eˆtre plus ou
moins importante sur l’en-teˆte selon le mode de fonctionnement requis pour le routeur.
Dans le cas de besoin de transmission en paralle`le de deux paquets (le paquet de donne´e
entrant et le paquet de donne´e traite´), deux en-teˆtes diffe´rentes doivent eˆtre ge´ne´re´es a`
partie de l’en-teˆte du paquet entrant. Il s’agit d’une phase importante car elle assure la
cohe´rence du se´quencement des ope´rations sur la donne´e. Cette proce´dure est de´taille´e
dans la section suivante.
Cette troisie`me e´tape peut se re´aliser en paralle`le de la quatrie`me e´tape qui consiste a`
terminer la transmission comple`te du paquet de donne´es et attendre la fin du traitement
de l’ensemble des flits de donne´es par le PE.
5.4.2 Mise a` jour du contenu de l’en-teˆte
Comme indique´ pre´ce´demment, la modification de l’en-teˆte assure la cohe´rence du se´-
quencement des ope´rations sur un paquet de donne´e entrant. La mise a` jour de l’en-teˆte
d’un paquet repose essentiellement sur la modification de la valeur du champ contenant
le nombre d’ite´rations associe´ a` chaque ope´ration. Le principe ge´ne´ral est re´sume´ par
l’algorithme 4.
La modification de l’en-teˆte est obligatoire pour les trois modes de fonctionnement du
routeur SSP, SSF et MS.
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Algorithme 4 : Edition d’en-teˆte(s) dans le routeur
Entre´e :
En-te^te entrant de´code´ dans la voie x ;
- NBIN [x,j] : champs NB PASSES de l’instruction j du paquet entrant sur voie x ;
- TAG [x,j] : identificateur de paralle´lisme pour l’instruction de rang j du paquet
entrant sur voie x ;
Sortie :
En-te^tes sortants;
- NBOUT [x,j]: champs NB PASSES de l’instruction j du paquet sortant sur voie x
;
Variables :
- fmode: mode se´lectionne´ (01=FWD, 02=SSP, 03=SSF, 04=MS);
- kmax: nombre d’instructions maximum par en-teˆte;
- op id: identificateur de l’ope´ration re´alise´e par le PE;
- PAR: indicateur de l’exe´cution de l’ope´ration en paralle`le avec une autre;
Fonctions :
- Select_free_chan() : se´lection d’un canal de sortie;
- Wait_last_chan() : attente du paquet a` traiter en paralle`le par le PE;
- Clear_instructions(z) : toutes les instructions du paquet sur la voie z ont e´te´
traite´s;
- Edit_opcode(z,op id,0) : remplacement de l’ope´ration de l’instruction 0 du paquet
sur la voie z par op id ;
si fmode =02 alors1
NBOUT [x,j ] ← NBIN [x,j ]-1 ; //mode Single Stream (SSP)2
sinon si fmode =03 alors3
NBOUT [x,j ] ← 0 ; //mode SSF : 1er en-te^te4
y =Select_free_chan() ; //se´lection voie sortie PE5
NBOUT [y,j ] ← NBOUT [y,j ]-1 ; //mode SSF : 2e en-te^te6
i ← j +1;7
tant que TAG [ x,i ] = not(PAR) and i ≤ kmax faire8
NBOUT [x,i ] ← 0 ; //annulation de toutes les ope´rations en paralle`le9
i ++;10
fin11
sinon si fmode = 04 alors12
//mode Multi Stream (MS)
z ← Wait_last_chan() ; //attente de paquet a` traiter en paralle`le13
Clear_instructions(z);14
Edit_opcode(z,op id,0) ; //Edition instruction 0 du paquet voie z15
NBOUT [z,0] ← 0;16
sinon17
NBOUT [x,j ] ← NBIN [x,j ] ; //mode Forward (FWD)18
fin19
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Dans le cas du mode Single Stream (SSP), les donne´es sont traite´es directement par
le PE. La modification consiste alors a` modifier uniquement le champ NB PASSES en le
de´cre´mentant d’une ite´ration (ligne 2). Si cette valeur devient nulle alors cela indiquera
aux autres routeurs que la donne´e a e´te´ comple`tement traite´e pour cette ope´ration.
Le mode Single Stream & Forward (SSF) est plus complexe car il est ne´cessaire de
ge´ne´rer deux en-teˆtes. Une en-teˆte est transmise au routeur voisin avec les donne´es
entrantes non traite´es et une autre en-teˆte est ge´ne´re´e pour les donne´es traite´es par le
PE. Pour le premier en-teˆte, le champ NB PASSES de l’instruction doit eˆtre re´initialise´
a` ze´ro afin que le paquet de donne´e transmis puisse effectuer l’instruction suivant en
paralle`le (ligne 4). Pour le second en-teˆte, le champ NB PASSES est de´cre´mente´ d’une
ite´ration pour l’instruction concerne´e (ligne 6) et toutes les instructions en paralle`le
doivent eˆtre re´initialise´es a` ze´ro (boucle tant que en ligne 8). Cette re´initialisation
assure la cohe´rence du flux de donne´e sur la section traite´e en paralle`le. Il est a` noter
que la ge´ne´ration du second en-teˆte ne´cessite pre´alablement de re´cupe´rer la voie de
communication choisie par l’arbitrage (fonction Select_free_chan() en ligne 5). C’est
par cette voie que les donne´es traite´es par le PE vont transiter avec le second en-teˆte
ge´ne´re´.
Pour le mode Multi-Stream (MS), un nouvel en-teˆte est ge´ne´re´ pour eˆtre envoye´ dans la
voie de communication choisie (z← Wait_last_chan() en ligne 13). Cet en-teˆte contient
uniquement dans la premie`re instruction l’identificateur de la dernie`re ope´ration op_id a`
multiple entre´es avec son nombre d’ite´ration a` ze´ro (NBOUT[z,0]=0 en ligne 16). Toutes
les autres instructions dans l’en-teˆte du paquet de donne´es sortant sont nulles (fonction
Clear_instructions(z) en ligne 14). Ainsi, ce mode doit cloˆturer le traitement de tout
paquet de donne´es. Il impose alors le positionnement de l’instruction dans l’en-teˆte dans
ce type de mode.
La modification de l’en-teˆte n’est, de manie`re e´vidente, pas ne´cessaire dans le cas du
mode Forward (FWD) qui correspond a` fmode=01. Il s’agit simplement de transfe´rer le
paquet de donne´es non-traite´ vers le routeur voisin.
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5.4.3 Evaluation the´orique des performances en temps
La figure 5.4 montre que les e´tapes de traitement d’un paquet peuvent se chevaucher
temporellement. Ce chevauchement de´pend de l’architecture et du choix d’imple´menta-
tion du routeur. Ce choix doit avoir pour objectif de re´duire au minimum la latence de
traitement LR d’un paquet de donne´es dans le routeur esclave. Cette latence LR corres-
pond au nombre de cycle d’horloge entre l’entre´e et la sortie du premier flit d’un paquet
de donne´e dans le routeur.
Le temps de traitement total d’un paquet de donne´es Tt correspond au nombre total de
cycles entre l’entre´e du premier flit d’un paquet et la sortie du dernier flit de ce paquet.
Ce temps correspond ainsi a` celui de la traverse´e comple`te d’un paquet dans le routeur.
En conside´rant notre proposition d’architecture en figure 5.3, le temps de traitement
total d’un paquet de donne´es Tt est divise´ en trois temps : La latence des interfaces Li,
la latence d’adaptation du routeur La et le temps TPE de traitement des donne´es du
paquet par le PE tel que :
Tt = Li + La + TPE (5.1)
La latence Li correspond au nombre de cycles d’horloge total pour qu’un flit puisse
traverser tous les ports ne´cessaires, dans un mode de fonctionnement de´fini dans un
routeur esclave. Par exemple, pour le mode SSP, le flit doit traverser 4 ports : les ports
d’entre´e et de sortie du routeur dans le re´seau et ceux permettant de communiquer avec
l’unite´ de calcul. Ainsi, la latence Li correspond a` la somme totale des latences impacte´es
par les interfaces du routeur avec le re´seau (latence Lbr) et les interfaces avec l’unite´ de
calcul connecte´e au routeur (latence Lbp). La latence Li est de´pendante des modes du
routeur au niveau fonctionnel, et de la taille des me´moires a` chaque port d’interface au
niveau architectural.
Par rapport aux e´tapes de traitement d’un paquet pre´sente´s en section 5.4.1, la latence
d’adaptation La correspond au temps total, en nombre de cycles d’horloge, pour analyser
l’en-teˆte, adapter le chemin de donne´es interne avec si besoin un arbitrage, et mettre a`
jour cet en-teˆte. Sa valeur respecte alors l’e´quation 5.2.
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La = Ta + (Td − δd) + (Tm − δm) (5.2)
La valeur de cette latence est variable et le chevauchement temporel entre les e´tapes est
pris en compte par les valeurs δd et δm. Ces valeurs de´pendent du mode de fonctionne-
ment et de l’architecture du routeur esclave.
Par ailleurs, nous avons pre´ce´demment constate´ au chapitre 2 que la majorite´ des ope´-
rateurs de traitement d’image sont oriente´s flux et peuvent eˆtre imple´mente´s sous forme
d’une structure pipeline´e d’unite´s de calcul. En supposant que les unite´s de calcul ratta-
che´es au routeur esclaves ont une structure interne pipeline´e de latence LPE , la valeur
du temps de traitement TPE d’un paquet constitue´ de n flits, respecte alors l’e´quation
5.3 :
TPE = n+ LPE (5.3)
Dans ces conditions, la latence totale du routeur LR e´quivaut ainsi a` :
LR = Li + LPE + La (5.4)
Le choix d’imple´mentation du routeur doit ainsi optimiser la valeur LR afin que la
latence totale entre deux routeurs maˆıtres soit la plus re´duite possible, selon le nombre
de routeur esclaves les se´parant.
5.5 Implantation mate´rielle : Data Flow Router
Nous proposons a` pre´sent un choix d’imple´mentation sur puce du routeur esclave que
nous appelons Data Flow Router (DFR). Dans cette section, nous pre´sentons dans un
premier temps, une vue globale de l’architecture avec une description de ses interfaces et
des me´thodes de communication. Nous de´taillons par la suite les sous-modules qui com-
posent ce routeur : les unite´s d’aiguillage de paquets de donne´es et le controˆleur global
interne du routeur. Pour finir, nous terminons par une discussion de cette proposition
en terme d’adaptabilite´ pre´-synthe`se et post-synthe`se.
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5.5.1 Architecture globale du Data Flow Router
















































Figure 5.5: Architecture globale du DFR a` quatre voies (k=4)
Cette proposition d’imple´mentation est organise´e en trois couches : une couche centrale
de´die´e a` l’aiguillage des paquets de donne´es (stream switching layer), une couche d’adap-
tation vers le PE relie´ au routeur (PE adaptation layer) et une couche de controˆle global
interne (control layer).
La couche centrale d’adaptation est constitue´e de plusieurs unite´s de commutation de
flux qui sont imple´mente´s par des modules appele´es Stream Switch. L’imple´mentation
respecte l’inde´pendance de ces unite´s entre chaque voie de communication comme spe´cifie´
dans la proposition pre´sente´e en figure 5.3. Il existe alors autant d’unite´s Stream Switch
que de voies de communication.
Cette couche est en inte´raction avec la couche de controˆle contenant le controˆleur global
interne du routeur (DFR Controller). Le roˆle principal de cette unite´ est de controˆler les
adaptations des chemins de donne´es et d’arbitrer les diffe´rentes requeˆtes des diffe´rents
Stream Switch.
En fonction des de´cisions d’arbitrage et des modes de fonctionnement utilise´s, la couche
de controˆle va commander la couche d’adaptation vers le PE afin de rediriger correcte-
ment les paquets de donne´es. Cette couche d’adaptation au PE contient les unite´s de
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se´lection de flux A et B de l’architecture qui sont imple´mente´es respectivement par un
crossbar et un de´multiplexeur.
5.5.2 Interfaces de communication du routeur
5.5.2.1 Interfaces de communication routeur-PE
Le routeur dispose de plusieurs ports permettant de communiquer avec les routeurs
esclaves voisins et avec le PE connecte´. Nous rappelons que tout PE connecte´ au re´seau
posse`de un ou plusieurs ports d’entre´es de donne´es selon le type d’ope´ration et un port
unique en sortie pour fournir le re´sultat de l’ope´ration.
Les PEs peuvent ne´cessiter d’eˆtre configure´s par des parame`tres spe´cifiques pour effectuer
une ope´ration. Ces parame`tres peuvent eˆtre des coefficients de calcul ou des modes
d’utilisation particuliers.
Selon le choix d’imple´mentation du PE, les me´thodes de chargement des parame`tres de
configuration peuvent eˆtre de deux types : en se´rie ou en paralle`le.
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(b) PE en configuration se´rie
Figure 5.6: Configuration des parame`tres d’un PE
Le premier type de configuration, illustre´ en figure 5.6(a), permet de charger en paralle`le
des parame`tres du PE qui sont stocke´s dans des registres de`s que le signal de configu-
ration est actif. Le PE dispose ainsi d’un port de communication de´die´ pour chaque
parame`tre a` configurer.
Le deuxie`me type de configuration, illustre´ en figure 5.6(b), utilise directement les canaux
de communication des donne´es pour transmettre les parame`tres de configuration en se´rie,
par le biais d’un paquet de configuration spe´cifique.
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La figure 5.7 illustre un exemple de paquet permettant de configurer un PE dans le
re´seau. La distinction entre un paquet de donne´es pixel et un paquet de donne´es de
configuration des registres, est faite au niveau d’un bit de configuration dans le champ
de l’en-teˆte de´die´ aux attributs. De`s qu’un paquet de configuration de l’unite´ de calcul est








Bit indicateur de configuration (CONF=1 ) dans le champ ATTRIBUT
OP CF
DONNEESEN-TÊTE
Indication de l’opération à modifier dans le champ INSTRUCTION
Figure 5.7: Paquet de configuration des unite´s de calcul (PEs)
Ce type de paquet permet de configurer un ensemble de registres stockant les parame`tres
de configuration du PE. Le contenu de ce paquet contient de fac¸on alterne´e la position
du parame`tre a` configurer et la valeur a` attribuer. Le paquet de configuration ne´cessite
ainsi d’eˆtre de´code´ a` l’inte´rieur du PE.
Les figures 5.8 et 5.9 de´crivent respectivement les interfaces du routeur avec un PE pour
ces deux types de chargement.
Dans le premier cas illustrant une configuration se´rie dans la figure 5.8, les informations
de configuration sont directement envoye´es sur un des canaux de communication de taille
n + 1 vers le PE. En effet, a` chaque port d’entre´e ou de sortie de donne´es de taille n,
est associe´ un signal de validite´ qui accompagne la donne´e transmise afin d’eˆtre prise en
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Figure 5.8: Interfaces du DFR avec le PE - configuration se´rie
Notons que le temps de de´codage peut prendre plusieurs dizaines de cycles d’horloge
selon le nombre et la taille des parame`tres.
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Le second cas est illustre´ par la figure 5.9. Nous constatons que cette solution ne´cessite,
dans notre routeur esclave, une spe´cialisation de la couche d’adaptation, afin de de´s-
e´rialiser temporellement les parame`tres. Cette couche doit ainsi eˆtre comple´te´e par des
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Figure 5.9: Interfaces du DFR avec le PE - configuration paralle`le
En re´sume´, les deux me´thodes de chargement pre´sentent des avantages et des inconve´-
nients. Un chargement des parame`tres en se´rie permet d’e´conomiser la surface du routeur
mais pre´sente l’inconve´nient de devoir spe´cialiser le PE avec un de´codeur interne pour
extraire les parame`tres. Une partie du PE devient ainsi spe´cifique au re´seau. A l’inverse,
le chargement des parame`tres de configuration en paralle`le permet au PE de rester inde´-
pendant du re´seau et d’eˆtre re´utilisable pour d’autres types d’implantation de´die´es dans
d’autres architecture par exemple.
5.5.2.2 Interfaces de communication inter-routeur
Les routeurs communiquent les paquets avec un signal de validite´ de la donne´e. Dans le
cas du routeur esclave, une ou plusieurs voies de communication peuvent eˆtre occupe´es
selon les modes de fonctionnement. L’e´tat d’utilisation d’une voie de communication est
transmis de manie`re asynchrone entre les routeurs esclaves qui se´parent deux noeuds
maˆıtres. La figure 5.10 illustre le cas mono-directionnel avec un seul signal de synchroni-
sation et le cas bi-directionnel avec deux signaux de synchronisation dans les deux sens
de cirulation.
Pour ces deux cas, un signal appele´ line status, permet d’informer au routeur esclave
voisin de l’occupation d’un canal de communication, afin de re´aliser une me´thode de
















































Figure 5.10: Interfaces inter-routeur
controˆle de flot de donne´es de type on/off. Ce signal dit de type backpressure, remonte´ au
routeur maˆıtre e´metteur, permet de bloquer l’e´mission des flits de donne´es afin d’e´viter
une collision des donne´es.
5.5.3 Architecture du Stream Switch
L’unite´, que nous appelons Stream Switch, repre´sente l’unite´ d’adaptation locale du che-
min de donne´es dans un routeur DFR. La conception du Stream Switch est importante.
Elle contient le me´canisme d’analyse de paquet et sa structure est duplique´e proportion-
nellement en fonction du nombre de voies de communication de´finies pour un routeur.
Ce nombre de voies impacte directement la surface d’imple´mentation requise ainsi que
la complexite´ du controˆleur global, e´tant donne´ que le controˆle est e´tabli de manie`re
hie´rarchique.
5.5.3.1 Description de l’architecture
L’architecture de´taille´e du Stream Switchs est pre´sente´e en figure 5.11.
Cette architecture contient un controˆleur local, appele´ Stream Switch Controller, des
unite´s de me´morisation, imple´mente´es par des registres, et des unite´s de modification de
chemin de donne´es, imple´mente´es par les multiplexeurs a et b. Ces multiplexeurs sont
ge´re´s par le Stream Switch Controller.
Nous distinguons quatre cate´gories de signaux : les donne´es (avec leur signal de validite´),
les signaux de commande, les signaux de protocole de communication (acquittement) et
des signaux d’information (indicateur d’e´tat, donne´es de´code´es, etc.).


















































Figure 5.11: Architecture du Stream Switch
Nous notons que la capacite´ de me´morisation requise est directement lie´e a` la taille en flits
fixe´e pour l’en-teˆte des paquets de donne´es. En effet, l’unite´ de me´morisation principale,
repre´sente´e par les 6 registres sur le sche´ma 5.11, est celle stockant les donne´es de l’en-
teˆte. Ce stockage est ne´cessaire pour l’analyse et l’e´dition des champs de l’en-teˆte en
paralle`le. Ces donne´es sont ensuite relues se´quentiellement afin d’eˆtre transmise dans le
re´seau. Les autres registres sont utilise´s pour tamponner les donne´es aux interfaces de
chaque port d’entre´e et de sortie du routeur.
Dans l’architecture propose´e pour le Stream Switch, l’en-teˆte est la partie qui ge´ne`re une
latence importante par son de´codage et son analyse. Afin d’acce´le´rer le de´codage et le
calcul du chemin de donne´e, une solution propose´e par Lee [145] dans un re´seau sur puce,
consiste a` de´finir deux horloges (une pour la donne´e et une pour l’en-teˆte) afin d’acce´lerer
le transfert des donne´es utiles qui ne ne´cessitent pas d’analyse. En effet, le de´codage de
l’en-teˆte, de´fini dans le routeur, impacte la fre´quence maximale de fonctionnement du
routeur. En introduisant, deux chemins diffe´rents, on serait capable de maximiser la
fre´quence de transfert des paquets. Cependant, dans notre proposition de travailler avec
des structures de paquet de donne´es de taille importante, la latence d’analyse de l’en-teˆte
devient tre`s infe´rieure au temps de transfert des donne´es a` traiter.
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5.5.3.2 Controˆle local : Stream Switch Controller


















HEADER DECODER DATA COUNTER
STREAM SWITCH FSM
Figure 5.12: Structure interne du Stream Switch Controller
Celui-ci est imple´mente´ a` l’aide d’une machine a` e´tats, appele´e Stream Switch FSM,
couple´e avec un compteur de donne´es interne, appele´ Data Counter et une unite´ de
de´codage de l’en-teˆte, appele´e Header Decoder sur la figure 5.12. Ce dernier permet de
de´coder a` la vole´e les en-teˆtes de paquets entrants afin de pre´charger diffe´rents registres
comme celui du compteur interne. Ce compteur permet de de´compter le nombre de
flits contenus dans un paquet de donne´e. Il est ainsi utilise´ pour de´terminer la fin de
transmission d’un paquet de donne´es complet. Nous pouvons remarquer que ce compteur
n’est utilise´ que dans deux cas de modes de fonctionnement qui ne mobiblisent qu’une
seule voie, a` savoir le mode Forward (FWD) et le mode Single Stream (SSP). Pour les
autres modes de fonctionnement qui utilisent plusieurs voies d’un routeur, un second
compteur imple´mente´ dans le controˆleur global, appele´ DFR controller, est utilise´ pour
de´compter les flits des paquets provenant de l’unite´ de calcul.
La figure 5.13 illustre la machine d’e´tat simplifie´e, imple´mente´e dans le Stream Switch
Controller.
La premie`re e´tape, dans l’e´tat ANALYSIS, correspond a` l’analyse de l’en-teˆte d’un paquet
de donne´es. Cet e´tat est lie´ au phases de de´codage des instructions, de chargement des
registres et de la prise de de´cision du mode de fonctionnement selon les informations
dans l’en-teˆte.
Selon la capacite´ du PE a` re´aliser l’ope´ration souhaite´e sur la donne´e du paquet entrant,
le controˆleur se retrouve soit dans le mode de fonctionnement Forward consistant a`





















SS & MS mode
Figure 5.13: Machine a` e´tats du Stream Switch Controller
transfe´rer le paquet sans aucune adaptation, dans l’e´tat ADAPT FW, ou soit un autre
mode qui adapte le chemin de donne´es interne afin d’envoyer les donne´es du paquet vers
le PE, dans l’e´tat ADAPT CHAN1. Une autre e´tape supple´mentaire est ne´cessaire, dans
l’e´tat ADAPT CHAN2, pour des adaptations multi-voies.
Nous notons que le mode Forward peut eˆtre de´clenche´ de manie`re directe, dans l’e´tat
ADAPT FW, si le PE est de´ja` occupe´, graˆce a` un signal PE busy provenant de celui-ci. Au
niveau de l’architecture interne, les paquets de donne´es entrants sont alors directement
envoye´s vers la sortie, comme illustre´ par la figure 5.14. Le chemin de donne´e selectionne´,

















FROM DFR CONTROLLER TO DFR CONTROLLER
STREAM SWITCH CONTROLLER
Figure 5.14: Mode d’exe´cution Forward automatique
La figure 5.15 illustre le chemin de donne´e utilise´ dans le cas de l’analyse de l’en-teˆte.
Nous voyons sur cette figure que l’en-teˆte est me´morise´ dans des registres de´die´s pour
de´coder les instructionss.

















FROM DFR CONTROLLER TO DFR CONTROLLER
STREAM SWITCH CONTROLLER
Figure 5.15: Mode d’exe´cution Forward avec analyse de l’en-teˆte
Apre`s analyse de cet en-teˆte, si aucune ope´ration demande´e ne peut eˆtre exe´cute´e par le
PE, alors le paquet de donne´es complet est transmis au routeur voisin suivant en mode
Forward (FWD).
Au contraire, si le PE est capable de re´aliser l’ope´ration demande´ et que ce dernier est
libre (signal PE Busy a` 0), alors le routeur peut activer le mode SSP, SSF ou MS. Le
cheminement du paquet est alors le stockage de l’en-teˆte puis l’envoi des donne´es au PE,
a` l’e´tat ADAPT CHAN1. L’en-teˆte me´morise´ est e´dite´ au cours du traitement des donne´es
par le PE, dans l’e´tat CONFIG PE puis il est envoye´ de`s la premie`re donne´e disponible en

















FROM DFR CONTROLLER TO DFR CONTROLLER
STREAM SWITCH CONTROLLER

















FROM DFR CONTROLLER TO DFR CONTROLLER
STREAM SWITCH CONTROLLER
(b) SS : Transfert de la sortie du PE
Figure 5.16: Mode d’exe´cution Single Stream
Dans le cas du mode Single Stream (SSP), les flits de donne´es en sortie du PE suivent
directement l’en-teˆte, comme illustre´ par la figure 5.16(b). Le mode Multi-Stream (MS)
est similaire sauf que les donne´es en sortie du PE ne sont disponibles que lorsque toutes
les donne´es d’entre´e en paralle`le du PE sont arrive´es.
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Le mode Single Stream & Forward (SSF) est plus complexe car il ne´cessite une seconde
voie disponible pour transmettre les donne´es en sortie du PE, dans l’e´tat ADAPT CHAN2.
Comme remarque´ pre´ce´demment, un nouvel en-teˆte doit eˆtre ge´ne´re´ par le controˆleur
global, DFR controller, pour les nouvelles donne´es issues du PE. La figure 5.17 illustre
ce passage de l’en-teˆte qui est e´dite´ dans le controˆleur global avant d’eˆtre transmis dans












































HEADER TO EDIT NEW HEADER
Figure 5.17: Mode d’exe´cution SSF : Transfert de l’en-teˆte
Par la suite, la figure 5.18 illustre la transmission de deux flux de sortie en paralle`le :
le flux de donne´e entrant non traite´ et le flux de donne´es traite´ par le PE. Dans cet
exemple, le Stream Switch 1 selectionne´, re´cupe`re le nouvel en-teˆte du controˆleur global














































Figure 5.18: Mode d’exe´cution SSF : Transfert des donne´es du PE
5.5.4 Description du DFR Controller
Le DFR Controller rec¸oit en permanence des requeˆtes d’acce`s au PE avec un mode de
fonctionnement impose´ de manie`re implicite par les instructions. Nous rappelons que le
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roˆle principal de cette unite´ est de re´aliser l’arbitrage entre ces diffe´rentes requeˆtes et de
commander la couche d’adaptation d’acce`s au PE. Nous avons e´galement note´ que selon
les modes de fonctionenment active´s, cette unite´ est capable d’e´diter un nouvel en-teˆte,
afin d’assurer une cohe´rence temporelle dans l’exe´cution des ope´rations sur la donne´e.
La figure 5.19 de´taille l’architecture de ce controˆleur. Cette architecture contient une
machine a` e´tats, appele´e DFR CTRL FSM, qui pilote des unite´s de de´codage et d’encodage
d’en-teˆte, appele´es Header Decoder et Header Encoder ainsi qu’un compteur de pixels,
appele´ Data Counter. De manie`re identique au Stream Switch Controller, cette unite´
est utilise´ pour de´compter les donne´es en sortie du PE.
DFR CONTROLLER
HEADER DECODER DATA COUNTER
DFR CTRL FSM
HEADER ENCODER








Figure 5.19: Architecture du DFR Controller
La machine a` e´tats, pre´sente´e en figure 5.20, re´sume le fonctionnement de la machine
a` e´tat. Elle reprend de manie`re de´taille´e l’algorithme 3 propose´ pour l’e´volution des
e´tats du controˆleur auquel nous ajoutons les e´tats SET COUNTERS et EDIT HEADER pour
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Figure 5.20: Machine a` e´tats du DFR Controller
Pour e´viter tout risque de collision ou perte de paquets de donne´es, une connaissance
permanente de l’occupation des voies de communication est impe´rative entre les routeurs
esclaves voisins. Cette information d’occupation est transmise sur tous les controˆleurs
globaux des routeurs esclaves entre deux routeurs maˆıtres, par des signaux asynchrones,
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appele´s lines status, pour chaque voie de communication. Ces signaux sont alors transmis
simplement dans un routeur esclave en utilisant une porte OU logique entre les signaux
d’occupation lines status des routeurs voisins et ceux des Stream Switch connecte´s au
controˆleur global.
Le DFR Controller inte`gre la me´thode d’arbitrage, de´crite dans la section pre´ce´dente,
qui respecte une priorite´ a` indice selon un nume´rotage pre´-de´fini des voies. La machine
a` e´tats, en figure 5.20, ne pre´sente que le traitement des requeˆtes si le PE est disponible.
Dans le cas ou` le PE est de´ja` occupe´, toutes les autres requeˆtes sont rejete´es jusqu’a` ce
que l’inte´gralite´ du paquet de donne´es, envoye´e au PE, a fini d’eˆtre traite´e. Dans cette
situation pre´cise, les Stream Switchs sont alors automatiquement adapte´s en mode de
fonctionnement Forward (FWD).
5.6 Synthe`se et comparaison de la proposition
L’architecture du DFR diffe`re des architectures de routeur de NoC plus courant dans la
litte´rature comme Hermes [114], par la structure des paquets utilise´e, par la me´thode
d’adaptation du chemin de donne´e et par les modes de fonctionnement ine´dits utilisant
plusieurs voies de communication.
5.6.1 Structure des paquets
La majorite´ des routeurs de donne´es sur puce sont de´finis pour traiter des paquets avec un
faible nombre de flits et appliquer un routage de´duit de l’adresse du noeud de destination
[14]. Selon le type d’algorithme de routage utilise´, l’en-teˆte contient essentiellement des
informations sur le type de donne´es et sur les adresses, contrairement a` notre proposition
qui rajoute un champ de´die´ aux instructions.
Le tableau 5.2 compare les paquets a` transmettre dans le cas d’utilisation d’un routeur
DFR par rapport a` une solution de routeur (R) plus fre´quente dans la litte´rature [14].
Pour des applications oriente´es flux de donne´es et en particulier dans le domaine de
la vision, les messages qui circulent dans le re´seau sont principalement des trames. Les
ope´rations requises s’appliquent de fac¸on redondantes sur un groupe de pixels de la taille
d’une ligne ou d’une image comple`te. Ainsi, le volume de donne´es a` transmettre entre
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structure paquet contenu de l’en-teˆte taille totale donne´es (bits)
en-teˆte donne´e adresse donne´e commande
R court court/moyen oui oui/non non SH ∗ ⌈M/d⌉+M
DFR moyen long oui oui oui SH +M
Table 5.2: Comparaison DFR avec un routeur NoC plus fre´quent (R) sur les paquets
de donne´es a` traiter
le noeud e´metteur et le noeud destinataire est de´pendant de la taille de l’en-teˆte et du
fractionnement du message trame en plusieurs paquets.
Soient M la taille en flits d’un message repre´sentant une image comple`te a` transmettre,
SH la taille de´finie pour l’en-teˆte de paquet de donne´es dans le re´seau et d la taille fixe
en flits de´finie pour la donne´e utile transportable dans un paquet.
Pour une taille de paquet fixe, le volume de donne´es V a` transmettre sera V = SH ∗
⌈M/d⌉+M . Dans le cas ou` la taille du paquet de donne´es est e´gale a` une trame comple`te
alors le volume V = SH +M . Le surcouˆt est alors de´pendant de la taille de l’en-teˆte.
5.6.2 Me´thode et latence d’adaptation du chemin de donne´es interne
La majorite´ des routeurs sur puce traitent de manie`re se´quentielle les diffe´rents paquets
de donne´es entrants suivant un arbitrage de´fini selon la topologie et le type de donne´es.
Cette me´thode implique d’une part une latence de traitement des paquets qui est pro-
portionnelle au nombre de paquets simultane´s a` ge´rer, avec une ne´cessite´ de bufferiser
les paquets en attente. La bufferisation ne´cessaire augmente en fonction du nombre de
paquets souhaitant acce´der a` un meˆme port de sortie et elle peut eˆtre compense´e par
la mise en place d’un algorithme de routage permettant de rediriger des paquets vers
d’autres chemins.
En conside´rant la structure de paquet de donne´es choisie, il est important de minimiser
les besoins en stockage pour chaque paquet de donne´es entrant. Nous faisons ainsi le
choix dans notre architecture de re´duire le degre´ de liberte´ pour chaque paquet entrant
de manie`re a` eˆtre capable de maintenir des voies de communication inde´pendantes et
unidirectionnelle, afin de minimiser le stockage et re´duire les latences de traitement. Des
paquets peuvent ainsi eˆtre traite´ en paralle`le sans attente supple´mentaire car chaque
voie est capable de s’adapter localement. Le DFR est ne´anmoins e´galement capable de
s’adapter globalement sur plusieurs voies dans le cas de mode fonctionnement avance´.
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Le tableau 5.3 compare les me´thodes d’adaptations entre un routeur de conception plus
fre´quent et le DFR propose´.
Adaptation
niveau traitement des paquets latence communication controˆle
R global se´quentiel moyenne-e´leve´e paquet se´pare´ des donne´es
DFR local/global paralle`le faible-moyenne inte´gre´ aux donne´es
Table 5.3: Comparaison DFR avec un routeur NoC plus fre´quent(R) sur l’adaptation
du chemin de donne´es interne
Dans notre contexte, la solution de routeur conventionnel implique d’une part la mise en
oeuvre d’un ou plusieurs modules de controˆle dont le roˆle est de se´quencer les paquets
de donne´es pour re´aliser l’application. Cette solution engendre ainsi une latence supple´-
mentaire pour la communication des commandes et des instructions avant d’envoyer les
donne´es a` traiter. Notre proposition de combiner donne´es et instructions nous permet
alors de d’e´viter cette latence et d’assurer une cohe´rence des ope´rations sans impliquer
des me´thodes de controˆle complexes ou des surcouches logiques de re´ordonnancement de
paquets, en particulier dans les interfaces re´seaux entre le PE et le routeur.
5.6.3 Micro-architecture interne et interfaces PE
Comme discute´ pre´ce´demment, la micro-architecture du DFR est de´pendante du nombre
de voies de communication a` ge´rer en paralle`le. Ce nombre impacte la consommation en
surface, du fait de sa capacite´ a` ge´rer localement l’adaptation de chemin de donne´es et
de son controˆle hie´rarchique. Plus fre´quemment, dans un routeur, le controˆle global est
au contraire ge´re´ plus simplement de manie`re unique par une unite´ centralise´e.
Le tableau 5.4 re´sume les diffe´rences entre un routeur plus fre´quent (R) et le DFR par
rapport a` l’architecture interne et l’interfac¸age de l’unite´ de calcul (PE).
controˆle NI modes surface PE(SC) PE(ME)
R unique centralise´ se´pare´e FWD, SS faible-moyenne non non
DFR hie´rarchique inte´gre´e FWD, SS, SSF, MS moyenne-eleve´e oui oui
Table 5.4: Comparaison sur l’architecture interne et l’interfac¸age du PE
L’architecture du DFR favorise les solutions d’architecture pipeline´es avec des PEs orien-
te´s flux de donne´es. En particulier, il autorise l’interfac¸age de PE correspondant a` des
IPs de´die´s ne contenant aucun controˆle interne (PE(SC) dans le tableau). Il permet, en
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outre, d’interfacer a` moindre effort un PE conc¸u pour des chaˆınes de traitement de´die´es.
Le DFR autorise e´galement l’utilisation de PE a` multiple entre´es (PE(ME) dans le ta-
bleau) permettant ainsi de combiner deux paquets de donne´es repre´sentant deux flux de
donne´es diffe´rents graˆce au mode de fonctionnement MS.
L’interface re´seau NI est e´galement simplifie´e dans le DFR et inte´gre´e directement dans
les Stream Switches qui se chargent de de´coder et d’e´diter les en-teˆtes de paquets.
En ce qui concerne les modes de fonctionnement, un routeur se charge, en ge´ne´ral,
principalement soit de rediriger vers un port de sortie a` la manie`re du mode Forward
ou soit de traiter le paquet par le PE a` la manie`re du mode Single Stream comme dans
les routeurs propose´s dans [130, 142]. Le DFR autorise, par son architecture, les modes
Single Stream & Forward et Multi-Stream permettant de re´aliser de manie`re efficace un
assemblage de PEs de type pipeline-paralle`le et d’utiliser des PEs traitant des paquets
en paralle`le.
En re´sume´, l’architecture du DFR propose´e est certe relativement plus couˆteuse en
surface par rapport a` des solutions plus classiques, mais est particulie`rement efficace
dans le traitement en paralle`le de plusieurs paquets de donne´es. Ce couˆt est compense´
par sa capacite´ a` adapter son chemin de donne´es dynamiquement afin de traiter des
paquets efficacement par la combinaison donne´e-instruction dans le meˆme paquet.
5.7 Prototypage et Evaluation
Afin de valider le fonctionnement et e´valuer les performances en temps et surface, la
micro-architecture propose´e pour le DFR a e´te´ imple´mente´e dans un FPGA (Altera
Stratix III EP3SL150). Dans ce but, nous utilisons le flot de de´veloppement standard
avec une description RTL en VHDL avec une approche modulaire de´crivant tous les com-
posants. L’architecture est de´crite de fac¸on a` eˆtre parame´trable avant synthe`se (adap-
tabilite´ pre´-synthe`se) en terme de nombre de ports et taille de bus.
Pour cette imple´mentation, nous avons fixe´ le nombre de voies a` quatre (k=4) avec une
taille de bus de 32 bits (n=32). Cela e´quivaut donc a` quatre ports d’entre´e et quatre ports
de sortie auxquels s’ajoutent les ports d’entre´e et sortie du PE. Ce parame´trage permet
de re´aliser entre deux noeuds maˆıtres, deux voies de communication dans deux sens de
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circulation. Cette configuration permet ainsi aux deux noeuds maˆıtres d’eˆtre e´metteurs
et de de´finir des instructions permettant l’adaptation du chemin pour les deux sens du
flux de donne´es, particulie`rement pour les modes SSF et MS. Une taille de bus de 32
bits est suffisante pour pouvoir ve´hiculer diffe´rents types de granularite´ de pixel, allant
d’une image monochrome 8 bits vers une image couleur 24 bits par exemple.
5.7.1 Imple´mentation de l’en-teˆte
Dans le mode`le de re´seau, nous pouvons de´finir que la taille du phit est e´gale a` celle du
flit, donc la taille de bus choisie fixe e´galement la taille d’un flit de donne´es. La structure
d’en-teˆte propose´e et illustre´e en figure 4.15, implique une taille minimum e´quivalente a`
cinq flits de donne´es.
Le tableau 5.5 pre´sente une proposition des tailles de chaque champ dans l’en-teˆte : les
champs de de´but et fin d’en-teˆte de taille St, le champ du nombre de pixel de taille Sp, le
champ des instructions de taille Si et le champ des attributs de taille Sa. Nous proposons
un en-teˆte de taille 192 bits re´partie en 6 flits de donne´es. Nous fixons e´galement quatre
instructions de taille 16 bits associe´es a` chaque paquet de donne´es.
St Sp Si Sa SH (total)
Taille (flits) 1 1 2 1 6
Taille (bits) 32 32 64 32 192
Table 5.5: Partionnement des champs de l’en-teˆte sur 6 flits
Le de´tail de ce partitionnement est re´sume´ dans le tableau 5.6. Les flits conside´re´s comme
des balises de de´but et de fin de l’en-teˆte sont de´tecte´s avec la valeur 0xFFFFFFFF. Le
champ attributs contient a` la fois les informations d’adressage (source, destination) et
les informations caracte´risant la donne´e (type de capteur, temps index). Il contient un
bit permettant de de´tecter le type de donne´es transporte´ dans le paquet permettant de
distinguer les paquets de donne´es pixel avec d’autres types de paquet.
Une proposition de de´coupage d’une instruction en quatre champs (nume´ro de la ligne
d’instruction, identification de l’ope´rateur, nombre d’ite´ration, traitement de l’ope´ration
en paralle`le) sur 16 bits est pre´sente´e dans le tableau 5.7.
Pour des instructions de taille 16 bits, ce de´coupage permet de traiter au maximum 16
lignes d’instruction soit 64 ope´rations distinctes en conside´rant des en-teˆtes contenant 4
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N˚ Flits (32 bits) Contenu (taille en bits)
0 Header Start (0xFFFFFFFF) [31..0]
1 Nombre de pixels [31..0]
2 Instruction 0 [31..16], Instruction 1 [15..0]
3 Instruction 2 [31..16], Instruction 3 [15..0]
4
Bit config [12], ID [11..8], Timestamp [7..4],
Noeud Maˆıtre Source [3..2], Noeud Maˆıtre Destination [1..0]
5 Header End (0xFFFFFFFF) [31..0]
Table 5.6: De´tail du contenu de l’en-teˆte (flits de 32 bits)
Champ Taille (bits) Position Information
INST NUMBER 4 [15..12] Nume´ro de la ligne instruction
PE OPCODE 6 [11..6] Type de PE requis
NB PASS 4 [5..2] Nombre de passe requis
TAG 2 [1..0] Indication de traitement en paralle`le
Table 5.7: Structure d’une instruction sur 16 bits
instructions. Chaque ope´ration peut eˆtre re´alise´e avec un nombre maximum de 16 ite´ra-
tions conse´cutives. Nous rappelons que le champ TAG permet d’identifier la possibilite´
de traiter en paralle`le ou en se´quentiel les ope´rations contenus dans une ligne instruction.
5.7.2 Evaluation en surface du routeur
Le tableau 5.8 de´taille la consommation en surface FPGA (Stratix III EP3SL150) du
routeur DFR avec la structure de l’en-teˆte propose´e de 6 flits. Le parame´trage de ce
routeur est de 4 voies de communication pour une taille de bus de 32 bits.
Logiques Registres Mem (bits) (% FPGA)
Stream Switch 294 246 100 0.25
DFR Controller 226 130 0 0.2
Buffer sortie PE 21 10 224 0.01
DFR (total) 1154 1738 624 1.5
Table 5.8: Surface : Data Flow Router (EP3SL150)
Nous obtenons une consommation totale infe´rieure a` 2 % du FPGA avec une fre´quence
maximum de 234 MHz. Cette surface est raisonnable dans cette cible afin de pouvoir
imple´menter des applications de vision utilisant une dizaine d’ope´rateurs a` grain moyen.
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5.7.3 Evaluation de la latence du routeur
Pour l’e´valuation de la latence totale LR du routeur imple´mente´, nous introduisons deux
parame`tres non de´terministes : la latence δh en cycles d’horloge entre la donne´e et l’en-
teˆte, et la latence δT qui se´pare deux paquets de donne´es ne´cessitant d’eˆtre combine´s
dans un PE.
Nous mesurons donc la latence LR selon les diffe´rents modes de fonctionnement du
routeur avec le parame´trage pre´sente´ pre´ce´demment. La figure 5.21 pre´sente un exemple
dans le cas de deux voies de communication imple´mente´e dans un routeur. La voie
0 introduit un paquet de donne´e dont l’analyse de´clenche une requeˆte d’acce`s au PE
connecte´ au routeur. Ce PE e´tant libre, le Stream Switch associe´ a` la voie s’adapte
alors en mode Single Stream avec une latence de traitement LR(SS). Au cours de ce
traitement, un autre paquet intervenant dans la voie 1 est automatiquement transfe´re´e
en sortie avec une latence LR(F ) sans analyse car le PE n’a pas encore fini de traiter la
paquet de la voie 0.
Horloge
H0 H1 D0 D1 D2 D3Voie 0
H0 H1 D0 D1 D2 D3
H0 H1 D0 D1 D2 D3 D4










Figure 5.21: Chronogramme du mode Forward et Single Stream
Le tableau 5.9 pre´sente les latences mesure´es en fonction des diffe´rents modes de fonc-
tionnement sans compter le temps d’arbitrage e´quivalent a` 1 cycle supple´mentaire.
Mode La (cycles) Li (cycles) LR (cycles)
Forward (auto) 0 2 2
Forward (check) 5 2 7
Single Stream 6 6 12+LPE+δh
SSF (paquet 1) 5 2 7
SSF (paquet 2) 6 6 12+LPE+δh
MS 6+δT 6 12+LPE+δT
Table 5.9: Latences d’adaptation et totale selon les modes de fonctionnement
Dans le premier cas, il s’agit du mode Forward active´ automatiquement de`s qu’un PE
est de´ja` occupe´. Ce mode correspond concre`tement a` un bypass dans le routeur et assure
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une latence de traverse´e minimale qui est ici e´quivalente a` deux cycles. Comme de´crit
pre´ce´demment, ce mode peut eˆtre aussi active´ apre`s analyse du paquet de donne´es dans
le cas ou` celui-ci ne peut pas eˆtre traite´ par le PE raccroche´. Une latence d’analyse de
5 cycles s’ajoute alors aux 2 cycles correspondant aux interfaces.
Pour le mode Single Stream, la latence d’adaptation est de 6 cycles et contient la requeˆte
de modification du chemin de donne´e de 1 cycle. Les latences de bufferisation sont plus
importantes pour adapter le chemin de donne´es. La latence totale tient alors compte de
celle du PE et d’un temps supple´mentaire (pouvant eˆtre nul) correspondant a` l’e´cart en
nombre de cycles entre l’arrive´e des flits d’en-teˆte et de donne´es.
Le mode Single Stream & Forward ge´ne`re deux paquets de donne´es : un transmis di-
rectement sans traitement et un autre traite´. Le paquet non traite´ (paquet 1 dans le
tableau) posse`de la meˆme latence que dans le cas de figure du mode Forward avec ana-
lyse, a` savoir 7 cycles et le second avec une latence e´quivalent au mode Single Stream.
Nous rappelons que ce mode mobilise deux voies de communication. Il n’y a donc pas
de ne´cessite´ d’arbitrer les flits de donne´es en sortie d’une seule voie de communication
ce qui assure une bande passante maximale pour le flux traite´ et non traite´.
Le mode Multi-Stream posse`de une latence naturellement de´pendante de l’e´cart en cycle
δT entre l’arrive´e des paquets de donne´es ne´cessitant d’eˆtre combine´s dans le PE.
Nous rappelons enfin que dans le cas d’application utilisant des ope´rateurs oriente´e
flux de donne´es, les latences de traverse´e de routeurs deviennent quasiment ne´gligeables
compare´s aux tailles importantes de paquet e´quivalentes a` une ligne, un bloc ou une
trame comple`te.
5.8 Conclusion
Dans ce chapitre, nous avons de´fini, propose´, imple´mente´ et e´value´ une nouvelle archi-
tecture de routeur sur puce capable d’adapter dynamiquement son chemin de donne´e
interne sur plusieurs voies de communication en paralle`le. Cette adaptation s’effectue de
fac¸on a` re´aliser de la manie`re la plus efficace possible les diffe´rents modes de fonctionne-
ment requis entre les ope´rations dans une application donne´e, dans le but de s’approcher
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des performances d’une solution de´die´e point-a`-point, tout en ayant une flexibilite´ dans
le chemin de donne´es.
L’imple´mentation de la nouvelle proposition d’architecture de routeur de´montre les per-
formances en temps d’adaptation, la simplicite´ des communication des commandes et la
consommation en surface raisonnable dans le contexte d’une solution utilisant des unite´s
de calcul a` grain-moyen.
En conside´rant que ces paquets de donne´es peuvent atteindre des tailles importantes de
l’ordre d’une trame image comple`te et que l’architecture adaptable que nous visons est
capable de changer dynamiquement d’applications, notre syste`me se confronte a` un ver-
rou important concernant l’aspect me´morisation des trames. La me´morisation de trame
est d’autant plus importante dans le cadre d’application de vision exploitant l’aspect
temporel. Nous e´tudierons alors dans le chapitre suivant diffe´rentes strate´gies de me´mo-
risation et en particulier les me´thodes de conception traditionnelles performantes mais
statiques. Nous pre´senterons alors par la suite notre nouvelle proposition de me´morisa-





Dans un syste`me de vision embarque´e, nous appelons ge´ne´ralement par le terme Frame
Buffer [146], un espace de me´morisation de´die´ au stockage de diffe´rentes trames d’image.
Ces trames peuvent provenir soit directement des capteurs, ou eˆtre le re´sultat d’ope´-
rations effectue´es par des unite´s de calcul. Le Frame Buffer est un e´le´ment clef des
architectures de vision embarque´e [7] et son utilisation est incontournable pour la syn-
chronisation de diffe´rents flux de donne´es a` des cadencements diffe´rents [147].
Il peut eˆtre requis tout au long d’une chaˆıne de traitement aussi bien en amont pour
l’acquisition des images qu’en fin de chaˆıne pour respecter les cadencements impose´s
par des normes d’affichage comme celles spe´cifie´es par le VESA [148]. Dans le cadre
d’une imple´mentation des applications de vision, la pre´sence d’un Frame Buffer est
impe´rative pour des ope´rateurs temporels ne´cessitant diffe´rentes trames d’image a` des
indices temporels diffe´rents.
Nous exposons dans ce chapitre la mise en oeuvre d’un nouveau syste`me me´moire dy-
namiquement adaptable. Ce syste`me est inte´gre´ a` notre re´seau de communication par
l’interme´diaire des noeuds maˆıtres, controˆlant les transactions principales des paquets
de donne´es pour eˆtre traite´s au travers des noeuds esclaves.
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Apre`s un rappel sur l’organisation traditionnelle des me´moires dans une architecture
de calcul pour la vision, nous de´crivons notre syste`me de me´morisation base´ sur une
gestion dynamique de diffe´rents emplacements me´moires. Ces emplacements sont de´ter-
mine´s par des indicateurs que nous imposons pour identifier le positionnement physique
d’une trame en me´moire. L’e´tude de l’inte´gration du syste`me me´moire de´die´ aux trames,
dans notre re´seau, nous ame`ne par la suite a` la conception du routeur maˆıtre, capable
d’effectuer des requeˆtes de lecture et d’e´criture de trame d’image. Nous terminons ce
chapitre par le prototypage du syste`me me´moire et du routeur maˆıtre, avec une e´valua-
tion en surface et en performance temporelle, dans le cadre d’une imple´mentation sur
un FPGA.
6.2 Inte´gration d’un syste`me me´moire de trames avec le
re´seau
Dans notre re´seau de communication, nous avons vu au chapitre 4 que les routeurs
maˆıtres controˆlent les transactions principales des paquets de donne´es. Ces routeurs
s’e´changent ainsi mutuellement des paquets de donne´es correspondant a` diffe´rentes
images de capteurs diffe´rents. Ils repre´sentent a` la fois une source et une destination
pour les flux de pixels.
L’adaptation unique du chemin de donne´es n’est cependant pas suffisante pour re´aliser
efficacement une chaˆıne de traitement compose´e d’unite´s de calcul dont les cadencements
peuvent eˆtre diffe´rents. Ainsi, malgre´ les possibilite´s de pipeliner les unite´s de calcul dans
notre re´seau, si les bufferisations internes ne suffisent plus pour tenir les cadences im-
pose´es, alors les performances en temps d’exe´cution des calculs s’en trouvent de´grade´es.
Cette de´gradation impacte ainsi la cadence trame en sortie du syste`me.
Dans le but de garantir les performances et de permettre l’utilisation d’ope´rateurs tem-
porels pour nos applications, nous devons inte´grer au re´seau une organisation me´moire
spe´cifique permettant de stocker diffe´rentes trames image. La mise oeuvre d’une orga-
nisation me´moire a pour but de re´duire les goulots d’e´tranglement de donne´es dans le
re´seau et d’assurer la synchronisation des flux de donne´es. Notre re´seau, comple´te´ avec
un syste`me de me´morisation, est propose´ en figure 6.1.
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Figure 6.1: Mode`le de re´seau avec inte´gration d’un syste`me de me´morisation de trames
Le syste`me de me´morisation propose´, est inte´gre´ au re´seau en le connectant a` tous les
routeurs maˆıtres. La me´moire dedie´e aux trames est alors partage´e entre les routeurs
maˆıtres et ils peuvent ainsi s’e´changer des trames sans besoin de les communiquer par le
biais du re´seau. Cette solution permet ainsi de conserver le maximum de bande passante
du re´seau pour le traitement des paquets de donne´es par les unite´s de calcul (PEs)
raccorde´s aux routeurs esclaves.
Nous rappelons que les routeurs maˆıtres sont dote´s d’interfaces d’entre´e et de sortie,
pour les flux pixe´liques provenant des capteurs et vers les afficheurs. Les routeurs maˆıtres
repre´sentent ainsi les interfaces du re´seau de communication avec l’exte´rieur.
Nous pouvons remarquer que ces interfaces avec l’exte´rieur auraient pu eˆtre conside´re´es
directement sur le syste`me de me´morisation de trames. Ce choix impliquerait ainsi une
simplification de la conception du routeur maˆıtre. Cependant, cette solution imposerait
un chemin de donne´es critique, comme celui pre´sente´ en figure 6.2(b), de´pendant force´-
ment d’acce`s en me´moire en entre´e et en sortie. Ce choix augmenterait ainsi la latence
de sortie. Elle ne permettrait donc pas d’e´tablir un flot de donne´es direct entre deux
noeuds maˆıtres au travers des routeurs esclaves, comme illustre´ en figure 6.2(a).
PE0 PE2
Entrée 0 Sortie 1
(a) Sans me´morisation
MEM PE2 MEM
Entrée 1 Sortie 1
(b) Avec me´morisation
Figure 6.2: Types de chemin du flot de donne´es
L’interfac¸age des flux d’entre´e et de sortie par l’interme´diaire des routeurs maˆıtres, pre´-
sente ainsi l’avantage de pouvoir choisir entre les deux modes d’utilisation selon les
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besoins de me´morisation.
6.2.1 Hie´rarchie me´moire
Nous pouvons de´composer l’architecture d’un noeud maˆıtre en trois parties : une partie
controˆle, une partie me´morisation et une partie re´serve´e a` l’adaptation du chemin de
donne´es et des acce`s en me´moire. Comme illustre´ en figure 6.1, chaque noeud maˆıtre
posse`de un acce`s en lecture et e´criture sur une me´moire partage´e de grande capacite´
permettant de stocker diffe´rentes images qui sont ve´hicule´es dans le re´seau sous forme
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Figure 6.3: Hie´rarchie me´moire : noeud maˆıtre et syste`me me´moire de trames
Comme e´tudie´ au chapitre 2, dans le domaine de la vision, les unite´s de calculs mani-
pulent ge´ne´ralement trois types d’entre´e : le pixel, la ligne et la trame.
Dans le syste`me complet re´seau et me´moire que nous avons propose´, nous pouvons
identifer deux niveaux de me´moire pour le noeud maˆıtre (Figure 6.3). Le premier niveau
est une me´moire locale, a` acce`s ale´atoire, dont la capacite´ permet de stocker plusieurs
lignes d’une trame image selon sa re´solution. Le second niveau correspond aux me´moires
de trames, a` acce`s lignes, qui sont stocke´es dans le syste`me me´moire partage´.
Le controˆleur, inclus dans le noeud maˆıtre, effectue des requeˆtes de lecture et d’e´criture
au syste`me de me´morisation de trames. Chaque requeˆte est re´ceptionne´e par un serveur
de trames central qui se charge de de´coder les requeˆtes afin de re´cupe´rer les informations
ne´cessaires a` l’adressage de la me´moire. Suivant ces informations, il adapte le chemin de
donne´es et les acce`s me´moires pour diriger les flux de donne´es entrants et sortants vers le
routeur maˆıtre ayant effectue´ la requeˆte. Le de´codage et l’adaptation du syste`me me´moire
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introduisent une latence globale des diffe´rents acce`s qui doit eˆtre minimise´e. Afin de
masquer les latences d’adaptation d’acce`s en me´moire partage´e mais aussi permettre
des acce`s pixe´liques spe´cifiques, les donne´es trames peuvent eˆtre charge´es partiellement
par exemple dans les me´moires lignes contenues dans un noeud maˆıtre. Le tableau 6.1
re´sume les caracte´ristiques de chaque me´moire (type, maˆıtre, acce`s).
Table 6.1: Caracte´ristiques me´moires
Me´moire Type Maˆıtre(s) Mode d’acce`s aux donne´es
Lignes Locale 1 noeud maˆıtre Ale´atoire
Trames Globale Partage´e x noeuds maˆıtres Lignes
Par rapport aux noeuds maˆıtres, les me´moires lignes sont locales et les me´moires de
trames sont globalement partage´es. Lorsque plusieurs lignes ont e´te´ charge´es dans les
me´moires locales, elles peuvent eˆtre acce´de´es suivant diffe´rents modes (lecture successive,
saut de pixels, formes spe´cifiques) pre´de´finis dans les ge´ne´rateurs d’adresses contenus
dans le noeud maˆıtre. Ces modes sont utiles dans le cas ou` les unite´s de calcul n’ont pas
de me´moire locale et ne sont ainsi pas capable d’acce´der de manie`re ale´atoire sur une
ligne de la trame.
6.3 Syste`me me´moire en vision embarque´e
6.3.1 Technologie me´moire volatile en vision embarque´e
Dans le domaine de l’embarque´, les choix d’une technologie me´moire ainsi que l’organisa-
tion du syste`me me´moire, est de´terminante sur les performances en temps et en surface
d’une architecture de calcul. Dans ce contexte, ces choix doivent s’effectuer de manie`re
a` re´aliser un compromis en terme de performance (bande passante et latence d’acce`s),
de consommation e´nerge´tique, d’encombrement et de couˆt de fabrication.
Une architecture de calcul, pour la vision embarque´e, inte`gre ge´ne´ralement deux types
de technologie me´moire volatile : la technologie DRAM [149] (Dynamic RAM ) et la
technologie SRAM [150] (Static RAM ).
La distinction entre ces deux me´moires est faite dans un premier temps, par rapport a`
la fabrication physique d’un point me´moire. Dans le cas d’une DRAM, le point me´moire
pour stocker un bit est re´alise´ a` l’aide d’une capacite´. La de´nomination dynamique de
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cette me´moire provient du fait qu’elle doit eˆtre rafraˆıchie pe´riodiquement pour maintenir
les niveaux de charge des capacite´s. Elle est oppose´e a` la de´nomination statique du point
me´moire pour la technologie SRAM, qui est re´alise´ a` l’aide de bascule, ne ne´cessitant
pas de rafraˆıchissement.
Par rapport a` la re´alisation du point me´moire, nous pouvons de´duire les impacts en terme
de consommation et d’encombrement. En effet, la densite´ d’inte´gration est beaucoup
plus importante dans le cas de la technologie DRAM que la technologie SRAM, dont
la re´alisation d’un point me´moire ne´cessite ge´ne´ralement 6 transistors pour maintenir
l’information. Il en re´sulte de ce fait, que la consommation ainsi que le couˆt de fabrication
d’une me´moire SRAM sont e´galement plus importants que la DRAM.
Cependant, en terme de performance du point de vue de la latence d’acce`s aux donne´es,
la technologie SRAM est beaucoup plus efficace avec un acce`s qui est approximativement
4 fois plus rapide que la DRAM [151].
Avec un interfac¸age de plus faible complexite´ que la DRAM, nous retiendrons que la
technologie SRAM reste la solution privile´gie´e pour les applications critiques en terme
de performance temporelle. Avec un couˆt de fabrication par bit plus faible, la DRAM
est plus avantageuse pour des applications plus ge´ne´rales.
Il existe diffe´rentes de´clinaisons de composants me´moires pour chaque technologie [152].
Pour la DRAM, nous pouvons citer par exemple, la SDR-DRAM (Synchronous-DRAM )
correspondant a` la premie`re ge´ne´ration DRAM synchrone, la DDR-SDRAM (Double
Data Rate-SDRAM ) doublant la bande passante avec des transferts de donne´es sur les
deux fronts d’horloge ou encore la RLDRAM (Reduced Latency DRAM ) qui est une
DDR-SDRAM optimise´e sur la latence d’acce`s aux donne´es graˆce a` un bus d’adresse
non multiplexe´.
Pour la technologie SRAM, nous pouvons citer par exemple, la ZBT SRAM (Zero Bus-
Turnaround SRAM ) qui est une SRAM synchrone sans latence entre des ope´rations
de lecture et d’e´criture ou la QDR SRAM [153] (Quad Data Rate SRAM ) posse`dant
deux ports de communication dont les donne´es sont e´chantillone´es sur les deux fronts
d’horloge comme la DDR. La QDR permet ainsi un acce`s a` 4 donne´es en un seul cycle
d’horloge avec des fre´quences de´passant 200 MHz.
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Des composants me´moires spe´cifiques sont e´galement de´die´s a` l’embarque´ avec une prio-
rite´ sur la faible consommation e´nerge´tique. Nous pouvons citer la MDDR (Mobile DDR),
aussi appele´e LPDRAM [154] (Low Power DRAM ), qui est une DDR SDRAM mais avec
des tensions d’utilisation re´duites et des techniques de rafraˆıchissement partiels. Ci-
tons e´galement une me´moire basse consommation particulie`re comme la PSRAM [154]
(Pseudo SRAM ) qui est technologiquement une me´moire DRAMmais avec des interfaces
proches de la SRAM.
Les composants FPGA inte`grent e´galement, directement dans la puce, des me´moires
SRAM synchrones mais avec des capacite´s de stockage re´duites par rapport a` des compo-
sants de´die´s. Les plus gros composants FPGA du marche´ peuvent inte´grer des me´moires
RAM dont la capacite´ de stockage est supe´rieure a` la cinquantaine de Mbits[102]. Ces
me´moires sont ge´ne´ralement utilise´es pour imple´menter des FIFOs ou me´moriser plu-
sieurs lignes d’une image afin d’extraire un voisinage particulier, utile pour un simple
convolueur par exemple, dans le cadre des applications de vision [98]. A de´faut de ces
me´moires, la me´morisation est effectue´e au travers des LUTs et des registres du compo-
sant.
Dans le domaine de la vision embarque´e, les deux technologies SRAM et DRAM sont
souvent comple´mentaires dans une meˆme architecture. La technologie SRAM est utilise´e
pour des applications ne´cessitant des temps d’acce`s tre`s re´duits. Nous pouvons citer par
exemple un ope´rateur de stabilisation d’image qui ne´cessite d’acce´der de fac¸on ale´atoire
sur une partie de l’image dans le but de corriger dynamiquement le mouvement global
estime´ de l’image, en modifiant ge´ome´triquement l’image [155]. Cette technologie est
donc particulie`rement adapte´e pour des acce`s pixe´liques. Bien que les tailles des compo-
sants me´moires SRAM actuels sont suffisantes pour me´moriser plusieurs trames d’image
de hautes re´solutions, ceux-ci posse`dent un couˆt relativement important par rapport a` la
DRAM. De manie`re ge´ne´rale, pour un simple objectif de stockage ou de temporisation,
l’utilisation de composants DRAM est la solution la plus pertinente [146].
6.3.2 Me´thode de stockage statique de trames
Dans un contexte de vision embarque´e multi-applications, un syste`me de me´morisation
traditionnel peut eˆtre de´fini de manie`re a` allouer statiquement des emplacements phy-
siques pour chaque trame ne´cessaire a` la re´alisation d’une application.
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La figure 6.4 illustre un exemple avec trois flux ne´cessitant d’eˆtre stocke´s respectivement
en paralle`le pour les applications APP1, APP2 et APP3. En supposant que la me´moire
posse`de une bande passante suffisante a` la fois en lecture et en e´criture, un arbitrage
est toujours requis pour les acce`s simultane´s avec par exemple une me´thode de type
round-robin. Dans cet exemple, deux zones statiques sont alloue´es pour le flux d’entre´e
1 (Stream In 1 ) dans la me´moire, afin de stocker celui-ci avec deux trames de retard au
temps t et t− 1. Ce double stockage de trame peut ainsi eˆtre utilise´ soit pour des acce`s
de type ”ping-pong” (une trame apre`s l’autre), ou soit pour pouvoir traiter deux images
en paralle`le avec des indices temporels diffe´rents.
FRAME (APP 1)
FRAME (t, APP 2)
FRAME (t-1 , APP 2 )











Figure 6.4: Partitionnement statique d’une me´moire dedie´e aux trames
Cette me´thode statique simplifie grandement la gestion me´moire et garantie qu’aucun
chevauchement de stockage de trame avec des conflits d’adresses physiques, ne peuvent
intervenir pour des requeˆtes paralle`les en e´criture.
Le partitionnement de la me´moire est e´tabli en fonction des diffe´rentes applications
a` imple´menter. Chaque application posse`de des besoins spe´cifiques en ce qui concerne
l’acce`s a` un type de trame (monochrome, couleur) et au positionnement temporel de
celle-ci. En effet, pour des applications ne´cessitant des ope´rateurs temporels, comme
celui pour effectuer un de´bruitage temporel e´tudie´ au chapitre 2, il est indispensable
d’avoir acce`s a` des trames enregistre´es a` des de´lais pre´cis.
Dans notre contexte ou` les applications peuvent varier au cours du temps, il devient
alors difficile de partionner la me´moire de manie`re a` pre´voir tous les cas d’utilisation
possibles. Par cette me´thode, la varie´te´ d’application possible est alors limite´e par la taille
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de la me´moire de´die´e au stockage des trames. Le partitionnement statique n’est donc
pas la solution la plus efficace dans le cadre de notre mode`le de re´seau dynamiquement
adaptable, car l’emplacement physique de l’adresse devrait, ide´alement, eˆtre re´defini a`
chaque changement d’application.
Se trouve ainsi pose´ le proble`me de la gestion dynamique de l’espace me´moire, dans un
contexte de re´seau de communication, ou` les images circulent sous forme de paquets
de donne´es, dont les contenus sont identifiables a` la lecture des en-teˆtes. Une nouvelle
solution doit ainsi eˆtre propose´e, avec une gestion des trames la plus simple possible,
afin de ne pas complexifier le controˆle en lecture et e´criture sur le syste`me me´moire.
6.4 Me´thode de stockage dynamique des trames
La nouvelle me´thode de stockage des trames doit pouvoir tirer profit des informations
contenues dans les attributs de chaque paquet de donne´es, aussi bien pour l’enregistre-
ment de l’image transporte´e, que pour son identification a` la lecture en me´moire. Un
des objectifs e´tant de supprimer toute association d’une application imple´mente´e avec
un emplacement physique et fige´ en me´moire.
Notre proposition, pre´sente´e dans cette section, repose sur un partitionnement de la
me´moire de´die´e au stockage de trames, en plusieurs emplacements adressables, appele´s
slots. Cet ensemble de slots est ge´re´ de manie`re dynamique pour leur allocation dans le
cas d’une e´criture et d’une de´sallocation e´ventuelle pour une lecture. L’adressage de ces
slots s’effectue de manie`re indirecte en se basant sur des indicateurs de´finis a` partir des
attributs de l’image.
6.4.1 De´finition d’un slot de trame en me´moire physique
Nous appelons slot trame, une trame image provenant d’un capteur n, traite´e a` un indice
de temps ts fixe´. Cet indice de temps ts repre´sente la position temporelle relative d’une
trame par rapport celle de meˆme type en cours de traitement. Les diffe´rents slots trame
d’image sont stocke´es dans une me´moire de´die´e au stockage de trames appele´e me´moire
de trames. Une me´moire de trames peut ainsi contenir plusieurs slots trame.
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Soient M et N la hauteur et la largeur respective d’un slot trame. Soit r la taille d’un
pixel en nombre de bits. La taille du bloc me´moire SF pour stocker ce slot trame sera :
SF =M ×N × r (6.1)
Nous appelons slots trame me´moire l’emplacement physique du bloc me´moire de taille
SF alloue´ pour stocker un slot trame. Par exemple, la taille d’un slot trame me´moire
pour une image monochrome HD 1920× 1080 en 8 bits correspond environ a` 2 Mbits.
Ainsi, soit SLM la taille d’une me´moire de trames. Le nombre P de slots trame me´moire





Par exemple, une me´moire de trames de taille 128 Mbits est capable de stocker the´ori-
quement 64 slots trame monochrome HD 1080p en 8 bits.
6.4.2 Proposition d’un syste`me de gestion adaptable de slots trame
d’image
Le principe de notre syste`me de me´morisation des trames, que nous appelons Frame
Buffer System (FBS), est pre´sente´ en figure 6.5. Ce syste`me est compose´ de deux par-
ties : une partie me´morisation comportant une me´moire de capacite´ importante pouvant
stocker plusieurs images diffe´rentes a` diffe´rents indices temporels, et une partie controˆle
se chargeant d’adapter les chemin de donne´es en lecture et en e´criture des diffe´rents flux
de donne´es entrants et sortants.
La partie controˆle se comporte comme une interface en entre´e et en sortie de la par-
tie me´morisation et repre´sente une couche d’abstraction pour les requeˆtes d’acce`s a` la
me´moire.
Cette couche a pour objectif de masquer, au niveau syste`me, les inte´ractions physiques
avec la me´moire. Contrairement a` la me´thode statique pre´ce´dente, ce syste`me permet,
en particulier, de de´crire une application sans ne´cessite´ pre´alable de de´finir un espace
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Frame Slot (ts, Id, n)
Figure 6.5: Partitionnement et gestion dynamique des slots trame
d’adressage de´die´. Un besoin de stockage ou de lecture doit cependant eˆtre explicite´ de
manie`re pre´cise avec une description de l’image souhaite´e. Cette description est base´e sur
l’identification d’une image sur trois indicateurs : le capteur utilise´ id, l’indice temporel
requis ts et la dernie`re ope´ration applique´e n.
Comme illustre´ en figure 6.5, la me´moire est partitionne´e en plusieurs slots identifie´s par
ces trois indicateurs.
Le premier indicateur, sur le capteur utilise´, permet ainsi d’informer sur la granularite´ et
le type de pixel de l’image. Le second indicateur sur l’indice temporel de´termine le posi-
tionnement temporel d’une trame dans le cas d’une me´morisation successive de plusieurs
images issue d’un meˆme capteur. Enfin, le dernier indicateur permet de de´terminer la
dernie`re ope´ration effectue´e. Cet indicateur informe e´galement sur le positionnement de
la trame dans une chaˆıne de traitement re´alisant une application en cours d’exe´cution.
Dans l’exemple pre´sente´ dans la figure 6.5, trois canaux de communications, ve´hiculant
des flux de pixels Stream 0 a` 2, provenant de capteurs diffe´rents, sont connecte´s sur le
syste`me de me´morisation. A chaque capteur est associe´ une application spe´cifique dont
l’exe´cution ne´cessite le stockage des trames au cours du traitement. Pour le capteur 1,
nous pouvons par exemple observer le stockage de deux slot trames contenant le re´sultat
du calcul de l’ope´ration 0 a` deux indices temporels diffe´rents t et t − 1, soit la trame
courante et la trame pre´ce´dente.
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6.4.3 Avantages du syste`me de me´morisation
Ce syste`me de me´morisation, base´ sur une gestion dynamique de multiples slots trame,
pre´sente plusieurs avantages.
Premie`rement, l’originalite´ principale de ce syste`me de me´morisation est que toutes
les requeˆtes de lecture et d’e´criture ne s’effectuent pas de manie`re explicite au travers
d’adresses physiques en me´moire, mais par le biais des indicateurs identifiant une trame
a` stocker ou a` e´crire. Du point de vue des unite´s maˆıtres sur la me´moire, l’adressage
physique en me´moire est alors comple`tement transparente.
Deuxie`mement, ce syste`me de me´morisation est tre`s inte´ressant pour les applications
utilisant des ope´rateurs temporels. Nous avons en effet observe´ que ces ope´rateurs e´tu-
die´s au chapitre 2, peuvent ne´cessiter plusieurs trames de retard et une modification
dynamique de cet ope´rateur pourrait avoir un impact sur l’indice temporel de la trame
a` traiter. Un ope´rateur peut tout simplement changer de repe`re temporel et ne souhaite
plus se baser sur une mais deux trames de retard selon l’application.
Plus ge´ne´ralement, dans notre contexte de changement permanent d’application, ce sys-
te`me permet d’optimiser l’espace de stockage en de´sallouant les slots non utilise´s. L’es-
pace me´moire n’est alors pas sous-utilise´ par des applications qui ne ne´cessitent que
ponctuellement la me´moire.
Du point de vue e´volutif, la me´thode de gestion d’un nombre de slots de´finis, permet
une re´utilisation de la couche d’abstraction inde´pendamment de la taille de la me´moire
de trame du syste`me. Si la re´solution des images augmente, seul le partionnement en
me´moire physique est modifie´ et non le controˆle des allocations, car celui-ci peut toujours
eˆtre de´fini pour travailler avec le meˆme nombre de slots.
Nous pouvons remarquer que les indicateurs du type de pixel ainsi que la dernie`re ope´-
ration effectue´e, peuvent eˆtre informe´s graˆce aux en-teˆtes des paquets de donne´es du
re´seau. Ce syste`me de me´morisation est donc particulie`rement adapte´ pour notre re´seau
de communication avec toutes les informations requises directement associe´es avec la
donne´e image. Il ne reste alors qu’a` la partie controˆle du syste`me de me´morisation, de
rajouter le dernier indicateur ts permettant d’assurer une cohe´rence temporelle entre
les trames stocke´es. L’indexage des trames s’effectue ainsi de manie`re transparente au
cours des diffe´rents acce`s en e´criture en se basant sur le de´codage des attributs d’une
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trame fournis dans l’en-teˆte des paquets. A la lecture, la trame requise est explicite´e par
l’interme´diaire du triplet d’indicateurs sur le type de capteur id, l’indice temporel ts et
la dernie`re ope´ration effectue´e n.
6.5 Conception du Stream Gate Manager
6.5.1 Architecture
Dans le cadre d’une proposition d’architecture, nous appelons Stream Gate Managers
(SGM) les noeuds maˆıtres de notre re´seau de communication.
En conside´rant les inte´ractions d’un SGM au sein du re´seau, nous pouvons distinguer
trois types de ports de donne´es : les ports pour les canaux de communication du re´seau,
les ports d’entre´e-sortie vers l’exte´rieur et les ports d’e´criture-lecture vers le FBS.
Soit Kc le nombre de canaux de communication connecte´s au SGM, Kext le nombre de
ports d’entre´e externes et Kfbs celui pour les ports de donne´es en entre´e avec la me´moire
partage´e. Le nombre K maximum de flux de donne´es a` ge´rer par un SGM, sera :
K = Kc +Kext +Kfbs (6.3)
Une vue globale de l’architecture d’un SGM associe´ a` quatre canaux de communication,
est donne´e en figure 6.6.
Sur la figure 6.6, nous pouvons observer la disposition en entre´e et en sortie des canaux
de donne´es 1 a` 4 directement connecte´s au re´seau (Kc = 4). Dans cette architecture,
chaque SGM dispose d’un seul port de communication en entre´e provenant du FBS
(Kfbs = 1) et d’un seul port d’entre´e provenant de l’exte´rieur (Kext = 1). Dans cette
configuration, le SGM doit pouvoir ainsi ge´rer en paralle`le un maximum de K = 6 flux
en entre´e. Nous pouvons remarquer que le minimum de flux est de 4 avec Kc = 2, afin
que les routeurs esclaves puissent re´aliser les diffe´rents modes de fonctionnement.
Un SGM contient un syste`me me´moire local de´die´e au lignes, appele´ Line Memory
System (LMS), compose´ d’un ensemble de plusieurs me´moires ne´cessaires a` la bufferisa-
tion des donne´es provenant du re´seau, de l’exte´rieur ou du FBS. Chaque SGM contient
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Figure 6.6: Architecture du Stream Gate Manager (SGM)
e´galement une me´moire, appele´e Instruction Memory, contenant le contexte de chaque
application de´crit par une suite d’instruction contenant les ope´rations a` appliquer sur
un type de flux particulier.
Les paquets de donne´es entrants sont de´code´s dans un controˆleur global, appele´ Pixel
Stream Controller, dont le roˆle est d’analyser les en-teˆtes des paquets et d’e´diter si besoin
cet en-teˆte. Cette e´dition permet de pre´scrire un nouvel ensemble d’ope´rations sur le
groupe de donne´es transporte´ par le paquet. Elle se termine lorsque le controˆleur atteint
la dernie`re instruction et que toutes les ope´rations ont e´te´ applique´es sur la donne´e.
Lorsque qu’un paquet de donne´e a e´te´ comple`tement traite´ et que le routeur maˆıtre
correspond a` celui de destination, alors les paquets de donne´es sont ejecte´s a` l’exte´rieur
du re´seau.
Suivant le de´codage des en-teˆtes des paquets de donne´es, le chemin de donne´es du LMS
est adapte´ dynamiquement en fonction de l’occupation des canaux de communications.
L’e´tat d’occupation des canaux est re´fe´rence´ dans l’unite´ Datapath and Memory Access
Configurator. En fonction des instructions contenues dans l’en-teˆte du paquet de donne´es,
le Pixel Stream Controller peut effectuer des requeˆtes de lecture et d’e´criture sur le
syste`me me´moire FBS.
Chapitre 6. Syste`me de me´morisation dynamiquement adaptable 175
6.5.2 Stockage du contexte
Chaque SGM contient une me´moire, appele´e Instruction Memory, de´die´e au stockage
des contextes de plusieurs applications a` exe´cuter en fonction des donne´es en entre´e.
Le contexte de l’application est de´crit suivant un ensemble d’instructions. Nous rappelons
qu’une instruction est compose´ de quatre champs : un champ [INST NUMBER] indi-
quant le groupe ou la ligne d’instruction, un champ [OP CODE] de´crivant une ope´ration,
un champ [NB PASS] pour le nombre d’ite´rations requis pour l’ope´ration et un dernier
champ [TAG] permettant d’indiquer au DFR le mode d’exe´cution requis (se´quentiel ou
paralle`le).
INST 0 INST 1 INST 2 INST 3
INST 0 INST 1 INST 2 INST 3
Groupe 0 





Figure 6.7: Stockage du contexte de chaque application en me´moire
Les instructions sont range´es en me´moire en plusieurs groupes dont la taille est e´gale au
nombre d’instruction que peut contenir un en-teˆte dans le re´seau. La taille des donne´es
en me´moire est ainsi de´finie en fonction de la taille d’un groupe. Par exemple, si nous
conside´rons un en-teˆte capable de stocker un groupe de 4 instructions de taille 16 bits,
alors la taille des donne´es de la me´moire de´die´e aux instructions sera de 64 bits. La figure
6.7 illustre un exemple de stockage de 3 applications en me´moire de´crit par N groupes
de 4 instructions.
Un contexte peut eˆtre charge´ en me´moire a` partir d’un nouveau paquet de donne´es en-
trant dans un SGM. La figure 6.8 illustre un exemple de paquet transportant le contexte
d’une application de la source d’image 0.
1 0N LOADID





Figure 6.8: Donne´es de chargement de contexte de l’application pour la source 0
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Nous pouvons noter que les informations d’adresse et de donne´es instruction sont mul-
tiplexe´es temporellement dans le paquet. Cette me´thode autorise ainsi la modification
partielle du contexte, sur des lignes d’instructions particulie`res, pour une application
sans devoir effectuer une recharge comple`te. Le temps d’adaptation d’une application
associe´e a` une source d’image, est alors proportionnelle a` l’importance des modifications.
Le paquet de chargement de contexte, doit cependant eˆtre transmis a` tous les SGMs du
re´seau, afin de mettre a` jour toutes les me´moires concerne´es.
6.5.3 Imple´mentation de la me´moire locale du Stream Gate Manager
6.5.3.1 Architecture du Line Memory System
L’architecture du LMS est pre´sente´e en figure 6.9 permettant d’adapter le chemin de













































Figure 6.9: Architecture du LMS avec Kc = 4, Kext = 1 et Kfbs = 1
L’adaptation du chemin de donne´es est re´alise´e a` l’aide de deux multiplexeurs a` deux
entre´es, un crossbar a` 4 entre´es et d’un dernier multiplexeur a` 4 entre´es. Un LMS contient
des sous-unite´s pour la me´morisation locale, appele´es Line Memory Channel (LMC).
Comme montre´ en figure 6.9, il y a autant de LMC que de canaux de communication.
Un paquet de donne´es de donne´es entrant peut eˆtre me´morise´ temporairement dans
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une LMC afin de changer de canal de communication ou de pre´parer une e´criture en
me´moire globale. Le paquet peut e´galement traverser comple`tement le SGM sans besoin
de me´morisation si il n’en a pas l’utilite´. Nous pouvons citer par exemple le cas d’un
paquet entrant, non traite´ comple`tement par les routeurs esclaves, ou encore le cas ou`
le SGM n’est pas celui de destination pour le paquet. Cette possibilite´ d’adaptation du
chemin de donne´e dans le SGM est importante afin de minimiser la latence de traverse´e
d’un paquet dans un SGM mais aussi optimiser l’utilisation des LMC.
6.5.3.2 Architecture du Line Memory Channel







R & W addresses
CMD
DEC
























Figure 6.10: Architecture du Line Memory Channel
Chaque LMC est associe´e a` un port de communication dans le re´seau et il peut accepter
des donne´es provenant du re´seau de communication, de l’exte´rieur ou de la me´moire
globale FBS. Toute donne´e stocke´e dans une LMC peut eˆtre envoye´e soit vers le FBS,
soit vers l’exte´rieur ou soit vers le re´seau uniquement via le port de communication
auquel il est associe´. Le choix du LMC est donc de´terminant pour la sortie des donne´es.
Comme de´crit par la figure 6.10, un LMC est compose´e de deux me´moires appele´es
Memory Up et Memory Down. La premie`re est re´serve´e pour des donne´es a` transmettre
vers le re´seau de communication et la deuxie`me est utilise´e pour les donne´es vers le FBS
ou l’exte´rieur. Ainsi, un paquet de donne´e peut eˆtre charge´ dans tout LMC pour un
besoin d’e´criture des donne´es en FBS ou de transmission en sortie du syste`me.
L’acce`s a` ces deux me´moires ainsi que leur mode de lecture sont ge´re´s par une unite´ de
commande locale au LMC, appele´e Pixel Stream Extractor. Celle-ci se charge de de´coder
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les requeˆtes d’adaptation provenant du controˆleur global du SGM. Elle aiguille ainsi les
paquets de donne´es sur les me´moires en configurant les multiplexeurs a et b, suivant la
sortie de´sire´e.
Les ge´ne´rateurs d’adresse (AGU et AGD) de lecture et d’e´criture, pour les deux me´-
moires, peuvent eˆtre configure´s pour charger line´airement en me´moire des donne´es et
les relire suivant des modes d’acce`s spe´cifiques. Les ge´ne´rateurs disposent de modes
pre´-de´finis pour acce´der les pixels line´airement ou de manie`re ale´atoire sur une feneˆtre
particulie`re en pre´chargeant plusieurs lignes. Cette feneˆtre est limite´e par la taille des
me´moires locales permettant de charger un nombre maximum de lignes suivant la re´-
solution de l’image. Nous pouvons par exemple citer un mode utile pour de´cimer une
image par deux sans interpolation, en sautant un pixel sur deux, ou encore un mode per-
mettant de recaler une image suivant un offset particulier sur l’axe horizontal et vertical
pour l’affichage.
Suivant le mode applique´ et la taille en bit des donne´es stocke´es en me´moire, il est
ne´cessaire de formater les donne´es sur la taille des bus de donne´es du re´seau de com-
munication. Conside´rons en exemple une image, dont la granularite´ pixel est de 8 bits,
stocke´e dans une me´moire locale dont la largeur des donne´es est de 32 bits, qu’on sou-
haite acce´der de manie`re a` diviser la re´solution par deux. En conside´rant un bus de
donne´es de taille 32 bits dans le re´seau, le formatage consistera alors a` appliquer un
masque sur les octets non valides et a` concate´ner les octets retenus. Dans ce cas pre´cis,
deux acce`s a` la me´moire seront ainsi ne´cessaire pour re´aliser un flit de donne´es sur 32
bits.
6.5.3.3 Controˆle des adaptations en chemin de donne´es et des acce`s me´-
moires
Un LMS posse`de deux niveaux de se´lection du chemin de donne´es pour un paquet de
donne´es entrant. Le premier niveau correspond a` la se´lection du LMC, qui de´termine
le port de sortie du SGM dans le cas d’une retransmission du paquet de donne´es sur le
re´seau. Le second niveau consiste a` de´cider de la me´moire locale Up ou Down suivant la
direction du paquet qui peut eˆtre stocke´ en me´moire, envoye´s a` l’exte´rieur du syste`me
ou retransmis sur le re´seau.
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Le chemin de donne´e du paquet dans le LMS est de´cide´ selon les cinq types de requeˆtes
suivantes, provenant de l’unite´ de controˆle du SGM :
– FW(D) : Retransmission directe du paquet vers le port de sortie dans la meˆme direc-
tion que le port d’entre´e
– FW(C) : Retransmission avec un changement de direction
– READ : Requeˆte de lecture d’un slot trame dans le FBS
– STORE : Stockage du contenu du paquet dans un slot du FBS
– OUT : Ejecter le paquet de donne´es en sortie du syste`me
Lorsque le paquet de donne´e doit rester dans le re´seau de communication, il est soit
transmis vers le port de sortie qui est dans la meˆme direction que celle du port d’entre´e,
ou soit redirige´s vers un autre port pour changer de direction par exemple. Le premier
cas correspond au mode FW (D) et le second au mode FW (C). Un exemple de ces
modes est pre´sente´ en figure 6.11 avec le paquet entrant au canal 1 en mode FW (D) et












































Figure 6.11: Mode FW(D) et(C)
Suivant les instructions contenues dans l’en-teˆte du paquet de donne´es, il peut eˆtre
requis de relire une trame stocke´e dans la me´moire globale. Ce mode READ, illustre´ en
figure 6.12, introduit un nouveau flux de donne´es pouvant ge´ne´rer un nouveau paquet
dans n’importe quel canal du SGM. Le canal se´lectionne´ est, par de´faut, le premier
disponible pour transmettre les donne´es. Nous pouvons remarquer que plusieurs canaux
de sortie peuvent eˆtre se´lectionne´s en meˆme temps si on souhaite imple´menter plusieurs
applications diffe´rentes avec la meˆme donne´e d’entre´e. La figure 6.12 illustre un exemple
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pour la lecture d’un slot trame ge´ne´rant deux paquets : le premier vers le canal 1 et le












































Figure 6.12: Mode READ
A l’inverse du mode pre´ce´dent, le mode STORE est utilise´ pour stocker les donne´es d’un
paquet entrant en me´moire. La figure 6.13 illustre un exemple avec un paquet entrant













































Figure 6.13: Mode STORE
L’adaptation du chemin de donne´es du mode OUT est identique au mode STORE, a`
l’exception du port de sortie. La figure 6.14 illustre un exemple avec le meˆme paquet
dans le canal 3 mais destine´s a` eˆtre transmis a` l’exte´rieur du syste`me.












































Figure 6.14: Mode OUT
Chaque type de requeˆte mobilise un certain de nombre de ressources pour eˆtre applique´.
La table 6.2 re´sume le couˆt en nombre de me´moires et de ports pour chaque requeˆte.
L’adaptation du chemin de donne´es est choisie en fonction de l’e´tat d’occupation des
ressources et du couˆt de la requeˆte de´sire´e.
Table 6.2: Utilisation des ressources par type de requeˆte d’adaptation
Me´moire Ports du SGM
Up Down Re´seau Externe Entre´e FBS Sortie FBS
FW(D) 0 0 1 0 0 0
FW(C) 1 0 1 0 0 0
READ 1 0 0 0 1 0
STORE 0 1 0 0 0 1
OUT 0 1 0 1 0 0
Nous pouvons remarquer que l’architecture propose´e pour le LMS privile´gie les sorties en
e´criture et en exte´rieur, dans le but de conserver le maximum de canaux et de me´moire
lignes pour les besoins de traitement.
6.6 Conception du Frame Buffer System
Une proposition d’architecture du Frame Buffer System, reprenant le principe expose´ en
section 6.4, est pre´sente´ en figure 6.15 avec un banc compose´ de quatre me´moires de´die´es
aux trames d’image.
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Figure 6.15: Architecture du Frame Buffer System avec 4 SGMs
Ce syste`me est compose´ d’un controˆleur principal, ayant un roˆle de serveur de trames
(Frame Server), qui rec¸oit des requeˆtes de lectures et d’e´criture, arbitre ces requeˆtes
et commande les unite´s d’adaptation. Ces unite´s d’adaptation permettent de controˆler
les acce`s me´moires (Memory Access Controller) et le chemin de donne´e en sortie des
me´moires de trames (Data Ouput Controller). Chaque me´moire de trames est de´coupe´e
en plusieurs slots selon une division pre´de´finie et supervise´e par une unite´ de gestion
de´die´e, appele´e Frame Slot Manager. Les unite´s de controˆle me´moire sont constitue´es de
plusieurs ge´ne´rateurs d’adresses pour acce´der a` diffe´rentes parties de me´moire et l’unite´
d’adaptation du chemin de donne´e en lecture, est constitue´ d’un crossbar pour atteindre
les diffe´rents maˆıtres effectuant des requeˆtes sur la me´moire.
L’architecture optimale est re´alise´e avec autant de me´moires de trames que de noeuds
maˆıtres afin de minimiser la latence en lecture. Cette disposition permet a` chaque maˆıtre
d’acce´der en e´criture de manie`re exclusive a` sa propre me´moire de trames avec le maxi-
mum de bande passante. Elle e´vite ainsi un e´tage d’arbitrage supple´mentaire en e´criture,
pe´nalisant la latence des acce`s en me´moire. Ne´anmoins, chaque maˆıtre est capable de
lire le contenu de toutes les autres me´moires de trames qui sont partage´es entre tous
les maˆıtres exclusivement en lecture. Les requeˆtes d’e´critures sont ainsi plus privile´gie´es
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que celles de lecture, ce qui permet ainsi de minimiser le blocage des paquets de donne´es
dans le re´seau.
6.6.1 Tables d’enregistrement des trames
Nous associons, a` chaque slot trame, des attributs spe´cifiques (indice temporel ts, la
granularite´ du pixel id, et la dernie`re ope´ration n). Ces attributs sont me´morise´s dans
des tables d’enregistrement des trames (Frame Register Tables). Ces tables contiennent
les correspondances entre les attributs des slots trames et l’emplacement physique en
me´moire.
Comme montre´ en figure 6.16, les tables d’enregistrement des trames sont constitue´es de
quatre tables principales : une table d’indexation des slots trames (Frame Slot Memory
Table), une table d’adressage en me´moire physique (Physical Memory Adress Table),
une table de stockage des attributs associe´s a` chaque slot (Frame Slot Attribute Table)
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Figure 6.16: Tables d’enregistrement des trames
La Frame Slot Memory Table re´alise la correspondance directe entre les attributs et le
nume´ro de slot associe´ contenant l’information de la trame correspondante. La Physical
Memory Adress Table contient les liens entre le nume´ro de slot et son emplacement
physique en me´moire. La Frame Slot Attribute Table stocke tous les attributs (ts, id, n)
associe´s a` chaque slot et la Free Slot Table permet de surveiller l’e´tat occupe´ ou libre de
chaque slot. Nous pouvons e´galement noter la pre´sence d’un registre additionnel (Next
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Free Slot Register) couple´ avec cette dernie`re table et contenant le dernier slot trame
disponible. Ce registre permet ainsi d’acce´le´rer la recherche d’un slot libre dans le cas
de requeˆte en e´criture.
Nous pouvons remarquer que la taille des tables ne de´pendent principalement que du
nombre de slots a` ge´rer et non de la taille de la me´moire de trame. Il est tout a` fait
possible de ne travailler qu’avec un nombre et une taille de´finie de slots.
Selon la de´finition de la taille d’un slot, cette me´thode de gestion permet de traiter des
blocs d’une trame d’image se´quentiellement ou en paralle`le. Si effectivement une trame
d’image est plus grande que la taille de´finie pour un slot, alors cette trame occuperait
plusieurs slots et serait ainsi naturellement divise´e en plusieurs sous-blocs image de plus
petite taille a` traiter. Chaque sous-bloc image pouvant ainsi eˆtre identifie´ selon un indice
temporel croissant. Par exemple, une image HD 1080p de taille 1920 × 1080 peut eˆtre
conside´re´e comme 16 slots trames de taille 480× 270 a` traiter.
Cette technique est inte´ressante pour des PEs dont la puissance de calcul est limite´e en
fonction de la re´solution de l’image, et ne´cessitent de traiter se´quentiellement plusieurs
sous-blocs. Pour acce´le´rer un traitement de sous-blocs d’une image en paralle`le, une
trame doit pouvoir s’enregistrer sur plusieurs me´moire de trame afin de paralle´liser
comple`tement les acce`s en lecture. Cette me´thode ne´cessite ainsi une transmission d’un
meˆme paquet de donne´e vers plusieurs maˆıtres destinataires.
6.6.2 Gestion multi-slots de trames d’image
Le serveur de trames, Frame Server, contient des machines a` e´tats de´crivant des algo-
rithmes d’adaptation en lecture (Algorithme 5) et en e´criture (Algorithme 6) pour les
diffe´rentes me´moires de trames. Il comporte e´galement un espace me´moire pour stocker
une file d’attente de requeˆtes dans le cas de demandes simultane´es sur la meˆme me´moire
de trames.
Soient Rci, Wci and Cci les requeˆtes respectives de lecture, e´criture et de´sallocation de
slot vers le Frame Server par le maˆıtre i. Soit j le nombre de maˆıtres connecte´s sur le
Frame Server, p le pixel en entre´e et q la taille d’un burst de pixels correspondant a` un
groupe de pixels a` lire ou a` e´crire de manie`re conse´cutive. Soient ID l’identificateur de
la source capteur, n la dernie`re ope´ration re´alise´e et ts l’indice temporel.
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Algorithme 5 : Algorithme pour l’e´criture d’un slot trame
Entre´e :
- Wci: commande d’e´criture du maˆıtre i ;
Sortie :
ID,n,ts mis a` jour;
Variables :
- ID: identificateur de la source capteur de l’image;
- n: identificateur de l’ope´ration;
- ts: identificateur de l’indice temporel;
- q: taille de burst d’e´criture de pixels;
Fonctions :
- DecodeParameters(Wci) : retourne les attributs ID, n and ts ;
- Clear(ID,n,ts) : libe`re un slot me´moire;
- CheckFree() : retourne le premier slot trame disponible;
- Write(x,p) : e´crit le pixel p a` l’adresse physique x ;
- UpdateTS(ID,i) : rafraˆıchit tous les indices temporels pour le capteur ID et la
me´moire de trame associe´e au maˆıtre i ;
pour i = 0 a` j faire1
{ ID, n, ts, q } ← DecodeParameters(Wci);2




tant que q > 0 faire7
Write(x,p);8
x ← x +1;9
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Pour la proce´dure d’e´criture d’une trame, de´crite par l’algorithme 5, le Frame Server
doit dans un premier temps, de´coder les attributs ID, ts et n correspondants a` la trame
image requise avec un burst de taille q (fonction DecodeParameters{} en ligne 2). Il de-
mande ainsi au Frame Slot Manager la disponibilite´ d’un slot trame libre. En se basant
sur les attributs de´code´s, le Frame Slot Manager va pouvoir adresser les tables d’enregis-
trement de trames et retourner au Frame Server l’emplacement physique en me´moire du
dernier slot trame disponible (fonction CheckFree{} en ligne 6). La figure 6.17 illustre
un exemple dans le cas ou` le slot retourne´ correspond a` x=0 avec les parame`tres de´code´s





































Figure 6.17: Ecriture d’une trame dans le slot 0
L’adresse me´moire physique de la trame est transmise au Memory Access Controller,
configure´ avec un burst de taille q pour initialiser les ge´ne´rateurs d’adresses en e´cri-
ture pour la me´moire de trames (boucle tant que en ligne 7). Au cours de l’e´criture, le
Frame Slot Manager s’occupe de mettre a` jour les tables d’enregistrement en liant le nu-
me´ro de slot trame choisi avec les attributs de´code´s et l’emplacement physique (fonction
UpdateTS en ligne 12).
La figure 6.18 illustre un exemple de lecture d’une trame provenant du capteur 0, traite´e
par l’ope´ration 4 avec un retard d’une trame.
L’algorithme 6 de´crit la proce´dure de la lecture d’un slot trame.
Le Frame Server doit de´coder dans un premier temps les attributs pour obtenir l’empla-
cement physique (fonction DecodeParameters{} en ligne 3). Si la me´moire de trames
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Algorithme 6 : Algorithme pour la lecture d’un slot trame
Entre´e :
Commande de lecture;
- Rci: commande de lecture du maˆıtre i ;
Sortie :
ID,n,ts mis a` jour;
Variables :
- ID: identificateur de la source capteur de l’image;
- n: identificateur de l’ope´ration;
- ts: identificateur de l’indice temporel;
- q: taille de burst de lecture de pixels;
Fonctions :
- DecodeParameters(Wci) : retourne les attributs ID, n and ts ;
- Read(x) : lit le pixel p a` l’adresse physique x ;
- BusyR(i) : ve´rifie si la me´moire de trame est occupe´ en lecture pour le maˆıtre i ;
- getFrame(ID,n,ts) : retrouve l’adresse physique du slot trame en me´moire;
pour i = 0 a` j faire1
tant que queue [ i ] n’est pas vide faire2
{ ID, n, ts, q } ← DecodeParameters(Rci);3
si BusyR(i) alors4
queue [ i ] ← Rci ;5
fin6
x ← getFrame(ID,n,ts);7
tant que q > 0 faire8
Read(x,p);9
x ← x +1;10
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Figure 6.18: Lecture d’une trame enregistre´e dans le slot 1
est occupe´e (fonction BusyR{i} en ligne 4), la requeˆte de lecture est stocke´e dans une
file d’attente queue[i] (ligne 5). Dans le cas contraire, le Frame Server commande le
Data Output Controller afin d’adapter le chemin de donne´e en sortie vers l’unite´ maˆıtre
qui a effectue´e la requeˆte (fonction getFrame{} en ligne 7). Les ge´ne´rateurs d’adresse
de lecture du Memory Access Controller sont initialise´s a` l’adresse me´moire physique
obtenue par les tables avec un burst pixel de taille q (boucle tant que en ligne 8).
Dans l’exemple en figure 6.18, la lecture de la table Frame Slot Memory renvoit ainsi au
Frame Slot Manager l’emplacement me´moire a` l’adresse physique 0xAFF.
6.7 Prototypage et Evaluation
Le Stream Gate Manager et le Frame Buffer System sont prototype´s sur une cible Altera
FPGA Stratix III EP3SL150. Pour e´valuer ces imple´mentations, nous nous concentrons
principalement sur le couˆt en surface (e´lements logiques) et en temps (latence) de la
surcouche adaptative. Dans ce but, nous proposons dans ce prototype, de ne travailler
uniquement qu’avec la me´moire SRAM embarque´e sur la puce FPGA avec des tailles de
slots re´duits, pour valider notre syste`me.
La tailles des slots n’e´tant pas de´terminante, nous conside´rons le travail sur dix slots
(P = 10) repre´sentant des blocs d’images de taille SF = 10×100 octets. Nous conside´rons
e´galement que le syste`me complet travaille a` la meˆme fre´quence.
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A l’exemple du prototypage du DFR, nous fixons une taille des canaux de communication
a` 32 bits.
6.7.1 Evaluation en surface du SGM
Les unite´s de controˆle du SGM, comme le PixelStream Controller et le Datapath and
Memory Access Configurator sont imple´mente´es sous forme de machines a` e´tats. Le
PixelStream Controller contient une FIFO de 16 octets pouvant stocker des pixels durant
l’adaptation.
Les me´moires locales Up et Down de chaque LMC sont imple´mente´es sous forme de
me´moires double ports de 32 bits de donne´es, capable de stocker 2 × 100 octets soit 2
lignes de l’image. La Table 6.3 pre´sente les re´sultats d’imple´mentation pour un SGM
avec les parame`tres Kc = 4, Kext = 1 and Kfbs=1.
Table 6.3: Surface occupe´e par un SGM (Altera EP3SL150)
ALUTs Registres Me´moire (bits)
Unite´s de controˆle 355 1495 960
LMS (4 LMCs) 520 768 16384
SGM (Total) 875 2263 17344
Occupation FPGA (%) 0.8 2 0.3
Nous pouvons remarquer que la taille des unite´s de controˆles est de´pendantes de Kc,
Kext etKfbs. Nous constatons que l’occupation d’un Stream Gate Manager dispose d’une
occupation atteignant 2% en terme de logiques. Son occupation au niveau me´moire est
de´pendante du dimensionnement choisi des me´moires dans les LMCs.
6.7.2 Evaluation en latence du SGM
La table 6.4 montre la latence du SGM en nombre de cycles d’horloge d’un paquet de
donne´e entrant pour chaque mode d’adaptation : FW (D), FW (C), READ, STORE et
OUT .
La latence de traitement d’un paquet de donne´e, dans un SGM, peut eˆtre de´pendante
de la latence d’adaptation du chemin de donne´es et de l’acce`s aux me´moires locales.
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Table 6.4: Latence (en cycles) pour un paquet entrant
Adaptation
Mode LMS Chemin de donne´es Me´moire Total
FW(D) 2 2 0 4
FW(C) 2 + α 6 β 8 + α+ β
READ 2 + α 8 β 10 + α + β
STORE 2 + α 8 β 10 + α + β
OUT 2 + α 6 β 8 + α + β
Le mode le plus rapide e´tant la transmission directe (FW (D)) en 2 cycles d’horloge du
paquet de donne´es avec le chemin de donne´es qui n’est modifie´ qu’au premier niveau
sans passer par un LMC.
Si le paquet doit eˆtre, au contraire, stocke´ dans une LMC avec les modes FW (C),
READ, STORE et OUT , alors une latence supple´mentaire de 4 cycles d’horloge est
ajoute´e pour communiquer avec le Pixel Extractor et attendre son acquittement. Dans
le cas d’une lecture et d’une e´criture, 2 cycles d’horloge supple´mentaires sont requis pour
initialiser les unite´s de´die´es Frame Reader et Writer.
β est le temps des ge´ne´rateurs d’adresse pour calculer des acce`s spe´cifiques aux donne´es.
Dans notre imple´mentation, β = 1 pour un acce`s line´aire et β = 3 pour acce´der a` un
bloc de pixel particulier.
Le temps α est la latence pour me´moriser les pixels dans une LMC suivant les mode
d’acce`s. Par exemple, nous obtenons α = 50 cycles d’horloge dans le cas d’un acce`s a`
une trame toutes les deux lignes de 100 pixels.
Nous pouvons remarquer que dans le cas d’une transmission directe FW (D) n’e´tant pas
re´alisable, la latence sera de´grade´e a` 6 cycles d’horloge pour changer de direction dans
un LMC. Elle e´quivaut donc au mode FW (C).
6.7.3 Evaluation en surface du FBS
Pour la mise en oeuvre du banc me´moire, nous utilisons quatre me´moires de trames
imple´mente´es avec des me´moires RAM embarque´es double ports de taille 16384 octets
afin de contenir P = 10 slots trames de re´solution 10 × 100. Les unite´s de controˆle
Frame Server et Frame Slot Manager sont e´galement imple´mente´es avec des machines
a` e´tats. L’unite´ d’adaptation de l’adressage en me´moire est ge´re´e par le Memory Access
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controller contenant une machine a` e´tats couple´e avec plusieurs compteurs 32 bits pour
ge´ne´rer des adresses, au nombre de 8 dans notre cas.
La table 6.5 pre´sente les re´sultats d’imple´mentation pour le FBS associe´ a` une gestion
de 10 slots trames. La fre´quence maximum obtenue sur une cible Altera FPGA Stratix
III EP3SL150 est de 138 MHz. Nous pouvons remarquer que la taille des slots trame
n’impacte pas la taille des unite´s de controˆles ni les unite´s d’adaptation et les acce`s
me´moires, si la taille des bus d’adresses et de donne´es sont inchange´es.
Table 6.5: FBS : Estimation de la surface (Altera EP3SL150)
ALUTs Registres Memoire (bits)
Unite´s de controˆle 157 308 197632
Unite´s d’adaptation de chemin 264 0 0
Controˆleur acce`s me´moire 160 256 0
Me´moire de trames (4) 0 0 524288
Frame Buffer (Total) 581 564 721920
Occupation FPGA (%) 0.5 0.4 12.8
Nous pouvons constater que le couˆt en surface de la surcouche d’adaptation est tout a`
fait raisonnable pour la gestion d’une dizaine de slots trames.
6.7.4 Evaluation de la latence du FBS
La table 6.6 montre les re´sultats des latences (en cycles) mesure´es pour le Frame Slot
Manager. La valeur maximum mesure´e pour Tseek est de 144 cycles d’horloge.
Table 6.6: Frame Slot Manager : Latences (en cycles) pour les requeˆtes de lecture et
d’e´criture
Requeˆtes Latence
Lecture Tseek + 4
Ecriture Tseek + 5
Ecriture d’une nouvelle trame 3+Twrnf =3+48
La table 6.7 montre que les latences obtenues pour le Frame Server dans les requeˆtes
de lecture et d’e´criture. Le Frame Server est en charge du de´codage des requeˆtes pour
commander le Frame Slot Manager et de l’adaptation du chemin de donne´e apre`s avoir
obtenu les informations d’adressage physique des tables d’enregistrement.
δ1 est le temps d’attente en lecture si la me´moire de trames est occupe´e. Il varie entre 0
et 250 cycles d’horloge pour lire un slot trame de taille 10× 100 octets. δ2 est le temps
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d’attente pour l’e´criture si le Frame Slot Manager est occupe´ a` mettre a` jour les tables
d’enregistrement avec un maximum mesure´ a` 48 cycles d’horloge pour une gestion de 10
slots.
Table 6.7: Frame Server : Latences (en cycles) pour les requeˆtes de lecture et d’e´criture
Requeˆtes De´codage Adaptation du chemin Total
Lecture 1 5+δ1 6 +δ1
Ecriture 1 1+δ2 2 +δ2
Ecriture d’un nouvelle trame 1 1+δ2 2 +δ2
De ces re´sultats mesure´s pour les latences, nous pouvons conclure que le couˆt global
en temps pour une adaptation varie entre 7 et 154 cycles d’horloge. Ces valeurs restent
raisonnables en conside´rant la granularite´ importante de la taille d’une trame image et
de la fre´quence des acce`s pour les applications de vision. De manie`re e´vidente, plus la
taille des slots trames est importante et plus les latences d’adaptation sont ne´gligeables.
Ces valeurs de latence permettent de dimensionner au mieux la taille des buffers en
entre´e et sortie de chaque maˆıtre afin de garantir un flot continu de pixels.
Nous pouvons noter que l’utilisation de me´moires externes a` la place des me´moires
internes sur puce, introduit un surcouˆt en latence qui est propre a` la technologie et
au composant parmi ceux pre´sente´s en de´but de ce chapitre. Un surcouˆt en surface
est e´galement a` conside´rer en fonction du type de controˆleur me´moire utilise´. Notons
cependant que dans le cas d’une imple´mentation FPGA, ce couˆt du controˆleur me´moire
est moins impactant en ressources logiques si le composant inte`gre pre´alablement des
controˆleurs physiques [156].
6.8 Conclusion
Dans ce chapitre, nous avons pre´sente´ une nouvelle me´thode de stockage des trames en
me´moire. Cette me´thode est base´e sur un partitionnement de la me´moire en plusieurs
emplacements physiques et un adressage de ces emplacements de manie`re indirecte par
l’interme´diaire d’indicateurs caracte´risant une trame dans une chaine de traitement.
Base´e sur cette me´thode, nous avons propose´ une nouvelle architecture de syste`me me´-
moire de´die´ au stockage des trames, appele´e Frame Buffer System (FBS) et compose´e
d’un banc me´moire associe´ a` une surcouche d’abstraction adaptative.
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L’e´tude de l’inte´gration de cette architecture au sein de notre proposition de re´seau de
communication nous ame`ne a` la conception du routeur maˆıtre, appele´ Stream Gate Ma-
nager (SGM), ayant un acce`s exclusif sur le syste`me de me´moire partage´. L’association
entre les SGMs et le FBS e´tablit une hie´rarchie me´moire spe´cifique particulie`rement
adapte´e a` l’imple´mentation d’application de vision.
L’e´valuation des architectures propose´es pour le SGM et le FBS sur une cible FPGA,
de´montre les couˆts en surface raisonnables permettant d’atteindre une plus grande sou-
plesse dans la gestion des trames stocke´es. Les mesures en temps ont permis de confirmer
que l’adaptation reste performante dans le cadre du re´seau.
Le chapitre suivant sera consacre´ a` la mise en oeuvre d’une architecture de re´seau com-
ple`te compose´e des diffe´rentes unite´s qui ont e´te´ e´tudie´es. Nous e´tudierons et e´valuerons
dans ce chapitre l’imple´mentation d’applications de vision typiques dans un e´quipement




Dans le but de valider expe´rimentalement notre re´seau de communication, nous pre´-
sentons, dans ce chapitre, une proposition d’architecture comple`te avec les unite´s de
routage (SGM et DFR) et le syste`me me´moire (FBS) propose´s dans cette the`se. Cette
architecture exploite diffe´rentes unite´s de calculs de´die´es afin de re´aliser des exemples
d’applications concre`tes en vision embarque´e, de´veloppe´es au sein du CE-CTP de Sagem.
Cette architecture, que nous appelons Multi Data Flow Ring (MDFR), utilise une topo-
logie du re´seau en anneau, couple´e a` un syste`me de me´moire de trames [19, 20].
La premie`re partie de ce chapitre pre´sente le choix topologique ainsi que la description de
l’architecture. Les me´thodes de chargement dynamique d’un contexte et de configuration
des unite´s de calculs sont e´galement de´crites. Dans une seconde partie, nous pre´sentons
des re´sultats d’imple´mentation sur un FPGA avec une e´valuation en surface et en temps
dans le cadre d’une application concre`te pour la restitution d’image bi-capteurs.
7.2 Architecture Multi Data Flow Ring
Dans notre re´seau, la topologie globale est fixe´e par les routeurs maˆıtres (SGMs) qui
sont relie´s entre eux par un nombre variable de routeurs esclaves (DFRs).
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Afin de valider notre proposition, nous choisissons une topologie en anneau permettant
d’imple´menter le plus simplement et efficacement possible des applications oriente´es flot
de donne´es, comme celles pre´sente´es au chapitre 2. Pour cette topologie, notre pro-
position de description des instructions dans les en-teˆtes se preˆtent ide´alement a` des
ope´rations re´cursives du fait de la pre´sence d’un champ de´die´e au nombre d’ite´rations
ne´cessaires pour une ope´ration donne´e.
7.2.1 Pre´sentation de l’architecture MDFR
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Figure 7.1: Architecture du Multi Data Flow Ring
Cette architecture est base´e sur notre re´seau de communication, organise´ suivant une
topologie en anneau de routeurs maitres (SGMs) et esclaves (DFRs). Les routeurs sont
interconnecte´s suivant 4 voies de communications unidirectionnels : 2 voies oriente´es
dans le sens des aiguilles d’une montre et les 2 autres voies dans le sens inverse. Cette
configuration offre la possibilite´ au paquet de donne´es de transiter dans les deux sens de
circulation, ce qui lui permet ainsi d’atteindre un routeur maˆıtre de destination avec le
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plus court chemin possible. Elle permet e´galement au DFR d’utiliser le mode d’exe´cution
paralle`le dans les deux sens.
Les routeurs maˆıtres (SGMs) contiennent le contexte de l’application et controˆlent les
mouvements principaux des flux de pixels. Nous rappelons que ce sont les seuls routeurs
a` eˆtre dote´s d’interfaces d’entre´e et de sortie de donne´es.
Afin de pouvoir exploiter l’architecture, tous les nouveaux flux de pixels a` traiter, pro-
venant d’une source, sont pre´alablement paquetise´s avec un en-teˆte. Cet en-teˆte contient
au minimum l’attribut de l’image de´crivant le type de source et une information d’adres-
sage indiquant la position de l’afficheur de sortie souhaite´ dans le re´seau. Cette position
correspond a` celle du SGM sur lequel l’afficheur est relie´ en sortie. Un SGM fournit
alors a` tout nouveau paquet de donne´e entrant, un ensemble d’ope´ration de traitement
a` appliquer, suivant le contexte de l’application associe´e a` la source de pixel detecte´e.
Les SGMs s’e´changent mutuellement des paquets de donne´es sur un re´seau line´aire de
routeurs esclaves (DFRs) dont le roˆle est d’adapter le chemin de donne´es suivant les
modes d’exe´cution des ope´rations, spe´cifie´s dans l’en-teˆte du paquet de donne´es. Le
paquet de donne´es ne peut sortir du syste`me que lorsque toutes les ope´rations ne´cessaires
ont e´te´ applique´es et qu’il a atteint le SGM de destination.
Le fonctionnement de l’architecture peut eˆtre compris par analogie a` un re´seau ferroviaire
compose´ de gares principales (SGMs) et de stations interme´diaires (DFRs) se´parant les
gares. Un paquet de donne´e peut s’apparenter a` un train compose´ d’un chargement
d’e´le´ments a` traiter. Chaque train entrant circule d’une gare de de´part vers une gare
de destination. Une feuille de route est fournie a` la gare de de´part contenant la gare de
destination ainsi qu’un ensemble de traitement a` appliquer a` son chargement.
L’architecture MDFR peut eˆtre parame´tre´e avant synthe`se suivant le nombre de SGMs
et de DFRs. Afin de garantir le maximum de bande passante a` la fois en traitement sur
le re´seau et en acce`s sur le syste`me de me´moire FBS, nous limitons le nombre de SGMs a`
4. Cette architecture autorise ainsi l’interfac¸age de 4 sources d’images et de 4 afficheurs
en sortie. Par ailleurs, avec les 4 voies de communications du syste`me, les flux de pixels
de chaque capteur peuvent ainsi transiter avec le maximum de bande de passante sur
des lignes individuelles entre les SGMs.
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Le nombre de DFRs dans le re´seau est e´galement proportionnel au nombre d’unite´s de
calcul a` inte´grer dans le syste`me. La latence maximum de chaque unite´ e´tant connu, la
disposition des DFRs est effectue´e de pre´fe´rence en ne de´passant pas un seuil de latence
maximum autorise´ entre les SGMs. Ce seuil peut eˆtre de´fini suivant la distance entre
une source image et l’afficheur de destination dans le MDFR.
7.2.2 Adaptation dynamique
Une application peut eˆtre modifie´e dynamiquement dans le MDFR par l’injection de
paquets spe´cifiques permettant de modifier le contexte, ce qui entraˆıne un changement
dans le se´quencement des ope´rations. Il est e´galement possible de modifier directement
le fonctionnement des unite´s de calcul par des paquets de configuration. Suivant ces
changements, les routeurs s’adaptent automatiquement, en fonction du changement des
instructions dans les en-teˆtes des paquets, avec les me´canismes pre´sente´s pre´ce´demment
dans ce manuscrit au chapitre 5. De plus, dans le cas ou` la source de l’image venait a`
changer, re´sultant d’une modification de l’ID du paquet, le basculement d’application
s’effectue automatiquement en chargeant de nouvelles instructions pre´-charge´es pre´ala-
blement en me´moire du SGM.
7.2.2.1 Me´thode de chargement du contexte
Dans le cas du MDFR, la topologie en anneau est particulie`rement efficace pour une
information dite de type broadcast a` transmettre sur tout le re´seau. Il suffit ainsi de
de´finir pour le paquet le meˆme SGM a` la fois en source et en destination, puis de lui
appliquer dans son en-teˆte les instructions re´sume´es dans le tableau 7.1.
N˚ Instruction Instructions
0 [1] [LOAD] [1] [/PAR]
1 [1] [OUT] [1] [/PAR]
Table 7.1: Instructions pour un paquet de chargement de contexte
La premie`re instruction [LOAD] permet d’identifier le type de paquet pour le chargement
de contexte et elle est traite´e par tous les SGMs. De`s le passage du paquet dans le SGM
d’entre´e conside´re´ comme source, le champ NB PASS de l’instruction est modifie´ a` 0. Le
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paquet parcourt ensuite l’inte´gralite´ de l’anneau avant de revenir au SGM de de´part qui
exe´cute l’instruction suivante [OUT] pour la sortie du paquet.
7.2.2.2 Configurations des unite´s de calcul
Les unite´s de calcul, inte´gre´es dans le syste`me, peuvent eˆtre configure´es par diffe´rents
parame`tres, transmis dans le re´seau sous forme de paquets de donne´es spe´cifiques. Ces
parame`tres sont par exemple utilise´s pour de´finir une zone d’inte´reˆt dans l’image en
transmettant les coordonne´es des points utiles ou encore pour modifier un ensemble de
coefficients de calcul.
Les instructions contenus dans le paquet sont similaires a` celles du paquet de chargement
de contexte, pre´sente´es pre´ce´demment. La seule diffe´rence re´side dans l’identifiant per-
mettant d’identifier l’ope´ration a` modifier. Si la position de l’ope´ration n’est pas connue
dans l’anneau, il reste possible de faire suivre a` ce paquet le meˆme trajet que celui du
chargement de contexte, en faisant un tour complet dans l’anneau. Ce tour complet e´tant
de´fini avec un SGM de de´part et de destination identique.
Les parame`tres des unite´s de calcul sont stocke´s dans des registres internes ou externes.
Des registres externes sont utilise´s pour configurer l’unite´ de calcul en paralle`le. Les confi-
gurations de chaque registre sont multiplexe´s temporellement dans le paquet de donne´es.
La configuration en paralle`le d’une unite´ de calcul s’effectue de manie`re transparente. Le
de´multiplexage des donne´es est re´alise´ avec une structure de´die´e faisant interface avec
l’unite´ de calcul, comme pre´sente´ au chapitre 5.
En re´sume´, l’adaptation dynamique d’une application peut s’effectuer de diffe´rentes ma-
nie`res dans le MDFR : en basculant de contexte d’application en me´moire, en rechar-
geant comple`tement ou partiellement un contexte, et en modifiant localement une unite´
de calcul.
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7.3 Imple´mentation et Evaluation
7.3.1 Exemple d’une application en vision embarque´e
Pour valider notre architecture, nous allons imple´menter une application typique d’un
e´quipement de vision portable bi-capteurs de´veloppe´ au CE-CTP Sagem, permettant la
visualisation d’une image sur un afficheur. L’objectif de ce prototype est d’e´valuer le
fonctionnement des diffe´rents me´canismes d’adaptation de notre architecture au niveau
du chemin de donne´es et des acce`s me´moires.
L’application que nous proposons, illustre´e en figure 7.2, comporte diffe´rentes unite´s de
calcul : un unite´ de se´lection de re´gion d’inte´reˆt (ROI), une unite´ d’interpolation de
l’image en Y (INTPOL Y), une unite´ d’interpolation de l’image en X (INTPOL X),
une unite´ de changement colorime´trique (COLOR) et une unite´ d’incrusation d’image
(INCRUST).
Dans cet exemple, nous supposons que les deux capteurs sont monochromatiques et que
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Figure 7.2: Exemple d’application en vision embarque´e
L’unite´ ROI consiste a` se´lectionner un re´gion d’inte´reˆt dans l’image dont nous souhaitons
avoir un grossissement. Cette re´gion de l’image doit eˆtre par la suite stocke´e en me´moire
puis relue pour effectuer sa transformation ge´ome´te´rique par interpolation. Cette re´gion
est alors interpole´e suivant les axes Y puis X (INTPOL Y et X) permettant ainsi de
re´aliser un zoom nume´rique. Les niveaux de gris peuvent eˆtre ensuite modifie´s par l’unite´
COLOR.
Cette application permet de fusionner deux images provenant de deux capteurs diffe´rents
1 et 2, avec le contexte que le capteur 1 dispose d’une re´solution d’image infe´rieure a` celle
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de l’image du capteur 2. Un flux unique est alors produit en fonction des deux sources
de pixels a` l’aide d’une unite´ (INCRUST) capable de traiter deux flux en paralle`le.
7.3.2 Adaptation architecturale pre´-synthe`se de l’architecture MDFR
Conside´rons que nous disposons de l’ensemble des PEs capable de re´aliser l’application
comple`te (ROI, INTPOL Y, INTPOLX, COLOR, INCRUST). A partir de cet ensemble
de PEs a` notre disposition, nous pouvons de´finir une architecture de type MDFR, capable
d’imple´menter l’exemple d’application pre´sente´e pre´ce´demment. Nous proposons ainsi
une architecture compose´e de 4 SGMs, 5 DFRs et un FBS avec l’inte´gration des 5


































Figure 7.3: Parame´trage du MDFR avec 4 SGMs, 5 DFRs et 1 FBS
7.3.3 Imple´mentation de l’application sur l’architecture MDFR
Afin d’imple´menter l’application, nous proposons la structure d’en-teˆte, re´sume´e dans le
tableau 7.2, dans le cadre de flits de donne´es de 32 bits.
Chaque instruction, fixe´e a` 16 bits, est code´e de la manie`re pre´sente´e dans le tableau
7.3.
Nous associons a` chaque source d’image, une application exprime´e par une liste de lignes
d’instruction. La taille d’une ligne d’instruction est e´gale a` la taille totale des instructions
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N˚ Flits (32 bits) Contenu (taille en bits)
0 Header Start (0xFFFFFFFF) [31..0]
1 Nombre de pixels [31..0]
2 Instruction 0 [31..16], Instruction 1 [15..0]
3 Instruction 2 [31..16], Instruction 3 [15..0]
4
Plage re´serve´e [31..13], Bit config [12], ID [11..8], Indice temporel [7..4],
Noeud Maˆıtre Source [3..2], Noeud Maˆıtre Destination [1..0]
5 Header End (0xFFFFFFFF) [31..0]
Table 7.2: De´tail du contenu de l’en-teˆte sur 6 flits de donne´es 32 bits
Champ Taille (bits) Position Information
INST NUMBER 4 [15..12] Nume´ro de la ligne instruction
OPCODE 6 [11..6] Type d’ope´ration requise
NB PASS 4 [5..2] Nombre de passe requis
TAG 2 [1..0] Indication de traitement en paralle`le
Table 7.3: Structure d’une instruction sur 16 bits
que peut contenir un en-teˆte de paquet de donne´es. Cette taille est de 4 × 16 bits soit
64 bits dans notre exemple, pour 4 instructions.
Le codage de l’application associe´e a` la source image 1, est indique´ par le tableau 7.4. Il
est compose´ de deux lignes d’instructions. La premie`re de´crit l’utilisation de l’ope´rateur
de se´lection de la re´gion d’inte´reˆt de l’image (ope´ration ROI) avec le stockage de cette
re´gion en me´moire (ope´ration WRITE). L’ope´ration d’e´criture est suivie par celle de
lecture (ope´ration READ). Chaque instruction de lecture est suivie par les informations
ne´cessaires pour acce´der a` la trame requise. Dans notre exemple, il s’agit de la trame
pre´ce´dente de la meˆme source 1 dont la re´gion a e´te´ selectionne´e.
N˚ ligne N˚ Flit Instructions
1
0 [1] [ROI] [1] [/PAR]
1 [1] [WRITE] [1] [/PAR]
2 [1] [READ] [1] [/PAR]
3 [id = 1] [ts = 1] [op = ROI]
2
0 [2] [INTPOL Y] [1] [/PAR]
1 [2] [INTPOL X] [1] [/PAR]
2 [2] [COLOR] [1] [/PAR]
3 [2] [INCRUST] [1] [PAR]
Table 7.4: Instructions pour la source d’image 1
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La seconde ligne d’instructions contient la succession d’ope´rations d’interpolation en
Y puis en X (ope´rations INTPOL Y et X) afin d’effectuer la transformation ge´ome´-
trique, suivi d’une ope´ration de colorisation. Cette dernie`re ope´ration consiste a` modifier
une plage de niveaux de gris en un niveau spe´cifique. La ligne d’instruction se termine
par l’utilisation d’un ope´rateur d’incrustation ne´cessitant de combiner en paralle`le deux
images.
La seconde image provient de la source d’image 2 dont le code instruction associe´ est pre´-
sente´ dans le tableau 7.5. Etant donne´ qu’il s’agit de la donne´e a` incruster, ses ope´rations
ne consistent qu’a` appliquer l’ope´rateur INCRUST puis a` sortir les donne´es (ope´ration
OUT) du re´seau de communication en de´finissant le SGM 1 comme celui de destination.
La taille total des instructions pour l’application sur ces deux sources d’image est ainsi
de 192 bits.
N˚ ligne N˚ Flit Instructions
1
0 [2] [INCRUST] [1] [PAR]
1 [1] [OUT] [1] [/PAR]
Table 7.5: Instructions pour la source d’image 2
A partir de ces instructions applique´es sur l’architecture MDFR de´finie, les chemins des
paquets de donne´es, provenant des sources d’image 1 et 2, sont illustre´s en figure 7.4.
Ils sont trace´s en pointille´s rouge pour la source 1 et marron pour la source 2. Pour les
paquets provenant de la source 1, la premie`re ligne d’instruction est exe´cute´e entie`rement































Figure 7.4: Imple´mentation de l’application sur le MDFR
Il est important de noter que tout paquet exte´rieur posse`de un en-teˆte permettant d’iden-
tifier la source d’image et sa destination. Notons e´galement que les lignes d’instructions
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en me´moire commencent a` l’indice 1. En effet, deux cas d’en-teˆte sont possible pour
exe´cuter le calcul sur la donne´e en entre´e : soit l’en-teˆte comporte de´ja` la premie`re ligne
d’instruction et le paquet peut de´ja` commencer a` eˆtre traite´ ; ou soit l’en-teˆte contient
par de´faut l’instruction [0][X][0][/PAR] qui indique ainsi au SGM de passer a` la ligne
d’instruction 1 (la premie`re ligne d’instruction).
7.3.4 Evaluation
Dans le cadre de notre e´valuation, nous nous concentrons principalement sur le surcouˆt
en latence d’adaptation et en surface de notre re´seau de communication. Ainsi, nous
travaillons essentiellement dans le cadre de ce prototype qu’avec des re´solutions d’image
de taille re´duite ce qui permet ainsi de n’utiliser que la me´moire RAM embarque´e dans
un FPGA. En effet, e´tant donne´ que les unite´s de calcul dans notre exemple d’application
peuvent eˆtre pipeline´es, la re´solution de l’image posse`de peu d’impact sur la latence de
traitement entre la premie`re donne´e en entre´e et celle de sortie de la dernie`re unite´ de
calcul. La seule variation de cette latence peut eˆtre induite par les acce`s en me´moire
de trames en lecture et e´criture, selon la taille de l’image. Dans notre cas, celle-ci est
variable selon la taille de la re´gion d’inte´reˆt.
Nous choisissons ainsi dans nos mesures de traiter une image de taille 64 × 32 dont la
re´gion d’inte´reˆt de taille 8×8 est interpole´e pour obtenir une re´solution finale de 40×40.
Les mesures des latences sont pre´sente´es en tableau 7.6.
La latence de chargement d’un contexte sur l’anneau complet est mesure´ a` 820 ns (soit
82 cycles d’horloge). Le temps de chargement du contexte pour la source d’image 1 est
alors de 88 cycles d’horloge pour un paquet transportant les donne´es d’instructions sur
6 flits de 32 bits. Ainsi, suivant la re´solution de l’image et la fre´quence trame, il est
possible de modifier dynamiquement le contexte entre deux trames.
Nous constatons que les latences d’adaptation les plus importantes pour le chemin com-
plet, concernent les acce`s en me´moire FBS a` la fois en e´criture et en lecture. Pour cette
application comple`te, le surcouˆt en latence, e´quivalent a` une soixantaine de cycle d’hor-
loge, correspond a` 8 % de la latence totale du traitement. Ce surcouˆt est acceptable
tout en sachant que nous ne travaillons qu’avec des re´solutions d’image tre`s re´duites. De
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Unite´s Action Latence (ns) Latence (cycles)
SGM 0 routage DFR 100 10
DFR 0 calcul ROI 1570 157
SGM 1 routage FBS 120 12
FBS e´criture 4620 462
FBS lecture 690 69
SGM 1 routage DFR et e´dition 70 7
DFR 1 calcul INTPOL Y 270 27
DFR 2 calcul INTPOL X 200 20
SGM 2 routage DFR 100 10
DFR 3 calcul COLOR 130 13
SGM 3 routage DFR 100 10
DFR 4 calcul INCRUST 140 14
SGM 0 routage exte´rieur 110 11
Latence du chargement contextes 820 82
Latence traitement total 8220 822
Latence d’adaptation chemin complet 660 66
% Latence adaptation chemin/traitement 8 %
Table 7.6: Evaluation de la latence d’adaptation du re´seau (fre´quence 100 MHz)
manie`re e´vidente, avec une structure entie`rement pipelinable, plus la taille des donne´es
du paquet est importante et plus le surcouˆt des latence d’adaptation devient faible.
Les re´sultats d’imple´mentation de l’architecture comple`te sont pre´sente´s dans le tableau
7.7.
Unite´s Elements Logiques Registres Me´moire (bits)
4 SGMs 6040 9808 81920
5 DFRs 5885 9480 0
FBS 1082 770 376967
MDFR (total) 13007 20058 45887
PEs (total) 1356 1809 113152
% Occupation FPGA PEs 2 2 2
% Occupation FPGA MDFR 11 18 9
Table 7.7: Evaluation en surface du MDFR avec 4 SGMs (Altera EP3SL150)
Dans ce tableau, nous pouvons constater que l’architecture MDFR atteint une surface
consomme´e de l’ordre de 10 % d’un composant FPGA comportant environ 150 000
e´lements logiques (l’e´lement logique est l’unite´ de base d’un composant FPGA Altera).
Cette consommation est fortement lie´e a` la demande en ressources registres du fait du
nombre de voies (4), de la taille du bus de donne´es (32 bits) et de la taille d’un en-teˆte
de paquet (e´quivalent a` 192 bits).
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Cette surface peut paraˆıtre importante par rapport a` la taille occupe´e des unite´s de calcul
dans cet exemple qui est de l’ordre de 2 %. Cependant, elle est compense´e par les mul-
tiples possibilite´s de modification d’une application de manie`re dynamique : changement
de contexte dynamique dans un SGM, rechargement d’un nouveau contexte, modifica-
tion locale d’une unite´ de calcul. Ainsi, un simple changement de source d’image, dont le
contexte de l’application est connu, permet de modifier dynamiquement le traitement des
donne´es sans surcouˆt en latence. Si ce n’est pas le cas, un temps d’attente de chargement
est requis et de´pend de la taille du contexte en me´moire.
7.4 Conclusion
Nous avons propose´ dans ce chapitre une nouvelle architecture de re´seau de commu-
nication en anneau appele´e Multi Data Flow Ring, exploitant les diffe´rentes unite´s de
routage et le syste`me de me´moire de trames partage´. Son fonctionnement a e´te´ valide´
dans le cadre d’un application concre`te pour la restitution d’image, typiquement utilise´e
dans des e´quipements de vision embarque´e au CE-CTP Sagem.
Un premier prototype FPGA a e´te´ propose´ afin d’e´valuer les latences d’adaptations en
chemin de donne´es du re´seau, les latences de chargement des contextes ainsi que la sur-
face consomme´e. Des premiers re´sultats ont montre´ que les temps d’adaptation reste
pertinents dans le cadre d’applications oriente´es flot de donne´es pouvant eˆtre imple´men-
te´es sous forme d’un pipeline d’unite´s de calcul. L’impact de ces latences d’adaptation
est minimise´ suivant la taille croissante du paquet de donne´es. Une premie`re e´valuation
en surface du re´seau a montre´ que le surcouˆt de 10 % d’un composant FPGA de grande
matrice (150k e´le´ments logiques), est acceptable par rapport a` la taille des unite´s de
calcul utilise´e. Ce surcouˆt est largement compense´ par les possibilite´ d’adaptation dyna-
mique d’une application en cours de fonctionnement. Cette adaptation peut eˆtre re´alise´e
en basculant dynamiquement de contexte par modification de l’ID du paquet a` traiter,
en rechargeant comple`tement ou partiellement un contexte ou en modifiant localement





La conception de l’architecture de calcul d’un syste`me sur puce de´die´e a` la vision em-
barque´e est un proble`me complexe. Elle ne´cessite de tenir compte du choix des capteurs
d’image, de la disparite´ des types d’application, des contraintes de performance en temps
et en surface tout en maintenant une consommation e´nerge´tique minimale.
Le de´veloppement d’architecture caˆble´es n’est plus re´aliste dans le contexte actuel ou` le
marche´ de la vision embarque´e portable est en constante e´volution avec une varie´te´ de
capteurs de re´solutions d’image croissantes et une varie´te´ d’applications.
Dans un contexte industriel ou` les volumes de production sont faibles, un syste`me de
type System-On-Programmable Chip (SOPC) a` base de technologie FPGA est une so-
lution approprie´e pour imple´menter diffe´rentes applications de traitement d’image avec
un faible couˆt. Ces applications e´voluent en permanence pour ame´liorer la robustesse et
augmenter les fonctionnalite´s d’un e´quipement de vision portable. Ne´anmoins, l’architec-
ture imple´mente´e dans le SOPC doit ide´alement pouvoir s’adapter architecturalement
avant synthe`se dans le but de pouvoir adresser diffe´rentes familles de syste`me de vi-
sion avec des contraintes diffe´rentes en terme de performance, d’encombrement et de
consommation. Cette architecture ne´cessite e´galement de s’adapter apre`s synthe`se afin
d’imple´menter efficacement une varie´te´ d’applications.
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Diffe´rentes propositions d’architecture ont de´montre´es la puissance de calcul mais un
verrou majeur persiste au niveau du syste`me d’interconnexion qui n’est pas suffisamment
adaptable architecturalement dans un contexte de syste`me de vision multi-capteurs et
multi-applications.
Dans cette the`se, nous proposons un nouveau re´seau de communication sur puce (NoC)
pour un SoC de´die´ a` la vision. Ce re´seau, adaptable avant synthe`se, dispose de la capacite´
d’auto-adapter dynamiquement son chemin de donne´e en fonction de diffe´rents flux
de donne´es transmis en paralle`le. L’architecture de ce re´seau est construite a` partir
deux types de routeurs : le routeur maˆıtre et le routeur esclave. Les noeuds maˆıtres
sont connecte´s de fac¸on indirecte par des noeuds esclaves. Dans ce re´seau, les e´changes
principaux de paquets s’effectuent entre les noeuds maˆıtres et le traitement de ces paquets
s’effectuent dans les noeuds esclaves contenant des unite´s de calcul.
Malgre´ l’he´te´roge´ne´ite´ de capteurs, l’e´tude d’applications de visualisation d’image a mon-
tre´ la re´utilisation de multiples ope´rations de traitement d’image entre chaque capteur.
En effet, hormis la ne´cessite´ d’ope´ration spe´cifiques propre a` un capteur comme une
ope´ration de de´matric¸age, les diffe´rences majeures re´sident dans le se´quencement de
ces ope´rations. Ainsi, au niveau architecturale, le changement d’application repose es-
sentiellement sur l’adaptation du chemin de communication entre des unite´s de calcul
he´te´roge`nes et sur la configuration de ces unite´s pour appliquer des coefficients de calcul
diffe´rents par exemple.
En particulier, dans un contexte ou` des unite´s de calculs optimise´es (IPs) ont e´te´ de´ve-
loppe´es, la mise en oeuvre de plusieurs pipeline de ces unite´s est ide´ale pour traiter les
images en flot de donne´es avec le minimum de me´morisation et le minimum de latence.
Dans ce but, nous avons propose´ d’adapter directement au niveau architectural, le chemin
de donne´e interne du routeur esclave afin de pouvoir garantir un ou plusieurs pipelines
d’unite´s de calcul. Nous de´finissons ainsi diffe´rents mode de fonctionnement des routeurs
avec diffe´rents chemin de donne´es internes autorisant le traitement d’un flux de donne´es
de manie`re pipeline´e ou paralle`le.
Les images qui transitent dans le re´seau sont paquetise´es et nous proposons une nouvelle
structure de l’en-teˆte du paquet afin de pouvoir identifier les sources de chaque image.
Plus pre´cise´ment, nous de´finissons la notion d’attributs permettant l’identification du
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paquet de donne´es sur le type de source d’image, le positionnement temporel de l’image
associe´e et la dernie`re ope´ration applique´e.
Une nouvelle me´thode de communication des commandes sur les routeurs esclaves est
propose´e en associant directement des instructions avec la donne´e a` traiter. Ces instruc-
tions correspondent a` un se´quencement d’ope´ration a` appliquer sur la donne´e en fonction
de l’application a` imple´menter.
A partir de notre nouvelle structure de paquet, nous proposons une me´thode d’aiguillage,
appele´e Split-Wormhole switching, adapte´e a` notre routeur esclave. L’algorithme de rou-
tage dynamique associe´e a` ce routeur permet de de´cider de la modification du chemin
en fonction de l’adresse de destination et des instructions contenues dans l’en-teˆte.
Pour re´aliser le routeur esclave appele´ Data Flow Router (DFR), nous avons de´fini,
imple´mente´e et e´value´e une nouvelle architecture capable d’adapter dynamiquement le
chemin de donne´e interne sur plusieurs voies de communication en paralle`le. Cette adap-
tation s’effectue de fac¸con a` re´aliser de la manie`re la plus efficace possible les diffe´rents
modes d’exe´cution requis entre les ope´rations dans une application donne´e, dans le but
de s’approcher des performances d’une solution de´die´e point-a`-point, tout en ayant une
flexibilite´ dans le chemin de donne´es. L’imple´mentation de cette proposition de´montre les
performances en temps d’adaptation, la simplicite´ des communication des instructions
et la consommation en surface raisonnable dans le contexte d’une architecture utilisant
des unite´s de calcul a` grain-moyen.
Ces instructions sont spe´cifie´es par un contexte me´moire contenu dans les routeurs
maˆıtres, appele´s Stream Gate Managers (SGM).
Afin d’imple´menter efficacement des ope´rations de traitement d’image temporelles, nous
proposons une nouvelle me´thode de stockage de trames en me´moire. Cette me´thode est
base´e sur un partitionnement de la me´moire en plusieurs emplacements physiques et
un adressage de ces emplacements de manie`re indirecte par l’interme´diaire d’indicateurs
caracte´risant une trame dans une chaine de traitement. Base´e sur cette me´thode, nous
proposons l’architecture de syste`me me´moire de´die´e au stockage des trames, appele´e
Frame Buffer System (FBS) et compose´e d’un banc me´moire associe´ a` une surcouche
d’abstraction adaptative.
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Nous proposons une organisation me´moire adapte´e a` notre re´seau permettant d’imple´-
menter efficament diverses applications. Dans cette organisation, chaque routeur maˆıtre,
contenant des me´moires capables de stocker des lignes d’image, dispose d’un acce`s sur une
me´moire partage´e de´die´e aux trames d’image. L’e´valuation des architectures propose´es
pour le SGM et le FBS sur une cible FPGA, de´montre les couˆts en surface raisonnables
permettant d’atteindre une plus grande souplesse dans la gestion des trames stocke´es.
Les mesures en temps ont permis de confirmer que l’adaptation reste performante dans
le cadre de la proposition du re´seau.
Afin de valider notre proposition, nous proposons une nouvelle architecture de re´seau de
communication en anneau appele´eMulti Data Flow Ring, exploitant les diffe´rentes unite´s
de routage et le syste`me de me´moire de trames partage´e. Son fonctionnement a e´te´ valide´e
dans le cadre d’une application concre`te pour la visualisation d’image, typiquement
utilise´e dans des e´quipements de vision embarque´e au CE-CTP Sagem. Un prototype
FPGA a e´te´ propose´ afin d’e´valuer les latences d’adaptations en chemin de donne´es
du re´seau, les latences de chargement des contextes ainsi que la surface consomme´e.
Des premiers re´sultats ont montre´ que les temps d’adaptation reste pertinents dans le
cadre d’applications oriente´es flot de donne´es pouvant eˆtre imple´mente´es sous forme
d’un pipeline d’unite´s de calcul. L’impact de ces latences d’adaptation est minimise´
suivant la taille croissante du paquet de donne´es. Une premie`re e´valuation en surface du
re´seau a montre´ que le surcouˆt de 10 % d’un composant FPGA de grande matrice (150k
e´le´ments logiques), est acceptable par rapport a` la taille des unite´s de calcul utilise´e.
Ce surcouˆt est largement compense´ par les possibilite´s d’adaptation dynamique d’une
application en cours de fonctionnement. Cette adaptation peut eˆtre re´alise´e en basculant
dynamiquement de contexte par modification de l’ID du paquet a` traiter, en rechargeant
comple`tement ou partiellement un contexte ou en modifiant localement les configurations
d’une unite´ de calcul.
8.2 Perspectives
Les perspectives de ces travaux sont conse´quentes en terme d’application et de conception
d’une e´lectronique innovante de syste`me de vision embarque´e portable multi-capteurs.
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Dans un premier temps, un travail d’exploration architecturale autour de l’architecture
MDFR propose´e est important pour e´valuer les performances temporelles dans le cadre
de diverses applications en vision embarque´e. La topologie du re´seau peut eˆtre e´galement
modifie´e sous re´serve des contraintes de construction spe´cifie´es dans ce manuscrit.
Les e´valuations architecturales propose´es dans cette the`se n’ont e´te´ re´alise´es que pour
de faibles re´solutions d’image en raison de la limitation en espace me´moire sur puce
FPGA. Une de´monstration comple`te avec une pleine re´solution serait envisageable en
adaptant l’architecture MDFR avec le FBS re´alise´ avec une me´moire RAM externe.
D’un point de vue controˆle global des chargements de contexte, une unite´ programmable
externe comple`terait le syste`me propose´ en se chargeant de la ge´ne´ration des en-teˆtes qui
encapsulent les flux de pixels entrants dans le MDFR, et en ge´rant de manie`re centralise´e
l’injection des flux de pixels externe au MDFR.
D’autre part, l’architecture MDFR propose´e n’a e´te´ conc¸ue que dans un cadre d’utilisa-
tion d’unite´ de calcul de´die´es, oriente´es flot de donne´es, et pipelinables. Il serait pertinent
d’e´tudier des extensions de cette architecture dans le cadre d’utilisation d’unite´s de cal-
cul de types processeurs e´lementaires programmables. Se trouvent alors pose´ la re´flexion
sur les me´thodes de chargements de code instructions spe´cifiques a` chaque unite´, des
techniques de synchronisation des ope´rations, etc.
Par ailleurs, la mise au point d’un environnement logiciel de planification est ne´cessaire
afin de construire un re´seau de communication pertinent et ge´ne´rer automatiquement
les instructions a` charger en fonction des applications a` imple´menter. Le couplage de
l’outil SynDex de l’INRIA, pour planifier le mapping des chemins de donne´es, et l’outil
SynDex-IC de l’ESIEE, pour ge´ne´rer des unite´s de calcul, permettrait d’atteindre ce but
par exemple.
Enfin, d’un point de vue inte´gration dans un syste`me de vision embarque´e portable, ces
travaux ouvrent des opportunite´s dans la conception de syste`me a` capteurs interchan-
geables et de syste`me inte´grant le capteur comme une unite´ de calcul dans le re´seau.
En effet, il est tout a` fait envisageable de de´finir une e´lectronique de proximite´ dans le
capteur, capable de ge´ne´rer des contextes spe´cifiques, propres au capteur, a` charger dans
l’architecture de re´seau qui est capable de s’adapter dynamiquement.
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