We establish the theory of balayage for the Riesz kernel |x−y| α−n , α ∈ (0, 2], on R n , n 3, alternative to that suggested in the book by Landkof. A need for that is caused by the fact that the balayage in that book is defined by means of the integral representation, which, however, so far is not completely justified. Our alternative approach is mainly based on Cartan's ideas concerning inner balayage, formulated by him for the Newtonian kernel. Applying the theory of inner Riesz balayage thereby developed, we obtain a number of criteria for the existence of an inner equilibrium measure γ A for A ⊂ R n arbitrary, in particular given in terms of the total mass of the inner swept measure µ A with µ suitably chosen. For example, γ A exists if and only if ε A * = ε, where ε is a Dirac measure at x = 0 and A * the inverse of A relative to the sphere |x| = 1, which leads to a Wiener type criterion of inner α-irregularity. The results obtained are illustrated by examples.
Introduction
A major goal of our study is to establish the theory of balayage for the Riesz kernel |x − y| α−n , α ∈ (0, 2], on R n , n 3, alternative to that suggested in [11] (see Chapter IV, Section 6, n • 25 as well as Chapter V, Section 1, n • 2). A need for that is caused by the fact that the balayage µ A of a positive Radon measure µ on R n to a Borel set A ⊂ R n is defined in [11] by means of the integral representation
where ε y is the unit Dirac measure at y ∈ R n . However, this requires that the family (ε A y ) y∈R n be µ-adequate in the sense of [3, Chapter V, Section 3, n • 1, Definition 1]. As pointed out in [3, Chapter V, Section 3, n • 1, Remark], it is not enough to verify that for every f ∈ C 0 (R n ), the function y → f dε A y is µ-measurable on R n (as it is done in [11, p. 214, footnote 12] ); see also counterexamples (without µ-adequacy) in [3, Chapter V, Section 3, Exercises 1, 2]. Here C 0 (R n ) is the class of all finitely continuous functions on R n with compact support.
For A closed and µ carried by A c := R n \ A, the µ-adequacy of the family (ε A y ) y∈A c , and hence the validity of the integral representation (1.1), has been proven in recent work [10, Lemma 3.16 , Theorem 3.17 ]. Compare with our Theorem 8.2 strengthening [10, Theorem 3.17] to A arbitrary and µ carried by A c , the concept of balayage being now understood in the sense described in Section 3 below. However, the question whether the integral representation (1.1) holds for any µ is still open.
Leaving aside of the main stream of this study the question on the validity of the integral representation (1.1), we establish instead an alternative theory of Riesz balayage by generalizing H. Cartan's ideas concerning inner balayage, formulated by him for the Newtonian kernel |x−y| 2−n [6] . To explain briefly the results thereby obtained, we need the following notions and notation.
Let M denote the linear space of all (signed) Radon measures ν on R n , equipped with the vague topology, i.e. the topology of pointwise convergence on the class C 0 (R n ). Given ν, ν 1 ∈ M, we define the potential and the mutual energy by U ν (x) := |x − y| α−n dν(y), x ∈ R n , E(ν, ν 1 ) := |x − y| α−n d(ν ⊗ ν 1 )(x, y), respectively (provided, of course, that the corresponding value on the right-hand side is well defined as a finite number or ±∞). For ν = ν 1 , E(ν, ν 1 ) defines the energy E(ν) := E(ν, ν) of ν. All ν ∈ M with finite E(ν) form a pre-Hilbert space E with the inner product (ν, ν 1 ) := E(ν, ν 1 ) and the norm ν := E(ν). The topology on E defined by · is said to be strong.
For an arbitrary set Q ⊂ R n , we denote by M + Q the cone of all positive ν ∈ M carried by Q, which means that Q is ν-measurable and Q c is ν-negligible. Write E + Q := E ∩ M + Q , M + := M + R n , and E + := E + R n . To establish the theory of inner Riesz balayage, we first consider µ with finite energy, and we define the inner balayage µ A ∈ E + of µ ∈ E + to A ⊂ R n arbitrary as the strong and vague limit of µ K as K increases along the upper directed family C A of all compact subsets of A (see Theorem 3.4) , where µ K is the orthogonal projection of µ in the pre-Hilbert space E onto the strongly complete convex cone E + K (cf. Theorem 3.1). Alternatively, this µ A is, in fact, the orthogonal projection of µ onto the strong cluster set of E + A (see Theorem 3.4) . Having observed that this µ A can also be determined uniquely by means of E(µ, λ A ) = E(µ A , λ) for all λ ∈ E + , we now define the inner balayage µ A ∈ M + of µ ∈ M + to A as a (unique) measure satisfying this symmetry identity. 1 This µ A exists, and it can equivalently be determined by either of the following two limit relations (see Theorem 3.10 and its proof):
where (µ k ) ⊂ E + is any given sequence (net) such that U µ k ↑ U µ pointwise on R n . Note that although U µ A = U µ n.e. on A, that is, everywhere on A except for a set of zero inner capacity c α (·) (see Theorem 3.10), this property no longer characterizes µ A uniquely (as it would do for A closed and µ ∈ E + , cf. Theorem 3.1). This uniqueness nevertheless does hold whenever A is closed and µ ∈ M + is carried by A c (see Corollary 8.4) .
Further, we apply the concept of inner Riesz balayage thus introduced to the problem on the existence of an inner equilibrium measure γ A for A arbitrary. This γ A can be defined e.g. as the vague limit of γ K as K increases along C A , while the equilibrium measure γ K on K compact is defined as usual (see e.g. [11, Chapter II, Section 2, n • 7]).
For A Borel, necessary and sufficient conditions for the existence of γ A have been provided in [11, Theorem 5.1 ]. However, [11, Theorem 5 .1] has not been completely justified, because the proof of its necessity part is based on the concept of balayage, introduced in [11, Chapter IV, Section 6, n • 25] with the aid of the integral representation (1.1).
By use of our concept of inner Riesz balayage, we fix that gap in [11, Proof of Theorem 5.1] and, moreover, we strengthen [11, Theorem 5.1] to A arbitrary (see Theorem 5.5) . Having observed that the existence of γ A does not necessarily imply the finiteness for c α (A), we illustrate this by means of Example 5.8.
An inner α-irregular point y for A is defined by the relations y ∈ A and ε A y = ε y . We show that ε A y = ε y is equivalent to the existence of an inner equilibrium measure γ A * for the inverse A * of A \ {y} relative to the sphere S(y, 1); and then ε A y is, actually, the Kelvin transform of γ A * (Theorem 6.10). Combining Theorem 6.10 with the above-mentioned Theorem 5.5 results in a Wiener type criterion of inner α-irregularity (Theorem 6.4).
Other necessary and sufficient conditions for the existence of γ A , now given in terms of the total mass µ A (R n ) with µ suitably chosen, are provided by Theorems 8.6 and 8.7. It is shown that γ A exists whenever there is It is worth mentioning that the concept of inner Riesz balayage, defined in our study, differs from the concept of balayage by Brelot [5] as well as from that by Bliedtner and Hansen [1] . The last two are relevant to the concept of outer balayage (cf. [6] ), which can be seen e.g. by comparing [5, Theorem IX.10] and [1, Chapter VI, Proposition 2.2] with our Theorem 6.4 and Corollary 4.6, respectively.
Preliminaries
This paper deals with the Riesz kernel |x − y| α−n of order 0 < α 2 on R n , n 3. In what follows we shall tacitly use the notions and notation introduced in Section 1.
For Q ⊂ R n , let ∂Q and Q denote the boundary and the closure of Q in the Euclidean topology on R n . Write B(y, r) := {x ∈ R n : |x − y| < r}, where r > 0, and let S(y, r) and B(y, r) stand for the boundary and the closure of B(y, r) in R n .
In this section we have compiled some basic facts in Riesz potential theory, often used below. When speaking of a measure µ ∈ M + , we always tacitly assume that U µ is not identically infinite, or equivalently [11, Chapter I, Section 3, n • 7]
Then U µ , µ ∈ M + , is α-superharmonic (hence, lower semicontinuous (l.s.c.)) on R n [11, Chapter I, Section 6, n • 20], which is crucial to Theorems 2.1 and 2.4 below. Theorem 2.1. If an upper directed family (U µt ) t∈T , where µ t ∈ M + for all t ∈ T , is majorized by U µ with some µ ∈ M + , then there exists ν ∈ M + such that U µt ↑ U ν pointwise on R n and µ t → ν vaguely (as t increases along T ).
For T countable, Theorem 2.1 is [11, Theorem 3.9] . The proof of [11, Theorem 3.9] can be generalized to T uncountable with the aid of [7, Appendix VIII, Theorem 2] and [3, Chapter IV, Section 1, Theorem 1].
The Riesz kernel is strictly positive definite, that is, E(ν) 0 for every ν ∈ M (whenever E(ν) is well defined) and E(ν) = 0 only for ν = 0. Furthermore, it is perfect [9] in the sense that every strong Cauchy sequence (net) in E + converges strongly to any of its vague cluster points, and the strong topology on E + is finer (stronger) than the vague topology on E + . Since any strongly bounded part of E + is vaguely bounded [9, Lemma 2.5.1], the cone E + is strongly complete. Hence, so is E + F for F ⊂ R n closed, the cone M + F being vaguely closed. For any Q ⊂ R n , the inner α-Riesz capacity c α (Q) is given by 2
where the abbreviation 'K ↑ Q' means that K increases along C Q .
A measure µ ∈ M + is said to be bounded if µ(R n ) < ∞, and absolutely continuous if µ(K) = 0 for every compact K ⊂ R n with c α (K) = 0. It follows from Lemma 2.2 that any µ ∈ E + is absolutely continuous; but not conversely [11, pp. 134-135 ].
An assertion U is said to hold nearly everywhere (n.e.) on Q ⊂ R n if the set of all x ∈ Q for which U(x) fails has zero inner capacity.
The following assertion amounts to the countable subadditivity of inner capacity in the form stated in [9, p. 158 , Remark]. Lemma 2.3. Let Q ⊂ R n be arbitrary, and E k ⊂ R n , k ∈ N, Borel. If an assertion U holds n.e. on Q ∩ E k for every k, then U holds n.e. on the union of all Q ∩ E k .
The property of the Riesz kernel of order α ∈ (0, 2], presented in the following assertion (see [11, Theorems 1.27, 1.29]), is known as the complete maximum principle; for q = 0, it is also called the domination principle, and for ν = 0, the Frostman maximum principle. This P µ is called the orthogonal projection of µ in the pre-Hilbert space E onto M, and it is characterized uniquely by the relations
Inner Riesz balayage
Unless explicitly stated otherwise, in what follows we assume that A is an arbitrary proper subset of R n with c α (A) > 0.
The notion of inner Riesz balayage of µ ∈ M + to A will be defined in three steps, presented respectively in Sections 3.1, 3.2, and 3.3.
3.1.
Step 1: µ ∈ E + and A closed. Assume first that µ ∈ M + has finite energy and A is closed in R n .
This µ A is actually the orthogonal projection of µ in the pre-Hilbert space E onto the convex cone E + A , and it is determined uniquely within E + A by (3.1).
Proof. For A closed, the convex cone E + A is strongly closed, because the strong topology on E + is stronger than the vague topology on E + while M + A is vaguely closed. According to Theorem 2.5, there exists therefore a unique orthogonal projection P µ = P E + Indeed, the restriction λ| E of any λ ∈ E + to the Borel set E := x ∈ A : U µ (x) > U P µ (x) belongs to E + A , hence (µ−P µ, λ| E ) 0 by (2.3), and consequently λ| E = 0. Since λ ∈ E + has been chosen arbitrarily, c α (E) = 0 according to Lemma 2.2. Thus,
Another use of Lemma 2.2 now gives U P µ U µ P µ-a.e., which together with (2.4) shows that, actually, U P µ = U µ P µ-a.e. By the domination principle (see Theorem 2.4), this yields (3.2), which combined with (3.3) establishes (3.1).
If (3.1) also holds with θ ∈ E + A , then ν := θ − P µ ∈ E and, furthermore, U ν = 0 n.e. on A, hence ν-a.e., again by Lemma 2.2. We therefore obtain by integration ν = 0, which implies θ = P µ, the Riesz kernel being strictly positive definite. 
Proof. According to Theorem 3.1, both µ F and (µ A ) F belong to E + F and, moreover,
Step 2: µ ∈ E + and A arbitrary. Still requiring that µ ∈ M + have finite energy, we now extend our analysis to A arbitrary. Let E A denote the strong cluster set of E + A . Obviously, E A is a strongly closed convex cone in E + . Theorem 3.4. For µ ∈ E + and A arbitrary, there is a unique µ A ∈ E + such that
where K increases along the upper directed family C = C A of all compact subsets of A and µ K is defined in Theorem 3.1. This µ A can alternatively be defined as the orthogonal projection of µ onto E A , that is, 3
Proof. In view of (2.2) and our assumption c α (A) > 0, we may consider only those K ∈ C whose capacity is > 0. Since obviously
Being decreasing and lower bounded, the net ( µ − µ K ) K∈C is Cauchy in R, which together with the last display implies that the net (µ K ) K∈C is strong Cauchy in E + . Being thus strongly bounded, (µ K ) K∈C is vaguely bounded by [9, Lemma 2.5.1], and has a vague cluster point µ 0 ∈ M + according to [3, Chapter III, Section 2, Proposition 9]. Moreover, µ 0 ∈ E + because the energy is vaguely l.s.c. on M + [11, Eq. (1.4.4)]. Since the Riesz kernel is perfect (cf. Section 2), µ K → µ 0 strongly in E + , and this µ 0 is unique. As the vague topology on M is Hausdorff, the unique vague cluster point µ 0 of the net (µ K ) K∈C has to be its vague limit [2, Chapter I, Section 9, n • 1]. This establishes (3.5) with µ A := µ 0 . It follows from (3.5) that µ A ∈ E A and, moreover,
the first equality being evident. On the other hand, for every ν ∈ E + A , ν| K → ν vaguely as K ↑ A (see e.g. [9, Lemma 1.2.2]), and therefore ν lim
The opposite being obvious, equality in fact prevails in these inequalities; hence,
. Combining this with (3.7) establishes (3.6).
Proof. For any K, K ∈ C A such that K ⊂ K , we see from (3.2) and (3.4) that
. This together with (3.5) yields ν = µ A , the vague topology on M being Hausdorff, thereby establishing the latter assertion of the corollary. Letting K ↑ A in the last display now gives (3.2).
Being the orthogonal projection of µ onto E A , µ A is characterized by (2.3) and (2.4) with M := E A . Having written (2.3) for every ν ∈ E A , and then compared with (3.2), we obtain (µ − µ A , ν) = 0, or equivalently
This leads to (3.1) in a way similar to that in the proof of Theorem 3.1. Indeed, for
, and hence c α (E) = 0 according to Lemma 2.2.
Remark 3.6. For A Borel, Theorem 3.4 and Corollary 3.5 remain valid if C A is replaced by an increasing sequence (A k ) k∈N of Borel sets, whose union equals A. This can be seen similarly as above, the only delicate point being in proving the vague convergence of (ν| A k ) k∈N to ν ∈ M + A . This convergence is established by applying [3, Chapter IV, Section 1, Theorem 3] to (1 A k f ) k∈N , where f ∈ C 0 (R n ) is positive and 1 Q denotes the indicator function of a set Q. 
and (3.9) follows by subtraction. If (3.9) also holds for ν ∈ M + in place of µ A , then
where m (r) is the measure obtained by uniformly distributing unit mass over B(0, r) and * denotes convolution. Letting r → 0 and applying [11, Theorem 1.11] gives ν = µ A as claimed.
Proof. This is obvious in view of (3.6). 4 In particular, µ A = µ for every µ ∈ E + A . However, this is no longer valid (not even for A closed) if we drop the requirement E(µ) < ∞. For instance, µ A = µ does not hold for µ = εy, provided that y is an inner α-irregular point for A (see Section 6 below).
3.3.
Step 3: µ ∈ M + and A arbitrary. Assume for a moment that µ still has finite energy. In view of (3.5), we call the measure µ A defined in Theorem 3.4 the inner Riesz balayage of µ to A. Since this µ A is determined uniquely by the symmetry identity (3.9), we are thus led to the following definition of inner Riesz balayage of µ ∈ M + to A arbitrary (cf. [6, p. 257] ). Proof. Similarly as in [11, p. 272 ] (see also [6, p. 257 , footnote]), for µ ∈ M + one can construct a sequence (µ k ) k∈N ⊂ E + such that
According to (3.8) applied to each of those µ k , 
. Having now written (3.9) for every µ k ∈ E + , k ∈ N, and then applied [3, Chapter IV, Section 1, Theorem 1], which is possible in view of (3.11) and (3.13), we get (3.10) with µ A := ν. The measure µ A ∈ M + is thus a required inner balayage of µ ∈ M + to A, and its uniqueness follows from (3.10) in the same manner as in Corollary 3.7.
Relation (3.2) is obtained directly from (3.12) and (3.13). To prove (3.1), we observe from (3.11) and (3.13 
pointwise on R n , and either of these relations may be thought of as an alternative definition of µ A . Remark 3.12. We show in Theorem 4.5 below that µ K → µ A vaguely as K ↑ A, thereby justifying the term 'inner balayage'. Remark 3.13. In general, µ A is not carried by A, and this is the case even for the Newtonian kernel and an open ball. What is clear so far is that µ A is carried by A. This will be specified in Theorem 8.5 below, providing a description of S(µ A ) for A closed and µ ∈ M + A c . Also note that for any a 1 , a 2 ∈ R 1 + and any µ 1 ,
Further properties of inner balayage
The following assertion shows that Definition 3.9 can alternatively be given in 
Proof. For every λ ∈ E + , we obtain from (3.10) 
Proof. Since µ A ∈ Ξ A by (3.1) (cf. Theorem 3.10), it is enough to establish
where ξ ∈ Ξ A is fixed. As U µ A is the pointwise limit of an increasing sequence (U µ A k ) k∈N with (µ k ) k∈N ⊂ E + suitably chosen (cf. Remark 3.11), it suffices to verify (4.4) for µ ∈ E + . By (3.2) applied to K ∈ C A , we have U µ K U µ on R n , which together with (4.3) shows that the inequality
holds n.e. on K, hence µ K -a.e. because µ K ∈ E + K , and, consequently, on all of R n , by the domination principle. On account of Corollary 3.5, letting here K ↑ A results in (4.4) as required. Proof. Indeed, U µ A = U µ n.e. on A , hence n.e. on A. Therefore, by Theorem 4.3, U µ A U µ A on R n . Since the same holds with A and A reversed, (4.5) follows.
Theorem 4.5. For µ ∈ M + and A arbitrary, U µ K ↑ U µ A pointwise on R n and µ K → µ A vaguely as K ↑ A. If, moreover, E(µ) < ∞, then µ K → µ A also strongly.
Proof. For µ ∈ E + , this has already been established by Theorem 3.1 and Corollary 3.5. It thus remains to prove the former assertion for µ ∈ M + \ E + . According to (4.2), for any K, K ∈ C A such that K ⊂ K , we have µ K = (µ K ) K . In view of (3.2), this implies that the net (U µ K ) K∈C A is increasing and majorized by U µ . By Theorem 2.1, there is therefore ν ∈ M + such that U µ K ↑ U ν pointwise on R n and µ K → ν vaguely as K ↑ A. The proof is completed by showing that ν = µ A , or equivalently E(ν, λ) = E(µ, λ A ) for any given λ ∈ E + (cf. Definition 3.9). Indeed, according to (3.10) applied to K,
while U λ A is the pointwise limit of the increasing net (U λ K ) K∈C A (see Corollary 3.5). Letting K ↑ A, we obtain the required identity by [3, Chapter IV, Section 1, Theorem 1]. Proof. Since for every λ ∈ E + , U λ A k ↑ U λ A pointwise on R n as k → ∞ (see Remark 3.6), the proof runs as above.
The following result can certainly be extended to a general perfect kernel on a locally compact space, which is, however, outside the scope of this study. 
It follows that the net (µ At ) t∈T is strong Cauchy in E + . Being thus strongly bounded, it is vaguely bounded by [9, Lemma 2.5.1] and, therefore, has a vague cluster point µ 0 ∈ M + according to [3, Chapter III, Section 2, Proposition 9]. On account of the perfectness of the Riesz kernel, this µ 0 is, in fact, a (unique) strong and vague limit of (µ At ) t∈T . Consequently, µ 0 belongs to E + At for every t ∈ T , and hence to E + A , the intersection of E + At over t ∈ T . Thus,
which implies µ 0 = µ A .
The following corollary to Theorem 4.5 will be specified in Theorems 8.6 and 8.7 below. Corollary 4.9. For µ ∈ M + and A arbitrary,
Proof. Since µ K → µ A vaguely as K ↑ A, while the map ν → ν(R n ) is vaguely l.s.c. on M + , it suffices to establish (4.6) for A = K compact. Consider a closed ball B containing K, and the equilibrium measure γ on B; then U γ = 1 on B and U γ 1 on R n [11, Chapter II, Section 3, n • 13]. Therefore,
the former inequality being valid according to (3.2) (cf. Theorem 3.10).
Inner Riesz equilibrium measure. Criteria for its existence
We assume as above that A is an arbitrary proper subset of R n with c α (A) > 0, and denote by Θ A the class of all ν ∈ M + with U ν 1 n.e. on A.
An inner equilibrium measure γ A is certainly unique, and it exists only if Θ A is nonempty. (We shall show in Lemma 5.3 below that the latter can actually be reversed, and so Θ A = ∅ is necessary and sufficient for the existence of γ A .) Lemma 5.2. Assume that c α (A) < ∞. Then γ A exists and, moreover,
This γ A is a unique solution to the problem of minimizing the energy over Θ A ∩E + , and hence it is characterized uniquely within E + by (a) and (c).
Proof. This is obtained from [11, Chapter II, Section 2, n • 7] and [11, Lemma 4.5] . See also [9, Section 4.1].
Lemma 5.3. For A arbitrary, assume that Θ A = ∅. Then γ A exists. Furthermore, it is absolutely continuous and has the properties S(γ A ) ⊂ A and 6 U γ A = 1 n.e. on A, (5.1)
One can introduce a concept of inner balayage for positive α-superharmonic functions on R n , generalizing that by Cartan for α = 2 [6, p. 257], and then U γ A (if γ A exists) will be thought of as an inner balayage of f ≡ 1 to A. Being however mainly concerned with the existence of γ A , we drop this part of the analysis. 6 Relation (5.1) will be specified below (cf. Lemma 6.11 and Theorem 6.6). See also Theorem 7.2, which establishes a detailed description of U γ A and S(γ A ) for A closed.
Proof. Fix ξ ∈ M + with U ξ 1 n.e. on A. Then for any K, K ∈ C A such that K ⊂ K , we have U γ K = U γ K U ξ n.e. on K (cf. Lemma 5.2(c)), and hence γ K -a.e. The domination principle therefore shows that the net (U γ K ) K∈C A is pointwise increasing on R n and majorized by U ξ . According to Theorem 2.1, there exists ν 0 ∈ M + such that U γ K ↑ U ν0 pointwise on R n and γ K → ν 0 vaguely as K ↑ A. Hence, U ν0 1 on R n because U γ K 1 on R n by Lemma 5.2(d).
We claim that U ν0 = 1 n.e. on A, or equivalently n.e. on every K ∈ C A . We thus need to prove c α (E) = 0, where E := {x ∈ K : U ν0 (x) < 1}. But this is obvious in view of the relations E ⊂ E := {x ∈ K : U γ K (x) < 1} and c α (E ) = 0, the latter being seen from Lemma 5.2(c).
Thus, ν 0 ∈ Θ A . We assert that this ν 0 actually serves as an inner equilibrium measure of A. According to Definition 5.1, it is enough to verify that U ν0 U ν on R n for every ν ∈ M + with U ν 1 n.e. on A. Since then U γ K U ν on R n for every K ∈ C A (see above), the required inequality is obtained by letting K ↑ A.
It has thus been proven that γ A := ν 0 exists and satisfies (5.1)-(5.4). Next, it follows from (5.3) that S(γ A ) ⊂ A, M + (A) being vaguely closed. Finally, since the restriction of γ A to any compact subset of R n is of finite energy because of (5.2), γ A is absolutely continuous.
Corollary 5.4. For A closed, assume that there is an absolutely continuous measureγ ∈ M + A with Uγ = 1 n.e. on A. Then γ A exists and, moreover, γ A =γ. Proof. Sinceγ ∈ Θ A , γ A exists according to the preceding lemma. Furthermore, γ A is absolutely continuous, supported by A, and satisfies (5.1). Then necessarily γ A =γ, because any two absolutely continuous measures of the class M + A coincide whenever their potentials are equal n.e. on A (cf. [11, p. 178, Remark] ).
In a particular case where A is Borel, Theorem 5.5 below is [11, Theorem 5.1]. However, [11, Theorem 5 .1] has not been completely justified, because the proof of its necessity part is based on the concept of balayage, introduced in [11, Chapter IV, Section 6, n • 25] by means of the integral representation (1.1) (see the Introduction for details). Applying the theory of inner Riesz balayage, developed in Section 3 above, we fix the gap in [11, Proof of Theorem 5.1] and, moreover, we strengthen [11, Theorem 5.1] to A arbitrary.
Theorem 5.5. For A arbitrary, the following two assertions are equivalent.
(i) There exists an inner equilibrium measure γ A .
Proof. Assuming first that (ii) holds, write γ k := γ A k , where A k := A ∩ R k ; this γ A k exists according to Lemma 5.2. It is seen from Lemma 5.3 that (i) will follow once we establish
To this end, we first observe that U ξ ≡ ∞, or equivalently (cf. (2.1))
Indeed,
the last equality being valid by Lemma 5.2(a); therefore, I < ∞ by (5.5) . The proof of (5.6) is thus reduced to establishing U ξ 1 n.e. on A. Since the sets R k , k ∈ N, are Borel, this follows from U ξ U γ k = 1 n.e. on A ∩ R k by applying Lemma 2.3. Assuming now that γ A exists, we complete the proof by showing 5) ). Since either of these series can be handled in the same manner as the other, we shall establish S 1 < ∞. Write
where the existence of the inner balayage (γ ) A (cf. Definition 3.9) is justified by Theorem 3.10 (compare with [11, Proof of Theorem 5.1]). According to (3.1) (cf. Theorem 3.10), U (γ ) A = U γ n.e. on A , and therefore
Noting that
the last inequality being valid by (2.1), we obtain k∈Nγ A 2k q 2k(n−α) < ∞.
where M ∈ (0, ∞) is independent of k. The proof of this is based on (5.7) and runs in the same manner as in [11, pp. 282-283] .
Remark 5.6. The finiteness of c α (A) is sufficient for the existence of an inner equilibrium measure γ A (cf. Lemma 5.2), but not necessary. This can be seen by comparing Theorem 5.5 with the following assertion. 
Example 5.8. Let n = 3 and α = 2. Define A to be a rotation body
where is given by one of the following three formulae: Then γ A does not exist if is defined by (5.9), γ A exists but c 2 (A) = ∞ if is given by (5.10) (see Figure 1 ), and finally c 2 (A) < ∞ if (5.11) holds. 6 . Wiener type criterion of inner α-irregularity Definition 6.1. A point y ∈ R n is said to be inner α-irregular for A if y ∈ A and ε A y = ε y , where ε A y is the inner balayage of ε y to A (cf. Definition 3.9). All other points of A are said to be inner α-regular for A. Remark 6.2. For every y / ∈ A, ε A y ∈ E + , and therefore ε A y = ε y . Indeed, in view of (3.2) (cf. Theorem 3.10),
Since ε A y (R n ) 1 according to (4.6), E(ε A y ) < ∞ follows. Lemma 6.3. y is inner α-regular for A (if and ) only if
Proof. If y is inner α-regular for A, then (4.1) applied to θ = ε y gives
for every µ ∈ M + , which is our claim.
Let A I consist of all inner α-irregular points for A. Theorem 6.4 (Wiener type criterion). y ∈ A I if and only if
where A k := A ∩ x ∈ R n : q k+1 < |x − y| q k and q ∈ (0, 1). Theorem 6.4 follows directly from Lemmas 6.7-6.9 below. Theorem 6.4 implies, in turn, the next two assertions (see Section 6.2 for the proof of the latter). This is a homeomorphism of R n \ {y} onto itself; furthermore,
It can be extended to a homeomorphism of the one-point compactification R n of R n onto itself such that y and the point at infinity are mapped to each other. In Lemmas 6.7-6.9 below, y ∈ R n is fixed and A * the J y -image of A \ {y}.
Lemma 6.7. Relation (6.2) holds if and only if an inner equilibrium measure γ A * of A * exists.
Proof. Let q ∈ (0, 1) and A k be as in Theorem 6.4. It follows from (6.3) that q −2k |x − z| |x * − z * | q −2k−2 |x − z| for any x, z ∈ A k , and hence, by [11, Remark to Theorem 2.9],
which according to Theorem 5.5 is equivalent to the existence of γ A * .
To each ν ∈ M + with ν({y}) = 0 we assign the Kelvin transform ν * = K y ν = K y (ν) ∈ M + (see [12] or [11, Chapter IV, Section 5, n • 19]) by means of (6.5) dν * (x * ) = |x − y| α−n dν(x), where x * := J y (x) ∈ R n .
Then K y is an involution, i.e. K y (K y ν) = ν, which implies in view of (6.5) (6.6) ν(R n ) = U ν * (y).
Next, combining (6.5) and (6.3) yields
and therefore
for every µ ∈ M + with µ({y}) = 0. Equality (6.8) is obtained by multiplying (6.5) (with µ in place of ν) by (6.7), and then integrating with respect to dµ(x) over R n . Lemma 6.8. Assume γ A * exists. For its Kelvin transform (γ A * ) * = K y γ A * , we have (6.9) (γ A * ) * = ε A y , and hence ε A y is absolutely continuous along with γ A * . Proof. Assume that A y, which certainly involves no loss of generality (cf. Corollary 4.4). Then J y is an order-preserving one-to-one mapping of C A onto C A * . In view of the absolute continuity of inner equilibrium measure (cf. Lemma 5.3), one can consider the Kelvin transforms (γ A * ) * = K y γ A * and (γ K * ) * = K y γ K * for every K * := J y (K) ∈ C A * . It follows from (5.4), applied to A * , and (6.7), applied to each of γ K * and γ A * , that (6.10)
Also observe that (γ K * ) * ∈ E + K , which is seen from (6.8) with µ = ν = γ K * . We begin by establishing (6.11) (γ K * ) * = ε K y for every K ∈ C A . Combining (6.7), applied to γ K * , with (5.1), applied to K * , gives 7 U (γ K * ) * (x) = |x * −y| n−α U γ K * (x * ) = |x * −y| n−α = |x−y| α−n = U εy (x) n.e. on K, which is (4.3) with ξ = (γ K * ) * and µ = ε y . According to Theorem 4.3, (6.11) will follow once we verify that U ξ U (γ K * ) * on R n for any ξ ∈ M + with U ξ U εy n.e. on K.
As seen from the last two displays, the inequality in question holds, indeed, n.e. on K, hence (γ K * ) * -a.e. because (γ K * ) * ∈ E + K , and therefore, by the domination principle, on all of R n , as required.
But, according to Theorem 4.5 with µ = ε y ,
Having now substituted (6.11) into this display, and then compared the relation thus obtained with (6.10), we get (6.9). Lemma 6.9. If γ A * does not exist, then ε A y = ε y , and hence y is inner α-regular for A. 7 Here we have used the fact that for any E ⊂ R n , cα(E) = 0 if and only if cα(E * ) = 0, where E * is the Jy-image of E \ {y} [11, p. 261 ]. This also implies that ν * is absolutely continuous whenever ν is so.
Proof. Assuming γ A * does not exist, we begin by observing that then ε A y ({y}) > 0. Indeed, if not, then the Kelvin transform (ε A y ) * = K y ε A y exists and has the potential equal to 1 n.e. on A * , the latter being seen by applying (3.1) and (6.7) to ε y and ε A y , respectively. Hence, (ε A y ) * ∈ Θ A * , which by Lemma 5.3 (applied to A * ) contradicts our assumption.
We proceed by showing that the relation ε A y ({y}) > 0 thus obtained implies ε A y = ε y . Indeed, if not, then ε A y = cε y + χ, where 0 < c < 1 and χ ∈ M + is a nonzero measure with χ({y}) = 0, the inequality c < 1 being clear from (4.6) applied to ε y . But then
and consequently U χ1 (x) = |x − y| α−n n.e. on A, where χ 1 := χ/(1 − c).
Since χ 1 ({y}) = 0, (6.7) applied to χ 1 yields U (χ1) * = 1 n.e. on A * , and hence (χ 1 ) * ∈ Θ A * , which in view of Lemma 5.3 again contradicts our hypothesis that γ A * does not exist.
Moreover, then (6.9) holds.
Proof. This follows by combining Lemmas 6.8 and 6.9.
6.2. Proof of Theorem 6.6. We shall first establish the following lemma. 4) ). By the Wiener type criterion, this implies that x * := J y (x) is inner α-regular for A * . Hence, by (6.1) applied to ε y ,
Assume that γ A exists. According to Lemma 6.8 with A and A * reversed,
and U γ A (x) = 1 is obtained by combining (6.12) with (6.7), applied to ν = ε A * y .
Write A (k) := A ∩ B(0, k). Theorem 6.6 will be established once we show (6.13) c α A I ∩ A (k) = 0 for every k ∈ N.
By Lemma 6.11 applied to A (k) , U γ A (k) = 1 on A (k) \ A Assuming that A is closed and γ A exists, we provide in Theorem 7.2 below a detailed description of U γ A and S(γ A ). While doing this, we can assume without any loss of generality that A =Ȃ. Indeed,Ȃ is closed along with A. Furthermore, since c α (A \Ȃ) = 0, γ A serves simultaneously as γȂ, and also A I = (Ȃ) I . Proof. For A compact, ∆ is, in fact, the (unique) unbounded connected component of A c . For A noncompact, fix any y ∈ A c and consider the J y -image K y of Cl R n A.
Since γ A exists, Theorem 6.10 with A and A * reversed shows that y is a 2-irregular point of K y . By [4, Chapter VIII, Section 6, Remark], there is therefore a unique connected component D of the (open) set K c y such that y is 2-irregular for D c , and the J y -image ∆ of this D is as claimed.
Theorem 7.2. In the above mentioned hypotheses and notation, (5.1) and (5.2) can be specified as follows: if α < 2, then
Furthermore,
Proof. Assume first that α < 2. Noting that (7.1) has been established in Lemma 6.11, we first prove
Suppose that this fails for some x 0 ∈ S(γ A ) c . Then, according to (5.2),
Chapter I, Section 6, n • 20] and continuous on B(x 0 , ε), we conclude from (5.2) and (7.7) with the aid of [11, Theorem 1.28] that U γ A = 1 a.e. on R n . By the definition of α-superharmonicity, this yields U γ A = 1 on R n . Hence, γ A serves as an inner equilibrium measure on the whole of R n , which is impossible (e.g. by Theorem 5.5).
To prove the former equality in (7.5), suppose to the contrary that there is x 1 ∈ A such that x 1 ∈ S(γ A ), and consider an open neighborhood V ⊂ S(γ A ) c of x 1 . In view of (7.6), U γ A < 1 on V . On the other hand, since c α (V ∩A) > 0 because of the assumption A =Ȃ, we see from (5.1) that U γ A (x 2 ) = 1 for some x 2 ∈ V ∩ A. The contradiction obtained shows that, indeed, S(γ A ) = A. Substituting this equality into (7.6) establishes (7.2) .
In the rest of the proof, α = 2. We first establish (7.4) and the latter relation in (7.5) for γÃ in place of γ A . (Relation (7.3) with γÃ in place of γ A holds according to Lemma 6.11.) Suppose that (7.4) fails for some x 3 ∈Ã c . By (5.2) applied tõ A, then the function U γÃ takes its maximum value 1 at x 3 , and hence everywhere onÃ c , U γÃ being harmonic on the domainÃ c . This combined with (5.1) gives U γÃ = 1 n.e. on R n , which is impossible (e.g. by Theorem 5.5).
By use of [11, Theorem 1.12], we observe from (5.1) applied toÃ that the restriction of γÃ to the interior ofÃ equals 0, and so S(γÃ) ⊂ ∂Ã. For the converse, suppose to the contrary that there is x 4 ∈ ∂Ã such that x 4 / ∈ S(γÃ). Choose an open neighborhood V 1 of x 4 so that V 1 ∩ S(γÃ) = ∅. Since c 2 (V 1 ∩Ã) > 0, U γÃ takes the value 1 at some point in V 1 , and hence everywhere on V 1 , again by the maximum principle. This contradicts (7.4) .
The proof is completed by noting that γ A = γÃ. Indeed, as ∂Ã ⊂ A ⊂Ã, both γ A and γÃ are supported by A and have the potentials equal to 1 n.e. on A. Being absolutely continuous by Lemma 5.3, these measures must be equal according to Corollary 5.4.
Integral representation of inner swept measure and applications
Throughout this section we assume that Ω := A c = ∅. 
According to [3, Chapter V, Section 3, Proposition 1], this identity remains valid when f is allowed to be any positive l.s.c. function on R n . For given x ∈ R n we apply this to f (z) = |x − z| α−n , z ∈ R n :
To establish (1.1), it remains to show that ν = µ A , or equivalently (cf. Definition 3.9) E(ν, λ) = E(µ, λ A ) for every λ ∈ E + . Applying (3.10) with µ = ε y and (8.1), we get by Fubini's theorem
which is the required identity. 
8.2.
Description of support of inner swept measure. Let A be closed and µ ∈ M + Ω . To establish a description of S(µ A ), we assume that A coincides with its reduced kernelȂ, while µ is carried by a connected component Ω 0 of Ω. This involves no loss of generality, which is seen from (3.14) and (4.5) (with A =Ȃ).
Theorem 8.5. Under these hypotheses,
Proof. For any y ∈ Ω 0 , we denote K y the J y -image of Cl R n A, and γ Ky the equilibrium measure on the (compact) set K y . Since the J y -image of any E ⊂ A with c α (E) = 0 has again zero inner capacity (cf. footnote 7), K y coincides with its reduced kernel. Thus, S(γ Ky ) = K y for α < 2, while for α = 2, S(γ Ky ) coincides with the outer boundary of K y , that is, the boundary of the unbounded connected component of K c y (see (7.5) or [11, Chapter II, Section 3, n • 13]). Having now applied the integral representation (1.1) (which holds under the stated hypotheses, see Theorem 8.2) and the fact that for every y ∈ Ω 0 , ε A y is the Kelvin transform of γ Ky (see Lemma 6.8), we obtain (8.2).
8.3.
Further criteria for the existence of inner equilibrium measure. Finally, we provide necessary and sufficient conditions for the existence of γ A , given in terms of µ A (R n ) with µ suitably chosen. Since γ A and γȂ exist or do not exist simultaneously, we can certainly assume that A =Ȃ. Theorem 8.6. γ A exists if there is a measure µ ∈ M + Ω with
Proof. Assume that (8.3) holds for some µ ∈ M + Ω , and suppose, to the contrary, γ A does not exist. Fix y ∈ Ω and consider the J y -image A * of A; then, according to Lemma 6.9 with A and A * reversed, y is inner α-regular for A * . According to Lemma 6.11, this gives (8.4) U γ A * (y) = 1.
(Note that an inner equilibrium measure γ A * exists, A * being relatively compact.) On the other hand, for the Kelvin transform (γ A * ) * = K y γ A * of γ A * , we have according to Lemma 6.8
(γ A * ) * = ε A y . Therefore, having applied (6.6) to ν = ε A y , we get in view of (8.4) ε A y (R n ) = U γ A * (y) = 1.
Substituting this now into (1. Proof. In view of Theorem 8.6, it is enough to establish the latter part of the theorem. Assume γ A exists and fix any nonzero µ ∈ M + Ωα . By (7.2) and (7.4),
Since both γ A and µ A are absolutely continuous (see Lemma 5.3 and Corollary 8.3, respectively) and supported by A, we obtain from (5.1), (3.1), and (8.5)
which is (8.3).
Example 8.8. Let n = 3, α = 2, and let A be a rotation body defined by (5.8) .
Then µ A (R 3 ) = µ(R 3 ) for every µ ∈ M + A c , provided that in (5.8) is given by (5.9), and µ A (R 3 ) < µ(R 3 ) for every nonzero µ ∈ M + A c whenever (5.10) or (5.11) holds (see Figure 1 ). This follows by combining Theorems 8.6, 8.7 and Corollary 4.9 with Example 5.8.
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