Abstract. This paper presents a process algebra for distributed systems in which some actions may take precedence over others. In contrast with existing approaches to priorities, our algebra only allows actions to preempt others at the same location" and therefore captures a notion of localized p r ecedence. Using Park's and Milner's notion of strong bisimulation as a basis, we develop a behavioral congruence and axiomatize it for nite processes; we also derive an associated observational congruence. Simple examples highlight the utility of the theory.
Introduction
Process algebras 11, 13 provide widely studied frameworks for modeling and verifying concurrent systems 9 . Such theories typically consist of a simple language with a well-de ned operational semantics given in terms of labeled transition systems; a behavioral equivalence is then used to relate implementations and speci cations, which are both given as terms in the language. In order to facilitate compositional reasoning, in which systems are veri ed on the basis of the behavior of their components, researchers have devoted great attention to the de nition of behavioral congruences, which allow the substitution of equals for equals" inside larger systems. Traditional process algebras focus on modeling the potential nondeterminism that concurrent processes may exhibit; approaches have also been suggested for introducing sensitivity to other aspects of system behavior, including priority 1, 2 , 4 , 5 , 6 , 1 2 , 1 5 and true concurrency 3, 14 . The latter work presents theories in which parallelism is treated as a primitive notion that is not reducible to nondeterminism, while the former enables the modeling of systems in which some system transitions e.g. interrupts may take precedence over others.
In this paper, we develop an algebraic theory of action priority for distributed systems. As in existing work, our aim is to model systems in which some transitions have precedence over others. Our point of departure is that the priority scheme should be localized within individual sites in the system; actions should only be able to pre-empt actions being performed at the same location." This constraint re ects an essential intuition about distributed systems, which is that the execution of a process on one processor should not a ect the behavior of a process on another processor unless the designer explicitly builds in an interaction e.g. synchronization between them. Technically, we begin with a theory of priority that includes a notion of global precedence 6, 1 5 and show h o w its semantics may be altered using ideas from true concurrency 3 to localize capabilities for pre-emption. We then de ne a strong congruence for this language, axiomatize it for nite processes, and derive an observational congruence along the lines of 13 .
Organization of the Paper. In the next section we present a generic example illustrating the need for local pre-emption in modeling systems. The following three sections present our language and derive the technical results discussed above, while Sect. 6 presents an example showing the application of our theory. Sect. 7 discusses related work, and the last section presents our conclusions and directions for future work. Due to space constraints we refer the reader to 7 for the proofs of our main theorems. The example depicted in Fig. 1 motivates the need for considering a local notion of pre-emption when dealing with priorities in distributed systems. It consists of two sites, Site1 and Site2, e.g. two computers, that are connected via the network Network. Each site runs an application, Application1 and Application2, respectively, which m a y send or receive information from the application at the other site via its interrupt-handler, Handler1 or Handler2. A handler delivers the message to the network or receives a message for its site from the network and noti es the application by sending an interrupt. Now, we h a ve the following intuitive requirements which the semantics of our language CCS prio should satisfy in order to re ect the behavior of the system correctly. First, an interrupt of a handler should pre-empt the normal work of the application at its site, i.e. the application should immediately respond to an interrupt request. Second, both sites should be able to perform internal computations that are local to their site without interference from the other site. In particular, internal activities of Handler1 should not pre-empt those of Handler2, and vice versa. While traditional process-algebraic treatments 6, 1 5 of priority satisfy the rst requirement, they typically violate the second, since they allow Application1 to pre-empt Application2 if the former has higher priority, e v en though they are running on di erent sites. In general, one would expect priorities at di erent sites to be incomparable. The semantics given in 6, 15 , however, do not permit this distinction to be made; the net e ect is that some computations that one would expect to nd in a distributed system are improperly suppressed. We propose to remedy this shortcoming in this paper by i n troducing a notion of local pre-emption.
Motivating Example

Syntax and Semantics of CCS prio
In this section we de ne the syntax and semantics of our language CCS prio , which is based on CCS 13 .
Syntax of CCS prio
The syntax of CCS prio di ers from CCS in the structure of the action set which exhibits a priority s c heme. For the sake of simplicity, w e restrict ourselves to a two-level priority s c heme. However, all results presented in this paper can be generalized to multi-level priority s c hemes in a straightforward fashion. Intuitively, actions represent potential synchronizations that a process may be willing to engage in with its environment. Given a choice between a synchronization on a high priority action and one on a low priority action, a process should choose the former.
Formally, let be a countable set of action labels, not including the internal or silent action . F or every input action a 2 , there exists a complementary action a , the corresponding output action. Let = df fa j a 2 g , and let us denote the set of all actions f g , where = 2 , by A . Intuitively, an action indicates that a process is willing to perform a synchronization on the port associated with the action name, i.e. action a means that the process wants to receive a message from port a whereas a means that the process wants to send a message via port a . The action represents either an internal action of a process or the synchronization of two processes on some port in order to communicate with each other. Finally, w e let a ; b ; : : : range over and ; ; : : : over A . In order to de ne prioritized actions, let be a countable set of prioritized action labels disjoint from . Then A = df f g is the set of prioritized actions, where is the prioritized internal or silent action. We use A = df A A to denote the set of all actions. Intuitively, prioritized actions are considered to be names for important" channels. Therefore, communications on a prioritized action should be preferred over communications on unprioritized actions. In the remainder of the paper, let a; b ; : : : range over , the symbols ; ; : : : over A , and ; over A . Additionally, we extend by = , and if L A n f ; g then L = df f j 2 Lg . A mapping f on A is a relabeling if f preserves priorities i.e. f and f , is such that the set f j f 6 = g is nite, and satis es the following: fa = fa fa = fa , f = , and f = .
The syntax of our language is de ned by the BNF P ::= 0 j : Pj P + P j PjP j P f j P n L j C def = P where f is a relabeling, L A n f ; g, and C is a process constant. We use the standard de nitions for sort of a process, free and bound variables, open and closed terms, guarded recursion, and contexts. W e refer to closed and guarded terms as processes and denote syntactic equality by . Let P ; Q ; R ; : : : range over the set P of processes.
Locations
We n o w i n troduce the notion of location, which will be used in the next section in the operational semantics for CCS prio as a basis for deciding when one transition pre-empts another. Intuitively, a location is a string representing the address" of a subterm inside a larger term; when a system performs an action, our semantics will also note the location of the subterm that generates" this action. Our account of locations closely follows that of 14 .
Formally, let A loc = df fL; R; l; rg be the location alphabet, and let Loc denote the set of all words over A loc concatenated with the special symbol to the left, i.e. Loc is the set of all locations. As usual, denotes the concatenation operator as e.g. in L l 2 L oc . As mentioned in the introduction, we w ant to adopt the view that processes on di erent sides of the parallel operator are logically executed on di erent processors, i.e. at di erent locations. Thus, priorities on di erent sides of the parallel operator are distributed and, therefore, should be incomparable. However, processes on di erent sides of the summation operator, which models nondeterministic choice, are scheduled on a single processor, i.e. they should be comparable. We formalize this intuition in the following comparability relation on locations which is adapted from 10 .
1. v l;w r 2 . , and 2. v;w 2 . implies v ;w 2 . for 2 A loc . We write v . w instead of v;w 2 . . Note that the comparability relation is not transitive, e.g. we h a ve L l . r and r . R l but L l 6 . R l since L 6 . R . Considering our example a:0 j b:0 + c:0 above, the locations of the actions a and c and the locations of the actions b and c are comparable since they are just on di erent sides of the summation operator. In contrast, the locations of the actions a and b are incomparable since they are on di erent sides of the parallel operator.
In the following, let m ; n ; o ; : : : range over Loc and let m denote the set fo 2 Loc j o . m g . Moreover, we close Loc with respect to pairing; that is, if m; n 2 L oc then we let hm; ni 2 L oc also. Allowing pairs of locations is necessary because communications in a CCS-based framework take place between two processes o ering complementary actions. The result of a communication is an internal action which is assigned with the two locations of the complementary actions. Finally, we de ne hm; ni = df hm ;n i and hm; ni = df m n where m; n 2 L oc and 2 A loc .
Semantics of CCS prio
The operational semantics of a CCS prio process P 2 P is given by a labeled transition system hP; A; ,!; P i where P is the set of states, A the alphabet, ,! the transition relation, and P the start state. The transition relation ,! P Loc A P is de ned in Table 2 using Plotkin-style operational rules.
We write P m;
,,! P 0 instead of hP; m; ; P 0 i 2 , !. W e s a y that P may engage in action o ered f r om location m and thereafter behaves like process P 0 . Moreover, if 2 A then we abbreviate P m;
,,! P 0 by P , ! P 0 since it turns out that the location m is not important when reasoning about prioritized transitions, i.e.
transitions labeled by a prioritized action. The presentation of the operational rules requires prioritized initial action sets which are de ned as the least relations satisfying the rules in Table 1 . Table 1 . Initial action sets I m C = df I m P where C def = P I :P = df f g I ml P + Q = df I m P I nr P + Q = df I n Q I m P f = df ff j 2 I m P g I m P n L = df I m P n L L I mL P jQ = df I m P I nR P jQ = df I n Q I hmL;nRi P jQ = df I m P I n Q f j II m P II n Q 6 = ;g The process P + Q may behave like process P Q if Q P does not preempt unprioritized actions by performing a -action. Note that priorities arising from di erent sides of the summation operator are comparable. The restriction operator nL prohibits the execution of actions in L L . Thus, the restriction operator permits the scoping of actions. P f behaves exactly as the process P where the actions are renamed with respect to the relabeling f . The process PjQ stands for the parallel composition of P and Q according to an interleaving semantics with synchronized c ommunication on complementary actions resulting in the internal action or . Since locations on di erent sides of a parallel operator are incomparable, 's arising from a location of P Q cannot pre-empt the execution of an action, even an unprioritized one, of Q P . Only if P Q engages in a prioritized synchronization with Q P can unprioritized actions of P and Q be pre-empted. Finally, C def = P denotes a constant de nition, i.e. C is a recursively de ned process which behaves as a distinguished solution of the equation C = P . ,,!P 0 P + Q ml;
,,, In this section we present a n equivalence relation for CCS prio processes that is based on bisimulation 17 . Our aim is to characterize the largest congruence contained in the naive" adaption of strong bisimulation 13 to our framework.
De nition 2 Naive Prioritized Strong Bisimulation. A symmetric relation R P P is called naive prioritized strong bisimulation if for every hP;Qi 2 R , 2 A , and m 2 L oc the following condition holds.
,,! P 0 implies 9Q 0 ; n : Q n;
,,! Q 0 and hP 0 ; Q 0 i 2 R :
We write P ' Q if there exists a naive prioritized strong bisimulation R such that hP;Qi 2 R .
It is straightforward to establish that ' is the largest naive prioritized strong bisimulation and that ' is an equivalence relation. Unfortunately, ' is not a congruence, which is a necessary requirement for an equivalence to be suitable for compositional reasoning. The lack of compositionality is demonstrated by the following example, which presents the traditional view of process algebras Thus, in order to nd the largest congruence relation ' + contained in ' we have t o t a k e the local pre-emption of processes into account. In the following, we de ne prioritized strong bisimulation ' + , which is indeed the largest congruence contained in '. De nition 3 Prioritized Strong Bisimulation. A symmetric relation R P P is a prioritized strong bisimulation if for every hP;Qi 2 R , 2 A , 2 A , and m 2 L oc the following conditions hold.
1. P , ! P 0 implies 9Q 0 : Q , ! Q 0 and hP 0 ; Q 0 i 2 R .
P m;
,,! P 0 implies 9Q 0 ; n : Q n; ,,! Q 0 ; II n Q II m P ; and hP 0 ; Q 0 i 2 R . We write P ' + Q if there exists a prioritized strong bisimulation R such that hP;Qi 2 R . The di erence between this de nition and the de nition of ' is the additional requirement concerning the initial action sets, parameterized with the appropriate locations, in the condition for unprioritized transitions. Intuitively, the prioritized initial action set of a process with respect to some location, and not the location itself, is a measure of the pre-emptive p o wer of the process relative to that location. Thus, the second condition of De nition 3 states that an unprioritized action from some location m of the process P has to be matched by the same action from some location n of Q and that the pre-emptive p o wer of Q with respect to n is at most as strong as the pre-emptive p o wer of P with respect to m . Axiomatization of ' + In this section we give an axiomatization of ' + for nite processes, i.e. processes that do not contain recursion. In order to develop the axiomatization, we add a new, binary summation operator to the process algebra CCS prio . This operator is called distributed summation and needed for giving an expansion axiom cf. Axiom E. Its semantics is similar to + except that priorities on di erent sides of the operator are considered as incomparable.
De nition 6 Distributed Summation. The semantics of the new binary operator on processes is de ned by the following operational rules. Now, we turn to the axiom system for prioritized strong bisimulation. We writè P = Q if P can be rewritten to Q using the axioms in the Tables 3 and 4. Axioms S2 and S3 involve side conditions. The relation v i is the precongruence on nite processes generated from the axioms iC1, iC2, and iC3 using the laws of inequational reasoning. The axioms in Table 3 are basically those presented in 6 augmented with the corresponding axioms for the incomparable summation operator. Moreover, the expansion axiom has been adapted for our Table 4 are new and show h o w w e m a y restructure" locations. They deal with the distributivity of the summation operators Axioms D1, D2, and D3, the interchangeability of the summation operators Axioms Ic1 and Ic2, and the saturation of locations Axioms S1, S2, and S3, respectively.
Lemma7. Let`P v i Q for some processes P;Q 2 P . Then, IIP IIQ holds. Moreover, 2 IP if and only if 2 IQ . We write`P = i Q i `P v i Q and`Q v i P . Considering the meaning of the side conditions as made precise in Lemma 7, it is immediately clear that the Axioms S2 and S3 are sound. In order to prove our axiomatization complete, we i n troduce a notion of normal form of processes that is based on the following de nition.
De nition 8 Summation Form. A process P 2 P is in summation form if it has the form P L m i=1 P ni j=1 ij :P ij where m; n i 2 N and the processes P ij are again in summation form. Per de nition, 0 is in summation form.
Intuitively, P is distributed throughout m incomparable locations which themselves consist of n i comparable locations, 1 i m . N o w, we are able to de ne normal forms.
De nition 9 Normal Form. Let P L m i=1 P ni j=1 ij :P ij be in summation form. We de ne i = df f ij j 1 j n i g A . The process P is said to be in normal form if the following properties hold. 4. i 6 = k implies i 6 = k . 5. ij :P ij kl :P kl , ij 2 A , and i 6 = k imply i 6 j . Proposition 10. If P is a nite process, then there exists a normal form N such that`N = P .
Rewriting a process in its normal form requires restructuring its locations. After this is done, standard techniques used in CCS cf. 13 can be applied in order to show our axiomatization complete.
Theorem 11 Soundness & Completeness. For nite processes P;Q2 P we have`P = Q if and only if P ' + Q .
Prioritized Observational Congruence
The behavioral congruence developed in the previous section is too strong for verifying systems in practice, as it requires that two equivalent terms match each other's transitions exactly, e v en those labeled by i n ternal actions. In this section we remedy this problem by developing a semantic congruence that abstracts away from internal transitions. Our approach follows the lines of 15, 1 3 . We start o with the de nition of a naive prioritized weak bisimulation which abstracts from internal actions. This relation is an adaption of observational equivalence 13 .
De nition 12 Naive W eak Transition Relation. We de ne: 1.^ = df if 2 f ; g and^ = df , otherwise. ,,!P 0 implies 9Q 0 ; n : Q n;^ = Q 0 and hP 0 ; Q 0 i 2 R : We write P Q if there exists a naive prioritized weak bisimulation R such that hP;Qi 2 R . It is fairly easy to see that is not a congruence for CCS prio . On the other hand, it re ects an intuitive approach t o abstracting away from internal computation, and consequently we devote the rest of this section to characterizing the largest congruence contained in this relation. To do so, we rst rede ne the weak transition relation as follows.
De nition 14 Prioritized Weak Transition Relation. For L; M A n f g we de ne the following notations. ,! L P 0 means that P can evolve t o P 0 by performing action from location m and the pre-emptive p o wer of P at location m is at most L . Recall that the prioritized initial action set of a process with respect to a location is a measure of its pre-emptive p o wer. Actually, there are two slightly di erent views of pre-emption which are encoded in the sets L and M in the de nition of P m; = L;M P 0 , respectively. Whereas L is concerned with the in uence of the environment, i.e. a parallel context, on actions performed on the path from P to P 000 , the set M re ects the impact of P 00 on potential synchronization partners cf. Rule Com3. Note that the de nition of P = L P 0 corresponds with our intuition that internal actions, and, therefore, their locations are unobservable. Additionally, a parallel context of P is not in uenced by i n ternal actions performed by P since priorities arising from di erent sides of the parallel operator are incomparable. Therefore, the parameter M is unnecessary in the de nition of the relation In contrast to 15 , the summation x presented in 13 is not su cient in order to achieve a congruence relation. E.g., let C def = :D and D def = : C. Now 
Example
In this section we demonstrate the utility o f CCS prio for the veri cation of distributed systems using an example involving an architecture scheme found in many o f t o d a y's computers. Our example system consists of an application which receives and writes data from two memory benches cf. Fig. 2 , left hand side. In order to improve the e ciency in a computer system each bench is connected to a direct-memoryaccess DMA controller. To o vercome the low speed of most memory modules, the application Appl works alternately with each memory bench. We model Appl in CCS prio by Appl def = fetch1:fetch2:Appl . Each memory bench Bench1 and Bench2 is continuously able to serve the application or to allow the external DMA controller to access the memory via the channel dma. H o wever, if a memory bench has to decide between both activities, then it chooses the former since the progress of the application is considered as more important. Consequently, w e de ne Bench1 def = fetch1:Bench1 + dma:Bench1 and Bench2 def = fetch2:Bench2 + dma:Bench2 . The overall system Sys is given by Sys def = Appl j Bench1 jBench2n ffetch1; fetch2g . Since the application uses the memory cells alternately, the DMA is expected to be allowed to access the free memory bench. Therefore, the speci cation is simply Spec def = dma:Spec . The CCS prio semantics of Sys is given in Fig. 2, right An extension of CCS 13 with priorities has been proposed in 6 , where priorities are assigned to actions in a globally dynamic way, i.e. in one state of a system action may h a ve priority o ver action while the situation may b e converse in another state of the system. For that process algebra a complete semantic theory has been developed in an analogous fashion to 13 which includes congruences based on strong and weak bisimulation and their axiomatic characterizations 15 .
Our process algebra CCS prio is based on the approach in 6, 15 , where we adopt all design decisions except the notion of global pre-emption. Therefore, CCS prio has the following characteristics. Only transitions labeled by complementary actions with the same priority may engage in a synchronization. As in 6 , we consider actions with di erent priorities as di erent channels. This is su cient for most cases occurring in practice 8 and avoids that priorities values have to be adjusted in case of communication cf. 4, 10 . The strong relation of CCS prio to the process algebra proposed in 6, 15 can be made precise by the following fact. If we globalize pre-emption in our framework by de ning m = df Loc for all m 2 L oc , our operational semantics and our behavioral relations reduce to the corresponding notions presented in 6, 15 .
For a comparison with our work it is of importance that all the above mentioned traditional approaches are provided with a semantics which deals with global pre-emption. In contrast, we consider a notion of local pre-emption. This idea is also presented in 10 , where a CSP-based language is extended with priorities. However, this process algebra su ers from a complicated semantics, especially for the hiding operator. The authors only conjecture that their strong bisimulation is a congruence. They do not provide an axiomatization for their equivalence and do not present a theory for observational congruence. Also Prasad's Calculus of Broadcasting Systems with Priorities PCBS 18 deals with a distributed notion of priorities. For PCBS a nice semantic theory based on bisimulation has been developed. However, our process algebra CCS prio is concerned with a di erent model for communication.
We close this section with some remarks about our notion of strong and weak bisimulation. Since our semantic theory re ects local pre-emption, locations are implicitly occurring in our semantic equivalences. However, in contrast to 3 locations are not explicitly considered in our bisimulations. Our objective i s n o t to observe locations but to observe local pre-emption which is necessary for causal reasoning in process algebras with priorities.
Conclusions and Future Work
In this paper we have presented a process algebra, CCS prio , with distributed priorities. The key idea for this algebra is to take the distribution of the considered system into account for de ning a notion of local pre-emption. We h a ve developed a semantic theory for this algebra and have shown its suitability b y an example. However, it remains to show h o w our prioritized bisimulations can be computed before implementing CCS prio in an automated veri cation tool 9 . In order to apply standard algorithms 16 the bisimulations have to be characterized using a transition relation that is not parameterized with prioritized initial action sets. Moreover, we i n tend to axiomatize prioritized observational congruence.
