Consider the problem of sequential sampling from m statistical populations to maximize the expected sum of outcomes in the long run. Under suitable assumptions on the unknown parameters g ⌰, it is shown that there exists a class C of n UF Policies in C are specified via easily computable indices, defined as unique R Ž . solutions to dual problems that arise naturally from the functional form of M . In addition, the assumptions are verified for populations specified by nonparametric discrete univariate distributions with finite support. In the case of normal populations with unknown means and variances, we leave as an open problem the verification of one assumption. ᮊ 1996 Academic Press, Inc. objective is to determine an adaptive rule for sampling from the m populations so as to maximize the sum of realized rewards S s X q n 0 X q иии qX nªϱ, where X is Y if at time t population a is 1 ny1 t a k sampled for the kth time. w x In their paper 25 on this problem, Lai and Robbins give a method for constructing adaptive allocation policies that converge fast to an optimal one under complete information and possess the remarkable property that Ž . their finite horizon expected loss due to ignorance ''regret'' attains, asymptotically, a minimum value. The analysis was based on a theorem Ž . Theorem 1 establishing the existence of an asymptotic lower bound for the regret of any policy in a certain class of candidate policies; see UF policies below. The knowledge of the functional form of this lower bound was used to construct, via suitably defined ''upper confidence bounds'' for the sample means of each population, adaptive allocation policies that attain it.
The assumptions that they made for the partial information model restricted the applicability of the method to the case in which each population is specified by a density that depends on a single unknown parameter, as is the case of a single parameter exponential family.
Ž . The contributions in this paper are the following. a It is shown that Theorem 1 holds, under no parametric assumptions, for a suitable unique Ž . extension of the coefficient in the lower bound; see Theorem 1 1 , below. Ž . b We give the explicit form of a new set of indices that are defined as the unique solutions to dual problems that arise naturally from the definition Ž . Ž . of the new lower bound. c We give sufficient conditions under which the adaptive allocation policies that are defined by these indices possess Ž . Ž . the optimality properties of Theorem 1 2 , below. d We show that the sufficient conditions hold for an arbitrary nonparametric, discrete, univari-Ž . ate distribution. e We discuss the problem of normal populations with unknown variance, where we leave as an open problem the verification of one sufficient condition.
We first discovered the form of the indices used in this paper when we employed the dynamic programming approach to study a Bayes version of w x this problem 6, 7 . The ideas involved in the present paper are a natural w x w x extension of 25 ; they are essentially a simplification of work in 8 on dynamic programming. w x Our work is related to that of 33 , which obtained adaptive policies with Ž . regret of order O log n , as in our Theorem 1, for general nonparametric models, under appropriate assumptions on the rate of convergence of the estimates. will be denoted by Y Y , B B and the probability measure on B B will Ž n.
Ž . be denoted by P and will be abbreviated as P , where s , . . . , Ž generates a probability measure on F F that will be denoted by P cf. Ž . Let V s E Ý X and V s n* denote respectively the n ts0 t n expected total reward during the first n periods under policy and the optimal n-horizon reward which would be achieved if the true value Ž . Ž . Ž . were known to the experimenter. Let R s V y V represent n n n the loss or regret, due to partial information, when policy is used; Ž . maximization of V with respect to is equivalent to minimization of
In general it is not possible to find an adaptive policy that minimizes Ž .
.
policies . Note that according to this definition a UM policy has maximum rate of convergence only for those values of the parameter space for
the classes of UC, UF, UM policies, respectively.
THE MAIN THEOREM

Ž .
We start by giving the explicit form of the indices U which define a a k class of adaptive policies that will be shown to be UM under conditions
Ž . Given the history and the statistics T a , s for , define the
ratio of the form log krj, the latter is equal to ϱ.
Ž . Ž . Note also that U is a function of k, T a , and only and that 
This type of duality is well known in finance 32, p. 113 .
Furthermore, when the supremum in u , log krT a is attained at
Ž . a a ª0 a a sϱ.ˆk
To see the significance of condition A1 consider the next examples. 
From the continuity of I , and, hence, of J , ; in , it
a a a a a Ž . be written in the form below, as required for the proof of Proposition 2 a :
for the proof of Proposition 2 b .
Let C denote the class of policies which in every period select any
. action with the largest index value U s u , log krT a . We can a k a a k now state the following theorem.
2 If conditions A1 , A2 , and A3 hold and Ž . For part 2b , note first that Ž . Ž . with M ) 0, the rate of convergence of V to * is the maxin Ž . mum among all policies in C : C : C, and is equal to M log nrn. S rb converges a.s. P to and
n a n ª ϱ w x Proof. The proof is an adaptation of the proof of Theorem 1 in 25 for Ž . the constant K . Form the Markov inequality it follows that
ž / n a n a Ž . Thus, to show 3.7 , it suffices to show that
Fix such a ␦ ) 0 and , let I s I , , and define the sets A [ a a a n ÄŽ .
Ž . We will show that P A s P A C q P A C s o 1 , as n ª ϱ, n n n n n
The first inequality follows from the observation that on C l T a s n n
also that e Ž1y␦ r2.log n s n 1y ␦ r2 . The third relation is the Markov inequality Ž .. and the fourth is due to Remark 7 a above. 
To complete the proof of 3.8 , it suffices to notice that the choices of
To facilitate the proof of the Proposition 2 below we introduce some notation and state a remark.
ÄFor any ⑀ ) 0, let lim lim E T a, rlog n F 1rK , if agB , 3.9 
For the first inequality, we have used an immediate consequence of the Ž . Ž . ''duality'' relations of Remark 2 c with z s * y , which imply that . : 
Ž . The proof of c follows from a and b when we let ª 0, since 
Discrete Distributions with Finite Support
Assume that the observations Y from population a follow a univariate which, in this case, is a problem of maximization of a linear function subject to a constraint with convex level sets and a linear constraint; hence,
Ž . In Proposition 3 below, it is shown that Conditions A1 , A2 , and A3 are satisfied for estimators defined from the observations from population Ž . a. Given with T a s t define:
ygS a
In the proof of Proposition 3 we make use of the following quantities and properties:
y Ý log q . s t f a ; q , q .
Ž .
Ž . 
follows from the definition of p that for any ) 0 there exists t G 1 a, y 0 such that
Since ⌰ is subset of a compact set, for any ␦ ) 0 there exists M -ϱ and 
Ž . a finite collection of vectors q g ⌰ , and neighborhoods
where the first inequality follows from the Markov inequality, the second Ž . 
Normal Distributions with Unknown Variance
Assume that Y are normally distributed with unknown mean and 
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