Abstract There has been a large increase in the amount of work on hierarchical lowrank approximation methods, where the interest is shared by multiple communities that previously did not intersect. This objective of this article is two-fold; to provide a thorough review of the recent advancements in this field from both analytical and algebraic perspectives, and to present a comparative benchmark of two highly optimized implementations of contrasting methods for some simple yet representative test cases. We categorize the recent advances in this field from the perspective of compute-memory tradeoff, which has not been considered in much detail in this area. Benchmark tests reveal that there is a large difference in the memory consumption and performance between the different methods.
Introduction
The fast multipole method (FMM) was originally developed as an algorithm to bring down the O(N 2 ) complexity of the direct N-body problem to O(N) by approximating the hierarchically decomposed far field with multipole/local expansions. In its original form, the applicability of FMM is limited to problems that have a Green's function solution, for which the multipole/local expansions can be calculated analytically. Their function is also limited to matrix-vector multiplications, in contrast to the algebraic variants that can perform matrix-matrix multiplication and factorizations. However, these restrictions no longer apply to the FMM since the kernel independent FMM [101] does not require a Green's function, and inverse FMM [2] can be used as the inverse operator instead of the forward mat-vec. Therefore the FMM can be used for a wide range of scientific applications, which can be broadly classified into elliptic partial differential equations (PDE) and kernel summation. Integral form of elliptic PDEs can be further categorized into boundary integrals for homogeneous problems, discrete volume integrals, and continuous volume integrals.
Scientific applications of FMM for boundary integrals include acoustics [95, 57] , biomolecular electrostatics [103] , electromagnetics [33, 41] , fluid dynamics for Euler [94] and Stokes [86] flows, geomechanics [90] , and seismology [21, 93] . Application areas of FMM for discrete volume integrals are astrophysics [14] , Brownian dynamics [73] , classical molecular dynamics [82] , density functional theory [88] , vortex dynamics [104] , and force directed graph layout [105] . FMM for continuous volume integrals have been used to solve Schrödinger [106] and Stokes [77] equations. More generalized forms of FMM can be used as fast kernel summation for Bayesian inversion [3] , Kalman filtering [72] , Machine learning [47, 70] , and radial basis function interpolation [52] .
All of these applications have in common the key feature that they are global problems where the calculation at every location depends on the values everywhere else. Elliptic PDEs that represent a state of equilibrium, many iterations with global inner products for their solution, dense matrices in boundary integral problems, allto-all interaction in N-body problems, and kernel summations with global support are all different manifestations of the same source of global data dependency. Due to this global data dependency, their concurrent execution on future computer architectures with heterogeneous and deep memory hierarchy is one of the main challenges of exascale computing. For global problems that require uniform resolution, FFT is often the method of choice, despite its suboptimal communication costs. The methods we describe here have an advantage for global problems that require nonuniform resolution. For such non-uniform global problems multigrid methods are known to do quite well. Whether the reduced synchronization and increased arithmetic intensity of the FMM will become advantageous compared to multigrid on future architectures is something that is yet to be determined.
Many of the original FMM researchers have now moved on to develop algebraic variants of FMM, such as H -matrix [53] , H 2 -matrix [54] , hierarchically semiseprable (HSS) [24] , hierarchically block-separable (HBS) [80] , and hierarchically off-diagonal low-rank (HODLR) [1] matrices. The differences between these methods are concisely summarized by Ambikasaran & Darve [2] . These algebraic generalizations of the FMM can perform addition, multiplication, and even factorization of dense matrices with near linear complexity. This transition from analytic to algebraic did not happen suddenly, and semi-analytic variants were developed along the way [101, 38] . Optimization techniques for the FMM such as compressed translation operators and their precomputation, also fall somewhere between the analytic and algebraic extremes.
The spectrum that spans purely analytic and purely algebraic forms of these hierarchical low-rank approximation methods, represents the tradeoff between computation (Flops) and memory (Bytes). The purely analytic FMM is a matrix-free H 2 -matrix-vector product, and due to its matrix-free nature it has very high arithmetic intensity (Flop/Byte) [9] . On the other end we have the purely algebraic methods, which precompute and store the entire hierarchical matrix. This results in more storage and more data movement, both vertically and horizontally in the memory hierarchy. When the cost of data movement increases faster than arithmetic operations on future architectures, the methods that compute more to store/move less will become advantageous. Therefore, it is important to consider the whole spectrum of hierarchical low-rank approximation methods, and choose the appropriate method for a given pair of application and architecture.
There have been few attempts to quantitatively investigate the tradeoff between the analytic and algebraic hierarchical low-rank approximation methods. Previously, the applicability of the analytic variants were limited to problems with Green's functions, and could only be used for matrix-vector products but not to solve the matrix. With the advent of the kernel-independent FMM (KIFMM) [101] and inverse FMM (IFMM) [2] , these restrictions no longer apply to the analytic variants. Furthermore, the common argument for using the algebraic variants because they can operate directly on the matrix without the need to pass geometric information is not very convincing. Major libraries like PETSc offer interfaces to insert ones own matrix free preconditioner as a function, and passing geometric information is something that users are willing to do if the result is increased performance. Therefore, there is no strong reason from the users perspective to be monolithically inclined to use the algebraic variants. It is rather a matter of choosing the method with the right balance between its analytic (Flops) and algebraic (Bytes) features.
The topic of investigating the tradeoff between analytic and algebraic hierarchical low-rank approximation methods is too broad to cover in a page-constrained article. In the present work, we limit our investigation to the compute-memory tradeoff in a comparison between FMM and HSS for Laplace and Helmholtz kernels. We also investigate the use of FMM as a preconditioner for iterative solutions to the Laplace and Helmholtz problems with finite elements, for which we compare with geometric and algebraic multigrid methods.
Algebraic
Geometric / Analytic In this section we review the full spectrum of hierarchical low-rank approximations starting from the analytic side and proceeding to the algebraic side. The spectrum is depicted in Fig. 1 , where various techniques like between the analytic and algebraic extremes. One can choose the appropriate method for a given architecture to achieve the best performance.
Analytic Low-Rank Approximation
On the analytic end of the spectrum, we have classical methods such as the Treecode [10] , FMM [8, 49] , and panel clustering methods [55] . These methods have extremely high arithmetic intensity (Flop/Byte) due to their matrix-free nature, and are compute-bound on most modern architectures. One important fact is that these are not brute force methods that do unnecessary Flops, but are (near) linear complexity methods that are only doing useful Flops, but they are still able to remain compute-bound. This is very different from achieving high Flops counts on dense matrix-matrix multiplication or LU decomposition that have O(N 3 ) complexity. The methods we describe in this section can approximate the same dense linear algebra
As an example of the absolute performance of the analytic variants, we refer to the Treecode implementation -Bonsai, which scales to the full node of Titan using 18,600 GPUs achieving 24.77 PFlops [14] . Bonsai's performance comes not only from its matrix-free nature, but also from domain specific optimizations for hardcoded quadrupoles and an assumption that all charges are positive. Therefore, this kind of performance cannot be transferred to other applications that require higher accuracy. However, viewing these methods as a preconditioner instead of a direct solver significantly reduces the accuracy requirements [65, 6] .
Fast Translation Operators
A large part of the calculation time of FMM is spent on the translation of multipole expansions to local expansions (or their equivalent charges). Therefore, much work has focused on developing fast translation operators to accelerate this part of the FMM. Rotation of spherical harmonics [92] , Block FFT [36] , Planewaves [50] are analytic options for fast translation operators.
These translation operators are applied to a pair of boxes in the FMM tree structure that satisfy a certain proximity threshold. This proximity is usually defined as the parent's neighbors' children that are non-neighbors. This produces a list of boxes that are far enough that the multipole/local expansion converges, but are close enough that the expansion does not converge for the their parents. Such an interaction list can contain up to 6 3 − 3 3 = 189 source boxes for each target box. Out of these 189 boxes, the ones that are further from the target box can perform the translation operation using their parent box as the source without loss of accuracy. There are a few variants for these techniques that reduce the interaction list size such as the level-skip M2L method [91] and 8,4,2-box method [93] . There are also methods that use the dual tree traversal along with the multipole acceptance criterion to construct optimal interaction lists [34] , which automates the process of finding the optimal interaction list size.
Another technique to accelerate the translation operators is the use of variable expansion order, as proposed in the very fast multipole method (VFMM) [85] , Gaussian VFMM [20] , optimal parameter FMM [28] , and error controlled FMM [31] . There are two main reasons why spatially varying the expansion order in the translation operators is beneficial. One is because not all boxes in the interaction list are of equal distance, and the boxes that are further from each other can afford to use lower expansion order, while retaining the accuracy. The other reason is because some parts of the domain may have smaller values, and the contribution from that part can afford to use lower expansion order without sacrificing the overall accuracy.
The translation operators can be stored as matrices that operate on the vector of expansion coefficients. Therefore, singular value decomposition (SVD) can be used to compress this matrix [42] and BLAS can be used to maximize the cache utilization [39] . Some methods use a combination of these techniques like Chebychev with SVD [38] and planewave with adaptive cross approximation (ACA) and SVD [59] . The use of SVD is a systematic and optimal way of achieving what the variable expansion order techniques in the previous paragraph were trying to do manually. Precomputing these translation matrices and storing them is a typical optimization technique in many FMM implementations [76] .
One important connection to make here is that these matrices for the translation operators are precisely what H 2 -matrices and HSS matrices store in the offdiagonal blocks after compression. One can think of FMM as a method that has the analytical form to generate these small matrices in the off-diagonal blocks, without relying on numerical low-rank approximation methods. To complete this analogy, we point out that the dense diagonal blocks in H 2 -matrices and HSS matrices are simply storing the direct operator (Green's function) in FMM. Noticing this equivalence leads to many possibilities of hybridization among the analytic and algebraic variants. Possibly the most profound is the following. Those that are familiar with FMM know that translation operators for boxes with the same relative positioning are identical. This suggests that many of the entries in the off-diagonal blocks of H 2 -matrices and HSS matrices are identical. For matrices that are generated from a mesh that has a regular structure even the diagonal blocks would be identical, which is what happens in FMMs for continuous volume integrals [76] . This leads to O(1) storage for the matrix entries at every level of the hierarchy, so the total storage cost of these hierarchical matrices could be reduced to O(log N) if the identical entires are not stored redundantly. This aspect is currently underutilized in the algebraic variants, but seems obvious from the analytic side. By making use of the translational invariance and rotational symmetry of the interaction list one can reduce the amount of storage even further [30, 32, 89] . This also results in blocking techniques for better cache utilization.
Semi-analytical FMM
The methods described in the previous subsection all require the existance of an analytical form of the multipole/local translation operator, which is kernel dependent. There are a class of methods that remove this restriction by using equivalent charges instead of multipole expansions [7, 15, 75] . A well known implementation of this method is the kernel independent FMM (KIFMM) code [101] . There are also variants that use Chebychev polynomials [35] , and a representative implementation of this is the Black-box FMM [38] . As the name of these codes suggest, these variants of the FMM have reduced requirements for the information that has to be provided by the user. The translation operators are kernel-independent, which frees the user from the most difficult task of having to provide an analytical form of the translation operators. For example, if one wants to calculate the Matérn function for covariance martices, or multiquadrics for radial basis function interpolation, one simply needs to provide these functions and the location of the points and the FMM will handle the rest. It is important to note that these methods are not entirely kernel independent or black-box because the user still needs to provide the kernel dependent analytic form of the original equation they wish to calculate. Using the vocabulary of the algebraic variants, one could say that these analytical expressions for the hierarchical matrices are kernel independent only for the off-diagonal blocks, and for the diagonal blocks the analytical form is kernel dependent.
FMM for continuous volume integrals [37] also has important features when considering the analytic-algebraic tradeoff. The volume integrals are often combined with boundary integrals, as well [102] . One can think of these methods as an FMM that includes the discretization process [68] . Unlike the FMM for discrete particles, these methods have the ability to impose regular underlying geometry. This enables the use of precomputation of the direct interaction matrix in the analytic variants [76] , and reduces the storage requirements of the dense diagonal blocks in the algebraic variants.
Algebraic Low-Rank Approximation
There are many variants of algebraic low-rank approximation methods. They can be categorized based on whether they are hierarchical, whether they use weak admissibility, or if the basis is nested, as shown in Table 1 . For the definition of admissibility see [44] . Starting from the top, H -matrices [53, 12] are hierarchical, usually use standard or strong admissibility, and no nested basis. The analytic counterpart of the H -matrix is the Treecode. The H 2 -matrices [54, 16] are also hierarchical and use standard or strong admissibility, but unlike H -matrices use a nested basis. This brings the complexity down from O (NlogN) to O(N) . The analytic counterpart of the H 2 -matrix is the FMM. The next three entries in Table 1 do not have analytic counterparts because analytic low-rank approximations do not converge under weak admissibility conditions. Hierarchical off-diagonal low-rank (HODLR) matrices [1, 5] , are basically H -matrices with weak admissibility conditions. Similarly, hierarchically semi-seperable (HSS) [24, 99] , and hierarchically block-seperable (HBS) [80] matrices are H 2 -matrices with weak admissibility conditions. The block low-rank (BLR) matrices [4] are a non-hierarchical version of the HODLR, with just the bottom level. A summary of implementations and their characteristics are presented in [87] .
For methods that do not have weak admissibility, it is common to use geometrical information to calculate the standard/strong admissibility condition. This dependence on the geometry of the algebraic variants is not ideal. There have been various proposals for algebraic clustering methods [69, 83, 45] . This problem requires even more advanced solutions for high dimension problems [78] . Stronger admissibility is also problem for parallelization since it results in more communication. There have been studies on how to partition hierarchical matrices on distributed memory [66] . There are also methods to reduce the amount of memory consumption during the construction of HSS matrices [71] .
The categorization in Table 1 is for the hierarchical matrix structure, and any lowrank approximation method can be used with each of them during the compression phase. The singular value decomposition is the most naïve and expensive way to calculate a low-rank approximation. QR or LU decompositions can be used to find the numerical rank by using appropriate pivoting. Rank-revealing QR [23] has been proposed along with efficient pivoting strategies [62, 26, 51] . Rank-revealing LU [22] also requires efficient pivoting strategies [64, 63, 81] . Rank-revealing LU is typically faster than rank-revealing QR [84] . There are other methods like the pseudo-skeletal method [43] and adaptive cross approximation (ACA) [11, 13] , which do not yield the optimal low-rank factorizations but have a much lower cost. ACA has a better pivoting strategy than pseudo-skeletal methods, but can still fail because of bad pivots [18] . The hybrid cross approximation (HCA) [17] has the same proven convergence as standard interpolation but also the same efficiency as ACA. Yet another [54] yes maybe yes HODLR [1] yes yes no HSS [24] / HBS [80] yes yes yes BLR [4] no yes no class of low-rank approximation is the interpolative decomposition (ID) [27, 80] , where a few of its columns are used to form a well-conditioned basis for the remaining columns. ID can be combined with randomized methods [74] , which has much lower complexity. For a nice review on these randomized methods see [56] .
3 Low-Rank Approximation for Factorization
Sparse Matrix Factorization
Hierarchical low-rank approximation methods can be used as direct solvers with controllable accuracy. This makes them useful as preconditioners within a Krylov subspace method, which in turn reduces the accuracy requirements of the low-rank approximation. High accuracy and completely algebraic methods are demanding in terms of memory consumption and amount of communication, so they will not be the optimal choice if they are not the only option for that problem. It is worth noting that these methods are for solving dense matrices, and for sparse matrices it is best to combine them with multifrontal methods and use them to compress the Schur complements [98] . They should never be used to compress a sparse matrix nor the inverse of it directly, even if the inverse of a sparse matrix is dense. There are various methods to reduce fill-in during the factorization to not make the inverse dense, and not using these methods first will have a toll on the asymptotic constant [46] , even though the asymptotic complexity may still be optimal. Ultimately, minimizing fill-in and minimizing off-diagonal rank should not be conflicting objectives. The former depends on the connectivity and the latter depends on the distance in the underlying geometry. In most applications, the closer points are connected (or interact) more densely, so reordering according to the distance should produce near optimal ordering for the connectivity as well. The same can be said about minimizing communication for the parallel implementation of these methods. Mapping the 3-D connectivity/distance to a 1-D locality in the memory space (or matrix column/row) is what we are ultimately trying to achieve.
There are various ways to minimize the fill-in and compress the dense blocks during factorization. These dense blocks (Schur complements) are an algebraic form of the Green's function [97] , and have the same low-rank properties [25] stemming from the fact that some of the boundary points in the underlying geometry are distant from each other. Formulating a boundary integral equation is the analytical way of arriving to the same dense matrix. From an algebraic point of view, the sparse matrix for the volume turns into a dense matrix for the boundary, through the process of trying to minimize fill-in. Considering the minimization of fill-in and the compression of the dense matrices in separate phases leads to methods like HSS + multifrontal [98, 99, 96] .
Dense Matrix Factorization
The methods in the previous subsection are direct solvers/preconditioners for sparse matrices. As we have mentioned, there is an analogy between minimizing fill-in in sparse matrices by looking at the connectivity, and minimizing the rank of offdiagonal blocks of dense matrices by looking at the distance. Using this analogy, the same concept as nested dissection for sparse matrices can be applied to dense matrices. This leads to methods like the recursive skeletonization [60] , or hierarchical Poincare-Steklov (HPS) [79, 40] . HPS is like a bottom-up version of what nested dissection and recursive skeletonization do top-down. For high contrast coefficient problems, it makes sense to construct the domain dissection bottom-up, to align the bisectors with the coefficient jumps. There are also other methods that rely on a similar concept [100, 48, 67, 19] . Furthermore, since many of these methods use weak admissibility with growing ranks for 3-D problems, it is useful to have nested hierarchical decompositions, which is like a nested dimension reduction. In this respect, the recursive skeletonization has been extended to hierarchical interpolative factorization (HIF) [61] , the HSS has been extended to HSS2D [97] . There is also a combination of HSS and Skeletonization [29] . There are methods that use this nested dimension reduction concept without the low-rank approximation [58] in the context of domain decomposition for incomplete LU factorization. One method that does not use weak admissibility is the inverse FMM [2] , which makes it applicable to 3-D problems in O(N) without nested dimension reduction.
Experimental Results

FMM vs. HSS
There have been very few comparisons between the analytic and algebraic hierarchical low-rank approximation methods. From a high performance computing perspective, the practical performance of highly optimized implementations of these various methods is of great interest. There have been many efforts to develop new methods in this area, which has resulted in a large amount of similar methods with different names without a clear overall picture of their relative performance on modern HPC architectures. The trend in architecture where arithmetic operations are becoming cheap compared to data movement, is something that must be considered carefully when predicting which method will perform better on computers of the future.
We acknowledge that the comparisons we present here are far from complete, and much more comparisons between all the different methods are needed in order to acheive our long term objective. The limitation actually comes from the lack of highly optimized implementations of these methods that are openly available to us at the moment. In the present work we start by comparing exaFMM -a highly optimized implementation of FMM, with STRUMPACK -a highly optimized implementation of HSS. We select the 2D and 3D Laplace equation on uniform lattices as test cases. For HSS we directly construct the compressed matrix by calling the Green's function in the randomized low-rank approximation routine. We perform the matrixvector multiplication using the FMM and HSS, and measure the time for the compression/precalculation and application of the matrix-vector multiplication. We also measure the peak memory consumption of both methods.
The elapsed time for the FMM and HSS for different problem sizes is shown in Fig. 2 . In order to isolate the effect of the thread scalability of the two methods, these runs are performed on a single core of a 12-core Ivy Bridge (E5-2695 v2). For the 2D Laplace equation, the FMM shows some overhead for small N, but is about 3 orders of magnitude faster than HSS for larger problems. For the 3D Laplace equation, the FMM is about 2 orders of magnitude faster than HSS for smaller N, but HSS exhibits non-optimal behavior for large N because the rank keeps growing.
The large difference in the computational time is actually coming from the heavy computation in the sampling phase and compression phase of the HSS. In Fig. 3 , we show the percentage of the computation time of HSS for different problem sizes N. "Sample" is the sampling time, "Compress" is the compression time, and "MatVec" is the matrix-vector multiplication time. We can see that the sampling is taking longer and longer as the problem size increases. This is because the rank k increases with the problem size N, and both sampling and compression time increase with the k and N. The peak memory usage of FMM and HSS is shown in Fig. 4 for the 3D Laplace equation. We see that the FMM has strictly O(N) storage requirements, but since the rank in the HSS grows for 3D kernels it does not show the ideal O(N log N) behavior. The disadvantage of HSS is two-fold. First of all, its algebraic nature requires it to store the compressed matrix, where as the FMM is analytic and therefore matrix- free. Secondly, the weak admissibility causes the rank to grow for 3D problems, and with that the memory consumption grows at a suboptimal complexity.
FMM vs. Multigrid
If we are to use the FMM as a matrix-free O(N) preconditioner based on hierarchical low-rank approximation, the natural question to ask is "How does it compare against multigrid?", which is a much more popular matrix-free O(N) preconditioner for solving elliptic PDEs. We perform a benchmark test similar to the one in the previous subsection, for the Laplace equation and Helmholtz equation on a 3D cubic lattice [−1, 1] 3 , but for this case we impose Dirichlet boundary conditions at the faces of the domain. The preconditioners are used inside a Krylov subspace solver.
The convergence rate of the FMM and Multigrid preconditioners for the Laplace equation is shown in Fig. 5 , for a grid spacing of h = 2 −5 . "AMG" is algebraic multigrid, "GMG" is geometric multigrid, "Inc Chol" is incomplete Cholesky. The ε value represents the accuracy of the FMM. We see that the FMM preconditioner has comparable convergence to the algebraic and geometric multigrid method. Even for a very low-accuracy FMM with ε = 10 −2 , the convergence rate is much better than the incomplete Cholesky. We refer to the work by Ibeid et al. [65] for more detailed comparisons between FMM and Multigrid. A similar plot is shown for the Helmholtz equation with grid spacing of h = 2 −5 and wave number κ = 7 in Fig. 6 . The nomenclature of the legend is identical to that of Fig. 5 . In this case, we see a larger difference between the convergence rate of FMM and Multigrid. Even the FMM with the worst accuracy does better than the multigrid. We have also confirmed that the FMM preconditioner has a convergence rate that is independent of the problem size, up to moderate wave numbers of κ.
Conclusions and Outlook
We have shown the contrast between the analytical and algebraic hierarchical lowrank approximations, by reviewing the contributions over the years and placing them along the analytical-algebraic spectrum. The relation between Treecode, FMM, KIFMM, black-box FMM, H -matrix, H 2 -matrix, HODLR, HSS, HBS, and BLR were explained from the perspective of compute-memory tradeoff. This birds-eye view of the entire hierarchical low-rank approximation landscape from analytical to algebraic, allows us to place ideas like precomputation of FMM translation matrices and relate that to storage reduction techniques for the algebraic variants.
Some important findings from this cross-disciplinary literature review are:
• Translational invariance of the FMM operators suggest that H 2 -matrices (and the like) have mostly duplicate entries, which many are redundantly storing at the moment.
• The analytical variants can now perform factorization and are kernel independent, so the decision to use the algebraic variants at the cost of consuming more memory should be made carefully.
• The kernel-independent variants of FMM can be used as a matrix-free O(N) compression technique.
• The use of SVD to compress the FMM translation matrices, makes the work on variable expansion order and its error optimized variants redundant.
• The hierarchical compression should not be applied directly to the inverse or factorizations of sparse matrices just because they fill-in. One must first try to minimize fill-in, and then compress only the dense blocks that cannot be avoided.
The comparison benchmarks between FMM and HSS are still preliminary tests for a very simple case. However, they clearly demonstrate the magnitude of the difference that lies between the various hierarchical low-rank approximation methods. The comparison between FMM and multigrid is also a very simple test case, but it reveals the previously unquantified convergence properties of low-accuracy FMM as a preconditioner. Of course, for such simple problems the FMM can give the exact solution in finite arithmetic and therefore solve the problem in a single iteration. The interesting point here is not the fact that it can be used as a preconditioner, but the practical performance of the low-accuracy FMM being significantly faster than the high accuracy FMM, even if it requires a few iterations.
There is much more that can be done if all of these complicated hierarchical lowrank approximation methods could somehow be made easier to code. We believe a modular view of these methods will help the developers though separation of concerns. Instead of everyone coding a slightly different version of the whole thing, we could each choose a module to focus on that fits our research interests, and contribute to a larger and more sustainable ecosystem. A few ideas to facilitate the transition to such a community effort are:
1. Create a common benchmark (mini app) for each of the modules. 2. Gradually propagate standards in the community, starting from the major codes. 3. Develop a common interface between the hierarchical structure and inner kernels. 4. Do not try to unify code, just have a standard with a common API (like MPI).
