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ABSTRACT
Uncertainty Analysis: Mid-Term Operational Model 
For The Lower Colorado River
by
Shana Goffman Tighi
Dr. Charalambos Papelis, Examination Committee Chair 
University o f Nevada, Las Vegas
W ater managers at the U.S. Department of Interior, Bureau of Reclamation as 
well as other federal and local agencies use a monthly modeling tool called the 24-Month 
Study as the numerical basis of many decisions along the Lower Colorado River. It is a 
deterministic model and currently does not provide information about the uncertainty 
associated with forecasted outputs. As water resource management becomes increasingly 
based on technical models, managers realize the importance of the ability to understand 
and quantify uncertainty. This thesis contributes to efforts in this arena by accomplishing 
the following objectives; (1) identification of the various sources of uncertainty in 
predicting future states of the Lower Colorado River system; (2) characterization of the 
underlying structure of uncertainty in the forecast errors for key model inputs; (3) 
quantification of output uncertainty in the model using Monte Carlo simulations; and (4) 
assessment of the potential usefulness of uneertainty information to managers and other 
decision-makers using a case study. A multivariate Markov model with seasonality was 
used to characterize the structure of the input forecast uncertainty and preserve the lag-1
111
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serial correlations and cross correlations between input variables. The Latin hypercube 
sampling teehnique was used to generate stoehastic error terms, and 625 sets of model 
inputs were produced to import into the 24-Month Study for Monte Carlo simulation. The 
potential usefulness of this methodology is illustrated with an applieation to hydropower 
management, for which the quantification of forecast uncertainty associated with Hoover 
Dam energy forecasts is of prime interest. Having information about uncertainty 
influences how resource management questions are approached and how problems are 
resolved by providing decision-makers with a realistic range of alternatives to consider.
IV
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CHAPTER 1
INTRODUCTION 
The Colorado River is one of the most important waterways in the western 
United States. Seven states depend on the river for drinking water, irrigation, and 
other beneficial uses. W ater managers at the U.S. Department of Interior, Bureau of 
Reclamation (Reclamation) as well as other federal and local agencies use a monthly 
modeling tool called the 24-M onth Study as the numerical basis of many decisions 
along the Colorado River. The 24-Month Study is a mid-term computer simulation 
model used for planning monthly operations (end of month storage, inflows, releases, 
and power generation) of the major reservoirs in the Colorado River Basin over a two 
year time horizon. It is a deterministic model; that is, it provides a single set of output 
forecasts based on a single set of input forecasts and does not provide information 
about the uncertainty associated with those forecasts.
The decisions based on 24-Month Study projections directly affect the ability 
of the Bureau o f Reclamation to perform its mission to manage, develop, and protect 
water and related resources in an environmentally and economically sound manner in 
the interest of the American public. In addition, energy projections from the 24- 
Month Study affect Western Area Power Authority’s (W estern’s) ability to perform 
its mission to market and transmit reliable, cost-based hydroelectric power.
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Problem Statement
As is the case with all models of natural systems, there are many sources of 
uncertainty in the 24-Month Study; however, there is no organized, institutional way 
o f dealing with information about uncertainty in the model. As a result, managers 
often handle information and questions about uncertainty in ad hoc ways. Because 
water and hydropower managers and modelers do not currently have a good 
understanding of how much uncertainty is associated with the numbers on which they 
are basing their decisions, their decisions might be less than optimal. Millions of 
dollars are at risk, as are the security and reliability o f a significant part of the 
Southwest’s water and power. Due to impacts of their decisions on matters of public 
policy, resource management, and economics, managers need a model that not only 
provides them with the most accurate data possible, but also quantifies the 
uncertainties associated with the forecasts produced by the model.
Information about uncertainty can become important in Lower Colorado River 
operations in many ways. Two of the significant output variables from the 24-Month 
Study, which will be examined closely in this thesis, are Lake Mead elevation and 
Hoover Dam energy generation. Projecting Lake M ead’s end o f calendar year 
elevation becomes important when developing the Annual Operating Plan (AOP) for 
the Lower Colorado River Basin. Forecasting energy generation at the Hoover, Davis, 
and Parker power plants becomes important when Western enters into sale contracts 
and sets power rates. These examples will be discussed in detail in Chapter 6.
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Objectives of Research 
As natural resource management makes greater use of technical models for 
decision-making, managers are increasingly realizing the importance of the ability to 
understand and quantify the uncertainties associated with model results. This research 
aims to contribute to current efforts in this area by performing an uncertainty analysis 
on the mid-term operations model for the Lower Colorado River, the 24-Month 
Study. The primary objectives of the research presented in this thesis are:
(1) Identification and discussion of the various sources of uncertainty involved in 
predicting future states of the Colorado River system;
(2) Characterization of the uncertainty of the forecast errors for key input 
variables in the 24-Month Study model;
(3) Quantification of output uncertainty in the model using Monte Carlo 
Simulation (MCS);
(4) Assessment of the usefulness of uncertainty information to managers and 
other decision-makers using a case study.
The first step in this uncertainty analysis involves recognizing the various 
types of uncertainty involved in managing the state of the river system, and 
discovering how Reclamation has approached them. Objective (1) is to qualitatively 
characterize the types of uncertainty that affect the accuracy of predicting future 
states of the river system. Managers need to understand the sources of uncertainty so 
they can account for them in decision making and will know where they may want to 
spend further resources to reduce them.
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Objectives (2) and (3) address the quantitative uncertainty analysis. 
Characterizing the structure of hydrologie and water use time series, Objective (2), is 
considered a necessary first step for a comprehensive examination o f the underlying 
stochastic processes. The structural analysis is needed to improve understanding and 
provide a mathematical description of the process, which facilitates the development 
o f proper methods to generate synthetic samples of hydrologie and water use time 
series (Yevjevich, 1976a). The time series considered in this analysis are the forecast 
errors of 23 monthly input variables for the 24-Month Study.
Objective (3), quantifying output uncertainty, is necessary because the 
stakeholders and managers are going to use this information to make decisions 
affecting operations and policy. This investigation uses Monte Carlo Simulation with 
a stratified sampling technique called Latin hypercube sampling to develop 
quantitative estimates for output uncertainty in the 24-Month Study. The key output 
variables under consideration in this thesis are end-of-month Lake Mead elevation 
and monthly total Hoover Dam energy generation because many significant operating 
decisions are based on the forecasted values of these two variables.
Once uncertainty estimates are available, it is desirable to evaluate the 
potential usefulness of information about uncertainty in decision making. Objective
(4) proposes to demonstrate how having information about uncertainty might affect 
decision making processes and outcomes through a case study. The case study 
presented in this thesis relates to hydropower forecasting and management. Managers 
at Western were presented with uncertainty estimates for Hoover energy and then 
interviewed to gauge the impacts on W estern’s operations. This case study provides a
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
context in which to examine how additional information about uncertainty might 
impact how resource management problems are approached and resolved. The goal 
here is to learn whether or not having information about uncertainty affects the final 
decision as well as the process of arriving at that decision.
Hypotheses
1. Uncertainty in the 24-Month Study model can be quantified and understood.
2. W ater and hydropower managers can make better decisions if they have 
information about uncertainty available to them.
By characterizing the structure of the forecast errors for key input variables and 
performing the Monte Carlo analysis, we will be able to provide realistic estimates of 
the uncertainties for key output variables. This will lead to better understanding of the 
processes and potential risks within the system for stakeholders and decision makers 
at all levels.
It is expected that this model will aid Reclamation in managing the Lower 
Colorado River by providing a useful tool that will allow the agency to make better 
informed decisions and achieve clarity o f action. With clarity of action, the decision 
maker knows what he should do, even if he does not know how it will turn out 
(Spradlin, 2005). It is possible that managers will initially not know what to do with 
information on uncertainty. However, once they are accustomed to seeing this kind of 
information, the model may result in improved operations and monetary savings, as 
well as improved cooperation between the federal and local agencies with which 
Reclamation works along the Lower Colorado River.
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CHAPTER 2
BACKGROUND 
The Colorado River Basin 
The Colorado River is one of the most important waterways in the western 
United States. The basin drains approximately 243,000 square miles and the river is 
1450 miles long, starting in the state of Colorado and running all the way to the 
border with Mexico. See Figure 4.1 below for a map of the Colorado River Basin.
The Colorado River is used to irrigate 3 million acres and serves about 30 
million people in the states of Colorado, Wyoming, Utah, New Mexico, Nevada, 
Arizona, and California. The basin is divided geographically and politically at Lee 
Ferry, just downstream of the point where the river crosses the Arizona-Utah border. 
The Upper Basin includes lands in the states of Colorado, New Mexico, Utah, 
Wyoming, and a small portion of north-east Arizona. It is the principle source of 
inflow into the Colorado River system. The Lower Basin includes lands in the states 
of Arizona, California, and Nevada. The system o f reservoirs throughout the 
Colorado River system can store over 60 million acre-feet of water at any given time. 
This storage is equivalent to about four times the average annual natural flow of the 
river (Harding et al., 1995).
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Figure 2.1 Map of the Colorado River Basin (Source: Reclamation)
The best known water development projects in the Lower Colorado River 
Basin are Hoover Dam, which created Lake M ead below the Grand Canyon; Davis 
Dam, which created Lake Mohave; and Parker Dam, which created Lake Havasu. In 
addition to these three major storage dams, there are multiple diversion dams and
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canals which serve municipalities, irrigation districts, and Native American 
reservations in Nevada, California, and Arizona. The Colorado River flows into 
Mexico at the Northerly International Boundary and Southerly International 
Boundary, both in Arizona (see Figure 2.2).
Blythe
Taylor Ferry
Cibola
Q Martinez
> Senator Ufeish Dam 
iBnpeiial Dam
una
umarelos.
Dam
Figure 2.2 Map of Colorado River flowing into Mexico (Source: Reclamation)
The allocation of water within the Colorado River Basin is constrained within 
an institutional setting which has evolved over the past century from judicial, 
statutory, and administrative decisions collectively known as “the Law of the River”
8
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(Harding et al., 1995). These include, but are not limited to, the Colorado River 
Compact of 1922, the Boulder Canyon Project Act of 1929, the Mexican W ater 
Treaty o f 1944, the Colorado River Storage Act of 1956, the Colorado River Basin 
Project Act o f 1968, the 2001 Record of Decision on Colorado River Interim Surplus 
Guidelines Final Environmental Impact Statement (Interim Surplus Guidelines), the 
Quantification Settlement Agreement of 2003, and the Multi-Species Conservation 
Project o f 2005. In addition, the U.S. Army Corp of Engineers’ W ater Control 
Manual for Flood Control, the federal Endangered Species Act, and various Native 
American water claim settlements affect the extent of water developments and 
diversions in the Colorado River Basin (Reclamation et al., 2004a).
Reservoirs have historically been built and managed for flood control, water 
storage and delivery, and hydropower generation. On the Colorado River, as well as 
on rivers throughout the world, considerations such as habitat restoration, endangered 
species protection, water quality, recreation, and aesthetics have become important 
additional management objectives (Carron et al. 2005). Operating a reservoir system 
with increasingly numerous objectives and constraints has become extremely 
complex. Over the past 30 years, computer models have become extremely useful for 
decision support in planning and scheduling operations of the Colorado River dam 
and reservoir system (Stevens, 1986).
RiverWare and the 24-Month Study
W ater managers at Reclamation as well as other federal and local agencies use 
a monthly modeling tool called the 24-Month Study as the numerical basis of many
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
decisions along the Colorado River. The 24-Month Study is a monthly computer 
simulation model with a mid-term forecast horizon of 24 months used for planning 
annual and monthly operations of the major reservoirs in the Colorado River Basin. It 
is a deterministic model and currently provides no insights into the uncertainties 
associated with the forecasts it produces. Inputs to the model include forecasted 
inflows, water uses, and planned hydropower generating unit outages. Each month, 
historic releases and reported uses, as well as changes in unit maintenance schedules 
are updated for the previous month and inflow estimates and water use projections are 
updated for future months. The model is then re-run for an updated plan of 
operations (Reclamation et al., 2004a).
RiverWare
The modeling framework used for the 24-Month Study is an object-oriented 
commercial river modeling software called RiverWare®. RiverWare was developed 
by the Center for Advanced Decision Support for W ater and Environmental Systems 
(CADSWES) at the University of Colorado through a cooperative arrangement with 
Reclamation and the Tennessee Valley Authority. A detailed description of 
RiverWare is presented by Zagona et al. (2001).
RiverWare allows for modeling operations on short-, mid-, or long-term 
scheduling and planning, with timesteps ranging from hourly to yearly. At 
Reclamation, short-term modeling is performed on a RiverWare model with a daily 
timestep and that forecasts 4-8 weeks into the future. Long-term modeling is 
performed on models with monthly or yearly timesteps; these models typically have a 
forecast outlook of several decades. The 24-Month Study is considered a mid-term
10
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operational model, with a monthly timestep and a two year outlook into the future. 
RiverWare models the hydrology and operations of reservoirs, hydropower plants, 
river reaches, diversion canals, water consumption and various other physical features 
o f river and reservoir systems. The modeling solution is based on simulation, rule- 
driven simulation, or linear goal programming optimization (Carron et al., 2005).
24-Month Studv Uses
Colorado River operations for the calendar year are determined in the Annual 
Operating Plan, for which the 24-Month Study serves as the primary modeling tool. 
Annual operations are adjusted during the year as runoff projections and water 
orders are updated. The 24-M onth Study is also used for planning monthly 
operations (end-of-month storage, inflows, releases and power generation) of the 
major reservoirs in the Upper and Lower regions of the Colorado River Basin.
During flood control operations, the model is used from January through July to 
determine, from forecasts of seasonal runoff, whether flood control releases in 
excess of downstream demands will be necessary from Hoover Dam, and during the 
months of August through December to determine Hoover Dam discharge 
requirements that will produce the desired flood control space through the end of 
December (Stevens, 1986).
Many of the other important uses of the 24-Month Study, besides 
development of the Annual Operating Plan, are discussed in detail by Stevens (1986). 
The remainder of this section summarizes some of the uses of the model in 
international, local, and interagency operations.
11
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The United States is required by the Mexican W ater Treaty of 1944 to 
cooperate with the Government of Mexico on operation plans for the Colorado River 
System, and deliver at least 1.5 million acre-feet (during non-flood control 
conditions) across the border each calendar year. The Government of Mexico supplies 
the United States with its monthly water delivery schedule each calendar year, and the 
24-Month Study is used to integrate this schedule with the Lower Colorado River 
dam release schedule. Releases are planned to ensure that M exico’s scheduled 
delivery requirements are met. The 24-Month Study’s computed monthly and 
seasonal flows at the Northerly and Southerly International Boundaries are provided 
to Mexico through the International Boundary and W ater Commission of the U.S. 
Department of State.
The 24-Month Study is also an information source for Reclamation’s Phoenix 
and Yuma Area Offiees. These offices serve as liaisons between the Lower Colorado 
Regional Office and the area irrigation districts and municipalities with rights to 
Colorado River water. By having the 24-Month Study output available, the area 
offices are better able to advise the regional office of specific impacts that might 
occur at the water user level as a result of forecasted monthly and seasonal reservoir 
operations. In addition, the model output gives the area offices information to advise 
area residents and water users of forecasted impacts at the local level, which may 
arise due to flood control releases or other adverse conditions (Stevens, 1986).
Another important use of the model is forecasting Hoover, Davis and Parker 
power plant energy generation on a monthly and annual basis. Reclamation issues 
monthly energy schedules to Western Area Power Authority (Western). Western uses
12
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power generation forecasts to plan power sales to their customers, as well as set 
power rates. Energy projections from the 24-Month Study affect W estern’s ability to 
market and transmit power in an optimal manner.
Model projections are also used by the National Park Service, recreational 
interests, municipalities, and local emergency service agencies to plan their 
operations. Finally, the 24-Month Study is a basis for establishing future weekly and 
even daily release schedules for the Lower Colorado River dams (Stevens, 1986).
Model Design and Structure 
Beginning in the 1970s, Reclamation used a Fortran-based suite of operational 
models to help manage the Colorado River. Due to increasing demands and 
constraints on the river system, the old models were no longer capable of supporting 
the decision making process. The Fortran models were converted to the modeling 
framework within RiverWare in the late 1990s, with the 24-Month Study being 
converted in 1997. The RiverWare framework captured the calculations and policies 
of the old model, and was more flexible due to the ability to interface with 
Reclamation’s hydrologie database (HDB) and operating rule-based functionality. 
Stevens (1986) and Zagona et al. (2001) describe the model in detail.
The 24-Month Study simulates the entire Colorado River system, including 
the major Upper and Lower Basin dams; however, for purposes of this thesis, model 
development and design applications will be addressed only as they apply to the 
Lower Basin.
The basic design of the current 24-Month Study is identical to the original 
Fortran model. While the model has met Reclamation’s overall operational needs.
13
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there are limitations to the information that can be provided by the current design. For 
example, some of the key inputs in the model are the local inflows, typically referred 
to as gain/loss terms, along reaches between the major reservoirs. One o f the reasons 
the gain/loss terms are problematic is that they have historically been treated as catch­
all terms. All inflows and outflows acknowledged but not accounted for in the model, 
as well as any residual mass balance errors that are neither acknowledged nor 
accounted for, are included in these terms. When different reservoirs are modeled in 
unlike ways, the gain/loss terms between those reservoirs account for different 
hydrologie processes. For example, the Lake M ead model object explicitly considers 
evaporation and bank storage; therefore the gain/loss term between Lake Powell and 
Lake M ead excludes these two processes. The Lake Mohave and Lake Havasu model 
objects do not consider evaporation or bank storage explicitly; rather these processes 
are included in the gain/loss term between Lake Mead and Lake Mohave, and Lake 
Mohave and Lake Havasu, respectively. Inconsistencies of this sort contribute to 
making the hydrological information and the decision-making process less clear to 
stakeholders.
A second type of limitation is the amount of detail incorporated into the model 
below Parker Dam, particularly with respect to water use. When the Lower Colorado 
River system is not in flood control, the river is managed on a demand-driven basis. 
W ater use at the southern-most end of the basin, along with target elevations for Lake 
Havasu and Lake Mohave, drives releases from the major reservoirs further north and 
has a tremendous impact on the state of Lake Mead. Currently, below-Parker uses are 
estimated in an Fxcel spreadsheet and are manually entered into the 24-Month Study;
14
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hence stakeholders cannot tell which uses are the major drivers of releases. In 
addition, phreatophyte use is not modeled explicitly in the 24-Month Study, but is 
hidden in the gain/loss terms; however data calculated from the Lower Colorado 
River Accounting System (Reclamation, 2004c) suggest that phreatophytes account 
for an average of over 600,000 acre-feet per year.
For the reasons discussed above. Reclamation is currently redesigning the 
Lower Colorado region of the model. The uncertainty analysis described in this thesis 
was conducted on the expanded model, as Reclamation plans to start using this 
expanded model for operations during 2006.
The biggest change to the 24-Month Study redesign involves the addition of 
distinct water users and tributary inflows into the model. All water use below Hoover 
Dam has been incorporated into the expanded 24-Month Study, including 
phreatophyte use. Only water users with the largest apportionments of water are 
uniquely distinguished. W ater users with small apportionments have been lumped 
together by the state in which they are located. The main tributaries into the Lower 
Basin above Lake Mead are the Little Colorado River, the Virgin River, and the Paria 
River. Additional tributaries that contribute intermittently to the Lower Basin are the 
Bill Williams River and the Gila River.
Another element o f the redesign is greater detail in representing the stretch 
between Parker Dam and the Mexican border. Whereas the current model contains a 
single reach connecting Lake Havasu to Mexico, the expanded model contains two 
reaches -  one from Lake Havasu to Imperial Dam, and one from Imperial Dam to 
Mexico. Imperial Dam is an important location along the river because it is the
15
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diversion point for many of the Lower Basin’s largest users. Also, below Imperial 
Dam, the river system contains a series o f canals, confluences, and wells. This series 
is managed primarily by Reclamation’s Yuma Area Office; so Imperial Dam marks a 
convenient geographical and operational breakpoint for analysis.
Lastly, the expanded model was altered to explicitly calculate evaporation 
from Lake Mohave and Lake Havasu. Bank storage has not been measured at these 
reservoirs; therefore methods to calculate bank storage were not implemented in the 
expanded model.
Reclamation modelers Lorraine Siano and Janie Jo Smith are responsible for 
all the model expansion work described above. See Figures 2.3 and 2.4 for screen 
shots of Lower Basin reservoirs and reaches in the current 24-Month Study model 
and the expanded version, respectively.
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Figure 2.3 Current 24-Month Study model -  Lower Basin reservoirs and reaches
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Figure 2.4 Expanded 24-Month Study model -  Lower Basin reservoirs and reaches
Uncertainty
The term uncertainty is used by different people to mean different things. It is 
generally used to describe a lack of sureness about something, ranging from just short 
of complete confidence to an almost complete lack of conviction about an outcome. 
Doubt, dubiety, skepticism, suspicion, and mistrust are common synonyms. Each 
synonym expresses an aspect of uncertainty that can come into play in risk analysis. 
Uncertainty with respect to natural phenomena, such as precipitation and runoff, 
means that outcomes, such as magnitude or timing, are unknown or not established 
and are therefore in question. This may apply to past, present, or future occurrences 
of the phenomenon. Uncertainty with respect to a course of action means that a plan 
is not determined or is undecided (Commission on Geosciences, Environment and 
Resources, 2000).
17
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Modeling Uncertainty for River Management 
As in most watersheds, the primary management objectives on the Colorado 
River often conflict with each other. In managing the Colorado River system, 
decision makers attempt to find an equitable balance of meeting the different 
objectives. Equitable management treats eaeh objective and stakeholder fairly and 
creates a plan that is acceptable to all stakeholders. To make equitable decisions, 
management must consider legal and political constraints, use sound teehnieal 
information, and involve stakeholders in the decision-making process from start to 
finish (Fulp, 2003). Uncertainty is invariably a part of this process. The ever-evolving 
nature of the Law of the River brings uncertainty to the legal and political constraints. 
A hydrologie model such as the 24-Month Study provides technical information, but 
may be considered somewhat incomplete without providing quantitative estimates of 
uncertainty for the variables of interest.
Modeling a river system in RiverWare involves, essentially, a solution of a 
system of mass balance equations to describe the relations between reservoirs and 
reaches at various conditions. Uncertain inputs, uncertain institutional structures, 
uncertain initial conditions and randomness of natural systems are inherent 
ingredients in modeling hydrologie systems (Hpybye, 1998). As such, river managers 
are coming to confront uncertainty as a core part of their work and philosophy rather 
than an “unwelcome but hopefully temporary aberration” (Clark 2002).
Clark (2002) recognizes four interlinked components in the emerging 
structure of river management: sustainable management, coping with uncertainty, 
adaptive management, and decision support. Sustainable management requires a
18
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long-term perspective that may, at first sight, conflict with the system and operational 
uncertainties that we have seen to provide a backdrop to management. However, 
sustainable decisions are likely to be holistic and, given the self-saerifiee often 
required of stakeholders, participatory. Uncertainty, with its environmental, social, 
political and institutional elements, takes precedence as both a driver of change and a 
constraint upon it. Adaptive management allows managers to act with confidence 
despite uncertainty. As managers grapple with uncertainty, complexity, and the 
integration of predictive and adaptive management, there is an increasing role for 
formal decision support.
For scientists and engineers, groups who are often involved professionally in 
river management, uncertainty is understandable and can be, to some extent, 
explained and characterized by mathematical models, qualitative descriptions, and 
quantitative estimates. Therefore, uncertainty can be kept in perspective within the 
framework of working practice. Politicians and the public are very different. With 
few exceptions, they are generally risk averse and regard uncertainty as “not only 
unacceptable, but also as someone else’s fault.” Managers have to operate between 
these two positions, often being trained to work with uncertainty but being locked 
into professional working practices that expose them to censure, often by those who 
view their decisions with the unfair benefit of perfect hindsight, if they work beyond 
the limits of what could be regarded as the known (Clark, 2002).
Uncertainty modeling can contribute to better river management in several 
ways. First, uncertainty modeling can determine which sources o f uncertainty in 
predicting reservoir and river conditions affect the ability of decision makers to meet
19
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their management objectives. Second, modeling can quantify these uncertainties, 
providing valuable information that can help managers make better informed 
decisions. Third, if the sources and quantities of uncertainty are understood, managers 
can direct resources more effectively towards dealing with those uncertainties. To 
these ends, researchers and water resource managers have spent increasing amounts 
of resources developing tools and methods that can be effectively used to analyze 
uncertainty in various aspects of water resource management, from rainfall-runoff 
models to water quality. More details on this research are presented in Chapters 3-5.
Uneertaintv in the 24-Month Studv 
The Reclamation Risk and Uncertainty Task Group has identified at least nine 
risk management and uncertainty categories that impact river management objectives. 
The most pertinent to the 24-Month Study are water supply, or climate/weather 
uncertainty; policy uncertainty, and demand uncertainty. Included under the umbrella 
of water supply uncertainty are forecasts for snowfall, runoff, flood control, and 
drought. Policy uncertainty includes possible directives from the Secretary of Interior 
or Regional Director, the development of shortage guidelines, and changes to state 
water allocations. Demand uncertainty results from a combination of water supply 
issues, such as unusually wet conditions as well as social issues, such as changes to 
land use or population growth. Some of these categories are expressed as variables in 
the 24-Month Study; others are expressed as operational rules, programmed into 
RiverWare using RiverW are Policy Language (RPL).
20
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W ater Supply aka Climate/W eather Uncertainty 
Long term modeling studies have found that future system conditions are most 
sensitive to future hydrologie inflows, which are highly uncertain (Reclamation et ah, 
2004a). Over 90% of the flow volume in the Colorado River originates in the Upper 
Basin. M ost of this inflow results from snow melt. The snow accumulâtes from 
October through April from precipitation high in the mountains of the Upper Basin. 
During the April through July months, warmer weather rapidly melts the snow, 
resulting in seasonal flood flows. Typically, this April through July period produces 
about 70% of the annual runoff into Lake Powell (Stevens, 1986).
The runoff forecast can have a dramatic impact on operational requirements at 
and below Hoover Dam. The degree of uncertainty in forecasting runoff on the 
Colorado River translates, to some extent, to uncertainty in reservoir operating 
decisions, although tempered in recent years by the enormous storage capacity in 
Lake Mead and Lake Powell. The effects of these decisions can be extensive; there is 
potential for a great deal of economic gain or loss within the range of decisions which 
routinely are made in operating the Colorado River reservoirs. These decisions may 
also affect future water deliveries, hydropower revenues, and during periods of flood 
control they may influence whether public and private property is damaged (Burke 
and Stevens, 1985).
The 24-Month Study inflow forecasts are provided by the National W eather 
Service (NWS) Colorado Basin River Forecast Center (CBRFC) in Salt Lake City, 
Utah. They provide Upper Basin precipitation and spring runoff estimates to 
Reclamation at the beginning of eaeh month. During January through May, the period
21
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of major rain and snow fall, the NWS coordinates with the National Resource 
Conservation Service (NRCS) to provide inflow forecasts. Both agencies use 
regression procedures with monthly rainfall and snow water equivalent as inputs, and 
coordinate results to agree on final values for April through July runoff forecasts. 
Future weather conditions are the biggest source of uncertainty in the inflow 
forecasting process. The NWS estimates that there is approximately 80% error in 
January and 20% error in June. During the period of M ay through December, NWS 
does not coordinate with the NRCS. The NWS provides most probable estimates to 
Reclamation, assuming average conditions will prevail from the present month 
through the April-July period. Most probable corresponds to the 50^ percentile, or 
median of the NWS runoff ensemble results. M aximum probable values and 
minimum probable values may also be provided in the form of upper and lower 
deciles (90"’ and lO'** percentiles) for seasonal runoff (NWS, 1997).
Reclamation modelers use the estimates provided by NWS as inputs in the 24- 
Month Study Upper Basin inflow slots. Modelers in the Upper Basin run the model 
and provide estimated Glen Canyon outflow to the Lower Basin. Lower Basin 
modelers then run the model adding other Lower Basin inputs to complete the picture 
o f the system. Typically, only a most probable estimate of the state of the system is 
modeled; however. Reclamation may also model the minimum likely scenario using 
the inflow/runoff 10**’ percentile, and the maximum likely scenario using the 
inflow/runoff 90**’ percentile.
In Reclamation’s long-term policy studies, runoff and inflow uncertainty is 
dealt with in the following manner: The model is run multiple times, using a process
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called Index Sequential to rotate hydrologie inflow assumptions at the beginning of 
eaeh run based on historical inflow records. This allows a probability-based analysis 
of the future state of the system. The modeling results are used for a relative 
comparison of potential future conditions under the operating scenarios of interest 
(Reclamation et al., 2004a). A similar type of analysis, in which the model is run 
multiple times using different input assumptions, is applied to the 24-Month Study 
and presented in this thesis.
Policv Uneertaintv
Policy uncertainty, both outside and within Reclamation, can have a 
significant impact on the ability of water resource managers to meet river 
management objectives. For example, how the U.S. Army Corps of Engineers 
operates Alamo Dam and Painted Rock Dam in Arizona has a direct impact on 
Reclamation’s ability to meet water delivery obligations, water quality objectives, and 
target reservoir elevations for Lake Mohave and Lake Havasu. Internally to 
Reclamation, a mid-year review of the Annual Operating Plan, during which the 
Secretary of Interior could change annual required releases out of Glen Canyon Dam, 
would have enormous consequences on projected Lake Mead elevations as well as 
Hoover Dam and Glen Canyon Dam hydropower generation.
Other scientific studies have documented the impact that uncertainty in policy 
and management actions can have on achieving targeted river management 
objectives. For example, Osidele et al. (2003) used a Monte Carlo based methodology 
to evaluate uncertainty in achieving water quality objectives in a section of the 
Chattahoochee River in Georgia. In their analysis, the authors included uncertain
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input factors such as scientific uncertainties about the fluvial system as well as 
uncertainties due to controls and management actions. After running simulations, they 
ranked the input factors by sensitivity to outcome definitions (a set of target values 
for the selected water quality criteria). For the specific problem setting they adopted 
in their case study, the ranking suggested that external controls and management 
actions are more crucial to meeting the target values for flow, sediment, and 
phosphorus concentration than the internal fluvial processes occurring within the river 
channel. They concluded that as a result of unanticipated changes in policy and the 
natural environment (for example, due to climate variability), and human and 
operational inefficiencies and errors in implementing control actions, the 
achievements in water quality objectives may fall short of predicted improvements 
(Osidele et al., 2003). Although the 24-Month Study does not model water quality 
and nutrient loading in the Colorado River, Osidele et al.’s conclusions might be 
applied to those aspects o f the system that are modeled. This is an area for future 
investigation.
Demand Uneertaintv
Each water user along the Lower Colorado River has an annual allocation of 
water, and the users may distribute their allocation throughout the year however best 
meets their consumptive needs. At the beginning of each calendar year, every user 
supplies to Reclamation a monthly diversion schedule. Reclamation sums the requests 
to develop a monthly schedule of downstream demand.
Several random events bring uncertainties into these monthly demand 
estimates. First, weather affects demand. During wet periods, water users, particular
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agricultural users, may not need as much water as they had originally scheduled. 
Conversely, if  the weather turns hot and dry earlier than anticipated, water users may 
need more water than originally scheduled. Crop selection also impacts the amount of 
water needed over different growing seasons. If crops are not selected until midway 
into the year, the monthly allocation may not accurately reflect the monthly demand 
distribution throughout the year.
It is typically expected, in operational modeling, that each state in the Lower 
Basin will use its full annual allotment. If the agricultural users do not need their full 
allocation, it is assumed that M etropolitan W ater District (MWD) in California or 
Central Arizona Project (CAP) in Arizona will take any of the respective state’s 
unused water towards the end of the year, as is their legal right.
Uncertain Input Variables - Side Inflows (Gains/Losses)
There are six reaches in the expanded 24-Month Study model in which 
gains/losses are considered. They are; (1) Glen Canyon to Grand Canyon USGS 
stream gauge, (2) Grand Canyon USGS stream gauge to Hoover, (3) Hoover to Davis, 
(4) Davis to Parker, (5) Parker to Imperial, and (6) Imperial to Mexico. In the current 
unexpanded 24-Month Study model, reaches 1 and 2 are combined into a single reach 
-  Glen Canyon to Hoover, and reaches 5 and 6 are combined into a single reach -  
Parker to Mexico. The gain/loss terms are problematic because they are treated as 
eatch-all terms, as explained earlier. All inflows and outflows along each reach that 
are acknowledged but not accounted for in the model, as well as any residual mass 
balance errors that are neither acknowledged nor accounted for, are included in these 
terms. This holds true for the current model as well as the new expanded model.
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In the currently existing 24-Month Study model, the gain/loss terms are 
computed from Reclamation data, primarily from river telemetry, using the following 
mass balance equations, where the subscript t refers to the end of the current month:
Glen Canyon to Hoover (2.1 )
GainLoss = -Grand Canyon Flow + Hoover Release 4-  SNW A Pumping 4-  
Evaporation 4- (Mead Contentt -  Mead Contend-1) 4- (Bank 
Storaget- Bank Storaget-i)
Hoover to Davis (2.2)
GainLoss = - Hoover Release 4-  Davis Release 4-  
(Mohave Contend-M ohave Contentt-1)
Davis to Parker (2.3)
GainLoss = - Davis Release 4- Parker Release 4- MWD Pumping 4- 
CAP Pumping 4- (Havasu Content; -  Havasu Contentt-,)
Parker to Mexico (2.4)
GainLoss = - Parker Release -  Gila River Inflow 4- U.S. Consumptive Use 4- 
Mexico Consumptive Use 4- Mexico Bypass
In all of the equations above, reservoir contents are acquired from elevation-volume 
tables; bank storage from Lake M ead is derived from the change in elevation over the 
month multiplied by a factor; and reservoir evaporation is derived from the month 
end elevation multiplied by a monthly evaporation factor.
The Parker to Mexico gain/loss terms are taken from year 2002 data, and are 
i n c o r p o r a t e d  i n  t h e  P a r k e r  R e l e a s e  c a l c u l a t i o n .  S i n c e  t h e  g a i n / l o s s  t e r m  i s  l u m p e d  
with consumptive demand, it cannot be viewed or edited directly in RiverWare. The 
other three gain/loss terms are averages of the five years spanning 1999 to 2003. They
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are entered in the Loeal Inflow slot of the applicable reach object, so the modeler can 
view and edit the terms directly.
In the expanded model, side inflows above Hoover are broken down into their 
above Grand Canyon gauge and below Grand Canyon gauge components as listed 
above. Additionally, side inflows below Parker Dam are divided into their above and 
below Imperial Dam components. The data used to derive forecasts for the gains 
above Grand Canyon, gains above Hoover, and gains above Parker come from the 
Natural Flow Database, which extends from Lee Ferry to Imperial Dam and is 
maintained by Reclamation for use in long-term policy studies. Callejo and Prairie 
(2005) provide detailed background on the sources of raw data and methods used to 
calculate the published gain/loss values in the Natural Flow Database. The forecast 
values entered into the expanded 24-Month Study model are the monthly median 
values over the calendar year time range of 1971 through 2000. The gain/loss terms 
for the remaining reaches are either calculated from a mass balance equation or 
derived in another RiverWare model called the Gainloss Model. Each of the six 
gain/loss terms is entered into the Local Inflow slot of the applicable reach object in 
the RiverWare model.
Uncertain Input Variables - Downstream 
Demand (Parker Outflow)
When the Colorado River system is not in flood control operations, the Lower 
Colorado Basin is operated on a demand-driven basis. That means that downstream 
demand below Parker Dam is one of the key driving factors determining the state of 
the system. Required releases from Parker Dam, along with a target elevation for
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Lake Havasu, determine the required inflow into Lake Havasu, whieh propagates up 
the river to determine Davis Dam releases. Likewise Davis Dam releases, along with 
the elevation target for Lake Mohave, determines the required inflow into Lake 
Mohave, which then propagates up the river to determine Hoover Dam releases. Thus 
downstream demand, coupled with inflow into Lake Mead (discussed below), 
determines the amount of storage in Lake Mead as well as the amount of hydropower 
generated at Hoover Dam.
In the current 24-Month Study model, the demand below Parker Dam is 
calculated in a spreadsheet application using the water schedules provided by the 
various water users. The modeler manually enters downstream demand values for 
each month into the RiverWare model, and adjusts the values monthly as more 
information about weather, water transfers, updates from water users and other 
agencies, and other issues becomes available.
In the expanded model, water schedules for all users below Hoover Dam are 
entered into the RiverWare model from Reclamation’s hydrologie database (HDB). 
The model uses the requested diversion and consumptive use for each water user 
object to determine the required outflow from Parker Dam. HDB is updated with 
historical actual diversions and consumptive use, as well as updated water schedules, 
as the information becomes available to Reclamation.
Uncertain Input Variables - Lower Basin Inflow 
(Glen Can von Outflow)
Although there are several tributaries that contribute to inflow to the Lower 
Colorado River system, the primary inflow of interest is mainstem flow released from
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Lake Powell through Glen Canyon Dam. There are several policies that determine the 
amount of water released from Glen Canyon Dam. First, the Colorado River Compact 
of 1922 dictates that the Upper Basin will deliver 75 million acre-feet to the Lower 
Basin over 10 years. That typically translates to 7.5 million acre-feet annually; 
however the Long Range Operating Criteria implemented in 1970 require a minimum 
objective release of 8.23 million acre-feet annually. In addition to the minimum 
objective release requirements, the Long Range Operating Criteria implemented the 
“Equalization Policy”. This policy states that if the storage in Lake Powell exceeds 
the storage in Lake Mead, and Upper Basin water deliveries will not be adversely 
impacted. Reclamation will release additional water from Lake Powell until the 
storage amounts are equal in both reservoirs (Reclamation, 1970). Finally, releases 
from Glen Canyon are dietated by flood eontrol operations, and will soon also be 
dietated by shortage, or low reservoir eondition, criteria.
Upper Basin modelers determine Glen Canyon releases each month based on 
projected inflow into the system. Glen Canyon releases are the primary inflow into 
the Lower Basin system, and the values are eurrently assumed to be certain for Lower 
Basin modeling purposes.
Uncertain Output Variables - Lake Mead Elevation
Created in the 1930s, Lake Mead ensures a steady water supply for Arizona, 
Nevada, California, and northern Mexico by holding back the flow of the Colorado 
River behind Hoover Dam. It is one of the largest water reservoirs in the world. When 
full, the lake contains roughly the same amount of water as would have otherwise
29
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
flowed through the Colorado River over a two-year period -  roughly 9.3 trillion 
gallons, or 30 million acre-feet (Allen, 2003).
Lake Mead elevation is one of the key indicators o f the state of the Lower 
Colorado River system. Many river management decisions are based on Lake Mead 
elevation. First, the water supply eonditions for the Annual Operating Plan (AGP) are 
based on Lake Mead elevation. When Lake Mead is at or below elevation 1125 feet 
as o f December 31, the AGP ealls for normal or shortage conditions in the Lower 
Basin; when Lake Mead elevation is between 1125 and 1145 feet, it calls for partial 
domestic surplus conditions; and when Lake Mead elevation is above 1145 feet, there 
is a full domestic surplus (Reclamation, 2001).
Lake Mead elevation also has an impact on Hoover Dam energy generation 
capacity. The rated generating capaeity of Hoover Dam is 2,074 megawatts when 
Lake M ead is above elevation 1203 feet. When the elevation was 1125.85 feet, as of 
August 5, 2004, Hoover Dam was de-rated to a capacity of 1,731 megawatts. The 
minimum elevation at which Hoover Dam can generate energy without the risk of 
serious damage to the generator turbines is currently 1050 feet (Reclamation, 2004b).
In addition to water supply and energy generation. Lake Mead is also used for 
recreation and wildlife habitat, both of which are impacted by the pool elevation. As 
the water level declines, marinas need to be reloeated or are rendered unusable. This 
has an eeonomic impaet to the reereation industry. Also, eottonwood-willow trees are 
susceptible to flooding along the Lake Mead delta. If Lake Mead is kept above the 
1180 foot elevation for 2 years or more, most of these willows will likely die. This is 
signifieant because the southwestern willow flyeatcher, a bird species listed as
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endangered, uses the riparian eottonwood-willow as a primary nesting ground 
(Reelamation, 1997).
W ith domestic water supply, power generation, reereation, and wildlife 
programs depending on the elevation of Lake Mead, this output variable has critical 
importance for planning and operations. It is vital to the success of meeting the 
various water management goals that the lake elevation and uncertainty surrounding 
it are well understood.
Uncertain Output Variables -  Hoover 
Dam Power Generation 
Hoover Dam generates an average of 4.0 to 4.5 billion kilowatt-hours of 
electricity annually. Power rates are set at a level that allows revenues to cover costs 
with no profit and no loss. As of August 2004, the power rate for California and 
Nevada customers was approximately 1.54 cents per kilowatt-hour and the rate for 
Arizona customers was 1.74 eents per kilowatt-hour, yielding a eomposite rate of 
1.60 cents per kilowatt-hour. If costs were to remain the same, and Lake Mead 
elevation were to fall to 1050 feet, the power rates would need to be inereased to 
approximately 2.02 cents per kilowatt-hour in order to maintain the required revenue 
(Reclamation, 2004b).
Assuming that Hoover customers replace lost hydropower from Hoover Dam 
at prevailing market rates, Arizona eustomers could pay about 5 cents per kilowatt- 
hour for replacement power, which is 2.9 times more that the current Hoover rate. 
Nevada and California customers could pay about 5.5 cents per kilowatt-hour, whieh 
is 3.7 times more than the Hoover power rate. If Hoover could produce no power, the
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power customers eould be required to make full supplemental power purchases at the 
prevailing market rates listed above. These costs, combined with Reelamation’s and 
W estern’s operational expenses would raise power rates above the market rate for 
power (Reclamation, 2004b).
W estern uses the Hoover Dam energy forecasts provided in the 24-Month 
Study to plan their annual and monthly operations. When the aetual power does not 
meet projections, millions of dollars may be spent by Western and customers to make 
up the difference. For example, in fiscal year 2003, Hoover energy customers 
reeeived approximately 347,171,000 kilowatt-hours less than the projeeted eontract 
amount of 4,501,001,000 kilowatt-hours, a loss of 7.7 percent. Unexpected 
replacement power purehases may have cost Hoover customers an additional $24 
million (Reclamation, 2004b). It is therefore very important to provide Western with 
the most accurate estimates possible, as well as realistic uncertainty estimates, so they 
can enter into additional long term supply contracts to provide the power necessary 
under their delivery eontracts.
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CHAPTER 3
QUALITATIVE DISCUSSION ON SOURCES 
OF UNCERTAINTY 
Finkel (1990) and Tung (1996) list and discuss in detail multiple sources of 
uncertainty that modelers and risk managers face. Finkel (1990) divides uneertainty 
into four primary categories: parameter/data uncertainty, model uncertainty, decision 
rule uneertainty, and variability. He further distinguishes multiple types of uncertainty 
under each category. Tung (1996) divides uncertainty into five main eategories: 
parameter, model, natural, data, and operational uncertainty. The following discussion 
adopts Finkel’s classification structure. This thesis does not deal directly with all the 
different types o f uncertainty discussed; however, all sources of uneertainty pose 
significant issues to aceurately forecasting future states of the Colorado River system, 
as well as affecting practical management decisions, and therefore warrant discussion.
Parameter and Data Uncertainty 
Parameter uneertainty results from the inability to accurately quantify model 
inputs and parameters. All hydrologie and hydraulic equations involve several 
physical or empirical parameters that eannot be quantified accurately (Tung 1996). 
Finkel (1990) eategorizes types of parameter uncertainty into measurement errors, 
random errors, and systematic errors.
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Measurement Errors
M ost of the data used to describe the initial conditions of a model run, such as 
initial pool elevation/reservoir content, come from river telemetry. Imprecision in the 
telemetry equipment or non-ideal conditions in which measurements are taken can 
lead to measurement errors. Anning (2002) analyzed the standard error for annual 
streamflow measurements and annual change in reservoir content measurements used 
by Reclamation. His method assumed measurement uncertainty in computed 
streamflow originates from uncertainty in the discharge-rating shift. His 
recommendations for reducing the amount of uncertainty in streamflow 
measurements include making additional measurements by either increasing the 
number of discharge measurements per site visit or by increasing the number o f site 
visits, and using the average discharge-rating shift for two or more discharge 
measurements made during a site visit.
Anning (2002) further found that uncertainty in the reservoir content 
measurements resulted from uncertainty in both the actual reservoir elevation 
measurement and the elevation-content relationship. Sources of measurement 
uncertainty in reservoir elevation measurements include instrumentation errors, such 
as those associated with zeroing the stage recorder during site visits, as well as 
drawdown from withdrawal intakes for downstream releases or wind-generated 
waves affecting reservoir surface elevation loeally near the recording instruments. 
Readers are referred to the USGS report by Anning (2002) for detailed methods for 
calculating the standard error of annual streamflow and annual change in reservoir 
content.
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One of the ways Reclamation deals with measurement errors is by taking 
repeated measurements with telemetry equipment. For example, the pool elevation 
observations taken at Parker Dam and Davis Dam use a Tiny-Basic program that 
collects data from sensors every 15 seconds, then eomputes a running average every 
hour from the 240 samples at 59 minutes after the hour (Gunderson, 2004). In this 
way, errors due to wind-generated waves and other similar errors are smoothed and 
averaged out.
Random Errors
Finkel (1990) defines random errors, also referred to as sampling errors, as the 
uncertainties that oceur when one tries to draw an inference about a quantity from a 
limited number of observations.
Random errors are an issue in this analysis, as the eharacterization of forecast 
errors is based on a limited period of record. As will be discussed further in Chapter 
4, data from 24-month studies dated 1992 -  2005 were used to calculate the mean, 
variance, and skew of the foreeast errors of major input variables. Availability was 
the primary limiting faetor in selecting data to use for this analysis.
Lane (1998) reports an important feature of random errors: if we calculate the 
average random error from many estimates, that average has a much reduced 
variability. This feature oeeurs because random errors will often tend to caneel one 
another. If there is a large enough sample, the random error virtually disappears from 
the average. In other words, similar to measurement errors, the impaet o f random 
errors can be redueed by taking many measurements or by dealing with long-term 
averages.
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Systematic Errors
Systematic uncertainty can easily emerge through an inherent flaw in the data 
gathering process (i.e. errors in the data are not truly random because the sample is 
not tmly representative) (Finkel, 1990). These errors are sometimes referred to as bias 
errors. A major problem with systematic errors is that they do not reduce with the 
number of samples. Unlike random errors, there is no tendency for the bias in a 
variable to compensate from one observation to the next. If the bias can be detected 
and quantified, it is typically fairly simple to adjust the values to make the 
measurements unbiased. Unfortunately, we often do not have an estimate for the bias 
(Lane, 1998).
An example of a potential systematic error in the current 24-Month Study 
forecasting process is the method of developing input forecasts for side inflows or 
outflows (typically referred to as gain/loss terms) in the Lower Basin. Side/tributary 
inflow projections have been composed o f either a 30-year mean or 30-year median 
of historical calculated inflows. There are several issues with this method that may 
lead to biases. First, this method does not take into account local short term weather 
patterns. Second, using a long term average earries with it the assumption that data 
from the period upon which the average is based will be most representative of future 
values for the variable in question. However, with potential changes in policy and 
uncertain future inflows into the river system due to climate change, this assumption 
may not hold true.
Another example of a potential systematie error that has been identified in the 
data involves poliey changes and historical data for Metropolitan W ater District
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(MWD) diversions. Prior to 2003, the state of California was diverting more than its 
allocation of 4.4 million acre-feet per year. MWD, which provides municipal water to 
San Diego and Los Angeles, diverted 1.0 -  1.3 million aere-feet each year between 
1990 and 2002. After the signing of the Colorado River W ater Delivery Agreement 
and Quantification Settlement Agreement (Reelamation, 2003) in Oetober 2003, 
MWD diversions dropped to approximately 690,000 and 763,000 acre-feet in 2003 
and 2004, respectively. In addition, the annual forecasts provided by MWD, and thus 
the eorresponding forecast errors, changed in structure to re fleet the new policy.
Using historic MWD forecast data prior to 2003 in this uncertainty analysis would be 
a systematic error, sinee forecast errors prior to 2003 are not representative o f the 
structure of current and future forecasts and forecast errors.
Model Uncertainty
A model is an abstraction of reality, which generally involves certain degrees 
of simplifications and idealizations. Model uneertainty reflects the inability of the 
model to represent the system’s true physieal behavior (Tung 1996). Finkel (1990) 
distinguishes several forms of model uncertainty, including excluded variables, 
abnormal conditions, and incorrect model form.
Excluded Variables 
No model, no matter how complicated, can encompass all of the factors that 
influence the output quantities of interest. Modelers therefore run the risk that in 
trying to make their models manageably simple, they will leave out one or more 
factors that significantly affect the outputs (Finkel, 1990). An example of this in the
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current RiverWare 24-Month Study is that several of the components of the 
hydrologie cycle are “turned o f f ’ for some reservoirs and all river reaches. The 
RiverWare methods that take evaporation, precipitation, bank storage and seepage 
into account are turned off for the Lake Mohave and Lake Havasu model objects as 
well as all reach model objects. Effects of these processes are considered in a lumped 
variable titled “Gains and Losses” that is added in the reach object directly above a 
reservoir. The expanded model will include evaporation in the Lake Mohave and 
Lake Havasu model objects; however, precipitation and infiltration will still be 
considered in a revised lumped gain/loss variable.
Abnormal Conditions
Because models are simplified and aggregated representations of complicated 
phenomena, it is often difficult to know how general they are -  that is, whether a 
simplification that works in some cases will cease to be appropriate in others (Finkel, 
1990). For example, it is important to test Reclamation’s models to make sure they 
run accurately during periods of river flooding, periods of drought, and “normal” 
operating conditions.
The RiverWare modeling system deals with abnormal conditions through use 
of the Rulebased Policy Language (RPL). Modelers can program conditional events 
into the model based on abnormal or merely non-ideal conditions. The current 24- 
Month Study has a rulebased policy group in place that deals specifically with Lake 
Mead flood control events. Other modelers are currently investigating water shortage 
and low reservoir criteria; when a low-reservoir policy is officially in place, a new set
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of rules will be added to the 24-Month Study to take drought and low-reservoir 
conditions into consideration.
Incorrect Model Form
The problem of incorrect model form or structure may occur when the 
appropriate variables are included in the model but they are used in the wrong form or 
are related in the model in inappropriate ways. For example, models may be flawed if 
they fail to account for statistical correlation between variables.
In this thesis, a major source of potential incorrect model form lies in 
assuming the forecast errors of model input variables follow a normal distribution, 
instead of fitting the empirical forecast error data to a distribution. When we select a 
specific distribution for a given set o f data, we deal with uncertainty with respect to 
the type of statistical model as well as uncertainty in the numeric values of the 
model’s parameters (FPA, 2000).
The U.S. Environmental Protection Agency (2000) distinguishes three cases 
of model form uncertainty in determining the probability distribution function (PDF) 
o f empirical data to be used in risk assessments. For each case, it is assumed that 
several models have been fit to the available data -  for example gamma, lognormal, 
and Weibull.
• Case 1 -  One model fits adequately, and the other models are rejected. In 
this case, incorrect model form uncertainty seems negligible, and the uniquely 
qualified model can be used for assessments.
• Case 2 -  All of the models are rejected, but one fits better than the others. 
If a model that fits cannot be found, then obviously model form uncertainty is present.
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Nonetheless, one might work with the best fitting of the models tried, if the 
approximation is good enough.
•  Case 3 -  There is a virtual tie among two or more models. In this case, all 
the viable models could be used for assessment although model form uncertainty is 
still present.
Decision Rule Uncertainty 
Finkel (1990) distinguishes several forms of decision rule uncertainty, 
including the selection of the summary statistic to characterize uncertainty, selecting 
the parameters that define acceptable risk, selecting a utility function for the summary 
measure, and choosing a method for trading off immediate versus delayed 
consequences.
Choosing the summarv statistic to 
characterize uncertaintv 
Reclamation uses a variety of summary statistics to characterize uncertainty. 
The 10'^ percentile, 50'*’ percentile (median) and 90‘̂  percentile are frequently used to 
characterize the lowest probable, most probable and maximum probable outcomes. In 
addition, the arithmetic mean and standard deviation are also occasionally used to 
develop confidence intervals.
In the current 24-Month Study, Reclamation uses the median, or “most 
probable” forecasted inflows from the National W eather Service’s River Forecast 
Center as the major inflow assumption driving the state of the river system. The 
choice of median carries with it the implication that an error of overestimation is no
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more costly than an error of underestimation, without regard to the absolute size of 
either error (Finkel, 1990). When the 24-Month Study is run to develop the Annual 
Operating Plan (AGP), the model is run again using the lO"’ percentile and 90"  ̂
percentile o f the inflow forecast from NWS to estimate best probable and worst 
probable conditions.
Although the inflow assumptions used are the median, lO''̂  percentile, or 90'*' 
percentile, RiverW are outputs are more akin to arithmetic mean values. All the 
deterministic values in RiverWare can be theoretically replaced with a probabilistic 
equivalent. For example, the true value of an outflow variable, Q, can be rewritten as 
the expected (simulated) value, plus an error term:
Q = Q + s q  (3.1)
In this case, Q is the expected value calculated by RiverWare, and it 
represents the mean (Carron et al., 2005).
Choosing the parameters that define “acceptable” risk 
Decision makers often need to select values to represent upper or lower limits 
for parameters at which policy actions change. These values often appear arbitrary, as 
there may be no discrete cutoff at which specific outcomes or risk changes; however, 
such “arbitrary” cutoffs are useful on many levels. For river operators, having a well- 
defined acceptable level of risk provides a clear target for managing reservoirs. For 
management and regulators, identifying an acceptable level of risk means resolving 
value issues at the time these values are selected, without having to make case- 
specific political or ethical decisions. For the public, a clearly enunciated acceptable
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level of risk provides a context for evaluating how well its welfare is being protected 
(Fischhoff, 1994).
An example at Reclamation involving the determination of acceptable risk is 
the selection of a minimum pool elevation to protect at Lake Mead. Lake elevation is 
a continuous variable; however, a discrete value must be selected under which 
Reclamation will not allow Lake Mead to fall in order to meet management 
objectives. During the filling of Lake Powell in the 1960’s, an elevation of 1083 feet 
was selected because it was understood that this was the minimum level the dam 
could function without incurring excessive maintenance (Nathanson, 1980). Other 
pool elevations that have been considered for protection at Lake Mead include 1050 
feet, which is the level of the upper Southern Nevada W ater Project intake pipe as 
well as the current minimum power pool, and 1000 feet which is the level of the 
lower Southern Nevada W ater Project intake pipe. So we see that “acceptable risk” 
management criteria may be chosen based on the risk of equipment failure, the risk of 
losing power generating capacity, and the risk of a large municipality losing its ability 
to pump and deliver water to its citizens.
Choosing a utilitv function for the summarv measure
A utility function encodes a decision maker’s values in a mathematical form 
by relating the decision maker’s satisfaction with the outcome, or “utility” associated 
with the outcome, to the outcome itself (Spradlin, 2005). This source of decision 
uncertainty is based on the problem of how to translate a measure of risk into a 
measure of social cost (Finkel, 1990). Figures 3.1-3.3 below are examples of utility 
functions. Figure 3.1 shows an example of a linear utility function. The decision
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maker’s concern increases proportionally to the summary measure. For instance, the 
risk of 1 in 100 is ten times as bad as a risk of 1 in 1000. Figure 3.2 shows an 
example o f a convex utility function. As the summary measure increases, the decision 
maker’s concern increases at a relatively greater rate. Figure 3.3 shows an example of 
a concave utility function. The decision m aker’s concern with the outcome increases 
as the summary measure increases, but when the summary measure is low, the 
decision maker’s concern increases much faster than when the summary measure is 
already high (Kammen and Hassenzahl, 1999).
Finkel (1990) writes that when dealing with risks, decision-makers often 
incorporate assumptions of linearity. However, in dealing with water resources 
management, it seems reasonable that people would be more than proportionately 
concerned with the loss of 10,000 acre-feet out of the system than 10 acre-feet, 
particularly during the current drought conditions. Likewise, people may be more 
than proportionately concerned about flood damage from 10,000 acre-feet spreading 
across the flood plain than about damage from the spread of 10 acre-feet. Thus we 
might assume a convex utility function when considering flood control or loss of 
water out of the system during drought.
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IVbgnitude of C o n s e q u e n c e s
Figure 3.1: Linear Utility Function
0)
M agnitude of C o n s e q u e n c e s
Figure 3.2: Convex Utility Function
I
(Vbgnitude of C o n s e q u e n c e s
Figure 3.3: Concave Utility Function 
(Source: Kammen and Hassenzahl, 1999)
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Choosing a Method for Trading Off Immediate 
Versus Delayed Consequences
The fact that risk management decisions sometimes affect the timing of 
adverse consequences contributes to uncertainty in decision-making (Finkel 1990). 
For example, suppose the 24-Month Study indicates that Lake Mead will be at the 
flood control level in three months. Suppose further that the amount of water that will 
need to be released will cause damage downstream. Reclamation may choose to 
release more water than is required during each o f the months leading up to the time 
of expected flood in order to mitigate the effects of a single month of exceptionally 
large releases. These actions are called anticipatory flood control releases.
Anticipatory flood control releases impact Lake Mead elevation and Hoover 
Dam energy projections, and have energy supply and financial ramifications. As will 
be discussed below. W estern uses projections from the 24-Month Study to plan 
energy sales and contracts. If Reclamation releases water earlier than expected, actual 
energy production may differ a great deal from projected energy production. In this 
case, the eonsequenees resulting from damaging amounts of flood water may be 
traded off for consequences resulting from not meeting target projections due to 
anticipatory releases.
Variability
Variability occurs when a quantity that could be described as a single value or 
state of nature consists in reality of a multiplicity of values depending on time, space, 
or other factors (Finkel, 1990). A key goal in analyzing variability is to distinguish
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real variation among a variable from measurement errors, other sources of knowledge 
uncertainties, and stochastic fluctuations (Hattis, 2004). The Commission on 
Geosciences, Environment and Resources (COER, 2000) describes the distinction 
between natural variability and knowledge uncertainty using an example of flood- 
frequency calculations. In their example the frequency curve, or probability 
distribution, of flood events describes natural variability, and the error bounds about 
the curve (i.e., uncertainty in the parameters of the probability distribution) reflect 
knowledge uncertainty. Natural variability is presumed to be an uncertainty of the 
world, a natural or inherent randomness, and is therefore irreducible (COER, 2000).
There are several examples of variability at Reclamation. A clear example 
involves variable failure rates of river telemetry equipment. Suppose a technician 
installs a new modem at each of two telemetry sites -  both from the same maker with 
identical specifications. Those two modems have the same average expected lifetime; 
however one would not expect both modems to fail at the same time. Rather, one 
would expect the failure times to vary by a minimum of several days, but up to 
several months.
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CHAPTER 4
DATA ANALYSIS; CHARACTERIZATION OF THE UNDERLYING 
STRUCTURE OF FORECAST UNCERTAINTY
As stated in Chapter 1, analysis of the structure of hydrologie time series is 
considered as a necessary first step for a comprehensive examination of hydrologie 
stochastic processes. The structural analysis is needed to improve understanding and 
provide a mathematical description of the process. Structural analysis also facilitates 
the development of proper methods needed to generate new, synthetic samples of 
hydrologie time series (Yevjevich, 1976a). The hydrologie time series considered in 
this analysis are the forecast errors o f key input variables.
Data Selection
There are twenty three model input variables considered in this analysis. 
There are four tributary inflow variables: Virgin River, Little Colorado River, Faria 
River, and Bill Williams River; three gain/loss variables: Glen Canyon to Grand 
Canyon USGS gage (Gains Above GC), Grand Canyon USGS gage to Lake Mead 
(Gains Above Hoover), and Davis Dam to Lake Havasu (Gains Above Parker); Glen 
Canyon Outflow; and fifteen water use variables: Southern Nevada W ater Authority 
(SNWA), Central Arizona Project (CAP), Metropolitan W ater District (MWD), Palo 
Verde Irrigation District (PVID), Colorado River Indian Tribes (CRIT), Imperial
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Irrigation District (IID), Coachella Valley W ater District (CVWD), Yuma Project 
(YP), Yuma County W ater Users Association (YCWUA), Yuma Mesa Irrigation and 
Drainage Distriet (YMIDD), W ellton M ohawk Irrigation and Drainage District 
(WMIDD), North Gila Valley Irrigation and Drainage Distriet (NGVIDD), Yuma 
Irrigation Distriet (YID), Unit B, and Mexico (MX). The locations o f many of these 
variables ean be seen in Figure 2.4.
The water users selected were ehosen for the magnitude of their respeetive 
contributions to their state’s total water alloeation. The five California water users: 
MWD, PVID, IID, CVWD, and YP aeeounted for over 99% of California’s 
eonsumptive use in 2003 (Reelamation, 2005). The eight Arizona water users: CAP, 
CRIT, YCWUA, YMIDD, WMIDD, NGVIDD, YID, and Unit B aeeounted for 
nearly 95% of Arizona’s eonsumptive use in 2003 (Reelamation, 2005). A summary 
of the 23 input variables is presented in Table 4.1.
W ater use foreeasts were only available from 1992 through 2005. Therefore 
1992 is the earliest date seleeted for all forecast variables. W ater use foreeast data in 
1992 and 1993 eame from print-outs in historié reeords. W ater use foreeasts from 
1994 though 2005 eame from historic electronic files. Actual historic water use data 
were available from Reelamation’s Hydrologie Database (HDB) as well as historic 
Decree Aeeounting reports.
The souree of the historié tributary data and gain/loss data was the Natural 
Flow Database, whieh is a Reelamation database o f flows along the Upper and Lower 
Colorado River Basins. River flow at gauged sites eame from the U.S. Geologieal 
Survey (USGS). Gain/loss data eame from a RiverWare model called the Lower
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Basin Flow Calculation Model (Callejo and Prairie, 2005). Paria and Virgin River 
data were available through June 2005. Little Colorado River data were available 
through May 2005. Bill Williams River data were available through September 2004. 
All gain/loss data were available through December 2003. The forecasts for all 
tributary and gain/loss variables are monthly median values calculated over the 30- 
year period of January, 1971 through December, 2000, in order to be consistent with 
NWS runoff forecast methods.
Table 4. Summary of Input Variables Considered in Analysis
Variable Type Input Variable Souree of Forecast
Main Stem Inflow Glen Canyon Outflow UC Region determined based 
on operating policy 
requirements
Tributary Inflow Paria River
Little Colorado River
Virgin River
Bill Williams River
30-Year Median based on 
data from USGS
Side Inflow 
(Gain/Loss)
Gains Above Grand Canyon 
Gains Above Hoover 
Gains Above Parker
30-Year Median based on 
Reclamation's Lower Basin 
Flow Calculation Model
W ater Use SNWA
MWD
CAP
PVID
CRIT
IID
CVWD
YP
YCWUA
YMIDD
WMIDD
NGVIDD
YID
U nitB
Mexico
Coordinated approval 
between agency and 
Reelamation
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Glen Canyon release forecasts, whieh are determined by the Upper Basin 
based on forecasted inflow and operating policy requirements, were available in the 
HDB as far back as February 1997. Forecast data from January 1992 through January 
1997 eame from print-outs of historic 24-Month Studies. Actual historic outflow data 
were available from the HDB.
There are three key requirements for the data used to analyze the forecast 
uncertainty structure. First, the data must be representative, with no significant 
systematic errors, or inconsistency. Second, the data should be random and 
independent, with no large random measurement errors (small random measurement 
errors are unavoidable). Third, the data should be homogeneous; that is, there should 
be no significant man-made or natural accidental changes in the data (Yevjevich, 
1976aX
The first and third requirements lead to the differentiation of separate flow 
regimes, or operating conditions. These flow regimes are (1) flood control operations, 
(2) equalization between Lake Powell and Lake Mead, and (3) non-flood eontrol/non- 
equalization operating conditions. One would expect the underlying structure of 
forecast uncertainty to differ according to the operating conditions, so the structure 
should be identified separately for each regime. This thesis focuses on the ease that 
Hoover Dam and Glen Canyon Dam are not under flood control or equalization -  
regime 3 listed above.
Since Glen Canyon Dam underwent equalization releases during 1995-1996, 
Glen Canyon outflow data were excluded during those years. Additionally, Glen 
Canyon and Hoover Dam were operated under flood control conditions during 1997 -
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2000; therefore data over that time period for almost all variables were exeluded from 
analysis as well.
Analysis of historié water use sinee 1992 exposed many trends and structural 
anomalies whieh had to be taken into account, and sometimes required further data 
exclusions. For example, prior to the Colorado River W ater Delivery Agreement 
(CRWDA) in 2003, California had been diverting Arizona’s unused water alloeation. 
Immediately following the Agreement, there was a significant drop in MWD 
diversions (Figure 4.1) because California was obligated to return to its original 
alloeation. IID use began to trend downwards at that time as well (Figure 4.2) 
because California was required to start transitioning water from agricultural use to 
municipal use. The 2003 and onward data is more representative of how MW D and 
HD will consume Colorado River water in the near future; therefore, data for MWD 
was limited to 2003 -  2005, and data for IID was limited to 2002 -  2005 (2002 was 
included to preserve the pre-trend starting conditions).
Other trends and structural changes in water uses ean be seen in SNWA 
(Figure 4.3), CRIT (Figure 4.4), Mexico (Figure 4.5), and PVID (Figure 4.6). The 
changes are attributable to different causes. For example. Southern Nevada saw a 
huge expansion in population over the subject time period, therefore SNWA 
developed to capacity. In contrast, Mexico has always taken their full allocation, but 
Mexican water managers changed the distribution of their water consumption 
throughout the year. PVID does not appear to have been influenced by flood control 
releases during 1997-2000; however, their water use increased during the three years 
immediately prior to the CRW DA (see years 2000-2002). Regardless of the reason
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for the structural change, in order to maintain homogeneity in the data for analysis, it 
was necessary to exclude anomalous data. Table 4.2 indicates which years of data 
were used for each input variable.
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120,000
100,000
80,000
<  60,000
40.000
20.000
8 8 8 So oo
Figure 4.1: MWD historic water uses 1/1992 -  9/2005. 
Note change in water use starting in 2003.
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Figure 4.2: IID historic water uses 1/1992 -  9/2005. 
Note decreasing trend starting in 2003.
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Figure 4.3: SNWA historic water uses 1/1992 -  9/2005. Note 
increasing trend throughout the first decade of record.
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Figure 4.4: CRIT historic water uses 1/1992 -  9/2005. Note 
smaller amplitude of peaks beginning in the late 1990s.
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Mexico Deliveries
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Figure 4.5: Mexico historic water deliveries 1/1995 -  9/2005 excluding 
flood control years 1997-2000. Note change in structure between 
the 1995-1996 record and the 2001-2005 record.
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Figure 4.6: PVID historic water uses 1/1992 -  9/2005
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Table 4.2 Years of data included in the study
Variable Years of Inclusion
Glen Canyon Outflow 1992-1994, 2001-2005
Paria River 1992-1996, 2001-2005
Little Colorado River 1992-1996, 2001-2005
Virgin River 1992-1996, 2001-2005
Bill Williams River 1992-1996, 2001-2005
Gains Above Grand Canyon 1992-1996, 2001-2003
Gains Above Hoover 1992-1996, 2001-2003
Gains Above Parker 1992-1996, 2001-2003
SNWA 2000-2005
MWD 2003-2005
CAP 1996-2005
PVID 1992-1999, 2003-2005
CRIT 1997-2005
IID 2002-2005
CVWD 1992-1996, 2001-2005
YP 1992-1996, 2001-2005
YCWUA 1992-1996, 2001-2005
YMIDD 1992-1996, 2001-2005
WMIDD 1992-1996, 2001-2005
NGVIDD 1992-1996, 2001-2005
YID 1992-1996, 2001-2005
U nitB 1992-1996, 2001-2005
Mexico 2001-2005
Yevjevich (1976b) writes that water use time series are generally composed of 
three types of time components: (1) trends (or sometimes jumps) in parameters, as 
deterministic components; (2) periodicities in parameters, also as deterministic 
components; and (3) the stochastic component as the results of various chance factors 
either in nature or associated with the social and economic factors and randomness in 
them. In Figures 4.1 - 4.6, we can clearly note all three components. Trends have 
been identified as discussed above. Periodicities related to seasonality can also be 
identified; water use in all plots reaches peaks in the summer months and valleys in 
the winter months. Lastly the stochastic components can be observed by the slight
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year-to-year differences in the shapes of the plots. Yevjevich (1976b) attributes the 
stochasticity in water use time series to three phenomena: climatic random variations, 
social and economic chance factors, and the inability to supply the water demand due 
to the random factors in water supply and operational policies of water systems.
Since the interest of this thesis is in understanding and quantifying the 
uncertainty of the model inputs, the forecast errors o f all the variables listed above 
were characterized, rather than the model inputs themselves. For each model input, 
the following was defined:
Forecast Error of Model Input; = X; = Actual; - Forecast;, 
where i = 1 -  23 is an index for input variable. From this point on, one can think of 
the forecast errors as the time series over the intervals listed in Table 4.1.
Multivariate M arkov Model 
Theorv
Many hydrologie time series exhibit significant serial correlation. That is, the 
value of the variable under consideration at one time period is correlated with the 
value of the variable at earlier time periods. Correlation measures the strength of 
association between two continuous random variables. O f interest is whether one 
variable generally increases as the second increases, whether it decreases as the 
second increases, or whether their patterns of variation are totally unrelated (Helsel 
and Hirsch, 1992).
Adopting the notation of Haan (1977), the correlation of a random variable X 
at one time period with its value k time periods earlier is denoted by and is
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called the k'*’ order serial correlation. If serial correlations for lags greater than one 
are not significant, then the time series of the random variable X may be modeled by 
a first order Markov process. A first order Markov process is defined by the equation:
^f+i J  +  (4.1)
where X, is the value of the process at time t, is the mean of X, p^{\) is the first 
order (lag -1) serial correlation coefficient, and 6";+, is a random component with 
E( £■ ) = 0 and V ar(g ) = a l . Haan ( 1977) shows that the variance of X, cr] , is related 
to (Tgby the equation a l  = <T (̂l - /?^ (l)) . If the distribution of X is N (//^ ,c rJ) then 
e  is distributed N(0,<Tg ). Random values of X,^,can then he generated by selecting 
6",+! randomly from a N(0,<7^ ) distribution. If ^  is a random variate distributed 
N(0,1) then ^  or ^  (7 ^^J Ï--p f{^ is  distributed N(0,<r^ ). Thus a model for 
generating Xs that are N (//^ ,<jJ) and follow the first order Markov model is:
^f+i -M x  + /7 ,(l)(X , - P x )  + ^ t + i a/i “  Px (l) (4.2)
When X has a standard normal distribution, ~N(0,1), then Equation 4.2 simplifies to:
(4.3)
This model states that the value of X in one time period is dependent only on the 
value of X in the preceding time period plus a random component (Haan, 1977).
The first order Markov process assumes that the process is stationary in its 
first three moments -  the mean, standard deviation, and skew. However, the variables 
in this analysis are not stationary; as is common in hydrologie data, particularly when 
errors or residuals are used as the time series, the first three moments show seasonal
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periodicity by month. It is possible to generalize the first order Markov model so that 
the periodicity in hydrologie data is accounted for to some extent. The multiseason, 
first order Markov model for normally distributed flows is;
= //.T.y+I + k .y  OK.vU / ( '̂4)
where X, is the value of the process in the j'*’ month of the t*̂  year and /?, .(l) is
the first order serial correlation between values of the process in successive months. 
When X has a standard normal distribution, ~N(0,1), Equation 4.4 simplifies to;
(4.5)
There is a potential issue with reading the subscripts when using this notation. When 
j = 12 then j + 1 should be taken as 1. That is, the 13'*’ month is equal to the U' month 
in the following year in a monthly model (Haan, 1977).
In many situations the simultaneous behavior of two or more random 
variables is important and must be considered. For example, stream flow volumes on 
nearby streams, such as Paria, Virgin, and Little Colorado, are generally correlated. 
This is known as lag 0 cross correlation. In addition to cross correlations between 
hydrologie inflow, there are also cross correlations between water use variables, as 
well as between water use and hydrologie inflow. Given the significant cross 
correlations and serial correlations, a model is required that will allow for 
simultaneous generation of all variables while preserving the cross and serial 
correlation between the variables.
A normal, multivariate generation model that preserves the means, variances, 
first order serial correlations and lag 0 cross correlation is given by the matrix 
equation:
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K,+\ -  KK.t + Q.§. (4.6)
where X ,is  a p x 1 vector of standardized values of the variables being generated at 
time i, E  is a p X  p diagonal matrix whose j *  diagonal element is the lag-1 serial 
correlation coefficient between variables, -{x), G is a p x p diagonal matrix
whose diagonal element is p i  ^(l) and c i s a p x l  vector of random
elements distributed N(0,1) and is defined so as to preserve the lag-zero cross 
correlations between xj and Xh, where j and h are two of the p sites under 
consideration (Haan, 1977).
Previous Research
Seasonal Markov models have been used extensively in modeling climatic 
processes. Poggi et al. (2000) proved that transitions in hourly clearness index, and 
thus hourly solar radiation, could be described by a first order Markov process. The 
authors derived autocorrelation coefficients for the daily clearness index by calendar 
month, and generated monthly sequences of hourly solar data. They found that using 
a monthly Markov model to simulate sequences resulted in preservation of the 
stochastic properties o f the actual data. The correlation coefficient between the actual 
and simulated series was 0.987 with a root mean square error (RMSE) of less than 
0.01. In addition, the monthly means and daily means of solar energy were well 
reproduced.
Xue et al. (2000) developed seasonal and nonseasonal multivariate Markov 
models for ENSO forecasting. They constructed their 3-variable models using 
observational data, and applied a Markov proeess to predict future ENSO events. The 
authors noted that there has been a debate on whether or not seasonality should be
59
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
included in Markov models; however, they concluded that the seasonal models 
generally had better skill at predicting ENSO than nonseasonal models. Following the 
same spirit as Xue et al. (2000), Chen and Yuan (2004) developed a seasonal 8- 
variable Markov model for predicting Antarctic sea ice. They found that their 
multivariate Markov model had significant skills in predicting certain aspects o f the 
Antarctic sea ice variability even at a 9-month lead time.
Results and Discussion
In developing the seasonal multivariate Markov model for this thesis, the 
forecasted and actual data were collected, and calculations were completed as 
described below. First, as mentioned above, the forecast errors were calculated. 
Adopting abbreviations Act for the actual value and FC for the forecast, define:
(4 .7)
For some variables, the forecast errors showed high skew or significant lead 
time effects. Appropriate transformations were applied as necessary to remove these 
characteristics. The general definition for the transformed forecast errors was defined:
y , , = g ( x j  (4 .8)
where g{x ,  j )  is the necessary transformation function.
The forecast errors of all four tributaries were highly skewed. This is to be 
e x p e c t e d ,  a s  t h e  r i v e r s  t y p i e a l l y  r u n  n e a r l y  d r y ;  o n l y  a f t e r  t h e  o c c a s i o n a l  s t o r m  e v e n t  
is there significant flow. After experimenting with logarithmic, square root, and cube 
root transformations, the cube root transformation was found to reduce skew most
effectively; T, = \ f ^ . The Glen Canyon release forecast errors showed significant
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lead time effects; that is, as the lead time of the forecast issuance increased, the 
forecast error also increased in magnitude. Linear regressions were run on the 
forecast errors, by the calendar month in which the forecast was issued. The slopes 
and intercepts for the linear transformations are listed in Table 4.3. The 
transformation function for Glen Canyon release errors is F, = , where k is
the month of issuance. The transformation function for all other variables is the 
identity function. That is, = X , .
Table 4.3: Slopes and intercepts for the linear
Month of 
issuance (k)
Slope (m) 
(dim-less)
Intercept (b) 
(acre-feet)
Jan -6,404 25,001
Feb - 6 , 2 2 6 2 5 ^ 8 1
Mar - 5 , 6 3 7 18,649
Apr -4,058 8 , 9 2 7
May - 3 , 9 1 0 3 , 5 0 6
Jun -4,129 -492
Jul - 4 , 2 1 3 7 , 8 4 4
Aug - 3 , 6 5 1 4,743
Sep - 3 J 2 4 3 , 2 9 8
Oct - 6 , 9 7 0 2 9 , 6 5 6
Nov < M 8 2 2 6 , 7 2 2
Dec 7,171 20,800
Summary statistics were calculated for the transformed forecast errors at each 
calendar month. Separate statistics were calculated for use at month t and t-1. That is, 
if statistics were being calculated for January and February, where February is month 
t and January is month t-1, one set of observations for the February calculations was 
included. If statistics were being calculated for February and March, where February 
is month t-1 and March is month t, a different set of observations for the February
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calculations was included. The means, standard deviations, and skews by month, 
when the month in consideration is t, are listed in Tables 4.4a-c, respectively.
A slightly different process was used for deriving the summary statistics for 
CAP and MW D forecast errors. Each month before the 24-Month Study is run. 
Reclamation gets more up-to-date forecasts for the current month and the following 
month (lead times 1 and 2 months). There is a clear structure to the forecast errors of 
these two variables. The forecast error may repeat for a number of months, as the 
forecast does not change at all over that time, and then drops sharply at 1 and 2 month 
lead times when the forecast is “honed in” . Therefore, the forecast errors at lead times 
1 and 2 were excluded when calculating the mean, standard deviation, and skewness 
coefficient for the monthly forecast errors. Furthermore, separate summary statistics 
for month 1 lead time forecast errors were calculated for each calendar month.
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Table 4.4a: Month t mean transformed forecast errors (values in acre-feet)
M e a n  (t) J A N FEB M A R A P R M A Y JUN
G C R e l - 8 3 , 5 9 8 -48,520 7,155 -49,567 -69,817 - 4 4 , 8 2 3
P a r i a 2 j 8 3 J 4 3 . 9 8 0.17 0 J 9 4 1 3 3
L i t t l e  C O 3 . 6 6 7.48 4.42 -15.06 -4.22 1.17
V i r g i n 2.00 6.70 4.45 -0.39 3.40 2 J 0
BW 7.08 13.90 9.50 2 . 9 5 9 J 8 7.70
G a i n s G C -4525 -275 - 2 1 9 3 1457 -530 531
G a i n s H v r 2 7 2 9 8 763 -10332 6014 -1074 -20517
G a i n s P k r -4324 8118 -2136 5 6 9 2 6 9 3 4624
S N W A - 9 3 3 -417 -2506 -857 1620 26
M W D -24739 21454 -25043 10135 3 4 5 3 3 40626
C A P -4061 -1138 -9576 1673 15273 37117
P V I D -4137 -11700 -1492 -2213 -3714 -7022
C R I T 15214 - 9 0 9 7 -6877 -3476 - 6 3 3 3 -9247
I I D -17904 - 4 8 2 5 9 12074 -8777 -14788 -5377
C V W D - 3 3 3 8 -6087 - 2 4 1 5 -1998 -1148 -1665
Y P -1242 -1391 102 -844 -1848 -1848
Y C W U A -1168 -1558 5211 1366 -1682 -137
Y M I D D - 1 8 2 6 - 2 2 8 0 -609 -1710 -2673 -3409
W M I D D -1521 - 4 2 8 9 8 6 6 245 -6217 -2147
N G V I D D -496 -497 -118 - 3 4 8 - 6 6 3 - 6 3 3
Y I D -361 -725 -444 - 5 8 5 -1192 -705
U n i t e - 2 3 5 -179 -175 47 -169 - 2 9 0
M X 22720 26061 16874 23409 -28219 -30117
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Table 4.4a, continued
M e a n  ( t ) J U L A U G S E P O C T N O V D E C
G C R e l -71,722 -47,126 -148,122 -45,535 -20,553 -19,009
P a r i a -2.50 -4.57 -0.31 0 2 5 0 . 9 5 - 0 2 3
L i t t l e  C O -4.31 -1.57 4.44 4.11 3 2 0 1.14
V i r g i n -1.58 -8.16 -4.41 -0.62 5 . 0 6 3 ^ 6
B W 10.98 1.95 1 . 9 2 4 2 4 3.44 2.67
G a i n s G C 4687 6 2 9 7 5 5 2 4973 4807 -1478
G a i n s H v r -11797 166 804 -16378 -10222 1118
G a i n s P k r 6 2 3 0 8 7 9 697 4717 3 3 2 3 8 3 6 5
S N W A 3374 1 8 5 8 -1527 -2755 -3618 -159
M W D 16064 3 0 9 3 3 2 8 4 9 4 27053 52409 44255
C A P 2 0 5 8 0 2 5 8 4 -2121 -15570 -15069 - 2 8 0 9
P V I D -8517 -4574 -4653 -1593 -5310 - 7 3 2 3
C R I T -8319 -5431 6 J 6 -1387 -4009 - 3 2 9 8
I I D -7783 -18097 3311 - 1 2 7 8 2 - 1 3 2 5 8 -13515
C V W D -2176 -1562 -1027 -915 9 9 -1740
Y P - 2 2 5 9 -1224 -1804 -2706 -1320 -1355
Y C W U A -844 -1485 -2200 -52 -1066 -441
Y M I D D - 3 5 0 9 -4585 - 3 2 8 9 - 8 8 3 -2711 416
W M I D D -4025 -1301 -3576 - 5 4 8 -1446 -961
N G V I D D -321 - 5 9 9 - 5 6 8 -471 -553 - 2 3 0
Y I D -764 -1036 -1385 -1099 -492 - 3 8 4
U n i t B -557 - 5 6 2 - 2 2 0 -204 -59 407
M X -8401 3670 8 1 8 3 20430 14455 2 1 2 3 6
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Table 4.4b: Month t standard deviation of transformed forecast errors 
(values in acre-feet)
S t d  D e v  ( t ) J A N F E B M A R A P R M A Y J U N
G C R e l 7 1 , 1 1 2 8 9 , 0 1 3 1 1 1 , 6 7 7 8 8 , 7 8 4 9 1 , 4 3 0 7 8 , 0 3 0
P a r i a 9 . 7 4 8 . 7 1 9 . 4 7 8 6 1 7 . 7 1 5 6 3
L i t t l e  C O 2 6 3 0 2 7 . 9 5 2 8 . 8 1 1 9 . 3 6 1 0 . 2 1 2 . 9 1
V i r g i n 2 1 6 3 2 1 . 0 7 2 5 6 6 2 5 . 5 7 2 8 . 8 4 2 0 . 3 5
B W 1 3 . 1 0 2 0 . 7 8 2 6 . 0 0 1 1 . 0 2 7 . 0 9 7 . 5 9
G a i n s G C 1 5 0 2 9 8 6 6 3 1 5 1 0 4 1 6 8 1 3 1 0 9 1 0 1 4 9 7 6
G a i n s H v r 6 0 0 9 3 4 1 7 2 0 6 6 2 2 3 4 1 1 0 6 3 2 3 7 5 1 6 9 6 9
G a i n s P k r 2 3 7 3 2 2 4 1 5 5 2 9 0 9 0 4 0 8 9 0 2 6 6 5 9 1 8 1 1 1
S N W A 2 0 6 1 1 2 9 7 2 5 7 8 2 9 0 9 4 5 0 8 1 4 6 9
M W D 3 2 1 4 4 1 7 5 6 0 1 5 2 4 3 1 7 5 5 2 2 0 1 0 7 3 2 9 1 8
C A P 2 3 2 4 4 3 8 3 2 2 6 1 8 5 2 2 6 3 5 5 4 1 6 0 8 4 0 0 1 7
P V I D 9 6 5 5 1 3 6 4 2 9 9 1 5 9 3 1 2 8 6 0 0 1 1 2 5 7
C R I T 1 3 1 5 7 8 6 8 6 8 1 4 0 8 4 1 6 6 7 5 5 1 1 3 5 4
I I D 1 7 2 2 8 2 2 8 1 0 8 1 5 8 1 6 5 7 6 6 7 8 9 7 2 3 8
C V W D 5 3 6 9 4 6 4 5 3 6 1 4 2 7 0 4 3 4 2 3 3 4 6 8
Y P 1 2 8 0 1 2 3 5 1 6 5 0 1 6 7 9 1 1 4 2 1 6 9 3
Y C W U A 4 4 6 3 3 7 4 8 3 6 9 7 2 3 8 0 2 9 5 9 3 3 4 8
Y M I D D 2 6 4 7 2 5 2 6 2 9 4 0 3 1 6 1 3 2 9 6 3 2 8 0
W M I D D 6 8 4 8 4 3 8 9 6 1 2 3 3 5 2 0 8 2 1 2 5 8 5 4
N G V I D D 3 0 1 2 5 2 2 2 1 2 7 7 3 9 2 5 2 1
Y I D 5 6 9 5 1 1 5 8 3 6 3 1 6 5 5 5 7 9
U n i t B 4 1 7 3 9 5 5 4 8 5 0 7 3 7 3 4 7 2
M X 1 4 6 6 4 9 4 4 5 8 7 5 8 1 4 3 1 3 3 6 8 6 7 3 5 6 9 6
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Table 4.4b, continued
S t d  D e v  ( t ) J U L A U G S E P O C T N O V D E C
G C R e l 111,795 113,901 172,791 63,367 122,924 139,402
P a r i a 5.73 6 6 2 8 6 2 9 ^ 5 7.56 6.71
L i t t l e  C O 11.64 16.72 18.14 15.60 11.79 12.44
V i r g i n 11.34 8 . 9 5 10.19 1 6 . 8 8 13.53 1 2 . 8 9
B W 5 . 9 5 11.06 12.37 8 6 ^ 7 6 9 6.31
G a i n s G C 17911 23047 14396 9513 11518 17794
G a i n s H v r 23474 25340 17334 1 8 5 9 2 17348 23290
G a i n s P k r 14543 20176 1 3 9 5 8 9 9 8 3 1 8 2 2 8 31661
S N W A 1433 3675 1768 2 7 9 6 4527 3481
M W D 46274 2 7 8 8 5 27489 37801 21192 22315
C A P 2 2 4 2 4 2 8 8 5 4 2 2 9 0 6 45546 34094 47606
P V I D 11771 15499 7534 6 9 2 4 5197 7 9 6 3
C R I T 13144 6000 6 2 8 7 3 8 1 5 6 2 2 4 2906
I I D 18760 2 3 7 4 6 11978 24131 24138 18541
C V W D 2 5 1 8 2244 1739 2 9 2 9 3112 1845
Y P 1571 8 6 2 1776 2 0 7 8 1915 1187
Y C W U A 1678 3 4 2 8 1951 5 3 9 2 3654 2077
Y M I D D 2 3 8 0 3037 2211 4 3 9 8 4236 4997
W M I D D 7479 5690 4827 2 9 6 8 5158 3 6 3 2
N G V I D D 540 411 3 6 0 420 499 3 8 1
Y I D 716 6 6 5 740 770 5 9 5 4 8 4
U n i t B 9 2 7 402 4 3 8 370 3 6 7 5 2 8
M X 14558 11739 8074 13609 15604 26615
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Table 4.4c: Month t skew of transformed forecast errors
S k e w  ( t ) J A N F E B M A R A P R M A Y J U N
G C R e l - 0 . 5 3 - 0 . 5 3 - 0 . 5 1 - 1 . 6 1 - 0 . 9 1 - 0 . 4 1
P a r i a 0 . 5 7 0 . 1 6 0 . 0 7 0 . 1 1 0 . 5 7 0 . 4 7
L i t t l e  C O 1 . 2 6 0 . 6 4 0 . 0 8 1 . 3 6 0 . 5 2 3 . 5 5
V i r g i n 0 6 9 0 . 1 5 0 . 5 9 0 6 2 0 . 6 1 0 . 6 8
B W 1 . 8 5 1 . 0 1 1 . 2 0 1 . 2 1 0 . 7 1 0 . 0 7
G a i n s G C - 0 . 2 4 - 0 . 2 3 0 . 0 5 - 0 . 1 8 - 0 . 0 6 0 . 9 1
G a i n s H v r 0 . 6 7 1 . 2 2 0 . 4 2 - 0 . 2 1 0 . 4 4 - 0 6 8
G a i n s P k r - 0 . 4 8 - 0 . 5 7 - 0 . 7 7 0 . 1 7 - 0 . 7 1 0 . 4 7
S N W A - 0 6 8 - 0 . 1 2 - 0 6 8 0 . 6 3 - 1 . 0 3 - 1 . 0 8
M W D 0 . 6 6 0 . 1 2 0 . 8 1 - 0 . 3 5 - 0 . 1 0 - 0 . 7 7
C A P - 0 6 6 - 1 . 8 6 - 1 . 7 0 - 0 . 3 6 1 . 4 7 - 0 . 0 5
P V I D - 0 . 8 2 - 0 . 3 5 0 . 2 7 0 6 9 0 . 2 7 0 . 6 0
C R I T - 0 6 8 - 0 . 6 9 - 0 . 6 0 - 0 . 3 6 - 0 6 2 - 0 . 6 7
I I D 0 . 0 3 0 6 6 0 . 4 8 - 0 . 1 0 0 . 2 5 0 . 4 4
C V W D - 0 . 2 9 - 0 . 1 5 0 . 1 4 - 0 . 2 2 - 0 . 0 5 0 . 6 5
Y P - 0 . 6 9 - 0 6 9 - 0 . 7 7 - 0 6 6 - 0 . 0 3 - 1 . 1 5
Y C W U A - 0 . 7 9 - 0 . 2 8 - 1 . 3 2 0 . 2 4 - 0 . 0 6 - 0 . 0 8
Y M I D D - 0 . 0 1 - 0 . 3 3 - 0 . 8 0 - 0 . 4 8 - 0 . 6 6 0 . 3 1
W M I D D - 0 . 4 7 - 0 6 9 - 0 . 8 1 - 0 . 4 7 - 0 . 5 4 - 1 . 2 5
N G V I D D - 0 . 1 0 - 0 . 9 1 - 0 . 3 1 - 0 . 2 0 - 0 . 0 9 0 . 0 5
Y I D - 0 . 7 5 - 0 6 8 0 . 5 5 0 6 9 - 0 . 0 3 0 . 4 2
U n i t B 0 . 2 5 - 0 . 4 2 - 0 . 4 5 - 0 . 8 1 - 0 . 1 0 - 0 . 1 2
M X - 0 . 3 0 - 0 . 4 1 0 . 6 8 - 0 . 3 0 - 0 . 1 0 - 0 . 2 1
67
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
Table 4.4c, continued
Skew (t) JUL AUG SEP OCT NOV DEC
GCRel -0.81 -1.57 -0.91 -0.41 0.31 -068
Paria 0.66 1.05 0.25 0.41 0.37 0.29
Little CO 1.13 0.63 0.47 -0.14 0.05 0.38
Virgin 0.55 1.24 0.97 0.59 -0.61 -063
BW 0.72 0.49 0.76 0.10 4 6 9 -0.21
GainsGC 0.64 -0.46 0.17 0.78 0.20 1.71
GainsHvr -0.08 0.66 -0.06 0.15 -0.45 0.95
GainsPkr 1.00 2.79 062 0.34 -0.83 -0.78
SNWA 0.86 0.53 -0.08 -0.64 -0.79 0.50
MWD -0.18 0.03 0.01 -0.31 -1.52 -0.94
CAP -1.45 -0.84 -0.21 0.73 -0.01 0.44
PVID 0.64 -0.03 -0.42 -0.13 -0.12 -0.21
CRIT -0.69 -0.48 -0.10 -0.79 -1.44 -0.51
IID 1.62 0.50 0.70 0A8 -0.81 -0.09
CVWD 0.43 -0.14 0.13 265 -0.30 -0.53
YP -0.18 -0.51 -0.10 0.20 0.11 -046
YCWUA -0.52 0.04 0.19 065 0.50 -063
YMIDD 0.05 -066 0.34 0.08 069 -063
WMIDD -068 -1.20 -063 -0.11 0.13 0.04
NGVIDD 0.57 0.85 096 0.61 0.42 -0.44
YID 0.57 0.51 -069 -0.87 063 -0.62
UnitB -267 0.45 -0.14 1.55 -0.74 062
MX -063 0.40 1.26 0.34 0.69 0.60
The y, s were then standardized using the following equation:
K i - Y ,
yj
(4.9)
where F . is the sample mean for calendar month j and ŝ , ■ is the sample standard
d e v i a t i o n  o f  Y  a t  c a l e n d a r  m o n t h  j .  T h e  r e s u l t s  w e r e  t i m e  s e r i e s  w i t h  s t a n d a r d  n o r m a l  
distributions ~N(0,1).
Lag -1 serial correlation coefficients were estimated for the standard normal 
forecast errors using the equation:
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where Nj is the number of pairs of Zs for calendar month j. The lag -1 serial 
correlation coefficients for the variables in this analysis are shown in Table 4.5. The 
error terms were then calculated as follows:
“  Pz , j  (41 1 )
Since Z ~N(0,1), we can write £■, = <^f^l ,(l) where ^  ~N(0,1).
Lag-0 cross correlations were then calculated on th e f, ’s. The cross correlation matrix
for the variables considered in this thesis is listed in Table 4.6. Once the cross 
correlations were calculated, it was possible to move into the Monte Carlo software to 
generate a series of ^ s  for each variable that preserves the cross correlations as well 
as the serial correlations.
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Table 4.5: Lag -1 serial correlation coefficients for the standardized, 
transformed forecast errors. Zeros indicate the correlation coefficient was
JAN FEB MAR APR MAY JUN
GCRel 0.477 0.579 0.645 0 0 6 9 8 0.653
Paria 0.584 0 4 2 9 0.688 0.882 0.853 0.925
Little CO 0.759 0.922 0613 0.570 0.445 0.653
Virgin 0.526 0.884 0.845 0.948 0.979 0.983
BW 0.406 0.670 0.975 0.840 0.625 0.663
GainsGC 0.797 0 6 2 6 0.314 -0636 0.680 0.000
GainsHvr 0.968 0.915 0 4 5 6 0.251 0.537 0.786
GainsPkr 0.936 0.903 0.871 0.891 0.801 0.000
SNWA 0.361 0.087 0.259 0.400 0.199 -0.259
MWD 0 0 0 0 0 0
CAP 0.456 0 6 9 8 0423 0.548 0.694 0.405
PVID 0.467 0.421 0.571 0.675 0.825 0.899
CRIT 0.542 0.647 -0.311 0.150 0.937 0.808
IID 0.807 0.719 -0.451 0 6 2 2 0.360 0.752
CVWD 0.664 0.690 0.540 0.250 0.659 0.699
YP 0 6 4 2 -0.250 0 0.821 0 0.505
YCWUA 0.770 0.176 0.601 0.280 0.149 0.136
YMIDD 0.487 0.185 0.466 0.627 0.725 0643
WMIDD 0.679 0.423 0.532 0.421 0 6 5 9 0.747
NGVIDD 0.718 0.539 0.177 0.214 0.747 0.537
YID 0.574 0.704 0 6 2 9 0.718 0.536 0.666
U nitB 0 6 3 4 0.540 0 6 7 9 0.666 0 6 8 7 0.286
MX 0665 0 0.276 0 6 6 6 -0.901 0.990
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Table 4.5, continued
fxOO JUL AUG SEP OCT NOV DEC
GCRel 0.654 0.840 0.813 06 8 7 0.557 0 6 9 8
Paria -0.165 -0.440 -0.168 0.477 0.475 0.653
Little CO 0.296 0.452 0 -0.301 0.661 0 6 5 6
Virgin 0.815 0.000 -0.275 -0.323 0.564 0.846
BW 0.865 0 6 7 8 0.731 0.620 0679 0.895
GainsGC 0.636 0683 0 6 8 9 0 0.846 0.784
GainsHvr 06 7 2 0.000 0.641 0.792 -0.277 41238
GainsPkr 0.732 0.557 0 0.646 -0.313 0 6 7 9
SNWA 0.055 0.216 0.870 0.546 0658 0.305
MWD 0 0 0 0 0 0
CAP 0.436 0.755 0.446 0.241 0665 0.627
PVID 0.964 0.605 0.192 0 0.702 0 6 7 8
CRIT 0.972 0.816 0.807 -0.444 0.490 0 6 6 7
IID 0.364 0 6 8 0 0.516 0.724 0.474 0 6 5 0
CVWD 0.634 0.457 0.246 0.627 &488 0.290
YP 0.617 0.555 0.672 0.773 0.599 0.540
YCWUA 0 0.340 -0.172 0.505 0 0.172
YMIDD 0.854 0.576 0.770 0.245 0.191 0
WMIDD 0.868 0 6 7 8 0.597 0.341 0659 0.562
NGVIDD 0.686 0.817 0.749 0 6 8 8 0628 0.614
YID 0.529 0.870 0.554 0 6 2 4 0.720 0.565
U nitB 0.376 0.428 -0.411 0 6 3 9 0.310 0.390
MX 0.979 0.758 0 0 0 0.810
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Table 4.6: Cross correlation coefficients for the standardized, transformed forecast 
errors. Correlation coefficients in italic font are significant at the 1% level, those in 
normal font are significant at the 5% level. Zeros indicate the correlation coefficient
snwa cap mwd crit mx wmidd yid ycwua
snwa 1.000 0.552 -0.747 0 41263 0 0.404 0
cap 1.000 0 0 -0.542 0.570 0.44/ 0
mwd 0 1.000 0 0 &797 (1454 0
crit 0 0 0 1.000 0 0 0 A47/
mx 41263 -0.542 0 0 1.000 -0.577 -&725 -0.767
wmidd 0 0.570 (%797 0 -0677 1.000 0.615 0
yid 0.404 0.441 0.454 0 -0625 0 6 /5 1.000 0
ycwua 0 0 0 &47/ -0667 0 0 1.000
ymidd 0 0 0 0.460 0 0687 0 0.755
ngvidd 0 0 (1609 0.67/ 0 &559 (1670 0
unitb 11285 0 0 0 0.250 0 0 &409
yp -0.795 0 (1789 0.625 0 0.306 0 Ü499
cvwd 0 0.273 0.470 -0.747 0 0.579 0 0
pvid 0 0 0 0.565 0 0 0 0.318
iid 0 0.4/2 0.310 (1727 -0.642 0.699 (1567 0
paria -0.524 -0.675 0 -0.722 0.300 -0.765 41261 -0.611
virgin -0.419 -0.515 0.287 -0.260 0 0 0 -0.619
littleco 0 0.266 0 -0.775 -0.78/ 0 0.304 -&4/7
bw -&420 -0.311 0 0 6 /8 0.7/2 0 -0660 0
gainsgc -0.714 -0.607 0 0 &777 -0.565 -&762 -0.492
gainshvr (1258 0 -0.479 41486 0 -0.579 0 -0.267
gainspkr -0.765 0 0.598 0 0 0.521 0 0
gore! 41286 0 0 0.552 0 0 0 Œ252
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Table 4.6, continued
ymidd ngvidd unitb y p cvwd pvid iid
snwa 0 0 0 J K 5 - 0 6 9 5 0 0 0
cap 0 0 0 0 0.273 0 0 6 / 2
mwd 0 0 . 6 0 9 0 0 . 7 8 9 0 . 4 7 0 0 0.310
crit 0 . 4 M < 1 6 7 / 0 0 . 6 2 5 - 0 . 7 4 7 0 . 5 6 5 A 7 2 7
mx 0 0 0.250 0 0 0 - 0 . 6 4 2
wmidd 0 6 8 7 0.559 0 0.306 0 . 5 7 9 0 & 6 9 9
yid 0 0 . 6 7 0 0 0 0 0 < 1 5 6 7
ycwua 0 . 7 5 5 0 0 . 4 0 9 < 1 4 9 9 0 0.318 0
ymidd 1 . 0 0 0 Ü 4 M < 1 5 8 9 0 . 7 7 0 0 0 0
ngvidd 0 . 4 8 6 1.000 0 < 1 6 6 7 0.273 0 0 . 4 7 2
unitb & 5 8 9 0 1 . 0 0 0 0 0.304 -0.514 - 0 6 / 7
y p 0 . 7 7 0 0 6 6 7 0 1.000 0.277 0 6 0 9 0.272
cvwd 0 0.273 0.304 0.277 1.000 - & 5 6 2 0
pvid 0 0 -0.514 0  3 0 8 - 0 . 5 6 2 1.000 0
iid 0 0 6 % - & 4 / 7 0.272 0 0 1.000
paria -0.616 - 0 6 7 / - 0 . 5 2 7 0 0 0 0
virgin - 0 . 5 4 2 0 - 0 . 6 7 6 0 0 0.270 0
littleco - 0 . 4 6 9 -0.270 0 - 0 . 5 9 7 0 . 4 6 2 - 0 . 7 9 9 0
bw 0 0 6 6 7 0 0 . 5 6 2 0 0.297 - 0 6 2 8
gainsgc - 0 . 6 0 8 0 - 0 . 4 5 7 0 - 0 6 8 8 0 0
gainshvr -0.6 n - 0 . 7 7 6 0 - 0 . 8 4 2 - 0 . 7 7 2 - 0 . 7 8 8 - 0 . 4 7 2
gainspkr 0 0.303 0 & 4 4 0 0 . 8 6 5 0 0
gcrel 0 . 4 7 7 0.304 -0.316 0 6 / 8 0 0 . 6 6 9 0 . 4 7 5
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Table 4.6, continued
paria virgin littleco bw gainsgc gainshvr gainspkr gcrel
snwa -0624 -&4/9 0 41420 -0.714 0658 -0.765 41286
cap -0.675 -0.5/5 0.266 -0.311 -0.607 0 0 0
mwd 0 0.287 0 0 0 -0679 0 6 % 0
crit -0.722 -0.260 -0.775 0 6 /8 0 -0.486 0 0.552
mx 0.300 0 -&78/ 1 7 /2 0677 0 0 0
wmidd -0.765 0 0 0 -0.565 -0.579 0.521 0
yid -0.261 0 0.304 -0.760 -0.762 0 0 0
ycwua -0.611 -0 6 /9 -0.417 0 -0.492 -0.267 0 0652
ymidd -&6/6 -0.542 -0.469 0 -0.608 -0.611 0 0.477
ngvidd -&77/ 0 -0.270 <1767 0 -0.776 0.303 0.304
unitb -0.527 -0676 0 0 -0657 0 0 -0.316
yp 0 0 -0.597 0.562 0 -0.842 0.440 0.6/8
cvwd 0 0 Ü462 0 -0.788 -0672 0.865 0
pvid 0 0.270 -0.799 0.297 0 -0688 0 0.669
iid 0 0 0 -0.728 0 -0.472 0 0.475
paria 1.000 0.942 0 0 0657 0 0 0
virgin 0.942 1.000 0 0 0 6 /9 0 0 0
littleco 0 0 1.000 -0.660 0 0 6 /8 0 -0.758
bw 0 0 -0.660 1.000 0.300 -0.482 0 0.474
gainsgc 0657 0 6 /9 -0.158 0.300 1.000 0 0 0
gainshvr 0 0 <15/8 -0.482 0 1.000 -0.540 -0.709
gainspkr 0 0 0 0 0 -0.540 1.000 0
gcrel 0 0 -0.758 0.474 0 -0.709 0 1.000
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CHAPTER 5
MONTE CARLO SIMULATION USING LATIN 
HYPERCUBE SAMPLING 
Background
Probably the most common way to propagate input errors through an 
otherwise deterministic model is by means of Monte Carlo simulations. This is done 
by generating multiple, equally likely sets of randomized inputs; computing 
deterministically a set of corresponding model outputs for each; and analyzing the 
resultant multiple, equally likely random output sets statistically (Neuman, 2003).
One of the limitations of Monte Carlo simulation is that distributions for the 
input variables must be assumed; in most water resource problems, the true 
probability distributions of the input variables are seldom known. The quality of 
simulation estimates is therefore affected by the appropriateness o f the chosen 
distribution functions for the input variables (Tyagi and Haan, 2001). Additionally, 
since Monte Carlo simulation involves a random sampling procedure, the results 
obtained inevitably involve sampling errors which decrease as the sample size 
increases (Tung, 1996), and the number of simulations required for convergence is not 
well defined (Tyagi and Haan, 2001). Increasing sample size, for achieving higher 
precision, generally has meant an increase in computer time for generating 
realizations and subsequent data processing. Therefore, a challenge has been finding a
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sampling technique that uses the minimum possible computation to gain the 
maximum possible accuracy for the quantity under estimation. To these ends, several 
variance reduction techniques have been developed, one of which is Latin hypercube 
sampling (Tung, 1996).
Latin hypercube sampling (LHS) is a stratified sampling scheme developed by 
McKay et al.. (1979). In LHS, M different values are selected from each of N 
variables in the following manner: the range of each variable is divided into M 
nonoverlapping intervals on the basis of equal probability, and one random value is 
selected from each interval based on the probability density function of the variable. 
The M values from each variable are paired in a random fashion to form an M x N 
matrix; that is, M N-tuplets (Lian and Yen, 2003).
Monte Carlo Sampling (MCS), in contrast, is pure random sampling over the 
range of the variable. Both MCS and LHS can uniformly sample the parameters in 
their range. However, LHS can generate representative samples more efficiently than 
MCS. The estimation of the mean and distribution function of the output from LHS is 
unbiased; therefore, the technique reduces the number of computer runs needed to 
achieve the same precision as a conventional Monte Carlo sampling technique. In 
addition, the LHS technique ensures that the entire range of each variable is sampled 
(Lian and Yen, 2003). In another comparative analysis of uncertainty methods, Yu et 
al. (2001) demonstrated that by using LHS versus MCS, they were able to reduce the 
number of realizations by an order of magnitude -  100 versus 1000.
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Methods
A commercially available software package called @RISK® was used to 
generate random variâtes for the Monte Carlo simulations using Latin hypercube 
sampling. This software allows the user to define the probability distributions of the 
variables as well as any cross correlations between variables. The largest number of 
realizations @RISK will generate in a single simulation is 10,000. In order to get 
15,000 realizations, two simulations were run. The first produced 10,000 realizations 
and the second produced 5,000. The summary statistics for all 15,000 random variâtes 
generated by @RISK are listed in Table 5.1.
Table 5.1 Summary statistics for random variâtes generated in
Input Mean Std Dev Min Max
G C R el -1.34E-05 0.9998 -3.8620 3.8175
Paria -6.37E-06 1.0000 -3.9587 3.8574
Virgin 6.42E-05 1.0001 -3.7591 4.3477
Little CO 6.82E-07 1.0000 -4.1204 4.1870
BW -1.77E-06 0.9999 -3.8722 :L8620
Gains GC -5.22E-05 1.0003 -4.4668 4.0361
Gains Hvr 2.73E-05 1.0000 -3.7479 4.0033
Gains Pkr 4.36E-05 1.0001 -3.9126 4.0862
SNWA 1.37E-05 0.9999 -3.7268 3.8801
CAP -8.93E-06 1.0002 -4.2242 4.2077
MWD -3.91E-06 0.9999 -3.7409 3.9020
CRIT -5.12E-06 1.0000 -3.8993 3.9140
WMIDD 4.72E-05 1.0001 -3.9206 4.1849
YID 4.40E-06 1.0000 -3.8631 3.9873
YCWUA 3.97E-05 1.0000 -3.8073 4.0323
YMIDD -2.25E-05 0.9999 -4.0298 3J2&4
NGVIDD 2.60E-05 0.9999 -3.7961 3.9703
U n ite -6.89E-06 1.0000 -3.8696 3.8188
YP -3.38E-05 1.0000 -44382 3.9424
CVWD -1.17E-05 1.0000 -3.8608 3.8000
PVID -5.25E-06 1.0000 -3.9807 3.9907
IID 7.88E-05 1.0001 -3.8201 46693
Mexico -8.38E-06 1.0002 -4.4598 36874
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The random variâtes generated in @RISK represent the <̂ s discussed in 
Chapter 4. Once the ^ s  were generated, it was necessary to back calculate in order to 
arrive at new forecasts to enter into the RiverWare model. The following procedure
was used to obtain the forecast realizations. First, the 15,000 values were divided into
625 sets of 24. Then the complete error component was calculated using the equation:
£,.j (5-1)
Since the serial correlation coefficients depend on the calendar month, it is necessary 
to select a month of issuance for the 24-Month Study simulation prior to this step. 
Two months of issuance were selected for analysis -  November 2003 and January 
2004. These months were selected because they both were issued after 
implementation of the CRWDA, and there are 24 months of actual data against which 
to compare the output.
The standard normal forecast error was then calculated using the Markovian 
time series equation:
~  P z . j^ )^ t - \ , j - \  +G,; (5-2)
where Z,_, is the actual historic standardized forecast error at month j-1. In this
instance, t-1 = 0 , which represents the initial conditions at the time the model is run. 
For the November 2003 simulation t-1 is October 2003, and for the January 2004 
simulation t-1 is December 2003. Additional logic was applied in the case that the 
forecasts for months 13-24 were a repetition of the forecasts for months 1-12. For t > 
12, if the forecast was equal to the forecast of 12 months ago, then the same f , . term
from 12 months ago was used. The theory behind this logic is, if the forecast is the
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same as it was 12 months ago, then the random component to the forecast error would 
also be the same as it was 12 months ago.
After the standard normal forecast errors were derived, the means and 
standard deviations of the forecast errors (listed in Table 4.3a-b) were then added 
back in to remove the standardization:
Yt.j +Yj (5.3)
Equation 5.3 returns the transformed forecast errors. The inverse transformations 
were performed as necessary to get forecast errors in their original form.
Since most of the original transformation functions were the identity function, the 
inverse functions are also the identity function. For each of the tributary variables, the
inverse transformation function is X, = (F, . The inverse transformation function for
Y - b
Glen Canyon release forecast error is X, = —------ where m is the slope and b is the
intercept listed in Table 4.2 for month of issuance k.
This process returns final forecast errors. In order to get forecasts to enter into 
the RiverWare model, the forecast errors are added to the original forecast:
(5.5)
The simulated distributions of forecasts were compared to the historical 
distributions by ranking and plotting the simulated data next to the ranked historical 
data. While the distributions of most variables matched closely with the center of the 
historical distributions, the tails frequently did not match. In fact, the simulated 
distributions produced some final forecasts that are at best highly unlikely and at
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worst physically impossible. For example, the simulated distributions produced a 
percentage of negative tributary inflow forecasts, and Glen Canyon releases that are 
too low to be realistic. This problem is common in time series simulation because of 
limitations in the representativeness of parametric probability distributions and linear 
assumptions in the form of cross correlations that are preserved (D. Bowles, personal 
communication, April 2, 2006). In Chapter 7 on future research, there is a discussion 
on how the distributions can be improved.
For the purposes of this thesis, an alternative approach to adjusting the tails is 
analyzed. The alternative approach evaluated is mapping the tails of the simulated 
distributions to the tails of the historical distributions, or to values sufficiently near 
the historic values as to be deemed realistic. The mapping was accomplished through 
interpolation:
T = F 2 - ( F 2 - T i ) '̂^  ̂ 4  (5.6)
(%2
where y is the new forecast, ya is the historical value at the nearest higher frequency, 
X2  is the nearest higher frequency, yi is the historical value at the nearest lower 
frequency, xi is the nearest lower frequency, and x is the frequency of the forecast 
being mapped.
An example of the tail mapping procedure is provided below. Table 5.2a lists 
the historic values and ranking of Paria River inflows observed during January (years 
of inclusion listed in Table 4.1). Table 5.2b lists a selection of generated Faria River 
inflows for January 2004. The first generated value is -13,198 AF, which corresponds 
to a frequency of 0.0016. This frequency value falls between 0.00 and 0.11, which are
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the two lowest frequency values for the historic distribution. By interpolation, a new 
value of 762 AF is derived using the calculation:
762AF = 81SAF -  (81SAF - 761A F)^ /̂  ̂^
(0.11- 0.00)
See Appendix 1 for selected graphs of the historic distribution, generated distribution 
before tail mapping, and generated distribution after tail mapping.
It is of interest to understand if the tail mapping procedure was necessary; that 
is, it is desirable to understand if it makes any difference to the model outputs if the 
tails of the distributions do not match the tails of the historical distributions. 
Therefore, the 24-Month Study was run for four instances: November 2003 original 
inputs (NovOSorig), November 2003 mapped inputs (NovOBadj), January 2004 
original inputs (Jan04orig), and January 2004 mapped inputs (Jan04adj). An 
additional model run was later completed for August 2004 mapped inputs 
(Aug04adj); however, there are not 24 months of actual historic data with which to 
compare.
Table 5.2a: Historic Paria River inflow in AF for January,
Rank Rank/#obs Jan
0 0.00 761
1 0.11 818
2 0.22 1002
3 0.33 1008
4 0.44 1119
5 0.56 1260
6 0.67 1802
7 &78 2681
8 0 6 9 4439
9 1.00 8670
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Table 5.2b: Selection of generated Paria River inflow in AF for 
January 2004, before tail mapping with rank (lowest to highest)
Realization Rank/#obs
Jan-04 before 
mapping
Jan-04 after 
mapping
1 0.0016 -13198 762
2 0.0032 -7635 763
3 0.0048 -5587 763
4 0.0064 -5466 764
5 0.0080 -5026 765
6 0.0096 -4984 766
7 0.0112 AW28 767
8 0.0128 -4249 768
9 0.0144 -3948 768
10 0.0160 -3670 769
11 0.0176 -3606 770
12 0.0192 -3517 771
13 0.0208 -3405 772
14 0.0224 -3295 772
15 0.0240 -3239 773
16 0.0256 -2927 774
Results and Discussion 
Sensitivitv Analvsis 
Once the model simulations were complete, sensitivity analysis was 
performed on the Nov03orig and NovOBadj model runs in order to gain insight into 
the relative contribution of input variability on variation of the outputs. Multivariate 
regressions were performed on both model simulations using SAS software. The 
dependent variables were forecasted Hoover energy. Lake Mead elevation, and Lake 
Mead content. The explanatory variables were the generated values of all 23 input 
variables. The multivariate statistics for both sets of simulations were significant
82
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
(Tables 5.3-5.4), giving strong evidence that the relative contribution of variability 
from all input variables is not zero.
On a univariate level, the overall regressive models are statistically significant 
as well. For the NovOBadj model simulation, variation in all 23 inputs significantly 
contributed (at the 0.01 level) to variation in Hoover energy forecasts. Variation in all 
input variables except CAP diversions and Little Colorado River inflow significantly 
contributed (at the 0.05 level) to variation in Lake Mead elevation and content 
forecasts. For the NovOBorig model simulation, variation in all inputs except YMIDD 
and Unit B diversions significantly contributed (at the 0.05 level) to variation in 
Hoover energy forecasts. Variation in all inputs except Gains above Grand Canyon; 
Bill Williams Inflow; CAP, YMIDD and NGVIDD diversions; and deliveries to 
Mexico significantly contributed to variation in Lake Mead elevation and content 
forecasts.
Table 5.3: Multivariate Statistics for Nov 2003 24-Month Study simulations with the 
original generated inputs__________________________________________________
Multivariate Statistics and F Approximations 
________ Nov 2003 (Original Inputs)________
Statistic Value F Value Num DF Den DF Pr > F
Wilks' Lambda 0.03982 1258.89 69 44735 <.0001
Pillai's Trace 1.42253 58748 69 44928 <.0001
Hotelling-Lawley Trace 12.8014 2777.86 69 39365 <.0001
Roy's Greatest Root 11.876 7732.79 23 14976 <.0001
Note: F Statistic for R oy’s Greatest Root is an upper bound
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Table 5.4: Multivariate Statistics for Nov 2003 24-Month Study simulations with the
Multivariate Statistics and F Approximations 
Nov 2003 (Tail-Mapped Inputs)
Statistic Value F Value Num DF Den DF Pr > F
Wilks' Lambda 0.03617 1321.2 69 44735 <.0001
Pillai's Trace 1.46299 619.77 69 44928 <.0001
Hotelling-Lawley Trace 13.4017 2908.12 69 39365 <.0001
Roy's Greatest Root 12.3803 8061.21 23 14976 <.0001
Note; F Statistic for R oy’s Greatest Root is an upper bound
Table 5.5: Ten most significant explanatory variables
Hoover Energy Lake M ead Elevation
Input Abs(t) Input Abs(t)
CAP 146.95 Intercept 1247.8
MX 8769 CVWD 63.77
BW 65.07 SNWA 17.56
MWD 57.96 MWD 13.41
IID 57.7 U nitB 12.92
YCWUA 48.44 WMIDD 12.33
GainsPkr 4863 Paria 11.22
PVID 35.43 BW 966
CVWD 29.73 CRIT 963
CRIT 29.55 G C R el 8.47
By ranking the explanatory variables in the regressive model by the absolute 
value of their t-statistics, the most significant contributors to variance in the 
dependent variables were found. This was done for Hoover energy and Lake Mead 
elevation forecasts, since the results for Lake Mead elevation and Lake M ead content 
are nearly identical. Hoover energy is most sensitive to demands and inflows below 
Lake Mead. Lake Mead elevation is sensitive to demands and inflows below the lake
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as well as inflows into the lake. These outcomes were expected because releases from 
Hoover Dam are the main drivers of energy generation; whereas reservoir storage, 
and thus elevation, is driven by inflows as well as outflows. See Table 5.5 for the top 
ten significant variables for the Nov03adj simulation. Appendix 2 shows all SAS 
output.
Monte Carlo Simulations
There are many ways of looking at the results of the Monte Carlo simulations. 
A convenient way to look at the results is by ranking the output at each timestep and 
selecting various percentiles. It is important to note, when viewing output data this 
way, that there is no connection between timesteps. That is, there is no single set of 
input values that will result in the median output line, 10*̂  percentile line, or 90 '̂’ 
percentile line; this kind of presentation is only useful to evaluate results at a single 
point in time. Figures 5.1 and 5.2 show Lake Mead elevation projections resulting 
from the Nov03adj and Nov03orig model runs. It is apparent that the NovOBadj does 
a better job of matching the historical model that was issued in November 2003. In 
addition, the actual Lake Mead elevation was contained within the 90^ percentile of 
the NovOSadj model run from a lead time of 1 month to a lead time of 14 months 
(until the heavy, unanticipated rains o f late 2004 and early 2005). The Nov03orig 
model projected the Lake Mead elevation within the 90^ percentile over lead times 1- 
12, which still shows promise.
Figures 5.3 and 5.4 show Hoover energy forecasts for the Nov03adj and 
Nov03orig model runs. It is not as apparent in these plots whether or not the tail 
mapping made any difference. However, if we view the data in boxplots (Figures 5.5
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and 5.6), we get a better idea of the impact of the tail mapping. A boxplot is a type of 
graph that is used to show the shape of a distribution (in this case the 90% percentile 
to the 10% percentile), its central value (median), and extreme values (maximum and 
minimum). The results displayed in Figures 5.5 and 5.6 imply that there is indeed a 
problem with the generated distributions that needs to be corrected. The tail mapping 
procedure can be used as an interim solution that improves the quality of the 
forecasts.
It is worth notice that the actual Hoover energy falls well below the forecasts 
around the same time frame as the actual Lake Mead elevation grows well above the 
forecasts. This may appear counter-intuitive at first glance; however, as it will be 
explained in detail in Chapter 6, water demand decreased sharply during the time 
period following several strong storm events. Since releases out of Hoover Dam drive 
energy generation, less demand resulted in smaller releases and thus less generation.
The results for the Jan04adj and Jan04orig model simulations are similar to 
those seen in the November 2003 model simulations. Figures 5.7 and 5.8 show Lake 
Mead elevation projections resulting from the Jan04adj and Jan04orig model 
simulations. The Jan04adj model run again performs better at forecasting actual Lake 
Mead elevation than the Jan04orig model run.
It is important to note the large discrepancy between the historic 24-Month 
Study projections and the new model projections. The large difference indicates a 
number of possible issues. First, it is possible that the deterministic forecast values 
used to generate the 625 realizations are not correct due to potential data storage 
inconsistencies. Second, because the uncertainty model is based on historic data, if
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the base forecast is significantly different from historic actual values, the model will 
tend to bias the probabilistic forecasts towards the historic values and away from the 
deterministic forecast. With this potential issue, it is important to consider the limited 
historical basis for the model. These issues need to be evaluated in future research 
before the methodology presented should be implemented at Reclamation.
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Mead Elevation - Nov 03 24-Month Study (Input Tails Mapped)
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Figure 5.1: Lake M ead elevation results from the Nov 2003 24-Month Study simulation with the tail-mapped inputs CO
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CHAPTER 6
POTENTIAL SIGNIFICANCE TO DECISION-MAKING 
Decision makers use the 24-Month Study to answer a variety of management 
questions. Stakeholders are interested in projected reservoir elevations, energy 
generation, and flow along the river. Different types of questions will necessitate 
different data presentations. It is possible to categorize three major types of 
management questions: point-in-time questions, cumulative amount questions, and 
multiple time period questions.
Point-In-Time Questions 
A point in time question is one in which the manager wants to know a 
projected value at a single future time step. S/He is not so much concerned with the 
value at the previous time step or what it is going to be at the next time step. An 
example o f this kind of question arises during Annual Operating Plan (AGP) 
development. Following the Colorado River Interim Surplus Guidelines established in 
2001, when the August 24-Month Study projects Lake Mead elevation to be at or 
below elevation 1125 feet on December 31, the policy calls for normal or shortage 
conditions in the Lower Basin; when Lake Mead elevation is projected to be between 
1125 and 1145 feet as of December 31, it calls for partial domestic surplus 
conditions; and when Lake Mead elevation is projected to be above 1145 feet, there is
95
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a full domestic surplus (Reclamation, 2001). The point-in-time question in this 
situation is: W hat will Lake Mead elevation be on December 31 ? It is not of concern 
what the elevation forecast is for November 30 or January 31 for the purposes of 
developing the AOP. If the 24-Month Study predicts an elevation very close to one of 
the trigger elevations of 1125 feet or 1145 feet for December 31 (as it did in August 
2004), it is particularly important to understand how much uncertainty there is in the 
forecast.
Calculating statistics over each timestep is a suitable way of presenting 
information about uncertainty when working on point in time questions. That is, the 
outputs are ranked at each individual timestep, and entire distributions or selected 
statistics at each time step, such as the median, 10'*’ percentile, and 90'*’ percentile can 
be printed in a table or graph. When viewing data in this format, it is critical that 
decision makers understand that there is no single set of input values that will result 
in the median output, lO'** percentile, or 90^ percentile for the entire period of 
forecast. Otherwise, it is easy to misinterpret the graphs and make decisions based on 
incomplete understanding, which can lead to unanticipated outcomes.
Table 6.1 and Figure 6.1 show the results of the August 2004 24-Month Study 
simulation (expanded model with uncertainty estimates) with mapped tails. This is the 
model that would have been used to determine water supply conditions in the Lower 
Basin for the 2005 AOP. At the time the model was issued, there was a single set of 
inputs and a single set of outputs. The model that was actually issued in August 2004 
projected that Lake Mead elevation as of December 31, 2004 would be 1124.28 feet -  
just barely below the cutoff level of 1125 feet that distinguishes a normal year from a
96
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partial domestic surplus year. Many stakeholders asked: “How certain are you that 
Lake Mead will indeed be below elevation 1125 feet?” The table and graph show 
that, given the information that was currently available, and using the expanded 24- 
Month Study with the described model of uncertainty, there was 90% level of 
confidence that Lake Mead elevation would be at or below 1124.87 feet and hence a 
10% probability that it would exceed elevation 1124.87 feet.
Table 6.1 : Month-end Lake Mead elevation forecasts from the
Month End
Mead Elevation
10 Percentile 50 Percentile 90 Percentile
Aug-04 1126.33 1126.93 1127.57
Sep-04 1124.49 1125.54 1127.17
Oct-04 1124.47 1126.05 1127.78
Nov-04 1121.45 1123.66 1125.77
Dec-04 1120.00 1122.41 1124.87
Jan-05 1121.48 1124.25 1127.33
Feb-05 1121.07 1124.31 1127.96
Mar-05 1118.32 1122.21 1126.76
Apr-05 1111.70 1116.06 1120.95
May-05 1105.78 1110.63 1115.56
Jun-05 1101.29 1106.58 1112.10
Jul-05 1099.45 1104.96 1110.51
Aug-05 1099.36 1105.39 1111.08
Sep-05 1098.60 1105.44 1111.35
Oct-05 1098.54 1105.61 1112.22
Nov-05 1096.32 1103.77 1111.23
Dec-05 1096.64 1104.46 1111.94
Jan-06 1097.00 1105.67 1113.97
Feb-06 1095.57 1105.02 1114.05
Mar-06 1092.64 1102.80 1112.76
Apr-06 1085.11 1096.16 1106.67
May-06 1078.73 1090.21 1100.93
Jun-06 1072.71 1084.44 1095.84
Jul-06 1070.11 1082.28 1094.16
97
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
Mead Elevation - Aug 2004 24-Month Study with Uncertainty
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Figure 6.1 : Month-end Lake Mead elevation forecasts from the August 2004 24- 
Month Study simulation. The horizontal line marks elevation 1125 feet and the 
vertical line marks the December month end elevation forecast
Cumulative Amount Questions 
A cumulative amount question is one in which the manager wants to know 
what the sum of monthly values will be for a particular parameter over a series of 
time steps. These types o f questions are of interest to Western, as they set rates and 
contract amounts based on projected forecasts of energy generated over a year or 
quarter. An example o f a cumulative amount question may be: “How much energy 
will Davis Dam and Parker Dam generate over the fiscal/water year?”
To answer this question, one can sum the values over the time period in 
question, for each realization. The sums can then be ranked and presented in tabular 
form as well as a boxplot, histogram, probability distribution function (pdf), or 
cumulative distribution function (CDF). Table 6.2 below presents the median, 10'*’
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percentile, or 90^ percentile for total Hoover energy generation over the water/fiscal 
year October 2004 -  September 2005. The results summarized come from the August 
2004 24-Month Study simulation. Figures 6.2-6.5 present various graphical 
representations of the results.
Table 6.2: Total water year Hoover energy production -  AugO1/ :
Measure GWH
QIC 4114
Median 4289
Q90 4442
adj simulation
Boxplot for WY2005 Hoover Energy
4800 
4600 
4400 
4200 ; 
4000 I 
3800 
3600 i 
3400 i 
3200 I
Aug 04  Adj
Figure 6.2: Boxplot of total water year Hoover energy -  Aug04adj simulation. 
The center line represents the median forecast, the diamond represents the 
mean forecast, and the boxed region represents the range from the 
10'*’ percentile to the 90' percentile.
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Figure 6.3: Histogram of total water year Hoover energy -  Aug04adj simulation
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Figure 6.5: CDF of total water year Hoover energy -  Aug04adj simulation
Multiple Time Period Questions 
Multiple time period questions are similar to cumulative amount 
questions in that the decision maker is interested in following the value of a variable 
over time. It differs in that the manager is not so much interested in a sum of values 
over time, but in how the variable is expected to change over time. For example, 
when Lake Mead elevation falls low, boat marinas located on the lake must be either 
decommissioned or relocated. When the agency that operates the marinas is 
considering whether to renew merchant contacts or to shut down a marina due to 
inoperable low water conditions, managers want to know if the marina in question 
will be functional during the prime boating season. Suppose the marina has a 
minimum functional elevation of 1125 feet and the alternative marina site has a 
minimum functional elevation of 1115. Then the agency will want to know: “W hat is 
the likelihood that Lake Mead will have an elevation of 1115 feet or higher during
101
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June, July, and August?” and “W hat is the likelihood that Lake Mead will have an 
elevation o f 1125 feet or higher during June, July, and August?”
The way to answer these types of questions is by performing a frequency 
analysis. In frequency analysis, the relative frequency is estimated by counting the 
number of realizations for which the forecasted month end elevation is greater than or 
equal to 1125 feet in all three months of June and July and August; and then dividing 
this count by the total number of realizations. For the example above, using the 
January 2004 24-Month Study simulations (with tail mapping), the calculations are as 
follows:
P(Jun >=1125 & Jul >= 1125 & Aug >= 1125)
= # Realizations w/(Jun >=1125 & Jul >= 1125 & Aug >= 1125) / Total Realizations 
= 1 60 /625  *100%
= 25.6%
P(Jun >= 1115 & Jul >= 1115 & Aug > = 1115)
= # Realizations w/(Jun >=1115 & Jul >= 1115 & Aug > = 1115)/ Total Realizations 
= 6 2 3 /6 2 5  *100%
= 99.7%
This kind of frequency analysis can be done for any question which involves the 
union of two or more occurrences over time. Graphical presentations similar to those 
illustrated above can be used to present results as well.
U n d e r s t a n d i n g  t h e  F a c t o r s  t h a t  C o n t r i b u t e  
to Forecast Uncertainty 
In addition to helping managers make operational decisions, the analysis 
presented in Chapters 4 and 5 can also help managers understand which factors
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contribute most to forecast uncertainty. Consider the forecast versus actual graphs 
presented in Figures 5.1 and 5.7 for Lake M ead elevation. The model successfully 
forecasted month-end elevation within the 90^ percentile until October 2004. 
Managers, modelers, and stakeholders need to understand what happened after that 
time to cause such a discrepancy between the forecast and the actual. In particular, 
modelers want to understand if there were limitations in the model formulation, such 
as model structure or sample error considerations due to the shortness of the available 
period of record.
The hydrologie mass balance equation describes the main factors that 
determine reservoir storage, and therefore elevation:
I - 0  = AS (6.1)
where I is the sum of all inflows into the reservoir, O is the sum of all outflows from 
the reservoir and AS is the change in storage. By summing the forecast errors of the 
inflow variables and the forecast errors of the water use variables, some insight can 
be gained into whether unanticipated inflows or unanticipated outflows contributed to 
the elevation forecast error.
Figure 6.6 shows the sum of selected inflows into Lake Mead projected in the 
January 2004 24-Month Study and the actual inflows that were measured. The 
inflows include Glen Canyon releases and tributary inflow from the Paria, Little 
Colorado and Virgin rivers. Figure 6.7 shows the difference between the forecast and 
actual, or the forecast error over the 24 month period. The plots indicate that the 
model did a reasonable job of forecasting the monthly inflows until late 2004. In 
November 2004, there were about 250,000 more acre-feet of water entering Lake
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Mead than projected. Add to that over 100,000 AF in both December 2004 and 
January 2005, as well as another 200,000 AF in February 2005 and 250,000 in March 
2005, and we see that there was over 900,000 AF of unanticipated inflow into Lake 
Mead over a five month period.
Figure 6.8 shows the sum of water demands at and below Lake Mead 
projected in the January 2004 24-Month Study, and the actual water uses that were 
accounted for. The demands include all 15 water use variables considered in this 
thesis. The plots indicate that the model did a reasonable job of forecasting the 
monthly water use through 2004. However, as Figure 6.9 illustrates, during and 
following the heavy rainfall events in early 2005 there was a total of about 555,000 
AF of water left in the system unneeded and unused during January 2005 through 
March 2005. As the Lower Colorado River Basin is a demand driven system, most of 
the unneeded water stayed in Lake Mead and was not released into the downstream 
reservoirs for diversion.
This analysis of water supply and demand forecast errors shows managers that 
both increased inflows and decreased water use demands contributed to raising the 
level of Lake Mead. Furthermore, this analysis allows managers to quantify the 
unforeseen factors that contributed to foreeast uneertainty.
104
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
Forecast vs Actual Inflow into Lake Mead - Jan 2004
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Figure 6.6: Forecast and actual Lake Mead inflows as of January 2004.
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Figure 6.7: Inflow forecast errors of January 2004 24-Month Study
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Forecast vs Actual Total Demand Below Hoover Jan 2004
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Figure 6.8: Forecast and actual demands below Lake Mead as of January 2004.
Forecast Errors of Total Demand Below Hoover Jan 2004
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Figure 6.9: W ater use forecast errors of January 2004 24-Month Study
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Case Study
In evaluating the potential usefulness of uncertainty information to decision 
makers, it is often helpful to consider uncertainty information in the context o f a 
particular perspective. The following case study considers the perspective o f Western 
Area Power Administration (Western) in using the 24-Month Study to answer 
management questions and solve problems relating to hydropower. The questions to 
be answered in this case study are:
•  What questions/problems do you use the 24-Month Study to address?
•  W hat information about uncertainty is useful to you?
•  What kinds of presentation do you find most effective at conveying 
information about uncertainty?
•  How does having information about uncertainty influence your decision 
making process?
In order to answer these questions, the Remarketing Program Manager and a 
General Engineer from the Desert Southwest Regional Office of Western were 
interviewed.
Overview
The mission of Western is to market and deliver reliable, cost-based 
hydroelectric power and related services. They are one of four power marketing 
administrations within the U.S. Department of Energy whose role is to market and 
transmit electricity from multi-use water projects. W estern’s customers include rural 
electric cooperatives, municipalities, public utility districts. Federal and state 
agencies. Native American tribes and irrigation districts (Western, 2005a).
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Each year, Congress appropriates funds to finance operations and 
maintenance, as well as construction and rehabilitation activities for many power 
systems. Because legislation requires that those who benefit from Federal investments 
repay the U.S. Treasury, power sales must produce enough revenue to cover power 
users’ share of annual operation and maintenance project costs. Therefore, Western 
sets power rates to recover all costs associated with their activities and generating 
agencies’ power-related activities. Power revenue must also cover the Federal 
investment in power and transmission facilities (with interest) and certain costs 
assigned to power, such as aid to irrigation development. Power revenue is also used 
to fund portions of W estern’s purchase power and wheeling activities. Drought 
conditions and other factors sometimes require Western to purchase power from other 
suppliers to meet long-term firm power contract commitments (Western, 2005a).
Power from the Boulder Canyon Project (Hoover Dam power plant) is 
marketed as long-term contingent capacity with associated firm energy. This capacity 
and energy are available as long as, among other restrictions, sufficient water in the 
reservoir allows Western to meet its power delivery obligations. If sufficient power to 
support the customer capacity entitlements is not available, each custom er’s capacity 
entitlement is temporarily reduced. If generation at the Hoover power plant is 
insufficient. Western can purchase energy to make up the shortfall at an individual 
customer’s request on a pass-through cost basis (Western, 2005b).
The Boulder Canyon Project obligation to provide power is limited to the 
available output of the Hoover power plant. Consequently, power purchases are not 
needed to meet contractual obligations for firm energy associated with contingent
108
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
capacity. However, power purchases are made for those customers requesting firm 
energy. Based on the existing rate methodology and customer billing methods, power 
customers are billed based on annual revenue requirements and their respective 
percentage of the entitlement, not on actual energy delivered (Western, 2005b).
The Parker-Davis Project resulted from the consolidation of Parker Dam and 
Davis Dam power plant operations. The combined capacity of the Parker Dam and 
Davis Dam power plants is 309 MW. Criteria provide for marketing 185,530 kW of 
capacity in the winter season and 242,515 kW capacity in the summer season. 
Customers receive 1,703 kWh in the winter season and 3,441 kWh in the summer 
season for each kW of capacity. W ater use demands in the Lower Colorado River 
Basin and releases from Hoover Dam determine operation of the Parker-Davis 
Project. Parker-Davis is operationally integrated with Hoover Powerplant. In the 
event Parker-Davis generation is not sufficient to meet firm energy contractual 
obligations. Hoover generation may be used, or Western may purchase power from 
other resources (Western, 2005b).
What questions/problems do vou use the 
24-Month Studv to address?
Hoover, Davis, and Parker capacity and energy targets are provided to 
Western customers annually and monthly via the 24-Month Study. Western uses the 
monthly energy projections for load and resource balancing. The accuracy o f these 
forecasts affects Western as well as their customers in planning for supplemental 
purchases and sales of energy.
109
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Boulder Canyon Project customers receive a target amount o f energy each 
month based on the 24-Month Study forecasts. The energy target for the current 
month may be updated periodically through Reclamation’s daily operations as 
downstream water demand increases or decreases with changing weather conditions. 
Hoover customers pay as they go based on revenue requirements. Due to the short 
timing of these changes, Hoover energy projections affect the ability of Western as 
well as Hoover customers to plan (financially and operationally) and use the resource 
in the most optimal manner in a given month.
Parker-Davis customers receive a set amount of energy, as described above. 
Although 24-Month Study forecasts do not have an impact on the amount of energy 
they receive, they do have a longer range financial impact to Parker-Davis customers. 
Energy rates are set for each year based on the projected amount of energy that will 
be produced at Davis and Parker over the year. Since the amounts of energy 
customers will receive are fixed, any deficit in generation must be purchased from 
other, more expensive sources. The purchase costs are factored into annual energy 
rates (B. Young and X. Gonzalez, personal interview, February 24, 2006).
Capacity forecasts for Hoover are impacted by Lake Mead elevation and unit 
outages. Due to the large size of Lake Mead, there is somewhat of an inertia effect 
with respect to elevation. Over a single month lead time, slight differences in 
elevation do not affect capacity as much as unplanned unit outages. Over a longer 
term, for example 12-24 months, elevation has a greater impact on capacity, as 
discussed in Chapter 2. It is beyond the scope of this project, as well as the scope of 
the 24-Month Study in general, to forecast unplanned unit outages. However, when
10
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actual capacity does not meet projected capacity, additional capacity must also be 
purchased.
W hat information about uncertainty is useful to vou?
Different kinds of information are useful depending on the management 
question. For Floover energy. Western is interested in monthly amounts of energy. 
Hoover questions are of the point-in-time type discussed above. Therefore, various 
percentiles at each monthly timestep are desirable. For Parker-Davis energy. Western 
is interested in the total energy over a fiscal/water year. This is a cumulative amount 
type of question. Therefore various percentiles in the cumulative amount of Parker 
and Davis energy are desirable.
The minimum amount of uncertainty information desired is a 10'^, 50'^, and 
90^ percentile. However, additional percentiles would also be useful; in particular, 
percentiles in increments of 10% or 25% (B. Young and X. Gonzalez, personal 
interview, February 24, 2006).
W hat kinds of presentation do vou find most effective at 
conveying information about uncertainty?
The Western interviewees indicated they would be content to view uncertainty 
information in tabular form. However, some o f their customers prefer data in 
graphical presentations. Western typically refers their customers directly to 
Reclamation’s web site to view the 24-Month Study. Graphical presentations, such as 
the line graphs or boxplots demonstrated above, may be more effective at 
communicating information to some customers than tabular presentations (B. Young 
and X. Gonzalez, personal interview, February 24, 2006).
1 1
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How does having information about uncertainty influence 
the decision making process?
Although the information about uncertainty is currently not available, it 
appears that the availability of such information may indeed impact the decision­
making process for Western as well as for their customers.
First, information about uncertainty may impact how Western approaches 
revenue collection and addresses problems pertaining to cash flow needs. For 
example, if the generation uncertainty were high in future months. Western would 
want to prepare to make future purchases. Having the flexibility to make more 
purchases means Western would need a ready supply of cash available in those future 
months. Consequently, they would collect a higher percentage of revenue up front in 
order to avoid cash flow problems towards the end of the fiscal year. The problem of 
cash flow is thus resolved through better planning made possible by the additional 
information.
Having information about uncertainty may also impact the way W estern’s 
customers resolve problems. First, information about uncertainty would impact the 
budget process. W estern’s customers set their budgets using the forecasts provided in 
the 24-Month Study. Financial problems may arise when the energy rate is be set at 
one figure, but additional energy purchases are required due to insufficient production 
at Hoover. In this case, customers need additional funds, but getting these funds is not 
easy, particularly for government agencies. The agency may need to use the following 
year’s funds, or find other funding sources, such as borrowing from operations and 
maintenance funds. The Western interviewees believe that when uncertainty
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information becomes available, some customers may create budgets based on a worst 
case scenario instead of, or in addition to, a most likely scenario. This will provide the 
agency with more flexibility in case production is lower than the median forecasted, 
forcing rates and supplemental purchases to meet energy demands to climb.
Having uncertainty information may also impact how customers approach 
supply problems. Presenting them with additional information may help them decide 
whether or not to make an energy purchase from Western. Customers want to be 
certain, to some extent, that they will indeed receive the energy they purchase. 
Individual customers may commit to sales only if the probability is greater than, say, 
75% or 90% that they will get the resource (B. Young and X. Gonzalez, personal 
interview, February 24, 2006).
Conclusions
It is important to note that the impacts discussed above are somewhat 
hypothetical, since information about uncertainty is not currently available so there is 
no experience with using such information. Once information about uncertainty 
becomes available, one would expect a period of exploration involving managers and 
analysts to experiment with a range of possibilities. However, from the three 
examples listed above, it is apparent that information about uncertainty has great 
potential to contribute to resource management in the Lower Basin. Including 
additional information on uncertainty with the 24-Month Study is likely to play a role 
in how management questions are approached and how problems are resolved by 
hydropower managers. By providing a more complete picture of the system, 
managers will be able to make better informed decisions and achieve clarity of action.
13
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CHAPTER 7
CONCLUSIONS AND RECOMMENDATIONS 
Conclusions
The research presented in this thesis successfully addressed the objectives 
described in Chapter 1 of analyzing the forecast uncertainty associated with the 24- 
Month Study and assessing the usefulness of uncertainty analysis to decision making.
Various categories of uncertainty were identified and described in Chapter 3. 
Each type of uncertainty was characterized qualitatively, and examples were 
presented that demonstrate how Reclamation approaches and deals with it.
Significant cross correlations and lag-1 serial correlations were found to exist 
among the forecast errors of the 24-Month Study model’s key input variables. This 
indicates that the multivariate Markov model was an appropriate choice for 
characterizing the structure of forecast uncertainty. However, when generating 
stochastic sequences of 24-Month Study inputs, a limitation in the Markov model was 
discerned, as the results showed a non-negligible number of physically impossible 
generated values. Although the main part of most generated distributions successfully 
replicated the historical distributions on which they were based, the tails of many 
distributions did not adequately replicate the historical distributions.
Mapping the tails of the generated distributions to the historical distributions 
was found to improve the forecast ability of the expanded 24-Month Study with
114
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uncertainty. However, forcing the generated distribution to take a historical minimum 
or maximum value is not a long-term strategy that should be followed. The historical 
period o f record is limited, and it is certainly possible for future values to be higher 
than the historic maximum and lower than the historic minimum. Despite these 
technical issues with the input distributions, using Monte Carlo simulations to 
quantify output uncertainty successfully produced Lake Mead elevation forecasts that 
contained the actual elevations within the 90^ percentile for lead times of up to 14 
months; furthermore, this result appears to be significantly affected by an unusual wet 
period in the Lower Basin. This indicates that the approach presented in this thesis 
may be used to develop quantitative uncertainty estimates for the 24-Month Study.
The plots in Chapter 4 showed that the expanded 24-Month Study with 
uncertainty forecasted much lower Lake Mead elevations than the original 24-Month 
Study that was actually issued. Since the base forecasts of the expanded model are 
meant to be identical to the deterministic forecasts used in the original 24-Month 
Study, the median elevation projections in the expanded 24-Month study with 
uncertainty were expected to be almost identical to the elevation projections in the 
original model. However, this expectation is not necessarily reasonable because 
consideration of uncertainty will, in principal, change the most probable estimates 
unless the system is linear. It is a common misunderstanding that one can add 
confidence limits to deterministic forecasts; however, unless the system is linear, this 
is not the case. Therefore, it is important to understand that the current 24-Month 
Study result cannot be expected to match the most probable estimate from uncertainty 
analysis (D. Bowles, personal correspondence, April 2, 2006).
15
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Information about forecast uncertainty was shown to have practical use to 
managers and stakeholders. Quantifying input forecast errors provided insight, both 
qualitative and quantitative, to the factors that contributed to uncertainty in Lake 
Mead elevation forecasts. Additionally, the Monte Carlo simulations provided 
quantitative uncertainty estimates for key model outputs that may be used to address 
various types of management questions.
Applying the uncertainty analysis to a case study involving hydropower 
management provided concrete examples of the potential usefulness of the analysis 
performed in this thesis. The outcomes of the case study suggest that having 
information about uncertainty impacts the way management problems are approached 
and resolved, and can provide decision-makers with a realistic range of alternatives to 
prepare for rather than basing their planning on a single deterministic estimate. Thus, 
it can help them prepare for risks related to water and power supply and budget 
constraints.
Recommendations for Future Work 
The research presented here can be further improved. First, the problem with 
the generated distributions needs to be resolved. The forecast error terms are all 
approximated by a normal probability distribution; however, that assumption leads to 
an unacceptable number of negative and other unrealistic generated values. The 
performance o f the multivariate Markov model may improve if the forecast errors are 
represented using other types of parametric probability distributions based on the 
empirical distributions for each input variable. Another alternative is to use a non-
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parametric approach, but then the limitation of obtaining generated values outside the 
range of the historical values would need to be met (D. Bowles, personal 
correspondence, April 2, 2006). These alternative approaches should be examined.
Another improvement to the forecast uncertainty model may be the explicit 
consideration of policy constraints. The preservation of cross correlations and serial 
correlations means that during wet periods water users in close proximity will all 
decrease their consumptive use, and during dry periods water users in close proximity 
will all increase their consumptive use. However, there is nothing in the statistical 
model that explicitly limits California water users to 4.4 million acre-feet of water use 
in a year and Arizona water users to 2.8 million acre-feet of water use in a year 
regardless of how hot and dry it may be.
Another issue to keep in mind is the potential change in structure of input 
variable forecast uncertainty. During the course of this analysis, trends in water use 
were identified that appear to be due to the urbanization of traditionally agricultural 
lands. These trends, if they continue, will likely result in changes to the means and 
standard deviations of the forecast errors used to generate stochastic model inputs. 
Therefore changes in the structure of the basic time series need to be monitored 
regularly.
In addition to trends, biases in water use forecasts exist that appear to be due 
to policy decisions. For example, following the Colorado River W ater Delivery 
Agreement (CRWDA) in 2003, the forecast errors of agricultural users have revealed 
a bias towards over-forecasting (consistently negative forecast errors). As the year has 
gone by and the agricultural users saw that they were not going to need the water, the
17
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water was made available to more junior users. There has been a very distinct 
structure to California water use, which can be attributed directly to the requirements 
spelled out in the CRWDA. If these biases in water use were to change, as a result of 
future policy decisions or changes in weather/climate conditions, the structure o f the 
forecast uncertainty which drives the stochastic variable generation would certainly 
be impacted. Therefore, the effect of policy decisions on water use needs to be 
monitored and statistics on the input variables and their forecast errors should be 
reevaluated regularly.
Although this analysis included four tributary inflow variables and three side 
inflow variables, there is much more detailed and robust research currently being 
conducted on stochastic hydrology. This research involves expanding historical 
records using paleorecords (tree rings) and applying parametric methods (Sveinsson 
et al., 2003) as well as nonparametric methods (Sharma et al., 1997; Prairie et al., 
2006) to generate stochastic hydrologie traces for the tributary variables included in 
this thesis. Although the research currently underway is focused on potential use in 
long-term policy studies, it should also be incorporated with the 24-Month Study 
when available.
Lastly, as stated earlier, this study focuses on the case that the Lower 
Colorado River Basin is not in flood control operations or equalization between Lake 
Powell and Lake Mead. One would expect that the uncertainty structure for input 
variables is quite different under main stem flood control conditions than under a 
“normal” operating regime. Although the system is currently not in danger of 
switching to a flood control regime in the immediate future, the January 2006 24-
18
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Month Study predicted that equalization releases out of Glen Canyon Dam will be 
necessary as soon as 2007. Therefore, it will be necessary to apply the research 
methods followed in this thesis to the flood control and equalization operating 
regimes in anticipation of future changes in hydrologie conditions.
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APPENDIX 1
SELECTED PLOTS COMPARING HISTORICAL, GENERATED, 
AND TAIL-MAPPED DISTRIBUTIONS
Bill Williams River - Jan
100000
8 0 0 0 0
6 0 0 0 0
4 0 0 0 0
20000
0
-20000
- 4 0 0 0 0
0 .2  0 .4  0 .6  0 .8
- Generated m Historic Corrected
Bill Williams River - Feb
3 0 0 0 0 0
200000
100000
-100000
-200000
0 .2  0 .4  0 .6  0 .8
- Generated a Historic Corrected
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Bill Williams R iver - Mar
4 0 0 0 0 0
3 0 0 0 0 0
200000
100000
0
-100000 
-200000
0 . 2  0 . 4  0 . 6  0 .8
- Generated n Historic Corrected
Bill Williams River - Apr
4 0 0 0 0
3 0 0 0 0
20000
10000
10000
20000
0 . 2  0 . 4  0 . 6  0 .8
- Generated ■ Historic Corrected
Bill Williams River - May
4 0 0 0 0
3 0 0 0 0
20000
10000
10000
0 . 2  0 . 4  0 . 6  0 .8
- Generated b Historic Corrected
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Little Colorado - Jul
1 5 0 0 0 0  
100000 
5 0 0 0 0  
0
- 5 0 0 0 0
-100000
- 1 5 0 0 0 0
-200000
0 . 2  0 . 4  0 . 6  0 .8
-  G enerated m Historic Corrected
Little Colorado - Aug
200000
1 5 0 0 0 0
100000
5 0 0 0 0
0
- 5 0 0 0 0
-100000
- 1 5 0 0 0 0
0 .2  0 . 4  0 . 6  0 . 8
I -  G enerated ■ Historic Corrected
Little Colorado - Sep
3 0 0 0 0 0
200000
100000
100000
200000
0 . 2  0 . 4  0 . 6  0 .8
-  G enerated ■ Historic Corrected '
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Glen Cyn Release - Oct
1000000
8 0 0 0 0 0
6 0 0 0 0 0
4 0 0 0 0 0
200000
1200000 
1000000 
8 0 0 0 0 0  
6 0 0 0 0 0  
4 0 0 0 0 0  
200000  
0
0 . 2  0 . 4  0 . 6  0 .8
-  G e n e r a t e d  ■ H is to r ic  C o r r e c t e d
Glen Cyn R elease - Nov
1000000
8 0 0 0 0 0
6 0 0 0 0 0
4 0 0 0 0 0
200000
0 . 2  0 . 4  0 . 6  0 .8
-  G e n e r a t e d  ■ H is to r ic  C o r r e c t e d
Glen Cyn R elease - Dec
0 . 2  0 . 4  0 . 6  0 . 8
! -  G e n e r a t e d  ■ H i s to r i c  C o r r e c t e d  ;
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APPENDIX 2
SAS OUTPUT FROM MULTIVARIATE REGRESSIONS
M u ltiR e g  o n  1 1 .0 3  O rig in a l D a ta  1
1 2 :1 8  M o n d a y , M a rc h  6 , 2 0 0 6
T h e  R E G  P r o c e d u r e  
M o d e l: M O D EL 1 
D e p e n d e n t  V a r ia b le :  h v r e n g  h v re n g
N u m b e r  o f O b s e r v a t io n s  R e a d  1 5 0 0 0
N u m b e r  o f O b s e n /a t i o n s  U s e d  1 5 0 0 0
A n a ly s is  o f V a r ia n c e
S o u r c e
M o d e l
E rro r
C o r r e c te d  T o ta l
D F
2 3
1 4 9 7 6
1 4 9 9 9
S u m  of 
S q u a r e s
1 2 4 0 5 3 4 4 0
1 1 9 2 9 5 9 8
1 3 5 9 8 3 0 3 8
M e a n
S q u a r e
5 3 9 3 6 2 8
7 9 6 .5 8 1 0 5
F  V a lu e  P r  >  F 
6 7 7 0 .9 7  < 0 0 0 1
R o o t M S E  
D e p e n d e n t  M e a n  
C o e ff  V a r
2 8 .2 2 3 7 7  
3 5 1 .4 3 8 6 8  
8 .0 3 0 9 2
R - S q u a r e  
A dj R -S q
0 .9 1 2 3
0 .9 1 2 1
P a r a m e t e r  E s t im a te s
P a r a m e te r S ta n d a r d
V a r ia b le L a b e l D F E s t im a te E rro r t V a lu e P r > | t |
I n te rc e p t I n te rc e p t 1 -1 1 .9 9 8 4 0 2 .5 5 0 0 1 -4 .7 1 < 0 0 0 1
g c re l g c re l 1 - 0 .0 0 0 0 3 0 4 6 0 .0 0 0 0 0 1 6 0 -1 9 .0 4 < .0 0 0 1
g a in s g c g a in s g c 1 - 0 .0 0 0 1 4 0 8 3 0 .0 0 0 0 2 1 1 6 -6 .6 6 < .0 0 0 1
g a in s h v r g a in s h v r 1 - 0 .0 0 0 1 0 4 0 8 0 .0 0 0 0 0 9 2 6 -1 1 .2 4 < 0 0 0 1
g a in s p k r g a in s p k r 1 - 0 .0 0 0 6 7 4 1 9 0 .0 0 0 0 1 2 5 4 -5 3 .7 7 < .0 0 0 1
b w b w 1 - 0 .0 0 0 7 7 1 0 5 0 .0 0 0 0 3 5 6 7 -2 1 .6 2 < .0 0 0 1
v irg in v irg in 1 0 .0 0 0 0 7 9 8 4 0 .0 0 0 0 1 3 7 5 5 .8 1 < .0 0 0 1
p a r ia p a r ia 1 -0 .0 0 1 1 1 0 .0 0 0 0 8 3 6 0 -1 3 .3 1 < .0 0 0 1
littleco little co 1 - 0 .0 0 0 0 2 1 5 6 0 .0 0 0 0 0 8 9 6 -2 .4 1 0 .0 1 6 1
iid iid 1 0 .0 0 0 6 1 8 0 5 0 .0 0 0 0 1 0 6 9 5 7 .8 4 < 0 0 0 1
c v w d c v w d 1 0 .0 0 1 4 6 0 .0 0 0 0 4 3 8 7 3 3 .2 0 < 0 0 0 1
yp yp 1 0 .0 0 7 3 2 0 .0 0 0 1 7 3 8 5 4 2 .1 2 < .0 0 0 1
pv id pv id 1 0 .0 0 0 8 6 3 8 6 0 .0 0 0 0 2 3 9 6 3 6 .0 6 < .0 0 0 1
c a p c a p 1 0 .0 0 0 7 6 6 4 2 0 .0 0 0 0 0 5 0 3 1 5 2 .2 8 < .0 0 0 1
m w d m w d 1 0 .0 0 0 5 5 0 0 4 0 .0 0 0 0 0 7 8 5 7 0 .0 3 < .0 0 0 1
s n w a s n w a 1 - 0 .0 0 1 0 0 0 .0 0 0 0 7 1 9 6 -1 3 .9 0 < .0 0 0 1
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crit c rit 1 0 .0 0 1 1 2 0 .0 0 0 0 3 4 5 1 3 2 .5 9 < .0 0 0 1
m x m x 1 0 .0 0 0 6 8 0 2 1 0 .0 0 0 0 0 7 9 6 8 5 .4 6 < 0 0 0 1
y c w u a y c w u a 1 - 0 .0 0 2 8 0 0 .0 0 0 0 5 3 0 2 -5 2 .8 2 < .0 0 0 1
y m id d y m id d 1 - 0 .0 0 0 0 2 3 3 2 0 .0 0 0 0 8 2 0 8 - 0 .2 8 0 .7 7 6 3
yid yid 1 0 .0 0 5 3 6 0 .0 0 0 4 5 3 5 9 11 .8 1 < .0 0 0 1
u n itb u n itb 1 0 .0 0 0 3 3 1 6 6 0 .0 0 0 4 9 9 6 4 0 .6 6 0 .5 0 6 8
w m id d w m id d 1 - 0 .0 0 0 1 3 7 0 7 0 .0 0 0 0 5 3 8 5 - 2 .5 5 0 .0 1 0 9
n g v id d n g v id d 1 -0 .0 2 5 1 1 0 .0 0 0 7 4 8 8 8 - 3 3 .5 4 < .0 0 0 1
M u ltiR e g  o n  1 1 .0 3  O rig in a l D a ta  2
1 2 :1 8  M o n d a y , M a rc h  6 , 2 0 0 6
T h e  R E G  P r o c e d u r e  
M o d e l: M 0 D E L 1  
D e p e n d e n t  V a r ia b le :  m e a d e le v  m e a d e le v
N u m b e r  o f O b s e r v a t io n s  R e a d  1 5 0 0 0
N u m b e r  o f O b s e r v a t io n s  U s e d  1 5 0 0 0
A n a ly s is  o f V a r ia n c e
S o u r c e
M o d e l
E rro r
C o r r e c te d  T o ta l
D F
2 3
1 4 9 7 6
1 4 9 9 9
S u m  of 
S q u a r e s
1 1 8 8 0 7 6
1 7 5 3 8 4 7
2 9 4 1 9 2 3
M e a n
S q u a r e
5 1 6 5 5
1 1 7 .1 1 0 5 2
F  V a lu e  P r  >  F 
4 4 1 .0 8  < .0 0 0 1
R o o t M S E  1 0 .8 2 1 7 6  R - S q u a r e  0 .4 0 3 8
D e p e n d e n t  M e a n  1 1 2 1 .8 0 8 7 7  A dj R -S q  0 .4 0 2 9
C o e ff  V a r  0 .9 6 4 6 7
P a r a m e t e r  E s t im a te s
P a r a m e t e r S ta n d a r d
V a r ia b le L a b e l D F E s t im a te E rro r t V a lu e P r > | t |
I n te rc e p t I n te rc e p t 1 1 1 1 5 .1 1 9 6 3 0 .9 7 7 7 4 1 1 4 0 .5 0 < .0 0 0 1
g c re l g c re l 1 0 .0 0 0 0 0 9 1 6 6 .1 3 4 5 5 3 E -7 1 4 .9 3 < .0 0 0 1
g a in s g c g a in s g c 1 0 .0 0 0 0 1 0 8 6 0 .0 0 0 0 0 8 1 1 1 .3 4 0 .1 8 0 5
g a in s h v r g a in s h v r 1 - 0 .0 0 0 0 3 7 7 2 0 .0 0 0 0 0 3 5 5 -1 0 .6 2 < .0 0 0 1
g a in s p k r g a in s p k r 1 - 0 .0 0 0 0 5 9 9 8 0 .0 0 0 0 0 4 8 1 - 1 2 .4 8 < .0 0 0 1
b w b w 1 0 .0 0 0 0 1 9 5 2 0 .0 0 0 0 1 3 6 8 1 .4 3 0 .1 5 3 5
v irg in v irg in 1 0 .0 0 0 0 4 3 8 1 0 .0 0 0 0 0 5 2 7 8 .3 1 < .0 0 0 1
p a r ia p a r ia 1 - 0 .0 0 0 2 4 8 0 0 0 .0 0 0 0 3 2 0 5 -7 .7 4 < .0 0 0 1
littleco little co 1 -0 .0 0 0 0 0 9 2 1 0 .0 0 0 0 0 3 4 4 -2 .6 8 0 .0 0 7 4
lid iid 1 - 0 .0 0 0 0 1 9 7 3 0 .0 0 0 0 0 4 1 0 -4 .8 2 < .0 0 0 1
c v w d c v w d 1 0 .0 0 1 0 7 0 .0 0 0 0 1 6 8 2 6 3 .3 9 < 0 0 0 1
yp yp 1 0 .0 0 0 7 9 0 4 0 0 .0 0 0 0 6 6 6 6 1 1 .8 6 < .0 0 0 1
pv id p v id 1 0 .0 0 0 0 3 1 7 6 0 .0 0 0 0 0 9 1 9 3 .4 6 0 .0 0 0 5
c a p c a p 1 -7 .2 7 2 0 1  E -7 0 .0 0 0 0 0 1 9 3 -0 .3 8 0 .7 0 6 3
m w d m w d 1 - 0 .0 0 0 0 4 1 2 6 0 .0 0 0 0 0 3 0 1 -1 3 .7 0 < .0 0 0 1
s n w a s n w a 1 - 0 .0 0 0 4 7 9 3 4 0 .0 0 0 0 2 7 5 9 -1 7 .3 7 < .0 0 0 1
crit c rit 1 - 0 .0 0 0 1 1 9 5 7 0 .0 0 0 0 1 3 2 3 -9 .0 4 < 0 0 0 1
m x m x 1 3 .4 2 2 6 4 6 E - 7 0 .0 0 0 0 0 3 0 5 0 .1 1 0 .9 1 0 7
y c w u a y c w u a 1 - 0 .0 0 0 1 7 3 4 9 0 .0 0 0 0 2 0 3 3 -8 .5 3 < .0 0 0 1
y m id d y m id d 1 - 0 .0 0 0 0 5 6 7 5 0 .0 0 0 0 3 1 4 7 -1 .8 0 0 .0 7 1 4
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yid yid 1 0 .0 0 1 9 5 0 .0 0 0 1 7 3 9 2 1 1 .2 0 < .0 0 0 1
u n itb u n itb 1 - 0 .0 0 2 2 6 0 .0 0 0 1 9 1 5 8 - 1 1 .8 0 < .0 0 0 1
w m id d w m id d 1 - 0 .0 0 0 2 5 4 3 4 0 .0 0 0 0 2 0 6 5 -1 2 .3 2 < .0 0 0 1
n g v id d n g v id d 1 - 0 .0 0 0 3 3 8 9 9 0 .0 0 0 2 8 7 1 4 - 1 .1 8 0 .2 3 7 8
M u ltiR e g  o n  1 1 .0 3  O rig in a l D a ta  3
1 2 :1 8  M o n d a y , M a rc h  6 , 2 0 0 6
T h e  R E G  P r o c e d u r e  
M o d e l: M O D EL 1 
D e p e n d e n t  V a r ia b le :  m e a d c o n t  m e a d c o n t
N u m b e r  o f O b s e r v a t io n s  R e a d  1 5 0 0 0
N u m b e r  o f O b s e r v a t io n s  U s e d  1 5 0 0 0
A n a ly s is  o f V a r ia n c e
S o u r c e
M o d e l
E rro r
C o r r e c te d  T o ta l
D F
S u m  of 
S q u a r e s
2 3  1 1 4 2 1 0 5 5 5 1 6
1 4 9 7 6  1 6 0 9 7 3 8 6 4 9 9  
1 4 9 9 9  2 7 5 1 8 4 4 2 0 1 5
M e a n
S q u a r e
4 9 6 5 6 7 6 3 1
1 0 7 4 8 7 9
F  V a lu e  P r  >  F  
4 6 1 .9 8  < .0 0 0 1
R o o t M S E  
D e p e n d e n t  M e a n  
C o e ff  V a r
1 0 3 6 .7 6 3 6 7
1 3 5 7 6
7 .6 3 6 4 7
R - S q u a r e  
A dj R -S q
0 .4 1 5 0
0 .4 1 4 1
P a r a m e t e r  E s t im a te s
P a r a m e t e r S ta n d a r d
V a r ia b le L a b e l D F E s t im a te E rro r t V a lu e P r > | t |
In te rc e p t I n te rc e p t 1 1 2 9 1 1 9 3 .6 7 1 2 1 1 3 7 .8 3 < .0 0 0 1
g c re l g c re l 1 0 .0 0 0 9 3 3 4 3 0 .0 0 0 0 5 8 7 7 1 5 .8 8 < .0 0 0 1
g a in s g c g a in s g c 1 0 .0 0 1 1 1 0 .0 0 0 7 7 7 1 8 1 .4 3 0 .1 5 2 6
g a in s h v r g a in s h v r 1 - 0 .0 0 3 6 6 0 .0 0 0 3 4 0 2 3 - 1 0 .7 5 < .0 0 0 1
g a in s p k r g a in s p k r 1 - 0 .0 0 5 9 4 0 .0 0 0 4 6 0 5 7 - 1 2 .8 9 < .0 0 0 1
bw b w 1 0 .0 0 1 7 4 0 .0 0 1 3 1 1 .3 3 0 .1 8 4 0
virg in v irg in 1 0 .0 0 4 2 6 0 .0 0 0 5 0 5 0 1 8 .4 3 < .0 0 0 1
p a r ia p a r ia 1 - 0 .0 2 4 5 8 0 .0 0 3 0 7 -8 .0 1 < .0 0 0 1
littleco little co 1 - 0 .0 0 0 9 2 8 1 8 0 .0 0 0 3 2 9 1 8 -2 .8 2 0 .0 0 4 8
iid iid 1 - 0 .0 0 1 9 9 0 .0 0 0 3 9 2 5 4 -5 .0 6 < .0 0 0 1
c v w d c v w d 1 0 .1 0 4 6 0 0 .0 0 1 6 1 6 4 .9 1 < .0 0 0 1
yp yp 1 0 .0 7 8 7 8 0 .0 0 6 3 9 1 2 .3 4 < .0 0 0 1
pvid pv id 1 0 .0 0 2 9 3 0 .0 0 0 8 7 9 9 9 3 .3 3 0 .0 0 0 9
c a p c a p 1 - 0 .0 0 0 1 0 8 7 5 0 .0 0 0 1 8 4 8 7 -0 .5 9 0 .5 5 6 4
m w d m w d 1 -0.00408 0.00028850 -14.14 <.0001
s n w a s n w a 1 - 0 .0 4 6 7 4 0 .0 0 2 6 4 - 1 7 .6 8 < .0 0 0 1
crit crit 1 - 0 .0 1 2 0 8 0 .0 0 1 2 7 -9 .5 3 < .0 0 0 1
m x m x 1 - 0 .0 0 0 0 2 1 4 6 0 .0 0 0 2 9 2 3 8 - 0 .0 7 0 .9 4 1 5
y c w u a y c w u a 1 - 0 .0 1 7 5 6 0 .0 0 1 9 5 -9 .0 1 < .0 0 0 1
y m id d y m id d 1 - 0 .0 0 5 8 2 0 .0 0 3 0 1 - 1 .9 3 0 .0 5 3 7
yid yid 1 0 .1 9 3 7 2 0 .0 1 6 6 6 1 1 .6 3 < 0 0 0 1
u n itb u n itb 1 -0 .2 1 7 8 7 0 .0 1 8 3 5 - 1 1 .8 7 < .0 0 0 1
w m id d w m id d 1 - 0 .0 2 4 3 3 0 .0 0 1 9 8 - 1 2 .3 0 < .0 0 0 1
n g v id d n g v id d 1 - 0 .0 2 6 7 0 0 .0 2 7 5 1 -0 .9 7 0 .3 3 1 8
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MultiReg on 11.03 Original Data 4
12:18 Monday, March 6, 2006
T h e  R E G  P r o c e d u r e  
M o d e l: M 0 D E L 1  
M u ltiv a r ia te  T e s t :  m e a d s a m e
M u ltiv a r ia te  S ta t i s t ic s  a n d  E x a c t  F  S ta t i s t ic s  
S = 1  M = 1 0 .5  N = 7 4 8 7
S ta t is t ic V a lu e F V a lu e N u m  D F D e n  D F P r >
W ilk s ' L a m b d a 0 .5 8 4 8 5 4 5 8 4 6 2 .1 9 2 3 1 4 9 7 6 < .0 0 0 1
Pillai s  T r a c e 0 .4 1 5 1 4 5 4 2 4 6 2 .1 9 2 3 1 4 9 7 6 < .0 0 0 1
H o te llin g -L a w le y  T r a c e 0 .7 0 9 8 2 6 7 3 4 6 2 .1 9 2 3 1 4 9 7 6 < .0 0 0 1
R o y 's  G r e a t e s t  R o o t 0 .7 0 9 8 2 6 7 3 4 6 2 .1 9 2 3 1 4 9 7 6 < .0 0 0 1
M u ltiR e g  o n  1 1 .0 3  O rig in a l D a ta  5
1 2 :1 8  M o n d a y , M a rc h  6 , 2 0 0 6
T h e  R E G  P r o c e d u r e  
M o d e l: M 0 D E L 1  
M u ltiv a r ia te  T e s t :  g e n e r a l
M u ltiv a r ia te  S ta t i s t ic s  a n d  F  A p p ro x im a tio n s  
S = 3  M = 9 .5  N = 7 4 8 6
S ta tis t ic V a lu e F  V a lu e N u m  D F D e n  D F P r >  F
W ilk s ' L a m b d a 0 .0 3 9 8 1 6 6 3 1 2 5 8 .8 9 6 9 4 4 7 3 5 < .0 0 0 1
Pillai s  T r a c e 1 .4 2 2 5 3 3 8 6 5 8 7 .1 8 6 9 4 4 9 2 8 < .0 0 0 1
H o te llin g -L a w le y  T r a c e 1 2 .8 0 1 3 8 2 3 5 2 7 7 7 .8 6 6 9 3 9 3 6 5 < .0 0 0 1
R o y 's  G r e a t e s t  R o o t 1 1 .8 7 5 9 4 9 3 1 7 7 3 2 .7 9 2 3 1 4 9 7 6 < .0 0 0 1
N O T E : F S ta t i s t ic  fo r  R o y 's  G r e a t e s t  R o o t is  a n  u p p e r  b o u n d .
M u ltiR e g  o n  1 1 .0 3  A d ju s te d  D a ta  11
1 2 :1 8  M o n d a y , M a rc h  6 , 2 0 0 6
T h e  R E G  P r o c e d u r e  
M o d e l: M 0 D E L 1  
D e p e n d e n t  V a r ia b le :  h v re n g  h v re n g
N u m b e r  o f O b s e r v a t io n s  R e a d  1 5 0 0 0
N u m b e r  o f O b s e r v a t io n s  U s e d  1 5 0 0 0
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Analysis of Variance
Source
M o d e l
E rro r
C o r r e c t e d  T o ta l
D F
2 3
1 4 9 7 6
1 4 9 9 9
S u m  of 
S q u a r e s
1 2 8 6 4 4 9 5 5
1 1 7 5 2 4 7 4
1 4 0 3 9 7 4 2 9
Mean
Square
5 5 9 3 2 5 9
7 8 4 .7 5 3 8 9
F Value Pr > F
7127.41 <.0001
R o o t M S E  
D e p e n d e n t  M e a n  
C o e ff  V a r
2 8 .0 1 3 4 6
3 5 7 .0 0 1 6 5
7 .8 4 6 8 7
R - S q u a r e  
A dj R -S q
0 .9 1 6 3
0 .9 1 6 2
P a r a m e t e r  E s t im a te s
V a r ia b le L a b e l D F
P a r a m e te r
E s t im a te
S ta n d a r d
E rro r t V a lu e P r > | t |
I n te rc e p t I n te rc e p t 1 -2 3 .4 8 8 2 1 2 .8 4 3 4 0 -8 .2 6 < 0 0 0 1
g c re l g c re l 1 - 0 .0 0 0 0 3 8 9 2 0 .0 0 0 0 0 2 1 3 - 1 8 .2 6 < .0 0 0 1
g a in s g c g a in s g c 1 - 0 .0 0 0 1 7 8 3 5 0 .0 0 0 0 2 0 4 7 -8 .7 1 < .0 0 0 1
g a in s h v r g a in s h v r 1 - 0 .0 0 0 1 0 4 4 6 0 .0 0 0 0 0 7 0 7 - 1 4 .7 7 < .0 0 0 1
g a in s p k r g a in s p k r 1 - 0 .0 0 0 6 0 1 1 5 0 .0 0 0 0 1 2 4 4 - 4 8 .3 3 < .0 0 0 1
bw b w 1 - 0 .0 0 0 5 3 3 0 4 0 .0 0 0 0 0 8 1 9 - 6 5 .0 7 < .0 0 0 1
virg in v irg in 1 0 .0 0 0 1 2 4 5 0 0 .0 0 0 0 1 6 7 5 7 .4 3 < .0 0 0 1
p a r ia p a r ia 1 - 0 .0 0 1 7 0 0 .0 0 0 1 0 4 6 2 -1 6 .2 3 < .0 0 0 1
littleco little co 1 - 0 .0 0 0 0 9 9 0 3 0 .0 0 0 0 0 8 3 5 -1 1 .8 5 < .0 0 0 1
iid iid 1 0 .0 0 0 6 4 3 8 2 0 .0 0 0 0 1 1 1 6 5 7 .7 0 < .0 0 0 1
c v w d c v w d 1 0 .0 0 1 3 6 0 .0 0 0 0 4 5 7 8 2 9 .7 3 < .0 0 0 1
yp yp 1 0 .0 0 6 0 4 0 .0 0 0 2 2 8 4 7 2 6 .4 6 < .0 0 0 1
pv id p v id 1 0 .0 0 0 9 2 7 1 1 0 .0 0 0 0 2 6 1 7 3 5 .4 3 < .0 0 0 1
c a p c a p 1 0 .0 0 0 7 7 6 2 7 0 .0 0 0 0 0 5 2 8 1 4 6 .9 5 < .0 0 0 1
m w d m w d 1 0 .0 0 0 5 8 9 8 7 0 .0 0 0 0 1 0 1 8 5 7 .9 6 < 0 0 0 1
s n w a s n w a 1 - 0 .0 0 0 7 7 4 3 5 0 .0 0 0 0 7 5 7 8 -1 0 .2 2 < .0 0 0 1
crit c rit 1 0 .0 0 1 2 2 0 .0 0 0 0 4 1 3 7 2 9 .5 5 < .0 0 0 1
m x m x 1 0 .0 0 0 8 3 2 1 3 0 .0 0 0 0 0 9 5 0 8 7 .5 9 < .0 0 0 1
y c w u a y c w u a 1 - 0 .0 0 2 8 5 0 .0 0 0 0 5 8 8 7 - 4 8 .4 4 < .0 0 0 1
y m id d y m id d 1 - 0 .0 0 0 5 9 0 3 5 0 .0 0 0 1 1 6 0 4 -5 .0 9 < .0 0 0 1
yid yid 1 0 .0 0 4 4 7 0 .0 0 0 5 9 2 8 4 7 .5 3 < .0 0 0 1
u n itb u n itb 1 0 .0 0 3 0 3 0 .0 0 0 5 5 8 3 1 5 .4 3 < .0 0 0 1
w m id d w m id d 1 -0 .0 0 0 6 1 8 7 1 0 .0 0 0 0 5 8 0 3 -1 0 .6 6 < .0 0 0 1
n g v id d n g v id d 1 - 0 .0 2 4 4 2 0 .0 0 1 0 1 -2 4 .1 1 < 0 0 0 1
M u ltiR e g  o n  1 1 .0 3  A d ju s te d  D a ta  12
1 2 :1 8  M o n d a y , M a rc h  6 , 2 0 0 6
T he REG P rocedu re  
M o d e l: M O D EL 1 
D e p e n d e n t  V a r ia b le :  m e a d e le v  m e a d e le v
N u m b e r  o f O b s e r v a t io n s  R e a d  1 5 0 0 0
N u m b e r  o f O b s e r v a t io n s  U s e d  1 5 0 0 0
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Analysis of Variance
Source
M o d e l
E rro r
C o r r e c te d  T o ta l
D F
2 3
1 4 9 7 6
1 4 9 9 9
S u m  of 
S q u a r e s
8 8 7 8 5 1
1 1 6 6 7 9 0
2 0 5 4 6 4 2
Mean
Square
3 8 6 0 2
7 7 .9 1 0 6 7
F Value Pr > F
495.47 <.0001
R o o t  M S E  
D e p e n d e n t  M e a n  
C o e ff  V a r
8 .8 2 6 7 0
1 1 2 5 .6 8 5 5 3
0 .7 8 4 1 2
R - S q u a r e  
A dj R -S q
0 .4 3 2 1
0 .4 3 1 2
P a r a m e t e r  E s t im a te s
V a r ia b le L a b e l D F
P a r a m e t e r
E s t im a te
S ta n d a r d
E rro r t V a lu e P r > | t |
I n te rc e p t I n te rc e p t 1 1 1 1 7 .9 3 2 1 1 0 .8 9 5 9 2 1 2 4 7 .8 0 < .0 0 0 1
g c re l g c re l 1 0 .0 0 0 0 0 5 6 8 6 .7 1 5 1 5 9 E -7 8 .4 7 < .0 0 0 1
g a in s g c g a in s g c 1 0 .0 0 0 0 1 7 0 5 0 .0 0 0 0 0 6 4 5 2 .6 4 0 .0 0 8 2
g a in s h v r g a in s h v r 1 - 0 .0 0 0 0 0 7 1 3 0 .0 0 0 0 0 2 2 3 -3 .2 0 0 .0 0 1 4
g a in s p k r g a in s p k r 1 - 0 .0 0 0 0 3 2 4 4 0 .0 0 0 0 0 3 9 2 -8 .2 8 < .0 0 0 1
b w b w 1 0 .0 0 0 0 2 3 9 0 0 .0 0 0 0 0 2 5 8 9 .2 6 < .0 0 0 1
virg in v irg in 1 0 .0 0 0 0 4 2 6 7 0 .0 0 0 0 0 5 2 8 8 .0 8 < .0 0 0 1
p a r ia p a r ia 1 - 0 .0 0 0 3 6 9 8 4 0 .0 0 0 0 3 2 9 7 -1 1 .2 2 < .0 0 0 1
littleco little co 1 - 0 .0 0 0 0 0 1 9 4 0 .0 0 0 0 0 2 6 3 -0 .7 4 0 .4 6 0 0
iid iid 1 - 0 .0 0 0 0 1 4 0 4 0 .0 0 0 0 0 3 5 2 -3 .9 9 < .0 0 0 1
c v w d c v w d 1 0 .0 0 0 9 1 9 8 2 0 .0 0 0 0 1 4 4 2 6 3 .7 7 < .0 0 0 1
yp yp 1 0 .0 0 0 5 3 5 7 5 0 .0 0 0 0 7 1 9 9 7 .4 4 < .0 0 0 1
pv id pv id 1 0 .0 0 0 0 5 4 0 4 0 .0 0 0 0 0 8 2 5 6 .5 5 < .0 0 0 1
c a p c a p 1 0 .0 0 0 0 0 2 8 5 0 .0 0 0 0 0 1 6 6 1.71 0 .0 8 7 4
m w d m w d 1 - 0 .0 0 0 0 4 3 0 0 0 .0 0 0 0 0 3 2 1 -1 3 .4 1 < .0 0 0 1
s n w a s n w a 1 - 0 .0 0 0 4 1 9 2 9 0 .0 0 0 0 2 3 8 8 -1 7 .5 6 < .0 0 0 1
crit crit 1 - 0 .0 0 0 1 2 0 3 6 0 .0 0 0 0 1 3 0 4 -9 .2 3 < .0 0 0 1
m x m x 1 0 .0 0 0 0 1 7 2 4 0 .0 0 0 0 0 2 9 9 5 .7 6 < .0 0 0 1
y c w u a y c w u a 1 - 0 .0 0 0 1 3 8 2 7 0 .0 0 0 0 1 8 5 5 -7 .4 5 < .0 0 0 1
y m id d y m id d 1 - 0 .0 0 0 0 7 6 4 6 0 .0 0 0 0 3 6 5 6 -2 .0 9 0 .0 3 6 5
yid yid 1 0 .0 0 1 2 6 0 .0 0 0 1 8 6 8 0 6 .7 3 < .0 0 0 1
u n itb u n itb 1 - 0 .0 0 2 2 7 0 .0 0 0 1 7 5 9 2 -1 2 .9 2 < .0 0 0 1
w m id d w m id d 1 - 0 .0 0 0 2 2 5 4 2 0 .0 0 0 0 1 8 2 8 -1 2 .3 3 < .0 0 0 1
n g v id d n g v id d 1 0 .0 0 0 9 6 1 1 0 0 .0 0 0 3 1 9 0 8 3 .0 1 0 .0 0 2 6
M u ltiR e g  o n  1 1 .0 3  A d ju s te d  D a ta  1 3
1 2 :1 8  M o n d a y , M a rc h  6 , 2 0 0 6
T h e  R E G  P r o c e d u r e  
M o d e l: M 0 D E L 1  
D e p e n d e n t  V a r ia b le :  m e a d c o n t  m e a d c o n t
N u m b e r  o f O b s e r v a t io n s  R e a d  1 5 0 0 0
N u m b e r  o f O b s e r v a t io n s  U s e d  1 5 0 0 0
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Analysis of Variance
Source
M o d e l
E rro r
C o r r e c te d  T o ta l
D F
2 3
1 4 9 7 6
1 4 9 9 9
S u m  of 
S q u a r e s
8 8 3 6 5 4 2 1 6 5
1 1 1 8 8 0 5 4 3 7 5
2 0 0 2 4 5 9 6 5 4 0
Mean
Square
3 8 4 1 9 7 4 8 5
7 4 7 0 6 6
F Value Pr > F
514.28 <.0001
R o o t M S E  
D e p e n d e n t  M e a n  
C o e ff  V a r
8 6 4 .3 2 9 5 6
1 3 9 4 8
6 .1 9 6 5 8
R - S q u a r e  
A dj R -S q
0 .4 4 1 3
0 .4 4 0 4
P a r a m e t e r  E s t im a te s
P a r a m e t e r S ta n d a r d
V a r ia b le L a b e l D F  E s t im a te E rro r t  V a lu e P r > | t |
In te rc e p t I n te rc e p t 1 1 3 1 4 5 8 7 .7 3 0 3 7 1 4 9 .8 3 < .0 0 0 1
g c re l g c re l 1 0 .0 0 0 6 1 6 0 2 0 .0 0 0 0 6 5 7 6 9 .3 7 < .0 0 0 1
g a in s g c g a in s g c 1 0 .0 0 1 6 9 0 .0 0 0 6 3 1 5 2 2 .6 8 0 .0 0 7 5
g a in s h v r g a in s h v r 1 - 0 .0 0 0 6 8 3 8 7 0 .0 0 0 2 1 8 2 8 -3 .1 3 0 .0 0 1 7
g a in s p k r g a in s p k r 1 - 0 .0 0 3 2 9 0 .0 0 0 3 8 3 7 7 -8 .5 7 < .0 0 0 1
b w b w 1 0 .0 0 2 4 5 0 .0 0 0 2 5 2 7 3 9 .7 0 < 0 0 0 1
virg in v irg in 1 0 .0 0 4 2 7 0 .0 0 0 5 1 6 7 9 8 .2 7 < .0 0 0 1
p a r ia p a r ia 1 - 0 .0 3 6 9 4 0 .0 0 3 2 3 - 1 1 .4 4 < .0 0 0 1
littleco little c o 1 - 0 .0 0 0 1 7 8 0 0 0 .0 0 0 2 5 7 7 7 -0 .6 9 0 .4 8 9 9
iid iid 1 - 0 .0 0 1 4 4 0 .0 0 0 3 4 4 2 8 -4 .1 7 < 0 0 0 1
c v w d c v w d 1 0 .0 9 1 8 7 0 .0 0 1 4 1 6 5 .0 4 < .0 0 0 1
yp yp 1 0 .0 5 4 9 7 0 .0 0 7 0 5 7 .8 0 < .0 0 0 1
pv id p v id 1 0 .0 0 5 2 2 0 .0 0 0 8 0 7 4 0 6 .4 6 < .0 0 0 1
c a p c a p 1 0 .0 0 0 2 6 0 4 5 0 .0 0 0 1 6 2 9 9 1 .6 0 0 .1 1 0 1
m w d m w d 1 -0 .0 0 4 3 1 0 .0 0 0 3 1 4 0 1 -1 3 .7 2 < .0 0 0 1
s n w a s n w a 1 -0 .0 4 1 6 1 0 .0 0 2 3 4 - 1 7 .7 9 < .0 0 0 1
crit c rit 1 - 0 .0 1 2 3 9 0 .0 0 1 2 8 -9 .7 1 < .0 0 0 1
m x m x 1 0 .0 0 1 6 6 0 .0 0 0 2 9 3 1 1 5 .6 7 < .0 0 0 1
y c w u a y c w u a 1 - 0 .0 1 4 1 8 0 .0 0 1 8 2 -7 .8 1 < .0 0 0 1
y m id d y m id d 1 -0 .0 0 7 6 1 0 .0 0 3 5 8 -2 .1 2 0 .0 3 3 6
yid yid 1 0 .1 2 9 2 5 0 .0 1 8 2 9 7 .0 7 < .0 0 0 1
u n itb u n itb 1 - 0 .2 2 4 6 2 0 .0 1 7 2 3 - 1 3 .0 4 < .0 0 0 1
w m id d w m id d 1 - 0 .0 2 1 9 5 0 .0 0 1 7 9 - 1 2 .2 6 < .0 0 0 1
n g v id d n g v id d 1 0 .0 9 9 2 5 0 .0 3 1 2 5 3 .1 8 0 .0 0 1 5
M u ltiR e g  o n  1 1 .0 3  A d ju s te d  D a ta 1 4
1 2 :1 8  M o n d a y , M a rc h  6 , 2 0 0 6
M u ltiv a r ia te  S ta t i s t i c s  a n d  E x a c t  F  S ta t i s t ic s
S = 1  M= 1 0 .5  N = 7 4 8 7
S ta tis t ic V a lu e  F  V a lu e N u m  D F  D e n  D F P r >  F
W ilk s ' L a m b d a 0 .5 5 8 6 2 4 8 8  5 1 4 .4 6 2 3  1 4 9 7 6 < .0 0 0 1
P illa i 's  T r a c e 0 .4 4 1 3 7 5 1 2  5 1 4 .4 6 2 3  1 4 9 7 6 < .0 0 0 1
H o te llin g -L a w le y  T  r a c e 0 .7 9 0 1 1 0 0 3  5 1 4 .4 6 2 3  1 4 9 7 6 < .0 0 0 1
R o y 's  G r e a t e s t  R o o t 0 .7 9 0 1 1 0 0 3  5 1 4 .4 6 2 3  1 4 9 7 6 < .0 0 0 1
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MultiReg on 11.03 Adjusted Data 15
12:18 Monday, March 6, 2006
T h e  R E G  P r o c e d u r e  
M o d e l: M 0 D E L 1  
M u ltiv a r ia te  T e s t :  g e n e r a l
M u ltiv a r ia te  S ta t i s t ic s  a n d  F  A p p ro x im a t io n s
S = 3  M = 9 .5  N = 7 4 8 6
S ta t is t ic  V a lu e F  V a lu e  N u m  D F  D e n  D F  P r  >  F
W ilk s ' L a m b d a  
P illa i 's  T r a c e  
H o te llin g -L a w le y  T r a c e  
R o y 's  G r e a t e s t  R o o t
0 .0 3 6 1 7 0 8 6  
1 .4 6 2 9 8 4 9 7  
1 3 .4 0 1 6 9 8 9 2  
1 2 .3 8 0 3 2 4 4 4
1 3 2 1 .2 0  
6 1 9 .7 7  
2 9 0 8 .1 2
8 0 6 1 .2 1
6 9
6 9
6 9
2 3
4 4 7 3 5  < .0 0 0 1  
4 4 9 2 8  < .0 0 0 1  
3 9 3 6 5  < .0 0 0 1  
1 4 9 7 6  < .0 0 0 1
N O T E : F  S ta t i s t ic  fo r  R o y 's  G r e a t e s t  R o o t is  a n  u p p e r  b o u n d .
1 3 1
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