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Abstract
Nowadays, large and rapidly evolving data sets are commonly encountered in many modern
applications. Efficiently mining and exploiting these data sets generally results in the extraction
of valuable information and therefore appears as an important challenge in various domains
including network security, computer vision, internet search engines, bioinformatics, marketing
systems, online advertisement, social networks, just to name a few.
The rapid development of these modern computer science applications sustains an ever-
increasing demand for efficient machine learning algorithms that can cope with large-scale prob-
lems, characterized by a large number of samples and a large number of variables.
The research reported in the present thesis is devoted to the design of efficient machine
learning algorithms for large-scale problems. Specifically, we adopt a geometric optimization
viewpoint to address the problem of linear regression in nonlinear and high-dimensional matrix
search spaces. Our purpose is to efficiently exploit the geometric structure of the search space
in the design of scalable linear regression algorithms.
Our search space of main interest will be the set of low-rank matrices. Learning a low-rank
matrix is a typical approach to cope with high-dimensional problems. The low-rank constraint
is expected to force the learning algorithm to capture a limited number of dominant factors that
mostly influence the sought solution. We consider both the learning of a fixed-rank symmetric
positive semidefinite matrix and of a fixed-rank non-symmetric matrix.
A first contribution of the thesis is to show that many modern machine learning problems
can be formulated as linear regression problems on the set of fixed-rank matrices. For example,
the learning of a low-rank distance, low-rank matrix completion and the learning on data pairs
are cast into the considered linear regression framework. For these problems, the low-rank
constraint is either part of the original problem formulation or is a sound approximation that
significantly reduces the original problem size and complexity, resulting in a dramatic decrease
in the computational complexity of algorithms.
Our main contribution is the development of novel efficient algorithms for learning a linear
regression model parameterized by a fixed-rank matrix. The resulting algorithms preserve the
underlying geometric structure of the problem, scale to high-dimensional problems, enjoy local
convergence properties and confer a geometric basis to recent contributions on learning fixed-
rank matrices. We thereby show that the considered geometric optimization framework offers a
solid and versatile framework for the design of rank-constrained machine learning algorithms.
The efficiency of the proposed algorithms is illustrated on several machine learning applica-
tions. Numerical experiments suggest that the proposed algorithms compete favorably with the
state-of-the-art in terms of achieved performance and required computational time.
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Résumé
A l’heure actuelle, des bases de données de grande taille et soumises à des modifications régulières
sont rencontrées dans la plupart des applications modernes. Une exploitation efficace de ces
données constitue un enjeu essentiel dans de nombreux domaines d’activités tels que la sécurité
des réseaux, la vision par ordinateur, les moteurs de recherche internet, la bioinformatique, les
systèmes de marketing, la publicité en ligne ou encore les réseaux sociaux.
Le développement rapide de ces applications entretient une demande sans cesse croissante
pour des algorithmes d’apprentissage automatique efficaces, capables de traiter des problèmes
de grande taille en termes du nombre d’échantillons et du nombre de variables.
La recherche présentée dans cette thèse de doctorat est dédiée à l’élaboration d’algorithmes
d’apprentissage automatique capables de traiter efficacement des problèmes de grande taille.
Plus spécifiquement, nous adoptons un cadre géométrique d’optimisation pour aborder le prob-
lème de la regression linéaire dans des espaces de recherche non linéaires et de grande dimension.
L’approche proposée repose sur une exploitation adéquate de la géométrie du problème pour
élaborer de nouveaux algorithmes d’optimisation efficaces appliqués à la régression linéaire.
L’espace de recherche sur lequel porte principalement notre intérêt est l’ensemble des matrices
réelles de rang faible et fixé. L’apprentissage d’une matrice de rang faible est une approche
typique pour aborder des problèmes de grande dimension. La contrainte de rang faible tend
à forcer l’algorithme d’apprentissage à capturer un nombre limité de facteurs dominants qui
influences la solution recherchée. Nous abordons l’apprentissage des matrices réelles symétriques
semidefinies positives de rang fixé puis nous généralisons les résultats obtenus aux matrices réelles
non symétriques de rang fixé.
Une première contribution de cette thèse de doctorat est de montrer que de nombreux prob-
lèmes récents en apprentissage automatique peuvent être formulés comme un problème de régres-
sion linéaire sur l’espace des matrices de rang fixé. Par exemple, l’apprentissage d’une mesure
de distance, la complétion de matrices, l’apprentissage sur des paires de données sont des prob-
lèmes qui se formulent naturellement dans le cadre de travail considéré. Pour ces problèmes, la
contrainte de rang fixé apparaît naturellement, soit parce qu’elle fait partie de la formulation
originale du problème, soit parce qu’elle permet une approximation raisonable de la solution,
tout en réduisant significativement la taille et la complexité du problème original et la complexité
des algorithmes.
Notre contribution principale est la conception de nouveaux algorithmes efficaces pour ap-
prendre un modèle de régression linaire paramétré par une matrice de rang fixé. Les algorithmes
résultants préservent la géométrie du problème, sont applicables à des problèmes de grande di-
mension, présentent des propriétés de convergence locales et confèrent une base géométrique à
des contributions récentes sur l’apprentissage des matrices de rang fixé. Nous montrons de ce
fait que les techniques d’optimisation considérées offrent un cadre de travail solide et flexible
pour la conception de nouveaux algorithmes pour apprendre une matrices de rang fixé.
L’efficacité des algorithmes proposés est illustrée sur plusieurs problèmes d’aprentissage au-
tomatique, dont l’apprentissage d’une distance, la complétion de matrices et l’apprentissage sur
des paires de données. Les simulations numériques effectuées suggèrent que les algorithmes pro-
posés rivalisent favorablement avec l’état de l’art, à la fois en terme des performances obtenues
et du temps de calcul requis.
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Chapter 1
Introduction
With the advent of recent information technologies, data are collected, updated and stored at an
ever-increasing rate. For instance,1 the number of indexed web pages in the Google search engine
is around 40 billions in June 2011. The online video broadcast system Youtube sees several hours
of video uploaded on its website every minute. The social network Facebook counts more than
500 million active users in June 2011 and more than 30 billion pieces of content (web links,
news stories, blog posts, notes, photo albums, etc.) are shared by the users each month. The
movie rental system Netflix counts more than 23 million members in the United States and
Canada in early 2011. Netflix members rate about four million movies a day. In bioinformatics
and genomics also, high-throughput experiments on genetic material allow biologists to collect
a large amount of high-dimensional data. As the cost of biological data acquisition becomes
cheaper, the number of collected samples is expected to grow rapidly in the near future.
Efficiently mining large and evolving data sets has become an important challenge for many
modern computer science applications that arise from various domains including network secu-
rity, internet search engines, bioinformatics, computer vision, marketing systems, online adver-
tisement, social networks, just to name a few. Over the last few years, a significant amount of
research efforts have therefore been devoted to the design of efficient data mining algorithms
whose aim is to extract relevant and up to date information from large data sets.
A central problem in this context is the learning of effective predictive models. A particular
example of a valuable predictive model for an e-commerce company is a model that predicts the
next items that are likely to be purchased by a given customer. This model can be exploited to
suggest items to customers in accordance with their preferences. Another example is a predictive
model of distance between any two objects of a data set. The computed distance can then be
used for automatic similarity-based annotation or labeling. Another example, in bioinformatics,
is a predictive model of pairwise interactions between entities of a biological network.
Although these problems might appear different in nature, they all fall in the scope of machine
learning algorithms and can be solved by a particular instance of linear regression. This is not
so surprising as linear regression is a fundamental building block in the design and computation
of predictive models. In its basic form, the linear regression problem amounts to finding a set
of linear predictors (or coefficients) that explain as much as possible the dependence between
observations and input data. Linear regression admits many variants and refinements that are
described by most introductory textbooks (see Hastie et al., 2009, and references therein).
In the present thesis, we address a variant of the linear regression problem for which the
parameter of the linear regression model lies on a nonlinear and high-dimensional matrix space.
Our focus is on the learning of a linear regression model parameterized by a fixed-rank
matrix. We consider the learning of a fixed-rank symmetric positive semidefinite matrix and
the learning of a fixed-rank non-symmetric matrix. In our formulation, the rank of the matrix
is fixed a priori and is typically chosen very small compared to the original problem dimension.
1Statistics are collected from the online press releases of the corresponding companies.
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Learning a low-rank matrix is a typical approach to reduce the dimensionality of problems
involving a large number of interrelated variables. The low-rank assumption is expected to force
the learning algorithm to capture the dominant factors that mostly influence the sought solution.
A contribution of this thesis is to reformulate a number of modern large-scale machine
learning applications as a linear regression problem on the set of fixed-rank matrices. For
example, the learning of a low-rank distance is cast as a linear regression problem on the set of
fixed-rank symmetric positive semidefinite matrices. The low-rank matrix completion problem
is cast as a linear regression problem on the set of fixed-rank non-symmetric matrices.
The underlying regression problem is turned into an optimization problem which amounts
to finding the optimal model parameter W? that minimizes an expected prediction error,
W? = arg min
W∈W
E{`(yˆ, y)},
where the set W is the search space of interest and `(yˆ, y) is a loss function that penalizes the
discrepancy between an observation y and the value yˆ that is predicted by the regression model.
In the considered linear regression setting, the value yˆ is a linear function of the parameter W.
The formulation of linear regression problems as an optimization problem over a given search
space motivates us to adopt a proper optimization framework, generalizing the classical opti-
mization framework for linear regression on linear spaces. In this thesis, we adopt the geometric
optimization framework of optimization on matrix manifolds (Absil et al., 2008).
The main objective of this thesis is to demonstrate that the adopted framework is effective
in the design of efficient rank-constrained machine learning algorithms. For this purpose, we
show throughout the present dissertation that the considered geometric optimization framework
can be exploited to interpret existing algorithms but also to develop novel ones.
In addition to the problem of learning a fixed-rank matrix, the adopted framework applies
to other linear regression problems defined on nonlinear matrix search spaces including the
learning of rotation matrices (Arora, 2009), subspaces of Rd (Oja, 1992; Warmuth, 2007) or
positive definite matrices (Tsuda et al., 2005; Davis et al., 2007).
1.1 Research context
The research presented in this thesis takes its roots in complementary research fields that evolved
rapidly over the last few years. In the sequel, we relate the present work to the recent research
developments in these areas and motivate the followed research leads.
Online learning algorithms
Online learning algorithms (Bottou, 1998) offer an appealing approach to cope with learning
problems involving a large number of samples. The approach is also known as stochastic gradient
descent when each iteration of the algorithm is a gradient step for the instantaneous cost function.
The mathematics of stochastic gradient descent algorithms are presented in Section 2.3.
As opposed to batch learning algorithms that exploit the entire set of samples at each it-
eration, online learning algorithms consider each sample one at a time. The online learning
approach is appealing because learning algorithms usually involve the minimization of a cost
function that is expressed as the average prediction error evaluated over the complete set of
available samples. Hence, the cost function is represented as a sum of a large number of indi-
vidual contributions to the prediction error. If n is the total number of samples in the data set,
online learning algorithms reduce the computational cost of each iteration by a factor n Bottou
(1998). This is an important complexity reduction for problems with a large number of samples.
Online learning algorithms work well in practice because the averaged effect of updates is
the same as for a batch algorithm. Although online algorithms have a much slower convergence
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rate than batch algorithms, they generally decrease faster the prediction error in the large-scale
regime (Bottou and Bousquet, 2007) and yield solutions with good generalization performance.
The online learning approach is a particular case of stochastic approximation. Stochastic
approximation algorithms were originally studied by Robbins and Monro (1951) as a method
to solve nonlinear equations. The method was later exploited by Kiefer and Wolfowitz (1952)
for optimization purposes. Online learning algorithms have recently gained popularity in the
machine learning community thanks to the work of Bottou (1998) and the advent of large-scale
problems. Today, it is still an active area of research with the development of approximate
second-order methods (Bordes et al., 2009; Yu et al., 2010), gradient free algorithms (Nesterov,
2011), hybrid deterministic-stochastic methods (Friedlander and Schmidt, 2011) and paralleliza-
tion techniques (Zinkevich et al., 2010; Louppe and Geurts, 2010; Agarwal and Duchi, 2011).
Learning a low-rank matrix
The learning of a low-rank matrix is an active research problem that has a lot of applications
in machine learning (see Chapter 2). Most of the recent algorithmic contributions in this field
have focused on the design of efficient algorithms that scale to high-dimensional problems.
The growing interest in this problem has been partly stimulated by the $1 million Netflix
prize (Netflix, 2006),2 as this competition essentially amounts to solving a low-rank matrix
completion problem. Moreover, the field has also benefited from the recent advances in closely
related research areas such as compressed sensing (Candès and Wakin, 2008) and sparse methods
(Tibshirani, 1996). The close connection with compressed sensing and sparse methods becomes
clear when low-rank matrices are interpreted as matrices with a sparse singular value spectrum.
Two typical situations motivate the introduction of a low-rank constraint. The low-rank
constraint might be part of the original problem formulation. For example, in matrix completion
problems, it models the redundancy in the data and prevents the problem to be ill-posed.
Another example is concerned with convex relaxations of combinatorial problems for which the
final solution must be of low rank (Dhillon et al., 2007; d’Aspremont et al., 2007).
The low-rank constraint is also associated with dimensionality reduction when it is used as
a sound approximation for reducing the original problem size. The approximation results in a
dramatic decrease in the computational complexity of algorithms. Indeed, whereas algorithms
based on full-rank matrices typically scale as O(d3), algorithms based on low-rank matrices
typically scale as O(dr2) (Fine et al., 2001; Bach and Jordan, 2005). It is a significant complexity
reduction since the matrix rank r is typically chosen very small compared to the problem size d.
Learning a low-rank matrix requires to solve a difficult nonconvex optimization problem.
Convex relaxations of the problem have been proposed (Fazel, 2002). The most popular one
relies on the minimization of the nuclear norm, a matrix norm that promotes low-rank solutions.
The nuclear norm of a matrix is defined as the sum of its singular values. The nuclear norm is
the largest convex lower bound of the rank function over the spectral norm unit ball.
Nuclear norm based approaches enjoy nice theoretical performance guarantees such as con-
sistency (Bach, 2008), and sufficient conditions for the recovery of the minimum rank solution
are available (Recht et al., 2010). The approach allowed for the first theoretical guarantees on
exact reconstruction for low-rank matrix completion problems (Candès and Recht, 2008).
Several algorithms for nuclear norm minimization have been proposed in the literature (Cai
et al., 2008; Toh and Yun, 2010; Mazumder et al., 2010; Ma et al., 2010). However, an intrinsic
limitation of the approach is that the rank of intermediate solutions cannot be bounded a priori.
For large-scale problems, memory requirement may thus become prohibitively large.
A different yet complementary approach that resolves this issue, assumes a fixed-rank fac-
torization of the solution and optimizes the corresponding non-convex optimization problem
(Rennie and Srebro, 2005; Keshavan et al., 2010; Jain et al., 2010; Shalit et al., 2010).
2The Neflix prize has been awarded in 2009 to a group of researchers that developed a recommendation
algorithm improving the performance of the existing Netflix movie recommendation system by at least 10%.
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This approach is complementary to nuclear norm based approaches in the sense that the
most efficient algorithms for nuclear norm minimization rely on a low-rank factorization of the
solution to reduce the computational cost and memory requirement.
Despite the potential introduction of local minima, algorithms based on fixed-rank factoriza-
tions achieve very good performance in practice. Moreover, Keshavan et al. (2010) and Jain et al.
(2010) show that performance guarantees are also possible when a good heuristic is available for
the initialization of the algorithm.
In this thesis, we pursue the research on fixed-rank factorizations and study the geometry
of the underlying search space. We will show that fixed-rank factorizations admit intrinsic
invariance properties that induce a geometry as a quotient space. The geometry as a quotient
space stems from the fact that a given matrix can be represented by an entire equivalence class
of matrices. The adopted optimization framework will be exploited to take advantage of the
quotient structure of the search space in the design of efficient optimization algorithms.
Optimization on Riemannian matrix manifolds
Optimization on Riemannian matrix manifolds (Absil et al., 2008) is a natural and principled
geometric optimization framework to search a Riemannian domain. The framework deals with
unconstrained optimization algorithms defined over matrix manifold search spaces. It provides
the tools to exploit those matrix search spaces in the design of efficient numerical algorithms.
The main concepts associated with this framework are introduced in Chapter 3.
The idea of treating optimization problems defined on Riemannian manifolds was originally
presented by Luenberger (1972), but has raised significant interest in the control systems com-
munity with the work of Brockett (1972, 1993) on differential equations whose solutions evolve on
a manifold. The book of Helmke and Moore (1996) also deals with optimization and dynamical
systems from a differential geometric viewpoint and paves the way for the derivation of numeri-
cal algorithms. The paper of Edelman et al. (1998) addresses optimization problems subject to
orthogonality constraints from a differential geometric perspective. Recent advances in the field
are presented in the book of Absil et al. (2008), that focuses on algorithmic developments and
addresses the general problem of optimizing a smooth function on a manifold.
Recently, differential geometric optimization methods have been successfully applied to a
broad variety of computational problems such as motion and structure recovery for computer
vision (Ma et al., 2001), invariant subspace computation (Absil, 2003), component analysis and
analysis of gene expression data (Journée, 2009), distributed consensus algorithms (Sarlette,
2009), computation of low-rank solutions of Lyapunov equations (Vandereycken and Vandewalle,
2010), low multilinear rank approximation of high-order tensors (Ishteva et al., 2011).
1.2 Contributions
This thesis applies the framework of optimization on matrix manifolds to the problem of learning
a linear regression model parameterized by a fixed-rank matrix. The contributions are threefold.
A first contribution is to cast several modern machine learning applications as a linear
regression problem on the set of fixed-rank matrices. This includes the learning of a low-rank
distance, low-rank matrix completion and low-rank distance matrix completion, learning on data
pairs, similarity based ranking and multi-task regression problems (see Chapter 2).
A second contribution is the development of novel line-search algorithms for learning a linear
regression model parameterized by a fixed-rank matrix. We first develop novel line-search algo-
rithms for learning a fixed-rank symmetric positive semidefinite matrix (Chapter 4). We then
generalize the obtained algorithms to fixed-rank non-symmetric matrices (Chapter 5). The pro-
posed generalization demands the development of novel geometries for the set of non-symmetric
matrices. The proposed line-search algorithms scale to high-dimensional problems, preserve the
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geometric structure of the problem, enjoy local convergence properties and confer a geometric
basis to a number of recent contributions on the learning of fixed-rank matrices.
A third contribution is to equip the considered geometries with the necessary material for
the design of rank-constrained second-order optimization algorithms (Chapter 6). This material
is exploited in the design of efficient trust-region algorithms for two matrix completion prob-
lems. The sparse structure of these matrix completion problems is exploited to maintain a linear
complexity in the number of available samples and in the leading matrix dimension. The pro-
posed trust-region algorithms come with a well-characterized convergence theory and converge
superlinearly to a local minimum of the considered cost function.
Chapter specific contributions are listed below, following the organization of the manuscript.
• Chapter 4 addresses the problem of linear regression on the set of fixed-rank symmetric
positive semidefinite matrices. We show that learning a d-by-d fixed-rank symmetric pos-
itive semidefinite matrix of rank r amounts to jointly learn a r-dimensional subspace in
Rd and a positive definite linear operator of size r in this subspace. We derive line-search
algorithms exploiting two recently proposed quotient geometries of the set of fixed-rank
symmetric positive semidefinite matrices (Bonnabel and Sepulchre, 2009; Journée et al.,
2010). In contrast with previous contributions in the literature, no restrictions are im-
posed on the range space of the learned matrix. The resulting algorithms scale to high-
dimensional problems, enjoy important invariance properties and connect with existing
contributions in the literature. We apply the proposed algorithms to the problem of learn-
ing a quadratic distance from data. We illustrate the good performance of the algorithms
on classical benchmarks and show the practical advantages of simultaneously learning the
subspace and a quadratic distance within that subspace.
This work is published in the Journal of Machine Learning Research (Meyer et al., 2011a).
Related publications are (Meyer et al., 2009; Bonnabel et al., 2010).
• Chapter 5 addresses the problem of linear regression on the set of fixed-rank non-symmetric
matrices. We first develop novel quotient geometries for the set of fixed-rank non-symmetric
matrices, generalizing the work of Bonnabel and Sepulchre (2009) and Journée et al. (2010)
on the quotient geometry of fixed-rank symmetric positive semidefinite matrices. We then
derive novel line-search algorithms based on the proposed geometries. The resulting algo-
rithms scale to high-dimensional problems, enjoy local convergence properties, connect to
recent contributions on learning fixed-rank non-symmetric matrices, and apply to a broad
range of machine learning problems. Numerical experiments on benchmarks suggest that
the proposed algorithms compete with the state-of-the-art.
This work is published in the Proceedings of the 28th International Conference on Ma-
chine Learning (Meyer et al., 2011b). An extended version of this conference paper is in
preparation for the Journal of Machine Learning Research.
• Chapter 6 provides the necessary material to turn the considered first-order optimization
algorithms into second-order optimization algorithms. Novel trust-region algorithms for
matrix completion and distance matrix completion are proposed. The proposed trust-
region algorithms enjoy superlinear convergence properties and maintain a linear com-
plexity in the problem size. Numerical experiments on matrix completion benchmarks
illustrate the good performance of the trust-region algorithms.
This work is part of a conference paper submitted to the 50th Conference on Decision
and Control (Mishra et al., 2011a) and also part of a journal paper in preparation for the
SIAM Journal on Optimization.
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1.3 Outline
The present document is organized as follows. Chapter 2 presents the problem of linear regres-
sion on nonlinear spaces and cast a number of machine learning applications into the considered
regression framework. Chapter 3 introduces the key concepts and notations related to optimiza-
tion algorithms on matrix manifolds. Chapter 4 addresses the problem of linear regression on
fixed-rank symmetric positive semidefinite matrices. Chapter 5 deals with the same problem but
on fixed-rank non-symmetric matrices. Chapter 6 presents the necessary material to extend the
proposed first-order optimization algorithms to second-order optimization algorithms. Chapter
7 summarizes the objectives and achievements of this thesis and also raises some perspectives
and directions for future research. Proofs of propositions and theorems are not provided in
the main body of the dissertation to lighten the exposition, but are deferred to Appendix A.
Omitted derivations are provided in Appendix B.
Notations
The following conventions and notations are used throughout the thesis.
Rd the set of d-dimensional real column vectors.
Rd×r the set of d-by-r real matrices with d rows and r columns.
Rd×r∗ the set of full-rank d-by-r real matrices with d rows and r columns.
Sd−1 the unit sphere in Rd, the set of unit norm vectors in Rd
RPd−1 the real projective plane in Rd, the set of vector directions in Rd.
St(r, d) the Stiefel manifold, the set of matrices in Rd×r with orthonormal columns.
O(d) the orthogonal group, the set of orthogonal matrices of Rd×d.
S++(d) the set of positive definite matrices of Rd×d.
S+(d) the set of positive semidefinite matrices of Rd×d.
S+(r, d) the set of d-by-d symmetric positive semidefinite matrices of rank equal to r.
F(r, d1, d2) the set of d1-by-d2 matrices of rank equal to r.
E{x} expectation of the random variable x.
X input data matrix of a regression model.
y scalar observation associated to input data X.
yˆ prediction of a regression model.
`(yˆ, y) loss function between observation y and prediction yˆ.
{(Xi, yi)}ni=1 data set containing n data and observation pairs.
Given a vector w ∈ Rd and a matrix W ∈ Rd×r, we define the notations,
wi the i-th component of vector w.
wi the i-th vector of a collection of vectors.
‖w‖ the Euclidean `2 norm of the vector w, ‖w‖ = (∑di=1w2i )1/2.
Wij the element at row i and column j in the matrix W.
WT the transpose of the matrix W.
Tr(W) the trace of the square matrix W ∈ Rd×d, Tr(W) = ∑di=1 Wii.
‖W‖F the Frobenius norm of the matrix W, ‖W‖F = Tr(WTW)1/2.
W  0 the matrix is (symmetric) positive definite, all its eigenvalues are strictly positive.
W  0 the matrix is (symmetric) positive semidefinite, all its eigenvalues are nonnegative.
 binary operator between vectors or matrices that denotes element wise multiplication.
Sym(W) the symmetric part (W + WT )/2 of W ∈ Rd×d.
Skew(W) the skew-symmetric part (W−WT )/2 of W ∈ Rd×d.
exp(W) the matrix exponential of W ∈ Rd×d.
log(W) the matrix logarithm of the positive definite matrix W ∈ Rd×d.
rank(W) the rank of the matrix W.
Diag(W) a vector whose elements are the diagonal elements of W.
qf(W) Q factor of the QR decomposition of W as W = QR,
where Q ∈ Rd×r has orthonormal columns and R ∈ Rr×r is upper triangular.
uf(W) U factor of the polar decomposition of W as W = US,
where U ∈ Rd×r has orthonormal columns and S ∈ Rr×r is positive definite.
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Given a manifold W and a point W ∈ W, we use the following notations,
TWW tangent space of W at point W.
NWW normal space of W at point W.
ξW, ζW tangent vectors at W, that is, elements of the tangent space TWW.
gW(ξW, ζW) Riemannian metric (inner product) between ξW and ζW.
∇ξζ Riemannian connection of the vector field ζ in the direction ξ.
Given a function f : Rd×r → R : W 7→ f(W), we use the following notations,
Df(W)[ξ] directional derivative of f with respect to W in a direction ξ, evaluated at W.
gradf(W) the differential-geometric gradient or Riemannian gradient of f at W.
Hessf(W)[ξ] the application of the Riemannian Hessian of f at W in a direction ξ.
The following acronyms are also used in the thesis,
PCA principal component analysis
SVD singular value decomposition
PSD positive semidefinite
SDP semidefinite programming
Chapter 2
Linear regression on nonlinear spaces
Chapter abstract: In this chapter, we cast several modern machine learning applications as a
linear regression problem on a nonlinear matrix search space. Our main driving application is
the learning of low-rank matrix which we will present in Section 2.1.
Following a classical approach, the linear regression problem is turned into the minimization of
a quadratic cost function on the considered nonlinear matrix search space (Section 2.2).
The reformulation of machine learning problems as optimization problems defined on nonlinear
matrix search spaces appeals for a proper optimization framework generalizing the classical
optimization framework for linear regression on linear spaces (Section 2.3). In this thesis, we
adopt the framework of optimization on Riemannian matrix manifolds (Absil et al., 2008).
The present chapter motivates the adopted framework by means of several applications of linear
regression on vector and matrix search spaces (Sections 2.4 and 2.5). The presented examples
demonstrate that the adopted framework has solid foundations and that it offers a rich and
flexible framework in the design of linear regression algorithms on nonlinear spaces. In particular,
the flexibility of the adopted framework is exploited to interpret existing algorithms but also to
develop novel ones. Table 2.1 on page 24 summarizes connections with previous works.
2.1 Motivation and applications
The learning of a low-rank matrix is a fundamental problem arising in many modern machine
learning applications such as low-rank matrix completion (Candès and Recht, 2008), collabora-
tive filtering (Rennie and Srebro, 2005), learning of low-rank distances (Kulis et al., 2009) and
low-rank similarity measures (Shalit et al., 2010), dimensionality reduction (Cai et al., 2007),
classification with multiple classes (Amit et al., 2007), learning on data pairs (Abernethy et al.,
2009), multi-task learning (Evgeniou et al., 2005), just to name a few.
This problem has attracted a lot of research attention over the last few years and is still
actively researched today. Indeed, the learning of a low-rank matrix is a challenging problem
that requires the resolution of a difficult nonconvex optimization problem.
With the growing size and number of large-scale problems, most of the recent research efforts
have focused on the design of efficient optimization algorithms that can cope with large matrices.
Two main approaches have been proposed in the literature to efficiently address this problem.
The first approach is based on a convex relaxation of the original problem (Fazel, 2002).
The approach relies on the trace (or nuclear) norm heuristic, that consists in adding a convex
regularization term to the considered objective function in order to promote low-rank solutions.
The second approach assumes a low-rank parametrization of the solution and solves the
resulting nonconvex optimization problem (Burer and Monteiro, 2003; Rennie and Srebro, 2005).
Despite the potential introduction of local minima, this approach gives good results in practice
and ensures a low computational cost and small memory requirement of the algorithms.
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The approach proposed in this thesis is along the line of the second approach as we exploit
the geometry of fixed-rank matrix factorizations to address the nonconvex optimization problem.
A crucial difference with the existing approach is however that the rank-constrained opti-
mization problem is viewed as an unconstrained optimization problem over a constrained matrix
search space. Our purpose is to exploit the geometry of the constrained matrix search space in
the design of efficient optimization algorithms. To achieve this goal, we build on recent advances
in the field of optimization on Riemannian matrix manifolds (Absil et al., 2008).
The foundations in this field are not new (Luenberger, 1972), and there has been an increasing
body of research on the subject over the recent years (Helmke and Moore, 1996; Edelman et al.,
1998; Absil et al., 2008). The use of optimization algorithms on matrix manifolds to solve
machine learning problems is however a new and ongoing research topic (Nishimori and Akaho,
2005; Arora, 2009; Shalit et al., 2010; Meyer et al., 2011c,b). One of the main objectives of
this thesis is to demonstrate that manifold based optimization provides a proper and solid
framework for the design of efficient machine learning algorithms. This objective is pursued by
showing throughout the thesis that the adopted framework can be exploited to interpret earlier
algorithms and to design novel ones.
A first contribution of this thesis is to reformulate existing modern machine learning appli-
cations as linear regression problems on a nonlinear matrix search space. In this section, we
focus on two particular applications that involve the learning of a low-rank matrix.
2.1.1 Learning of low-rank distances
Selecting an appropriate distance measure is a central issue for many distance-based classification
and clustering algorithms such as nearest neighbor classifiers, support vector machines or k-
means. Because this choice is highly problem-dependent, numerous methods have been proposed
to learn a distance function directly from data.
Consider n data samples x1, ...,xn ∈ Rd and the associated class labels l1, ..., ln ∈ {1, ..., c},
where c is the number of possible classes. The goal of distance learning algorithms is to compute
a distance function that is optimized for the classification or clustering task at hand. A classical
approach (e.g. Davis et al., 2007; Weinberger and Saul, 2009) is to compute a distance dW(xi,xj)
that is a linear function of a symmetric positive semidefinite matrix W ∈ S+(d), where
S+(d) = {W ∈ Rd×d : W = WT  0}.
In that case, learning the distance amounts to learning the matrix W that parametrize the
distance. Our focus will be on the learning of Mahalanobis distances (Mahalanobis, 1936),
dW(xi,xj) = (xi − xj)TW(xi − xj),
and kernel distances (Shawe-Taylor and Cristianini, 2004)
dW(xi,xj) = (φ(xi)− φ(xj))TW(φ(xi)− φ(xj)).
These two distance functions will be presented in more details the sequel. In this setting, a
standard approach for learning the distance is to optimize W such that the resulting distance
satisfies as much as possible a set of given constraints. The constraints are constructed in order
to map close together samples having the same class label and to send further apart samples
having different class labels. Following Davis et al. (2007), the constraints can be computed as
dW(xi,xj) ≤ yu if li = lj ,
dW(xi,xj) ≥ yl if li 6= lj , (2.1)
where yu and yl are bounds on the distance that are chosen such that yl is much larger than yu.
The distance learning problem can be formulated as a linear regression problem on the set
of symmetric positive definite matrices S+(d). The input data of this regression problem are
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sample pairs (xi,xj) and the corresponding observations are the right hand sides yu and yl in
the definition (2.1). Provided that the distance function dW(xi,xj) is a linear function of W,
it defines a predictive model yˆij of distance between samples xi and xj . Learning the distance
then amounts to solving a regression problem
min
W∈S+(d)
∑
(i,j)∈S
`(yˆij , yu) +
∑
(i,j)∈D
`(yˆij , yl), (2.2)
where we have defined the sets S = {(i, j) : dW(xi,xj) ≤ yu} and D = {(i, j) : dW(xi,xj) ≥ yl}.
The loss function ` penalizes the discrepancy between an observation yu or yl and the value yˆij
that is predicted by the model. A common choice for a loss function ` that enforces inequalities
is the continuously differentiable cost function
`(yˆ, y) = 12 max(0, ρ(yˆ − y))
2, (2.3)
where ρ = +1 if yˆ ≤ y is required and ρ = −1 if yˆ ≥ y is required.
Most of the early work on distance learning has focused on the learning of a full-rank distance
(e.g. Xing et al., 2002; Davis et al., 2007), that is, a distance dW(xi,xj) is parametrized by a
full-rank symmetric positive definite matrix W ∈ S++(d), where
S++(d) = {W ∈ Rd×d : W = WT  0}.
The learning of full-rank positive definite matrix requires to search for a parameter in a space of
dimension O(d2), which prevents the use of full-rank distance learning algorithms in a growing
number of high-dimensional problems. To address this issue, recent algorithmic work has focused
on the learning of low-rank distances (Davis and Dhillon, 2008; Kulis et al., 2009).
Indeed, learning a low-rank (or identity plus low-rank) matrix instead of a full-rank one
reduces the dimension of the search space to O(dr), where r is the rank of the matrix. This
dramatically reduces the computational cost and memory requirement of distance learning al-
gorithms since the rank r is typically chosen very small compared to the problem size d.
The learning of a low-rank distance can be formulated as (2.2), where the search space S+(d)
is now replaced by the set of rank r symmetric positive semidefinite matrices
S+(r, d) = {W ∈ Rd×d : WT = W  0, rank(W) = r}.
We now present two important distance models dW(xi,xj) that are compatible with the
considered linear regression model and review some literature on the learning of these distances.
Kernel learning
In kernel-based methods (Shawe-Taylor and Cristianini, 2004), the data samples x1, ...,xn are
first transformed by a nonlinear mapping φ : x ∈ X 7→ φ(x) ∈ F , where F is a new feature
space that is expected to facilitate pattern detection into the data.
The kernel function is then defined as the dot product between any two samples in F ,
κ(xi,xj) = φ(xi) · φ(xj).
In practice, the kernel function is represented by a positive semidefinite matrix K ∈ Rn×n whose
entries are defined as Kij = φ(xi) · φ(xj). This inner product information is used solely to
compute the relevant quantities needed by the algorithms based on the kernel. For instance,
a distance is implicitly defined by any kernel function as the Euclidean distance between the
samples in the new feature space
dφ(xi,xj) = ‖φ(xi)− φ(xj)‖2 = κ(xi,xi) + κ(xj ,xj)− 2κ(xi,xj).
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The previous distance function can be evaluated using only the elements of the kernel matrix
by the formula
dφ(xi,xj) = Kii + Kjj − 2Kij = Tr
(
K(ei − ej)(ei − ej)T
)
= (ei − ej)TK(ei − ej),
which is a linear function of K and thus fits into the considered linear regression framework.
Learning a kernel consists in computing the kernel (or Gram) matrix from scratch or im-
proving an existing kernel matrix based on side-information (in a semi-supervised setting for
instance). Data samples and class labels are generally exploited by means of equality or inequal-
ity constraints involving pairwise distances or inner products.
Most of the numerous kernel learning algorithms that have been proposed work in the so-
called transductive setting, that is, it is not possible to generalize the learned kernel function
to new data samples (Kwok and Tsang, 2003; Lanckriet et al., 2004; Tsuda et al., 2005; Zhuang
et al., 2009; Kulis et al., 2009). In that setting, the total number of considered samples is
known in advance and determines the size of the learned matrix. Recently, algorithms have
been proposed to learn a kernel function that can be extended to new points (Davis et al., 2007;
Chatpatanasiri et al., 2010; Jain et al., 2010). In this thesis, we only consider the kernel learning
problem in the transductive setting. When low-rank matrices are considered, kernel learning
algorithms can be then regarded as dimensionality reduction methods. Depending on the chosen
cost function, several dimensionality reduction criterion are obtained. Very popular unsuper-
vised algorithms in that context are kernel principal component analysis (Schölkopf et al., 1998)
and multidimensional scaling (Cox and Cox, 2001; Borg and Groenen, 2005). Other kernel learn-
ing techniques include the maximum variance unfolding algorithm (Weinberger et al., 2004) and
its semi-supervised version (Song et al., 2007), and the kernel spectral regression framework (Cai
et al., 2007) which encompasses many reduction criterion (for example, linear discriminant anal-
ysis (LDA), locality preserving projection (LPP), neighborhood preserving embedding (NPE)).
See the survey of Yang (2006) for a more complete state-of-the-art in this area.
Since our algorithms are able to compute a low-rank kernel matrix from data, they can be
used for unsupervised or semi-supervised dimensionality reduction, depending on whether or
not the class labels are exploited through the imposed constraints.
Mahalanobis distance learning
Mahalanobis distances generalize the usual Euclidean distance as it allows to transform the data
with an arbitrary rotation and scaling before computing the distance. Let xi,xj ∈ Rd be two
data samples, the (squared) Mahalanobis distance between these two samples is parameterized
by a positive definite matrix W ∈ Rd×d and writes as
dW(xi,xj) = (xi − xj)TW (xi − xj). (2.4)
The previous distance function is again a linear function of its parameter W and thus qualifies
as a valid distance for the considered linear regression framework.
When W is equal to the identity matrix, the standard Euclidean distance is obtained. An-
other frequently used matrix is W = Σ−1, the inverse of the sample covariance matrix. For cen-
tered data features, computing this Mahalanobis distance is equivalent to performing a whitening
of the data before computing the Euclidean distance.
For low-rank Mahalanobis matrices, computing the distance is equivalent to first performing
a linear data reduction step before computing the Euclidean distance on the reduced data.1
Learning a low-rank Mahalanobis matrix can thus be seen as learning a linear projector that is
used for dimension reduction.
1In the low-rank case, one should rigorously refer to (2.4) as a pseudo-distance. Indeed, one has dW(xi,xj) = 0
with xi 6= xj whenever (xi − xj) lies in the null space of W.
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In contrast to kernel functions, Mahalanobis distances easily generalize to new data samples
since the sole knowledge of W determines the distance function.
In recent years, Mahalanobis distance learning algorithms have been the subject of many
contributions that cannot be all enumerated here. We review a few of them, most relevant
for the present work. The first proposed methods have been based on successive projections
onto a set of large margin constraints (Xing et al., 2002; Shalev-Shwartz et al., 2004). The
method proposed by Globerson and Roweis (2005) seeks a Mahalanobis matrix that maximizes
the between classes distance while forcing to zero the within classes distance. A simpler objective
is pursued by the algorithms that optimize the Mahalanobis distance for the specific k-nearest
neighbor classifier (Goldberger et al., 2004; Torresani and Lee, 2006; Weinberger and Saul, 2009).
Bregman projection based methods minimize a particular Bregman divergence under distance
constraints. Both batch (Davis et al., 2007) and online (Jain et al., 2008) formulations have
been proposed for learning full-rank matrices. Low-rank matrices have also been considered
with Bregman divergences but only when the range space of the matrix is fixed in the first
place (Davis and Dhillon, 2008; Kulis et al., 2009).
2.1.2 Low-rank matrix completion
The problem of low-rank matrix completion amounts to estimating the missing entries of a
matrix from a very limited number of its entries. There has been a large number of research
contributions on this subject over the last years, addressing the problem both from a theoretical
(e.g. Candès and Recht, 2008; Gross, 2011) and from algorithmic point of view (e.g. Rennie and
Srebro, 2005; Cai et al., 2008; Lee and Bresler, 2009; Meka et al., 2009; Keshavan et al., 2010;
Simonsson and Eldén, 2010; Jain et al., 2010; Mazumder et al., 2010).
Let W? ∈ Rd1×d2 be a matrix whose entries W?ij are only given for some indices (i, j) ∈ Ω,
where Ω is a subset of the complete set of indices {(i, j) : i ∈ {1, ..., d1} and j ∈ {1, ..., d2}}.
Low-rank matrix completion amounts to solving the following optimization problem
min
W∈Rd1×d2
‖PΩ(W)− PΩ(W?)‖2F , subject to rank(W) = r, (2.5)
where the function PΩ(·) is a projection onto the set of known entries,
PΩ(W)ij =
{
Wij , if (i, j) ∈ Ω,
0, otherwise.
The rank constraint is part of the problem formulation. It models the fact that the rows and
columns of W? contain redundant patterns. The number of given entries |Ω| is typically much
smaller than d1d2, the total number of entries in W∗. Recent contributions provide conditions
on |Ω| under which exact reconstruction is possible from a set of entries sampled uniformly and
at random (Candès and Recht, 2008; Cai et al., 2008; Keshavan et al., 2010).
Collaborative filtering (Rennie and Srebro, 2005; Abernethy et al., 2009) is an important
application of the low-rank matrix completion problem. Given a matrix containing the preference
ratings of users about some items (say movies or songs), the goal of collaborative filtering
algorithms is to compute automatic and personalized recommendations of these items. The
rating matrix has as many rows as users and as many columns as items. The element (i, j) of
the rating matrix represents the rating of user i for item j. Only a few ratings per user are
available and one expects redundant patterns (e.g. users with similar tastes, related items).
This problem is naturally formulated as a low-rank matrix completion problem for which the
predicted ratings are exploited in the recommendation of items to users.
We now show that low-rank matrix completion can be formulated as a linear regression
problem over the set of non-symmetric fixed-rank matrices
F(r, d1, d2) = {W ∈ Rd1×d2 : rank(W) = r}.
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Indeed, provided each known entry W?ij with (i, j) ∈ Ω is regarded as an observation yij and
the data are given by Xij = ejeTi , where ej ∈ Rd2 and ei ∈ Rd1 are canonical basis vector, we
can define the linear regression model
yˆij = Tr(WXij) = Tr(WejeTi ) = eTi Wej = Wij .
With a quadratic cost function (yˆij − yij)2, the following linear regression problem:
min
W∈F(r,d1,d2)
∑
(i,j)∈Ω
(yˆij − yij)2 (2.6)
is equivalent to the optimization problem (2.5). The next section presents a more general
formulation of the linear regression problem in nonlinear search spaces.
2.2 Problem formulation
Given data X in an input vector space X and observations y in an output vector space Y, the
purpose of linear regression is to compute a linear predictive model yˆ : X → Y whose parameter
W belongs to a search space W, such that the optimal fit W? minimizes the expected cost
W? = arg min
W∈W
EX,y{`(yˆ, y)}, (2.7)
where
EX,y{`(yˆ, y)} =
∫
`(yˆ, y) dP (X, y). (2.8)
The loss function `(yˆ, y) penalizes the discrepancy between predictions yˆ and observations y.
Expectation (2.8) is taken with respect to the (unknown) joint probability distribution over data
and observation pairs. In the context of regression, observations are typically scalar (Y = R)
and a classical choice for the loss function is the quadratic loss
`(yˆ, y) = 12(yˆ − y)
2. (2.9)
Several variants of the problem are obtained depending on the input space X and the search
space W. In Section 2.4, we review examples of linear regression on vector search spaces. In
Section 2.5, we focus on examples of matrix search spaces.
Our main interest will be on nonlinear search spaces W that have the structure of a matrix
manifold. Matrix manifold search spaces lie at the interface between linear algebra and differ-
ential geometry. They can be intuitively thought of as a smoothly curved matrix spaces that
locally look like a Euclidean space, but with a possibly more complex global structure.
We will consider the case of embedded submanifolds and quotient manifolds. Embedded
submanifolds are matrix spaces in Rd×r that are defined by means of an explicit set of algebraic
constraints. They can be viewed as a generalization of the notion of surface in Rd. Quotient
manifolds are matrix spaces defined as sets of equivalence classes, that is, each point of the
quotient space is an equivalence class defined in Rd×r.
These concepts will be described with more details in Chapter 3. In the next section, we
turn our attention to optimization algorithms for solving the linear regression problem (2.7).
2.3 Gradient based learning
Because the joint probability distribution P (X, y) over data and observation pairs is typically
unknown, it is generally not possible to compute the expected cost (2.8) explicitly. It is however
possible to compute an approximation of the expected cost by considering the empirical cost
fn(W) =
1
n
n∑
i=1
`(yˆi, yi), (2.10)
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which is the average loss computed over a finite number of samples {(Xi, yi)}ni=1. Minimizing
the empirical cost (2.10) can be achieved using a batch gradient descent algorithm. Successive
estimates Wt of the optimal parameter are then computed using the formula
Wt+1 = Wt − st grad fn(Wt) = Wt − st 1
n
n∑
i=1
grad `(yˆi, yi).
In contrast with batch gradient descent algorithms, online gradient descent algorithms (Bot-
tou, 2004) consider possibly infinite sets of samples {(Xt, yt)}t≥1, received one at a time or by
mini-batches. At time t, the online learning algorithm minimizes the instantaneous cost
ft(W) =
1
b
t+b∑
τ=t
`(yˆτ , yτ ),
where b is the mini-batch size. When b = 1, one recovers plain stochastic gradient descent.
In the sequel, we only present plain stochastic gradient descent versions of algorithms to
shorten the exposition. The single necessary change to convert a stochastic gradient descent
algorithm into its batch counterpart is to perform, at each iteration, the minimization of the
empirical cost fn instead of the minimization of the instantaneous cost ft. We will omit the
index t and denote by f the (instantaneous) cost function that is minimized at each iteration.
A typical iteration of the learning algorithm is therefore written as
Wt+1 = Wt − st gradf(Wt), (2.11)
where gradf(Wt) is the gradient of the considered cost function and st > 0 is the step size.
The previous iteration is only valid provided that the search space W is a vector space.
However, for the nonlinear search spaces considered in this dissertation, update (2.11) cannot
generally be applied. The adopted optimization framework resolves this issue by formulating
the problem directly on the considered manifold search space W. As a consequence, each step
of the optimization algorithm ensures that the next iterate remains a feasible solution.
Following Absil et al. (2008), an abstract gradient descent algorithm generalizing (2.11) to
Riemannian matrix manifold search spaces is given by the update formula
Wt+1 = RWt(−st gradf(Wt)). (2.12)
The meaning of formula (2.12) is as follows. The Riemannian gradient gradf(Wt) is an element
of the tangent space TWtW at Wt, that locally encodes the set of search directions that are
consistent with the geometry of the search space. The Riemannian gradient depends on the
chosen Riemannian metric gW, which is a smoothly varying inner product between elements
of the tangent space TWW at W. The scalar st > 0 is the step size. The retraction RWt
is a mapping from the tangent space TWtW to the Riemannian manifold W. The retraction
allows us to efficiently update the search variable W and to maintain it within the search space
of interest. Under mild conditions on the retraction RWt , the classical convergence theory of
line-search algorithms in vector spaces generalizes to Riemannian manifolds (Absil et al., 2008).
A conceptual illustration of the update formula (2.12) is provided in Figure 2.1. For more
details, we refer the reader to Chapter 3 that explains these concepts in more details and covers
the necessary material that allows us to design optimization algorithms.
2.4 Linear regression in vector search spaces
We first consider the case where the parameter of the linear regression model is a d-dimensional
vector w. The data input space X is Rd and the considered regression model writes as
yˆ = wTx. (2.13)
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W
TWW
Wt
Wt+1
−gradf(Wt)
Figure 2.1: Conceptual illustration of a gradient descent step on a Riemannian manifoldW. The
search direction gradf(Wt) belongs to the tangent space TWtW at point Wt. The retraction
mapping automatically maintains the updated point Wt+1 inside the manifold.
2.4.1 Linear regression in Rd
The simplest example of linear regression problem in vector spaces is obtained when the search
space W is Rd. Linear regression in Rd is a fundamental problem, central to many science
disciplines: biology, social and behavioral sciences, finance and economics, just to name a few.
It was originally discussed by Legendre (1805) and Gauss (1809) who were both interested in
determining comet orbits from astronomical observations. The statistical foundations of the
method date back from the early 1900’s and were pioneered by Yule (1897) and Pearson et al.
(1903). The corresponding least square optimization problem is typically formulated as
min
w∈Rd
Ex,y{f(w)}, with f(w) = 12(w
Tx− y)2, (2.14)
and an online gradient descent algorithm for solving (2.14) is then given by,
wt+1 = wt − st(wTt xt − yt)xt. (2.15)
This algorithm is both known as the Widrow-Hoff algorithm or the Least Mean Square (LMS)
algorithm. As an aside, observe that (2.15) can be interpreted as a particular case of (2.12). The
Euclidean metric turns Rd into a (flat) Riemannian manifold. For a scalar function f : Rd → R
of w, and the usual metric gw(δ1, δ2) = δT1 δ2, the gradient satisfies
Df(w)[δ] = δT gradf(w),
where Df(w)[δ] is the directional derivative of f in the direction δ,
Df(w)[δ] = lim
t→0
f(w + tδ)− f(w)
t
.
In the case of interest, the gradient of the cost function is given by
gradf(w) = (yˆt − yt)xt = (wTt xt − yt)xt, (2.16)
and the natural retraction
wt+1 = Rwt(−st gradf(wt)) = wt − st gradf(wt), (2.17)
induces a line-search along “straight lines”, which are paths of shortest length in Euclidean
spaces. Combining the gradient (2.16) with the retraction (2.17), one arrives at (2.15).
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2.4.2 Linear regression with positive weights
A variant of the previous regression problem is obtained when the parameter is restricted to be
a vector with positive entries, that is, wi > 0, i = 1, ..., d. The search space is then W = Rd+.
To handle this variant of the problem, Kivinen and Warmuth (1997) propose the exponen-
tiated gradient descent algorithm
wt+1 = wt  exp(−st(wTt xt − yt)xt), (2.18)
where  denotes element-wise multiplication. Vector exponential is also performed element-wise.
Obviously, this iteration preserves positive entries, wt > 0⇒ wt+1 > 0. The variant where w is
a probability vector, that is, wi > 0 and
∑d
i=1wi = 1, can also be handled by normalizing the
parameter w at each iteration so that the components add up to one.
The exponentiated gradient algorithm is well-known in the context of boosting algorithms,
where it appeared in the first version of the AdaBoost algorithm (Freund and Schapire, 1997).
Boosting and exponentiated gradient also have a nice geometric interpretation in terms of en-
tropy based projections (see Kivinen and Warmuth, 1999).
The exponentiated gradient update (2.18) can be interpreted as a particular case of (2.12).
Indeed, the log-Euclidean representation
w = exp(s), s ∈ Rd,
where exponentiation is performed element wise, is a global diffeomorphism from Rd to Rd+.
With the usual Euclidean metric gw(δ1, δ2) = δT1 δ2, the gradient of the considered quadratic
cost function is again given by (2.16), and the retraction
Rwt(−st gradf(wt)) = wt  exp(−st gradf(wt)), (2.19)
induces a line-search in Rd+. Combining (2.16) with (2.19), one recovers update (2.18).
2.5 Linear regression in matrix search spaces
We now turn to the case where the parameter of the linear regression model is a matrix.
2.5.1 Linear regression on orthogonal matrices
Given data x ∈ Rd, observations y ∈ Rd, and a regression model yˆ = Qx the purpose is to
compute an orthogonal matrix Q that solves the optimization problem
min
Q∈O(d)
Ex,y{f(Q)}, with f(Q) = 12‖Qx− y‖
2
2,
where O(d) is the orthogonal group, that is, the set of d-by-d orthogonal matrices
O(d) = {Q ∈ Rd×d : QQT = QTQ = I}.
The learning of an orthogonal matrix has applications in various fields (see Arora, 2009, and ref-
erences therein). As a linear transformation, an orthogonal matrix acts as a rotation. Therefore,
the set O(d) is often referred to as the set of rotation matrices.
In the batch setting, that is, when all the samples (x1,y1), ...(xn,yn) are available up front,
the problem is known as the orthogonal Procrustes problem (Schonemann, 1966),
min
Q∈O(d)
||QX−Y‖2F ,
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where X = [x1 ... xn] ∈ Rd×n and Y = [y1 ... yn] ∈ Rd×n. This problem admits the closed-form
solution
Q = uf(XTY),
where uf(·) extracts the orthogonal factor of the polar decomposition of its argument and is
computed as uf(A) = UVT , where A = UΣVT is the thin singular value decomposition of A.
In a recent paper, Arora (2009) considers the problem in the online setting and proposes the
online learning update
Qt+1 = Qt exp(−st Skew(QTt (yˆt − yt)xTt )), (2.20)
where Skew(·) extracts the skew-symmetric part of its argument, Skew(A) = (A−AT )/2.
Arora (2009) motivates update (2.20) as a line-search algorithm exploiting the geometry
of O(d) as a Lie group (Boothby, 1986). He further provides an interpretation of the update
in terms of the von Neumann divergence, which is a particular case of Bregman divergence
(Bauschke and Borwein, 1997; Dhillon and Tropp, 2007).
Equivalently, update (2.20) can be regarded as a line-search algorithm on the orthogonal
group O(d), viewed as an embedded submanifold of Rd×d (Absil et al., 2008). The main concepts
related to optimization on embedded submanifolds are explained in Chapter 3.
In particular, we will show in Section 3.4.1 that the Riemannian gradient of f(Q) for the
Euclidean metric gQ(∆1,∆2) = Tr(∆T1 ∆2) is given by
grad f(Q) = QSkew(QT (yˆ− y)xT ), (2.21)
and is an element of the tangent space TQO(d) at Q. Combining (2.21) with the retraction
RQt(−st gradf(Qt)) = Qt exp(QTt (−stgradf(Qt))),
induces a line-search algorithm on O(d), and yields update (2.20) of Arora (2009).
2.5.2 Linear regression on positive definite matrices
This section presents linear regression on the set of positive definite matrices, which is the
matrix generalization of linear regression on positive vectors (Section 2.4.2). An application of
this problem in machine learning is the learning of full-rank distance from data (Section 2.1.1).
Positive definite matrices are fundamental objects arising in many applications of engineering
and applied mathematics including statistics (Smith, 2005), optimization (Boyd and Vanden-
berghe, 2004), systems and control theory (Boyd et al., 1994), machine learning (Shawe-Taylor
and Cristianini, 2004), graph theory (Merris, 1994), just to name a few.
The set of positive definite matrices forms a convex cone that has a rich and well-studied
Riemannian geometry (Faraut and Koranyi, 1994; Arsigny et al., 2007).
Linear regression on positive definite matrices is formulated as follows. Given input data
matrices X ∈ Rd×d, observations y ∈ R+, and a linear regression model yˆ = Tr(WX), the
problem amounts to solving the optimization problem
min
W∈S++(d)
EX,y{f(W)}, with f(W) = 12(Tr(WX)− y)
2, (2.22)
where the search space S++(d) is the cone of d-by-d symmetric positive definite matrices,
S++(d) = {W ∈ Rd×d : WT = W  0}.
Since W is symmetric, only the symmetric part Sym(X) of X contributes to the trace and the
linear regression model can be equivalently written as yˆ = Tr(WSym(X)).
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Two algorithms have been recently proposed to solve this problem. Tsuda et al. (2005)
propose a generalization of the exponentiated gradient algorithm (2.18),
Wt+1 = exp(log Wt − st(yˆt − yt)Sym(Xt)), (2.23)
where exp(·) and log(·) are matrix exponential and matrix logarithm respectively. The update
automatically maintains the iterate within the search space of interest, Wt  0 ⇒ Wt+1  0.
Davis et al. (2007) propose a different algorithm for learning positive definite matrices,
Wt+1 = Wt − st(yˆt − yt)WtSym(Xt)Wt. (2.24)
With a careful selection of the step size, the iterate also remains in the search space of interest.
Sections 4.2.2 and 4.2.3 show how these two algorithms can be interpreted as particular cases
of the general update (2.12) for particular choices of the retraction and the Riemannian metric.
2.5.3 Linear regression on subspaces
Subspace learning (Oja, 1992; Crammer, 2006; Warmuth, 2007) is a recurring problem arising
in various adaptive signal processing tasks (Delmas and Cardoso, 1998; Balzano et al., 2010).
In the online learning setting, this problem amounts to tracking the r-dimensional dominant
subspace spanned by a given sequence of d-dimensional input vectors {xt}t≥0.
Following Smith (1993), this problem can be naturally formulated as a learning problem on
the Grassmann manifold Gr(r, d), the set of r-dimensional subspaces in Rd.
Riemannian optimization algorithms on the Grassmann manifold Gr(r, d) have been well
studied in the litterature (Edelman et al., 1998; Absil et al., 2004).
As a subspace in Gr(r, d) is an abstract concept, a concrete representation must be chosen
for numerical optimization purposes. Following Edelman et al. (1998), we choose to represent
subspaces by means of orthonormal matrices U ∈ St(r, d) in the Stiefel manifold
St(r, d) = {U ∈ Rd×r : UTU = I}.
For a given subspace range(U) ∈ Gr(r, d), the representation U ∈ St(r, d) is however not unique
since range(U) = range(UQ) for any rotation matrix Q ∈ O(r). This observation naturally
leads to a representation of the Grassmann manifold as a quotient space
Gr(r, d) ' St(r, d)/O(r), (2.25)
representing the set of equivalence classes [U] = {UQ : Q ∈ O(r)} in the matrix space Rd×r.
The main concepts related to quotient manifolds will be further explained in Chapter 3.
With the chosen representation of Gr(r, d), the learning of a subspace can be formulated as
min
[U]∈Gr(r,d)
Ex{f(U)}, with f(U) = 12‖UU
Tx− x‖22, (2.26)
where x ∈ Rd plays the role of both input data and observation. Observe that the cost function
is invariant by rotation f(UQ) = f(U) and is thus a function of the equivalence class [U].
An online algorithm to solve (2.26) can be derived using the material presented by Edelman
et al. (1998). The Euclidean metric gU(∆1,∆2) = Tr(∆T1 ∆2) in St(r, d) induces a proper
metric on the quotient space Gr(r, d) ' St(r, d)/O(r). We will show in Section 3.4.2 that the
Riemannian gradient of the cost function f(U) associated with this metric is given by
grad f(U) = −(I−UtUTt )xtxTt Ut.
Combining this gradient with the retraction
RU(−stgrad f(U)) = qf(Ut − stgrad f(U)),
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where qf(·) is a function that extracts the orthogonal factor of the QR-decomposition of its
argument, gives us the online learning algorithm
Ut+1 = qf(Ut + st(I−UtUTt )xtxTt Ut), (2.27)
which is the well-known algorithm of Oja for subspace learning (Oja, 1992).
For centered data xt, this algorithm globally converges to the dominant subspace of the data
covariance matrix (Oja, 1992; Chen et al., 1998). Therefore, it can be regarded as an online
PCA algorithm that extracts the p-dominant principal components of the data {xt}t≥0.
2.5.4 Linear regression on fixed-rank positive semidefinite matrices
We consider the same setup as for linear regression on positive definite matrices (Section 2.5.2).
Given data X ∈ Rd×d, observations y ∈ R+, and a linear regression model yˆ = Tr(WX), the
problem amounts to solving the optimization problem
min
W∈S+(r,d)
EX,y{f(W)}, with f(W) = 12(Tr(WSym(X))− y)
2, (2.28)
and where
S+(r, d) = {W ∈ Rd×d : WT = W  0, rank(W) = r}.
For 1 ≤ r < d, this problem is non convex because of the rank constraint. It becomes however
convex in the case r = d for which S+(r, d) coincides with S++(d) and (2.28) matches (2.22).
In a recent paper by Kulis et al. (2009), updates (2.23) and (2.24) for linear regression on
positive definite matrices are generalized to the case of low-rank semidefinite matrices with a
fixed range space. In practice, this means that the subspace of the matrix is fixed beforehand
by the initial condition of the algorithm. The resulting optimization problem is convex, but the
solution that is eventually obtained is not necessarily related to a minimum of the original cost
function because it depends on the heuristic chosen for the initialization.
In contrast to the algorithms of Kulis et al. (2009), the novel algorithms that we will develop
in Chapter 4 do not constrain the range space of the learned matrix. In addition, we will show
in Chapter 4 how to interpret the algorithms of Kulis et al. (2009) in the proposed framework.
The proposed generalization rests on the adopted geometric optimization viewpoint as we
view the learning of a matrix in S+(r, d) as the simultaneous learning of a r-dimensional sub-
space in Rd and of a r-by-r positive definite matrix inside that subspace. This crucial idea is
implemented by means of two quotient geometries of S+(r, d) that have been developed recently.
The first quotient geometry has been developed by Journée et al. (2010). It relies on the
fixed-rank factorization W = GGT , where G ∈ Rd×r∗ . This factorization is not unique because
it is defined up to a rotation G 7→ GO, whenever O ∈ O(r). This invariance property leads to
a quotient geometry S+(r, d) ' Rd×r∗ /O(r) where G can be chosen as any square root of W.
The second quotient geometry has been developed by Bonnabel and Sepulchre (2009). It is
obtained by considering the polar factorization G = UR, where U ∈ St(r, d) and R ∈ S++(r).
This factorization always exists and, since G has full rank, it is unique. The resulting fixed-rank
factorization is W = UR2UT , which is defined up to a rotation (U,R2) 7→ (UO,OTR2O),
for all O ∈ O(r). This invariance property leads to a quotient geometry S+(r, d) ' (St(r, d) ×
S++(r))/O(r). By exploiting this geometry, we propose an algorithm that yields separate but
coupled iterations for learning the subspace U and the positive definite scaling R2.
Alternative geometries for the set S+(r, d) have also been proposed. Indeed, the set S+(r, d)
admits a embedded geometry as submanifold of Rd×d (Orsi et al., 2006; Vandereycken and
Vandewalle, 2010). The recent work of Vandereycken et al. (2011) presents a geometry of S+(r, d)
as a homogenous space and demonstrates that this geometry can be equipped with complete
geodesics available in closed-form. A rigorous comparison between the proposed algorithms and
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the algorithms that would result from these geometries is not provided in the present thesis.
However, such a comparison is certainly worthwhile and is left as a topic for future research.
The learning of a low-rank distance (Section 2.1) is a particular application of (2.28) with a
cost function enforcing inequality constraints. We now present the problem of low-rank distance
matrix completion (Fang and Oleary, 2010) that is another application of (2.28).
Low-rank distance matrix completion
A Euclidean distance matrix D of size n-by-n contains the (squared) pairwise distances between
a set of n data points pi ∈ Rr, i = 1, ..., n. This matrix is symmetric and has a zero diagonal. Its
entries are non-negative and satisfy the triangle inequality. These properties are readily verified
by examining the entries of the distance matrix,
Dij = ‖pi − pj‖22.
Given a set of pairwise dissimilarities D˜ij = D˜ji ≥ 0 between n data points and the associated
set of indices (i, j) ∈ D with i < j, distance matrix completion algorithms solve the problem
min
D∈EDM(n)
‖H (D− D˜)‖2F , (2.29)
where EDM(n) is the set of n-by-n Euclidean distance matrices and H is defined as
Hij = Hji =
{
1 if (i, j) ∈ D,
0 otherwise.
Dissimilarities potentially differ from distances in that they are not required to satisfy the
triangle inequality. For instance, this takes into account the fact that observation noise could
make D˜ different from a valid Euclidean distance matrix. The number of elements in the set D
is denoted by |D|. Although, |D| is at most equal to n(n − 1)/2, in most applications, it is of
order O(nr?), where r? is the optimal embedding dimension.
A convenient alternative formulation of (2.29) is to cast this problem into an optimization
problem on the set of positive semidefinite matrices. The reformulation is given by
min
W∈S+(d)
‖H (ψ(W)− D˜)‖2F , (2.30)
where ψ is a mapping from the set of positive semidefinite matrices to the set of Euclidean
distance matrices
ψ(W) = Diag(W)1Tn + 1nDiag(W)T − 2W.
The function Diag(·) extracts the diagonal of its argument, and 1n denotes a n-dimensional
vector with all its entries equal to one. A practical advantage of (2.30) compared to (2.29) is
that the rank of W identifies with the dimension of the embedding space. When no restriction
is imposed on the rank of W, problem (2.30) is convex and thus presents a global solution.
However, when the rank of W is fixed, the problem becomes non-convex and amounts to
finding a matrix in the set S+(r, d). The formulation (2.30) can be equivalently written as
min
W∈S+(r,d)
∑
(i,j)∈D
(yˆij − yij)2,
where yˆij = (ei − ej)TW(ei − ej) and yij = D˜ij . A closely related problem is multidimensional
scaling (Borg and Groenen, 2005) for which all pairwise dissimilarities are available up front.
The problem can also be regarded as kernel learning problem (Section 2.1.1) for which equality
constraints between known pairwise dissimilarities are required.
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2.5.5 Linear regression on fixed-rank non-symmetric matrices
Given data X ∈ Rd2×d1 , observations y ∈ R, and a linear regression model yˆ = Tr(WX), linear
regression on fixed-rank non-symmetric matrices amounts to solving the optimization problem
min
W∈F(r,d1,d2)
EX,y{f(W)}, with f(W) = 12(Tr(WX)− y)
2. (2.31)
The search space is the set of fixed-rank non-symmetric matrices
F(r, d1, d2) = {W ∈ Rd1×d2 : rank(W) = r}.
In Chapter 5, we will propose novel linear regression algorithms for solving (2.31).
For this purpose, we will develop novel quotient geometries for the set F(r, d1, d2), generaliz-
ing the quotient geometries of S+(r, d) proposed by Bonnabel and Sepulchre (2009) and Journée
et al. (2010). The proposed generalization hinges on the fixed-rank factorizations
W = GHT = UBVT , (2.32)
where G ∈ Rd1×r∗ , H ∈ Rd2×r∗ , U ∈ St(d1, r), B ∈ S++(r) and V ∈ St(d2, r).
We will show in Chapter 5 that the factorizations (2.32) admit intrinsic invariance properties
and we will construct the associated quotient manifold geometries of F(r, d1, d2).
Despite the recent interest in the geometries of S+(r, d), we are only aware of two recent
contributions dealing with alternative geometries of F(r, d1, d2). Shalit et al. (2010) propose
a Riemannian geometry of F(r, d1, d2) as an embedded submanifold of Rd1×d2 . The geometry
of Shalit et al. (2010) generalizes the work of Vandereycken and Vandewalle (2010) on the
embedded geometry of S+(r, d) as a submanifold of Rd×d. Simonsson and Eldén (2010) propose
a quotient geometry of F(r, d1, d2) that relies on the fixed-rank factorization W = UZT , where
U ∈ St(d1, r) and Z ∈ Rd2×r∗ . The use of these geometries for the design of rank-constrained
linear regression algorithms will be discussed in Chapter 5.
As shown in Section 2.1, low-rank matrix completion is one application of (2.31). In the
remainder of this section, we present additional machine learning applications that can be for-
mulated as a linear regression problem on F(r, d1, d2).
Learning on data pairs
Given two types of data x ∈ Rd1 and z ∈ Rd2 associated with two types of samples, learn-
ing on pairs amounts to learning a regression model yˆ : X × Z → R from training examples
{(xi, zi, yi)}ni=1. When the chosen regression model yˆ is the fixed-rank bilinear form yˆ = xTWz,
then the problem boils down to the considered regression problem with the choice X = zxT .
A first application of this general setting is the inference of edges in bipartite or directed
graphs. Such a problem arises in bioinformatics for the identification of interactions between
drugs and target proteins (Yamanishi et al., 2008; Bleakley and Yamanishi, 2009), micro-RNA
and genes or genes and diseases. Let G = (U, V,E) be a bipartite graph with two sets of nodes
U , V and a set of edges E that connect the nodes in U to the nodes in V . Suppose that data is
available for the nodes in U and the nodes in V . Suppose also that a similarity score between
nodes is given along with some edges in E. The graph inference problem amounts to discovering
new edges that are consistent with both the available data and the known interconnections.
For a similarity score between edges as yˆ = xTWz, this problem boils down to the considered
regression framework. Extension to directed graphs can be seen as a particular case of bipartite
graphs for which U = V . In that case, the parameter is a matrix W ∈ Rd×d with d = |U | = |V |.
A second application of this setting is domain adaptation using asymmetric transforms. In
real-world applications, the type and dimension of data available for a given problem often
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changes from one data set to the next. A model learned on a given data source domain might
not be applicable to data that belong a different target domain. For instance, source and
target domains might not share the same feature space or dimensionality. Domain adaptation
algorithms address this issue by learning a transformation that transfers object models from one
domain to another. This problem has been recently studied by Kulis et al. (2011) in the context
of image domain adaptation for classification purposes.
The algorithm proposed by Kulis et al. (2011) learns a non-symmetric transformation xTWz
between labeled images x from the source domain X and labeled images z from the target domain
Z. The transformation W is then used on new input data to map the data from one domain to
the other. This problem can be directly addressed in the proposed linear regression framework
as a learning on data pairs problem. Imposing a low-rank constraint on the transformation W
has potential interest in the context of high-dimensional problems and can be regarded as a
means to simultaneously perform dimensionality reduction on the two domains.
Multi-task regression
Multi-task regression is a learning framework where several regression problems are solved si-
multaneously using a unique regression parameter shared between the different problems. More
precisely, suppose that P regression problems have to be solved and that each problem con-
sists in learning a linear regression model yˆp = wTp xpi over np examples {(xpi, ypi)}npi=1, with
xpi,wp ∈ Rd, ypi ∈ R, and p = 1, ..., P . A convenient way of constructing a global parameter is
to stack the vectors wp into a matrix W ∈ RP×d. The regression model for the p-th problem is
yˆpi = Tr(WepxTpi) = wTp xpi,
where ep is a canonical basis vector of RP . The regression problem can then be formulated as
min
W∈F(r,P,d)
Ex,y{`(yˆ, y)}+ γJ(W).
The function J : RP×d → R enforces prior knowledge on the dependence between parameters of
the different regression problems. A possible choice for J(W) is
J(W) = Tr(WTCW),
where C is positive definite. For example, the choice C = I means that the task parameters
are learned independently, and one recovers the classical regression setting. Other coupling
functions are presented in Evgeniou et al. (2005). Besides, constraining the rank of W enforces
a decomposition of the problems into a limited number of factors (Argyriou et al., 2007).
Learning to rank with a non-symmetric similarity measure
Ranking problems can be cast as regression problems over a similarity or relevance measure
between data (Chechik et al., 2010; Shalit et al., 2010). The goal of this problem is to compute
a similarity score yˆ : Rd × Rd → R between data inputs xi,xj ∈ Rd.
The following approach has been taken by Chechik et al. (2010) and Shalit et al. (2010).
Given a query point xq, ranking the data that are mostly related to xq is performed by sorting
the scores yˆ(xq, ·) in descending order of magnitude. The relevance score is constructed from
triplets (xi,x+i ,x−i ) in order to impose y(xi,x+i ) > y(xi,x−i ), whenever x+i is more relevant to
xi than x−i . The resulting regression problem can be formulated as
min
W∈F(r,d,d)
E(xi,x+i ,x−i ){`(yˆ(xi,x
+
i ), yˆ(xi,x−i ))}.
where the considered regression model is again the quadratic form yˆ(xi,xj) = xTi Wxj , while
the loss function enforces the constraint y(xi,x+i ) > y(xi,x−i ).
The main motivation for introducing the rank constraint in this problem is to reduce the
computational cost of the learning algorithm and to tackle high-dimensional problems.
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Chapter 3
A geometric optimization framework for regression
Chapter abstract: This chapter introduces the key concepts and notations related to op-
timization on matrix manifolds. The material presented in this chapter will be exploited in
subsequent chapters to develop novel linear regression algorithms for fixed-rank matrices.
Section 3.1 presents the main ideas behind optimization on Riemannian matrix manifolds and
introduces the concepts of embedded and quotient manifolds. Section 3.2 defines the tangent
space of an embedded manifold. Section 3.3 defines the tangent space of a quotient manifold.
Section 3.4 presents a systematic procedure to develop line-search algorithms on matrix mani-
folds. Section 3.5 presents the analogous procedure for trust-region algorithms.
We refer to Absil et al. (2008) for a more complete exposition and a state-of-the-art in this area.
3.1 Optimization on Riemannian matrix manifolds
Classical optimization algorithms generally deal with structured matrix search spaces by means
of explicit constraints or penalty terms expressed as a function of the decision variable. This is
the approach taken by many classical constrained optimization techniques such as penalty meth-
ods, barrier methods or augmented Lagrangian methods (Nocedal and Wright, 2006). These
methods all turn a constrained optimization problem into a sequence of unconstrained optimiza-
tion problems for which classical unconstrained optimization techniques can be applied.
An alternative approach is to embed the constraints into the search space and to solve an
unconstrained optimization problem on the constrained search space. This alternative approach
is the purpose of optimization algorithms defined on matrix manifolds (Absil et al., 2008). In a
nutshell, a manifold W is a set endowed with a differentiable structure. Intuitively, a manifold
can be regarded as a smoothly curved space. Locally, this space looks like a Euclidean space,
but its global structure is possibly much richer. Once a manifold is endowed with a differentiable
structure, computations can be performed, and the classical geometric objects of optimization
such as derivatives, gradients or Hessians are naturally extended to manifolds.
Our focus will be on embedded submanifolds and quotient manifolds. Embedded submani-
folds can be viewed as a generalization of the notion of surface in Rd. They are defined by means
of an explicit set of algebraic constraints in matrix space Rd×r. This general concept applies
straight to the Stiefel manifold
St(r, d) = {U ∈ Rd×r : UTU = I},
which is a submanifold embedded in Rd×r. Another example is the d-dimensional unit sphere
Sd−1 embedded in Rd, which coincides with St(1, d). The set O(d) of d-by-d orthogonal matrices
is an embedded submanifold of the vector space of square real matrices and coincides with
St(d, d). A subset of a manifold does not automatically define an embedded submanifold. To
define an embedded submanifold, the subset of interest must be equipped with a differential
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structure that is compatible with the differential structure of its embedding space. The reader is
referred to Lee (2003); Absil et al. (2008) for a general definition of an embedded submanifold.
The concept of quotient manifold is more abstract. Each point of the quotient manifold is
defined as an equivalence class of matrices. Since these equivalence classes are abstract objects,
they cannot be explicitly used in numerical computations. Optimization algorithms on quotient
manifolds work instead with representatives of these equivalence classes. Geometric objects on
the quotient manifold can be defined by means of these representatives, provided their definition
do not depend on a particular choice for the representative within an equivalence class. This
general concept applies to the Grassmann manifold Gr(r, d), that is, the set of r-dimensional
subspaces in Rd. Indeed, each subspace can be defined by a r-dimensional orthogonal frame up
to a rotation. The rotational variants of a given frame thus define an equivalence class which
is identified as a single point on the quotient manifold. Another example is the real projective
space, representing the set of straight lines passing through the origin. This space coincides with
Gr(1, d). The real projective space can be regarded as a collection of vectors in Rd∗ , Rd\{0}
that are defined up to a change of length. Any two vectors a ∈ Rd∗ and b ∈ Rd∗ belong to
the same equivalence class whenever a = ρb for ρ 6= 0. As with embedded submanifolds, a
careful choice of the differentiable structure accompanying the quotient space is necessary to
yield a quotient manifold. When each equivalence class is generated by the action of a group,
the quotient manifold theorem (Lee, 2003, Theorem 9.16) states the conditions under which the
group action yields a valid quotient manifold.
3.2 Tangent space of an embedded submanifold
We will only consider the simpler and prevalent case of submanifolds embedded in the Euclidean
space Rd×r, which is sufficient for the needs of the present dissertation.
Consider a manifold W embedded in Rd×r, a point W ∈ W, and a smooth curve γ : R→W
passing through γ(0) = W. The tangent vector to γ at W is the matrix in Rd×r defined as
γ˙(0) = lim
t→0
γ(t)− γ(0)
t
. (3.1)
Since γ is included in W, γ˙(0) defines a tangent vector ξW to the manifold.
The set of all tangent vectors ξW at W forms the tangent space TWW of W at W. The
tangent space thus admits a natural identification with the set
{γ˙(0) : γ is a curve in W with γ(0) = W}. (3.2)
The definition of tangent vectors to embedded submanifolds of Rd×r is illustrated in Figure 3.1.
Tangent space of the Stiefel manifold
Let U(t) be a curve in St(r, d) passing through U0 at t = 0. We have
U(t)TU(t) = I ∀t,
whose differential with respect to t yields
U˙(t)TU(t) + U(t)T U˙(t) = 0. (3.3)
Since a tangent vector U˙(t) can be represented as a matrix in Rd×r, it can be decomposed into
U˙(t) = U(t)Ω(t) + U⊥(t)K(t), (3.4)
where Ω(t) ∈ Rr×r, K(t) ∈ R(d−r)×r and U⊥(t) is an orthonormal matrix that spans the
orthogonal complement of U(t), that is, U⊥(t)TU(t) = 0 and U⊥(t)TU⊥(t) = I.
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γ(t)
W
γ
R
TWW
γ(0)
ξW = γ˙(0)
Rd×r
Figure 3.1: For a submanifold W embedded in Rd×r, a tangent vector ξW ∈ TWW at W is
defined as a tangent vector γ˙(0) to a curve passing through γ(0) = W.
Substituting (3.4) into (3.3) yields the conditions
Ω(t)T + Ω(t) = 0 and K(t) ∈ R(d−r)×r,
that is, Ω(t) ∈ Rr×r is skew-symmetric and K(t) ∈ R(d−r)×r is not constrained. Therefore, the
tangent space at U0 corresponds to the set
TU0St(r, d) = {U0Ω + U0,⊥K : ΩT = −Ω ∈ Rr×r, K ∈ R(d−r)×r}. (3.5)
A tangent vector to St(r, d) at a given point U0 thus has r(r−1)/2+(d−r)r degrees of freedom.
This number of degrees of freedom matches dim(St(r, d)) = dr − r(r + 1)/2, the number of the
Stiefel manifold itself, that can be decomposed as the dimension of the embedding space Rd×r
minus the number of orthogonality constraints imposed by UT0 U0 = I.
Tangent space of the set of orthogonal matrices
As the set O(d) coincides with St(d, d), we have that the tangent space to O(d) at Q is given by
TQO(d) = {QΩ : ΩT = −Ω ∈ Rr×r}. (3.6)
Tangent space of the sphere
The tangent space to the d-dimensional sphere
Sd−1 = {w ∈ Rd : ‖w‖ = 1},
at point w is obtained from the equivalence between Sd−1 and St(1, d). We have
TwSd−1 = {z ∈ Rd : wT z = 0}.
This is in accordance with intuition: the most effective directions for moving on a sphere do
not contain a component which is normal to the sphere.
3.3 Tangent space of a quotient manifold
Let W be a manifold, either Rd×r or a embedded submanifold of Rd×r, that is equipped with
an equivalence relation ∼ (symmetric, reflexive and transitive). The equivalence class (or fiber)
of a given point W is defined by the set
[W] = {X ∈ W : X ∼W}.
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By extension, the set
W/ ∼ , {[W] : W ∈ W},
is a quotient manifold of W by ∼. The mapping pi : W → W/ ∼: W 7→ [W] is called the
quotient map or canonical projection. Clearly, we have pi(W) = pi(X) if and only if W ∼ X.
The set W is the total space of the quotient W/ ∼. These concepts are illustrated in Figure 3.2.
W
W =W/ ∼
[W]
W
pi(W)
X ∼W
Figure 3.2: Quotient manifolds are defined such that equivalent points X ∼ W in the total
space W correspond to a single point [W] = pi(W) on the quotient space W/ ∼.
For example, following Edelman et al. (1998), the Grassmann manifold Gr(r, d) admits the
quotient manifold representation
Gr(r, d) ' St(r, d)/O(r). (3.7)
It is based on the following equivalence relation: two orthogonal frames U1,U2 ∈ St(r, d) are
such that range(U1) = range(U2) whenever they are related by a rotation,
U1 ∼ U2 ⇔ ∃Q ∈ O(r) : U1 = U2Q. (3.8)
The corresponding set of equivalence classes is
[U] = {UQ : Q ∈ O(r)}. (3.9)
The reader is referred to the papers of Edelman et al. (1998) or Absil et al. (2004) for alternative
characterizations of the Grassmann manifold Gr(r, d) as a quotient manifold.
Tangent vectors to quotient manifolds are obtained from tangent vectors in the total space.
Indeed, for a quotient manifold W =W/ ∼, a tangent vector ξ[W] ∈ T[W]W at [W] is restricted
to the directions that do not induce a displacement along the set of equivalence classes [W].
This is achieved by decomposing the tangent space in the total space TWW into comple-
mentary spaces
TWW = VWW ⊕HWW.
The vertical space VWW is the set of directions that contains tangent vectors to the equivalence
classes. The horizontal space HWW is a complement of VWW in TWW.
With such a decomposition, any element ξW ∈ TWW can be decomposed into
ξW = PVW(ξW) + PHW(ξW), where PVW(ξW) ∈ VWW and PHW(ξW) ∈ HWW.
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The horizontal space HWW provides a representation of tangent vectors to the quotient
space. Indeed, displacements in the vertical space leave the point W unchanged, which suggests
to restrict tangent vectors ξ[W] to the horizontal space. This yields T[W]W , HWW.
Once W is endowed with a horizontal distribution HWW, a given tangent vector ξ[W] ∈
T[W]W at [W] is uniquely represented by a horizontal tangent vector ξ¯W ∈ HWW that satisfies
Dpi(W)[ξ¯W] = ξ[W].
The tangent vector ξ¯W ∈ HWW is called the horizontal lift of ξ[W] at W. Although a tangent
vector to the quotient ξ[W] is an abstract geometric object, its horizontal lift ξ¯W lends itself to
representation in a computer as a matrix array.
The concept of tangent space of a quotient manifold is illustrated in Figure 3.3. The com-
putation of the tangent space to the Grassmann manifold is deferred to Section 3.4.2.
W
W =W/ ∼
[W]
W
ξ[W]
HWW
VWW
ξ¯W
Figure 3.3: Tangent vectors to quotient manifolds are represented by their horizontal lift.
3.4 Line-search algorithms on matrix manifolds
A line-search algorithm on a manifold W is based on the update formula
Wt+1 = RWt(stξWt), (3.10)
where the search direction ξWt is an element of the tangent space TWtW at Wt and st > 0 is
the step size. The update is performed by means of the retraction mapping RWt .
A first-order retraction RW : TWtW →W is a local update mapping from the tangent space
to the manifold which satisfies the following two conditions:
1. RW(0) = W,
2. ∀ξW ∈ TWW, the curve γ : t 7→ RW(tξW) realizes ξW at W, that is, γ˙(0) = ξW.
Gradient descent algorithms on manifolds are a particular case of (3.10) for which ξWt
coincides with the gradient of the considered cost function.
To define the notion of gradient on the manifold, the manifold must be first endowed with
a metric gW(·, ·), which is an inner product between any two elements ξW, ζW ∈ TWW. The
metric induces a norm on TWW,
‖ξW‖W =
√
gW(ξW, ξW).
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A manifoldW endowed with such a smoothly varying metric is called a Riemannian manifold.
The corresponding metric is called the Riemannian metric.
Let f : W → R be a smooth cost function on the manifold. The Riemannian gradient of f
according to the chosen metric is defined as the unique element grad f(W) ∈ TWW that satisfies
Df(W)[ξW] = gW(grad f(W), ξW), ∀ξW ∈ TWW, (3.11)
where the quantity Df(W)[ξW] is the directional derivative of f(W) in the direction ξW,
Df(W)[ξW] = lim
t→0
f(W + tξW)− f(W)
t
.
Natural displacements on the manifold are performed by following geodesics (paths of short-
est length on the manifold) starting from W ∈ W and tangent to ξW ∈ TWW. However, in
most cases, the geodesics are expensive to compute or are not available in closed-form.
A more general update mapping is obtained if we relax the constraint of moving along
geodesics. The retraction RWt(stξWt), locally approximates the geodesics and provides an
attractive alternative to the geodesics in the design of optimization algorithms on manifolds, as it
reduces the computational complexity of the update while retaining the essential properties that
ensure convergence results. Line-search algorithms on manifolds come with a well-characterized
convergence theory (see Absil et al., 2008, Theorem 4.3.1).
3.4.1 Line-search algorithms on embedded manifolds
Let W be a submanifold embedded in the Euclidean space Rd×r. Since the tangent space
TWW can be regarded as a subspace of Rd×r, a Riemannian metric defined on Rd×r induces a
Riemannian metric on W, and turns W into a Riemannian submanifold of Rd×r.
At a given point W ∈ W, the space Rd×r can be decomposed into
Rd×r = TWW ⊕NWW,
where NWW is the normal space, that is, the space that is orthogonal to the tangent space
TWW according to the chosen metric gW(·, ·). Any element ξ ∈ Rd×r can be decomposed into
ξ = PW(ξ) + P⊥W(ξ),
where PW(ξ) ∈ TWW and P⊥W(ξ) ∈ NWW are respectively the orthogonal projections of ξ onto
the tangent space TWW and the normal space NWW (Figure 3.4).
NWW
TWW
P⊥W(ξ)
PW(ξ)
ξ
Figure 3.4: For a submanifold W embedded in Rd×r, a given ξ ∈ Rd×r has a component in the
tangent space TWW and a component in the normal space NWW.
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Given a function f¯ : Rd×r → R, and given f = f¯ |W : W → R the restriction of f¯ to the
submanifold W, the Riemannian gradient of f is obtained thanks to the convenient formula
gradf(W) = PW(gradf¯(W)). (3.12)
When the chosen metric coincides with the Euclidean metric gW(ξW, ζW) = Tr(ξ TWζW), the
gradient in the embedding space gradf¯(W) identifies with the usual Euclidean gradient,
gradf¯(W) = ∂f¯
∂Wij
∣∣∣∣∣
W
= ∇Wf¯(W).
Line-search on the Stiefel manifold
The tangent space to the Stiefel manifold
TUSt(r, d) = {UΩ + U⊥K : ΩT = −Ω ∈ Rr×r, K ∈ R(d−r)×r}
is endowed with the Euclidean metric gU(ξU, ζU) = Tr(ξ TUζU). The associated normal space is
NUSt(r, d) = {US : ST = S ∈ Rr×r},
which is obtained by considering the property Tr(SΩ) = 0 that holds for any symmetric matrix
S and skew-symmetric matrix Ω. The projections are given by
PU(ξ) = (I−UUT )ξ + USkew(UT ξ) and P⊥U(ξ) = USym(UT ξ).
For a cost function f¯ : Rd×r → R that induces a cost function f : St(r, d) → R on the Stiefel
manifold, the Riemannian gradient is given by
grad f(U) = PU(grad f¯(U)) = PU(∇Uf¯(U))
An efficient retraction is given by
RU(ξU) = qf(U + ξU).
Alternative choices for the retraction RU are possible (Edelman et al., 1998; Absil et al., 2008).
Line-search on the set of orthogonal matrices
The tangent space to the set of orthogonal matrices O(d)
TQO(d) = {QΩ : ΩT = −Ω ∈ Rd×d}
is endowed with the Euclidean metric gQ(ξQ, ζQ) = Tr(ξ TQζQ). The associated normal space is
NQO(d) = {QS : ST = S ∈ Rd×d},
and the projections onto TQO(d) and NQO(d) are respectively given by
PQ(ξ) = QSkew(QT ξ) and P⊥Q(ξ) = QSym(QT ξ).
For a cost function f¯ : Rd×r → R that induces a cost function f : O(d) → R on the set of
rotation matrices, the Riemannian gradient is given by
grad f(Q) = PQ(grad f¯(Q)) = PQ(∇Qf¯(Q)).
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We now apply this formula to the cost function
f(Q) = 12‖Qx− y‖
2
2,
that is involved in the learning of an orthogonal matrix (Section 2.5.1). The gradient gradf¯(Q)
in the embedding space is obtained from the identity
Df¯(Q)[ξQ] = −yT ξQx− xT ξTQy + xT ξTQQx + xTQT ξQx = gQ((Qx− y)xT , ξQ),
from which we deduce gradf¯(Q) = (yˆ− y)xT . The projection of gradf¯(Q) onto TQO(d) yields
gradf(Q) = PQ((yˆ− y)xT ) = QSkew(QT (yˆ− y)xT ). (3.13)
The retraction mapping
RQ(ξQ) = RQ(QΩ) = Q exp(Ω), (3.14)
where exp(·) is the matrix exponential, induces a line-search along the geodesics of O(d) (see
e.g. Absil et al., 2008; Arora, 2009). Combining (3.13) with (3.14) yields
Qt+1 = Qt exp(−st Skew(QTt (yˆt − yt)xTt )), (3.15)
which is update (2.20) proposed by Arora (2009).
3.4.2 Line-search algorithms on quotient manifolds
We consider a quotient manifold W = W/ ∼ with total space W and equivalence relation ∼.
The total space W is endowed with a Riemannian metric g¯W, and the horizontal space HWW
is chosen as the orthogonal complement of the vertical space VWW in TWW according to g¯W,
HWW = {ξW ∈ TWW : g¯W(ξW, χW) = 0, ∀χW ∈ VWW}. (3.16)
Recall from the developments of Section 3.3 that a tangent vector ξ[W] ∈ T[W]W to the
quotient manifold is represented by its horizontal lift. The horizontal lift of ξ[W] ∈ T[W]W is
the unique tangent vector ξ¯W ∈ HWW that satisfies Dpi(W)[ξ¯W] = ξ[W].
If, for every [W] ∈ W and every ξ[W], ζ[W] ∈ T[W]W, the expression g¯W(ξ¯W, ζ¯W) does not
depend on the choice of the representative W ∈ W, then the metric in the total space g¯W
induces a metric g[W] on the quotient space,
g[W](ξ[W], ζ[W]) , g¯W(ξ¯W, ζ¯W).
Endowed with such a metric, the quotient manifoldW is called a Riemannian quotient manifold
of W, and the quotient map pi :W →W is called a Riemannian submersion.
A cost function f¯ :W → R in the total space is invariant along the fibers if f¯(W1) = f¯(W2)
whenever W1 ∼W2. Such a function induces a function f :W → R on the quotient space and
one has the following convenient formula for computing its horizontal gradient
grad f(W) = grad f¯(W). (3.17)
Indeed, since f¯ is constant on each equivalence class, we have
g¯W(gradf¯(W), χW) = Df¯(W)[χW] = 0, ∀χW ∈ VWW.
Using the definition (3.16), the previous identity implies that gradf¯(W) ∈ HWW.
Riemannian quotient manifolds are particularly convenient to work with because the com-
putation of several differential geometric objects in the quotient space can be directly performed
by means of their analogous in the total space. For instance, for a quotient manifold that is not
a Riemannian quotient manifold, formula (3.17) must be modified into
grad f(W) = PHW(grad f¯(W)).
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Line-search on the Grassmann manifold
In this section, we exploit the material presented by Edelman et al. (1998) to derive a line-
search algorithm on the Grassmann Manifold Gr(r, d) ' St(r, d)/O(r). The quotient manifold
is defined by the set of equivalence classes
[U] = {UQ : Q ∈ O(r)}.
The set of vectors that are tangent to this set of equivalence classes is given by
VUGr(r, d) = {UΩ : ΩT = −Ω ∈ Rr×r}.
Indeed, let γ : R→ St(r, d) : t 7→ UQ(t) be a curve along an equivalence class [U] and such that
γ(0) = U (hence, Q(0) = I). The derivative of γ at U is γ˙(0) = UQ˙(0) = UQ(0)Ω = UΩ.
The total space St(r, d) is endowed with the Euclidean metric
g¯U(ξU, ζU) = Tr(ξ TUζU). (3.18)
Horizontal vectors ξ¯U ∈ HUGr(r, d) are chosen orthogonal to vertical vectors UΩ ∈ VUGr(r, d)
according to (3.18). Therefore, any horizontal vector ξ¯U ∈ HUGr(r, d) at U must satisfy
Tr(ξ¯ TUUΩ) = 0, ∀Ω.
The latter condition holds for all skew-symmetric matrices Ω if and only if
ξ¯ TUU = UT ξ¯U. (3.19)
Moreover, the expression of a generic tangent vector in the total space St(r, d) is
ξ¯U = UA + U⊥K ∈ TUSt(r, d), (3.20)
where AT = −A ∈ Rr×r and K ∈ R(d−r)×r. Substituting (3.20) into (3.19) yields AT = A.
Therefore, we deduce that A = 0 and K ∈ R(d−r)×r, which gives us the horizontal space
HUGr(r, d) = {U⊥K : K ∈ R(d−r)×r}.
Given an element ξU ∈ TUSt(r, d), it admits the decomposition ξU = PHU (ξU) + PVU(ξU), where
PHU (ξU) = (I−UUT )ξ, PVU(ξU) = USkew(UT ξU).
We now derive a gradient descent algorithm for learning a subspace (Section 2.5.3). We
consider the cost function
f¯(U) = 12‖UU
Tx− x‖22. (3.21)
For all Q ∈ O(r), we have f¯(UQ) = f¯(U) and therefore f¯ induces a function
f : Gr(r, d)→ R : range(U) 7→ 12‖UU
Tx− x‖22, (3.22)
which is defined on the quotient space. The horizontal gradient of f is given by
gradf(U) = gradf¯(U) = −(I−UUT )xxTU. (3.23)
A standard retraction in Gr(r, d) is
ExpU(ξ¯U) = UR cos(Σ)RT + L sin(Σ)RT , (3.24)
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which is obtained from a singular value decomposition of the horizontal vector ξ¯U = LΣRT .
This retraction induces a line-search along geodesics in Gr(r, d). Following Absil et al. (2004),
an alternative convenient retraction in Gr(r, d) is given by
RU(sξ¯U) = qf(U + sξ¯U), (3.25)
where qf(·) is a function that extracts the orthogonal factor of the QR-decomposition of its
argument. A possible advantage of the retraction (3.25) over the retraction (3.24) is that, in
contrast to the SVD computation, the QR decomposition is computed in a fixed number O(dr2)
of arithmetic operations. Combining (3.23) with (3.25) yields the gradient descent update
Ut+1 = qf(Ut + st(I−UtUTt )xtxTt Ut),
which is Oja’s update for subspace tracking (Oja, 1992).
3.5 Trust-region algorithms on matrix manifolds
In contrast with line-search algorithms, trust-region algorithms exploit second-order derivative
information on the cost function to identify the search direction. Therefore, they usually converge
faster than their line-search counterpart. Indeed, the convergence rate of trust-region algorithms
is superlinear, whereas line-search methods converge only linearly (Absil et al., 2007, 2008).
The second-order derivative information is exploited by means of the notion of Riemannian
Hessian that generalizes to manifolds the classical notion of Hessian in Rd.
Given a cost function f :W → R on a Riemannian manifold W, the Riemannian Hessian of
f at a point W ∈ W is the linear mapping Hess f(W)[ξW] : TWW → TWW defined by
Hess f(W)[ξW] , ∇ξW grad f(W),
for all ξW ∈ TWW, where ∇ξW is the Riemannian connection on W.
Riemannian connections generalize the notion of directional derivative of a vector field to
Riemannian manifolds. A vector field ζ on a manifold W is a map that assigns to each point
W ∈ W a tangent vector ζW ∈ TWW. The Riemannian gradient of a function is a typical
example of vector field. The general definition of the Riemannian connection follows from the
fundamental theorem of differential geometry which states that, given a Riemannian metric gW,
there exists a unique “torsion-free” connection associated with this metric.
Given two vector fields ξ and ζ on W, the Riemannian connection associated to gW is
characterized by Koszul formula (Absil et al., 2008, Theorem 5.3.1),
2gW(∇ξζ, ν) = DgW(ζ, ν)[ξ] +DgW(ξ, ν)[ζ] −DgW(ζ, ξ)[ν]
+ gW(ν, [ξ, ζ]) + g¯W(ζ, [ν, ξ])− gW(ξ, [ζ, ν]).
(3.26)
The vector field [ξ, ζ] is the Lie bracket between vector fields ξ and ζ. For a manifold W that is
an open subset of a vector space, the Lie bracket vector field is given by
[ξ, ζ] = Dζ[ξ]−Dξ[ζ], (3.27)
where Dζ[ξ] is the classical directional derivative of a vector field in vector spaces,
Dζ[ξ] = lim
t→0
ζW+tξW − ζW
t
. (3.28)
The Riemannian Hessian is exploited by trust-region algorithms on Riemannian manifolds
that sequentially solve the problem
min
ξW∈TWW
mW(ξW) subject to gW(ξW, ξW) ≤ δ2, (3.29)
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which amounts to finding a search direction in the tangent space that minimizes the quadratic
model of the cost function
mW(ξW) = f(W) + gW(ξW, grad f(W)) +
1
2 gW(ξW,Hess f(W)[ξW]),
on a trust-region of radius δ around the current iterate W. Once a search direction ξW is
computed, the search variable is updated using the retraction. At time t, this iteration is
Wt+1 = RWt(ξWt). (3.30)
The trust-region radius δ varies according to the quality of the new iterate. When a good
solution is found within the trust-region, then the trust-region is expanded. Conversely, if the
iterate is of poor quality, then the region is contracted. The quality of an iterate is usually
evaluated by computing the ratio between the decrease in the actual cost function and the
decrease in the quadratic model of the cost function,
ρt =
f(Wt)− f(RWt(ξWt))
mWt(0)−mWt(ξWt)
.
The larger ρt, the better the quality of the current iterate.
From the previous definitions, we see that a requirement for the derivation of a Riemannian
trust-region algorithm is a convenient formula for computing the Riemannian connection.
In general, computing the Riemannian connection for a given manifold is not straightforward.
However, convenient formulas are available for the case of embedded submanifolds (Section 3.5.1)
and the case of quotient manifolds (Section 3.5.2). These formula are exploited in Chapter 6 to
compute the Riemannian Hessian of the quadratic cost function for linear regression.
3.5.1 Riemannian connection on embedded submanifolds
Let W be a Riemannian submanifold embedded in the Euclidean space Rd×r. Let ζ be a vector
field on W that assigns to each point W ∈ W a tangent vector ζW ∈ TWW. The Riemannian
connection of the vector field ζ at W ∈ W in a direction ξW ∈ TWW is obtained as
∇ξW ζW = PW(DζW[ξW]), (3.31)
where PW(·) is the orthogonal projection onto TWW and DζW[ξW] is the directional derivative
DζW[ξW] = lim
t→0
ζW+tξW − ζW
t
. (3.32)
Riemannian connection on the Stiefel manifold
Consider ζ˜ a vector field on Rd×r and ζ the associated vector field on the Stiefel manifold St(r, d).
The vector field ζ assigns to each point U ∈ St(r, d) a tangent vector
ζU = PU(ζ˜U) = (I−UUT )ζ˜U + USkew(UT ζ˜U). (3.33)
The Euclidean directional derivative of ζU at U in a direction ξU ∈ TUSt(r, d) is
DζU[ξU] = lim
t→0
ζU+tξU − ζU
t
= PU(Dζ˜U[ξU])− ξUSym(UT ζ˜U)−USym(ξ TU ζ˜U),
which generally not belongs to TUSt(r, d). Applying formula (3.31) yields
∇ξUζU = PU(Dζ˜U[ξU]− ξUSym(UT ζ˜U)).
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3.5.2 Riemannian connection on quotient manifolds
For a Riemannian quotient manifold W = W/ ∼, the Riemannian connection in the quotient
space W is computed from the Riemannian connection in the total space W. This is achieved
by projecting the Riemannian connection in the total space ∇ onto the horizontal space,
∇ξ[W] ζ[W] = PHW(∇ξ¯W ζ¯W), (3.34)
where ξ¯W is the horizontal lift of ξ[W] and ζ¯ is the horizontal vector field associated with ζ.
Given a vector field ζ[W] on the quotient space, its horizontal vector field ζ¯ assigns to each point
of the total space W ∈ W a horizontal lift ζ¯W ∈ HWW. Formula (3.34) further simplifies if the
total space W is an open subset of a Euclidean space,
∇ξ[W] ζ[W] = PHW(Dζ¯W[ξ¯W]).
Riemannian connection on the Grassmann manifold
Consider ζ˜ a vector field on Rd×r and ζ¯ the associated horizontal vector field on the Grassmann
manifold Gr(r, d) ' St(r, d)/O(r). The horizontal vector field ζ¯ assigns to each point in the
total space U ∈ St(r, d) a horizontal vector
ζ¯U = PHU (ζ˜U) = (I−UUT )ζ˜U.
By virtue of (3.31), the Riemannian connection of this horizontal vector field in St(r, d) with
respect to the horizontal vector ξ¯U ∈ HUGr(r, d) is
∇ξ¯U ζ¯U = PU(PHU (Dζ˜U[ξ¯U])− ξ¯UUT ζ˜U −Uξ¯ TU ζ˜U).
Applying formula (3.34) leads to the desired Riemannian connection on the quotient space
∇ξ[U] ζ[U] = PHU (∇ξ¯U ζ¯U) = PHU (Dζ˜U[ξ¯U])− ξ¯UUT ζ˜U.
Chapter 4
Regression on fixed-rank symmetric positive semidefinite matrices
Chapter abstract: In this chapter, we address the problem of learning a linear regression
model parameterized by a fixed-rank symmetric positive semidefinite matrix. The focus is on
the nonlinear nature of the search space and on scalability to high-dimensional problems. The
mathematical developments rely on the theory of gradient descent algorithms adapted to the
Riemannian geometry that underlies the set of fixed-rank positive semidefinite matrices. In
contrast with previous contributions in the literature, no restrictions are imposed on the range
space of the learned matrix. The resulting algorithms maintain a linear complexity in the
problem size and enjoy important invariance properties. We apply the proposed algorithms to
the problem of learning a distance function parameterized by a positive semidefinite matrix.
Good performance is observed on classical distance and kernel learning benchmarks.
The material of this chapter is based on the following publications:
G. Meyer, S. Bonnabel, R. Sepulchre
Regression on fixed-rank positive semidefinite matrices: a Riemannian approach
Journal of Machine Learning Research. 12(Feb):593-625, 2011.
G. Meyer, M. Journée, S. Bonnabel and R. Sepulchre
From subspace learning to distance learning: a geometrical optimization approach
In Proc. of the 15th Workshop on Statistical Signal Processing, Cardiff (Wales), 2009.
Continuous-time gradient flow versions of the proposed algorithms and a connection with
symmetry-preserving observers are presented in the following publication:
S. Bonnabel, G. Meyer and R. Sepulchre
Adaptive filtering for estimation of a low-rank positive semidefinite matrix
In Proc. of the 19th International Symposium on Mathematical Theory
of Networks and Systems, Budapest (Hungary), 2010.
4.1 Introduction
A fundamental problem of machine learning is the learning of a distance between data samples.
When the distance can be written as a quadratic form (either in the data space (Mahalanobis
distance) or in a kernel feature space (kernel distance)), the learning problem is a regression
problem on the set of positive definite matrices.
Following the developments presented in Chapter 2, this regression problem is classically
turned into the minimization of the prediction error, leading to an optimization framework and
gradient-based learning algorithms.
In the present chapter, we exploit the rich geometry of the set of fixed-rank symmetric
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positive semidefinite matrices to design efficient linear regression algorithms.
The classical framework of gradient-based learning can be generalized provided that the
nonlinear search space of interest is equipped with a proper Riemannian geometry. Adopting
this general framework, we design novel learning algorithms on the space of fixed-rank positive
semidefinite matrices, denoted by S+(r, d), where d is the dimension of the matrix, and r is
its rank. Learning a parametric model in S+(r, d) amounts to jointly learning a r-dimensional
subspace and a quadratic distance in this subspace.
The framework is motivated by low-rank learning in large-scale applications. If the data
space is of dimension d, the goal is to maintain a linear computational complexity O(d). In
contrast to the classical approach of first reducing the dimension of the data and then learning
a distance in the reduced space, there is an obvious conceptual advantage in performing the two
tasks simultaneously. If this objective can be achieved without increasing the numerical cost of
the algorithm, the advantage becomes also practical.
Our approach makes use of two quotient geometries of the set S+(r, d) that have been
recently studied by Journée et al. (2010) and Bonnabel and Sepulchre (2009). Making use of a
general theory of line-search algorithms in quotient matrix spaces (Absil et al., 2008), we obtain
concrete gradient updates that maintain the rank and the positivity of the learned model at
each iteration. This is because the update is intrinsically constrained to belong to the nonlinear
search space, in contrast to early learning algorithms that neglect the nonlinear nature of the
search space in the update and impose the constraints a posteriori (Xing et al., 2002; Globerson
and Roweis, 2005).
Not surprisingly, our approach has close connections with a number of recent contributions
on learning algorithms. Learning problems over nonlinear matrix spaces include the learning
of subspaces (Crammer, 2006; Warmuth, 2007), rotation matrices (Arora, 2009), and positive
definite matrices (Tsuda et al., 2005). The space of (full-rank) positive definite matrices S++(d)
is of particular interest since it coincides with our set of interest in the particular case r = d.
The use of Bregman divergences and alternating projection has been recently investigated for
learning in S++(d). Tsuda et al. (2005) propose to use the von Neumann divergence, resulting in
a generalization of the well-known AdaBoost algorithm (Schapire and Singer, 1999) to positive
definite matrices. The use of the so-called LogDet divergence has also been investigated by Davis
et al. (2007) in the context of Mahalanobis distance learning.
More recently, algorithmic work has focused on scalability in terms of dimensionality and
data set size. A natural extension of the previous work on positive definite matrices is thus to
consider low-rank positive semidefinite matrices. Indeed, whereas algorithms based on full-rank
matrices scale as O(d3) and require O(d2) storage units, algorithms based on low-rank matrices
scale as O(dr2) and require O(dr) storage units (Fine et al., 2001; Bach and Jordan, 2005).
This is a significant complexity reduction as the approximation rank r is typically very small
compared to the dimension of the problem d.
Extending the work of Tsuda et al. (2005), Kulis et al. (2009) recently considered the learning
of positive semidefinite matrices. The authors consider Bregman divergence measures that
enjoy convexity properties and lead to updates that preserve the rank as well as the positive
semidefinite property. However, these divergence-based algorithms intrinsically constrain the
learning algorithm to a fixed range space. A practical limitation of this approach is that the
subspace of the learned matrix is fixed beforehand by the initial condition of the algorithm.
The proposed approach is in a sense more classical (we just perform a line-search in a
Riemannian manifold) but we show how to interpret Bregman divergence based algorithms
in our framework. This is potentially a contribution of independent interest since a general
convergence theory exists for line-search algorithms on Riemannian manifolds. The generality of
the proposed framework is of course motivated by the non-convex nature of the rank constraint.
The current chapter is organized as follows. Section 4.2 reviews regression on positive definite
matrices in the considered geometric framework. Section 4.3 presents the proposed generalization
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to fixed-rank positive semidefinite matrices. Section 4.4 focuses on the development of novel
algorithms for learning fixed-rank PSD matrices, discusses the relationship to existing work and
presents potential extensions. Section 4.5 discusses the relationship to existing work as well as
extensions of the proposed approach. Section 4.6 shows experimental results.
4.2 Regression on the cone of positive definite matrices
We first consider the learning of a full-rank positive definite matrix, which is recast as follows.
Let X = Rd×d and Y = R, and consider the model
yˆ = Tr(WX),
with W ∈ S++(d) = {W ∈ Rd×d : W = WT  0}. Since W is symmetric, only the symmetric
part of X will contribute to the trace. The previous model is thus equivalent to
yˆ = Tr(WSym(X)),
The quadratic loss is
f(W) = `(yˆ, y) = 12(Tr(WSym(X))− y)
2. (4.1)
The quotient geometries of S++(d) are rooted in the matrix factorization
W = GGT , G ∈ GL(d),
where GL(d) is the set of all invertible d× d matrices,
GL(d) = {M ∈ Rd×d : det(M) 6= 0}.
Because the factorization is invariant by rotation G 7→ GO whenever O ∈ O(d), the search
space can be identified to a quotient manifold
S++(d) ' GL(d)/O(d),
which represents the set of equivalence classes
[G] = {GO : O ∈ O(d)}.
We will equip this quotient with two meaningful Riemannian metrics.
4.2.1 A flat metric on S++(d)
The first metric that we propose is induced by the standard metric in Rd×d,
g¯G(ξ¯G, ζ¯G) = Tr(ξ¯ TG ζ¯G).
As the chosen metric is invariant by rotation along the set of equivalence classes, it induces a
metric on the quotient manifold S++(d) ' GL(d)/O(d),
g[G](ξ[G], ζ[G]) , g¯G(ξ¯G, ζ¯G).
With this geometry, a tangent vector ξ[G] at [G] is represented by a horizontal tangent vector
ξ¯G at G by
ξ¯G = Sym(∆)G, ∆ ∈ Rd×d.
The horizontal gradient of
f(G) = `(yˆ, y) = 12(Tr(GG
TSym(X))− y)2 (4.2)
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is the unique horizontal vector gradf(G) that satisfies
Df(G)[ξ¯G] = g¯G(ξ¯G, gradf(G)).
Elementary computations yield
gradf(G) = 2(yˆ − y)Sym(X)G.
Since the metric is flat, geodesics are straight lines and the exponential mapping is
ExpG(ξ¯G) = [G + ξ¯G] = G + ξ¯G.
Combining the retraction with the horizontal gradient of the cost (4.2) yields the simple formula
Gt+1 = Gt − 2st(yˆt − yt)Sym(Xt)Gt, (4.3)
for an online gradient algorithm and
Gt+1 = Gt − 2st 1
n
n∑
i=1
(yˆi − yi)Sym(Xi)Gt, (4.4)
for a batch gradient algorithm.
4.2.2 The affine-invariant metric on S++(d)
Because S++(d) ' GL(d)/O(d) is the quotient of two Lie groups, its (reductive) geometric
structure can be further exploited (Faraut and Koranyi, 1994). Indeed the group GL(d) has a
natural action on S++(d) via the transformation W 7→ AWAT for any A ∈ GL(d). The affine-
invariant metric admits interesting invariance properties to these transformations. To build such
an affine-invariant metric, the metric at identity
gI(ξI, ζI) = Tr(ξIζI),
is extended to the entire space to satisfy the invariance property
gI(ξI, ζI) = gW(W
1
2 ξIW
1
2 ,W 12 ζIW
1
2 ) = gW(ξW, ζW).
The resulting metric on S++(d) is defined by
gW(ξW, ζW) = Tr(ξWW−1ζWW−1). (4.5)
The affine-invariant geometry of S++(d) has been well studied, in particular in the context of
information geometry (Smith, 2005). Indeed, any positive definite matrix W ∈ S++(d) can
be identified to the multivariate normal distribution of zero mean N (0,W), whose probability
density is p(z; W) = 1Z exp(−12zTW−1z), where Z is a normalizing constant. Using such a metric
allows one to endow the space of parameters S++(d) with a distance that reflects the proximity
of the probability distributions. The Riemannian metric thus distorts the Euclidean distances
between positive definite matrices in order to reflect the amount of information between the two
associated probability distributions. If ξW is a tangent vector to W ∈ S++(d), we have the
following approximation for the Kullback-Leibler divergence (up to third order terms)
DKL(p(z; W)||p(z; W + ξW)) ≈ 12 g
FIM
W (ξW, ξW) =
1
2 gW(ξW, ξW),
where gFIMW is the well-known Fisher information metric at W, which coincides with the affine-
invariant metric (4.5) (Smith, 2005). With this geometry, tangent vectors ξW are given by
ξW = Sym(∆), ∆ ∈ Rd×d.
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The gradient gradf(W) is given by
Df(W)[ξW] = gW(ξW, gradf(W)).
Applying this formula to (4.1) yields
gradf(W) = (yˆ − y)WSym(X)W. (4.6)
The exponential mapping has the closed-form expression
ExpW(ξW) = W
1
2 exp(W− 12 ξWW−
1
2 )W 12 . (4.7)
Its first-order approximation provides the convenient retraction
RW(sξW) = W + sξW. (4.8)
The formulas (4.6) and (4.7) applied to the cost (4.1) gives the following update
Wt+1 = W
1
2
t exp(−st(yˆt − yt)W
1
2
t Sym(Xt)W
1
2
t )W
1
2
t .
With the alternative retraction (4.8), the update becomes
Wt+1 = Wt − st(yˆt − yt)WtSym(Xt)Wt,
which is the update of Davis et al. (2007) based on the LogDet divergence (Section 4.5.1 of the
present document).
4.2.3 The log-euclidean metric on S++(d)
For the sake of completeness, we briefly review a third Riemannian geometry of S++(d), that
exploits the property
W = exp(S), S = ST ∈ Rd×d.
The matrix exponential thus provides a global diffeomorphism between S++(d) and the linear
space of d × d symmetric matrices. This geometry is studied in detail in the paper of Arsigny
et al. (2007). The cost function
f(S) = `(yˆ, y) = 12(Tr(exp(S)Sym(X))− y)
2
thus defines a cost function in the linear space of symmetric matrices. The gradient of this cost
function is given by
gradf(S) = (yˆt − yt)Sym(Xt),
and the retraction that is proposed by Arsigny et al. (2007) is
RS(sξS) = exp(S + sξS) = exp(log W + sξS).
The corresponding gradient descent update is
Wt+1 = exp(log Wt − st(yˆt − yt)Sym(Xt)),
which is the update of Tsuda et al. (2005) based on the von Neumann divergence (see Section
4.5.1 of the present document).
4.3 From positive definite to fixed-rank positive semidefinite matrices
We now present the proposed generalizations to fixed-rank positive semidefinite matrices.
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4.3.1 Linear regression with a flat geometry
The generalization of the results of Section 4.2.1 to the set S+(r, d) is a straightforward conse-
quence of the factorization
W = GGT , G ∈ Rd×r∗ ,
where
Rd×r∗ = {G ∈ Rd×r : det(GTG) 6= 0}.
Indeed, the flat quotient geometry of the manifold S++(d) ' GL(d)/O(d) is generalized
to the quotient geometry of S+(r, d) ' Rd×r∗ /O(r) by a mere adaptation of matrix dimension,
leading to the updates (4.3) and (4.4) for matrices Gt ∈ Rd×r∗ .
The mathematical derivation of these updates is a straight application of the material
presented in the paper of Journée et al. (2010), where the quotient geometry of S+(r, d) '
Rd×r∗ /O(r) is studied in details. In the next section, we propose an alternative geometry that
jointly learns a r-dimensional subspace and a full-rank quadratic model in this subspace.
4.3.2 Linear regression with a polar geometry
In contrast to the flat geometry, the affine-invariant geometry of S++(d) ' GL(d)/O(d) does
not generalize directly to S+(r, d) ' Rd×r∗ /O(r) because Rd×r∗ is not a group. However, a
generalization is possible by considering the polar matrix factorization
G = UR, U ∈ St(r, d), R ∈ S++(r).
The polar factorization is obtained from the SVD of G = ZΣVT as U = ZVT and R = VΣVT
(Golub and Van Loan, 1996). This gives a polar parameterization of S+(r, d)
W = UR2UT .
This development leads to the quotient representation
S+(r, d) ' (St(r, d)× S++(r))/O(r), (4.9)
based on the invariance of W to the transformation (U,R2) 7→ (UO,OTR2O), O ∈ O(r). It
thus describes the set of equivalence classes
[(U,R2)] = {(UO,OTR2O) : O ∈ O(r)}.
The cost function is now given by
f(U,R2) = `(yˆ, y) = 12(Tr(UR
2UTSym(X))− y)2. (4.10)
The Riemannian geometry of (4.9) has been recently studied by Bonnabel and Sepulchre (2009).
The metric
g[W](ξ[W], ζ[W]) , g¯W(ξ¯W, ζ¯W)
= 1
λ
g¯U(ξ¯U, ζ¯U) +
1
1− λ g¯R2(ξ¯R2 , ζ¯R2), (4.11)
where λ ∈ (0, 1), is induced by the metric of St(r, d) and the affine-invariant metric of S++(r),
g¯U(ξ¯U, ζ¯U) = Tr(ξ¯ TU ζ¯U), g¯R2(ξ¯R2 , ζ¯R2) = Tr(ξ¯R2R−2ζ¯R2R−2).
The proposed metric is invariant along the set of equivalence classes and thus induces a quotient
structure on S+(r, d). Alternative metrics on S++(r) can be considered as long as the metric
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remains invariant along the set of equivalence classes. For instance, the log-Euclidean metric
discussed in Section 4.2.3 would qualify as a valid alternative.
With this geometry, a tangent vector ξ[W] = (ξU, ξR2)[(U,R2)] at [(U,R2)] is described by a
horizontal tangent vector ξ¯W = (ξ¯U, ξ¯R2)(U,R2) at (U,R2) by
ξ¯U = (I−UUT )∆, ∆ ∈ Rd×r, ξ¯R2 = RSym(Ψ)R, Ψ ∈ Rr×r.
A retraction is provided by distinct retractions on U and R2,
RU(sξ¯U) = qf(U + sξ¯U) (4.12)
RR2(sξ¯R2) = R exp(sR−1ξ¯R2R−1)R. (4.13)
One should observe that this retraction is not the exponential mapping of S+(r, d). This il-
lustrates the interest of considering more general retractions than the exponential mapping.
Indeed, as discussed in the paper of Bonnabel and Sepulchre (2009), the geodesics (and there-
fore the exponential mapping) do not appear to have a closed form in the considered geometry.
Combining the gradient of (4.10) with the retractions (4.12) and (4.13) gives us
Ut+1 = qf
(
Ut − 2λst(yˆt − yt)(I−UtUTt )Sym(Xt)UtR2t
)
,
R2t+1 = Rt exp
(
−(1− λ)st(yˆt − yt)RtUTt Sym(Xt)UtRt
)
Rt.
A factorization Rt+1RTt+1 of R2t+1 is obtained thanks to the property of matrix exponential,
exp(A) 12 = exp(12A). Updating Rt+1 instead of R2t+1 is thus more efficient from a computational
point of view, since it avoids the computation of a square root at each iteration. This yields the
online gradient descent algorithm
Ut+1 = qf
(
Ut − 2λst(yˆt − yt)(I−UtUTt )Sym(Xt)UtR2t
)
,
Rt+1 = Rt exp
(
−12(1− λ)st(yˆt − yt)R
T
t UTt Sym(Xt)UtRt
)
,
(4.14)
and the batch gradient descent algorithm
Ut+1 = qf
(
Ut − 2λst 1
n
n∑
i=1
(yˆi − yi)(I−UtUTt )Sym(Xi)UtR2t
)
,
Rt+1 = Rt exp
(
−12(1− λ)st
1
n
n∑
i=1
(yˆi − yi)RTt UTt Sym(Xi)UtRt
)
.
(4.15)
4.4 Algorithms
This section documents implementation details of the proposed algorithms. Generic pseudo-
codes are provided in Figure 4.1 and Table 4.1 summarizes computational complexities.
Data Input space Batch flat (4.4) Batch polar (4.15) Online flat (4.3) Online polar (4.14)
X Rd×d O(d2rn) O(d2r2n) O(d2rb) O(d2r2b)
xxT Rd O(drn) O(dr2n) O(drb) O(dr2b)
Table 4.1: Computational costs of the proposed algorithms.
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Batch regression Online regression
Input: {(Xi, yi)}ni=1
Require: G0 or (U0,R0), λ
1: t = 0
2: repeat
3:
4:
5:
6:
7: Compute Armijo step sA from (4.16)
8: Perform update (4.4) or (4.15) using sA
9:
10:
11: t = t+ 1
12: until stopping criterion (4.18) is satisfied
13: return Gt
Input: {(Xt, yt)}t≥1
Require: G0 or (U0,R0), λ, b, s, t0, T
1: t = 0, count = b
2: while t ≤ T do
3: if count > 0 then
4: Accumulate gradient
5: count = count− 1
6: else
7: Compute step size st according to (4.17)
8: Perform update (4.3) or (4.14) using st
9: count = b
10: end if
11: t = t+ 1
12: end while
13: return GT
Figure 4.1: Pseudo-codes for the proposed batch and online algorithms.
4.4.1 From subspace learning to distance learning
The update expressions (4.15) and (4.14) show that λ, the tuning parameter of the Riemannian
metric (4.11), acts as a weighting factor on the search direction. A proper tuning of this pa-
rameter allows us to place more emphasis either on the learning of the subspace U or on the
distance in that subspace R2. In the case λ = 1, the algorithm only performs subspace learning.
Conversely, in the case λ = 0, the algorithm learns a distance for a fixed range space (see Section
4.5.1). Intermediate values of λ continuously interpolate between the subspace learning problem
and the distance learning problem at fixed range space.
Possible reasons motivating a particular choice for λ are when a good estimate of the subspace
is available (for instance a subspace given by a proper dimension reduction technique) or when
too few observations are available to jointly estimate the subspace and the distance within that
subspace. In the latter case, one has the choice to favor either subspace or distance learning.
Experimental results of Section 4.6 recommend the value λ = 0.5 as the default setting.
4.4.2 Invariance properties
A nice property of the proposed algorithms is that they are invariant with respect to a rotation
transform W 7→ OTWO, ∀O ∈ O(d). This invariance comes from the fact that the chosen
metrics are invariant to rotations. A practical consequence is that a rotation of the input matrix
X 7→ OXOT (for instance a whitening transformation of the vectors x 7→ Ox if X = xxT ) will
not affect the behavior of the algorithms.
Besides being invariant to rotations, algorithms (4.14) and (4.15) are invariant with respect
to scalings W 7→ µW with µ > 0. Consequently, a scaling of the input data (X, y) 7→ (µX, µy),
such as a change of units, will not affect the behavior of these algorithms.
4.4.3 Mini-batch extension of online algorithms
A classical speedup and stabilization heuristic for stochastic gradient algorithms is to perform
each gradient step with respect to b ≥ 1 examples at a time instead of a single one. In the
particular case b = 1, one recovers plain stochastic gradient descent. Given a mini-batch of
b samples (Xt,1, yt,1), ..., (Xt,b, yt,b), received at time t, the generic online update on manifolds
(3.10) becomes
Wt+1 = RWt
(
−st 1
b
b∑
i=1
grad `(yˆt,i, yt,i)
)
.
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4.4.4 Strategies for choosing the step size
We here present strategies for choosing the step size in both the batch and online cases.
Batch algorithms
For batch algorithms, classical backtracking methods exist (see Nocedal and Wright, 2006). For
the experiments of this chapter, we use the Armijo rule, that is, at each iteration, we choose a
step size sA satisfying the condition
f(RWt(−sA gradf(Wt))) ≤ f(Wt)− c sA‖gradf(Wt)‖2Wt , (4.16)
where Wt ∈ S+(r, d) is the current iterate, c ∈ (0, 1), f is batch cost function of interest and
RW is the chosen retraction. For the experiments of this chapter, we choose the particular value
c = 0.5 and repetitively divide by 2 a specified maximum step size smax until condition (4.16) is
satisfied for the considered iteration. In order to reduce the dependence on smax in a particular
problem, it is chosen inversely proportional to the norm of the gradient at each iteration,
smax =
s0
‖gradf(Wt)‖Wt
.
A typical value of s0 = 100 showed satisfactory results for all the considered problems.
Online algorithms
For online algorithms, the choice of the step size is more involved. In this chapter, the step size
schedule st is chosen as
st =
s
µˆgrad
· nt0
nt0 + t
, (4.17)
where s > 0, n is the number of considered learning samples, µˆgrad is an estimate of the average
gradient norm ‖gradf(W0)‖W0 , and t0 > 0 controls the annealing rate of st. During a pre-
training phase of our online algorithms, we select a small subset of learning samples and try
the values 2k with k = −3, ..., 3 for both s and t0. The values of s and t0 that provide the best
decay of the cost function are selected to process the complete set of learning samples.
4.4.5 Stopping criterion
Batch algorithms are stopped when the value or the relative change of the empirical cost f is
small enough, or when the relative change in the parameter variation is small enough,
f(Wt+1) ≤ tol, or f(Wt+1)− f(Wt)
f(Wt)
≤ tol, or ‖Gt+1 −Gt‖F‖Gt‖F ≤ tol. (4.18)
We found tol = 10−5 to be a good trade-off between accuracy and convergence time.
Online algorithms are run for a fixed number of epochs (number of passes through the set
of learning samples). Typically, a few epochs are sufficient to attain satisfactory results.
4.4.6 Convergence
Gradient descent algorithms on matrix manifolds share the well-characterized convergence prop-
erties of their analog in Rd. Batch algorithms converge linearly to a local minimum of the em-
pirical cost that depends on the initial condition. Online algorithms converge asymptotically to
a local minimum of the expected loss. They intrinsically have a much slower convergence rate
than batch algorithms, but they generally decrease faster the expected loss in the large-scale
regime (Bottou and Bousquet, 2007).
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When learning a matrix W ∈ S++(d), the problem is convex and the proposed algorithms
converge toward a global minimum of the cost function, regardless of the initial condition. When
learning a low-rank matrix W ∈ S+(r, d), with r < d, the proposed algorithms converge to a
local minimum of the cost function. This is not the case for heuristic methods proposed in the
literature, which first reduce the dimensionality of the data before fitting a full-rank model on
the reduced data (Davis and Dhillon, 2008; Weinberger and Saul, 2009).
For batch algorithms, the local convergence results follow from the convergence theory of
line-search algorithms on Riemannian manifolds (see, for example, Absil et al., 2008).
For online algorithms, a local convergence proof for stochastic gradient descent algorithms
on Riemannian manifolds has been recently proposed by Bonnabel (2011). This convergence
result generalizes the classical convergence result presented in the paper of Bottou (1998) on
almost sure convergence, that is asymptotic convergence with probability one, of stochastic
gradient algorithms in Rd. The result of Bonnabel (2011) provides the technical adaptations of
the convergence proof in Rd to the Riemannian case and derives sufficient conditions for almost
sure convergence of a stochastic gradient descent algorithm on a Riemannian manifold W.
The provided sufficient conditions guarantee almost sure convergence of the algorithm toward
a local minimum of the expected cost function. The convergence is obtained in terms of the
Riemannian (geodesic) distance associated with the considered Riemannian manifold.
The proof is directly inspired by the analogous proof in Rd, but it further takes into account
the non linear nature of the search space as well as important curvature effects on the manifold.
In particular, a general form of adaptive step size is provided in order to guarantee that the
trajectories remain almost surely bounded. This adaptive step size ensures the convergence
of algorithms, but it is conservative and may lead to slow convergence. Experimental results
indicate however that more conventional choices for the step size give good results in practice.
An ad hoc convergence proof for algorithm (4.3) with a conservative choice for the step size
is provided in (Meyer et al., 2011a). It is reproduced in Appendix A for the reader’s convenience.
Due to the nonconvex nature of the considered rank-constrained problems, the convergence
results are only local and little can be presently said about the global convergence of the algo-
rithms. A global analysis of the critical points of the cost functions studied in the present chapter
is nevertheless not hopeless and could be facilitated by the considered low-rank parameteriza-
tions. For instance, global convergence properties have been established for PCA algorithms
from an explicit analysis of the critical points (Chen et al., 1998). Also, recent results suggest
good global convergence properties for closely related rank minimization problems (Recht et al.,
2010). Experimental results suggest the same conclusions for the algorithms considered in this
chapter, which means that further research on global convergence results is certainly deserved.
4.5 Discussion
This section presents connections with existing works and extensions of the regression model.
4.5.1 Connection with closeness-based approaches
A standard derivation of learning algorithms is as follows (Kivinen and Warmuth, 1997). The
(online) update at time t is viewed as an (approximate) solution of
Wt+1 = arg min
W∈W
D(W,Wt) + st `(yˆ, yt), (4.19)
where D is a well-chosen measure of closeness between elements of W and st is a trade-off pa-
rameter that controls the balance between the conservative term D(W,Wt) and the innovation
(or data fitting) term `(yˆ, yt). One solves (4.19) by solving the algebraic equation
gradD(W,Wt) = −st grad `(yˆt+1, yt), (4.20)
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which is a first-order (necessary) optimality condition. If the search space W is a Riemannian
manifold and if the closeness measure D(W,Wt) is the halved squared Riemannian distance,
the solution of (4.20) is
Wt+1 = ExpWt(−st grad `(yˆt+1, yt)).
Because yˆt+1 must be evaluated in Wt+1, this update equation is implicit. However, yˆt+1 is
generally replaced by yˆt (which is equal to yˆt+1 up to first order terms in st), which gives the
update (3.10) where the exponential mapping is chosen as a retraction.
Bregman divergences have been popular closeness measures for D(W,Wt) because they
render the optimization of (4.19) convex. Bregman divergences on the cone of positive definite
matrices include the von Neumann divergence
DvN (W,Wt) = Tr(W log W−W log Wt −W + Wt),
and the LogDet divergence
Dld(W,Wt) = Tr(WW−1t )− log det(WW−1t )− d.
We have shown in Section 4.2 that the resulting updates can be interpreted as line-search updates
for the log-Euclidean metric and the affine-invariant metric of S++(d) and for specific choices of
the retraction mapping.
Likewise, the algorithm (4.3) can be recast in the framework (4.19) by considering the close-
ness
Dflat(W,Wt) = ‖G−Gt‖2F ,
where W = GGT and Wt = GtGTt . Algorithm (4.14) can be recast in the framework (4.19)
by considering the closeness
Dpol(W,Wt) = λ
r∑
i=1
θ2i + (1− λ) ‖ log R−1t R2R−1t ‖2F .
where the θi’s are the principal angles between the subspaces spanned by W and Wt (Golub
and Van Loan, 1996), and the second term is the affine-invariant distance of S++(d) between
matrices R2 and R2t involved in the polar representation of W and Wt.
Obviously, these closeness measures are no longer convex due to the rank constraint. However
they reduce to the popular divergences in the full-rank case, up to second order terms. In
particular, when λ = 1, the subspace is fixed and one recovers the setup of learning low-rank
matrices of a fixed range space (Kulis et al., 2009). Thus, the algorithms introduced in the
present chapter can be viewed as generalizations of the ones presented in the paper of Kulis
et al. (2009), where the issue of adapting the range space is presented as an open research
question. Each of the proposed algorithms provides an efficient workaround for this problem at
the expense of the (potential) introduction of local minima.
4.5.2 Kernelizing the regression model
In this chapter, we have not considered the kernelized model
yˆ = Tr(Wφ(x)φ(x)T ),
whose predictions can be extended to new input data φ(x) in the feature space F induced by
the nonlinear mapping φ : x ∈ X 7→ φ(x) ∈ F . This is potentially a useful extension of the
regression model that could be investigated in the light of recent theoretical results in this area
(for example Chatpatanasiri et al., 2010; Jain et al., 2010).
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4.5.3 Connection with multidimensional scaling algorithms
Given a set of m dissimilarity measures D = {δij}m between n data objects, multidimensional
scaling algorithms search for a r-dimensional embedding of the data objects into an Euclidean
space representation G ∈ Rn×r (Cox and Cox, 2001; Borg and Groenen, 2005). Each row g of
G is the coordinates of a data object in a Euclidean space of dimension r.
Multidimensional scaling algorithms based on gradient descent are equivalent to algorithms (4.3)
and (4.4) when X = (ei − ej)(ei − ej)T , where ei is the i-th unit vector (see Section 2.1.1), and
when the multidimensional scaling reduction criterion is the SSTRESS
SSTRESS(G) =
∑
(i,j)∈D
(‖gi − gj‖22 − δij)2.
Vectors gi and gj are the i-th and j-th rows of matrix G. Gradient descent is a popular technique
in the context of multidimensional scaling algorithms. A stochastic gradient descent approach
for minimizing the SSTRESS has also been proposed by Matsuda and Yamaguchi (2001). A
potential area of future work is the application of the proposed online algorithm (4.3) for adapting
a batch solution to slight modifications of the dissimilarities over time. This approach would
have a much smaller computational cost than recomputing the oﬄine solution at every time step.
It further allows to keep the coordinate representation coherent over time since the solution does
not brutally jump from one local minimum to another.
4.6 Experiments
Data Set Samples Features Classes Reference
GyrB 52 - 3 Tsuda et al. (2005)
Digits 300 16 3 Asuncion and Newman (2007)
Wine 178 13 13 Asuncion and Newman (2007)
Ionosphere 351 33 2 Asuncion and Newman (2007)
Balance Scale 625 4 3 Asuncion and Newman (2007)
Iris 150 4 3 Asuncion and Newman (2007)
Soybean 532 35 17 Asuncion and Newman (2007)
USPS 2,007 256 10 LeCun et al. (1989)
Isolet 7,797 617 26 Asuncion and Newman (2007)
Prostate 322 15,154 2 Petricoin et al. (2002)
Table 4.2: Considered data sets
In this section, we illustrate the potential of the proposed algorithms on several benchmark
experiments. First, the proposed algorithms are evaluated on toy data. Then, they are compared
to state-of-the-art kernel learning and Mahalanobis distance learning algorithms on real data
sets. Overall, the experiments support that a joint estimation of a subspace and low-dimensional
distance in that subspace is a major advantage of the proposed algorithms over methods that
estimate the matrix for a subspace that is fixed beforehand.
Table 4.2 summarizes the different data sets that have been considered. As a normalization
step, the data features are centered and rescaled to unit standard deviation.
The implementation of the proposed algorithms,1 as well as the experiments of this chapter
are performed with Matlab. The implementations of algorithms MVU,2 KSR,3 LMNN,4 and
ITML,5 have been rendered publicly available by Weinberger et al. (2004), Cai et al. (2007),
1The source code is available from http://www.montefiore.ulg.ac.be/~meyer.
2MVU is available from http://www.cse.wustl.edu/~kilian/Downloads/MVU.html.
3KSR is available from http://www.cs.uiuc.edu/homes/dengcai2/SR/.
4LMNN is available from http://www.cse.wustl.edu/~kilian/Downloads/LMNN.html.
5ITML is available from http://www.cs.utexas.edu/users/pjain/itml/.
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Weinberger and Saul (2009) and Davis et al. (2007) respectively. Algorithms POLA (Shalev-
Shwartz et al., 2004), LogDet-KL (Kulis et al., 2009) and LEGO (Jain et al., 2008) have been
implemented on our own.
4.6.1 Toy data
In this section, the proposed algorithms are evaluated on synthetic regression problems. The
data vectors x1, ...,xn ∈ Rd and the target matrix W∗ ∈ S+(r, d) are generated with entries
drawn from a standard Gaussian distribution N (0, 1). Observations follow
yi = (xTi W∗xi)(1 + νi), i = 1, ..., n, (4.21)
where νi is drawn from N (0, 0.01). A multiplicative noise model is preferred over an additive
one to easily control that observations remain nonnegative after the superposition of noise.
Batch algorithms minimize the cost function
f(W) = 1
n
n∑
i=1
(yˆi − yi)2 = 1
n
n∑
i=1
(xTi Wxi − yi)2.
At time t, online algorithms minimize the cost function
ft(W) =
1
b
t+b∑
τ=t
(xTτ Wxτ − yτ )2,
where b is the mini batch size.
Learning the subspace vs. fixing the subspace up front
As an illustrative example, we show the difference between two approaches for fitting the data
to observations when a target model W∗ ∈ S+(3, 3) is approximated with a parameter W ∈
S+(2, 3).
A naive approach to tackle that problem is to first project the data xi ∈ R3 on a subspace of
reduced dimension and then to compute a full-rank model based on the projected data. Recent
methods compute that subspace of reduced dimension using principal component analysis (Davis
and Dhillon, 2008; Weinberger and Saul, 2009), that is, a subspace that captures a maximal
amount of variance in the data. However, in general, there is no reason why the subspace
spanned by the top principal components should coincide with the subspace that is defined
by the target model. Therefore, a more appropriate approach consists in learning jointly the
subspace and a distance in that subspace that best fits the data to observations within that
subspace.
To compare the two approaches, we generate a set of learning samples {(xi, yi)}200i=1, with
xi ∈ R3 and yi that follows (4.21). The target model is
W∗ = U˜ΛU˜T
where U˜ is a random 3 × 3 orthogonal matrix and Λ is a diagonal matrix with two dominant
values Λ11,Λ22  Λ33 > 0 (for this specific example, Λ11 = 4,Λ22 = 3 and Λ33 = 0.01).
Observations yi are thus nearly generated by a rank-2 model, such that W∗ should be well
approximated with a matrix W ∈ S+(2, 3) that minimizes the train error.
Results are presented in Figure 4.2. The top plot shows that the learned subspace (which
identifies with the target subspace) is indeed very different from the subspace spanned by the top
two principal components. Moreover, the bottom plots clearly demonstrate that the fit is much
better when the subspace and the distance in that subspace are learned jointly. The difference
is also significant in terms of the train error. This simple example shows that heuristic methods
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Figure 4.2: Learning vs fixing the subspace. Top: the learned subspace is very different from
the subspace computed from a classical heuristic. Bottom left: fit after projection of the data
onto a subspace fixed up front. Bottom right: fit obtained with a joint estimation of the
subspace and a distance within that subspace. This figure is best viewed with colors.
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that fix the range space in the first place may converge to a solution that is very different from
a minimum of the desired cost function. For visualization purpose, the two dimensional model
is represented by the ellipse
E = {x˜i ∈ R2 : x˜Ti R2x˜i = 1}, where x˜i =
UTxi√
yi
,
and (U,R2) are computed with algorithm (4.15), either in the setting λ = 0 that fixes the
subspace to the PCA subspace (left) or in the setting λ = 0.5 that simultaneously learned U
and B (right). A perfect fit is obtained when all x˜i are located on E , which is the locus of points
where yˆi = yi.
Influence of λ on the algorithm based on the polar geometry
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Figure 4.3: Influence of λ.
In theory, the parameter λ should not influence the algorithm since it has no effect on the
first-order optimality conditions except for its two extreme values λ = 0 and λ = 1. In practice
however, a sensitivity to this parameter is observed due to the finite tolerance of the stopping
criterion: the looser the tolerance, the more sensitive the result to λ.
To investigate the sensitivity to λ, we try to recover a target parameter W∗ ∈ S+(5, 10)
using pairs (xi, yi) generated according to (4.21). We generate 10 random regression problems
with 1000 samples partitioned into 500 learning samples and 500 test samples. We compute the
mean test error and the mean convergence time as a function of λ for different values of tol.
The results are presented in Figure 4.3. As tol decreases, the test error becomes insensitive to
λ, but an influence is observed on the convergence time of the algorithm.
In view of these results, we recommend the value 0.5 as the default setting for λ. Unless
specified otherwise, we therefore use this particular value for all experiments in this chapter.
Online vs. batch
This experiment shows that when a large amount of samples is available (80, 000 training samples
and 20, 000 test samples for learning a parameter W∗ in S+(10, 50)), online algorithms minimize
the test error more rapidly than batch ones. It further shows that the mini-batch extension allows
to significantly improve the performance compared to the plain stochastic gradient descent
setting (b = 1). We observe that the mini-batch size b = 32 generally gives good results.
Figure 4.4 reports the test error as a function of the learning time. For the algorithm based on
the polar geometry, the mini-batch extension is strongly recommended to amortize the larger
cost of each update.
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Figure 4.4: Online vs Batch. For a large number of samples, online algorithms reduce the test
error much more rapidly than batch ones. Using the mini-batch extension generally improves
the performance significantly.
4.6.2 Kernel learning
In this section, the proposed algorithms are applied to the problem of learning a kernel matrix
from pairwise distance constraints between data samples. As mentioned earlier, we only consider
this problem in the transductive setting, that is, all samples x1, ...xn are available up front and
the learned kernel does not generalize to new samples.
Experimental setup
After transformation of the data with the kernel map x 7→ φ(x), the purpose is to compute a
fixed-rank kernel matrix based on a limited amount of pairwise distances in the kernel feature
space and on some information about class labels.
Following the setup presented in Section 2.1.1, distance constraints are generated as yˆij ≤ yu
for identically labeled samples and yˆij ≥ yl for differentially labeled samples. The right hand
sides of these inequalities are chosen as yu = yij(1−α) and yl = yij(1 +α), where 0 ≤ α < 1 is a
scaling factor, yij = ‖φ(xi)−φ(xj)‖2 and yˆij = Tr(W(ei−ej)(ei−ej)T ) = (ei−ej)TW(ei−ej).
To handle inequalities, we use the cost function (2.3) either in its batch or online version.
We investigate both the influence of the amount of side-information provided, the influence
of the approximation rank and the computational time required by the algorithms.
To quantify the performance of the learned kernel matrix, we perform either a classification
or a clustering of the samples based on the learned kernel. For classification, we compute the test
set accuracy of a k-nearest neighbor classifier (k = 5) using a two-fold cross-validation protocol
(results are averaged over 10 random splits). For clustering, we use the K-means algorithm with
the number of clusters equal to the number of classes in the problem. To overcome K-means
local minima, 10 runs are performed in order to select the result that has lead to the smallest
value of the K-means objective. The quality of the clustering is measured by the normalized
mutual information (NMI) shared between the random variables of cluster indicators C and
target labels T (Strehl et al., 2000),
NMI = 2 I(C;T )(H(C) +H(T )) ,
where I(X1;X2) = H(X1)−H(X1|X2) is the mutual information between the random variables
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X1 and X2, H(X1) is the Shannon entropy of X1, and H(X1|X2) is the conditional entropy
of X1 given X2. This score ranges from 0 to 1, the larger the score, the better the clustering
quality.
Compared methods
We compare the following methods:
1. Batch algorithms (4.4) and (4.15), adapted to handle inequalities (cost function (2.3)),
2. The kernel learning algorithm LogDet-KL (Kulis et al., 2009) which learn kernel matrices
of fixed range space for a given set of distance constraints.
3. The kernel spectral regression (KSR) algorithm of Cai et al. (2007) using a similarity
matrix N constructed as follows. Let N be the adjacency matrix of a 5-NN graph based
on the initial kernel. We modify N according to the set of available constraints: Nij = 1
if samples xi and xj belong to the same class (must-link constraint), Nij = 0 if samples
xi and xj do not belong to the same class (cannot-link constraint).
4. The Maximum Variance Unfolding (MVU) algorithm (Weinberger et al., 2004),
5. The Kernel PCA algorithm (Schölkopf et al., 1998).
The last two algorithms are unsupervised techniques that are provided as baselines.
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Figure 4.5: Left: full-rank kernel learning on the Gyrb data set. The algorithm based on
the polar geometry competes with LogDet-KL. Right: low-rank kernel learning on the Digits
data set. The proposed algorithms outperform the compared methods when a sufficiently large
number of constraints is provided.
Results
The first experiment is reproduced from Tsuda et al. (2005) and Kulis et al. (2009). The goal is
to reconstruct the GyrB kernel matrix based on distance constraints only. This matrix contains
information about the proteins of three bacteria species. The distance constraints are randomly
generated from the original kernel matrix with α = 0. We compare the proposed batch methods
with the LogDet-KL algorithm, the only competing algorithm that also learns directly from
distance constraints. This algorithm is the best performer reported by Kulis et al. (2009) for
this experiment. All algorithms start from the identity matrix that does not encode any domain
information. Figure 4.5 (left) reports the k-NN classification accuracy as a function of the
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number of distance constraints provided. In this full-rank learning setting, the algorithm based
on the polar geometry competes with the LogDet-KL algorithm. The convergence time of the
algorithm based on the polar geometry is however much faster (0.15 seconds versus 58 seconds
for LogDet-KL when learning 1000 constraints). The algorithm based on the flat geometry
has inferior performance when too few constraints are provided. This is because in the kernel
learning setting, updates of this algorithm only involve the rows and columns that correspond
to the set of points for which constraints are provided. It may thus result in a partial update of
the kernel matrix entries. This issue disappears as the number of provided constraints increases.
The second experiment is reproduced from Kulis et al. (2009). It aims at improving an
existing low-rank kernel using limited information about class labels. A rank-16 kernel matrix
is computed for clustering a database of 300 handwritten digits randomly sampled from the
3, 8 and 9 digits of the Digits data set (since we could not find out the specific samples that
have been selected by Kulis et al. (2009), we made our own samples selection). The distance
constraints are randomly sampled from a linear kernel on the input data K = XXT and α = 0.25.
The results are presented in Figure 4.5 (right). The figure shows that KSR, LogDet-KL and the
algorithm based on the polar geometry with λ = 0 perform similarly. These methods are however
outperformed by the proposed algorithms (flat geometry and polar geometry with λ = 0.5) when
the number of constraints is large enough. This experiment also enlightens the flexibility of the
polar geometry, which allows us to fix the subspace in situations where too few constraints are
available.
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Figure 4.6: Clustering the USPS data set. Left: clustering score versus number of constraints.
Right: clustering score versus approximation rank. When the number of provided constraints
is large enough, the proposed algorithms perform as good as the KSR algorithm. It outperforms
the LogDet-KL algorithm and baselines.
Finally, we tackle the kernel learning problem on a larger data set. We use the test set of the
USPS data set,6 which contains 2007 samples of handwritten zip code digits. The data are first
transformed using the kernel map κ(xi,xj) = exp(−γ‖xi−xj‖22) with γ = 0.001 and we further
center the data in the kernel feature space. Pairwise distance constraints are randomly sampled
from that kernel matrix with α = 0.5. Except KSR that has its own initialization procedure,
algorithms start from the kernel matrix provided by kernel PCA.
Figure 4.6 (left) shows the clustering performance as a function of the number of constraints
provided when the approximation rank is fixed to r = 25. Figure 4.6 (right) reports the clustering
performance as a function of the approximation rank when the number of constraints provided
is fixed to 100K. When the number of provided constraints is large enough, the proposed
algorithms perform as well as KSR and outperform the LogDet-KL method that learns a kernel
6We use the ZIP code data from http://www-stat-class.stanford.edu/~tibs/ElemStatLearn/data.html.
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of fixed-range space. Average computational times for learning a rank-6 kernel from 100K
constraints are 0.57 seconds for KSR, 3.25 seconds for the algorithm based on the flat geometry,
46.78 seconds for LogDet-KL and 47.30 seconds for the algorithm based on the polar geometry.
In comparison, the SDP-based MVU algorithm takes 676.60 seconds to converge.
4.6.3 Mahalanobis distance learning
In this section, we tackle the problem of learning from data a Mahalanobis distance for super-
vised classification and compare our methods to state-of-the-art Mahalanobis distance learning
algorithms.
Experimental setup
For the considered problem, the purpose is to learn the parameter W of a Mahalanobis distance
dW(xi,xj) = (xi− xj)TW(xi− xj), such that the distance satisfies as much as possible a given
set of constraints. As in the paper of Davis et al. (2007), we generate the constraints from
the learning set of samples as dW(xi,xj) ≤ yu for same-class pairs and dW(xi,xj) ≥ yl for
different-class pairs. The scalars yl and yu estimate the 5th and 95th percentiles of the observed
distribution of Mahalanobis distances parameterized by a chosen baseline W0 within a given
data set. Again, we use the cost function (2.3) to handle inequalities. The performance of the
learned distance is then quantified by the test error rate of a k-nearest neighbor classifier based
on the learned distance. All experiments use the setting k = 5. Except for the Isolet data set for
which a specific train/test partition is provided, error rates are computed using two-fold cross
validation. Results are averaged over 10 random partitions.
Compared methods
We compare the following distance learning algorithms:
1. Batch algorithms (4.4) and (4.15),
2. ITML (Davis et al., 2007),
3. LMNN (Weinberger and Saul, 2009),
4. Online algorithms (4.3) and (4.14),
5. LEGO (Jain et al., 2008),
6. POLA (Shalev-Shwartz et al., 2004).
When some methods require the tuning of a hyper-parameter, this is performed by a two-fold
cross-validation procedure. The slack parameter of ITML as well as the step size of POLA, are
selected in the range of values 10k with k = −3, ..., 3. The step size of LEGO is selected in this
same range of values for the UCI data sets, and in the range of values 10k with k = −10, ...,−5
for the larger data sets Isolet and Prostate.
Results
Reproducing a classical benchmark experiment from Kulis et al. (2009), we demonstrate that
the proposed batch algorithms compete with state-of-the-art full-rank Mahalanobis distance
learning algorithms on several UCI data sets (Figure 4.7). We have not included the online
versions of our algorithms in this comparison because we consider that the batch approaches
are more relevant on such small data sets. Except POLA and LMNN which do not learn from
provided pairwise constraints, all algorithms process 40c(c−1) constraints, where c is the number
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Figure 4.7: Full-rank distance learning on the UCI data sets. The proposed algorithms compete
with state-of-the-art methods for learning a full-rank Mahalanobis distance.
of classes in the data. We choose the Euclidean distance (W0 = I) as the baseline distance for
initializing the algorithms. Figure 4.7 reports the results. The two proposed algorithms compete
favorably with the other full-rank distance learning techniques, achieving the minimal average
error for 4 of the 5 considered data sets.
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Figure 4.8: Low-rank Mahalanobis distance learning. For low values of the rank, the proposed
algorithms perform much better than the methods that project the data on the top principal
directions and learn a full-rank distance on the projected data.
We finally evaluate the proposed algorithms on higher-dimensional data sets in the low-rank
regime (Figure 4.8). The distance constraints are generated as in the full-rank case, but the
initial baseline matrix is now computed as W0 = G0GT0 , where G0’s columns are the top
principal directions of the data. For the Isolet data set, 100K constraints are generated, and
10K constraints are generated for the Prostate data set. For scalability reasons, algorithms
LEGO, LMNN and ITML must proceed in two steps: the data are first projected onto the top
principal directions and then a full-rank distance is learned within the subspace spanned by
these top principal directions. In contrast, our algorithms are initialized with the top principal
direction, but they operate on the data in their original feature space. Overall, the proposed
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algorithms achieve much better performance than the methods that first reduce the data. This is
particularly striking when the rank is very small compared to problem size. The performance gap
reduces as the rank increases. However, for high-dimensional problems, one is usually interested
in efficient low-rank approximations that gives satisfactory results.
4.7 Conclusion
In this chapter, we propose gradient descent algorithms to learn a regression model parameterized
by a fixed-rank positive semidefinite matrix. The Riemannian geometry of the set of fixed-rank
PSD matrices is exploited through a geometric optimization approach.
The resulting algorithms overcome the main difficulties encountered by the previously pro-
posed methods as they scale to high-dimensional problems, and they naturally enforce the rank
constraint as well as the positive definite property while leaving the range space of the matrix
free to evolve during optimization.
We apply the proposed algorithms to the problem of learning a distance function from data,
when the distance is parameterized by a fixed-rank positive semidefinite matrix. The good
performance of the proposed algorithms is illustrated on several kernel learning and distance
learning benchmarks. In particular, the advantages of simultaneously learning the subspace and
a distance within that subspace are illustrated.
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Chapter 5
Regression on fixed-rank non-symmetric matrices
Chapter abstract: In this chapter, we address the problem of learning a linear regression
model whose parameter is a fixed-rank non-symmetric matrix.
For this purpose, the algorithms of the previous chapter for fixed-rank symmetric positive
semidefinite matrices are generalized to fixed-rank non-symmetric matrices. This is achieved
by developing two novel quotient manifold geometries for the set of fixed-rank non-symmetric
matrices.
The resulting algorithms apply to a broad range of applications, scale to high-dimensional prob-
lems, enjoy local convergence properties and confer a geometric basis to recent contributions on
learning fixed-rank matrices. Numerical experiments on benchmarks show that the proposed
algorithms compete with the state-of-the-art.
The material of this chapter is based on the following publication:
G. Meyer, S. Bonnabel and R. Sepulchre
Linear Regression under Fixed-Rank Constraints: A Riemannian Approach
In Proc. of the 28th International Conference on Machine Learning, Bellevue (USA), 2011.
5.1 Introduction
Learning a low-rank matrix from data is a fundamental problem arising in many modern ma-
chine learning applications: collaborative filtering (Rennie and Srebro, 2005), classification with
multiple classes (Amit et al., 2007), learning on pairs (Abernethy et al., 2009), dimensionality
reduction (Cai et al., 2007), learning of low-rank distances (Kulis et al., 2009; Meyer et al.,
2011a) and low-rank similarity measures (Shalit et al., 2010), multi-task learning (Evgeniou
et al., 2005), just to name a few. Parallel to the development of these new applications, the
ever-growing size and number of large-scale datasets demands machine learning algorithms that
can cope with very large matrices. Scalability to high dimensional problems is therefore a crucial
issue in the design of machine learning algorithms that learn low-rank matrices.
Most of the recent algorithmic contributions on learning low-rank matrices have been pro-
posed in the context of matrix completion. Convex relaxations based on the nuclear norm or
trace norm heuristic (Fazel, 2002; Cai et al., 2008) have attracted a lot of attention as theoreti-
cal performance guarantees are available (Bach, 2008; Recht et al., 2010). However, an intrinsic
limitation of the approach is that the rank of intermediate solutions cannot be bounded a priori.
For large-scale problems, memory requirement may thus become prohibitively large.
A different yet complementary approach that resolves this issue, assumes a fixed-rank factor-
ization of the solution and solves the corresponding non-convex optimization problem (Rennie
and Srebro, 2005; Keshavan et al., 2010; Jain et al., 2010; Shalit et al., 2010). Despite the
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potential introduction of local minima, fixed-rank factorizations achieve very good performance
in practice. Moreover, Keshavan et al. (2010) and Jain et al. (2010) show that performance
guarantees are also possible when a good heuristic is available for the initialization.
In this chapter, we pursue the research on fixed-rank factorizations and study the Riemannian
geometry of two particular fixed-rank factorizations (Sections 5.2 and 5.3). We build on recent
advances in optimization on Riemannian matrix manifolds (Absil et al., 2008) and exploit the
manifold geometry of the search space. We design novel line-search algorithms for learning a
linear regression model whose parameter is a fixed-rank matrix.
The current chapter makes the following contributions. We propose two novel quotient ge-
ometries for the set of fixed-rank non-symmetric matrices. The proposed geometries generalize
previous works on symmetric fixed-rank positive semidefinite matrices (Bonnabel and Sepul-
chre, 2009; Journée et al., 2010). Using the developed quotient geometries, we propose novel
efficient line-search algorithms for learning fixed-rank non-symmetric matrices. The proposed
optimization framework confers a geometric basis to recent contributions on learning fixed-rank
matrices and offers a versatile framework for the design of machine learning algorithms that
learn fixed-rank matrices.
5.2 Quotient geometries of fixed-rank matrix factorizations
In this section, we review two matrix factorizations for fixed-rank non-symmetric matrices and
study the associated quotient manifold geometries. The quotient nature of the underlying search
space stems from the fact that an element W ∈ F(r, d1, d2) is represented by an entire equiva-
lence class of matrices due to intrinsic invariance properties of the factorization (Figure 5.1).
W G HT U B VT= =
Rd1×d2
rank(W) = r
Rd1×r∗ Rd2×r∗
Invariance: (G,H) 7→ (GM−1,HMT ) (U,B,V) 7→ (UO,OTBO,VO)
where M ∈ GL(r) where O ∈ O(r)
St(r, d2)S++(r)St(r, d1)
Figure 5.1: The considered fixed-rank factorizations for non-symmetric matrices admit a quotient
manifold geometry due to intrinsic invariance properties of the factorization.
The factorizations of interest are rooted in the thin singular value decomposition (SVD)
W = UΣVT ,
where U ∈ St(r, d1), V ∈ St(r, d2), and Σ ∈ Rr×r is diagonal with positive entries.
5.2.1 Balanced factorization
The SVD can be rearranged as
W = (UΣ 12 )(Σ 12VT ) = GHT , (5.1)
where G = UΣ 12 ∈ Rd1×r∗ and H = VΣ
1
2 ∈ Rd2×r∗ . The resulting fixed-rank factorization is not
unique since the group action
(G,H) 7→ (GM−1,HMT ), (5.2)
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where M ∈ GL(r) = {M ∈ Rr×r : det(M) 6= 0}, leaves the original matrix W unchanged.
The map (5.2) allows us to identify the search space of interest with the quotient space
F(r, d1, d2) ' (Rd1×r∗ × Rd2×r∗ )/GL(r), (5.3)
which represents the set of equivalence classes
[W] = [(G,H)] = {(GM−1,HMT ) : M ∈ GL(r)}. (5.4)
Among the representatives (G,H) in (5.4), balanced factorizations are of particular interest.
A factorization W = GHT is balanced if GTG = HTH. Balanced factorizations are well-
known in model reduction and system approximation (Helmke and Moore, 1996), they ensure
good numerical conditioning and robustness to noise. Helmke and Moore (1996) show that
balanced factorizations are the minimizers of the cost function
b(G,H) = ‖G‖2F + ‖H‖2F , (5.5)
within an equivalence class (5.4). Given a factorization W = GHT , a balanced factorization
always exists but is not unique. The particular choice of representative (5.1) obtained from the
SVD yields a balanced factorization with GTG = HTH = Σ.
5.2.2 Polar factorization
A second factorization is obtained by considering the following group action on the SVD,
(U,Σ,V) 7→ (UO,OTΣO,VO),
where O ∈ O(r), the set of r-by-r rotation matrices. Since OTΣO now represents a positive
definite matrix, this gives us the fixed-rank factorization
W = UBVT ,
where U ∈ St(d1, r), B ∈ S++(r), V ∈ St(d2, r). The alternative choice B positive definite
instead of Σ diagonal allows us to remove the discrete symmetries that are induced by the
arbitrary order on the singular values. The search space of interest is again identified to a
quotient manifold
F(r, d1, d2) ' (St(d1, r)× S++(r)× St(d2, r))/O(r),
which represents the set of equivalence classes
[W] = [(U,B,V)] = {(UO,OTBO,VO) : O ∈ O(r)}. (5.6)
Since U and V are matrices with orthogonal columns, the polar factorization automatically
encodes the property of a balanced factorization. Another nice property of the factorization is
that ‖W‖2F = ‖B‖2F . Consequently, a regularization on ‖W‖2F is very cheap because it only
involves a matrix of size r, with typically r  d1, d2.
5.3 Geometry of algorithms using a fixed-rank factorization
In this section, we develop Riemannian quotient manifold geometries for the balanced factor-
ization W = GHT (Section 5.3.1) and the polar factorization W = UBVT (Section 5.3.2).
Each of these two quotient manifolds is equipped with a proper Riemannian metric and the
associated expression of tangent vectors is computed. We also present efficient retractions for
the two geometries. The corresponding line-search algorithms are presented in Section 5.4.
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5.3.1 Geometry of algorithms using a balanced factorization
This section presents the first-order quotient geometry underlying the factorization W = GHT .
As a first step, the total space Rd1×r∗ × Rd2×r∗ is endowed with the Riemannian metric,
g¯(G,H)((ξ¯G, ξ¯H), (ζ¯G, ζ¯H)) = Tr((GTG)−1ξ¯ TG ζ¯G) + Tr((HTH)−1ξ¯ TH ζ¯H), (5.7)
chosen to be invariant along the set of equivalence classes (5.4). We now compute the set of
associated horizontal vectors and prove invariance of the metric (5.7) along the fibers (5.4).
Proposition 5.3.1. The quotient manifold (Rd1×r∗ × Rd2×r∗ )/GL(r) endowed with the Rieman-
nian metric (5.7) admits a set of horizontal vectors (ξ¯G, ξ¯H) ∈ Rd1×r × Rd2×r that satisfies
ξ¯ TGG(HTH) = (GTG)HT ξ¯H. (5.8)
An equivalent explicit expression for horizontal tangent vectors is given by
ξ¯G = G(GTG)−1S(GTG) + G⊥, ξ¯H = H(HTH)−1ST (HTH) + H⊥, (5.9)
where S ∈ Rr×r and matrices G⊥ ∈ Rd1×r∗ and H⊥ ∈ Rd2×r∗ satisfy GT⊥G = 0 and HT⊥H = 0.
Proof. See Appendix A.
The next proposition gives an explicit relation between horizontal vectors along a given fiber.
This relation is exploited to show that the chosen metric (5.7) is invariant along the fibers (5.4).
Proposition 5.3.2. Let (G,H) ∈ Rd1×r∗ ×Rd2×r∗ , and ξ[(G,H)] be a tangent vector to the quotient
manifold at [(G,H)]. The horizontal lifts of ξ[(G,H)] at point (G,H) and at point (GM−1,HMT )
are related as follows:
(ξ¯GM−1 , ξ¯HMT ) = (ξ¯GM−1, ξ¯HMT ), ∀M ∈ GL(r).
Therefore, the chosen metric is invariant along the fibers,
g[(G,H)](ξ[(G,H)], ζ[(G,H)]) , g¯(G,H)((ξ¯G, ξ¯H), (ζ¯G, ζ¯H))
= g¯(GM−1,HMT )((ξ¯GM−1 , ξ¯HMT ), (ζ¯GM−1 , ζ¯HMT )).
Proof. See Appendix A.
A simple and efficient retraction is provided by the formulas
RG(sξ¯G) = G + sξ¯G,
RH(sξ¯H) = H + sξ¯H,
(5.10)
which is computed in only O(d1r + d2r) operations.
5.3.2 Geometry of algorithms using a polar factorization
This section presents the first-order quotient geometry underlying the factorization W = UBVT ,
which induces the quotient F(r, d1, d2) ' (St(r, d1)× S++(r)× St(r, d2))/O(r) (Section 5.2.2).
First, we endow the total space with the Riemannian metric
g¯(U,B,V)((ξ¯U, ξ¯B, ξ¯V), (ζ¯U, ζ¯B, ζ¯V)) = Tr(ξ¯ TU ζ¯U) + Tr(B−1ξ¯BB−1ζ¯B) + Tr(ξ¯ TV ζ¯V). (5.11)
The set of horizontal vectors is given as follows.
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Proposition 5.3.3. The quotient manifold (St(r, d1)× S++(r)× St(r, d2))/O(r) endowed with
the Riemannian metric (5.11) admits a set of horizontal vectors (ξ¯U, ξ¯B, ξ¯V) defined as
ξ¯U = USkew(A) + U⊥, A ∈ Rr×r, U⊥ ∈ Rd1×r∗ and UT⊥U = 0,
ξ¯B = Sym(D), D ∈ Rr×r,
ξ¯V = VSkew(C) + V⊥, C ∈ Rr×r, V⊥ ∈ Rd2×r∗ and VT⊥V = 0,
with the additional requirement that
B(Skew(A) + Skew(C))B = ξ¯BB−Bξ¯B.
Proof. See Appendix A.
The next proposition shows that the chosen metric (5.11) is invariant along the fibers (5.6).
Proposition 5.3.4. Let (U,B,V) ∈ St(r, d1) × S++(r) × St(r, d2) and ξ[(U,B,V)] be a tangent
vector to the quotient manifold at [(U,B,V)]. The horizontal lifts of ξ[(U,B,V)] at point (U,B,V)
and at point (UO,OTBO,VO) are related as follows,
(ξ¯UO, ξ¯OTBO, ξ¯VO) = (ξ¯UO,OT ξ¯BO, ξ¯VO), ∀O ∈ O(r).
Therefore, the chosen metric is invariant along the fibers, and, for all O ∈ O(r),
g[(U,B,V)](ξ[(U,B,V)], ζ[(U,B,V)]) , g¯(U,B,V)((ξ¯U, ξ¯B, ξ¯V), (ζ¯U, ζ¯B, ζ¯V))
= g¯(UO,OTBO,VO)((ξ¯UO, ξ¯OTBO, ξ¯VO), (ζ¯UO, ζ¯OTBO, ζ¯VO)).
Proof. See Appendix A
We propose the following efficient retraction
RU(sξ¯U) = qf(U + sξ¯U),
RB(sξ¯B) = B
1
2 exp(sB− 12 ξ¯BB−
1
2 )B 12 ,
RV(sξ¯V) = qf(V + sξ¯V),
(5.12)
where qf(·) extracts the orthogonal factor of the QR factorization of its argument, exp(·) stands
for matrix exponential and B 12 is the principal square root of B.
5.4 Algorithms for regression on fixed-rank non-symmetric matrices
In this section, we exploit the geometry introduced in the previous section to develop line-search
algorithms for the following linear regression problem. Given data matrix instances X ∈ Rd2×d1 ,
scalar observations y ∈ R, and a linear regression model yˆ = Tr(WX), solve
min
W∈Rd1×d2
EX,y{`(yˆ, y)}, subject to rank(W) = r. (5.13)
The loss function `(yˆ, y) penalizes the discrepancy between the observed value y and the value
that is predicted by the model yˆ. Our focus will be on the quadratic loss `(yˆ, y) = 12(yˆ − y)2.
We present the proposed regression algorithms for a general data X (Sections 5.4.1 and 5.4.2)
as well as optimized versions of algorithms in the prevalent setting where the data X is rank-one.
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Rd1×r∗ × Rd2×r∗
[Gt,Ht]
(Rd1×r∗ × Rd2×r∗ )/GL(r)
Balancing
Cost minimization
[Gt+1,Ht+1]
Figure 5.2: The proposed algorithm based on the balanced factorization proceeds in two cas-
caded steps: a cost minimization step, and a fiber balancing step that ensures good numerical
conditioning. These two steps correspond to a single iteration on the quotient manifold.
5.4.1 Linear regression with a balanced factorization
In this section, we derive line-search algorithms to solve (5.13) using a balanced factorization.
The resulting algorithms proceed in two cascaded updates (Figure 5.2). The first update moves
the iterate from one equivalence class to another while minimizing the cost function of interest.
The second “balancing” update is a change of representative along a given fiber minimizing (5.5).
The balancing update ensures a good numerical conditioning of the algorithm. Eventually, the
algorithm converges to a local minimum of the cost function that is a balanced factorization.
Algorithm
The factorization W = GHT allows us to write the cost function of interest as
f(G,H) = 12(Tr(GH
TX)− y)2.
Applying formula (3.11) to this cost function yields the horizontal gradient
(gradG f, gradH f) = ((yˆ − y)XTH(GTG), (yˆ − y)XG(HTH)).
Combining this gradient with retraction (5.10) yields the online update
G˜t = Gt − st(yˆt − yt)XTt Ht(GTt Gt),
H˜t = Ht − st(yˆt − yt)XtGt(HTt Ht).
(5.14)
The asymptotic computational complexity of this update is O(d1d2r) for a general Xt.
To balance a given factorization W˜t = G˜tH˜Tt , Helmke and Moore (1996) propose the fol-
lowing gradient descent update,
Gt+1 = G˜t exp(αt(H˜Tt H˜t − G˜Tt G˜t)),
Ht+1 = H˜t exp(αt(G˜Tt G˜t − H˜Tt H˜t)),
(5.15)
along with an adaptive step size
αt = 1/(2λmax(G˜Tt G˜t + H˜Tt H˜t)), (5.16)
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where λmax(·) denotes a function that extracts the largest eigenvalue of its argument.
To get insight into this fiber balancing update, observe that Gt+1HTt+1 = W˜t for all αt, and
that the fixed points of the proposed iteration are balanced. A justification for the step size
selection and a convergence proof for the balancing update is given by the following theorem.
Theorem 5.4.1. (Helmke and Moore, 1996, Theorem 6.1) Algorithm (5.15) initialized
with factorization W0 = G0HT0 and endowed with adaptive step size (5.16) asymptotically con-
verges to a balanced factorization W0 = G∞HT∞ satisfying GT∞G∞ = HT∞H∞.
Proof. For the reader’s convenience, the proof is reproduced in Appendix A.
The computational complexity of the balancing update is O((d1 + d2)r2 + r3).
The proposed cascaded algorithm asymptotically converges to a local minimum of the cost
function with a balanced factorization. The insight comes from geometry: (5.14) is a gradient
update on the quotient manifold (Rd1×r∗ × Rd2×r∗ )/GL(r), it is unaffected by the choice of the
representative (G,H) in the fiber (5.4). In contrast, (5.15) is a gradient update in the fiber (5.4)
for the cost function (5.5). In the quotient manifold, algorithm (5.14) is “blind” to the change
of representative (5.15). The sequence of iterates thus converges to a fiber that minimizes the
cost function. But algorithm (5.15) guarantees that the asymptotic factorization also minimizes
the cost (5.5), implying the balancing condition GTG = HTH.
Optimizing the algorithm for rank-one data
Algorithm 1 presents optimized version of updates (5.14)-(5.15) in the prevalent case where the
data Xt is rank-one, that is, Xt = xtzTt , with xt ∈ Rd2 and zt ∈ Rd1 .
Algorithm 1 Balanced factorization
Input: {(xt, zt, yt)}t≥0 (dataset), (G0,H0) (initial factorization), T ≥ 0 (total number of
iterations), st > 0 (sequence of step sizes), τB ≥ 1 (balancing period).
Output: the final factorization (GT ,HT ).
Set τ = τB
Compute S0 = GT0 G0 and R0 = HT0 H0
for t = 0 to T − 1 do
Pick a sample (xt, zt, yt)
Compute x¯t = HTt xt, z¯t = GTt zt, st = Stx¯t and rt = Rtz¯t
Predict yˆt = x¯Tt z¯t
Set βt = st(yˆt − yt)
Update G˜t = Gt − βtztsTt
Update H˜t = Ht − βtxtrTt
Update S˜t = St − βtz¯tsTt − βtstz¯Tt + β2t ‖z¯t‖22stsTt
Update R˜t = Rt − βtx¯trTt − βtrtx¯Tt + β2t ‖x¯t‖22rtrTt
Set τ = τ − 1
if τ ≤ 0 then
Perform a balancing step using (5.15)
Set St+1 = GTt+1Gt+1 and Rt+1 = HTt+1Ht+1
Set τ = τB
else
Set Gt+1 = G˜t and Ht+1 = H˜t
Set St+1 = S˜t and Rt+1 = R˜t
end if
end for
The complexity of update (5.14) reduces to O((d1 + d2)r). As we observe in numerical
experiments that it is not necessary to perform the balancing step (5.15) at each iteration, the
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balancing step is only performed every τB iterations. This reduces the computational cost and
is sufficient to ensure a good numerical conditioning of the algorithm.
Adding regularization
Although the rank constraint already enforces a spectral regularization effect on W, it may be
useful in practice to add a pointwise regularization term to the cost function,
f(G,H) = 12(Tr(GH
TX)− y)2 + λ2 ‖GH
T ‖2F .
A regularizer ‖W‖2F = ‖GHT ‖2F is chosen because it is invariant along the set of equivalence
classes (5.4), as opposed to the common choice ‖G‖2F + ‖H‖2F (Rennie and Srebro, 2005).
With such a regularization, update (5.14) becomes
G˜t = Gt − st(yˆt − yt)XTt Ht(GTt Gt)− λGt(HTt Ht)(GTt Gt),
H˜t = Ht − st(yˆt − yt)XtGt(HTt Ht)− λHt(GTt Gt)(HTt Ht).
This modification does not significantly increase the computational cost, since the regularization
terms have common subexpressions with the gradient of the loss. The computational complexity
overhead is O((d1 + d2)r2). We will show in Section 5.4.2 that a more efficient approach to add
regularization can be obtained using the factorization W = UBVT .
Connection with existing algorithms
The proposed algorithm based on the balanced factorization is closely related to the gradient
descent version of the Maximum Margin Matrix Factorization (MMMF) algorithm (Rennie and
Srebro, 2005). The stochastic gradient descent version of MMMF writes as
Gt+1 = Gt − st(yˆt − yt)XTt Ht,
Ht+1 = Ht − st(yˆt − yt)XtGt.
(5.17)
In contrast to (5.17), the proposed update (5.14) is invariant along the set of equivalence
classes (5.4). This resolves the issue of choosing an appropriate step size when there is a dis-
crepancy between ‖G‖F and ‖H‖F . Indeed, this situation leads to a slow convergence of the
MMMF algorithm, whereas it does not affect the proposed algorithm (Figure 5.3).
To illustrate this effect, the two algorithms are compared in batch mode with random data
generated according to
yi = zTi W?xi, i = 1, ..., n,
where n = 104, W? ∈ F(1000, 500, 10), zi ∈ R1000 and xi ∈ R500 have entries drawn from
a standard Gaussian distribution N (0, 1). The step size is computed using the Armijo rule
(Nocedal and Wright, 2006). The initial discrepancy between the factors is ‖G0‖F ≈ 5‖H0‖F .
The LORETA algorithm (Shalit et al., 2010) directly fits in the considered optimization
framework. LORETA relies on an embedded manifold geometry of the set of fixed-rank matrices,
where F(r, d1, d2) is regarded as a submanifold embedded in Rd1×d2 . Indeed, the tangent space
at a given point W = GHT is given by
TGHTF(r, d1, d2) = {GΨT + ∆HT : ∆ ∈ Rd1×r and Ψ ∈ Rd2×r}. (5.18)
For example, it is obtained by differentiation of a curve γ(t) = G(t)H(t) ∈ F(r, d1, d2) passing
through the point γ(0) = GHT . The chain rule yields γ˙(0) = G(0)H˙(0)T + G˙(0)H(0)T , which
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Figure 5.3: The proposed algorithm is not affected by a discrepancy between ‖G‖F and ‖H‖F ,
a situation that leads to a slow convergence of the MMMF algorithm.
is directly identified to (5.18). Representation (5.18) is an over-parametrization of the tangent
space TGHTF(r, d1, d2) at point W = GHT . A minimal representation is provided by
TGHTF(r, d1, d2) = {GMHT︸ ︷︷ ︸
ξS
+ GLHT⊥︸ ︷︷ ︸
ξP
l
+ G⊥RHT︸ ︷︷ ︸
ξPr
: M ∈ Rr×r,L ∈ Rr×(d2−r),R ∈ R(d1−r)×r},
where G⊥ ∈ Rd1×(d1−r)∗ and H⊥ ∈ Rd2×(d2−r)∗ satisfy GT⊥G = 0 and HT⊥H = 0.
Given a search direction ξ ∈ Rd1×d2 , computing its components ξS , ξPr and ξPl is achieved
by considering projectors GG† and HH†, where A† = (ATA)−1AT is the pseudo-inverse of A.
One has ξS = (GG†)ξ(HH†), ξPr = (I −GG†)ξ(HH†) and ξPl = (GG†)ξ(I −HH†), so that a
given tangent vector writes as ξW = ξS + ξPr + ξPl .
Shalit et al. (2010) propose the following retraction formula
RW(sξW) = S1(GHT )†S2,
where
S1 = GHT +
1
2ξ
S + ξPr −
1
8ξ
S(GHT )†ξS − 12ξ
P
l (GHT )†ξS ,
S2 = GHT +
1
2ξ
S + ξPl −
1
8ξ
S(GHT )†ξS − 12ξ
S(GHT )†ξPr .
Applying the formulas above to the Euclidean gradient descent search direction
ξ = −∇Wf(W) = −(yˆt − yt)XTt ,
yields a version of LORETA for the considered linear regression problem.
In the case of rank-one data Xt = xtzTt , Shalit et al. (2010) show that LORETA can be
optimized to achieve a computational complexity O((d1 + d2)r). This is the same complexity
as update (5.14). However, LORETA has a significantly larger constant factor as the involved
optimizations for rank-one data rely on rank-one updates of pseudo-inverse matrices.
A regularization term proportional to ‖W‖2F can be taken into account with an additional
number of operations proportional to O((d1 + d2)r2). The regularization term however prevents
the algorithm to rely on rank-one updates of pseudo-inverses. In that case pseudo-inverses must
be computed at each iteration and significantly increase the computational cost of the algorithm.
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5.4.2 Linear regression with cheap regularization
We now present the regression algorithm based on the factorization W = UBVT .
Algorithms
With the factorization W = UBVT , the cost function is given by
f(U,B,V) = 12(Tr(UBV
TX)− y)2. (5.19)
Applying formula (3.11) and removing the component that lies in the normal space yields
gradU f = (yˆ − y)(XTVB−USym(UTXTVB)),
gradB f = (yˆ − y)BSym(VTXU)B,
gradV f = (yˆ − y)(XUB−VSym(VTXUB)).
Combining this horizontal gradient with the retraction (5.12) gives us the online algorithm
Ut+1 = qf(Ut − st(yˆt − yt)(XTt VtBt −UtSym(UTt XTt VtBt))),
Bt+1 = B
1
2
t exp(−st(yˆt − yt)B
1
2
t Sym(VTt XtUt)B
1
2
t )B
1
2 ,
Vt+1 = qf(Vt − st(yˆt − yt)(XtUtBt −VtSym(VTt XTt UtBt))).
(5.20)
Optimizing the algorithm for rank-one data
In the case of rank-one data, the qf(·) function can be implemented using rank-one updates of the
QR factorization (Daniel et al., 1976). This allows us to reduces the cost of a QR factorization
to O(dr), compared to O(dr2) when it is computed from scratch.
Algorithm 2 Polar factorization
Input: {(xt, zt, yt)}t≥0 (dataset), (U0,B0,V0) (initial factorization), T ≥ 0 (total number of
iterations), st > 0 (sequence of step sizes).
Output: the final factorization (UT ,BT ,VT )
for t = 0 to T − 1 do
Pick a sample (xt, zt, yt)
Set x¯t = VTt xt and z¯t = UTt zt
Compute B
1
2
t , the matrix square root of Bt
Set st = B
1
2
t x¯t, rt = B
1
2
t z¯t, s¯t = B
1
2
t st and r¯t = B
1
2
t rt
Predict yˆt = rTt st
Set βt = st(yˆt − yt)
Set Ut+1 = qf(Ut − βt(zts¯Tt −UtSym(z¯ts¯Tt )))
Set Bt+1 = B
1
2
t exp(−βtSym(strTt ))B
1
2
t
Set Vt+1 = qf(Vt − βt(xtr¯Tt −VtSym(x¯tr¯Tt )))
end for
Overall, each update of Algorithm 2 now costs O((d1 + d2)r+ r3). For large-scale problems,
the value of the rank r is typically much smaller than the dimensions of the problem d1 and d2.
In that setting, r3 is therefore negligible compared to (d1 + d2)r.
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Adding regularization
With an additional regularization term proportional to ‖W‖2F , the cost (5.19) becomes
f(U,B,V) = 12(Tr(UBV
TX)− y)2 + λ2 ‖B‖
2
F ,
and only the update of B needs the cheap modification
Bt+1 = B
1
2
t exp(−st(((yˆt − yt)B
1
2
t Sym(VTt XtUt)B
1
2
t ) + B2t ))B
1
2 .
Connection with existing algorithms
The OptSpace algorithm (Keshavan et al., 2010) also relies on the factorization W = UBVT ,
but with B ∈ Rr×r not necessarily symmetric positive definite. This algorithm can be interpreted
in the considered geometric optimization as a gradient descent algorithm for the cost function
f˜(U,V) = min
B∈Rr×r
f(U,B,V),
over the product of Grassmann manifolds St(r, d1)/O(r)× St(r, d2)/O(r) .
The algorithm alternates between a gradient descent step on the subspaces U and V for fixed
B, and a least-square estimation of B for fixed U and V. The proposed algorithm is different
from OptSpace in the choice B positive definite versus B ∈ Rr×r. As a consequence, each step
of our algorithm retains the geometry of a SVD factorization. Our algorithm also differs from
OptSpace in the simultaneous and progressive nature of the updates. Furthermore, the choice
B  0 allows us to derive alternative updates based on different metrics on the set S++(r). This
flexibility is exploited in Chapter 4 to show that metrics of S++(r) are connected to Bregman
divergences and information geometry. One iteration of OptSpace writes as
Ut+1 = qf(Ut − st
n∑
i=1
(yˆi − yi)(I−UtUTt )XTi VtBt),
Vt+1 = qf(Vt − st
n∑
i=1
(yˆi − yi)(I−VtVTt )XiUtBt),
Bt+1 = min
B∈Rr×r
1
2
n∑
i=1
(Tr(Ut+1BVTt+1Xi)− yi)2. (5.21)
Recently, the authors of OptSpace have extended the algorithm with a regularization term
proportional to ‖B‖2F . Details can be found in the paper of Keshavan and Montanari (2010).
The singular value projection (SVP) algorithm (Jain et al., 2010) is based on the SVD
factorization W = UBVT with B ∈ Rr×r and diagonal. An iteration of the algorithm writes as
Ut+1Bt+1VTt+1 = SVDr(UtBtVTt − st
n∑
i=1
(yˆi − yi)XTi ),
where SVDr(·) extracts the top-r singular values and singular vectors of its argument.
This algorithm is a projected gradient algorithm in the embedding space Rd1×d2 and relies
on an efficient SVD-based retraction exploiting the sparse structure of the gradient.
When the gradient has not a sparse structure, the approach cannot be applied to large-scale
problems because each iteration of the algorithm then relies on the SVD of a dense matrix.
The embedded geometry of F(r, d1, d2) can be exploited to generalize the approach when
the gradient is not sparse. Indeed, a minimal parametrization of the tangent space (5.18) in the
SVD coordinates W = UBVT , yields a generic tangent vector
ξW = (UUT )ξ + ξ(VVT )− (UUT )ξ(VVT ), ξ ∈ Rd1×d2 , (5.22)
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which is at most of rank 2r. Therefore, if the Euclidean gradient is projected onto the set of
tangent vectors (5.22), a more efficient retraction can be used (see Vandereycken, 2011).
Simonsson and Eldén (2010) considered the variant factorization W = UZT , for which
U ∈ St(r, d1) and Z ∈ Rd2×r∗ . Although they propose a Newton’s algorithm, the corresponding
gradient descent version directly fits into the considered optimization framework.
The same factorization is also exploited in GROUSE (Balzano et al., 2010). This on-
line algorithm estimates the subspace U with a gradient descent on the Grassmann manifold
St(r, d1)/O(r) and computes the remaining factor Z using least-squares.
5.4.3 Kernelized algorithms for rank-one data
Using a result from Abernethy et al. (2009, Theorem 3), the regression model based on rank-
one data X = xzT generalizes to arbitrary non-linear transformations φ(x) and ϕ(z), with
φ : Rd1 → X and ϕ : Rd2 → Z. The regression model is now a bilinear form
yˆ = 〈φ(x),Wϕ(z)〉X ,
and W ∈ Br(Z,X ) is a rank-r bounded compact operator from Z to X .
A finite dimensional representation of the operator minimizing the empirical risk can be
constructed from the n-by-n Gram matrices Kij = 〈φ(xi), φ(xj)〉X , and Lij = 〈ϕ(zi), ϕ(zj)〉Z .
The finite dimensional representation is obtained by solving the regression problem
min
W∈Rd˜1×d˜2
1
n
n∑
i=1
(z˜Ti Wx˜i − yi)2 + ‖W‖2F ,
where K = X˜X˜T and L = Z˜Z˜T , and where X˜ ∈ Rn×d˜1 and Z˜ ∈ Rn×d˜2 are any square root
decomposition of K and L. For instance, a valid decomposition can be obtained using kernel
PCA or incomplete Cholesky decomposition (Fine et al., 2001; Bach and Jordan, 2005).
5.5 Experiments
We illustrate the good behavior of the proposed algorithms on two benchmarks.
5.5.1 Learning on pairs
We consider the general setup of learning on data pairs (see Section 2.5.5).
Toy data Random data are generated according to
yi = zTi W?xi + i, i = 1, ..., n, (5.23)
where W? ∈ F(50, 25, 5), zi ∈ R50 and xi ∈ R25 have entries drawn from a standard Gaussian
distribution N (0, 1). Gaussian noise i ∼ N (0, 10−2) is added to the data. In batch mode, we
minimize the cost function
f(W) =
n∑
i=1
(zTi W?xi − yi)2.
In the online regime, we randomly pick data (xt, zt, yt) from the learning set of samples and
minimize the instantaneous cost function
ft(W) = (zTt W?xt − yt)2.
We first show that the proposed algorithms perform well in the online setting (Figure 5.4(a)).
The dataset is generated from (5.23), 40000 samples are used for learning and 10000 for testing.
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Figure 5.4: Learning on pairs (toy data): both online (a) and batch (b) algorithms perform well
compared to the existing approaches.
At each iteration, the algorithms pick a sample at random and update the model. The algorithms
all process the same set of samples. The step size is selected during a pre-training phase of 5000
iterations, the step size leading to the smallest train error is retained.
Figure 5.4(a) reports the test error as a function of the training time. The proposed algo-
rithms compete with Loreta Shalit et al. (2010) and with an online version of MMMF. Balancing
reduces the time to achieve convergence.
We now test the proposed algorithms in batch mode. Using (5.23), we generate a dataset of
3000 samples and compute the test error as a function of the approximation rank (Figure 5.4(b)).
The validation protocol is 90/10 train/test split. The results are averaged over 10 random
partitions. The regularization parameter λ is selected using cross-validation. Not surprisingly,
the competing algorithms all achieve a minimal error when the rank equals the rank of the
target model. When the rank further increases, the proposed algorithms start overfitting. These
observations suggest to increase progressively the value of the rank until performance degrades.
5.5.2 Low-rank matrix completion
We consider the problem of low-rank matrix completion presented in Section 2.1.2. The consid-
ered cost function is (2.5). The proposed algorithms are run in batch mode and are compared
to: a gradient descent version of MMMF (Rennie and Srebro, 2005), OptSpace (Keshavan et al.,
2010), SVP (Jain et al., 2010), ADMiRA (Lee and Bresler, 2009), a matching pursuit based
algorithm, and SVT (Cai et al., 2007), a nuclear norm minimization based algorithm. We use
the Matlab code provided by the respective authors except for MMMF for which we use our
own implementation.
Synthetic data with uniform sampling Following (Jain et al., 2010), we generate random
rank-2 matrices W? ∈ Rd×d of various sizes d and sample a fraction p = 0.1 of entries for
learning. Figure 5.5(a) reports the time taken by the algorithms to reach a root mean square
error (RMSE) of 10−3 on the learning set. The corresponding RMSE on the test set is presented
in Figure 5.5(b). Results are averaged over 10 runs. The proposed algorithms compete with the
other methods both in terms of convergence speed and test error.
Movielens data Finally, we compare the fixed-rank factorization based algorithms on the
1M movielens collaborative filtering data, which contains one million ratings for 6,040 users and
3,952 movies. We average the test RMSE for different values of the rank over 10 random 90/10
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Figure 5.5: Matrix completion on synthetic data. The proposed algorithms compete with state-
of-the-art low-rank matrix completion algorithms, both in terms of time to reach convergence
(c) and test error (d).
train/test partitions. Results are presented in Table 5.1. The proposed algorithms compete
with the other methods. In particular, the algorithm based on the polar factorization achieves
the smallest RMSE for rank 10 and 12. Standard deviations of the errors are not reported since
they are not significant.
Table 5.1: Test RMSE on Movielens data
r Balanced Polar MMMF SVP OptSpace ADMiRa
2 0.90 0.89 0.88 0.89 0.90 1.11
3 0.90 0.89 0.88 0.88 0.90 1.09
5 0.90 0.87 0.86 0.88 0.90 1.07
7 0.88 0.86 0.86 0.89 0.89 1.04
10 0.88 0.85 0.86 0.90 0.89 1.04
12 0.88 0.85 0.87 0.92 0.89 1.03
5.6 Conclusion
In this chapter, we present novel algorithms for learning fixed-rank matrices in high-dimensional
regression problems. The developed geometrical framework unifies several recent contributions in
the literature and generalizes the results of Chapter 4 on learning symmetric fixed-rank positive
semidefinite matrices. The proposed algorithms apply to a large number of applications and
compete with the state-of-the-art on preliminary experiments.
Chapter 6
From first-order to second-order optimization algorithms
Chapter abstract: This chapter presents recent and ongoing research on rank-constrained
second-order optimization algorithms. Our purpose is to provide the necessary material for the
derivation of second-order optimization algorithms for learning a fixed-rank matrix.
We propose convenient formulas for computing the Riemannian connections associated with the
quotient manifolds presented in Chapters 4 and 5. We then exploit those formulas to design
novel trust-region algorithms for two matrix completion problems.
We show that for these problems, the underlying sparse structure allows us to compute efficiently
the Riemannian Hessian. The proposed trust-region algorithms enjoy superlinear convergence
properties and maintain a linear complexity both in the leading matrix dimension and in the
number of available observations.
Numerical experiments illustrate the potential of the proposed trust-region algorithms.
Matrix and distance matrix completion are chosen as illustrative applications, but the proposed
algorithms can be easily extended to other fixed-rank linear regression problems.
The material of this chapter is part of the following ongoing works:
B. Mishra, G. Meyer and R. Sepulchre
Low-rank optimization for distance matrix completion
Submitted to the 50th IEEE Conference on Decision and Control, Orlando (USA), 2011.
B. Mishra, G. Meyer and R. Sepulchre
Low-rank optimization for large-scale non-symmetric problems
Technical report, University of Liège, Belgium, 2011.
6.1 Introduction
Most developed algorithms for learning a low-rank matrix are first-order optimization methods.
Although first-order methods cannot yield as high numerical precision as second-order methods,
they are often preferred because they can be applied to much larger problems. The purpose
of this chapter is to demonstrate that efficient second-order algorithms for learning a low-rank
matrix can be obtained. The proposed approach combines the computational advantages of
fixed-rank matrix factorizations with the theory of Riemannian trust-region algorithms.
Trust-region methods on Riemannian manifolds have been well-studied and come with a well-
characterized convergence theory (Absil et al., 2007, 2008). With a proper choice of algorithm
parameters, they enjoy superlinear converge to a local minimum of the considered cost function.
A potential limitation in the use of fixed-rank matrix factorizations for the design of second-
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order algorithms is that the invariance properties of the factorization induce a cost function
with non-isolated critical points. This is indeed a source of difficulty for most existing second-
order algorithms that might prevent the algorithm to converge (see Absil et al., 2009). Existing
algorithms have addressed this issue with ad hoc heuristics that consist in normalizing the
considered factorization (Kearsley et al., 1998) or adding a symmetry breaking penalization
term to the considered cost function (Tarazaga and Trosset, 1993).
In contrast to the existing heuristics, the proposed approach lifts the invariance properties of
fixed-rank factorizations in the search space and reformulates the initial problem on a quotient
manifold. The proposed approach is cheaper from a computational point of view, preserves the
initial problem geometry, and renders the critical points of the cost function isolated.
The material associated with Riemannian trust-region algorithms is presented in Section 3.5.
With the material presented in Chapters 4 and 5, the only missing ingredient for the deriva-
tion of Riemannian trust-region algorithms for learning a fixed-rank matrix is convenient for-
mulas for computing the Riemannian connection on the considered quotient manifolds.
We will provide such formulas and exploit them to develop trust-region algorithms for matrix
completion and distance matrix completion. The sparse structure of these problems allows us
to compute efficiently the Riemannian Hessian resulting in trust-region algorithms that scale
linearly with the problem dimension.
6.2 Formulas for the Riemannian connection
In this section, we derive closed-form formulas for the Riemannian connections associated with
the quotient manifold geometries presented in Chapters 4 and 5.
The followed approach crucially relies on the structure of a Riemannian quotient manifold.
We will make use of formula (3.34) that relates the Riemannian connection in the quotient space
to the Riemannian connection in the total space. When needed, the Riemannian connections in
the total space will be identified from Koszul formula (3.26).
6.2.1 Riemannian connections on S+(r, d)
This section presents the Riemannian connections associated with the two quotient geometries
S+(r, d) ' Rd×r∗ /O(r) ' (St(r, d)× S++(r))/O(r). (6.1)
Riemannian connection on Rd×r∗ /O(r)
Let ξ[G], ζ[G] be two vector fields on the quotient manifold and ξ¯G, ζ¯G the associated horizontal
vector fields. A straight application of the material presented in Journée et al. (2010) gives us
the following formula for the Riemannian connection on Rd×r∗ /O(r),
∇ξ[G] ζ[G] = PHG (Dζ¯G[ξ¯G]). (6.2)
The projection of a tangent vector ξG ∈ Rd×r in the total space onto the horizontal space is
PHG (ξG) = ξG −GΩ,
where the skew-symmetric matrix Ω ∈ Rr×r is the solution of the Sylvester equation
ΩGTG + GTGΩ = GT ξG − ξ TGG.
This matrix equation can be transformed to a diagonal system of linear equations using an
eigendecomposition of GTG. The computation of GTG and GT ξG requires O(dr2) operations,
and the resolution of the previous equation can be performed in O(r3) operations.
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Riemannian connection on (St(r, d)× S++(r))/O(r)
Formula (3.34) that relates the Riemannian connection in the quotient space to the Riemannian
connection in the total space only applies to a Riemannian quotient manifold.
The quotient geometry introduced in Bonnabel and Sepulchre (2009) is not a Riemannian
quotient manifold because the vertical and horizontal spaces are not chosen orthogonal with
respect to the Riemannian metric. As a preliminary step to the derivation of the Riemannian
connection on (St(r, d) × S++(r))/O(r), we generalize the quotient geometry introduced by
Bonnabel and Sepulchre (2009) and turn it into a Riemannian quotient manifold.
Proposition 6.2.1. The quotient space (St(r, d) × S++(r))/O(r) admits the structure of a
Riemannian quotient manifold when St(r, d)× S++(r) is endowed with the Riemannian metric
g¯(U,R2)((ξU, ξR2), (ζU, ζR2)) = Tr(ξ TUζU) + Tr(R−2ξR2R−2ζR2), (6.3)
and when the set of associated horizontal vectors (ξ¯U, ξ¯R2) is defined by
ξ¯U = USkew(A) + U⊥, A ∈ Rr×r, U⊥ ∈ Rd×r∗ and UT⊥U = 0,
ξ¯R2 = Sym(D), D ∈ Rr×r,
with the additional requirement that
Skew(A) = R−2ξ¯R2 − ξ¯R2R−2. (6.4)
Proof. See Appendix A.
In the special case A = 0, we recover the geometry proposed by Bonnabel and Sepulchre
(2009). The projection onto the set of horizontal vectors is defined as follows.
Proposition 6.2.2. Let (ξU, ξR2) be a tangent vector in the total space St(r, d) × S++(r), its
projection onto the set of horizontal vectors is given by
PH(U,R2)(ξU, ξR2) = (ξU −UΩ, ξR2 −R2Ω + ΩR2), (6.5)
where ΩT = −Ω ∈ Rr×r is the unique solution of the Sylvester equation
ΩR4 + R4Ω = R2Skew(UT ξU)R2 + R2Sym(ξR2)− Sym(ξR2)R2. (6.6)
Proof. See Appendix A
Let ξ[(U,R2)], ζ[(U,R2)] be two vector fields on the quotient manifold and (ξ¯U, ξ¯R2), (ζ¯U, ζ¯R2)
the associated horizontal vector fields. Exploiting formula 3.34, the Riemannian connection on
the quotient manifold (St(r, d)× S++(r))/O(r) is given by
∇ξ[(U,R2)] ζ[(U,R2)] = PH(U,R2)(∇(ξ¯U,ξ¯R2 )ζ¯U, ∇(ξ¯U,ξ¯R2 )ζ¯R2), (6.7)
where
∇(ξ¯U,ξ¯R2 )ζ¯U = PU(Dζ¯U[ξ¯U, ξ¯R2 ]),
∇(ξ¯U,ξ¯R2 )ζ¯R2 = Dζ¯R2 [ξ¯U, ξ¯R2 ]− Sym(ξ¯R2R
−2ζ¯R2).
The derivation of the Riemannian connection ∇(ξ¯U,ξ¯R2 )ζ¯R2 on S++(r) is provided in Appendix
B.
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6.2.2 Riemannian connections on F(r, d1, d2)
This section presents the Riemannian connections associated with the two quotient geometries
F(r, d1, d2) ' (Rd1×r∗ × Rd2×r∗ )/GL(r) ' (St(r, d1)× S++(r)× St(r, d2))/O(r),
The two geometries have the structure of a Riemannian quotient manifold (see Chapter 5).
Riemannian connection on (Rd1×r∗ × Rd2×r∗ )/GL(r)
We first define the projection onto the set of horizontal vectors.
Proposition 6.2.3. Let (ξG, ξH) be a tangent vector in the total space Rd1×r∗ × Rd2×r∗ , its
projection onto the set of horizontal vectors is given by
PH(G,H)(ξG, ξH) = (ξG + GΛ, ξH −HΛT )
where Λ ∈ Rr×r is the unique solution of the Sylvester equation
(HTH)(GTG)Λ + Λ(HTH)(GTG) = ξTHH(GTG)− (HTH)GT ξG. (6.8)
Proof. See Appendix A
The solution of the Sylvester equation (6.8) can be obtained in O(r3) operations using a
standard solver such as SLICOT-SB04MD which is embedded in the Matlab function lyap.
Consider ξ[(G,H)], ζ[(G,H)] two vector fields on the quotient manifold and (ξ¯G, ξ¯H), (ζ¯G, ζ¯H)
the associated horizontal vector fields. The Riemannian connection for the quotient manifold
(Rd1×r∗ × Rd2×r∗ )/GL(r) is defined by
∇ξ[(G,H)] ζ[(G,H)] = PH(G,H)(∇(ξ¯G,ξ¯H)ζ¯G,∇(ξ¯G,ξ¯H)ζ¯H), (6.9)
where
∇(ξ¯G,ξ¯H)ζ¯G = Dζ¯G[ξ¯G, ξ¯H]− ζ¯G(GTG)−1Sym(ξ¯ TGG)− ξ¯G(GTG)−1Sym(ζ¯ TGG)
+ G(GTG)−1Sym(ζ¯ TG ξ¯G),
∇(ξ¯G,ξ¯H)ζ¯H = Dζ¯H[ξ¯G, ξ¯H]− ζ¯H(HTH)−1Sym(ξ¯ THH)− ξ¯H(HTH)−1Sym(ζ¯ THH)
+ H(HTH)−1Sym(ζ¯ TH ξ¯H).
The derivation of these two formulas is provided in Appendix B.
Riemannian connection on (St(r, d1)× S++(r)× St(r, d2))/O(r)
The projection onto the set of horizontal vectors is defined as follows.
Proposition 6.2.4. Let (ξU, ξB, ξV) be a tangent vector in the total space St(r, d1)× S++(r)×
St(r, d2), its projection onto the set of horizontal vectors is given by
PH(U,B,V)(ξU, ξB, ξV) = (ξU −UΩ, , ξB −BΩ + ΩB, ξV −VΩ) (6.10)
where ΩT = −Ω ∈ Rr×r is the unique solution of the Sylvester equation
ΩB2 + B2Ω = B(Skew(UT ξU) + Skew(VT ξV))B + BSym(ξB)− Sym(ξB)B. (6.11)
Proof. See Appendix A
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Consider ξ[(U,B,V)], ζ[(U,B,V)] two vector fields on the quotient manifold and their associated
horizontal vector fields (ξ¯U, ξ¯B, ξ¯V), (ζ¯U, ζ¯B, ζ¯V). The Riemannian connection for the quotient
manifold (St(r, d1)× S++(r)× St(r, d2))/O(r) is defined by
∇ξ[(U,B,V)] ζ[(U,B,V)] = PH(U,B,V)(∇(ξ¯U,ξ¯B,ξ¯V)ζ¯U,∇(ξ¯U,ξ¯B,ξ¯V)ζ¯B,∇(ξ¯U,ξ¯B,ξ¯V)ζ¯V), (6.12)
where
∇(ξ¯U,ξ¯B,ξ¯V)ζ¯U = PU(Dζ¯U[ξ¯U, ξ¯B, ξ¯V]),
∇(ξ¯U,ξ¯B,ξ¯V)ζ¯B = Dζ¯B[ξ¯U, ξ¯B, ξ¯V]− Sym(ξ¯BB−1ζ¯B),
∇(ξ¯U,ξ¯B,ξ¯V)ζ¯V = PV(Dζ¯V[ξ¯U, ξ¯B, ξ¯V]).
6.3 Computing the Riemannian Hessian
In this section, we provide formulas for computing efficiently the Riemannian Hessian associated
with the cost function of two matrix completion problems. We show how to exploit the sparse
structure of the underlying problem to maintain a linear complexity in the number of available
observations and in the leading matrix dimension.
6.3.1 Riemannian Hessian for low-rank distance matrix completion
We consider the distance matrix completion formulation (2.5.4) with the cost function
f : S+(r, n)→: W 7→
∑
(i,j)∈D
(yˆij − yij)2, (6.13)
where yˆij = Tr((W(ei − ej)(ei − ej)T ) and ei, ej ∈ Rn are canonical basis vectors. The total
number of available distances yij is |D|. We first construct a n-by-|D| sparse matrix E whose
columns are defined as (ei− ej), for all observations (i, j) ∈ D. Each column of E thus contains
two elements and the number of nonzero elements in E is 2|D|. We also define the |D|-by-|D|
diagonal matrix ∆ which contains all signed prediction errors (yˆij − yij) on the diagonal.
Riemannian Hessian on Rd×r∗ /O(r)
With the previous definitions, we compute the Riemannian Hessian of the cost function
f(G) =
∑
(i,j)∈D
((ei − ej)TGGT (ei − ej)− yij)2 (6.14)
on the quotient manifold Rd×r∗ /O(r). The Riemannian Hessian of this cost function is obtained
by applying the Riemannian connection (6.2) to the gradient vector field
gradf(G) = 4
∑
(i,j)∈D
(yˆij − yˆij)(ei − ej)(ei − ej)TG = 4E∆ETG. (6.15)
This gradient can be evaluated in O(|D|r) operations. We obtain the Riemannian Hessian as
Hessf(G)[ξ¯G] = 4PHG (E∆ET ξ¯G + E∆˜ETG), (6.16)
where ∆˜ = 2Diag((ETG)(ξ¯ TGE)). Computing (6.16) requires O(|D|r + nr2 + r3) operations.
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Riemannian Hessian on (St(r, d)× S++(r))/O(r)
We now compute the Riemannian Hessian of the cost function
f(U,R2) =
∑
(i,j)∈D
((ei − ej)TUR2UT (ei − ej)− yij)2 (6.17)
on the quotient manifold (St(r, d)×S++(r))/O(r). The Riemannian Hessian of this cost function
is obtained by applying the Riemannian connection (6.7) to the gradient vector field
gradUf = 4
∑
(i,j)∈D
(yˆij − yˆij)PU((ei − ej)(ei − ej)TUR2) = 4PU(E∆ETUR2),
gradR2f = 2
∑
(i,j)∈D
(yˆij − yˆij)R2(UT (ei − ej)(ei − ej)TU)R2 = 2R2(UTE∆ETU)R2.
The gradient can be evaluated in O(|D|r + dr2 + r2) operations. The Riemannian Hessian is
Hessf(U,R2)[ξ¯U, ξ¯R2 ] = PH(U,R2)(HessUf,HessR2), (6.18)
where
HessUf = 4PU(E∆ET (Uξ¯R2 + ξ¯UR2) + E∆˜ETUR2 − ξ¯USym(UTE∆ETUR2)),
HessR2f = ξ¯R2(E∆ET )R2 + R2(E∆ET )ξ¯R2 − Sym(ξ¯R2R−2gradR2f)
+ R2(ξ¯ TUE∆ETU + UTE∆ET ξ¯U + UTE∆˜ETU)R2.
and ∆˜ = 2Diag((ETUξ¯R2)(UTE) + 2(ETUR2)(ξ¯ TUE)). With the projection step, the compu-
tation of the Riemannian Hessian (6.18) can be performed in O(|D|r + nr2 + r3) operations.
6.3.2 Riemannian Hessian for low-rank matrix completion
We consider the low-rank matrix completion problem (2.5) with the cost function
f : F(r, d1, d2)→: W 7→
∑
(i,j)∈Ω
(yˆij − yij)2, (6.19)
where yˆij = Tr(WejeTi ) and with the canonical basis vectors ei ∈ Rd1 and ej ∈ Rd2 . The total
number of available entries yij = W?ij is |Ω|. We define the d1-by-d2 sparse matrix
S =
∑
(i,j)∈Ω
(yˆij − yij)eieTj ,
which contains at most |Ω| nonzero elements.
Riemannian Hessian on (Rd1×r∗ × Rd2×r∗ )/GL(r)
With the previous definitions, we compute the Riemannian Hessian of the cost function
f(G,H) =
∑
(i,j)∈Ω
(eTi GHTej − yij)2 (6.20)
on the quotient manifold (Rd1×r∗ ×Rd2×r∗ )/GL(r). The Riemannian Hessian of this cost function
is obtained by applying the Riemannian connection (6.9) to the gradient vector field
gradGf = 2
∑
(i,j)∈Ω
(yˆij − yˆij)eieTj H(GTG) = 2SH(GTG),
gradHf = 2
∑
(i,j)∈Ω
(yˆij − yˆij)ejeTi G(HTH) = 2STG(HTH).
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The gradient can be evaluated in O(|Ω|r + (d1 + d2)r2) operations. The Riemannian Hessian is
Hessf(G,H)[ξ¯G, ξ¯H] = PH(G,H)(HessGf,HessHf), (6.21)
where
HessGf = S(HSym(GT ξ¯G) + ξ¯H(GTG)) + S¯H(GTG)
− ξ¯G(GTG)−1Sym(GT gradGf) + G(GTG)−1Sym(GT ξ¯G),
HessHf = ST (GSym(HT ξ¯H) + ξ¯G(HTH)) + S¯TG(HTH)
− ξ¯H(HTH)−1Sym(HT gradHf) + H(HTH)−1Sym(HT ξ¯H),
and
S¯ =
∑
(i,j)∈Ω
(eTi (Gξ¯ TH + ξ¯GHT )ej)eieTj .
The Riemannian Hessian (6.22) can be computed in O(|Ω|r + (d1 + d2)r2 + r3) operations.
Riemannian Hessian on (St(r, d1)× S++(r)× St(r, d2))/O(r)
We now compute the Riemannian Hessian of the cost function
f(U,B,V) =
∑
(i,j)∈Ω
(eTi UBVTej − yij)2
on the quotient manifold (St(r, d1)×S++(r)× St(r, d2))/O(r). The Riemannian Hessian of this
cost function is obtained by applying the Riemannian connection (6.12) to the gradient vector
field
gradUf = 2
∑
(i,j)∈Ω
(yˆij − yˆij)PU(eieTj VB) = 2PU(SVB),
gradBf = 2
∑
(i,j)∈Ω
(yˆij − yˆij)BSym(VTejeTi U)B = 2BSym(VTSTU)B,
gradVf = 2
∑
(i,j)∈Ω
(yˆij − yˆij)PV(ejeTi UB) = 2PV(STUB),
The gradient can be evaluated in O(|Ω|r + (d1 + d2)r2 + r2) operations. We have
Hessf(U,B,V)[ξ¯U, ξ¯B, ξ¯V] = PH(U,B,V)(HessUf,HessB,HessUf), (6.22)
where
HessUf = PU(S(Vξ¯B + ξ¯VB) + S¯VB− ξ¯USym(UTSVB))
HessBf = ξ¯BSym(VTSTU)B + BSym(VTSTU)ξ¯B
+ BSym(ξ¯USV + UT S¯V + UTSξ¯V)B− Sym(ξ¯BB−1gradBf)
HessUf = PV(S(Uξ¯B + ξ¯UB) + S¯UB− ξ¯VSym(VTSTUB))
and
S¯ =
∑
(i,j)∈Ω
(eTi (ξ¯UBVT + Uξ¯BVT + UBξ¯ TV)ej)eieTj .
The Riemannian Hessian (6.22) can be computed in O(|Ω|r + (d1 + d2)r2 + r3) operations.
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6.4 Experiments
Sections 6.4.1 and 6.4.2 present numerical experiments that illustrate the good behavior of the
proposed trust-region algorithms on symmetric and non-symmetric matrix completion problems.
For these experiments, we choose the GenRTR Matlab toolbox (Absil et al., 2007) that only
requires interface with manifold related functions (such as retraction, projection on the tangent
space and metric) and cost related functions (such as evaluation of the cost function, gradient
and Hessian).1 The chosen implementation solves the trust-region subproblem (3.29) using a
truncated conjugate-gradient algorithm (see Algorithm 11 in Absil et al., 2007, for more details).
Additional experiments are provided in the papers Mishra et al. (2011a,b).
6.4.1 Low-rank distance matrix completion
The experiments in this section aim at reconstructing the two-dimensional US Cities data em-
bedding (Figure 6.1(a)) from a subset of pairwise distances selected uniformly and at random.
The US cities data set (Cucuringu et al., 2011) contains the positions of n = 3075 US cities.
We sample 25% of the total number of pairwise distances n(n − 1)/2 = 4, 726, 275 and learn
a two dimensional Euclidean embedding of the data from these pairwise distances only. This
results in learning from |D| = 1, 181, 569 pairwise distances. Gaussian noise is superposed to the
observed distances. The noise level is 10% of the standard deviation of the observed distances.
All algorithms start from the same initial condition which is chosen at random and they all
minimize the cost function (6.19).
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Figure 6.1: Left: exact data embedding for the US cities data set. Right: predictions (red
dots) are very close to true positions (blue dots). The current figure is best viewed in color.
.
Excellent reconstruction of the two-dimensional data embedding is observed (Figure 6.1(b)).
Since the algorithms learn from pairwise distances, they can only identify the embedding up to
a rotation transform. As a post-processing step, we thus rotate the embedding such it appears
as the original data. We only show the obtained result for the trust-region algorithm based on
the flat geometry. The obtained results for the other algorithms are almost identical. Additional
observations for this experiment are summarized in Table 6.1. All algorithms roughly achieve
the same final value of the cost function. Regarding time required to achieve convergence, the
algorithms based on the flat geometry are clearly the best performers for this problem.
1The toolbox is available from http://www.math.fsu.edu/~cbaker/GenRTR/.
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Table 6.1: Statistics for the US Cities experiment
Trust-Region Gradient Descent
Flat Geometry Polar Geometry Flat Geometry Polar Geometry
Time taken 2.89 minutes 6.09 minutes 2.22 minutes 41.05 minutes
Num. iter. 108 56 154 751
Cost function 1531.52 1531.52 1531.71 1533.05
6.4.2 Low-rank matrix completion
We now perform experiments on non-symmetric matrix completion problems (Section 2.1.2).
All algorithms presented in this section minimize the cost function (2.5).
Gradient descent versus trust-region
We first illustrate that trust-region algorithms require less iterations to converge than gradient
descent algorithms. For this purpose, a data matrix W? ∈ R1000×1000 of rank r = 50 is generated
and 25% of its entries are selected uniformly and at random for learning. The resulting number
of entries for learning is |Ω| = 250, 000. The matrix W? is generated with entries distributed
according to a Gaussian distribution N (0, 1). Gaussian noise is added to the observed entries.
The noise level is 10% of the standard deviation of the observed entries. All algorithms start
from the rank-50 SVD of the matrix PΩ(W?). They all terminate when the cost function drops
below 10−4 or when the relative improvement in the cost function drops below 10−5.
The obtained results show that trust-region algorithms require less iterations to converge
than gradient descent algorithms, both for the balanced (Figure 6.2(a)) and polar factorization
(Figure 6.2(b)). Moreover, trust-region algorithms also require less time to converge. For the
balanced factorization, the time required to achieve convergence is 21.06 seconds for the trust-
region algorithm and 33.34 seconds for the gradient descent algorithm. For the polar factoriza-
tion, the time required to achieve convergence is 28.79 seconds for the trust-region algorithm
and 31.34 seconds for the gradient descent algorithm. The observed tendency is confirmed by
the experiments in the next section on larger data sets.
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(a) Balanced Factorization W = GHT .
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(b) Polar Factorization W = UBVT .
Figure 6.2: Gradient descent versus trust-region on a toy random matrix completion problem.
For both factorizations, trust-region algorithms require less iterations and less time than gradient
descent algorithms to achieve the desired optimization precision.
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Scaling test
We now evaluate the speed of the proposed trust-region algorithms on larger random data sets,
and compare them to their batch gradient descent counterpart. Random matrices W? ∈ Rd×d
of rank 10 and of various sizes d are generated with entries distributed according to a Gaussian
distribution N (0, 1). The time and number of iterations required to achieve a mean square error
of 10−3 on the set of training samples is measured. For each problem, we sample 10% of the
total amount of entries for learning and the algorithms are run with a fixed-rank r = 10. All
algorithms start from the rank-10 SVD of the matrix PΩ(W?). Results are averaged over 5 runs.
This test has been performed on a single core Intel L5420 2.5 GHz with 5GB of RAM.
The time taken by the algorithms to achieve convergence is reported in Figure 6.3(a). The
number of iterations required to achieve convergence is reported at Figure 6.3(c) for the trust-
region algorithms, and in Figure 6.3(d) for the gradient descent algorithms. Root mean square
errors on the set of test samples are provided in Figure 6.3(b).
For this benchmark, trust-region algorithms run faster their gradient descent counterparts.
This is illustrated in terms of the time required to achieve the desired precision (Figure 6.3(a)).
When the problem size is d = 10, 000, the number of known entries is about 10 millions. In that
setting, the trust-region algorithm based on the balanced geometry converges in 3.05 minutes
on average whereas the trust-region algorithm based on the polar geometry converges in 4.27
minutes on average. In contrast, the gradient descent algorithm based on the balanced geometry
converges in 47.88 minutes on average whereas the gradient descent algorithm based on the polar
geometry converges in 47.51 minutes on average.
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Figure 6.3: Scaling test for the trust-region algorithms on random matrix completion problems.
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6.5 Conclusion
In this chapter, we equip the quotient manifold geometries developed in Chapters 4 and 5 with
closed-form expressions for computing the Riemannian connections. The resulting formulas
allow us to derive efficient trust-region algorithms for matrix and distance matrix completion.
We show that for these problems, the underlying sparse structure of the data leads to trust-
region algorithms that maintain a linear complexity in the matrix dimension and in the number
of available observations. The proposed algorithms come with a well-characterized convergence
theory and enjoy a superlinear convergence rate.
Preliminary experiments on matrix completion problems demonstrate that the proposed
trust-region algorithms scale well with the problem dimension and that they typically run faster
than their batch gradient descent counterparts.
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Chapter 7
Conclusion and perspectives for future research
In this thesis, we exploit the rich Riemannian geometry of the set of fixed-rank matrices as a
quotient manifold to design efficient linear regression algorithms. We propose novel gradient
descent and trust-region algorithms for learning a fixed-rank matrix. We further establish con-
nections between the proposed algorithms and earlier algorithmic contributions in the literature
on learning fixed-rank matrices. The established connections provide new geometric insights
into previously proposed algorithms as well as perspectives for extension.
We thereby show that optimization on matrix manifolds is an effective and versatile opti-
mization framework for the design of rank-constrained machine learning algorithms.
A first contribution of the thesis is to cast several modern machine learning applications
as linear regression problems on the set of fixed-rank matrices. Problems such as Mahalanobis
distance learning, kernel learning, low-rank matrix completion, learning on data pairs, multi-
task regression or ranking problems directly fit into the considered linear regression framework
for particular choice of input data, observations and loss functions.
The main contribution of the thesis is to develop novel algorithms for linear regression on
symmetric fixed-rank positive semidefinite matrices and to generalize these developments to
fixed-rank non-symmetric matrices. The proposed algorithms rely on the rich quotient manifold
geometry underlying fixed-rank matrix factorizations. They scale to high-dimensional problems,
enjoy local convergence properties and preserve the geometric structure of the problem.
The potential of the proposed algorithms is illustrated on several benchmark experiments
for which the proposed algorithms compete with the state-of-the-art.
As a specific contribution to the learning of fixed-rank symmetric positive semidefinite ma-
trices, we generalize the results of Kulis et al. (2009) for learning matrices of a fixed range space.
Indeed, our algorithms impose no restriction on the range space of the learned matrix and nu-
merical experiments illustrate the benefits of simultaneously learning the subspace of the matrix
and a positive definite linear operator within that subspace. The performance improvement over
algorithms that fix the subspace of the learned matrix beforehand can be significant, especially
in the case where the chosen rank is small compared to the original problem dimension.
The proposed algorithms for learning fixed-rank non-symmetric matrices rely on novel quo-
tient geometries for the set of fixed-rank matrices. The proposed quotient geometries generalize
previous works on analogous quotient geometries for fixed-rank symmetric positive semidefinite
matrices (Bonnabel and Sepulchre, 2009; Journée et al., 2010). The proposed algorithms have
appealing computational properties. In particular, using a balanced factorization allows us to
ensure a good numerical conditioning of the algorithm. The algorithm based on the polar factor-
ization allows us to perform regularization with minimal increase of the algorithm complexity.
Finally, we provide the material for the design of second-order rank-constrained optimiza-
tion algorithms. Novel formulas for computing the Riemannian connection associated with the
quotient manifold geometries considered in the thesis are proposed. We exploit those formula
in the design of efficient trust-region algorithms for matrix completion problems. The proposed
algorithms scale linearly in the problem size and enjoy a superlinear convergence rate.
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Perspectives for future research
In this thesis, we have not investigated the probabilistic interpretation of the considered linear
regression models and of the proposed algorithms. This is a topic left for future research that
could be investigated in the light of recent work in this area (Ilin and Raiko, 2010).
A promising research direction pertaining to low-rank matrix factorizations is to investigate
the interplay between geometric optimization methods based on low-rank matrix factorizations
and convex relaxation approaches based on the nuclear norm. As the nuclear norm also enjoys
a rich convex geometry, it could be exploited in combination with manifold based optimization
techniques to develop custom solvers for efficient nuclear norm minimization, possibly yielding
global convergence properties, faster convergence rates, while being memory-efficient.
An open question related to low-rank matrix factorizations concerns the choice of the best
factorization for a given problem. It is tempting to believe that a given parametrization of the
search space could be better suited to a given problem structure. Our intuition comes from
the analogy with the polar coordinates system in the Euclidean space that provide dramatic
simplifications for axisymmetric problems.
Due to the nonconvex nature of the fixed-rank constraint, the convergence results are only
local and little can be presently said about the global convergence of the proposed algorithms.
Global convergence properties are however not hopeless and could be facilitated by the consid-
ered low-rank factorizations. For instance, global convergence properties have been established
for PCA algorithms from an explicit analysis of the critical points (Chen et al., 1998). Re-
cent results also suggest good global convergence properties for low-rank matrix completion
algorithms that rely on a good heuristic for the initialization (Keshavan et al., 2010; Jain et al.,
2010). Experimental results obtained in this thesis suggest the same conclusions for the proposed
algorithms, meaning that further research on global convergence results is certainly worthwhile.
Another promising research direction is the development of distributed and parallelized ver-
sions of the proposed algorithms. Indeed, with the increasingly growing size and number of
large-scale problems, modern data sets no longer fit on a single computer and traditional ma-
chine learning algorithms often have prohibitively long running times. Existing approaches for
distributed and parallel stochastic gradient optimization in Rd (Tsitsiklis et al., 1986; Zinkevich
et al., 2010; Louppe and Geurts, 2010; Agarwal and Duchi, 2011) require technical adaptations
to be generalized to manifolds. The recent developments in consensus and distributed algorithms
on manifolds (Sarlette, 2009) as well as recent works on averaging over Riemannian manifolds
(Arsigny et al., 2007; Bonnabel and Sepulchre, 2009) provide a good starting point.
Likewise, accelerated stochastic gradient techniques in Rd progressively gain popularity (Bor-
des et al., 2009; Yu et al., 2010), and their adaptation to manifolds is of topical interest.
Appendix A
Proofs
Convergence proof of algorithm (4.3)
Bottou (1998) reviews the mathematical tools required to prove almost sure convergence, that
is asymptotic convergence with probability one, of stochastic gradient algorithms. Almost sure
convergence follows from the following five assumptions:
(A1) F (G) = EX,y{`(yˆ, y)} ≥ 0 is three times differentiable with bounded derivatives,
(A2) the step sizes satisfy ∑∞t=1 η2t <∞ and ∑∞t=1 ηt =∞,
(A3) EX,y{‖gradf(G)‖2F } ≤ k1 + k2‖G‖2F , where f(G) = `(yˆ, y),
(A4) ∃h1 > 0, inf‖G‖2F>h1
Tr(GTEX,y{gradf(G)}) > 0,
(A5) ∃h2 > h1, ∀(X, y) ∈ X × Y, sup
‖G‖2F<h2
‖gradf(G)‖F ≤ k3.
Provided that algorithm (4.3) is equipped with an adaptive step size st = ηt/max(‖Gt‖2F , 1),
where the ηt satisfy (A2), we have the following convergence result.
Proposition for bounded data (x, y), algorithm (4.3) equipped with the step size st defined
above converges almost surely to the set of stationary points of the cost function
F (G) = EX,y{f(G)}, f(G) = 12(yˆ − y)
2. (A.1)
Proof. The proof is completed in two steps. First, it is shown that the stochastic sequence
ut = max(h2, ‖Gt‖2F ),
defines a Lyapunov process (always positive and decreasing on average) which is bounded almost
surely by h2. This implies that Gt is almost surely confined within distance
√
h2 from the
origin and provides almost sure bounds on all continuous functions of Gt. In Bottou (1998),
confinement is essentially based on (A3) and (A4). To ensure almost sure confinement of Gt,
we rely on the fact that EX,y{‖gradf(G)/max(‖G‖2F , 1)‖2F } ≤ k1 + k2‖G‖2F .
Second, the Lyapunov process vt = F (Gt) ≥ 0 is proved to converge almost surely. Con-
vergence of F (Gt) is then used to show that wt = grad F (Gt) tends to zero almost surely.
Technical details are adapted from the paper of Bottou (1998).
In practice, saddle points and local maxima are unstable solutions while convergence to
asymptotic plateaus is excluded by (A4). As a result, almost sure convergence to a local mini-
mum of the expected cost is obtained.
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Proof of Proposition 5.3.1
Let γ : t 7→ (GM(t)−1,HM(t)T ) with M(t) ∈ GL(r) be a curve along the equivalence class
[(G,H)] passing through (G,H) at t = 0. The derivative γ˙(t) evaluated in t = 0 gives us the
expression of vertical vectors at (G,H),
γ˙(t)|t=0 = (−GΛ,HΛT ), Λ ∈ Rr×r.
Hence,
V(G,H)F(r, d1, d2) = {(−GΛ,HΛT ) : Λ ∈ Rr×r} (A.2)
Horizontal vectors (ξ¯G, ξ¯H) at (G,H) are canonically chosen to be orthogonal to vertical vectors
according to the chosen metric (5.7). Horizontal vectors (ξ¯G, ξ¯H) must then satisfy the condition
Tr((GTG)−1ξ¯ TG(−GΛ)) + Tr((HTH)−1ξ¯ TH(HΛT )) = 0, ∀Λ ∈ Rr×r,
which holds if and only if
ξ¯ TGG(HTH) = (GTG)HT ξ¯H.
One readily checks that (5.9) satisfies (5.8). Furthermore, the number of constraints imposed
by (5.8) matches the number of degrees of freedom in (5.8). We thus conclude that the two
representations (5.9) and (5.8) are equivalent.
Proof of Proposition 5.3.2
Let f : (Rd1×r∗ × Rd2×r∗ )/GL(r)→ R be an arbitrary smooth function, and define
f¯ , f ◦ pi : (Rd1×r∗ × Rd2×r∗ )→ R.
Consider the mapping
h : (G,H) 7→ (GM−1,HMT ),
where M ∈ GL(r). Since pi(h(G,H)) = pi(G,H) for all (G,H), we have
f¯(h(G,H)) = f¯(G,H), for all (G,H).
By taking the differential of both sides,
Df¯(h(G,H))[Dh(G,H)[(ξ¯G, ξ¯H)]] = Df¯(G,H)[(ξ¯G, ξ¯H)]. (A.3)
By definition of (ξ¯G, ξ¯H), we have
Df¯(G,H)[(ξ¯G, ξ¯H)] = Df(pi(G,H))[ξ[(G,H)]].
Moreover, we have
Dh(G,H)[(ξ¯G, ξ¯H)] = (ξ¯GM−1, ξ¯HMT ).
Thus, (A.3) yields
Df¯(GM−1,HMT )[(ξ¯GM−1, ξ¯HMT )] = Df(pi(GM−1,HMT ))[ξ[(G,H)]].
Since this equality is valid for any smooth function f , it implies that
Dpi(GM−1,HMT )[(ξ¯GM−1, ξ¯HMT )] = ξ[(G,H)].
Finally, observe that (ξ¯GM−1, ξ¯HMT ) is a horizontal vector at (GM−1,HMT ), since
(ξ¯GM−1)TGM−1MHTHMT = M−TGTGM−1MHT (ξ¯HMT ),
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and thus
ξ¯ TGG(HTH) = (GTG)HT ξ¯H.
Therefore, (ξ¯GM−1, ξ¯HMT ) is the unique horizontal lift of ξ[(G,H)] at (GM−1,HMT ), and
(ξ¯GM−1 , ξ¯HMT ) = (ξ¯GM−1, ξ¯HMT ).
Using this result, we have, for all M ∈ GL(r),
g¯(GM−1,HMT )(ξ¯(GM−1,HMT ), ζ¯(GM−1,HMT )) = g¯(G,H)(ξ¯(G,H), ζ¯(G,H)).
Indeed, for the previous equation, we have
LHS = Tr((M−TGTGM−1)−1(ξ¯GM−1)T (ζ¯GM−1)) + Tr((MHTHMT )−1(ξ¯HMT )T (ζ¯HMT ))
= Tr(M(GTG)−1MTM−T ξ¯ TG ζ¯GM−1) + Tr(M−T (HTH)−1M−1Mξ¯ TH ζ¯HMT )
= Tr((GTG)−1ξ¯ TG ζ¯G) + Tr((HTH)−1ξ¯ TH ζ¯H)
= RHS.
Proof of Proposition 6.2.3
Any tangent vector (ξG, ξH) ∈ Rd1×r × Rd2×r in the total space admits a decomposition
(ξG, ξH) = PH(G,H)(ξG, ξH) + PV(G,H)(ξG, ξH),
where PH(·)(G,H) is the sought projection onto the horizontal space at (G,H) and PV(G,H)(·)
extracts the component that lies in the vertical space. We thus have
PH(G,H)(ξG, ξH) = (ξG + GΛ, ξH −HΛT ).
The value of Λ can be determined by plugging this expression into condition (6.8) that is satisfied
by any horizontal vectors at (G,H),
(ξG + GΛ)TG(HTH) = (GTG)HT (ξH −HΛT ).
Rearranging the terms of the previous equation leads to the Sylvester equation
(HTH)(GTG)Λ + Λ(HTH)(GTG) = ξTHH(GTG)− (HTH)GT ξG.
A solution Λ ∈ Rr×r exists and is unique provided that (HTH)(GTG) has no eigenvalue equal
to zero. This is the case since det((HTH)(GTG)) = det(HTH) det(GTG) > 0.
Proof of Proposition 5.3.3
Let γ : t 7→ (UO(t),O(t)TBO(t),VO(t)) with O(t) ∈ O(r) be a curve along the equivalence
class [(U,B,V)] passing through (U,B,V) at t = 0. The set of vertical vectors at point
(U,B,V) is given by the derivative γ˙(t) evaluated in t = 0,
γ˙(t)|t=0 = (UΩ,BΩ−ΩB,VΩ), ΩT = −Ω ∈ Rr×r.
Hence,
V(U,B,V)F(r, d1, d2) = {(UΩ,BΩ−ΩB,VΩ) : ΩT = −Ω ∈ Rr×r}.
Horizontal vectors (ξ¯U, ξ¯B, ξ¯V) are then defined by the condition
Tr(ξ¯ TU(UΩ)) + Tr(B−1ξ¯BB−1(BΩ−ΩB)) + Tr(ξ¯ TV(VΩ)) = 0, ∀ ΩT = −Ω ∈ Rr×r,
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which holds if and only if
ξ¯ TUU + B−1ξ¯B − ξ¯BB−1 + ξ¯ TVV = UT ξ¯U + ξ¯BB−1 −B−1ξ¯B + VT ξ¯V. (A.4)
Plugging the expressions of generic tangent vectors
ξ¯U = USkew(A) + U⊥ ∈ TUSt(r, d1)
ξ¯B = Sym(D) ∈ TBS++(r)
ξ¯V = VSkew(C) + V⊥ ∈ TVSt(r, d2)
into the previous equation yields
2(B−1ξ¯B − ξ¯BB−1) = 2(Skew(A) + Skew(C)),
which can be rewritten as
B(Skew(A) + Skew(C))B = ξ¯BB−Bξ¯B.
Proof of Proposition 5.3.4
The proof is analogous to the proof of Proposition 5.3.2. The mapping h is now
h : (U,B,V) 7→ (UO,OTBO,VO), O ∈ O(r).
Observe that a horizontal vector (ξ¯UO, ξ¯OTBO, ξ¯VO) at (UO,OTBO,VO) defined as
(ξ¯UO, ξ¯OTBO, ξ¯VO) = (ξ¯UO,OT ξ¯BO, ξ¯VO),
satisfies (A.4) at (UO,OTBO,VO), which means that (ξ¯UO,OT ξ¯BO, ξ¯VO) is a horizontal
vector at (UO,OTBO,VO). Finally, one readily checks that ∀O ∈ O(r),
g¯(UO,OTBO,VO)(ξ¯(UO,OTBO,VO), ζ¯(UO,OTBO,VO)) = g¯(U,B,V)(ξ¯(U,B,V), ζ¯(U,B,V)).
Proof of Proposition 6.2.4
Any given (ξU, ξB, ξV) ∈ T(U,B,V)(St(r, d1)×S++(r)×St(r, d2)) admits a unique decomposition
(ξU, ξB, ξV) = PV(U,B,V)(ξU, ξB, ξV) + PH(U,B,V)(ξU, ξB, ξV),
where PV(·) extracts the component that lies in the vertical space. We have
PH(U,B,V)(ξU, ξB, ξV) = (ξU −UΩ, ξB −BΩ + ΩB, ξV −VΩ).
Substituting this expression into (A.4), one arrives at (6.11). A solution Ω exists and is
unique since B2  0 and −B2 ≺ 0 have no common eigenvalues.
Proof of Theorem 5.4.1
Let us define G(α) = G exp(−αT), H(α) = H exp(αT) and T = GTG −HTH, and consider
the Lyapunov function
ϕ(α) , ϕ(G(α),H(α)) = Tr(G(α)TG(α) + H(α)TH(α)).
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We now study the variation
∆ϕ(α) , ϕ(α)− ϕ(0)
= Tr(GTG(exp(−2αT)− I) + HTH(exp(2αT)− I))
=
∞∑
j=1
Tr
(
(2α)j
j! (G
TG + (−1)jHTH)(−T)j
)
=
∞∑
j=1
{
(2α)2j−1
(2j − 1)!Tr(−(G
TG−HTH)T2j−1) + (2α)
2j
(2j)! Tr((G
TG + HTH)T2j)
}
=
∞∑
j=1
Tr
(
(GTG + HTH− 2j2αI)
(2αT)2j
2j!
)
≤
∞∑
j=1
Tr
(
(GTG + HTH− 1
α
I)
) (2αT)2j
2j! .
With the choice α of (5.16), we have ∆ϕ(α) < 0 and therefore ϕ(Gt+1,Ht+1) < ϕ(Gt,Ht).
Convergence follows from the classical Lyapunov stability theorem. Moreover, a fixed point
(Gt,Ht) satisfying ϕ(Gt+1,Ht+1) = ϕ(Gt,Ht) is obtained if and only if
∞∑
j=1
Tr
(
(2αt)2j
(2j)! (G
T
t Gt −HTt Ht)2j
)
= 0
The latter condition is equivalent to GTt Gt = HTt Ht since αt > 0.
Proof of Proposition 6.2.4
Expression of horizontal vectors
Let γ : t 7→ (UO(t),O(t)TR2O(t)) with O(t) ∈ O(r) be a curve along the equivalence class
[(U,R2)] passing through (U,R2) at t = 0. The set of vertical vectors at point (U,R2) is given
by the derivative γ˙(t) evaluated in t = 0,
γ˙(t)|t=0 = (UΩ,R2Ω−ΩR2), ΩT = −Ω ∈ Rr×r.
Hence,
V(U,R2)(St(r, d)× S++(r))/O(r) = {(UΩ,R2Ω−ΩR2) : ΩT = −Ω ∈ Rr×r}.
Horizontal vectors (ξ¯U, ξ¯R2) are then defined by the condition
Tr(ξ¯ TU(UΩ)) + Tr(R−2ξ¯R2R−2(R2Ω−ΩR2)) = 0, ∀ ΩT = −Ω ∈ Rr×r,
which holds if and only if
ξ¯ TUU + R−2ξ¯R2 − ξ¯R2R−2 = UT ξ¯U + ξ¯R2R−2 −R−2ξ¯R2 . (A.5)
Plugging the expressions of generic tangent vectors
ξ¯U = USkew(A) + U⊥ ∈ TUSt(r, d1)
ξ¯R2 = Sym(D) ∈ TR2S++(r)
into the previous equation yields
2(R−2ξ¯R2 − ξ¯R2R−2) = 2Skew(A),
which can be rewritten as
Skew(A) = R−2ξ¯R2 − ξ¯R2R−2.
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Invariance of the metric along the fibers
The proof is analogous to the proof of Proposition 5.3.2. The mapping h is now
h : (U,R2) 7→ (UO,OTR2O), O ∈ O(r).
Observe that a horizontal vector (ξ¯UO, ξ¯OTR2O) at (UO,OTR2O) defined as
(ξ¯UO, ξ¯OTR2O) = (ξ¯UO,OT ξ¯R2O),
satisfies (A.5) at (UO,OTR2O), which means that (ξ¯UO,OT ξ¯R2O) is a horizontal vector at
(UO,OTR2O). Finally, one readily checks that ∀O ∈ O(r),
g¯(UO,OTR2O)(ξ¯(UO,OTR2O), ζ¯(UO,OTR2O)) = g¯(U,R2)(ξ¯(U,R2), ζ¯(U,R2)).
Appendix B
Omitted derivations
Riemannian connection on S++(r) for the affine-invariant metric
The Riemannian connection ∇ξζ on S++(r) associated with the affine-invariant metric
gR2(ξR2 , ζR2) = Tr(R−2ξR2R−2ζR2),
is obtained from Koszul formula (3.26). For all vector fields ξ, ζ, ν on TR2S++(r), we must have
2g¯R2(∇ξζ, ν) = Dg¯R2(ζ, ν)[ξ] +Dg¯R2(ξ, ν)[ζ] −Dg¯R2(ζ, ξ)[ν]
+ g¯R2(ν, [ξ, ζ]) + g¯R2(ζ, [ν, ξ])− g¯R2(ξ, [ζ, ν]).
(B.1)
Since S++(r) is an open subset of a vector space, the Lie bracket is given by
[ξ, ζ] = Dζ[ξ]−Dξ[ζ]. (B.2)
Moreover, we have
Dg¯R2(ζ, ν)[ξ] = g¯R2(Dζ[ξ], ν) + g¯R2(ζ,Dν[ξ])
− Tr(R−2ξR−2ζR−2ν)− Tr(R−2ζR−2ξR−2ν). (B.3)
Plugging identities (B.2) and (B.3) into (B.1) yields,
2g¯R2(∇ξζ, ν) = 2g¯R2(Dζ[ξ], ν)− Tr(R−2ξR−2ζR−2ν)− Tr(R−2ζR−2ξR−2ν).
Since this identity is valid for all vector fields ν, we identify
∇ξζ = Dζ[ξ]− Sym(ξR−2ζ). (B.4)
Riemannian connection in Rd1×r∗ × Rd2×r∗ for the balanced geometry
We derive the Riemannian connection ∇ξζ in Rd1×r∗ × Rd2×r∗ for the Riemannian metric
g¯(G,H)((ξ¯G, ξ¯H), (ζ¯G, ζ¯H)) = Tr((GTG)−1ξ¯ TG ζ¯G) + Tr((HTH)−1ξ¯ TH ζ¯H). (B.5)
For all vector fields ξ, ζ, ν ∈ (Rd1×r × Rd2×r), the Riemannian connection ∇ξζ must satisfy
Kozsul formula
2g¯(G,H)(∇ξζ, ν) = Dg¯(G,H)(ζ, ν)[ξ] +Dg¯(G,H)(ξ, ν)[ζ] −Dg¯(G,H)(ζ, ξ)[ν]
+ g¯(G,H)(ν, [ξ, ζ]) + g¯(G,H)(ζ, [ν, ξ])− g¯(G,H)(ξ, [ζ, ν]).
(B.6)
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Since Rd1×r∗ × Rd2×r∗ is an open subset of a vector space, the Lie bracket is given by
[ξ, ζ] = Dζ[ξ]−Dξ[ζ], (B.7)
Moreover, we have
Dg¯(G,H)((ζG, ζH), (νG, νH))[ξG, ξH] = (B.8)
g¯(G,H)(D(ζG, ζH)[ξG, ξH], (νG, νH)) + g¯(G,H)((ζG, ζH), D(νG, νH)[ξG, ξH])
−2Tr((GTG)−1Sym(ξ TGG)(GTG)−1ζ TGνG)− 2Tr((HTH)−1Sym(ξ THH)(HTH)−1ζ THνH).
Plugging identities (B.7) and (B.8) into (B.6) yields
∇(ξ¯G,ξ¯H)ζ¯G = Dζ¯G[ξ¯G, ξ¯H]− ζ¯G(GTG)−1Sym(ξ¯ TGG)− ξ¯G(GTG)−1Sym(ζ¯ TGG)
+ G(GTG)−1Sym(ζ¯ TG ξ¯G),
∇(ξ¯G,ξ¯H)ζ¯H = Dζ¯H[ξ¯G, ξ¯H]− ζ¯H(HTH)−1Sym(ξ¯ THH)− ξ¯H(HTH)−1Sym(ζ¯ THH)
+ H(HTH)−1Sym(ζ¯ TH ξ¯H).
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