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By analyzing the Hamiltonian structures of several representations of cominuous 
Lagrangian fluid dynamics, a universal Hamiltonian form is developed which unifies 
those structures and applies both to the continuous and spatially discrete cases. Then 
the universal Hamiltonian form is used as a “template” for generating numerical 
differencing schemes which retain the underlying Hamiltonian structure of the 
continuous theory. Examples are discussed of these spatial differencing schemes for 
the Euler equations in one, two, and three dimensions. In one dimension, the 
nondissipative part of the von Neumann-Richtmeyer scheme is recovered as a 
special case. 0 1965 Acadanic Press. Inc. 
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INTRODUCTION 
Ideal continuous hydrodynamics is a Hamiltonian system: its Hamilton’s 
function is the conserved energy and it possesses a well-defined Hamiltonian 
structure, which in the Lagrangian description is reminiscent of particle 
dynamics. The problem discussed here is the discretization of Lagrangian 
fluid dynamics, so as to preserve as much as possible of the structure of the 
original system. By “structure” one usually means symmetries, conservation 
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laws, conservative form, origins, etc. More generally, by the structure of a 
given dynamical system we mean, in the spirit of category theory, its 
relations with other dynamical systems; namely, its Hamiltonian structure. 
This is the property we strive to preserve under discretization, guided by a 
general belief that meaningful continuous dynamical systems must have 
corresponding discrete counterparts. 
The problem, then, is to discretize ideal hydrodynamics patially, in such 
a way that the discrete equations will still be a Hamiltonian system. This 
amounts to two requirements: (a) discretizing the Hamiltonian structure and 
(b) discretizing Hamilton’s function. The second task presents, of course, no 
dithculty. Thus, the focus of our attention is concentrated primarily on the 
general nature of the Hamiltonian forms of Lagrangian fluid dynamics. The 
main result of our analysis is achieved via the following route: In the first of 
the two parts into which the paper is divided, we analyze Hamiltonian 
structures of several representations of continuous Lagrangian fluid dy- 
namics and the relations among them. This analysis leads to a “universal” 
Hamiltonian form which plays for Lagrangian fluid dynamics the same 
ubiquitous role that Lie-algebraic structure plays for continuous dynamical 
systems coupled to fluid motion in the Eulerian picture. More precisely, the 
universality of this Hamiltonian form means that its specializations produce 
the Hamiltonian structures of various representations of continuous 
Lagrangian fluid dynamics. 
In the second part, our main objective is to select discretization schemes. 
We do this by requiring that the same universal Hamiltonian form as in the 
continuous case persists for discrete Lagrangian fluid dynamics. Imposing a 
Hamiltonian selection procedure for Lagrangian differencing schemes this 
way provides a systematic mechanism for generating them. Thus, we use the 
universal Hamiltonian form as a “template” for generating numerical 
differencing schemes which retain the underlying Hamiltonian structure of 
the continuous theory. 
Of course, simply preserving Hamiltonian structure, by itself, would be 
no guarantee of success in applications of the resulting ditl’erencing schemes. 
For applications, it is only common sense to use the Hamiltonian method 
presented here in reasonable conjunction with other, non-Hamiltonian 
numerical methods. 
A. HAMILTONIAN STRUCTURES OF CONTINUOUS FLUID 
DYNAMICS IN THE LAGRANGIAN DESCRIPTION 
In this part, Hamiltonian structures are found for the Lagrangian descrip- 
tions of continuous ideal fluid dynamics. Hamiltonian matrices are given in 
the entropy and energy representations in general curved spaces in n-dimen- 
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sions, and their inter-relationships are discussed. Special cases are also 
discussed, in particular for quasi-one-dimensional radial geometry and 
two-dimensional cylindrical geometry. 
We then present a universal Hamiltonian form, which encompasses all of 
the natural representations of Lagrangian fluid dynamics, both continuous 
and discrete. 
1. Entropy and Energy Representations 
In the Lagrange description, the following equations compose the entropy 
representation of ideal fluid dynamics in curvilinear coordinates, 
lli,j,k<n 0 4 
p = 0, 
j= 0, 
where one sums on repeated indices over their indicated ranges. We denote 
as n the number of spatial dimensions, zck the curvilinear Eulerian co- 
ordinate, g“‘(x) the metric in curvilinear coordinates, ri the mo- 
menta, p = pJ, p the mass density, J the Jacobian determinant J 
= 6 det)ax’/a/jl, g = detlgik(x)l the metric determinant, 1’ the indepen- 
dent Lagrange coordinates, D( .)/lkck the Fkhet derivative and t its 
adjoint, 
with 8” = apl... 82 for multi-index u = ((I~, . . . , a,) and ai = a/#, I’li 
the Christoffel symbol in curvilinear coordinates, s the specitic entropy, and 
p the pressure. 
The system (1.1) is expressible in Hamiltonian form, 
i, = B,,,6H/&,, 0.2) 
with dynamical variables denoted z,, { z, } = {i k, rk, ~1, s }, variational de- 
rivatives with respect o z, denoted 6( *)/Sz,, K, v = 1,. . . ,2n + 2, Hamilto- 
nian matrix B = (B,,), 
B a= 
0 sl” 0 0 
43; 0 0 0 
0 0 0 0 
0 0 0 0 
(l-3) 
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and Hamiltonian, H, 
0.4) 
with d”Z the volume element in n-dimensional Lagrangian coordinates. We 
define T t= J/p and let E( T, s) be the specitk internal energy, which is a 
given function (“equation of state”), whose partial derivatives determine the 
fluid pressure, p, and temperat~e, T, according to the first law of thermo- 
dynamics, 
c, = -P, E, = T. 0 -5) 
Thus, the Hamiltonian equations in the entropy representation are essen- 
tially canonical, 
3’ = 8H/6Tk, $k = -SH/Gxk, 
Q = 0, 3 = 0. 
(1.6) 
Various other representations of Lagrangian fluid dynamics are in use 
and we are interested in exploiting their related Hamiltonian structures, 
wherever they exist, to provide guidance for discretization algorithms in 
numerical simulations. Among these other representations, one of the most 
important is the so-called energy representation, with the following equa- 
tions of motion: 
ii =: &kuk 1 ,j, 
0.7) 
6 = -pD,,-&-$&v’). 
Here the ~d~d~t variables mk are now Lagraugian mu&r coordinates, 
satisfying &p detl arj/&r,l = 1, and Dik is the co-factor matrix 
Di, = 
a(detI&j/&ukl) 
a( ari,/am,) ’ 
which satisfies the Piola identity, 
Equations (1.7) can be simplified in form by introducing the Frkhet 
derivative operator 
(1.8) 
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where J = fi detI&/&rrl = l/p. Consequently, the energy representation 
(1.7) is expressible as 
*k- ki k r -g vi-v, 
which is vaguely similar in form to (1.1). The dynamic variables in the 
energy representation (1.7) are related to those in the entropy representation 
(1.1) by a map 4, given by formulas 
J 
e-c -,s ( 1 P ’ 
(1.10) 
p&d’? = pd”l - d”m. 
When considering a dynamical system which has two related representa- 
tions, one of which is Hamiltonian (say, the first one), it sometimes happens 
that the second representation has a Hamiltonian structure as well. Given 
that this is the case, how does onefind such a structure? Different situations 
require different approaches. In the geometric ase, where any Hamiltonian 
structure on a finite dimensional manifold is induced through a foliation by 
symplectic leaves (Kirillov’s theorem), one can try to push forward the 
symplectic structure from the first representation into the second one, 
thanks to the finite dimensionality of the objects involved. The necessary 
condition here is, of course, that the connecting map, +, must be an 
epimorphism. The resulting process is not available in in&rite dimensional 
categories, like partial differential equations, or difference equations on 
infinite lattices, where Hamiltonian structures are not associated with dif- 
ferential (symplectic) forms, finite dimensional manifolds, etc., and only 
rarely fall into the canonical form, 
ji = - aH/Sqi 3 c& = 6H/6pi. 
For the moment, let us generalize our question slightly by ignoring that 
we have already found the Hamiltonian structure of the dynamical system 
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in the first representation. Suppose we are simply given a system of 
equations describing the time evolution of some physical system. If we 
suspect that the system is Hamiltonian, what methods are available to find 
the associated Hamiltonian structure? Such procedures are expected to be 
heuristic, but some apply more generally than others. We list below, in order 
of increasing generality, three such procedures which can be considered 
sufficiently general. 
(I) For the special, although quite large, class of integrable Lax and 
Zakharov-Shabat equations, there is a well established Hamiltonian for- 
malism (see, e.g., [2,3,6-8,22,23,32]) based on the formal calculus of 
variations originated by Gel’fand and Dikii (see [5, 231). This theory is 
applicable only in one space dimension though, where integrable systems 
mostly are concentrated (for the 2dimensional case, see [19, 201). 
(II) A phenomenological pproach exists, based on the intuitive physi- 
cal interpretation of transformation (symmetry) properties underlying the 
system (see, e.g., [4]). After postulating the Lie algebra, 0, of symmetries 
such that physical variables belong to the dual space Q* of g, one can 
immediately write down the Hamiltonian structure as the standard one on 
g* (sometimes accompanied by a generalized two-cocycle on g). This 
physically motivated technique has the following limitations: First, it is 
applicable on& to systems that are either comparatively simple, or whose 
underlying symmetry structure is already known. But, for complex systems 
this structure usually becomes known only after other mathematical analysis 
has been performed. Sometimes, the resulting structure is so complex as to 
be beyond any a priori physical or mathematical intuition (see, e.g., for- 
mulae (23), (24) in [lo]). A second problem with the physical approach is 
that the Hamiltonian property (i.e., that the corresponding Poisson brackets 
must satisfy the Jacobi identity), being nontrivial mathematically, is hardly 
accessible to physical intuition. Consequently, erroneous results abound 
(see, e.g., [25,27, 321). The third and most serious handicap of the phenome- 
nological approach is its absolute dependence on the rich mathematics of 
Lie algebras of semidirect product type, which underlie the symmetry 
structure of the systems (see, e.g., [12, 13, 241). Indeed, a careful analysis of 
the physical arguments in [4] shows that the semidirect product structure is 
precisely what makes the phenomenological pproach work. However, semi- 
direct products do not always arise. For example, the Lie algebras for fluid 
dynamical Hamiltonian structures (A2.18) and (A2.23) below are not semi- 
direct products. Moreover, Lie algebras themselves do not always underlie 
the Hamiltonian structure of fluid dynamical systems. As we shall see 
below, for both discrete and continuous hydrodynamics in the Lagrangian 
description there exists a universal Hamiltonian structure whose nature is 
not Lie-algebraic, except in special degenerate cases. Also, one can show 
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that the Lie algebras underlying continuous dynamical systems in the 
Eulerian description disappear when discretized. 
(III) Another method exists for hnding Hamiltonian structures of 
given equations, which for want of a better name we call “generalized 
Clebsch representations.” According to this method, for a given physical 
system, one looks for a new system, whose Hamiltonian structure is known 
(sometimes it is canonical) and such that there is a map, say 9, from the new 
system into the old one. One then requires the map $I to be compatible 
between the known Hamiltonian structure of the new system and the 
unknown Hamiltonian structure of the original system. In the happy event 
that this requirement produces a candidate for the Hamiltonian structure of 
the old system, the Jacobi identity for this candidate must then be indepen- 
dently verified, since there is in general no a priori guarantee that this 
identity will be satisfied (with the rare exception when the map (p, like in the 
tinite-dimensional situation, is an epimorphism (in the sense of correspond- 
ing jet bundles) or, equivalently, when the map $I* is an injective homomor- 
phism of the corresponding rings of functions on jet bundles; see an 
example in [ 221). 
The check of the Jacobi identity is in general a long, tedious but 
straightforward computational exercise. In this paper, we use for this check 
the same method as was used in [20] for the two-dimensional long wave 
equations and, omitting the elementary calculations, simply report the final 
results. There is, however, a small class of cases where the direct check of 
the Jacobi identity can be avoided altogether. This happens when the 
corresponding matrix, B, suspected of being Hamiltonian, depends alhnely 
upon the dependent variables (and their derivatives and shifts). Then the 
necessary and sufficient condition for B to be Hamiltonian is this: the 
algebra generated by linear terms in B must be a Lie algebra, say g; and 
the bilinear form, w on 0, generated by constant terms in B, must be a 
(generalized) 2-cocycle on g (see [9, 17, 181). 
It remains to explain the most unalgorithmic part of the Clebsch method: 
where and how to find a new system (if it is not known a priori), its 
Hamiltonian structure, and the map Cp. For this, there are two known 
procedures, based respectively on either physical or mathematical intuition. 
One may use physical intuition to find a new system usually by introducing 
new, parasite variables (“Clebsch variables”), such that this new system 
becomes a canonical one (see, e.g., [14]). At some stage, one can actually 
postulate such enlargement of the original space (together with the map (p) 
by using analogies between different branches of physics to derive equations 
of motion for general physical theories (see, e.g., [ll]). Of course, this type 
of reasoning is very common in physics. One could also use mathematical 
intuition, by employing constrained variational principles which introduce 
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new variables as Lagrange multipliers. The map 4 then simply expresses the 
relations among the variables in the resulting singular Lagrangian (see, e.g., 
[12]). We remark that this technique by no means produces unique results; 
once the Hamiltonian structure of the original system is found by one 
means or another, one can a posteriori find various Clebsch representations, 
by using available mathematical facts about canonical maps (see, e.g., [17, 
Chap. VIII; 211). But we are not concerned here with this sort of “Monday 
morning quarterbacking,” regardless of how useful such reinterpretations 
may turn out to be. We should point out, though, the most disagreeable 
feature of the Clebsch method which is well known and has often met with 
philosophical objections: namely, the introduction of unphysical, parasite 
variables into the picture (see, e.g., [l]). Such objections, however, do not 
always apply. For example, in the many cases treated in [13], it is shown 
that the desired Clebsch map is exactly the map between Lagrangian and 
Eulerian descriptions. In each of those cases, the physically meaningful 
Lagrangian-to-Eulerian map produces a compatible Lie-algebraic Hamilto- 
nian structure in the Eulerian description, starting from the nearly-canonical 
Hamiltonian structure in the Lagrangian description. 
To end our review of heuristic methods designed to reveal Hamiltonian 
structures of physical systems, we mention that there exist a few particular 
devices for some special situations. One of these is the method of reduction 
of systems with symmetries (see, e.g., [24, 311). Another is the method of last 
resort: brute force classification of Hamiltonian matrices, which, for exam- 
ple, is the only general method available for finding Hamiltonian discretiza- 
tions of Eulerian fluid dynamics. 
We return now to the original question of how to find a suspected 
Hamiltonian structure in the second description of a given physical system. 
From what has been said, it is clear that an immediate procedure is to 
conjecture compatibility between the first and second structures, with re- 
spect to the map $. In the majority of practical problems, this compatibility 
requirement will uniquely define the desired Hamiltonian structure. In 
particular, for the system (1.7) with which we started, the Hamiltonian 
structure can be readily found to be 
(ii' i 0 &/ 0 0 
vj - 6; - &Dj,$P 
k 
= 
i 0 0 
k 0 0 
\ 1 \ I 
6H/6r i 
6H/&J, 
6H/ih 
GH/Se 
with Hamiltonian H = j[$gij(r)uiuj + e]d”m. 
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Using the Piola identity allows the system (1.10) to be expressed more 
compactly in terms of the Fr6chet derivative (1.8), as 
pi 
cj 
i 
e 
= 
4; 0 
0 DJ 
Dr’ 
0 
0 0 
0 
0 
6H/& i 
GH/SV, 
&H/b 
GH/Se 
(1.11) 
where J = l/p and ( DJ/Drk) = Dkj( a&/amj), as before. 
2. Special Cases 
Special cases of the Hamihonian structures follow: for radial one-dimen- 
sional motion, two-dimensional cyIindricaI geometry, and for n = 2 with \/;; 
a constant in (1.8). In the 6rst case, the Hamiltonian matrices are reducible 
to constant coefficients, so they are easy to discretize. In the radial one- 
dimensional case and in the last case (n = 2, fi = const) the Hamiltonian 
structure matrix becomes Iinear in the variables { ri, q, 7, s }. Consequently, 
the corresponding Poisson bracket in each of these two cases can be 
associated to a Lie algebra (see, e.g., [9, 17, 181 for further discussion of the 
relation of linear Poisson brackets to Lie algebras). 
2a. Radial Motion 
To discuss the special case of radial motion, we start with the entropy 
representation of ideal fluid dynamics (1.1). In (l.l), the assumption of 
purely radial motion ( rrk = 0, k # 1) is preserved, provided (DJ/Dx k)p = 0 
for k # 1. In that case, kk = 0 for k # 1, so we may set xk = Ik, k # 1. 
The k = 1 equations are then 
(2.1) 
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In the standard cases of planar, cylindrical, and spherical symmetry, g” = 1 
and 6 = (xl)“, v = O,l, 2, respectively. Then, suppressing the index 1 
leads to the reduced equations 
8P *= -xv--, 
a1 (2.2) 
p = 0, 
s = 0, 
where the independent variables are the Lagrangian coordinate I= I’ and 
time 1. In (2.2), x is the radial Eulerian position as a function of I and 1, II 
the radial momentum, p = pJ, p the mass density, J the Jacobian determi- 
nant, J = x”~x/c% = (v + ~)-‘c?x~+‘/c%, g the metric determinant 6 = 
xv, v = 0, 1,2, p the pressure, and s the specific entropy of the fluid. These 
equations of motion are expressible in Hamiltonian form, 
with Hamiltonian 
A\ I 0 1 0 o’/ 
ir -1 0 0 0 
fi= 0 0 0 0 
i) , 0 0 0 0, 
\ 
(2.3) 
I 
(2.4) 
where e = C( J/p, s) is the equation of state for specific internal energy, e. 
One may now express the equations of motion in the energy representa- 
tion by using the onedimensional version of the map (l.lO), 
r = x, 
v = fl/P, 
7 = J/P, 
e = ~(J/P,s), 
px’ak = pdl- dm, 
(2.5) 
together with the first law of thermodynamics (1.5). The resulting equations 
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fi = -p2Li 
am ’
i = +-(V”), 
t = -p+-(r’u). 
These equations can be immediately cast into the form 
= 
0 1 0 0 
-1 0 
a 
r'zl 
a 
-r’a,P 
0 
a 
amrv 0 0 
0 
a 
-P,,r’ 0 0 
SH/Gr 
SH/Sv 
iJH/ST 
SH/Ge 
(2.6) 
, (2.7) 
where 
H = /(io2 + e)dm 
pulls back into the earlier Hamiltonian (2.4) under the map (2.5). 
One may easily show that the structure matrix in (2.7) is also compatible 
with the original Hamiltonian matrix (2.3) under the map (2.5). A quick way 
to see that this structure matrix (2.7) is also Hamiltonian is to notice that it 
can be reduced to a constant-coefficient matrix by invertible transformation 
of variables. Indeed, under the transformation of variables 
w-r .+l,(v + l), w’(r) -A(w) = r”, 
u = u/r’, 
7 = 7, (2.8) 
s = s(7, e), s, - ps, = 0, 
the structure matrix (2.7) transforms into one with constant coefficients. The 
resulting Hamiltonian equations are 
0 1 0 0 
-1 0 a/am 0 
0 a/am 0 0 
0 0 0 0 
6H/6w 
GH/Su 
6H/6T 
,6H/6s 
, (2.9) 
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where the Hamiltonian is now 
H = /[ +(Au)* + e(T, s)] dm. (2.10) 
Note that the matrix (2.9) in the variables (2.8) can be easily discretized for 
numerical computations. 
2b. Lie-Algebraic Bracket for Cylindrical Radial Motion 
Here we digress for a moment to pay a bit of attention to the case v = 1 
of the system (2.7). Notice that the Hamiltonian matrix in (2.7) is almost 
atTine, save for the appearance of the pressure function p = p( 7, e), which 
we can remove by the standard method of introducing the entropy variable 
s = s( T, e) instead of the energy variable e via the equation s, - ps, = 0 
and leaving all the other variables unchanged. The result is the following 
system: 
k ‘0 1 0 0 /GH/Sr 
0 -1 0 a 0 YG 6H/6v = (2.11) 
i 0 
a 
znr O 
0 6H/67 
s \ 0 0 0 0 ,SH/&s/ 
Since the Hamiltonian matrix B in (2.11) depends afhnely upon the 
variables involved, its Hamiltonian character can be interpreted as follows. 
First, the Lie algebra g here is free and four-dimensional (over Cw( R’)), 
g z Coo(R’)4, with bracket 
[X,Yli = 0, i = 2,3,4, [x, Y], = x*ar, - x,ar*, 
vx= (x,,x,,x,,x4),y= (y,,y,,y,,y4) E g, (2.12) 
where a = a/am, and m is our coordinate on W’. Second, there is a 
two-cocycle w on g given by the formula 
w( x, Y) = X,Y* - X*Y,. (2.13) 
Recall that a generalized 2-cocycle on a Lie algebra g is a skew-symmetric 
bilinear form satisfying 
(&f, yl, z) + C.P.) - 0, vx, Y, z E 9, (2.14) 
where “c.P.” stands for “cyclic permutation” and “ - 0” means belonging 
to either Ci Im a/ami in the continuous case, or Ci Im Ai in the discrete 
w([X,Y],Z) + c.p. = 0, VX,Y,Z E g. (2.17) 
Then the above finite-dimensional derivation holds true. The reason we 
mention this possibility here is because our 2-cocycle w in (2.13) is nongen- 
eralized; that is, it satisfies (2.17). As a result, the system (2.11) can be 
thought of as the { t9 = 1}-specialization of the system 
\ ‘0 e 0 00 \ (SH/Gr \ 
-e 0 ra 0 0 SH/GU 
= 0 Jr 0 0 0 6H/S7 (2.18) 
0 0 0 00 SH/SS 
I \o 0 0 00 1 \SH/M 
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case, where Ti is the shift operator in the i direction and A, = Tj - 1 (see, 
e.g., [9; 16; 17, Chap. VIII]). The Hamiltonian matrix B in (2.11) can now 
be explained from the general theory simply as 
B = B(g) + b(a,o), (2.15) 
where B( g ) is the standard Hamiltonian form on g* and b = b( g, o) is the 
matrix of the 2-cocycle (2.13) defined by the formula 
X’bY - u(X,Y), VX,YE a, (2.16) 
and we treat vectors from g as columns. 
We finally comment on the relation of formula (2.15) with the notion of a 
central extension of g, which is a source of much confusion in the current 
literature (see, e.g., [28; 29; 30; 3, Sec. 4.41). If g were a finite-dimensional 
Lie algebra over a field k (or over a ring without calculus of variations; that 
is, over a ring where a - 0 implies a = 0) then the set of 2-cocycles on g 
would be in one-to-one correspondence with one-dimensional central exten- 
sions of g. To fix notation, we choose a 2-cocycle o and let g w denote the 
extension corresponding to this w. As a vector space, g” = g @ k. Denote 
by 8 the coordinate function on the dual space to ( g O)* 3 g* @ k* which 
corresponds to k*. Since 8 is an invariant in k[( g”)*], the hyperplanes 
{ 8 = const} on (g”)* are invariant manifolds for all the Hamiltonian flows 
on (g”)*. Restricting these flows on the hyperplane { 0 = l} results in the 
Hamiltonian matrix (2.16). Thus, in purely finite-dimensional cases, affine 
Hamiltonian matrices can be always interpreted as hyperplane restrictions 
of linear Hamiltonian matrices corresponding to appropriate Lie algebras. 
This, however, is no longer true in the “functional” case; that is, when Lie 
algebras are considered over rings with calculus of variations. In this case, 
there are, in general, many more generalized 2-cocycles than one-dimen- 
sional central extensions, and one does not have the luxury of the hyper- 
plane interpretations, with one exception: namely, when a generalized 
2-cocycle w turns out to be a (nongeneralized) 2-cocycle; that is, when 
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which corresponds to the Lie algebra g” with the commutator 
[X,Y],=X,aY,-X,aY,, [X,Y],=O, i=2,3,4, 
[X,Y], = X,Y, - X*Y,,VX= (x, )...) X,),Y = (Y, )...) Y,) E g. 
(2.19) 
2c. Additional Mathematical Structures 
Now we discuss briefly two special cases of the Hamiltonian system (1.10) 
which exhibit additional mathematical structures. First of all, we get rid of 
the variable p by introducing, as above, the entropy variable s via the 
relation S, - ps, = 0. The resulting system is 
/ 
.I r 0 8; 0 0 ’ 6H/&J \ 
Bi 4; 0 fi akDi/c 0 6H/6vj 
9 (2.20) 
i 
’ o,kak,h ’ 
0 6H/& 
\S 0 0 0 0, \ 6H/6s I 
\ 
= 
! 
where i, j, k = 1,. . . , n and ak = a/6’mk. 
Our first special case of (2.20) is n = 1 and g = r2, so that D,, = 1 and 
we recover the preceding cylindrical system (2.11). 
A more interesting situation occurs when n = 2 and 6 = c = const. To 
see this, notice first that one can rewrite system (2.20) with the help of the 
Piola identity in the form (see (1.11)) 
0 
0 
i 0 
DJ 
D’I 
0 0 
\i I \o 0 0 0 
\ / 
I \ 
GH/Sr J 
I 
GH/Sv, 
(2.21) 
6H/6S I 
As before, + stands for the adjoint, D/DrJ is the usual notation for the 
Frechet derivative with respect o rj, and 
(2.22) 
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Therefore, in our special case, J = c(~l, rr*, 2 - r’, 2r2, r) and the system 
(2.21) becomes 
'0 0 1 0 
0 0 0 1 
-1 0 0 0 = 
0 -1 0 0 
0 0 c(~~,~cY~ - r2,1~2) c(r1,1a2 - 9,24) 
,o 0 0 0 
‘6H/6r’ ’ 
GH/Sr ’ 
x 6H/h 
SH/Gv, ’ 
SH/S7 
\SH/Gs ) 
0 0 
0 0 
4 4r2, - 2 a2r2, 1) 0 
c( a,rl, - 1 a1r1,2) 0 
0 0 
0 0 
(2.23) 
The Hamiltonian matrix in (2.23) is affine and thus permits a Lie-algebraic 
interpretation. Performing the standard computations one readily finds the 
same decomposition as in (2.15) provided the Lie algebra IJ is given by the 
formulae 
[x, y], = ca,(xAY, + X,&Y,) - ca,(x,a,Y, + X$,Y,), 
[x, Y], = ca,( X,&Y, + X,d,Y,) - d,( X,&Y, + X$,Y,), (2.24) 
[xTy]i= O, i=3,4,5,6,VX=(Xl ,..., X,),Y=(Y, ,..., Y,)E~, 
while the generalized 2-cocycle w is given by the formula 
w( x, Y) = X,Y, - X,Y, + X*Y, - X,Y*. (2.25) 
Notice that in contrast to the radial case (2.13), the 2-cocycle w in (2.25) is 
truly generalized and thus, the Hamiltonian form (2.23) does not come from 
a one-dimensional central extension of the Lie algebra (2.24). 
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2d. Cylindrical (r, z) Geometry 
In cylindrical (r, z) geometry with azimuthal symmetry, the entropy 
representation (1.1) of the ideal fluid equations has the following form, 
where no distinction is necessary between upper and lower indices, 
ii = q/p, 
i= 1,2 
(2.26) 
/i = 0, 
s = 0, 
where, in customary notation, one writes x1 = r, x2 = z, the Eulerian 
positions, 
J := &@ detlaxi/afjl = r g $ - $ $ 
1 2 1 2 
the Jacobian determinant, with I,, I,, independent Lagrangian variables 
m = x1 the n-dimensional metric determinant, and D( *)/Dxi the 
Frkchet derivative. Equations (2.26) can be written in Hamiltonian form 
hi\ ’ 0 Sij 0 0 ’ 1 GH/Sx, \ 
7ii 0 0 0 GH/Sq 
= 
-aij 
P 0 0 0 0 SH/@ ’ 
(2.27) 
s 0 0 0 0, SH/Gs 
with Hamiltonian 
dl,dl,, 
where e = C( J/p, S) is the equation for specific internal energy. It should be 
clear that the Frkchet derivative (DJ/Dx,)+p in the motion equation (2.26) 
arises from &H/6x,, since 
(2.29) 
For purposes of numerical discretization (for example, to derive an (r, z) 
analog of the von Neumann-Richtmeyer difference scheme which retains a 
Hamiltonian structure) we need an energy representation of the fluid 
equations (2.26). The appropriate energy representation arises from the 
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entropy representation via the following map, +, 
ri = xi, 
vi = Ti/P9 i= 1,2 
e = ~(J/P, s), 
P = IL, 
1, = li. 
(2.30) 
Note that this map from the entropy to energy representation is not exactly 
the analog in r, z geometry of the radial-cylindrical case (2.5) with v = 1, 
since the dependent variable p and the independent variables li, i = 1,2, 
are left unchanged under + in (2.30), while they do change in (2.5). 
Under the map + in (2.30), the structure matrix in (2.27) is compatible 
with that in the following equations of the energy representation, 
- $6, 0 0 
0 0 0 0 
0 ---- PDJ~ 
P D’j I-L 
o 0 
GH/Sv, 
SH/b 
6H/6e 
‘(2.31) 
where the pressure p = p( J/p, e) is found from the equation of state, 
J = r,detl&,/~%,l, DJ/Dri is the Frechet derivative, (DJ/Dr,)+ is its ad- 
joint operator, and 
(2.32) 
pulls backs under (p into H in (2.28). The structure matrix in (2.31) is 
Hamiltonian, since it is a special case of the general Hamiltonian matrix 
form (3.1) discussed in the next section. 
3. Universal Bracket 
In the Eulerian picture, the Hamiltonian forms of various continuous 
fluid dynamical models have one common mathematical structure, namely, 
Lie-algebraic origin. Thus, for a given model, its Hamiltonian form is 
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specified, in addition to the Hamilton’s function, by two data: a Lie algebra 
g and a generalized two-cocycle w on g. 
In this paper we work in the Lagrangian picture, and although here the 
Eulerian advantage of the Lie-algebraic interpretation has gone up in 
smoke, we shall see that there still exists an analog of the two-data 
description of the Hamiltonian form for all the continuous Lagrangian 
systems we have studied in Part A. 
We consider the system of equations 
-lki 0 
0 pDf t gs, 0 0 
s 
0 0 0 0 
9 (34 
where 1 I i, k, s I N, 1 I p, q 5 M, ii, are differential-difference oper- 
ators independent of +, +, (Y; t stands for the adjoint; D/D& is the Frechet 
derivative with respect o rp*; and 
p = NBl,4, f =m4 (3.2) 
are two given functions. The square bracket notation in (3.2) indicates that 
dependence is allowed upon arbitrary derivatives and shifts of the variables 
inside the square bracket. The system (3.1) is Hamiltonian for any choice of 
P and f satisfying (3.2); the proof of this fact is a straightforward exercise. 
The reader can check that all systems we have studied so far are specializa- 
tions of (3.1), (3.2). This observation allows us to narrow significantly the 
choice of possible discretizations of our Lagrangian system. Namely, we 
require that the resulting discretizations be not only Hamiltonian systems, 
but also of the universal form (3.1), (3.2). In other words, we reduce the 
problem of discretizing a given dynamical system to the problem of dis- 
cretizing three functions: P and f from (3.2) and the Hamiltonian H of the 
system. The solution of the latter problem can be made more specific by 
using various other (non-Hamiltonian) considerations: physical, numerical, 
etc. This will be done in the Part B. 
We conclude this section by mentioning that if function P from (3.1) 
depends upon a derivative or a shift of the variable (Y, in disagreement with 
(3.2), then the system (3.1) is no longer Hamiltonian. Since (Y in (3.1) can be 
identified with the specific volume r in fluid dynamics, this means that no 
nontrivial artificial viscosity (in numerical analysis terminology) preserves 
the Hamiltonian character of Lagrangian fluid dynamics. 
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B. DISCRETE LAGRANGIAN FLUID DYNAMICS 
Introduction 
In this part of the paper, we define a procedure for developing differenc- 
ing schemes for the fluid equations that have a Poisson structure similar to 
that of the continuous case. To do this, we take full advantage of the 
universality of bracket (A3.1) and choose the discrete bracket to be of that 
form. 
This idea is illustrated in the first section, for the one-dimensional radial 
equations. In the second section, the general procedure is outlined by which 
spatial differencing schemes can be produced for complex logical meshes. 
This is then applied in the third section to obtain a scheme in cylindrical 
geometry for an arbitrary polygonal mesh in the r-z plane, and again in the 
fourth section in Euclidean three space with a fairly general mesh. 
At this point, we want to emphasize that to arrive at a practical differenc- 
ing of the fluid equations, one must address major questions such as the 
nature of the temporal differencing and the addition of dissipative terms like 
artificial viscosity. Our view is that the following procedure provides a 
reasonable constraint to place on the nondissipative part of any difference 
scheme, after letting At go to zero. It should be applied in addition to the 
usual constraints like stability, consistency, etc. 
1. One-Dimensional Example: Radial Motion 
To illustrate our approach, we first consider finite differencing of the 
one-dimensional, radial specialization of the Euler equations (A2.31) under 
the constraint that their Hamiltonian nature be preserved. The key step 
here, as in later examples, will be to obtain a discretization of the Hamilto- 
nian matrix B, 
B= 
I 
\ 
0 
1 
r-l 
0 0 
1 
-- 0 0 
P 
0 0 0 0 
0 ---- PDJ~ 
P Dr cc 
o 0 
such that the discretization is Hamiltonian too. 
9 (1.1) 
We employ a staggered logical mesh corresponding to nodes and zones of 
the continuous Lagrange coordinate 1. The nodes are indexed by half 
integers and are prescribed values of the coordinate I: lk+ 1,2 is such that 
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lk-l/2 < lk+1,2* The zones are indexed by integers; the k th zone being 
those values of I between I,- i,* and I,, 1,2. 
The discretizations of the continuous functions r and v are nodal, 
indexed by half integers, and given by point evaluation, 
rk + l/2 = rll-/k+1,2~ ‘k + l/2 = vl/=/~+*,z- 0.2) 
The discretizations of the functions ~1 and E are zonal, indexed by integers, 
and given by 
mk = 
pc dl. 
(1.3) 
ne ‘k+1/2 are dynamic nodes of the radial coordinate that move with 
velocity ok + 1,2, * m k is the mass of the fluid in the zone between rk+ 1,2 and 
rk _ 1,2; ck is the mass-averaged specific energy in the same zone. Thus, the 
discretization is independent of the specification of Lagrange coordinate 
and so, without loss of generality, we may assume lk+i/2 = k + l/2. With 
this choice, integrals over I correspond to sums over k or k + l/2 with unit 
weights. 
It is useful to introduce a centered finite difference operator A that takes 
nodal quantities, fk + 1,2, into zonal ones by 
(Af), = fk+1,2 - fk-l/2, (1.4 
and zonal quantities, h,, into nodal ones by 
(Ah) k-t1/2 = hk+l - hk. (1.5) 
The volume of zone k, V,, is 
v, = 
Using the above notation (1.4), this is more compactly expressed as 
v= --&AY+? (1.6) 
Now we turn to the discretization of the quantity J/p that appears in the 
Hamiltonian matrix (1.1) as an argument of p = p( J/p, C) and through its 
Fkhet derivative (l/p)(DJ/Dr). The volume of the kth zone is 
f,-, = j-h+1/2Jd/ = ,‘k+?tpd,; 
/k-1/2 /k-l/, 
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assuming J/p is constant within each zone and using formula (1.6) for Y 
we find 
(f)k=$= (;&A+. (1.7) 
Since both J/p and c are zonal, we set 
in each zone. The Frechet derivative (l/p)(DJ/Dr) is replaced by 
(l/m)( DV/Dr), where we compute from (1.6) that 
gf= A(r”f). 0.9) 
We see from the simple calculation 
Chk@f)k = Chk(fk+l,2 - fk-1/J 
k 
= khk - hk+lhfk+l,2 = - C(Ah) k + 1/2fk + l/2 7 
k k 
that A+ = -A. Therefore, we replace (DJ/Dr)+(l/p) by (DV/Dr)t(l/m) 
where 
i 1 g ‘h = -r”Ah. 
The discrete structure matrix, B,, can be written as 
/ 
0 
1 
cl 
0 0 
1 -- 
B,= 
0 0 
P GA: 
0 0 0 0 
0 0 0 \ -;A$ 
(1.10) 
, (1.11) 
where p is a node centered mass having the general form of a linear 
interpolation of the zone centered m, written p = Nm, such that total mass 
is conserved (this requirement is one of the examples of the additional 
non-Hamiltonian constraints alluded to, at the end of Part A, Section 3). 
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The simplest and most commonly used choice of N is 
pk+l/Z = tNm)k+l,2 = fbk+l + mk)’ 
Since B, is of the general form (A3.1), it is Hamiltonian. 
If we take as the discrete Hamiltonian 
Ho = c &(Nm)k+1,2U;+1,2 + CmkEk 
k k 
and assume N is constant, as in (1.12), then 
$ = (Nm)u = pu, 
&HO 
6m 
= ;Nt(u2) + c, 
The resulting dynamical system is 
or, more explicitly, 
ril = 0, 
t = -PA r”u), 
m ( 
rk+1/2 = vk+1/2, 
(1.12) 
(1.13) 
(1.14) 
(1.15) 
pk+l,2’k+l/2 + r;+l,2(Pk+l - Pk) = ‘9 
mk= , 
(1.16) 
mkik + Pk(rkY+1/2vk+l/2 - ‘ky-1/2’k-l/2 ,=i. 
If p is given by formula (1.1) then this is the nondissipative part of the 
spatial differencing scheme of Von Neumann and Richtmeyer [26]. 
2. Higher Dimensional Diflerencing Procedure 
The procedure of the previous section generalizes to higher dimensions, 
providing a framework in which to develop natural extensions of the 
classical Von Neumann-Richtmeyer spatial differencing scheme. The ideas 
74 HOLM, KUPERSHMIDT, AND LEVERMORE 
developed below will be applied in each of the next two sections to derive 
differencing schemes which retain a Hamiltonian structure. 
We consider the domain of the Lagrange coordinates 1 to be partitioned 
into zones, the boundaries of which can be determined, through a fixed set 
of rules, from prescribed values of the coordinate 1 called nodes. The zones 
will be indexed with Latin letters, {a, b, . . . } and the nodes will have Greek 
indices { (Y, p, . . . }. Every zone (say, with index a) is assumed to be defined 
by a finite number, n,, of nodes, the indices of which are contained in a set 
NO. Likewise, every node (say with value I,) contacts a finite number, n,, of 
zones, the indices of which are contained in a set &. 
The discretizations of the continuous functions xk and uk are nodal and 
given by point evaluation; 
x,” = Xkl,,,,, vka = ~,I,-,,- (2.1) 
The discretizations of the functions p and 6 are zonal and given by 
m, = 
J 
p d”l, 
0 
(2.4 
1 
cu= m J 
pr d”l. 
(I a 
To discretize the quantity J/p that appears in the Hamiltonian matrix 
(A2.31) we argue as in the last section (see (1.7)), that 
A zonal pressure is again defined (see (1.8)), by 
p=p ‘,c . 
( 1 m 
The discrete structure matrix, B,, has the form 
B, = 
0 
0 PDV~ o ---- 
m Dxk CL 
0 
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where again ~1 is a node centered mass obtained by linearly interpolating the 
zone centered mass, m, written p = Nm, and conserving total mass. A 
simple choice for N is obtained by dividing the mass of each zone equally 
among its bounding nodes; the nodal mass being the sum of all such 
contributions, 
pa=(Nm),= c m,. 
bcMa nb 
(2.6) 
Other choices of N that take into account the potential complexity of a zone 
in a multdimensional Lagrangian mesh are perhaps more appropriate, but if 
it is allowed to depend on the dynamic positions TX,” the matrix (2.5) would 
no longer be Hamiltonian. In thdt case a different form for B, can be 
sought. 
The matrix (2.5) is Hamiltonian for N constant, in particular if N is given 
by formula (2.6) or depends on the initial zone positions in some more 
complicated way. 
If we take as the discrete Hamiltonian 
then 
H = ~f(Nm),g~viflja + cm#b, 
n b 
(2.7) 
6H 
- = - (Nm)TLivivj 
SXk 
= -pr~p’vj, 
z = (Nm)gikui = pvk, 
8H 
iN’( gi’vjvj + c, 
Sm=2 ) 
SH 
SE =m* 
The resulting dynamical system is 
P = 0, 
ril = 0, 
i+ p Dvvk=o --
mDxk . 
cw 
(2.9) 
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All that needs to be done to completely specify the system is to choose N 
and provide a formula for V,, the volume of the ath zone as a function of 
the nodal positions xj, /3 E JO-,. In the next two sections we will do just 
that. 
3. Cylindrical Geometry Differencing Scheme 
In this section we derive a Hamiltonian spatial differencing scheme for an 
arbitrary polygonal mesh in the r-z plane using the procedure outlined in 
the last section. The results are then specialized to a rectangular logical 
mesh. There are two steps. The first is to find a formula for the volume 
represented by a general polygonal zone; the second is to place that result 
into Eqs. (2.9). 
We can build the volume formula for a general polygon from the one for 
a triangle. Consider the triangular zone in Fig. 1, with the nodes indexed in 
the usual counterclockwise direction. Its area in the r-z plane, &, is 
A 123 = #rlz2 - ‘Zzl) +(r2z3 - r3z2) +(r3z1 - ‘lz3)1; 
the distance of the centroid of the z-axis, r123, is 
‘123 = i(rl + r2 + r3); 
so, by Pappus’ theorem, the volume of the body of revolution of the triangle 
about the z-axis, Vl23, is 
V 123 = 21rr123A123 
= t[(rlz2 - r2zl) + (r2z3 - r3z2) + (r3zl - rlz3)] bl + r2 + r3) 
= J h2 - ‘Zzl)(‘l + r2) +(r2z3 - r3z2)(r2 + r3) 
+ (r3z1 - rlz3)(r3 + rlN. (3.1) 
FIGURE 1 
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We introduce the volume factor, f,,@, associated with the path running from 
node (rcr, ZJ to (rg, z8) in the r-z plane by 
fa.8 = (r&3 - rflz,k + rj7). (3.2) 
Using this notation, the volume formula (3.1) becomes 
623 = ;rr,,2 + f2.3 + h,J (3.3) 
Now consider a general polygonal zone with n nodes such as the one 
shown in Fig. 2, in the case n = 5. The formula for the volume of revolution 
of the polygon about the z-axis is simply obtained from formula (3.3) by 
considering any triangulation of the zone, summing the triangular volumes, 
and using the fact that fa,s = -fB,=. In the case of the example pictured in 
Fig. 2, 
V 12345 = v124 + v,34 + v,,l 
= gfl.2 +f2,3 +f3,4 +f4,5 +f5,,Il- 
In the general case of n-nodes, it is clear that the contributions from all 
interior line segments arising from the triangulation will cancel each other 
out and the volume formula will be 
V 1 ... n = gfl.2 +f2,3 + * *. +f,-I,, + f”,J (3.4) 
Computing (DV/Dr)u and (DV/Dz)u at the a th zone we find 
(3.5) 
5 
-------- 4 
I 2 Ia 2 , , 3 /’ I’ 
FIGURE 2 
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The dependence of V, on (Q, z8) is isolated in two terms, 
so we may use (3.2) to compute 
= ; [kJ/? - q34 + (hazy - r,zg) +(ryz, - v,) 
+(z, - z,k + ‘j3 + Q]? (3.6) 
av, 7~ a 
a+ - 3 az, -(L,, + !a 
= ;[ -(r, - ra)(ra + rp + r,)]. 
Defining 
4 = t[k& - q$a) + (rflzy - r,zg) +(+ - vy)] 3 
(3.7) 
we may rewrite (3.6) as 
lB l + + $zu - z,)Rt , 1 
34 
a33 
T[ - ;(ry - r,)Rf]. 
(3.8) 
If we assume the indices of 3c/-, are ordered in the usual counterclockwise 
fashion (see Fig. 2), then formula (3.5) may be written as 
DV 
-gh=Zng $4: + $z,+, - z,c-l)R: uk, 
k-l 1 
DV LUE 
Dz -2?r 2 [ ;(rk+l - rk-l) R: ‘k. 1 k-l (3.9) 
Using (3.5), we compute (DV/Dr)+P and (DV/Dz)+P at the crth node, 
(3.10) 
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FIGURE 3 
If we assume the indices of Na are ordered so the zones run counterclock- 
wise about the ath node as shown in Fig. 3, and we denote the neighboring 
node that defines the boundary between zone k + 1 and zone k with index 
k + l/2 then formula (3.10) may be rewritten as 
(3.11) 
Substituting (3.9) and (3.11) into (2.9) we arrive at the Hamiltonian 
system 
i, = u,, 2, = u,, 
+ 211 i- [t(zk+l,Z - 
k-l 
‘k- 4,2)G - iA;] Pk 
/J&-, - 277k21 [ttrk+1,2 - ‘k&R:] Pk = o 
- [tbk+l - rk-#t;] Ok} = 0. 
(3.12) 
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For a rectangular logical mesh such as the one shown in Fig. 4 this 
differencing scheme for the fluid equations becomes 
+k,/) = ‘(k,l), i(k,l) = “(k,l), 
&k,&k,l) +2+ [ i(2(k+1,,) - Z(k,l-1))R~kk;i)l,2,1-1,2) 
_ 1AW) 
3 (k+1/2.1-l/2) P(k+1/2.1-l/2) 1 
+ [ i(Z(k,l+l) - z(k+l,,))R~kk;1)1,2,1+1,2) 
l#d) 
- 3 (k+1/2,/+1/2) P(k+1/2,1+1/2) 1 
+ [ ttZ(k-l,l) - Z(k,l+l) )qkkL')1,2,,+1,2) 
l,@J) 
- 3 (k-1/2,/+1/2) &k-1/2,1+1/2) 1 
+ [ t(z(k,l-l) - z(k-l,l) )qzl,2,,-l/2) 
_ l&k." 
3 (k-1/2,/-1/2) &k-1/2,1-1/2) I ) = 0, (3.13) 
hkO%,O - 2r( [ +h(k+l,l) - ‘(k,r-1))Rl~;‘t,2,,-1/2,1 P(k+1/2,/-l/2) 
+ [fb(k,l+l) - r(k+l,/) M 
(k,O 
(k+1/2,1+1/2) P(k+1/2,1+1/2) 1 
+ [ +(r(k-l,l) - '(k,l+l) )R$“),,2.1+l,2)] P(k-l/2,/+1/2) 
+ [ t(r(k,l-l) - r(k-l,l) )R((~~',,2,,-l,2)] P(k-l/2,,-l/2)) = O, 
m(k+1/2,1+1/2)i(k+l,2,1+1,2) 
+ (2a/3)P(k+l,2,1+1,2) [ 4:$,1+1,2) + 4”,=:fi?!l,2) 
+ pJ+l) 
(k+1/2,1+1/2) + A{:;i~,2,1+l,2)] 
+sP(k+l/2,1+1/2) ([( Z(k+l,l+l)- Z(k,l) b (k+l.l) 
- b-(k+l,,+l) - ‘(k,,)b(k+l,,)] R(k+l”) (k+1/2,1+1/2) 
+ [(z(k.l+l) - z(k+l,l) )u (k+l,l+l) 
-($,,+l) - ‘ik+l.,))“(k+1,,+1)]R~kk=~~~~t:!1,2) 
+ [tz(k,l) - z(k+l.l+l))U(k,l+l~ 
+(k,,) - r(k+l,l+&(k,l+l)] R;kkii:ji,1+1,2) 
+ [(z(k+l,l) - z(k,l+l))“(k,l) 
+(k+l.,) - r(k.l+l)b(k,l)] R$;‘i,2,,+l,2,) = ‘. 
HAMILTONIAN DIFFERENCING FOR FLUIDS 81 
‘Ck,f+ll ‘lk+l. f+ll 
(k-l/2,1+1/2 (k+l/2, f+l/2) 
‘(k-l. II “(k.fl ‘tk*l,f) 
(k-l/2,1-l/2) ik+l/2.1-l/2) 
?k,f-ll 
FIGURE 4 
4. Three-Dimensional Cartesian Diferencing Scheme 
As a final example, we give a spatial differencing scheme having Poisson 
structure for a mesh in Euclidean three space such that the boundary of any 
zone consists of faces that are either triangular (defined by three nodes) or 
bilinear (defined by four nodes). In the notation of Section 3 (Greek nodes 
and Latin zones) we specialize Eqs. (3.9) to Euclidean geometry, 
(4-l) 
The two steps in our procedure are, first, to tind a formula for V,, the 
volume of the general zone described above; and second, to evaluate the 
partial derivatives in Eqs. (4.1). 
The volume of the ath zone is most conveniently expressed in terms of 
the faces of the ath zone; let q and aU represent respectively the 
triangular and bilinear faces of the ath zone. Faces will be indexed by the 
indices of the defining nodes, ordered so that the circulation of the path 
around the nodes points out of the a th zone. For the zone pictured in Fig. 5 
the faces are 
K = {(a,B,y),(8,S,f)}, aa = {(8,E,s,u),(a,s,~,8),(s,a,y,s>). 
The index of a face is unique up to cyclic permutation. 
As with the cylindrical geometry of the last section, we introduce the 
volume factor, faflY, associated with any ordered triple of nodes, (a, /3, y), 
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a f 
B 
FIGURE 5 
Clearly 
f& = fpyu = f&3 = -fpq = -f,Bo = -fa#, (4.3) 
so fapr is invariant under cyclic permutation of its indices. In fact, fasv is 
the signed volume associated with the region radiating from the origin to the 
triangular face (a, /3, v). 
If (cy,fi, y, S) is a bilinear face, then it can be shown that the signed 
volume associated with the region radiating from the origin to the face, 
f aBy is given by 
f &a = f(f& + f&8 + fysa + fix,> * (4.4) 
It follows from (4.3) that faBvs is invariant under cyclic permutation of its 
indices. The formula for the general a th zone is then 
v, = c fa/9v + c fapys. (4.5) 
(%B*Y)G (a,8,r,Q=4 
From (4.3), (4.4), and (4.5) we see that computing the partial derivatives 
of V, in Eqs. (4.1) reduces to computing 3,: fapu. But from (4.2) we see 
(4.6) 
where k + 1 and k + 2 are understood to “wrap around” to the values 
1,2,3, and no sum on a is implied. Thus, the prescription of this spatial 
difference scheme is complete. 
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