Rainfall is a kind of common weather phenomenon. Accurate measurement of rainfall is of great significance for weather and natural disasters forecasting. In this paper, the capacitive sensor was applied to the measurement of rainfall and the working principle was introduced. Furthermore, the output characteristic curve of the sensor was fitted by BP neural network. The sensor's calibration data were taken as training samples and BP network model was established. The results showed that the fitting algorithm based on BP neural network had faster convergence speed and higher accuracy, and its fitting error was much smaller than that of the least square method.
Introduction
Rainfall is a kind of common weather phenomenon, which has an important influence on environment, agriculture, military action and so on. High intensity rainfall often leads to severe casualty and property losses. Therefore, the rainfall measurement has become a research focus in many fields, such as meteorology, hydrology and environment.
Since 1970s, there have been many kinds of rainfall measuring instruments based on the optical method, vibration method and other measuring principles [1] . Due to the technical level, the development of rainfall measuring instruments is backward in domestic. The rainfall measuring instruments used in the meteorological observation has a large measurement error.
The capacitive sensor is applied to the rainfall measurement in this paper. Due to the influence of edge effect and parasitic capacitance, the sensor's output characteristic curve has large nonlinear error. The traditional linear fitting method cannot describe the input-output characteristics of the sensor accurately. In order to reduce the nonlinear error, a variety of methods are used to compensate the nonlinear characteristics of sensors, such as least square method, cubic spline function method and nonlinear inverse function method [2] [3] [4] . However, the compensation error of cubic spline function method and nonlinear inverse function method is large; the least square method is limited by the amount of fitting data, and it is difficult to obtain polynomial coefficients when the amount of fitting data is large. BP neural network has the characteristics of simple structure and fast convergence speed, which can approximate the nonlinear function with any precision. Therefore, it is suitable for the fitting of sensor's characteristic curve [5] .In this paper, the least square method and BP neural network were used to fit the characteristic curve of the capacitive rain sensor, and the fitting results were compared. The results showed that the BP neural network had stronger nonlinear mapping ability, and its fitting accuracy was better than that of the least square method. In this circuit, the power supply is a square wave with an amplitude of ±U E , a duty cycle of 50%, and a period of T.
The double T type diode circuit When the amplitude of power supply is positive, diode VD 2 is in open circuit condition and diode VD 1 is in short circuit condition. The initial voltage value of the capacitorC 2 isU E .According to the time domain analysis method of first order circuit, the average current flowing through the capacitor C 2 can be calculated by Eq 2.
In the same way, when the amplitude of power supply is negative, the average current flowing through the capacitor C 1 can be calculated by Eq 3.
The voltage on the resistance R can be calculated by Eq 4.
Assuming the sensor's capacitance is C 1 ,C 2 is a fixed value capacitor which has the same initial value as C 1 . By Eq 1 and 4,the relationship between the output voltage of the signal conditioning circuit and the rainfall height can be expressed by Eq 5, where K is a constant related to the parameters of the sensor and signal conditioning circuit.
By Eq 5, the output voltage U 0 meets the linear relationship with rainfall height h x . In practice, the output characteristic of the sensor is difficult to meet the linear relationship because of the influence of the parasitic capacitance and the edge effect.
BP Neural Network
The Structure Of BP Neural Network. BP (Back Propagation) neural network was proposed in 1986 by the PDP (Parallel Distributed Procession) group. The typical BP network has 3 layers, including the input layer, the hide layer and the output layer. Its structure is shown in Fig 3. The neurons in two adjacent layers are all connected, and the neurons in the same layer are not connected [6] . The error back propagation learning algorithm is applied to the BP network. According to the training samples, the connection weights between neurons are adjusted. During the training process, the data is transmitted to next layer from the input layer. On the contrary, the network weights are modified from the output layer along the direction of error reduction [7] .
Assume that the input sample is X p , the target sample is Y p and the network output is T p , the error between the output value and the target value can be reduced gradually by the error back propagation algorithm [8] .In the process of information forward propagation, the network output T p can be calculated. The operation of the network is shown in Eq 6.
In the process of error back propagation, the error between the network output T p and the target sample Y p can be calculated by Eq 7. The results of first order linear fitting Due to the influence of parasitic capacitance and edge effect, the nonlinear error of the sensor is large. It is difficult to express the input and output characteristics of the sensor accurately by the first order linear fitting method. In order to improve the fitting precision, the three order polynomial is used to fit the calibration data, and the results are shown in Fig 5.Fig 4 and 5 show that the higher the polynomial order, the smaller the fitting error. The mean square error and the maximum fitting error of the above three models are calculated respectively, and the results are shown in Table 1 .The results show that the fitting effect of BP neural network is obviously better than that of the least square method. Maximum fitting error 0.4050 0.1011 0.0091 The 6 groups of data generated in the calibration process are used to verify the three fitting models. The mean square error and the maximum fitting error of the above three models are calculated respectively, and the results are shown in Table 2 .The table show that the fitting effect of BP neural network is obviously better than that of the least square method. 
Conclusion
In this paper, the capacitive sensor was applied to the measurement of rainfall and the sensor's working principle was introduced. Due to the influence of parasitic capacitance and edge effect, the nonlinear error of the sensor's output characteristic curve is large. The first order linear fitting based on the least square method is difficult to describe the input-output characteristics of the sensor accurately. Therefore, BP neural network is used to fit the sensor's characteristic curve. The results show that the BP network has stronger nonlinear mapping ability, and its fitting accuracy is higher than that of the least square method significantly. For capacitive sensors, both the temperature and dielectric substances have a great impact on the sensor's measurement accuracy. In view of these questions, we will design reasonable experiments to do further research.
