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Chapter 1
Introduction
1.1 General overview of van der Waals forces:
historical development, interpretation, and
presence in nature
In the 19th century a Dutch physicist Johannes van der Waals saw the
necessity of taking into account the volumes of molecules and the weak in-
termolecular forces in establishing the relationship between pressure, volume
and temperature of real gases and liquids, by modifying the ideal gas law. In
recognition of his work, these “weak intermolecular forces” are now referred
to as “van der Waals forces”, and the modified ideal gas law is called the van
der Waals equation [1]. Guided by this equation, experimentalists J. Dewar
in 1898 obtained liquefied hydrogen and H. Kamerlingh Onnes achieved the
liquefaction of helium in 1908. Later, in the 20th century, Reinganum (1903),
Debye (1912), Keesom (1921), and London (1927) contributed to a better un-
derstanding of intermolecular forces [2, 3]. Reinganum attempted to relate
the interactions to the structure of molecules by proposing the presence of a
“dipole” (a pair of opposite charges separated by a constant distance rigidly
located within a molecule). This concept was strengthened by early investiga-
tions by Debye on permanent dipoles. The electrostatic interaction between
permanent dipoles (or, more generally, multipoles) is sometimes called the
Keesom interaction or Keesom force [4]. Soon, it became apparent that not
all molecules have permanent dipoles. The publication by Heitler and Lon-
don [5] on covalent bonding in molecular H2 led to an understanding of the
chemical bonding within this molecule and the repulsive forces that operate
at short distances. Subsequently, London also provided the first theory of the
long range attractive interactions (known as London forces) using quantum
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mechanics.
After the seminal papers of London [6–8], it became established that
there are four primary types of intermolecular interaction energies: elec-
trostatic, induction, dispersion, and exchange, that originate from different
mechanisms by which the Coulomb interactions can lead to either repulsive
or attractive forces between the atoms or molecules. While electrostatic, in-
duction and dispersion forces are long range phenomena, exchange is a short
range interaction. By definition, long range effects occur at intermolecular
distance R between two molecules, at which their wave functions do not
overlap. The interactions that are due to the overlap of the wave functions,
are called short range interactions. In a method called symmetry-adapted
perturbation theory (SAPT) [9] these contributions to the interaction energy
are computed separately. A van der Waals complex is defined as a group of
molecules or atoms which are not held together by chemical bonding, but
only by weaker van der Waals forces. In the following discussion it is initially
assumed that the van der Waals complex consists of only neutral closed-shell
fragments.
Beginning the discussion from the long range region, the first order energy
in perturbation theory is the electrostatic energy: a permanent multipole-
multipole interaction, which has a classical Coulomb origin. The electrostatic
interaction, hence, arises from a charge distribution anisotropy of both inter-
acting components. The electrostatic interactions between separated charge
distributions represented by multipole moments (dipole, quadrupole, etc.)
influences the equilibrium geometry of the whole complex. The electrostatic
interaction may be attractive or repulsive, depending on the orientation of
the molecules. The dipole-dipole interaction is the leading term propor-
tional to R−3, the dipole-quadrupole interaction to R−4, and the quadrupole-
quadrupole interaction to R−5, etc. Induction is a second order energy, cor-
responding to the classical polarization energy of molecules in each other’s
electric field. The leading term, the dipole-dipole induction, is proportional
to R−6. Dispersion energy has no classical equivalent. It is a second order
perturbation contribution, with the leading term proportional to a leading
R−6, and is purely quantum mechanical. Dispersion energy is a relatively
weak, but important contribution. Its evaluation is still to date the most
problematic in computations. In the framework of the perturbation theory it
can be proved that the terms corresponding to the induction and dispersion
energies are all negative. The induction and dispersion forces are therefore
always attractive. Sometimes one has tried to give to the dispersion a clas-
sical explanation such as charge fluctuations which polarize the neighboring
nonpolar species. For the short range intermolecular interaction the energy is
dominated by the exchange interaction, which is a purely quantum mechani-
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cal effect, and decays with distance exponentially. In the case of closed-shell
systems the exchange interaction is repulsive due to the Pauli principle, which
forbids the electrons from different monomers to occupy the same quantum
mechanical state.
So far we have discussed the van der Waals forces between only closed-
shell components. However, let us for example consider a closed-shell van der
Waals complex consisting of a He atom interacting with a HF diatom and an
open-shell complex built of a Cl atom in its 2P electronic ground state and
the same HF diatom. For the Cl–HF complex the electrostatic interaction is
nonvanishing, it includes a quadrupole-dipole interaction as the leading term,
whilst in case of the He–HF system there are no electrostatic forces acting
between the He atom and the HF molecule. Such a difference in interactions
stems from the anisotropy of the atomic state. Closed-shell atoms in the
ground state are characterized by a 1S spherically symmetric wave function,
which does not give rise to a multipole moment. Open-shell atoms do have
multipole moments if they are not in spherical S states. The quadrupole
moment of the atom gives an indication of how much the charge distribution
deviates from spherical symmetry.
The multipole moment of an open-shell atom is a matrix with elements
〈 LM | Q̂l,m | LM ′ 〉 defined in the atomic basis | LM 〉, where the 2l-pole
operator Q̂l,m is given in spherical notation with m = −l, −l + 1, ..., l. The
Cl(2P ) atom has L = 1 and M = −1, 0, 1 and the only nonzero multipole
moment is the quadrupole with l = 2. In van der Waals complexes containing
the Cl(2P ) atom the threefold degeneracy of the 2P state is lifted. For linear
geometries of the Cl(2P )–HF complex, for example, it splits into a Σ and a
Π state with M = 0 and |M | = 1, respectively. The dominant term that lifts
the degeneracy is the electrostatic interaction between the Cl(2P ) quadrupole
and the dipole of HF. For linear Cl–HF it is the sign of the atomic quadrupole
moment that determines the energy ordering of the states. For the Π state
of the Cl–HF complex the quadrupole moment 〈 1, 1 | Q̂2,0 | 1, 1 〉 < 0 (or
〈 1,−1 | Q̂2,0 | 1,−1 〉 < 0) lowers the bound state energy by interacting with
the positive side of the HF dipole. Consequently the Π state is the ground
state of the complex. For the Σ state of Cl–HF the situation is reversed,
because the quadrupole moment 〈 1, 0 | Q̂2,0 | 1, 0 〉 > 0 now increases the
energy of the complex according to the above described mechanism. When
the system is bent the degenerate Π state splits into a state that is even
under reflection and a state of odd symmetry, usually denoted as A′ and
A′′. The state with A′ symmetry couples to the Σ state which also obtains
A′ symmetry. Again, the dominant coupling term is the quadrupole-dipole
interaction, and the global equilibrium geometry of the complex turns out to
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be the structure for which this term gives the lowest energy.
Studies of atomic and molecular clusters, both experimental and theoret-
ical, can be expected to elucidate the nature of the forces stabilizing these
systems which will be of value not only in the fields of chemistry and physics,
but also biology. Some biochemical reactions are driven by solvation phe-
nomena which can be clearly understood through studies of van der Waals
molecules and the processes of energy transfer in intermolecular complexes.
Van der Waals forces define hydrogen bonding between DNA bases and pro-
tein side chains. Two-thirds of all protein-DNA interactions comprise van
der Waals contacts [10]. In addition van der Waals molecular complexes lie
at the heart of gas-phase chemistry of interstellar media and some planetary
atmospheres [11].
In the following sections I will discuss more specific questions related to
the current study in order to give the reader an idea about the relevance of the
research in this thesis, the related computational difficulties and theoretical
background.
1.2 Hydrogen transfer reactions
In this thesis I have studied open-shell chemical reaction precursor com-
plexes in hydrogen transfer (sometimes called “hydrogen exchange” instead)
reactions that can be written as X + HY → HX + Y, where X stands for
an open-shell halogen atom (Cl, Br) or an open-shell (OH) radical and HY
represents a closed-shell linear molecule (HF, HCN, HCl).
The following chemical reactions as well as their reverse processes serve as
good examples of the practical importance of reactions involving light atoms
and open-shell van der Waals complexes as chemical reaction precursors:
O(3P ) + H2 → OH + H (1)
OH + H2 → H2O + H (2)
H + O2 → OH + O (3)
OH + CO → H + CO2 (4)
Reactions 1–3 constitute an important chain propagation mechanism in the
oxidation of H2 [12], and 2–4 play an important role in hydrocarbon com-
bustion [13]. Reactions 3 and 4 are particularly important in atmospheric
chemistry. A number of important studies of some of these reactions will be
discussed in the following section.
The first attempts to study chemical reactions theoretically were made
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about 70 years ago for the simplest possible reaction: the hydrogen exchange
reaction H + H2 → H2 + H [14–22]. This choice was dictated by the fact
that it is the most primitive triatomic system, formed from three hydrogen
atoms. Hydrogen is the only atom with a known exact analytical expression
for its wave function, which was used to construct a basis set representing the
Hamiltonian of the whole system. All major theoretical advances in the field
of gas-phase kinetics and reaction dynamics have used the hydrogen-atom
exchange reaction as a benchmark. The concepts of potential energy surface
[23] and transition state [24, 25], as well as the first methods for accurate dy-
namics calculations both classical [26] and quantum mechanical [27, 28] were
developed using the H + H2 reaction with a much more rigorous basis than
earlier. The progress in the understanding of this reaction from the twenties
to the eighties [29–33] has stimulated the interest in more complex, (from a
theoretical point of view), particles participating in hydrogen exchange type
of reactions, such as hydrogen halides with halogen atoms. This explains
the fundamental interest in this type of reactions and their precursors. Since
then, considerable progress has been made towards understanding the nature
of these processes at a fundamental level.
In the following section I will explain in particular why van der Waals
complexes play such an important role as chemical reaction precursors.
1.3 Open-shell van der Waals complexes as
chemical reactions precursors
Open-shell van der Waals complexes are still insufficiently understood
chemical species. They play an important role in the chemistry of atmo-
spheres, plasmas, lasers [34], combustion processes [35], and, as discovered
more recently, in ultracold matter. In the latter, data obtained from study-
ing van der Waals interactions proved to be invaluable for the experimental
work [36–41]. More specifically for our study, complexes with open-shell
constituents are attracting interest, both experimental and theoretical, be-
cause their spectra can provide detailed information about potential energy
surfaces in the entrance and exit valleys of chemical reactions, and they are
expected to exhibit interactions that are intermediate between van der Waals
and chemical bonding [42].
One of the fundamental goals of chemical physics has been to understand
the nature of the potential energy surfaces on which chemical reactions occur.
Considerable attention in reaction studies has been directed at the transition
state region: the region on the potential energy surface where chemical bonds
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are broken and new bonds are formed. It has been well established that the
forces in the transition state region are dominant in controlling the proper-
ties of a reaction, including the reaction cross-section, product distributions,
thermal rate coefficient, etc. As an example, a number of approximate [43]
and exact [44] theories of chemical reaction rates have been developed based
on the idea that the structure of the transition state defines the above men-
tioned parameters. Often, in the entrance channel of the reaction path there
is a shallow van der Waals minimum supporting bound and quasi-bound
states which may trap the reactants before they have a chance to engage
in reactive encounters. In 1994 it was stated by Dubernet and Hutson [45]
that van der Waals complexes “share many of the same dynamic features
with transition states of chemical reactions such as wide-amplitude motion,
including internal rotation etc., so that studying complexes can cast light on
reaction dynamics”.
Alexander [46] has carried out a theoretical investigation of a weakly-
bound complex of O(3P ) with H2. For a long time the O(
3P ) + H2 system
has been the object of theoretical study, due to the importance of the O(3P )
+ H2 → OH + H reaction in combustion. The reaction OH + CO → H +
CO2 was extensively studied both theoretically and experimentally because
of its key importance in atmospheric and combustion chemistry [47]. The
reaction of hydroxyl radicals with carbon monoxide is the principal source of
CO2 in the oxidation of all hydrocarbon fuels [12] and the primary sink for
the OH radical in the atmosphere [48]. This reaction exhibits strong non-
Arrhenius behavior. Its rate coefficient is nearly independent of temperature
below 500 K, yet sharply increases above 500 K [49]. The explanation pro-
posed by Smith et al. for such temperature-dependent behavior from 500
down to 80 K, was that a hydrogen-bonded complex between the OH and
CO reactants may provide a precursor to the transitory, energized interme-
diate HOCO [50]. Later, a theoretical study by Lester et al. [51] aimed to
characterize the OH-CO complex and the reaction path that connects it to
HOCO formation. Calculations show that the intermolecular bending modes
of the OH-CO complex evolve directly into the HOCO reaction intermediate,
and thereby reveal the potential sensitivity of the spectroscopic observables
to the reaction pathway and barrier leading to the HOCO formation. Several
experimental studies have been carried out on the OH + CO → H + CO2
reaction in order to verify or evolve the theoretical predictions. They are
crossed molecular beam measurements of inelastic and reactive scattering
[52, 53], IR spectroscopy and photoionization studies of the HOCO inter-
mediate [54–56], investigations of the reverse reaction through hot H atom
collisions with CO2 [57, 58] and time-resolved studies initiated in HBr-CO2
complexes [59, 60], where the HOCO complex is formed from the HBr-CO2
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precursor complex. Although the van der Waals complex reactive experi-
ments were conceived to simplify and define the geometry of the “transition
state”, they have added a new dimension to the understanding of complex
reaction by revealing the importance of these dynamic effects.
Reactive and inelastic collisions for H + H2 at very low temperatures were
investigated theoretically by means of transition state theory and quantum
mechanical calculations [61, 62]. The calculations stressed the crucial role of
the attractive van der Waals interactions in calculated cross sections.
In 1999 Dimitris Skouteris et al. [63] strictly proved that neglecting the
van der Waals interactions in entrance channels of chemical reactions is not
always justified because it may strongly affect the product distribution. They
have considered the Cl + HD reaction with a tiny van der Waals well of 174.9
cm−1 (0.5 kcal/mol) in the entrance valley ahead of the 2972.9 cm−1 (8.5
kcal/mol) barrier. Exact quantum mechanical calculations of reactive scat-
tering on a potential energy surface without the van der Waals interactions
predict almost equal amounts of the HCl and DCl products, whereas the same
calculations with another potential which includes the van der Waals forces
show strong predominance of the DCl amount in the reaction outcome. Such
predominance is observed in crossed molecular beam experiments on the re-
action as well. Skouteris remarked: “The fact that such weak van der Waals
forces can actually affect the outcome of the reaction is quite remarkable.”
Later, in 2002 Xie et al. [64] observed a number of low-energy resonances
in the cumulative reaction probability (CRP) of the reaction O(3P ) + HCl
→ OH + Cl and concluded that they are related to quasi-bound states of the
van der Waals complexes appearing in the entrance and exit channels of the
reaction. This observation is the result of extensive quantum calculations of
the CRP for a large range of the total angular momentum J from J = 0
up to J = 100. The calculations were carried out using the most recent
ab initio potential energy surface of Ramachandran et al. [65], containing
both a van der Waals minimum in the exit and the entrance channel. The
CRP is strongly enhanced when the total energy of the complex equals a
resonance energy of the entrance channel well due to the long lifetime of the
quasi-bound state at such a resonance. The enhancement is most prominent
when the quasi-bound states in the entrance and exit channels overlap in the
saddle point region.
In contrast to closed-shell systems [66–73] experimental studies of open-
shell van der Waals systems are in their infancy because of the difficulty of
generating these unstable species in experimentally useful concentrations.
Such complexes are studied spectroscopically with molecular beam tech-
niques, either in pure form or in cold helium droplets. Van der Waals
molecules are formed in the gas phase when a pair of molecules with low ki-
16 CHAPTER 1. INTRODUCTION
netic energy become trapped by their intermolecular interactions. To achieve
the complexation, the components have to be cooled in order to remove the
released energy arising from the interaction of the components to fulfill the
conservation of energy law. As mentioned above, one way to help forming
van der Waals complexes is to dope them in cold helium droplets [74]. At
low collision energies, inelastic scattering can yield important information
about the van der Waals well and the long range forces in the entrance chan-
nel. The recent developments in trapping of ultracold atoms and molecules
[36, 37] opens new possibilities for a rigorous comparison between theory
and gas-phase experiments in this very low temperature range, which is of
great interest for the interstellar medium. Two additional experimental ap-
proaches used to form and study van der Waals molecular complexes are the
Stark decelerator technique, which was employed by Gilijamse et al. [41] to
study inelastic scattering of the OH radicals with Xe atoms, and buffer gas
cooling [75].
1.4 Theoretical background
The theoretical approach which we have employed is based on the well
described so-called Born-Oppenheimer (BO) model [76] with an additional
diabatization, which is sometimes called the Generalized Born-Oppenheimer
model. The employed model consists of three steps: solving the electronic
motion problem with clamped nuclei (obtaining potentials), finding the trans-
formation to a diabatic basis, and finally solving the nuclear motion problem
(obtaining eigenvalues and eigenfunctions).
The most difficult and the most important part in modeling of van der
Waals interactions is to obtain accurate potential energy surfaces [72]. It has
always been difficult to construct accurate intermolecular potentials. Before
scientists made sufficient progress in calculating accurate ab initio poten-
tial energy surfaces, empirical methods were frequently used. The empirical
potentials have the required flexibility to fit experimental data. However,
the experimental data used in the fit are generally restricted to the low-
est vibrational states and contain information only on a small region of the
potential close to its absolute minimum. One of the major advantages of
the semi-empirical anzatz [77–80] is that the semi-empirical potential can be
constrained to have the theoretically correct behavior at both long and short
range, yet still have adjustable parameters that can be determined from ex-
perimental data. Purely ab initio potentials, by their very nature, have no
adjustable parameters.
Ab initio theory [81, 82] has played a central role in the process of build-
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ing reliable potentials. The earlier applications of ab initio techniques to this
problem concentrated primarily on the qualitative understanding of the in-
teractions within a van der Waals complex. The interaction energy has been
partitioned into its fundamental components, such as electrostatic, exchange,
induction, and dispersion. Analysis of a large number of model complexes
helped identify the origins of binding and the sources of anisotropy of these
interactions. A detailed examination of the interaction energy components
and their computational requirements casts light on the question of how to
choose and build the basis set and subsequently treat the correlation effects.
Progress in computational capabilities has now enabled the use of sufficiently
large basis sets and highly correlated methods. Nowadays ab initio calcula-
tions are considered to be the most accurate, and hence ab initio computed
potentials are preferentially used for bound state calculations. In this thesis
we have chosen to employ pure ab initio methods to obtain potentials as well.
In order to predict the structure, the stability, and the vibrational and
rotational spectra of van der Waals complexes, one has to know the complete
intermolecular potential as a function of the intermolecular distances and the
molecular orientations. Even for very small systems however, it is impossible
in practice to calculate the full potential surface, with a grid fine enough
that it can be directly used for the dynamics calculations (the second step of
the Born–Oppenheimer approximation). Besides, such an ab initio potential
would not be of use for many purposes. To avoid this difficulty it is useful
to describe a potential in some analytical form, for instance, a truncated
spherical expansion which allows one to separate the radial and the angular
dependence of the potential, which consequently are fitted to the full grid.
The theoretical study of open-shell van der Waals systems is obviously
a more difficult and cumbersome process compared to the study of closed-
shell prototypes. Ab initio calculations for open-shell complexes often lead
to a manifold of adiabatic electronic states {Ψai (q;Q)}, where q and Q are
the electronic and nuclear coordinates, which are degenerate for particular
geometries and for larger distances. Therefore, terms arising from the nu-
clear kinetic energy operator that are usually small and therefore neglected
in the BO approximation, become large, and even infinite for nuclear coor-
dinates Q where the electronic states are degenerate. One should either use
adiabatic potentials and compute the “kinetic couplings” explicitly or use
diabatic models (as has been done in this study) that effectively remove this
coupling. The second solution of this problem was proposed by Smith [83],
who introduced the concept of diabatic states. Diabatic states can be related
to the adiabatic states by a unitary transformation
Ψdi (q;Q) =
∑
j
Ψaj (q;Q)Uji(Q) (1.1)
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where U is based on the criteria
〈 Ψdj (q;Q) |
∂
∂Q
| Ψdi (q;Q) 〉 ≈ 0 (1.2)
for all the nuclear coordinates Q. When there are two interacting states
of the same symmetry, the diabatic 2 × 2 transformation matrix U can be
written as
U =
(
cos γ − sin γ
sin γ cos γ
)
(1.3)
and parametrized by a so-called non-adiabatic mixing angle γ(Q).
In a two-state model the mixing angle can be obtained by the solution of
the one-dimensional differential equation [84–88]:
〈 Ψd1(q;Q) |
∂
∂Q
| Ψd2(q;Q) 〉 = (1.4)
− dγ
dQ
+ 〈 Ψa1(q;Q) |
∂
∂Q
| Ψa2(q;Q) 〉 ≈ 0.
In a multidimensional case, however, this problem cannot be solved [89–91].
For this reason one needs to apply approximate quasi-adiabatic states (also
called diabatic states). Such approaches have been proposed in the literature.
Rebentrost and Lester [92, 93] showed a way to handle the kinetic terms in
the two dimensional case and obtained the γ angle from matrix elements
of the electronic angular momentum operator. These matrix elements were
evaluated by Alexander [46, 94] for MRCI (Multi Reference Configuration
Interaction) wave functions of complexes consisting of an open-shell atom
and a closed-shell diatom. An alternative “direct” diabatization based on
the analysis of a CI (Configuration Interaction) wave function was done by
Werner et al. [95].
It should be noted that the resulting diabatic states (unlike the adiabatic
states) are not eigenvectors of the electronic Hamiltonian, which now contains
off-diagonal elements. Thus, in a two-state case, the diabatic representation
leads to three different matrix elements of the electronic Hamiltonian, two
diagonal ones and one off-diagonal one. In the framework of the Generalized
BO model, the electronic Hamiltonian in the diabatic basis is subsequently
used to solve the second step of the Generalized BO approximation called
“the nuclear motion problem” and thus to produce bound states for open-
shell van der Waals clusters [80, 96, 97]. The bound states are obtained after
a numerical diagonalization of the complete Hamiltonian, which includes
electronic and nuclear parts. Their properties may be directly compared to
experimental data. This enables us to check the accuracy of the computed
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potentials as well as to obtain much useful information about the properties
of these complexes.
The Renner-Teller effect also considered in this study is an obvious non-
adiabatic effect that occurs for linear open-shell systems consisting of three
or more atoms. The Renner-Teller effect is the result of coupling between
electronic and bending motion of the system. The Hamiltonians of our sys-
tems include all of the relevant electronic and nuclear angular momentum
couplings and the intermolecular potentials refer to coupled diabatic elec-
tronic states. Each of the chosen bases are able to describe very well internal
and overall motions. The importance of this effect becomes obvious in linear
systems such as Cl–HF and Br–HCN which are discussed in great detail in
this thesis.
1.5 Scope and outline of the thesis
The present thesis is devoted to a theoretical study of van der Waals open-
shell atom-diatom and diatom-diatom complexes occurring in the entrance
channels of the hydrogen transfer chemical reactions Cl(2P ) + HF → HCl
+ F, Br(2P ) + HCN → HBr + CN, and OH(2Π) + HCl → H2O + Cl. The
study of the Cl–HF and Br–HCN systems can be split into two main parts.
The first part concerns ab initio electronic structure calculations for potential
energy surfaces and the analytic fit of these potentials. The second part
consists of dynamics (bound state) calculations with the fitted potentials.
For OH–HCl a dynamics study has been carried out using potential energy
surfaces obtained earlier by Wormer et al. For the Cl–HF and Br–HCN
systems we have employed various dynamical models (1D, 2+1D, and 3D),
for OH–HCl we have used 3+1D and 4D models; all of these are explained and
compared in the corresponding chapters. From the dynamics calculations we
have derived spectroscopic parameters, such as bend and stretch frequencies,
red shifts, and Renner-Teller effects. The theoretical data were compared
with available experimental results and found to agree well.
Chapter 2
An ab initio treatment of the
chemical reaction precursor
complex Cl(2P )–HF. 1.
Three-dimensional diabatic
potential energy surfaces
The three adiabatic potential surfaces of the Cl(2P )–HF complex that cor-
relate with the 2P ground state of the Cl atom were calculated with the
ab initio RCCSD(T) method (partially spin-restricted coupled cluster the-
ory including single and double excitations and perturbative correction for
the triples). With the aid of a geometry-dependent diabatic mixing angle,
calculated by the complete active space self-consistent field (CASSCF)
and multi-reference configuration-interaction (MRCI) methods, these adi-
abatic potential surfaces were converted to a set of four distinct diabatic
potential surfaces required to define the full 3× 3 matrix of diabatic po-
tentials. Each of these diabatic potential surfaces was expanded in terms
of the appropriate spherical harmonics in the angle θ between the HF
bond axis r and the Cl–HF intermolecular axis R. The dependence of
the expansion coefficients on the Cl–HF distance R and the HF bond
length rHF was fit to an analytic form. The strongest binding occurs for
the hydrogen-bonded linear Cl–HF geometry, with De = 676.5 cm
−1 and
Re = 6.217 a0 when rHF = re = 1.7328 a0. This binding energy De
depends strongly on rHF, with larger rHF causing stronger binding. An
important contribution to the binding energy is provided by the interac-
tion between the quadrupole moment of the Cl(2P ) atom and the dipole
of HF. In agreement with this electrostatic picture, the ground state of
linear Cl–HF is a two-fold degenerate electronic Π state. For the linear
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Cl–FH geometry the states are in opposite order, i.e., the Σ state is lower
in energy than the Π state. Chapter 3 describes full three-dimensional
computations of the bound states of the Cl–HF complex, based on the
ab initio diabatic potentials of this chapter.
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2.1 Introduction
Only recently the importance of the formation of van der Waals complexes
in entrance channels of neutral chemical reactions has been fully recognized
[51, 63, 64, 98, 99]. One of the early examples [63] of this recognition is the
study of van der Waals forces in the entrance valley of the Cl + HD reaction,
where the van der Waals complex was shown to play a decisive role in the
reaction dynamics. As other examples we mention the recent observation
of pre-reactive van der Waals states of the OH–H2 and OH–CO complexes
[51, 98]. These references emphasize the importance of studying the shal-
low van der Waals well between reactants, which is a relatively neglected
region of reactive potential energy surfaces. See ref [99] for a discussion
how these open-shell pre-reactive complexes can be investigated by modern
spectroscopic methods.
Very recently [100] entrance channel halogen atom–HF complexes were
studied by high-resolution infrared laser spectroscopy. The free radical com-
plexes were formed in helium nanodroplets. The authors of this work point
out that the elucidation of the structures and energetics of these complexes
will require extensive interaction between experiment and theory. Since we
fully endorse this statement, we have performed high-level ab initio calcula-
tions on the Cl–HF complex. We computed the lowest three adiabatic po-
tential energy surfaces of this complex that correlate with the chlorine atom
in its 2P ground state. We also computed a diabatic angle as a function of
the three internal coordinates. According to the diabatic model presented in
refs [94, 96] and summarized below we obtained from this angle and the three
adiabatic surfaces four diabatic potential surfaces from which the full 3 × 3
matrix of diabatic potentials can be constructed. These ab initio diabatic
potential surfaces are used in the subsequent chapter 3 in the computation
of the rovibrational spectra and structure of the complex. We will see below
that the linear geometry Cl–HF has a Π ground state and a first excited Σ
state, whereas linear Cl–FH has a Σ ground state and a Π excited state.
Deviation from linearity lowers the symmetry from C∞v to Cs and gives a
splitting of the Π states into two states, one of A′ and one of A′′ symmetry. A
similar observation made by Herzberg and Teller in 1933 [101] led Renner to
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the very first quantum mechanical description of coupling between electronic
and vibrational motion [102].
This chapter has the following outline: first we describe how we computed
the ground and first excited A′ state by means of the partially spin-restricted
coupled-cluster method based on singly and doubly excited states with inclu-
sion of perturbative, non-iterative, contributions arising from triply excited
states [the RCCSD(T) method] [103]. We pay some attention to the coun-
terpoise correction of the interaction energies in these states, because the
procedure is not straightforward for the case of a spatially degenerate open-
shell monomer. The computation of the energy of the A′′ state is discussed.
This computation is relatively easy because it regards the lowest state of A′′
symmetry. The manner in which the diabatic angle γ is computed from ma-
trix elements of the electronic angular momentum operator Lz is described
and it is shown how a rotation of the two adiabatic A′ states by angle γ
leads to two diabatic states. The third diabatic state is equal to the adia-
batic A′′ state. The fitting of diabatic potential energy surfaces as function
of two intermolecular Jacobi coordinates and of the H–F bond length rHF is
discussed. Finally, results are given and illustrated by some representative
cuts through the two-dimensional surfaces.
2.2 Ab initio computations
A Cartesian frame was chosen with as origin the Cl-nucleus. The nu-
clear center of mass of HF (mH = 1.0078250321 u, mF = 18.99840320 u)
defines the positive z-axis. It is at a distance R from the Cl-nucleus. The
vector pointing from H to F lies in the xz-plane of the frame and makes
an angle θ with the positive z-axis. The energies were computed on a
14 × 12 × 5-dimensional grid. The following 14 R-values were included:
R = 4.5, 5.0, 5.5, 6.0, 6.5, 7.0, 7.5, 8.0, 9.0, 10.0, 12.5, 15.0, 20.0, 25.0 a0. The θ-
grid was a 12 point Gauss-Legendre grid and the following five H–F distances
were taken from ref [104]: rHF = 1.4827, 1.6027, 1.7328, 1.9180, 2.1032 a0.
These points are close to the equilibrium separation and to the classical
turning points of the ground and first excited vibrational levels of HF.
All energy calculations were performed by means of the RCCSD(T) method
[103]. We used the computer program molpro [105] in all of the cal-
culations. The atomic orbital basis used was the augmented correlation-
consistent polarized-valence triple zeta basis (aug-cc-pVTZ basis) [106, 107]
with uncontracted bond functions (exponents sp : 0.9, 0.3, 0.1 and d : 0.6, 0.2)
added halfway between the nuclear center of mass of HF and the Cl-atom.
The 1s electrons on F and the 1s, 2s, and 2p electrons on Cl were left un-
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correlated.
The Cl–HF dimer is of Cs symmetry and possesses three potential energy
surfaces that correlate with the 2P ground state of the free chlorine atom: two
of A′ symmetry (correlating with Px and Pz substates of chlorine) and one of
A′′ symmetry (correlating with Py). The molpro RHF program is capable
of generating a single determinantal state of the one but lowest energy and
the same A′ symmetry as the ground state. This determinant can serve as
the reference state for RCCSD(T).
To explain this, we first note that the high-spin-restricted Hartree-Fock
(RHF) method, as implemented in molpro, returns highest occupied or-
bitals of the dimer that are practically pure chlorine 3p-type AOs. The A′
electron configurations are: (cc)φ1(A
′)φ2(A
′)2(py)
2, where (cc) stands for the
11 lower lying doubly occupied orbitals, and
(
φ1(A
′), φ2(A
′)
)
=
(
px, pz
)( cos γorb sin γorb
− sin γorb cos γorb
)
. (2.1)
The orbital energies of the energetically higher, nearly degenerate, AOs
φ2(A
′) and py vary as a function of θ, and so does the energy of the lower
orbital φ1(A
′), with a fairly constant orbital energy difference between φ1(A
′)
and φ2(A
′). Notice that the high-spin state (cc)φ1(A
′)φ2(A
′)2(py)
2 as com-
puted by molpro, does not satisfy the Aufbau principle. For θ ≈ 0◦ the
angle γorb belonging to the lowest A
′ state is close to zero, so that φ1 ≈ px,
φ2 ≈ pz, and the px orbital is singly occupied, while for θ ≈ 180◦ the angle
γorb is close to 90
◦, i.e., φ1 ≈ pz, φ2 ≈ px, and the pz orbital is singly occupied.
For θ ≈ 60◦ the orbitals φ1(A′) and φ2(A′) are equally weighted mixtures of
px and pz and γorb ≈ 45◦. The lowest RCCSD(T) energy of A′ symmetry is
obtained following the standard rules, i.e., with the orbitals from the RHF
procedure as input to the RCCSD(T) program. Orbitals for the first excited
A′ state are obtained by swapping φ1(A
′) and φ2(A
′) in the start input to the
RHF program, followed by iteration until convergence. The convergent MOs
thus obtained enter the RCCSD(T) computation yielding the first excited
A′ state of the dimer. Since the RHF iterations do not change the order
of the MOs, the excited RCCSD(T) state has a reference configuration in
which to a good approximation for θ ≈ 0◦ the singly occupied AO equals
pz and px is doubly occupied, whereas for θ close to 180
◦ px is singly occu-
pied and pz doubly. For θ ≈ 60◦ the excited state reference configuration is:
(cc)(pz + px)(pz−px)2(py)2, i.e., the orbitals px and pz are mixed with nearly
equal weight.
The A′′ reference configuration is (cc)pyφ1(A
′)2 φ2(A
′)2 for all θ, with the
py orbital singly occupied. The orbitals φ1(A
′) and φ2(A
′) are now nearly
degenerate, and still of the form given in eq (2.1). They are pure px and pz for
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linear geometries, i.e., γorb ≈ 0◦ for θ ≈ 0◦ and γorb ≈ 90◦ for θ ≈ 180◦, and
are mixed with equal weight for θ ≈ 60◦ (then γorb ≈ 45◦). The py orbital is
lower by approximately the same amount as the difference in orbital energy of
φ1(A
′) and φ2(A
′) in the case of the RHF calculation on the A′-state. Clearly,
the A′′ electron configuration does not obey the Aufbau principle either. For
the linear geometry θ = 0◦ (point group C∞v) the lowest RCCSD(T) A
′
state is degenerate with the RCCSD(T) A′′ state—they are partners in a
Π ground state—whereas for θ = 180◦ the excited RCCSD(T) A′ state is
degenerate with the A′′ state; here the Π state is an excited state. The
degeneracies are reflected in the orbital energies, which we write briefly as
α(Γ) with α = x, y, z and Γ = 1A
′, 2A′, A′′. For θ = 0◦: z(A
′′) = z(1A
′),
x(A
′′) = y(1A
′) and y(A
′′) = x(1A
′), while for θ = 180◦: z(A
′′) = z(2A
′),
x(A
′′) = y(2A
′) and y(A
′′) = x(2A
′), so that indeed the A′′ configuration
(cc)py(pz)
2(px)
2 has the same energy as the A′ configuration (cc)px(pz)
2(py)
2
in both cases. As we just saw, the latter configuration yields the A′ ground
state for θ = 0◦ and the A′ excited state for θ = 180◦.
So far we did not discuss the basis set superposition error (BSSE), which
usually is taken care of by the counterpoise correction (i.e., subtraction of
the sum of the two monomer energies computed in the same dimer AO basis
as the dimer energy). The energy of the HF molecule is unambiguously
defined, as is the energy of the A′′ state of the chlorine atom, but there is
a choice for the A′ energy of the free Cl atom. An RHF computation of
the A′ state of the free chlorine atom in the dimer basis yields for all angles
θ the electronic configuration (cc)pz(px)
2(py)
2, where pz is lower in energy
than px and py due to the presence of the hydrogen fluoride basis on the
z-axis. The higher two p-orbitals are degenerate. Swapping pz and px in
the input of the RHF program followed by iteration changes the total RHF
energy by less than 1 cm−1. However, the RCCSD(T) energy of the free Cl
atom (in the dimer basis) is much affected by the orbital swap, being 151.6
and 115.0 cm−1 lower than the unswapped RCCSD(T) energy for θ = 0◦ and
180◦, respectively. In our first attempt to correct for the BSSE we applied
the procedure recommended by K los et al. [108] according to which the free
chlorine px and pz orbitals should be rotated by angles equal to those of the
dimer. The results of this procedure were inconsistent, however, in the sense
that the degeneracy of the A′′ state with one of the A′ states that should
occur both for θ = 0◦ and θ = 180◦ was lifted by the BSSE correction.
The failure of this method may be related to the fact that for linear Cl–
HF (θ = 0◦) the lowest A′ state is degenerate with A′′, whereas for linear
Cl–FH (θ = 180◦) the highest A′ state is degenerate with A′′. In Cl–HCl,
the system where K los et al. [108] tested their method, such a swap does
not occur. After some experimentation we decided that subtraction of the
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lowest RCCSD(T) energy of the free chlorine from both A′ dimer energies
gives the most consistent results. After this counterpoise correction A′ and
A′′ remain degenerate Π states for both linear geometries. We reiterate that
the lowest RCCSD(T) energy of the free chlorine is obtained by swapping
px and pz, obtained from a ground state RHF calculation, in the input of
an RHF plus RCCSD(T) computation. The counterpoise correction for the
A′′ dimer energy did not pose any problems, we simply subtracted the A′′
energy of the Cl-atom [and also the RCCSD(T) energy of the HF molecule,
of course].
2.3 Diabatic potentials and analytic fits
As just discussed, we obtain three adiabatic states Ψ1(A
′), Ψ2(A
′), and
Ψ(A′′) from the RCCSD(T) computations. They each have as a reference
a closed-shell Slater determinant in which a hole is created in the 3p-shell
of the chlorine atom. As we saw in section 2.2 that the hole remains fairly
well localized on the Cl atom for all geometries of the complex considered, it
is reasonable to assume that the RCCSD(T) states are linear combinations
of diabatic states | Px 〉, | Py 〉, and | Pz 〉 correlating to the corresponding
states of Cl. According to the theory described in ref [94] we introduce the
diabatic angle γ by writing
(Ψ1(A
′), Ψ(A′′), Ψ2(A
′)) = (| Px 〉, | Py 〉, | Pz 〉) Ry(γ), (2.2)
with
Ry(γ) ≡

 cos γ 0 sin γ0 1 0
− sin γ 0 cos γ

 .
Recalling the expression used by Alexander [94] for the matrix of Lz (the
z-component of the chlorine electronic angular momentum operator) in the
diabatic basis, we note that the matrix of Lz in the adiabatic basis is (in
atomic units ~ = 1)
Lz = Ry(γ)
T

0 −i 0i 0 0
0 0 0

Ry(γ) =

 0 −i cos γ 0i cos γ 0 i sin γ
0 −i sin γ 0

 . (2.3)
In the same AO basis as used for the energy computations we computed Lz by
means of the multi-reference configuration interaction method (MRCI). This
computation was preceded by a complete active space self-consistent field
(CASSCF) calculation to generate the natural orbitals that enter the MRCI
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computations. All configurations obtained by single and double excitations
out of the CASSCF wave function were included in the MRCI treatment with
internal contraction, giving a total number of about 800 000 configuration
state functions. In CASSCF, as well as in MRCI, the 1s orbitals on Cl and
F were frozen, as were the 2s and 2p orbitals on the chlorine atom. Initially
we froze only the 1s AO on Cl, but then the 2pz-orbital on Cl sometimes
appeared among the valence orbitals, giving rise to jumps in matrix elements
of Lz as a function of geometry. From the MRCI matrix of Lz and eq (2.3)
the angle γ can be obtained. Knowing γ, we compute the diabatic states
from the inverse of eq (2.2).
The BSSE corrected RCCSD(T) adiabatic potentials V1(A
′), V2(A
′), V (A′′),
and the MRCI values for 〈 Ψ(A′′) | Lz | Ψ2(A′) 〉, 〈 Ψ(A′′) | Lz | Ψ1(A′) 〉, were
obtained on the grid of R, θ, and rHF mentioned above. The mixing angle γ
was determined according to eq (2.3) from
γ(R, θ, rHF) = arctan
[〈 Ψ(A′′) | Lz | Ψ2(A′) 〉
〈 Ψ(A′′) | Lz | Ψ1(A′) 〉
]
. (2.4)
This is the same expression as used earlier in studies of the non-adiabatic
coupling in H2O [109] and in the Cl–HCl system [108]. The angle γ is used to
transform the adiabatic to diabatic energies with the transformation matrix
defined in eq (2.2). A similarity transformation of the diagonal adiabatic
matrix gives,
Vxx = V1(A
′) cos2 γ + V2(A
′) sin2 γ
Vzz = V1(A
′) sin2 γ + V2(A
′) cos2 γ (2.5)
Vxz = [V2(A
′)− V1(A′)] sin γ cos γ
Vyy = V (A
′′).
It is useful to apply a further transformation, in order to obtain a spherical
basis
(| Px 〉, | Py 〉, | Pz 〉) = 1√
2
(| P−1 〉, | P0 〉, | P1 〉)

 1 i 00 0 √2
−1 i 0

 . (2.6)
This gives the four diabatic surfaces
V0,0 = Vzz
V1,1 = V−1,−1 =
1
2
(Vyy + Vxx) (2.7)
V1,−1 =
1
2
(Vyy − Vxx)
V0,1 = −V0,−1 = −
√
2
2
Vxz.
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In order to obtain analytic expressions of the diabatic potentials, we made
expansions in terms of spherical harmonics CLµ (θ, φ), which are normalized
such that CLµ (0, 0) = δµ,0. Recalling that θ is the angle of the HF diatom
axis with the z-axis, we write
Vµ′,µ(R, θ, rHF) =
Lmax∑
L=|µ′−µ|
CLµ−µ′(θ, 0)v
L
µ′,µ(R, rHF). (2.8)
The expansion coefficients were derived using a Gauss-Legendre quadrature
on the 12-point ab initio angular grid θi with weight wi:
vLµ′,µ(R, rHF) ≈
2L + 1
2
12∑
i=1
CLµ−µ′(θi, 0)Vµ′,µ(R, θi, rHF)wi. (2.9)
The coefficients vLµ′,µ(R, rHF) thus obtained were subsequently fitted as
functions of R and rHF by the reproducing kernel Hilbert space (RKHS)
method with a two-dimensional kernel for distancelike variables in both di-
mensions [110]. The R-dependent kernel requires the specification of a pa-
rameter mRKHS that describes the large-R behavior of the fitted function.
The large-R behavior of the interaction energy in the present system can be
described as a series in R−n that starts with n = 4. The first two terms
of the series contain only spherical harmonics of order L = 1 and L = 2,
respectively. This is because the system consists of an atom in a P -state
and a heteronuclear diatom in a Σ-state. The quadrupole-dipole interaction
(lA = 2, L = lB = 1) is the only term contributing to R
−4. Likewise, the
quadrupole-quadrupole interaction (lA = 2, L = lB = 2) is the only long-
range term that has an R−5 dependence. The lA = 2, lB = 1 term was fitted
with the RKHS parameter mRKHS = 3 and the lA = 2, lB = 2 term was
fitted with mRKHS = 4. The association of n with a unique value of L stops
at n = 6. For instance, the v0µ′,µ and v
2
µ′,µ coefficients both drop off as R
−6
since they arise from dispersion (a second-order effect), but also v3µ′,µ, arising
from the quadrupole-octupole (lB = 3) interaction, goes asymptotically as
R−6. Therefore, only the L = 1 and L = 2 coefficients were assumed to
have a well-defined R−n behavior and all other coefficients in eq (2.8) were
assumed to have an R−6 asymptotic dependence and were fitted accordingly
with the RKHS parameter mRKHS = 5. For the rHF dependent kernel we
chose mRKHS = 2. Since the dependence of the coefficients v
L
µ′,µ(R, rHF) on
rHF is not known analytically, these coefficients were extrapolated linearly in
rHF outside the range of the ab initio points. The RKHS parameter nRKHS
that defines the smoothness of the RKHS functions [110] was chosen to be 2
in all cases.
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On the whole the fits were of good quality. For instance, for R = 5 a0
and r = re the root mean square (RMS) error in V0,0 computed on the 12
angular ab initio points is 2.8 10−6Eh. On this interval the value of V0,0
varies between 1.8 10−2 and −7.3 10−5 Eh. For the same R and r the largest
relative error in V1,1 is 0.005 %. The RMS error in V1,−1 = 6.7 10
−6 Eh with
V1,−1 varying around −5.0 10−4 Eh as a function of θ. The errors in V0,1 at
the same R and r are somewhat larger, they vary from 1.61 % for θ ≈ 11◦
through 0.09% (θ ≈ 83◦) to 5.2% for θ ≈ 169◦. For R = 7 a0 and r = re the
largest error (2.3 %) occurs in V1,−1 for θ ≈ 169◦. For R = 12.5 a0, r = re,
all errors, except two, are less than 0.1 %. The two errors larger than 0.1 %
are in V1,−1: 0.5 % (for θ ≈ 11◦) and 3.2 % (for θ ≈ 169◦).
Table 2.1: Fit errors for near-linear geometries, rHF = re.
R θ = 0.5◦ θ = 179.5◦
(a0) V1(A
′) error V1(A
′) error
(cm−1) (%) (cm−1) (%)
4.5 8083.8 –2.63 1549.1 3.06
5.0 1872.3 0.38 215.7 0.69
5.5 –146.0 0.74 –168.3 –0.15
6.0 –644.5 0.14 –236.5 –0.38
6.5 –642.7 –0.02 –211.9 0.02
7.0 –513.7 0.02 –168.4 –0.06
7.5 –381.1 –0.01 –128.9 –0.04
8.0 –276.4 –0.02 –98.2 0.00
9.0 –147.4 0.04 –58.4 0.03
10.0 –83.5 0.02 –35.5 –0.03
12.5 –26.9 0.02 –13.6 –0.05
15.0 –11.5 0.01 –9.11 0.05
20.0 –3.13 –0.03 –3.53 0.16
25.0 –1.17 0.05 –1.54 –0.80
The fit errors discussed so far pertain to points on the ab initio grid. In
order to check the degeneracies of the A′ and A′′ states for the linear ge-
ometries, we performed in the course of this work a number of independent
RCCSD(T) calculations very near the linear geometries and yet of Cs sym-
metry. The expansion errors related to these independent points are given
in Table 2.1. In this table we find that almost all errors are much less than a
percent, so that we may conclude that our fits in terms of associated Legendre
functions, cf. eq (2.8), are very satisfactory.
30 CHAPTER 2. Cl(2P )–HF (part I)
2.4 Results and discussion
Figure 2.1: Three adiabatic (full) and diabatic (dashed) curves are shown as
a function of θ. rHF = re = 1.7328 a0, R = 7 a0. The diabatic curve Vyy
coincides with the adiabatic curve V (A′′), cf. eq (2.5).
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In Figure 2.1 we show one-dimensional cuts through the three adiabatic
and diagonal diabatic potentials. The angle θ = 0◦ corresponds to the linear
hydrogen-bonded structure Cl–HF and θ = 180◦ corresponds to linear Cl–FH.
The Π-state is lowest in energy for θ = 0◦, while the Σ state is lowest for θ =
180◦, in the entire range of distances R that we considered. For both linear
geometries the diabatic energies Vxx and Vzz coincide with adiabatic energies
[with V1(A
′) and V2(A
′), respectively, for θ = 0◦; with V2(A
′) and V1(A
′),
respectively, for 180◦]. The curve for the adiabat V (A′′), which coincides
with the diabat Vyy, connects the Π-energies on either side of the plot.
Since upon bending of Cl–HF (θ ≥ 0◦) the two adiabats show a parabolic
behavior, we have here a typical example of the situation studied by Renner
[102] seven decades ago. Pople and Longuet-Higgins [111] refer to this split-
ting as case 1(a) and point out that the very first observation of the Renner
effect (in the lowest electronic transition of the NH2 radical [112]) must be
explained by a different splitting pattern. The adiabatic potentials do not
cross, of course, because the corresponding states diagonalize the electronic
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Hamiltonian, but the diabats Vxx and Vzz do cross (at θ ≈ 60◦). We discussed
in section 2.2 that the Cl 3px and 3pz orbitals mix as function of θ and it is
no coincidence that around the same angle (θ ≈ 60◦) the orbitals are mixed
with equal weight. Had we taken the diabatic angle to be the orbital mixing
angle γorb, we would have found the crossing of the diabats at about the same
θ.
For the angle θ = 180◦ the Σ-state lies lower than the Π-state, Vzz < Vxx,
while for θ = 0◦: Vzz > Vxx. This flipping in the state order follows from the
fact that the 3px and 3pz orbital have swapped places in going from linear
Cl–HF to linear Cl–FH, as we discussed above. The relative positions of
the orbital and total binding energies can be understood by considering the
dipole of HF. It points from Fδ− to Hδ+. The chlorine atom has a hole in
an argon-like 3p shell and we remember that a hole can be thought of as
a positively charged particle. The hole is attracted by the negative charge
on the F atom and therefore will prefer to be in 3pz (a σ-orbital pointing
towards the F atom), when this atom is closest to Cl. This implies that in
Cl–FH the state of Σ symmetry has the lowest energy. On the other hand, in
Cl–HF the chlorine hole tries to avoid the positively charged hydrogen atom
and will be in a pi orbital, leading to a lower Π state for θ = 0◦.
Figure 2.2: Adiabatic surface V1(A
′) as a function of R and θ, for rHF = re =
1.7328 a0.
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Figure 2.3: Adiabatic surface V2(A
′) as a function of R and θ, for rHF = re =
1.7328 a0.
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Figure 2.4: Adiabatic surface V (A′′) as a function of R and θ, for rHF = re =
1.7328 a0.
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In Figures 2.2, 2.3, and 2.4 the adiabatic potentials V1(A
′), V2(A
′), and
V (A′′) are shown as a function of R and θ for fixed rHF. The absolute
minimum in the lowest adiabat V1(A
′) for rHF = re = 1.7328 a0 occurs for
R = 6.217 a0, θ = 0
◦. The well depth is De = 676.5 cm
−1. This minimum,
being two-fold degenerate, coincides with the global minimum in V (A′′).
Figure 2.5: Diabatic surface V0,0 as a function of R and θ, for rHF = re =
1.7328 a0.
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Figures 2.5, 2.6, 2.7, and 2.8 show the diabatic potentials V0,0, V1,1, V1,−1,
and V0,1, respectively, as a function of R and θ for fixed rHF = re. The
absolute minimum with De = 676.5 cm
−1 in the adiabatic potentials V1(A
′)
and V (A′′) for the linear Cl–HF geometry is due to a similar minimum in
the diabatic potential V1,1 = V−1,−1 that corresponds to the Π state. The
diabatic potential V0,0 for the Σ state shows a much shallower minimum of
depth 295.3 cm−1 for θ = 120◦ and R = 5.8 a0. The latter minimum is
reflected in the lowest adiabatic potential V1(A
′) in Figure 2.2 as a shallow
local minimum. The off-diagonal diabatic potential V1,−1 is relatively small,
which indicates according to eq (2.7) that the diabatic surfaces Vxx and Vyy
are nearly equal. These surfaces Vxx and Vyy correspond to the electron hole
on the Cl atom being in a px or py orbital, respectively. The fact that they are
so similar even for θ ≈ 90◦, i.e., when the HF axis is nearly perpendicular to
the intermolecular Cl–HF axis, is somewhat surprising. The potential V1,−1
is always negative, which implies that Vxx is larger than Vyy, cf. Figure 2.1.
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Figure 2.6: Diabatic surface V1,1 as a function of R and θ, for rHF = re =
1.7328 a0.
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Figure 2.7: Diabatic surface V1,−1 as a function of R and θ, for rHF = re =
1.7328 a0.
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Figure 2.8: Diabatic surface V0,1 as a function of R and θ, for rHF = re =
1.7328 a0.
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The off-diagonal diabatic potential V0,1 is larger in absolute value and changes
sign for a θ value of about 120◦ for small R. The value of θ where this sign
change occurs increases with R; for R > 7 a0 V0,1 is negative for all values of
θ.
Table 2.2: Dependence of the well depth De in V1,1 and the equilibrium
distance Re on rHF.
rHF (a0) Re (a0) De (cm
−1)
1.4827 6.2356 −513.95
1.6027 6.2350 −579.52
1.7328 6.2166 −676.50
1.9180 6.1558 −861.14
2.1032 6.0665 −1129.79
The potential surfaces for other values of rHF are qualitatively similar,
but the depth of the well in V1(A
′) and V (A′′), which corresponds to the well
in V1,1, increases strongly with increasing rHF, see Table 2.2. As we show in
chapter 3, this plays an important role in the explanation of the large red
shift of the HF stretch vibration induced by the interaction with the Cl atom
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that was observed experimentally [100].
Our results may be compared with the results of the ab initio calculations
by Merritt et al. [100] for the linear geometries Cl–HF and Cl–FH. They find
the strongest binding for Cl–HF, as we do, with De = 672 and 676 cm
−1 at
the UMP2 and UCCSD(T) levels, respectively. This agrees very well with
our value of De = 676.5 cm
−1 from RCCSD(T) calculations. For linear
Cl–FH they find a binding energy of only 20 cm−1, whereas we obtain a
much larger value: 237.4 cm−1. Our value corresponds to the lowest state
of A′ symmetry, however, and their value corresponds to the state of A′′
symmetry [113] (which gives the strongest binding for linear Cl–HF, where
it is degenerate with the lowest A′ state). Our value for the well depth of
linear Cl–FH in the A′′ state is 14.3 cm−1, in fairly good agreement with
their 20 cm−1.
We may also compare our potential surfaces for Cl–HF with the ab initio
potentials of K los et al. for the analogous systems Cl–HCl [97, 108], F–HF,
and Br–HBr [114] and with the semi-empirical F–HF and Br–HF potentials of
Meuwly and Hutson [79, 115]. The minimum in the lowest adiabatic potential
V1(A
′) at the linear hydrogen bonded X–HX structure is about equally deep
for Br–HF as for Cl–HF, but considerably shallower for the other systems.
The local minimum in V1(A
′) at the T-shaped geometry is only very shallow
for Cl–HF. For Cl–HCl it is the global minimum, and also for Br–HF, F–
HF, and Br–HBr, it is a more pronounced local minimum than for Cl–HF.
The observation that the Π state is lower than the Σ state at the linear X–
HX structure while the Σ state is lower at the linear X–XH structure, see
Figure 2.1, holds also for the semi-empirical potentials of F–HF and Br–HF,
but not for the ab initio potential of Cl–HCl, for example.
2.5 Conclusion
We described the ab initio calculation of the adiabatic potential sur-
faces of the Cl(2P )–HF complex that correlate with the (in the absence of
spin-orbit coupling) threefold degenerate 2P ground state of the Cl atom.
These potential surfaces are converted with the aid of a geometry-dependent
diabatic mixing angle, also calculated ab initio, to a set of four distinct di-
abatic potential surfaces required to define the full 3× 3 matrix of diabatic
potentials. Each of these diabatic surfaces was expanded in terms of the
appropriate spherical harmonics in the atom-diatom Jacobi angle θ. The de-
pendence of the expansion coefficients on the Cl–HF distance R and the HF
bond length rHF was fit to an analytic form. The resulting potentials were
discussed and are used in chapter 3 in full three-dimensional computations
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of the bound states of the Cl–HF complex.
Chapter 3
An ab initio treatment of the
chemical reaction precursor
complex Cl(2P )–HF. 2. Bound
states and infrared spectrum
Bound energy levels and properties of the Cl(2P )–HF complex were ob-
tained from full three-dimensional (3D) calculations, with the use of the
ab initio computed diabatic potential surfaces from chapter 2 and the
inclusion of spin-orbit coupling. For a better understanding of the dynam-
ics of this complex we also computed a 2D model in which the HF bond
length r was frozen at the vibrationally averaged values r0 and r1 and a
2+1D model in which the 3D potentials were averaged over the vHF = 0
and vHF = 1 vibrational wave functions of free HF. Also 1D calculations
were made in which both r and the Cl–HF distance R were frozen. The
complex is found to have the linear hydrogen bonded Cl–HF structure,
with ground state quantum numbers J = 32 for the overall angular mo-
mentum and |Ω| = 32 for its projection on the intermolecular axis R. The
binding energy is D0 = 432.25 cm
−1 for vHF = 0 and D0 = 497.21 cm
−1
for vHF = 1. Bending modes with |Ω| = 12 and |Ω| = 52 are split by the
Renner–Teller effect, since the electronic ground state is a degenerate 2Π
state. A series of intermolecular (R) stretch modes was identified. Rota-
tional constants and e-f parity splittings were extracted from the levels
computed for J = 12 to
7
2 . The computed red shift of the HF stretch
frequency of 64.96 cm−1 and the 35Cl–37Cl isotope shift of 0.033 cm−1
are in good agreement with the values of 68.77 cm−1 and 0.035 cm−1
obtained from the recent experiment of Merritt et al., Phys. Chem. Chem.
Phys. 7 (2005) 67, after correction for the effect of the He nanodroplet
matrix in which they were measured.
JPC A 110 5280 (2006)
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3.1 Introduction
The important role of van der Waals complexes occurring in the entrance
and exit valleys of chemical reactions has been demonstrated on several ex-
amples [51, 63, 64, 99, 116, 117]. The complex Cl(2P )–HF that occurs in the
entrance channel of the reaction Cl + HF→ F + HCl was recently prepared
in helium nanodroplets and studied by high-resolution infrared laser spec-
troscopy [100]. Chapter 2 describes the ab initio calculation and analytic
representation of the full 3×3 matrix of diabatic potentials required to com-
pute the bound states of this complex with the inclusion of the non-adiabatic
Renner–Teller coupling. The diabatic electronic states of the complex corre-
late with the 2P ground state of the Cl atom. In the present chapter we use
these potential surfaces, and include the spin-orbit coupling on the Cl(2P )
atom, to actually compute the Cl–HF bound states. All of the three internal
degrees of freedom of Cl–HF were included in the calculations, but we also
made one- and two-dimensional model calculations in order to elucidate the
underlying dynamics. We discuss the bound state properties, and compare
our theoretical results with the spectroscopic data, in order to verify that the
potential surfaces from chapter 2 are indeed accurate.
3.2 Bound state calculations
The method to compute the bound states of open-shell atom - closed-shell
diatom complexes of this type originates in work by Alexander [94] and by
Dubernet and Hutson [80, 118]. It is outlined in detail in ref [96]. Refer-
ence [97], see also the erratum [119], gives results for the complex Cl(2P )–
HCl, which is similar to the Cl(2P )–HF complex considered here. Still, as
we show below, the properties of these two complexes are actually quite
different. The theory in the previous papers [96, 97] concerns two internal
degrees of freedom; the HX bond length was frozen. Here, we perform full
three-dimensional calculations with the Jacobi vectors R, the vector that
points from the Cl nucleus to the center-of-mass of HF, and r, the vector
that point from the H to the F nucleus, as dynamical variables. The internal
coordinates varied are R, the length of R, r the HF bond length, and θ, the
angle between r and R. The Hamiltonian in a body-fixed (BF) frame with
its z-axis along R and r in the xz-plane is
Ĥ = ĤHF +
−~2
2µABR
∂2
∂R2
R +
|̂jA + ĵB|2 − 2(̂jA + ĵB) · Ĵ+ Ĵ2
2µABR2
+ Aλ̂ · Ŝ+
∑
µ′,µ
| λ, µ′ 〉 V (λ)µ′,µ(R, r, θ) 〈 λ, µ | (3.1)
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where µAB is the reduced mass of the complex Cl–HF. The HF monomer
Hamiltonian is
ĤHF =
−~2
2µBr
∂2
∂r2
r +
ĵ2B
2µBr2
+ VHF(r) (3.2)
and µB is the HF diatom reduced mass. The diatom potential VHF(r) was
obtained from the spectroscopic data of Lonardo and Douglas [120] by the
Rydberg-Klein-Rees (RKR) procedure [121–124]. The operators λ̂ and Ŝ
represent the orbital and spin angular momenta of the Cl(2P ) atom, respec-
tively, and the atomic quantum numbers are λ = 1 and S = 1
2
. The operator
ĵA = λ̂+ Ŝ represents the total electronic angular momentum of the Cl atom,
while ĵB is the rotational angular momentum of the diatom, and Ĵ is the to-
tal angular momentum of the complex. The splitting between the spin-orbit
states of the Cl atom is DSO = E(
2P1/2)−E(2P3/2) = 882.4 cm−1. We assume
that the spin-orbit coupling in the open-shell Cl(2P ) atom is not affected by
the relatively weak interaction with the HF molecule, so that we may use
the atomic spin-orbit parameter A = −(2/3)DSO as a constant in eq (3.1).
The 3× 3 matrix of diabatic potentials V (λ)µ,µ′(R, r, θ) that couple the diabatic
states | λ, µ 〉 with projection µ = −1, 0, 1 on the z-axis was computed and
described in chapter 2. These interaction potentials are represented by the
expansion
V
(λ)
µ′,µ(R, r, θ) =
∑
lB
ClB,µ−µ′(θ, 0) v
(λ)µ′,µ
lB
(R, r), (3.3)
where Cl,m(θ, 0) are Racah normalized spherical harmonics and the expansion
coefficients v
(λ)µ′,µ
lB
(R, r) are given as functions of R and r by the reproducing
kernel Hilbert space (RKHS) method [110], see chapter 2.
The basis to represent and diagonalize the Hamiltonian of eq (3.1) was
the same as used for Cl–HCl in ref [97], except that we also need a ba-
sis for the coordinate r ≡ rHF now. This basis | nr 〉 ≡ ϕnr(r) consists
of contracted sinc-DVR functions [125], with contraction coefficients chosen
such that the functions ϕnr(r) are eigenfunctions with jB = 0 of a reference
Hamiltonian ĤHF + Vextra(r). The additional potential Vextra(r) is a scaled
cut of the diabatic Cl–HF potential V1,1(R, r, θ) with θ and R fixed at their
equilibrium values θe = 0
◦ and Re = 6.217 a0. Its scaling factor of 0.7 was op-
timized by minimization of the ground state energy of the Cl–HF complex in
three-dimensional calculations. This is similar to the procedure used for the
generation of the radial basis | nR 〉 ≡ χnR(R), where we used the isotropic
component v
(λ)0,0
0 (R, re) of the diabatic Cl–HF potential V0,0(R, re, θ) in the
reference Hamiltonian. The HF bond length was fixed at the monomer equi-
librium value re = 1.7328 a0. Here, because the radial Cl–HF potential is
42 CHAPTER 3. Cl(2P )–HF( part II)
much shallower than the HF potential, we added a term Vextra(R) linear in
R in order to include the effect of continuum wave functions in the bound
state basis. Also the slope of 175 cm−1/a0 of this linear term is optimized by
minimization of the ground state energy of the Cl–HF complex.
Because of the large spin-orbit coupling in the Cl(2P ) atom it is most
convenient for the interpretation of the results to use a coupled atomic basis
set
| jAωA 〉 ≡ | (λS) jAωA 〉 =
∑
µ,σ
| λ, µ 〉| S, σ 〉〈 λ, µ;S, σ | jA, ωA 〉 (3.4)
for which the spin-orbit term λ̂·Ŝ = (̂j2A−λ̂2−Ŝ2)/2 in the Hamiltonian is di-
agonal. The expression 〈 λ, µ;S, σ | jA, ωA 〉 is a Clebsch-Gordan coefficient.
Since λ = 1 and S = 1
2
, one finds that jA =
1
2
and 3
2
.
The complete BF basis has the following form
| nR, nr, jA, ωA, jB, ωB,Ω, J,M 〉 = χnR(R)ϕnr(r)
[
2J + 1
4pi
]1/2
| jA, ωA 〉
×YjB,ωB(θ, 0) D(J)M,Ω(α, β, φ)∗, (3.5)
where YjB,ωB(θ, 0) are spherical harmonics, and D
(J)
M,Ω(α, β, φ)
∗ are symmetric
rotor functions. The Euler angles (α, β, φ) determine the orientation of the
BF frame with respect to a space-fixed laboratory frame. The overall nor-
malization factor differs from the normalization constant of
[
2J+1
8pi2
]1/2
of the
symmetric rotor functions by a factor of [2pi]1/2. This factor is the normal-
ization constant of the spherical harmonics YjB,ωB(θ, 0) with the azimuthal
angle fixed at the value of zero. The components of angular momentum on
the BF z-axis obey the relation Ω = ωA + ωB. They are approximate quan-
tum numbers. Exact quantum numbers are J,M , and the parity p of the
states of the complex under inversion. A parity-adapted basis has the form
| nR, nr, jA, ωA, jB, ωB,Ω, p, J,M 〉 = 2−1/2
[
| nR, nr, jA, ωA, jB, ωB,Ω, J,M 〉
+ p(−1)λ−jA+J | nR, nr, jA,−ωA, jB,−ωB,−Ω, J,M 〉
]
. (3.6)
We remind the reader that ωA and Ω adopt half-integer values only, so they
cannot be equal to zero and the normalization factor of 1/
√
2 in eq (3.6)
holds for all basis functions. In the sequel we use the spectroscopic parity
defined by  = p(−1)J−S. States with  = 1 and  = −1 are labeled e and f,
respectively.
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In addition to the full 3D-calculations we also made one-dimensional (1D)
and two-dimensional (2D and 2+1D) calculations. The 1D calculations were
performed by fixing r at re = 1.7328 a0 = 0.9170 A˚ and fixing R for a series
of R-values ranging from 2.5 to 5.0 A˚. For the HF rotational constant we
chose Bv=0 = 20.5598 cm
−1. These calculations were mainly intended to
better understand the hindered internal rotation of the HF monomer and
the coupling of the diabatic electronic states.
The 2D calculations were made with the basis | nR 〉| jA, ωA, jB, ωB,Ω, J,M 〉,
while the r coordinate was frozen either at the HF equilibrium value re =
0.9170 A˚, or at one of the vibrationally averaged values 〈 r 〉0 = 0.9326 A˚ and
〈 r 〉1 = 0.9649 A˚, depending on the HF vibrational state vHF = 0 or vHF = 1
that we wish to consider. In the 2D calculations with r = re and r = r0
we used the HF rotational constant B0 = 20.5598 cm
−1, while B1 = 19.7855
cm−1 was taken in the 2D calculation with r = r1. In the treatment called
2+1D we averaged the full 3D diabatic potentials over the vibrational wave
functions of HF with vHF = 0 and vHF = 1. This is equivalent to the use
of the full 3D basis with nr restricted to the values nr = 0 or nr = 1, with
the condition that the basis functions | nr 〉 are eigenfunctions of the bare
HF Hamiltonian ĤHF. That is, the potential Vextra(r) added in the genera-
tion of the contracted sinc-DVR basis | nr 〉 must be omitted here. The 1D
calculations were made with the basis | jA, ωA, jB, ωB,Ω, J,M 〉.
The 3D bound states were obtained from a full diagonalization of the
Hamiltonian matrix for J = 1
2
and 3
2
. The basis | nR 〉 is included with
nmaxR = 13, the basis | nr 〉 with nmaxr = 6, and the quantum number jB in
the angular basis has a maximum value of 13. Convergence tests have shown
that the increase of nmaxR from 13 to 14 gives a lowering of the relevant energy
levels smaller than 10−3 cm−1, the increase of nmaxr from 6 to 7 a lowering of
less than 10−5 cm−1, and the increase of j maxB from 13 to 14 also a lowering
of less than 10−5 cm−1. The same value j maxB = 13 was used in the 1D, 2D,
and 2+1D calculations and the R basis in the 2D and 2+1D calculations
was truncated at nmaxR = 13 as well. Full 3D calculations for J values higher
than 3
2
were not performed because they are quite expensive, but the 2D and
2+1D calculations were carried out for J values up to 7
2
.
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Figure 3.1: Diabatic potential energy surfaces for Cl(2P )−HCl including
spin-orbit coupling for jA =
3
2
. Energy (in cm−1) relative to the ground
Cl(2P3/2) state.
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Figure 3.2: Lowest adiabatic potential energy surface for Cl(2P )−HCl includ-
ing spin-orbit coupling. Energy (in cm−1) relative to the ground Cl(2P3/2)
state.
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3.3 Results and discussion
3.3.1 Diabatic and adiabatic potentials including spin-
orbit coupling
For a better understanding of the bound states of the Cl(2P )−HF com-
plex it is useful to consider diabatic and adiabatic energy surfaces includ-
ing the large spin-orbit coupling. Diabatic states | jAωA 〉 including spin-
orbit coupling are defined which correlate to the atomic states | jAωA 〉 ≡
| (λS) jAωA 〉 of eq (3.4). The corresponding diabatic potentials
Vj′
A
,ω′
A
;jA,ωA(R, r, θ) ≡ 〈 j′Aω′A | V̂ + ĤSO | jAωA 〉 are the matrix elements of
the operator
V̂ + ĤSO =
∑
µ′,µ
| λ, µ′ 〉 V (λ)µ′,µ(R, r, θ) 〈 λ, µ |+ Aλ̂ · Ŝ. (3.7)
The spin-orbit term is constant and diagonal in this basis. The two diagonal
potentials VjA,ωA;jA,ωA with jA =
3
2
that correlate with the 2P 3
2
ground state
of the Cl atom are plotted in Figure 3.1(a,b). The diabatic potential for
46 CHAPTER 3. Cl(2P )–HF( part II)
Figure 3.3: Bound levels from 1D calculations with fixed R and r = re, as
functions of R. Closed lines correspond to J = 1
2
and dashed lines to J = 3
2
.
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|ωA| = 32 is similar to the diabat V1,1, see Figure 2.6 of chapter 2, and it has
the same minima for the linear structures with θ = 0◦ and θ = 180◦. The
diabat for |ωA| = 12 qualitatively resembles the V0,0 diabat in Figure 2.5 of
chapter 2, but has an even shallower minimum near θ = 130◦. Adiabatic
potentials are obtained by diagonalization of the 6× 6 matrix with the spin-
orbit coupling included diabats, or alternatively, by the diagonalization of a
complex-valued 3× 3 matrix [126]. The lowest adiabatic potential including
spin-orbit coupling plotted in Figure 3.2 is not very different from the lowest
adiabat V1(A
′) without spin-orbit coupling, see Figure 2.2 of chapter 2, but
the local minimum for a non-linear geometry is almost absent now. This
situation is very different from the Cl–HCl case [97, 119], where the |ωA| = 12
diabat has a pronounced minimum at the T-shaped geometry and the lowest
adiabat with spin-orbit coupling included has two minima of nearly equal
depth at θ = 0◦ and θ ≈ 90◦. We will show below that this has important
consequences for the characteristics of these complexes.
3.3.2 1D calculations
The 1D calculations were made for R values ranging from 2.5 to 5.5 A˚ in
steps of 0.05 A˚ with r fixed at the HF equilibrium bond length re = 0.9170 A˚.
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They result in the energies curves plotted in Figure 3.3 for J = 1
2
and 3
2
. The
lowest curve corresponds to J = 3
2
. The second lowest curve has J = 1
2
, and
nearly coincides with the second J = 3
2
curve. This already indicates that |Ω|
is a nearly good quantum number, with the lowest curve corresponding to
|Ω| = 3
2
and the next two curves to |Ω| = 1
2
. The very small energy difference
between the |Ω| = 1
2
curves for J = 1
2
and J = 3
2
is from the end-over-
end rotation of the complex. In contrast with the Cl–HCl case [97, 119] all
minima occur for approximately the same value of R ≈ 3.3 A˚. This value of
R is close to the Re value of the linear Cl–HF minimum in the lowest diabat
with jA = |ωA| = 32 , which is also the minimum in the lowest adiabat. We
will see below that this indicates that all the lower bound states are localized
near a single linear equilibrium geometry of Cl–HF.
3.3.3 2D Calculations
Table 3.1: Results from different models: binding energies D0 (parity e,
J = 3
2
) and De, and equilibrium distances Re.
Model vHF = 0 vHF = 1
D0(cm
−1) De(cm
−1) Re(A˚) D0cm
−1) De(cm
−1) Re(A˚)
2D (r = re) 405.44 676.50 3.2897
2D (r = rv) 421.20 699.65 3.2866 461.06 751.95 3.2782
2+1D 429.55 713.59 3.2795 493.10 801.70 3.2568
3D 432.25 678.50∗ 3.2891 497.21 – –
∗ Relative to De of free HF; re has increased from 0.9170 to 0.9199 A˚ and the
intermolecular contribution is 680.77 cm−1.
Let us first discuss how well the models 2D and 2+1D agree with the
full 3D results. An overview of the D0 values from different models is given
in Table 3.1, together with the relevant De and Re values. We observe in
the 2D results with r0 and r1, and from the comparison of these results with
those of 2D calculations at r = re, that a change of the (fixed) value of r has
a large effect on both De and D0. This is not surprising, given the strong
increase of the well depth De in the 3D potential when r is increased, see
Table 2.2 of chapter 2. There is also a substantial difference between the
results from the models 2D and 2+1D. It is clear from Table 3.1 that model
2+1D gives results that are much closer to the full 3D results than model
2D. Actually, the difference between model 2+1D and the 3D calculations is
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Table 3.2: Lowest bound states of e parity, from 2+1D model with vHF = 0.
Energies in cm−1 relative to the energy of Cl(2P3/2) and HF(v = 0). The
numbers in parentheses are from 3D calculations. Quantum numbers vs and
vb refer to the intermolecular stretch and bend.
|ωA| |ωb| vb vs J = 12 J = 32 J = 52 J = 72
|Ω| = 12
3/2 1 1 0 –261.2337 (–263.0226) –260.9376 (–262.7259) –260.4049 –259.6355
3/2 1 1 1 –193.9466 (–195.3645) –193.6699 (–195.0871) –193.1682 –192.4415
1/2 0 – – –146.0861 (–146.5588) –145.8456 (–146.3161) –145.3637 –144.6392
1/2 1 – 0 –140.4824 (–141.2333) –140.1671 (–140.9175) –139.6034 –138.7914
– – – 2 –134.6425 (–135.6009) –134.4187 (–135.3801) –133.9762 –133.3156
1/2 0 – – –102.4815 (–102.8389) –102.3325 (–102.6983) –101.9737 –101.4022
1/2 1 – 1 –90.3787 ( –90.9079) –90.0246 ( –90.5513) –89.4388 –88.6213
– – – 3 –87.1604 ( –87.8795) –86.9726 ( –87.6937) –86.5798 –85.9828
1/2 1 – 0 –70.0935 ( –70.9383) –69.5540 ( –70.3971) –68.7850 –67.7878
1/2 0 – – –65.6496 ( –65.9835) –65.4943 ( –65.8312) –65.1290 –64.5523
1/2 0 – – –62.1719 ( –63.0668) –62.1463 ( –63.0393) –61.8657 –61.3282
– – – – –50.2016 ( –50.7026) –49.9841 ( –50.4858) –49.5866 –49.0086
1/2 1 – 2 –46.3278 ( –46.7253) –46.0665 ( –46.4621) –45.5836 –44.8792
|Ω| = 32
3/2 0 0 0 –429.5538 (–432.2490) –428.9598 –428.1283
3/2 0 0 1 –348.2344 (–350.5154) –347.6666 –346.8716
3/2 0 0 2 –276.2444 (–278.1656) –275.7030 –274.9451
3/2 0 0 3 –213.1933 (–214.7899) –212.6801 –211.9617
3/2 0 0 4 –159.3109 (–160.6016) –158.8231 –158.1405
– – – – –151.3275 (–152.4041) –150.7683 –149.9869
3/2 0 0 5 –113.6856 (–114.7123) –113.2327 –112.5990
– – – – –100.6460 (–101.3913) –100.0702 –99.2949
3/2 0 0 6 –75.8692 ( –76.6765) –75.4514 –74.8672
1/2 1 – – –71.5921 ( –72.5423) –71.0805 –70.3682
– – – – –55.3705 ( –55.9905) –54.8277 –54.0774
3/2 0 0 7 –42.8889 ( –43.6463) –42.4824 –41.9132
1/2 2 – 0 –40.2745 ( –40.8528) –39.6167 –38.7076
|Ω| = 52
3/2 1 1 0 –221.7005 –220.8855
3/2 1 1 1 –155.7650 –154.9945
3/2 1 1 2 –99.9218 –99.1501
3/2 1 1 3 –55.2584 –54.5886
– – – – –45.7152 –44.9850
3/2 1 1 4 –18.2666 –17.6568
– – – – –2.3564 –1.6270
|Ω| = 72
3/2 2 – 0 –38.2758
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Table 3.3: Parity splittings ∆E = Ef − Ee in cm−1, for vHF = 0.
|ωA| |ωb| vb vs J = 12 J = 32 J = 52 J = 72
|Ω| = 12
3/2 1 1 0 0.1182 ( 0.1174) 0.2363 ( 0.2349) 0.3544 0.4723
3/2 1 1 1 0.1217 ( 0.1208) 0.2433 ( 0.2414) 0.3648 0.4860
1/2 0 – – 0.2372 ( 0.2292) 0.4714 ( 0.4558) 0.7000 0.9202
1/2 1 – 0 0.1150 ( 0.1122) 0.2291 ( 0.2233) 0.3413 0.4505
– – – 2 0.2115 ( 0.2211) 0.4246 ( 0.4443) 0.6413 0.8635
1/2 0 – – 0.3108 ( 0.3093) 0.6077 ( 0.5905) 0.8812 1.1282
1/2 1 – 1 –0.0150 (–0.0214) –0.0316 (–0.0445) –0.0515 –0.0765
– – – 3 0.2428 ( 0.2497) 0.4876 ( 0.5016) 0.7366 0.9921
1/2 1 – 0 –0.3863 (–0.3882) –0.7706 (–0.7746) –1.1510 –1.5250
1/2 0 – – 0.3126 ( 0.3172) 0.6216 ( 0.6305) 0.9237 1.2159
1/2 0 – – 0.7050 ( 0.7033) 1.4052 ( 1.4024) 2.0954 2.7698
– – – – 0.1056 ( 0.1085) 0.2123 ( 0.2180) 0.3210 0.4323
1/2 1 – 2 0.1411 ( 0.1364) 0.2810 ( 0.2717) 0.4184 0.5523
|Ω| = 32
3/2 0 0 0 0.0000 (0.0000) 0.0000 0.0000
3/2 0 0 1 0.0000 (0.0000) 0.0000 0.0000
3/2 0 0 2 0.0000 (0.0000) 0.0000 0.0000
3/2 0 0 3 0.0000 (0.0000) 0.0000 0.0000
3/2 0 0 4 0.0000 (0.0000) 0.0001 0.0003
– – – – 0.0018 (0.0016) 0.0073 0.0180
3/2 0 0 5 0.0000 (0.0000) 0.0001 0.0004
– – – – 0.0131 (0.0274) 0.0423 0.2069
3/2 0 0 6 0.0001 (0.0001) 0.0003 0.0006
1/2 1 – – 0.0045 (0.0045) 0.0175 0.0429
– – – – 0.0011 (0.0010) 0.0044 0.0113
3/2 0 0 7 0.0001 (0.0001) 0.0004 0.0012
1/2 2 – 0 0.0005 (0.0005) 0.0020 0.0047
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considerably smaller than the difference among the models 2+1D and 2D. A
similar conclusion was reached by Jeziorska et al. [104] in a study on the more
weakly bound closed-shell Ar–HF complex, but the deviations between the
different models 2D and 2+1D and the 3D model are much more pronounced
for Cl–HF.
Table 3.2 lists the rovibronic levels for J = 1
2
, 3
2
, 5
2
, 7
2
, from model 2+1D,
with the 3D potentials averaged over the v = 0 wave functions of HF. Ta-
ble 3.3 contains the parity splittings between the levels of e and f symmetry.
As |Ω| is a nearly good quantum number the energy levels in Table 3.2 are
sorted according to their |Ω| values. Values in the same row for increasing
J ≥ |Ω| clearly correspond to end-over-end rotational progressions of the
same internal state. The approximate quantum numbers |ωA| and |ωB| were
obtained from an analysis of the wave functions. They are assigned only
when the value indicated for each quantum number has a probability of at
least 60%. The bending and intermolecular (R) stretch quantum numbers
vb and vs of the complex were determined from contour plots of the density
distributions as shown in Figure 3.4 and are based on counting the nodes in
these plots.
In Table 3.2 one can see that the ground state of the complex with energy
E = −429.55 cm−1 has J = 3
2
and |Ω| = 3
2
and is dominated by the diabatic
state with jA = |ωA| = 32 . The bend mode is not excited and ωB = 0. In
Figure 3.4(a) one observes that this ground state is localized near the global
minimum in the jA = |ωA| = 32 diabat at the linear Cl–HF structure, see
Figure 3.1(a). In similar plots we could verify that the series of higher levels
in Table 3.2 with the same electronic and angular quantum numbers as the
ground state and increasing values of vs correspond to a clear intermolecular
stretch progression up to vs = 7 inclusive. Figure 3.4(b) is the plot for vs = 1;
plots of the levels with higher vs are not shown. Figure 3.4(c) shows one of
the higher states for which no approximate quantum numbers other than
|Ω| = 3
2
could be assigned. It is delocalized over a wide range of the bending
angle θ.
In contrast with the Cl–HCl complex [97, 119], where the lowest levels
with |Ω| = 1
2
correspond to a T-shaped “isomer”, the levels for |Ω| = 1
2
in
Cl–HF are clearly bend fundamental vb = 1 excited levels of a linear complex,
see Figure 3.4(d). The quantum number |ωB| = 1 represents the vibrational
angular momentum of this bend mode. Also Figure 3.3 confirms this picture;
the lowest curve with J = |Ω| = 1
2
has nearly the same radial minimum as
the ground state, whereas for Cl–HCl [97, 119] the corresponding curve has
a minimum at a much smaller value of R, indicative of a T-shaped structure.
Figure 3.4(e) shows the first bend-stretch combination state of Cl–HF with
vb = 1 and vs = 1. The next state with |Ω| = 12 , shown in Figure 3.4(f)
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Figure 3.4: Density distributions from the 2+1D model for vHF = 0. They
are obtained by integration of the absolute squared wave functions over the
electronic coordinates and overall rotation angles (α, β, φ) of the complex.
The corresponding energies and quantum numbers are given in Table 3.2.
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is delocalized and does not have any well-defined bend or stretch quantum
numbers.
The parity splitting Ef − Ee of the |Ω| = 12 levels in Table 3.3 increases
linearly with J + 1
2
, as is customary in linear open-shell triatomic molecules
[127]. In our calculations it originates from off-diagonal Coriolis coupling
terms in the Hamiltonian of eq (3.1) containing the shift operators J+ and
J− that couple basis functions with Ω = ±12 . Also the fact that the splitting
is smaller by several orders of magnitude for the |Ω| = 3
2
levels is commonly
observed in such systems. It can be understood from the fact that functions
with Ω = ±3
2
can only be coupled indirectly.
The levels obtained from the 2+1D model with the 3D potentials aver-
aged over the v = 1 wave functions of HF are shown in Table 3.4 and the
corresponding parity splittings in Table 3.5. The different characteristics of
the Cl–HF complex in the v = 0 and v = 1 states of the HF stretch vibration
will be discussed in the next section.
3.3.4 3D Calculations, spectroscopic properties
The numbers given in parentheses in Tables 3.2 and 3.3 are from full
3D calculations. One observes that the levels and splittings from the 2+1D
model agree quite well with the 3D results, not only the D0 values, but
also the excited bound levels. The same observation holds for the calculated
levels of Cl–HF with the HF stretch vibration excited, see Tables 3.4 and
3.5. It was not hard to recognize the levels that correspond to vHF = 1 in
the 3D calculations, because the vHF = 1 character is conserved to a large
extent in the Cl–HF complex. Also, the expectation value of r over the
3D wave functions has not increased much with respect to free HF: it is
0.9358 A˚ and 0.9693 A˚ in the vHF = 0 and vHF = 1 states, respectively, while
the corresponding values for free HF are 0.9326 A˚ and 0.9649 A˚. Hence,
the reaction Cl + HF → HCl + F has not started yet. This is probably
a consequence of the fact that this reaction is endothermic and has a high
activation energy barrier.
Starting from the ground level with J = 3
2
and |Ω| = 3
2
we could identify
an intermolecular stretch progression with quantum numbers up to vs = 7.
A fit of this progression to the usual formula with anharmonic corrections
E(vs) = Ee + ωe
(
vs +
1
2
)
− ωexe
(
vs +
1
2
)2
+ ωeye
(
vs +
1
2
)3
(3.8)
after first removing the parity splittings by averaging the energies over the
states of parities e and f , yields the spectroscopic parameters listed in Ta-
ble 3.6. We saw already in Table 3.1 that D0 is considerably increased when
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Table 3.4: Lowest bound states of e parity, from 2+1D model with vHF = 1.
Energies in cm−1 relative to the energy of Cl(2P3/2) and HF(v = 1). The
numbers in parentheses are from 3D calculations.
|ωA| |ωb| vb vs J = 12 J = 32 J = 52 J = 72
|Ω| = 12
3/2 1 1 0 –305.8188 (–308.5402) –305.5139 (–308.3727) –304.9686 –304.1831
3/2 1 1 1 –232.4841 (–234.7224) –232.1962 (–234.4997) –231.6791 –230.9329
3/2 1 1 2 –170.4741 (–172.0316) –170.2090 (–171.8991) –169.7228 –169.0156
1/2 – – 0 –165.5586 (–166.8322) –165.1738 (–166.4457) –164.5458 –163.6746
1/2 0 – – –154.0743 (–154.6339) –153.9330 (–154.5768) –153.5441 –152.9078
– – – 3 –119.4185 (–120.4937) –119.1892 (–120.2641) –118.7414 –118.0739
1/2 – – 1 –110.2662 (–111.1106) –109.8728 (–110.7170) –109.2488 –108.3946
1/2 0 – – –106.3365 (–106.9718) –106.2070 (–106.8453) –105.8475 –105.2580
1/2 1 – 0 –91.0916 ( –92.1430) –90.5518 ( –91.6021) –89.7726 –88.7543
1/2 0 – 0 –81.8935 ( –82.9889) –81.8508 ( –82.9468) –81.5426 –80.9668
1/2 0 – – –78.9523 ( –79.6258) –78.7759 ( –79.4489) –78.3993 –77.8227
1/2 – – – –66.2106 ( –66.8504) –65.9903 ( –66.5896) –65.5909 –65.0174
1/2 1 – 2 –61.6129 ( –62.2231) –61.3668 ( –61.9793) –60.8961 –60.2010
|Ω| = 32
3/2 0 0 0 –493.1007 (–497.2113) –492.4973 –491.6529
3/2 0 0 1 –405.5453 (–409.0480) –404.9666 –404.1565
3/2 0 0 2 –327.5110 (–330.4497) –326.9571 –326.1817
3/2 0 0 3 –258.3686 (–260.8759) –257.8409 –257.1024
3/2 0 0 4 –198.0680 (–200.1500) –197.5686 –196.8697
– – – 0 –176.5718 (–178.2383) –175.9863 –175.1670
3/2 0 0 5 –146.2354 (–147.9346) –145.7679 –145.1137
– – – 1 –121.0808 (–122.2300) –120.5353 –119.7743
3/2 0 0 6 –102.4315 (–103.7320) –101.9986 –101.3927
1/2 1 – – –91.4749 ( –92.5790) –90.9556 –90.2317
– – – – –72.5949 ( –73.5255) –72.0923 –71.3903
3/2 0 0 7 –65.8273 ( –66.8902) –65.3668 –64.7105
1/2 2 – 0 –58.6923 ( –59.3994) –58.0356 –57.1183
|Ω| = 52
3/2 1 1 0 –264.5033 –263.6748
3/2 1 1 1 –192.9310 –192.1439
3/2 1 1 2 –131.5474 –130.8035
3/2 1 1 3 –80.7108 –80.0022
1/2 2 – – –66.7180 –65.4614
3/2 1 1 4 –38.7966 –38.1467
– – – – –20.5068 –19.7705
|Ω| = 72
3/2 2 – 0 –66.7107
54 CHAPTER 3. Cl(2P )–HF( part II)
Table 3.5: Parity splittings ∆E = Ef −Ee in cm−1, for vHF = 1.
|ωA| |ωb| vb vs J = 12 J = 32 J = 52 J = 72
|Ω| = 12
3/2 1 1 0 0.1113 ( 0.1253) 0.2225 ( 0.3771) 0.3336 0.4447
3/2 1 1 1 0.1120 ( 0.1072) 0.2241 ( 0.2993) 0.3360 0.4478
3/2 1 1 2 0.1332 (–0.0367) 0.2662 ( 0.2717) 0.3988 0.5306
1/2 – – 0 –0.0403 (–0.0404) –0.0809 (–0.0832) –0.1219 –0.1637
1/2 0 – – 0.4602 ( 0.4651) 0.9202 ( 1.0069) 1.3802 1.8401
– – – 3 0.1920 ( 0.1826) 0.3816 ( 0.3789) 0.5665 0.7442
1/2 – – 1 –0.0949 (–0.0939) –0.1898 (–0.1878) –0.2849 –0.3801
1/2 0 – – 0.4318 ( 0.4355) 0.8638 ( 0.8752) 1.2962 1.7289
1/2 1 – 0 –0.3579 (–0.3589) –0.7100 (–0.7137) –1.0430 –1.5136
1/2 0 – 0 0.6995 ( 0.7015) 1.3910 ( 1.3955) 2.0652 2.7098
1/2 0 – – 0.2487 ( 0.2425) 0.4989 ( 0.4875) 0.7531 1.0183
1/2 – – – 0.0991 ( 0.1041) 0.2485 ( 0.1969) 0.3982 0.5725
1/2 1 – 2 0.1791 ( 0.1836) 0.3568 ( 0.4048) 0.5321 0.7045
|Ω| = 32
3/2 0 0 0 0.0000 ( 0.0000) 0.0000 0.0000
3/2 0 0 1 0.0000 ( 0.0001) 0.0000 0.0000
3/2 0 0 2 0.0000 ( 0.0535) 0.0000 0.0000
3/2 0 0 3 0.0000 ( 0.0200) 0.0000 0.0000
3/2 0 0 4 0.0000 ( 0.0000) 0.0000 0.0000
– – – 0 0.0003 ( 0.0270) 0.0013 0.0032
3/2 0 0 5 0.0000 ( 0.0012) 0.0002 0.0000
– – – 1 0.0020 ( 0.0010) 0.0080 0.0201
3/2 0 0 6 0.0001 ( 0.0001) 0.0003 0.0009
1/2 1 – – –0.0004 ( 0.0011) –0.0098 0.1333
– – – – 0.0008 ( 0.0394) 0.0032 0.0080
3/2 0 0 7 –0.0499 ( 0.0086) –0.0991 –0.1718
1/2 2 – 0 0.0011 ( 0.0013) 0.0040 0.0093
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Table 3.6: Spectroscopic parameters in cm−1.
2+1D model 3D model
vHF = 0 vHF = 1 vHF = 0 vHF = 1
intermolecular stretch
Ee –473.8288 –540.4420 –476.7455 –544.9095
ωe 90.9507 97.1494 91.4096 97.8866
ωexe 4.8697 4.9075 4.8963 4.9697
ωeye 0.0433 0.0501 0.0443 0.0537
rotational constants
E0 –429.7320 –493.2816 – –
B 0.1188 0.1207 – –
D 9.4 10−7 8.5 10−7 – –
the HF stretch is excited, vHF = 0→ 1. We see now that also the intermolec-
ular stretch frequency increases, from 91.0 to 97.1 cm−1. Similar, but shorter,
stretch progressions are found for the bend excited levels with |Ω| = 1
2
and
|Ω| = 5
2
. The bend mode itself will be addressed in section 3.3.5, where we
discuss the Renner–Teller effects.
From the series of levels computed for J = 1
2
to 7
2
with the 2+1D model
one can extract a rotational constant B and a distortion constant D by a fit
to the linear molecule expression
E(J) = E0 + B[J(J + 1)− Ω2]−D[J(J + 1)− Ω2]2. (3.9)
Again, we first removed the parity splittings by averaging the energies over
the states of parities e and f . The values are included in Table 3.6. The
rotational constant B increases from 0.1188 to 0.1207 cm−1 when the HF
stretch is excited, in agreement with the finding that the complex is more
strongly bound and has a smaller Re value for vHF = 1 than for vHF = 0.
The amount by which the HF stretch frequency in the Cl–HF complex is
red-shifted from the free HF value of 3961.2 cm−1 is shown in Table 3.7. The
results refer to the levels of e parity, but the results for f parity are practically
the same. The value from the 2D model is substantially lower than the full
3D value of 64.96 cm−1, but the 2+1D model underestimates the 3D value
by only 1.41 cm−1. Apparently, the origin of the red shift is not so much
the dynamical coupling between the HF stretch mode and the intermolecular
modes, but rather the fact that the Cl–HF binding energy D0 is much larger
for vHF = 1 than for vHF = 0. This red shift was measured by Merritt et
al. [100] for Cl–HF prepared in cold He nanoclusters. The experimental value
is 73.69 cm−1. We may correct this value for the He matrix effect by using
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Table 3.7: Red shift of HF stretch frequency, with respect to free HF value
of 3961.23 cm−1.
∆E (vHF = 1← 0) red shift (cm−1) 37Cl–35Cl isotope shift (cm−1)
harmonic calculations
MP2/CCSD(T) [100] 93/79 < 10−4
2D model 39.86 0.019
2+1D model 63.55 0.032
3D calculations 64.96 0.033
Experiment [100] 73.69 (68.77)∗ 0.038 (0.035)∗
∗ Values in parentheses corrected for He matrix shift, see text.
the red shifts of HF–HF, which were observed both in the gas phase and in
He clusters [128]. The red shift of the stretch frequency of the donor HF
molecule in the dimer is 93.26 cm−1 in the gas phase and 99.39 cm−1 in He
clusters, the corresponding shifts of the acceptor HF molecule are 30.45 cm−1
and 33.48 cm−1. Linear interpolation of the frequency shift ∆ν between these
values with the formula
∆νgasCl−HF = ∆ν
gas
HF−HF acceptor
+
(
∆νclusterCl−HF −∆νclusterHF−HF acceptor
) ∆νgasHF−HF donor −∆νgasHF−HF acceptor
∆νclusterHF−HF donor −∆νclusterHF−HF acceptor
(3.10)
and the Cl–HF red shift of 73.69 cm−1 measured in He gives an estimate of
the matrix shift ∆νcluster −∆νgas for Cl–HF of 4.92 cm−1. Use of the values
measured for the HCN–HCN dimer [74] would produce a similar matrix shift.
With the inclusion of this estimated matrix effect the experimental red shift
in gas phase Cl–HF is 68.77 cm−1, in quite good agreement with our best 3D
calculated value of 64.96 cm−1.
Actually, all lines in the experimental spectrum are doublets, caused by
the fact that for Cl two isotopes, 35Cl and 37Cl, exist in natural abundances
of about 3 to 1. All the lines assigned to 37Cl–HF are lower in frequency
by 0.038 cm−1 than the lines due to 35Cl–HF. With a similar correction for
the He matrix effect as applied to the red shift, we estimate the isotope shift
in the gas phase to be 0.035 cm−1. Harmonic ab initio calculations [100]
completely failed to reproduce this isotope effect; they gave a shift smaller
than 10−4 cm−1. We performed all our calculations for both masses of Cl.
Our full 3D model gave a 37Cl-37Cl isotope shift of 0.033 cm−1, in good
agreement with experiment. As the red shift itself is mainly caused by the
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increase of D0 with the excitation of the HF stretch, the origin of this isotope
effect on the red shift is mostly the fact that the intermolecular zero-point
energy contained in D0 is lower for
37Cl–HF than for 35Cl–HF.
The experimental spectrum [100] also produced a value for the rotational
constant: B = 0.055 cm−1 for 35Cl–HF in He clusters. Our ground state
calculated value is: B = 0.119 cm−1. The factor of 2.16 is a He cluster effect;
a factor of 2 to 3 is commonly observed for this effect.
3.3.5 Renner–Teller effects
It was already mentioned above and in chapter 2 that linear Cl–HF is a
very typical Renner–Teller system [102] of case 1(a) [111], because (in the
absence of spin-orbit coupling) it has a twofold degenerate electronic ground
state of Π symmetry and the bending potential is nearly quadratic in the
bend angle. In order to characterize such systems it is customary following
Renner [102] to introduce the quantum number K, which corresponds to
the sum of the electronic orbital angular momentum Λ and the vibrational
angular momentum l of the bending mode of a linear triatomic system. In our
treatment, which includes the full range of angles θ, the relevant electronic
angular momentum quantum number is µ, with the values µ = ±1 in the
diabatic states that dominate the ground state wave function localized near
the linear Cl–HF minimum. The vibrational angular momentum l is given
by ωB. Hence, the Renner–Teller quantum number K is given by K =
µ + ωB, which can also be written as K = Ω − Σ = ωA + ωB − Σ, where
Σ = ±1
2
is the component of the spin S on the intermolecular z-axis R.
The quantum number that is commonly denoted by P corresponds to Ω
in our case. The ground state with |Ω| = 3
2
corresponds to |K| = 1, i.e.,
in the Renner–Teller notation [129] it can be written as 2S+1K|P | =
2Π 3
2
.
The same term symbol holds for the accompanying intermolecular stretch
progression with vs ranging from 0 to 7. Most interesting are the bend
excited states with vb = 1 and vibrational angular momentum ωB = ±1.
They give rise to a bend fundamental with |Ω| = 1
2
denoted by 2Σ 1
2
and a
bend fundamental with |Ω| = 5
2
denoted by 2∆ 5
2
. Both these bend modes are
indeed observed, see Table 3.2, with accompanying bend-stretch combination
progressions ranging from vs = 0 to 1 for the
2Σ 1
2
levels and from vs = 0
to 4 for the 2∆ 5
2
levels. The fundamental bend frequency for the 2Σ 1
2
levels
is 429.55 − 260.94 = 168.62 cm−1 and the first excitation frequency of the
2∆ 5
2
levels is 428.96− 221.70 = 207.26 cm−1. For the levels that correspond
to vHF = 1 the
2Σ 1
2
bend frequency is 493.10 − 305.51 = 187.59 cm−1 and
the 2∆ 5
2
bend frequency is 492.50− 264.50 = 227.99 cm−1. These numbers
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are from the 2+1D calculations, because the 3D results for |Ω| = 5
2
are not
available. The value for the 2Σ 1
2
levels from 3D calculations is not very
different, however.
We may compare our set of levels to the energy level diagram of a 2Π
triatomic linear molecule shown in Herzberg’s book [129], Figure 8 of sec-
tion I.2. This diagram correlates the energy levels obtained from a full calcu-
lation with the levels obtained when either the Renner–Teller interaction or
the spin-orbit coupling are set to zero. Herzberg’s “full” treatment includes
the bending mode only and it defines the Renner–Teller interaction parame-
ter  as the ratio of the harmonic force constants of the coupling or difference
potential V1,−1 = [V (A
′′)− V1(A′)] /2 at the linear geometry and the diagonal
or sum potential 2V1,1 = V1(A
′)+V (A′′). The corresponding set of levels from
our calculation is listed in Table 3.2. Note that the bend quantum number
vb in our notation, is denoted as v2 in Herzberg’s figure. In Herzberg’s figure
the levels of the same |K| with the larger |P | are higher than the levels with
smaller |P |, whereas in our case the levels with the larger |P | are lower. The
reason for this reversed order is that our spin-orbit constant A has a negative
value, while Herzberg’s is positive. In that sense, the Cl–HF results may be
compared with the level pattern of another Renner–Teller system, He–HF+,
calculated in our group earlier [130] (see Figures 4 and 5 of that reference).
However, the absolute value of 588.1 cm−1 of the spin-orbit parameter A is so
large that the upper levels of the spin-orbit doublets in Cl–HF (such as the
2Π 1
2
level that is spin-orbit excited from the ground 2Π 3
2
level) are not bound
anymore. Otherwise, the levels from our calculations follow the pattern of
the levels in Herzberg’s picture of a typical Renner–Teller system.
The substantial splitting between the 2Σ 1
2
and 2∆ 5
2
levels that correspond
to the same vb = 1 bend fundamental is caused by the Renner–Teller inter-
action (parameterized in Herzberg’s treatment by ), which in our case is
represented by the off-diagonal diabatic potential V1,−1. In the work on He–
HF+ [130] it was shown, however, that this splitting does not disappear even
when the coupling potential V1,−1 is switched off. This is a fundamental de-
viation from Herzberg’s model, which was shown in ref [130] to be due to the
fact that the bending motion is treated in our work as a hindered rotation
rather than a harmonic vibration as in Renner’s work.
3.4 Conclusion
Chapter 2 presents the full 3×3 matrix of diabatic potential surfaces that
correlate with the 2P state of the Cl atom. With the use of these potentials
and the inclusion of spin-orbit coupling we computed bound energy levels
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and properties of the Cl(2P )–HF complex in full three-dimensional (3D) cal-
culations. Dynamical variables are the Jacobi coordinates: the distance R
between Cl and the HF center of mass, the HF bond length r, and the angle θ
between the Cl–HF axis R and the HF axis. We also made 2D calculations in
which the HF bond length r was frozen at the vibrationally averaged values
r0 and r1 and 2+1D calculations in which the 3D potentials were averaged
over the v = 0 and v = 1 vibrational wave functions of free HF. Furthermore,
we performed 2D calculations for r frozen at the HF equilibrium value re and
1D calculations in which both r and the Cl–HF distance R were frozen. To-
gether, these calculations provided a clear picture of the dynamics of the
Cl–HF complex.
The complex is found to have the linear hydrogen bonded Cl–HF structure
corresponding to the global minimum in both the diagonal diabatic and the
adiabatic potential surfaces, with ground state quantum numbers J = 3
2
and |Ω| = 3
2
and correlating with the 2P3/2 ground state of the Cl atom.
The bend fundamental with vB = 1 and vibrational angular momentum
ωB = ±1, interacting with the electronic 2Π ground state with µ = ±1,
produces levels with |Ω| = 1
2
and |Ω| = 5
2
that are split: the Renner–Teller
effect. A series of intermolecular (R) stretch modes was identified and fitted
to a Dunham expansion, both for the ground state and for the levels with
the HF stretch mode excited. From the levels computed for J = 1
2
to 7
2
we
extracted rotational and distortion constants, as well as e-f parity splittings.
The Cl–HF bond, with D0 = 432.25 cm
−1 for vHF = 0 and D0 = 497.21 cm
−1
for vHF = 1, is considerably strengthened when the HF stretch is excited. The
computed red shift of the HF stretch frequency of 64.96 cm−1 and the 35Cl–
37Cl isotope shift of 0.033 cm−1 are in good agreement with the values of
68.77 cm−1 and 0.035 cm−1 obtained from the recent experiment of Merritt
et al. [100] after correction for the effect of the He nanodroplet matrix in
which they were measured.
Chapter 4
Ab initio treatment of the
chemical reaction precursor
complex Br(2P )–HCN. 1.
Adiabatic and diabatic
potential surfaces
The three adiabatic potential surfaces of the Br(2P )–HCN complex that
correlate with the 2P ground state of the Br atom were calculated ab
initio. With the aid of a geometry-dependent diabatic mixing angle, also
calculated ab initio, these adiabatic potential surfaces were transformed
into a set of four diabatic potential surfaces required to define the full 3×3
matrix of diabatic potentials. Each of these diabatic potential surfaces
was expanded in terms of the appropriate spherical harmonics in the atom-
linear molecule Jacobi angle θ. The dependence of the expansion coeffi-
cients on the distance R between Br and the HCN center of mass and on
the CH bond length was fit to an analytic form. For HCN in its equilibrium
geometry the global minimum with De = 800.4 cm
−1 and Re = 6.908 a0
corresponds to a linear Br–NCH geometry, with an electronic ground
state of Σ symmetry. A local minimum with De = 415.1 cm
−1 and
Re = 8.730 a0 and a two-fold degenerate Π ground state, is found for
the linear Br–HCN geometry. The binding energy De depends strongly
on the CH bond length for the Br–HCN complex and much less strongly
for the Br–NCH complex, with a longer CH bond giving stronger binding
for both complexes. Spin-orbit coupling was included and diabatic states
were constructed that correlate with the ground 2P3/2 and excited
2P1/2
spin-orbit states of the Br atom. For the ground spin-orbit state with
electronic angular momentum j = 32 the minimum in the potential for
61
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projection quantum number ω = ±32 coincides with the local minimum
for linear Br–HCN of the spin-free case. The minimum in the potential
for projection quantum number ω = ±12 occurs for linear Br–NCH but
is considerably less deep than the global minimum of the spin-free case.
According to the lowest spin-orbit coupling included adiabatic potential
the two linear isomers, Br–NCH and Br–HCN, are about equally stable.
In chapter 5 we use these potentials in calculations of the rovibronic states
of the Br–HCN complex.
JPC A 111 7262 (2007)
4.1 Introduction
The weakly bound complexes X–HY with electronegative atoms or groups
X, Y = F, Cl, Br, O, OH, CN occur in the entrance and exit channels of the
hydrogen exchange reactions X + HY → HX + Y. It appeared experimen-
tally [63] on the reaction of Cl with HD and theoretically [64] on the reaction
Cl + OH → HCl + O that this occurrence may have significant effects on
the rate of the reaction, on the product branching ratios, etc. Therefore, it is
important to know the stability and the structure of these weakly bound com-
plexes. Experimentally, a series of these radical complexes was investigated
by Merritt et al. [100, 131]. They were prepared in cold superfluid helium
clusters in a supersonic molecular beam setup and studied by high-resolution
infrared spectroscopy in the range of the HY stretch frequency. Theoretically,
some of these complexes were investigated by Meuwly and Hutson [79, 115],
who used empirical potentials. Our group [97, 119, 132, 133] made detailed
studies of the bound states and spectra of Cl–HCl and Cl-HF on the basis of
ab initio potentials. A complex which was recently studied spectroscopically
by Merritt et al. [131] is Br–HCN. This species is particularly interesting as
it was found to occur in two isomeric forms: Br–HCN and Br–NCH, both
linear.
Theoretical investigations on the open-shell species X(2P )–HY with halo-
gen atoms X = F, Cl, Br in their 2P ground state are complicated be-
cause of electronic degeneracies, which lead to the breakdown of the Born-
Oppenheimer approximation. Multiple electronic states that are asymptoti-
cally degenerate have to be included simultaneously, and the non-adiabatic
coupling between these states must be taken into account. In ref [96], build-
ing on earlier work by Alexander [94] and by Dubernet and Hutson [80, 118],
we described a diabatic model in which this is taken care of. The diabatic
states of the complex labeled P−1, P0, P1 correlate with the spatial compo-
nents of the threefold degenerate X(2P ) atomic ground state. Spin-orbit
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coupling is included as well, and a new set of diabatic states is constructed
that correlate asymptotically with the X(2Pj) states with j =
3
2
and j = 1
2
.
The diabatic potentials are obtained from three adiabatic potential surfaces
V1(A
′), V2(A
′), V (A′′) for states of reflection symmetry A′ and A′′ through
symmetry adapted diabatic states labeled Px, Py, Pz that are easily trans-
formed into the complex states P−1, P0, P1. The symmetry adapted diabatic
state Py coincides with the adiabatic state of A
′′ symmetry. Only a single
mixing angle γ, transforming the two adiabatic states of A′ symmetry into
the diabatic states Px, Pz of the same symmetry, is needed to obtain the full
3×3 matrix of complex diabatic potential surfaces Vµ′,µ with µ′, µ = −1, 0, 1.
In the present chapter and chapter 5 we applied this method to the complex
Br–HCN. This chapter describes the ab initio calculation and analytic fit
of the potential surfaces; chapter 5 describes the application of the diabatic
potentials in a computation of the rovibronic states and properties of the
complex, with the inclusion of spin-orbit coupling. Chapter 5 also includes
a comparison of the ab initio computed results with the spectroscopic data
[131].
The computation and analytic fit of the potentials is described in sec-
tion 4.2 of this chapter. The adiabatic potentials V1(A
′), V2(A
′), V (A′′)
were obtained from the partially spin-restricted coupled cluster [RCCSD(T)]
method including single and double excitations and, non-iteratively, triples
[103]. In order to obtain the mixing angle γ we performed complete active
space self-consistent field (CASSCF) plus multireference configuration inter-
action (MRCI) calculations that provided the wave functions from which this
mixing angle was extracted. After transformation to the diabatic potentials
Vµ′,µ the latter were expanded in the appropriate spherical harmonics, accord-
ing to the theory in ref [96]. The dependence of the expansion coefficients
on the CH bond length rCH in the HCN monomer and on the distance R
between the Br nucleus and the center of mass of HCN was fitted analyti-
cally. In section 4.3 we discuss these potentials. In section 4.4 we construct
new diabatic states by inclusion of the important spin-orbit coupling on the
Br atom and we discuss the effect of spin-orbit coupling on the diabatic and
adiabatic potentials.
4.2 Computation and fits of the potential sur-
faces
Three-dimensional non-relativistic adiabatic potential energy surfaces were
obtained from RCCSD(T) calculations in an atomic orbital basis of aug-
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mented correlation-consistent polarized-valence functions of double zeta qual-
ity (aug-cc-pVDZ) [106, 107], supplemented with a {332} set of uncon-
tracted bond functions (exponents sp : 0.9, 0.3, 0.1 and d : 0.6, 0.2) cen-
tered halfway between the Br nucleus and the center of mass of HCN. The
equilibrium geometries of the complex were also investigated with the corre-
sponding triple and quadruple zeta (aug-cc-pVTZ and aug-cc-pVQZ) basis
sets, with the same midbond functions. The 1s electrons on C and N and
the 1s, 2s, 2p, 3s, 3p, 3d electrons on Br were left uncorrelated. The computer
program molpro [105] was used in all the calculations. The origin of a Carte-
sian frame was chosen on the Br nucleus, and the positive z-axis along the
vector R that points from the Br nucleus to the center of mass of HCN. The
atomic masses are: mH = 1.0078250321 u, mC = 12 u, mN = 14.0030740052
u. In order to examine the experimentally observed [131] red shift in the
CH stretch frequency due to the complex formation, we varied the CH bond
length rCH, but froze the CN bond at the calculated equilibrium distance of
rCN = 2.2220 a0 and kept HCN linear. The vector r, which points from the
N to the H nucleus, lies in the xz-plane of the frame and makes an angle θ
with the positive z-axis. Hence, θ = 0◦ corresponds to the linear Br–NCH
conformation and θ = 180◦ to linear Br–HCN. The coordinates that were
varied in addition to rCH are R, the length of the vector R, and the angle θ.
The calculations were carried out on a 16× 12× 5-dimensional grid. The R
values were: 4.5, 5.0, 5.5, 6.0, 6.5, 7.0, 7.5, 8.0, 8.5, 9.0, 9.5, 10.0, 12.5, 15.0,
20.0, and 25.0 a0. For θ we used a 12 point Gauss-Legendre quadrature grid,
and the rCH grid includes the following values: 1.6661, 1.8551, 2.0440, 2.2330,
2.4220 a0. The value r3 = 2.0440 a0 is the equilibrium CH bond length in
a geometry optimization of HCN at the CCSD(T)/aug-cc-pVDZ level. The
other grid values correspond to an increase/decrease of rCH in steps of 0.1 A˚.
The values r1 = 1.6661 a0 and r5 = 2.4220 a0 are well beyond the classical
turning points of the first excited (v = 1) CH stretch state.
The Br–HCN dimer with HCN kept linear is of Cs symmetry and possesses
three potential energy surfaces that correlate with the 2P ground state of
the free bromine atom: two of A′ symmetry (correlating with mixed Px and
Pz substates of Br) and one of A
′′ symmetry (correlating with Py). The
potentials V1(A
′) and V (A′′) correspond to the ground states of the two
symmetries, but the potential V2(A
′) corresponds to an excited A′ state. The
RCCSD(T) method is normally used only to obtain ground state energies.
The procedure to obtain the potential V2(A
′) from RCCSD(T) calculations is
described in ref [132]. Also the procedure to correct the interaction energies
for the basis set superposition error (BSSE), which is non-trivial especially
for the two A′ states, is described in detail in ref [132].
In a few of the grid points the RCCSD iterations did not converge. The
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V (A′′) potential did not cause any problems, all points gave convergence.
However, for the V1(A
′) potential about 0.1% of the points and for the V2(A
′)
potential about 3% of the points did not converge. The values of the poten-
tials at these points were obtained from neighboring points by interpolation.
For interpolation in the R coordinate we used the reproducing kernel Hilbert
space (RKHS) [110] method with a kernel for distancelike variables, for in-
terpolation in rCH and θ we used quadratic functions. The accuracy of these
interpolations was checked by applying them to similar points for which con-
verged RCCSD(T) interaction energies were available. Moreover, we checked
this accuracy by simultaneous interpolation in more than one of the coordi-
nates. In general, we can say that possible errors caused by interpolation are
comparable with or smaller than the errors in the analytic fit. The latter are
given at the end of this section.
The wave functions of the three adiabatic states Ψ1(A
′), Ψ2(A
′), and
Ψ(A′′) needed to compute the mixing angle γ were obtained from CASSCF
plus MRCI calculations on the same grid and with the same basis. The angle
γ was obtained for each grid point from the matrix elements of the electronic
angular momentum operator Lz
γ(R, θ, rCH) = arctan
[〈 Ψ(A′′) | Lz | Ψ2(A′) 〉
〈 Ψ(A′′) | Lz | Ψ1(A′) 〉
]
. (4.1)
This expression, proposed by Alexander [94], was used earlier in studies on
H2O [109], Cl–HCl [108] and Cl–HF (chapter 2 of the present thesis). The
transformation from the adiabatic potentials to the diabatic ones, with the
use of this mixing angle γ, is described in detail in chapter 2. The 3×3 Her-
mitian matrix of diabatic potentials contains four different potential surfaces:
V0,0, V1,1 = V−1,−1, V1,−1, and V0,1 = −V0,−1.
As shown in ref [96], the diabatic potentials can be expanded in spherical
harmonics CLµ (θ, 0), which are Racah normalized such that C
L
µ (0, 0) = δµ,0
Vµ′,µ(R, θ, rCH) =
Lmax∑
L=|µ′−µ|
CLµ−µ′(θ, 0)v
L
µ′,µ(R, rCH). (4.2)
The expansion coefficients were calculated by numerical integration, accord-
ing to eq (2.9) of chapter 2. We used the 12 point Gauss-Legendre quadrature
grid in the angle θ on which the ab initio data were computed. Just as in
chapter 2, the expansion coefficients vLµ′,µ(R, rCH) were obtained as functions
of R and rCH by application of the RKHS method [110] to the points in the
R and rCH grids, with the use of a two-dimensional kernel for distancelike
variables. The parameters mRKHS and nRKHS were chosen in the same way
as in chapter 2.
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Since for the smallest values of R the potential becomes extremely repul-
sive especially at the linear Br–HCN geometry, one would need very many
terms in the spherical harmonic expansion of eq (4.2). To avoid this, the
diagonal potentials V0,0 and V1,1 were damped in these strongly repulsive
regions by means of a tanh function up to a value Vmax
V˜i,i =
{
Vi,i for Vi,i ≤ V0
V0 + β
−1 tanh[β(Vi,i − V0)] for Vi,i > V0 , (4.3)
where β ≡ [Vmax − V0]−1. With this scheme, the damped potentials V˜i,i are
continuous around V0 up to the second derivative. Care was taken to use
sufficiently high values of V0 and Vmax, so that the potentials were affected
only in regions that are not of any practical importance in bound state and
low energy scattering calculations. The actual values used were V0 = 10 000
cm−1, and Vmax = 2V0. At those grid points where the diagonal potentials
were damped the off-diagonal potential V0,1 was scaled by the factor V˜0,0/V0,0
and the off-diagonal potential V1,−1 by the factor V˜1,1/V1,1.
In order to check the quality of the fits we used the analytically expressed
diabatic potentials and recomputed the lowest adiabatic potential by diag-
onalization of the 3 × 3 matrix of diabatic potentials. When we compared
that with the original ab initio points for this adiabat we found a root mean
square relative deviation of 1.8% in the short range for R = 5 a0, 0.5% in
the region of the minimum for R = 8.5 a0, and 1.3% in the long range for
R = 12.5 a0.
4.3 Results and discussion
All plots of the potentials shown in the figures are cuts at the calculated
equilibrium distance rCH = 2.0440 a0 of HCN, which is close to the experi-
mental value rCH = 2.0135 a0. Figure 4.1 shows plots of the adiabatic and
diagonal diabatic potentials as functions of the angle θ. Although the dis-
tance R is not optimized in this figure but is fixed at R = 8.5 a0, one can
already see that both linear structures are minima. One also observes how
the Br–HCN interaction splits the Br(2P ) state for the linear geometries into
a Σ and a Π state. For linear Br–NCH (θ = 0◦) the Σ state is lowest in
energy, while for linear Br–HCN (θ = 180◦) the Π state is lowest. This holds
for the entire range of the R variable. The adiabatic A′′ state always corre-
lates with one of the Π states, while the other Π component corresponds to
the higher adiabatic potential V2(A
′) for θ = 0◦ and to the lower adiabatic
potential V1(A
′) for θ = 180◦. Bending the complex away from the linear
equilibrium geometries lifts the degeneracy of the Π states and gives rise to a
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Figure 4.1: Three adiabatic (full) and diabatic (dashed) curves as functions
of θ for rCH = 2.0440 a0 and R = 8.5 a0. The diabatic curve Vyy coincides
with the adiabatic curve V (A′′).
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splitting of the corresponding adiabatic states which increases quadratically
when θ increases from 0◦ or decreases from 180◦. Such a degeneracy gives
rise to a non-adiabatic Renner–Teller coupling [102]. Since the Π state is the
ground state for linear Br–HCN we expect to see the effects of this coupling
in the lower rovibronic levels of this complex. This was indeed found and
will be discussed in chapter 5.
Figure 4.2 shows contour plots of the adiabatic potentials as functions
of R and θ. The two prominent minima in V1(A
′) corresponding to the two
different linear configurations Br–NCH and Br–HCN are clearly visible. The
Br–NCH global minimum in the fit of the potential has De = 800.4 cm
−1 and
Re = 6.908 a0. The minimum for linear Br–HCN is a local minimum with
De = 415.1 cm
−1 and a much larger equilibrium distance Re = 8.730 a0. As
discussed above, the Br–HCN minimum coincides with the minimum in the
potential V (A′′) and corresponds to a Π electronic ground state.
These minima were also computed with the larger aug-cc-pVTZ and aug-
cc-pVQZ bases, supplemented with the same bond functions as the aug-
cc-pVDZ basis used for all geometries. The ab initio values of De at the
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Figure 4.2: Adiabatic potential surfaces V1(A
′), V (A′′), and V2(A
′) (in cm−1)
for rCH = 2.0440 a0.
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Figure 4.3: Diabatic potential surfaces V0,0, V1,1, and V0,1 (in cm
−1) for rCH =
2.0440 a0.
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global minimum for linear Br–NCH are 790, 737, and 850 cm−1 for the aug-
cc-pVDZ, aug-cc-pVTZ, and aug-cc-pVQZ bases, respectively. If the HCN
monomer geometry is reoptimized at the aug-cc-pVTZ level the De value
with this basis becomes 749 cm−1. Fortuitously, for the aug-cc-pVDZ basis
used this value seems even better than for the aug-cc-pVTZ basis. The De
values at the local minimum for linear Br–HCN, which are 415, 425, and
430 cm−1, respectively, are very similar for the different basis sets. Also the
energies of the higher states, the Π state for linear Br–NCH and the Σ state
for linear Br–HCN, are very similar in the three bases.
Figure 4.3 shows contour plots of the diabatic potentials. The potential
V0,0 = Vzz corresponds to a Σ state for both the linear geometries. Its
minimum for linear Br–NCH coincides with that in V1(A
′). The potential
V1,1 = (Vxx + Vyy)/2, which has a minimum for linear Br–HCN, corresponds
to the Π state for the linear geometries. It looks quite similar to the V (A′′)
adiabat also for non-linear structures, which is not surprising since V (A′′) =
Vyy and Vxx is very similar to Vyy, cf. Figure 4.1. The latter implies that
V1,−1 = (Vyy − Vxx)/2 (not shown) is very small. The off-diagional diabatic
potential V0,1 = −Vxz/
√
2 is much more significant, especially near θ = 30◦
and 140◦, see the lower panel in Figure 4.3.
Table 4.1: Dependence of the well depth De and the equilibrium distance Re
on rCH for linear Br–NCH on the lowest adiabatic surface V1(A
′) correspond-
ing to the Σ state and for linear Br–HCN on the lowest adiabatic surfaces
V1(A
′) and V (A′′) corresponding to the Π state.
Br–NCH Br–HCN
rCH (a0) Re (a0) De (cm
−1) Re (a0) De (cm
−1)
1.6661 6.920 769.17 8.659 326.67
1.8551 6.915 785.42 8.709 364.82
2.0440 6.908 800.42 8.730 415.11
2.2330 6.887 807.41 8.724 481.39
2.4220 6.895 824.40 8.684 570.47
Variation of the distance rCH does not change the potentials qualitatively.
Quantitative differences can be observed in Table 4.1, where we present De
and Re values for each of the five rCH points used for the ab initio calculations.
For the Br–NCH complex De increases with increasing rCH distance, but
only slightly. For the Br–HCN complex, however, De and Re are much
more sensitive to variation of rCH. This is what might be expected from
the structures of the two complexes.
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The fact that linear Br–HCN has a ground state of Π symmetry, while lin-
ear Br–NCH has a Σ ground state can be well understood from electrostatic
considerations. The Br atom in its 2P ground state has a large quadrupole
moment. The interaction of this quadrupole with the dipole of HCN is the
dominant contribution to the interaction energy. The Σ and Π components
of this quadrupole moment are the expectation values of the quadrupole
operator Q2,0 =
∑
i r
2
iC2,0(θi, φi) over the Br(P0) and Br(P±1) substates, re-
spectively, where (ri, θi, φi) denote the electronic coordinates. The Br atom
is isoelectronic to the rare gas atom Kr with one electron taken out of the 4p
shell. In the Σ state this electron is taken out of a 4pz orbital along the bond
axis, in the Π state it is taken out of a 4p1 or 4p−1 orbital. Or, equivalently,
out of 4px or 4py. Therefore, it is not surprising that the Σ quadrupole has
a positive value, while the Π state quadrupole moment is negative. The Σ
quadrupole interacts most favorably with the negative N side of HCN, giving
Br–NCH, the Π quadrupole interacts most favorably with the positive H side
of HCN, giving Br–HCN. This agrees with the equilibrium structures found
in the full ab initio calculations.
Finally, let us compare Br–HCN with some similar complexes of which the
interaction potentials were recently computed ab initio. The complex Cl–HF
(see chapters 2 and 3) has a global minimum, at the linear Cl–HF structure.
This structure has a ground state of Π symmetry, just as linear Br–HCN.
The value of De = 676.5 cm
−1 for Cl–HF at the equilibrium bond length
of HF is larger than for Br–HCN. The global minimum for linear Br–NCH
with its Σ electronic ground state corresponds to a local minimum with De =
237.4 cm−1 for Cl–FH. For Cl–HCl [97, 108, 119] two deep minima were found
also, and the minimum for linear Cl–HCl is qualitatively similar to those of
linear Br–HCN and Cl–HF. The second minimum, with a Σ electronic ground
state, occurs in Cl–HCl for a T-shaped structure. This is probably related to
the above considerations about the dominance of electrostatic interactions.
For HCl it is usually not only the dipole that plays a role in such interactions,
but also the quadrupole. Interaction of this quadrupole with the quadrupole
of Cl(2P ) leads to maximum binding for a T-shaped Cl–HCl complex. Similar
T-shaped equilibrium structures were found for OH–HCl [134], HCl–HCl
[135], and HCN–HCl [136]. For F–HF three minima were found [114], one
for each of the two linear geometries and a T-shaped one. The linear F–HF
minimum was the deepest, then the T-shaped one, while the linear F–FH
minimum is the shallowest. The barriers between these minima are small,
however. In Br–HBr [114] the situation is qualitatively similar to Cl–HCl: a
linear Br–HBr minimum and a T-shaped minimum, with the first one being
deeper. The linear Br–BrH complex corresponds to a saddle point, just as
Cl–ClH.
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4.4 Effect of spin-orbit coupling
The spin-orbit states of the Br atom are split by DSO = E(
2P1/2) −
E(2P3/2) = 3685.5 cm
−1. We assume that the spin-orbit coupling in the
Br atom is not affected by the relatively weak interaction with the HCN
molecule, so that we may use for the Br–HCN complex the spin-orbit cou-
pling term Aλ̂ · Ŝ with the operators λ̂ and Ŝ representing the orbital
and spin angular momenta of the Br(2P ) atom and the constant parameter
A = −(2/3)DSO. Since we expect that this large splitting has an important
effect on the properties of the complex, we constructed a new set of diabatic
electronic states with the inclusion of spin-orbit coupling. These states are
denoted by | jAωA 〉, where the quantum number jA is the total angular mo-
mentum on the Br atom A and ωA is the projection of jA on the dimer axis
R. They are obtained from the original, spin-free, diabatic states | λ, µ 〉 and
the spin functions | S, σ 〉 by Clebsch-Gordan coupling
| jAωA 〉 ≡ | (λS) jAωA 〉 =
∑
µ,σ
| λ, µ 〉| S, σ 〉〈 λ, µ;S, σ | jA, ωA 〉, (4.4)
where 〈 λ, µ;S, σ | jA, ωA 〉 is a Clebsch-Gordan coefficient. Since λ = 1
and S = 1
2
, the total atomic angular momentum of Br takes on the values
jA =
1
2
with projections ωA = ±12 on the z-axis and jA = 32 with projec-
tions ωA = ±12 ,±32 . Diabatic states with jA = 32 correlate with the 2P3/2
ground state of the Br atom, states with jA =
1
2
with the excited 2P1/2 state.
Since the atomic spin-orbit splitting is so large, the jA =
1
2
basis functions
will probably not play a significant role in the lower rovibronic levels of the
complex. Diagonal and off-diagonal spin-orbit coupled diabatic potentials,
labeled with j′A, ω
′
A; jA, ωA, are obtained from the diabatic potentials Vµ′,µ in
the spin-free diabatic basis | λ, µ 〉 by a similarity transformation according
to eq (4.4).
Figure 4.4 shows the two diagonal spin-orbit diabatic potentials VjA,ωA;jA,ωA
with jA =
3
2
. The potential for |ωA| = 32 has a minimum at θ = 180◦ which
corresponds to the linear Br–HCN configuration. For linear geometries this
potential coincides with the spin-free diabatic potential V1,1 in Figure 4.3, be-
cause the spin-orbit coupled state with |ωA| = 32 contains only the spin-free
diabatic states P±1 ≡ | λ, µ 〉 with λ = 1, µ = ±1 and the diabatic coupling
potential V1,−1 vanishes for linear geometries. Also for non-linear geometries
the spin-orbit coupled potential for |ωA| = 32 is very similar to V1,1 because
the off-diagonal diabatic potential V1,−1 is very small everywhere. The po-
tential for |ωA| = 12 has a minimum at θ = 0◦ which corresponds to the
linear Br–NCH configuration. Such a minimum also occurs in the spin-free
diabatic potential V0,0, which is the dominant contribution to V 3
2
, 1
2
; 3
2
, 1
2
, but
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Figure 4.4: Diabatic potential energy surfaces including spin-orbit coupling
for jA =
3
2
. Energy (in cm−1) relative to the Br(2P3/2) and HCN ground
states.
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there it is considerably deeper, cf. Figure 4.3. This is due to the fact (which
one may easily check by inspection of the Clebsch-Gordan coefficients) that
the spin-orbit coupled state with jA =
3
2
and |ωA| = 12 has only 2/3 of P0
(µ = 0) character and 1/3 of P±1 (µ = ±1) character. The deep minimum
in V0,0 for linear Br–NCH is partly damped, since V1,1 is repulsive in this
region. With the inclusion of spin-orbit coupling the minimum for linear
Br–HCN (θ = 180◦) with |ωA| = 32 is deeper than the minimum for linear
Br–NCH (θ = 0◦) with |ωA| = 12 , whereas without spin-orbit coupling the
linear Br–NCH conformation was much more stable.
Figure 4.5: Lowest spin-orbit adiabatic potential energy surface. Energy (in
cm−1) relative to the Br(2P3/2) and HCN ground states.
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The spin-orbit coupled diabatic potentials are elements of a 6 × 6 ma-
trix. These elements are obtained from the similarity transformation of the
spin-free diabatic potentials Vµ′,µ according to eq (4.4), and the addition of
A[jA(jA + 1) − λ(λ + 1) − S(S + 1)]/2 with λ = 1, S = 12 , and jA = 32 or
1
2
on the diagonal. These diagonal terms represent the spin-orbit coupling
operator Aλ̂ · Ŝ = A(̂j2A− λ̂2− Ŝ2)/2, which is diagonal in the basis | jAωA 〉.
Diagonalization of this 6 × 6 matrix produces spin-orbit coupling included
adiabatic potentials, more briefly called spin-orbit adiabatic potentials. Fig-
ure 4.5 shows the spin-orbit adiabatic potential that is the lowest eigenvalue
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of this matrix, for each geometry of the complex. Here, we find both minima,
one for linear Br–HCN which originates from the jA = |ωA| = 32 contribu-
tion and one for linear Br–NCH originating from jA =
3
2
, |ωA| = 12 . Due to
the effect of spin-orbit coupling the two minima have become about equally
deep, in contrast with those in the lowest spin-free adiabatic potential in
Figure 4.2.
4.5 Conclusion
The three adiabatic potentials of the Br–HCN complex that correlate
with the 2P ground state of the Br atom were calculated ab initio at the
RCCSD(T) level of theory as functions of the intermolecular distance R, the
atom-linear molecule Jacobi angle θ, and the length rCH of the CH bond in
HCN. Two of these potentials, V1(A
′) and V2(A
′), correspond to the lowest
states of even (A′) reflection symmetry, the third one, V (A′′), to the ground
state of odd (A′′) symmetry. From CASSCF and MRCI calculations for the
same set of geometries of the complex we obtained the corresponding wave
functions and the diabatic mixing angle γ. With the use of this mixing angle
we transformed the adiabatic states to a set of intermediate diabatic states
Px, Pz of A
′ symmetry and Py of A
′′ symmetry, and next to the diabatic
states P−1, P0, P1. The resulting potentials V0,0, V1,1 = V−1,−1, V0,1 = −V0,−1,
V1,−1, which define the full 3×3 matrix of diabatic potentials and are con-
veniently used in bound state calculations, were expanded in terms of the
appropriate spherical harmonics in the Jacobi angle θ. The dependence of
the expansion coefficients on the Br–HCN distance R and the CH distance
rCH was represented in analytic form by means of the RKHS method.
In chapter 5 we apply these potentials in calculations of the rovibronic
states of the Br–HCN complex, in which we also include spin-orbit coupling.
Here, we considered the spin-orbit coupling included diabatic states used in
these calculations and we showed that spin-orbit coupling has an important
effect on the corresponding diabatic and adiabatic potentials.
Chapter 5
Ab initio treatment of the
chemical reaction precursor
complex Br(2P )–HCN. 2.
Bound state calculations and
infrared spectra
Rovibronic energy levels and properties of the Br(2P )–HCN complex were
obtained from three-dimensional calculations, with HCN kept linear and
the CN bond frozen. All diabatic states that correlate with the 2P3/2
and 2P1/2 states of the Br atom were included and spin-orbit coupling
was taken into account. The 3 × 3 matrix of diabatic potential surfaces
was taken from chapter 4. In agreement with experiment we found two
linear isomers, Br–NCH and Br–HCN. The calculated binding energies are
very similar: D0 = 352.4 cm
−1 and D0 = 349.1 cm
−1, respectively. We
established, also in agreement with experiment, that the ground electronic
state of Br–NCH has |Ω| = 12 , and that Br–HCN has a ground state with
|Ω| = 32 , where the quantum number Ω is the projection of the total
angular momentum J of the complex on the intermolecular axis R. This
picture can be understood as being caused by the electrostatic interaction
between the quadrupole of the Br(2P ) atom and the dipole of HCN,
combined with the very strong spin-orbit coupling in Br. We predicted
the frequencies of the van der Waals modes of both isomers and found a
direct Renner–Teller splitting of the bend mode in Br–HCN and a smaller,
indirect, splitting in Br–NCH. The red shift of the CH stretch frequency
in the complex, relative to free HCN, was calculated to be 1.98 cm−1
for Br–NCH and 23.11 cm−1 for Br–HCN, in good agreement with the
values measured in helium nanodroplets. Finally, with the use of the same
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potential surfaces, we modeled the Cl(2P )–HCN complex and found that
the experimentally observed linear Cl–NCH isomer is considerably more
stable than the (not observed) Cl–HCN isomer. This was explained as
mainly an effect of the substantially smaller spin-orbit coupling in Cl,
relative to Br.
JPC A 111 7270 (2007)
5.1 Introduction
The series of weakly bound complexes X–HY has received an increasing
amount of attention, both experimental [100, 131, 137–139] and theoreti-
cal [79, 97, 114, 115, 119, 132, 133, 140], especially in view of their role as
reaction precursors in the hydrogen exchange reactions X + HY → HX +
Y, with X, Y = F, Cl, Br, O, OH, CN. Because of the open-shell config-
uration of the X radical in its ground state, electronic degeneracies occur
in these complexes, and their theoretical description has to go beyond the
Born-Oppenheimer approximation. One of the complexes recently studied
experimentally by Merritt et al. [131] is Br(2P )–HCN. It was prepared in
liquid helium nanodroplets in a molecular beam setup and studied by high-
resolution infrared spectroscopy. This species is particularly interesting as it
was found to occur in two isomeric forms: Br–HCN and Br–NCH, both linear.
In chapter 4 we outlined a diabatic model that involves the asymptotically
degenerate electronic states and their coupling, which is suitable to compute
the rovibronic levels of this open-shell complex. We also presented ab initio
calculated diabatic potential surfaces, both diagonal and off-diagonal, and
their analytic representation in a form that is convenient for bound state
calculations. The present chapter describes the calculation of the rovibronic
states and the comparison of the results with the experimental data.
5.2 Bound state calculations
The method that we apply to compute the rovibronic levels of Br(2P )–
HCN is described in detail in ref [96] and has previously been used in our
group to study Cl–HCl [97, 119] and Cl–HF (chapter 3). It is based on
earlier work for open-shell atom closed-shell diatom complexes by Alexander
[94] and by Dubernet and Hutson [80, 118]. Of course, Br(2P )–HCN is not
an atom-diatom complex but for our goal, the study of the structure and
stability of this complex and its infrared spectrum associated with the CH
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stretch mode of HCN, it is justified to treat the HCN monomer as a pseudo-
diatom by fixing the CN bond length and keeping the molecule linear. More
details on this approximation are given below.
The three internal coordinates varied are R, the length of the Jacobi
vector R pointing from the Br nucleus to the center-of-mass of HCN, the
CH bond length rCH, and the angle θ between the vectors R and rCH, where
the latter is the vector pointing from the C nucleus to the H nucleus. The
Hamiltonian Ĥ is defined in a body-fixed (BF) frame with its z-axis along
R and rCH in the xz-plane
Ĥ = ĤHCN +
−~2
2µABR
∂2
∂R2
R +
|̂jA + ĵB|2 − 2(̂jA + ĵB) · Ĵ+ Ĵ2
2µABR2
+ Aλ̂ · Ŝ+
∑
µ′,µ
| λ, µ′ 〉 V (λ)µ′,µ(R, rCH, θ) 〈 λ, µ |, (5.1)
where µAB is the reduced mass of the atom (A = Br) – molecule (B =
HCN) complex. The atomic masses are: mH = 1.0078250321 u, mC = 12
u, mN = 14.0030740052 u, and mBr = 78.9183376 u. The operators λ̂
and Ŝ represent the orbital and spin angular momenta of the Br(2P ) atom,
respectively, with the atomic quantum numbers λ = 1 and S = 1
2
. The
operator ĵA = λ̂+ Ŝ represents the total electronic angular momentum of the
Br atom, while ĵB is the angular momentum associated with the rotation of
the HCN monomer, and Ĵ is the total angular momentum of the complex.
We assume that the spin-orbit coupling in the Br atom is not affected by the
relatively weak interaction with the HCN molecule, so that we may use the
atomic spin-orbit parameter A = −2457 cm−1 as a constant in eq (5.1). The
3 × 3 matrix of diabatic potentials V (λ)µ,µ′(R, rCH, θ) that couple the diabatic
states | λ, µ 〉 with projection µ = −1, 0, 1 on the z-axis was computed and
described in chapter 4.
The HCN monomer Hamiltonian is
ĤHCN =
−~2
2µBrCH
∂2
∂r2CH
rCH +
ĵ2B
2I(rCH)
+ VHCN(rCH), (5.2)
where I(rCH) is the moment of inertia of linear HCN calculated as a function
of the CH bond length with the CN bond fixed at the experimental equilib-
rium value rCN = 2.1793 a0 [141]. The reduced mass µB associated with the
CH stretch coordinate rCH is defined with the mass of the H atom and the
mass mCN = mC +mN of the pseudo-atom CN. The potential VHCN(rCH) was
obtained from the accurate empirical HCN force field determined by Carter
et al. [142] by keeping the molecule linear and fixing the CN bond length
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Figure 5.1: Energy of HCN as function of the CH bond length with the CN
bond length frozen or optimized. Notice that the two energy curves coincide.
The scale on the left hand side is the CN bond length.
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at rCN = 2.1793 a0 (the same equilibrium value as used in the force field).
In reality, the CH stretch mode of HCN involves some stretching of the CN
bond also. The reason that we may consider the CN bond to be rigid in the
present study is that we do not wish to determine the absolute frequency of
the CH stretch mode in Br–HCN, but only the red shift of this mode caused
by the interaction with the Br atom. The following arguments are used to
justify our model. First, let us look at the results of ab initio calculations at
the CCSD(T)/aug-cc-pVDZ level (for the acronyms, see chapter 4). These
results, displayed in Figure 5.1, show that the potential VHCN(rCH) computed
with the CN bond frozen at its equilibrium distance practically coincides with
the curve obtained by optimizing the CN distance for every value of rCH. Sec-
ondly, in a normal mode analysis with the force field of Carter et al. [142]
the amplitude of the CN stretch component involved in the harmonic normal
coordinate of the CH stretch mode is quite small. Thirdly, when we compute
the CH stretch frequency with the full force field of Carter et al. and with the
CN bond frozen the values are 3310.81 cm−1 and 3199.32 cm−1, respectively.
The harmonic values are 3414.27 cm−1 and 3306.17 cm−1. The experimen-
tal CH stretch frequency in HCN is 3310.81 cm−1. Although the frequency
changes considerably by fixing the CN bond length (the relative change is
only 3% though), we believe that the model with CN frozen is sufficiently
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good to get a fairly accurate red shift. In this context it is also worthwhile
to mention that there is a debate going on about whether the CN bond can
be regarded as a spectator in the dynamics of different chemical reactions
[50, 143, 144].
The basis used to diagonalize the Hamiltonian of eq (5.1) is the same as
in chapter 3 for the Cl(2P )–HF complex. The radial basis χnR(R) consists of
a contracted set of sinc-DVR (sinc function discrete variable representation)
functions. The contraction coefficients are the eigenvectors of a radial motion
problem, solved by the sinc-DVR method [125] on a large grid, with the radial
potential given by the isotropic component v00,0(R, rCH) of the diabatic Br–
HCN potential V0,0(R, rCH, θ), see eq (4.2) of chapter 4, for rCH = 2.0440 a0.
This value of rCH is one of the values on the grid described in chapter 4;
it is equal to the calculated equilibrium CH distance in HCN. In order to
reach convergence of the radial basis more quickly, by including the effect of
continuum wave functions, we added to this isotropic potential a term linear
in R. The slope α = 219 cm−1/a0 of this term was optimized variationally in
calculations of the ground state and some low lying levels of the complex. A
similar basis φnr(rCH) of contracted sinc-DVR functions was used for the CH
stretch coordinate. The basis functions φnr(rCH) are jB = 0 eigenfunctions
of the monomer Hamiltonian ĤHCN in eq (5.2) computed by the sinc-DVR
method. Here, it is not necessary to add a linear term because the poten-
tial VHCN(rCH) has a much deeper well than the intermolecular potential
V0,0(R, rCH, θ).
Since the spin-orbit coupling in the Br atom is very large it is conve-
nient for the interpretation of the results and the assignment of approximate
quantum numbers to the eigenstates to use the spin-orbit coupled diabatic
basis | jAωA 〉 constructed in eq (4.4) of chapter 4. The spin-orbit coupling
term Aλ̂ · Ŝ in the Hamiltonian is diagonal in this basis, see chapter 4. The
total (electronic) atomic angular momentum of Br takes on the values jA =
1
2
with projections ωA = ±12 on the dimer z-axis and jA = 32 with projections
ωA = ±12 ,±32 .
The full three-dimensional BF basis is
| nR, nr, jA, ωA, jB, ωB,Ω, J,M 〉 =
χnR(R)φnr(rCH)
[
2J + 1
4pi
]1/2
| jA, ωA 〉YjB,ωB(θ, 0) D(J)M,Ω(α, β, φ)∗, (5.3)
where YjB,ωB(θ, 0) are spherical harmonics, and D
(J)
M,Ω(α, β, φ)
∗ are symmetric
rotor functions. The Euler angles (α, β, φ) determine the orientation of the
BF frame with respect to a space-fixed laboratory frame. The kets | jAωA 〉
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denote the spin-orbit coupled diabatic electronic states. The quantum num-
bers jB, ωB refer to the rotation of the HCN monomer in the complex, with
ωB being the projection of jB on the BF z-axis. The quantum number
Ω = ωA +ωB is the total projection of the atomic ĵA and molecular ĵB angu-
lar momenta on the BF z-axis. All these are approximate quantum numbers.
Exact quantum numbers are the total angular momentum of the complex J ,
its projection M on the space-fixed Z-axis, and the parity p under inver-
sion. In the actual calculations we used a parity adapted basis, cf. eq (3.6)
of chapter 3. The spectroscopic parity is defined by  = p(−1)J−S. States
with  = 1 and  = −1 are labeled e and f, respectively.
In addition to the three-dimensional (3D) calculations we made one-
dimensional (1D) and two-dimensional (2D and 2+1D) calculations. The
1D calculations were made for fixed R values ranging from 6 to 16 a0 and
rCH frozen at the experimental CH equilibrium distance 2.0135 a0. The
functions | nR 〉 and | nr 〉 were left out of the basis and the radial kinetic
energy terms were omitted. The HCN rotational constant in these calcu-
lations was B0 = 1.47822 cm
−1 [142]. In the 2D calculations we fixed rCH
at the equilibrium value of 2.0135 a0 or at the vibrationally averaged val-
ues of r0 = 2.04099 a0 for v = 0 and r1 = 2.09900 a0 for v = 1, and
omitted the basis | nr 〉 and the corresponding radial kinetic energy term.
With rCH = 2.0135 a0 and 2.04099 a0 we used the HCN rotational constant
B0 = 1.47822 cm
−1, with rCH = 2.09900 a0 we used B1 = 1.46774 cm
−1. In
the 2+1D calculations we first averaged the full three-dimensional potentials
over the CH stretch coordinate rCH with the v = 0 or v = 1 CH stretch
functions of HCN. Next we performed two-dimensional calculations with the
v = 0 or v = 1 averaged potentials and the correspondingly averaged rota-
tional constants B0 = 1.47847 cm
−1 and B1 = 1.46535 cm
−1 of HCN. One
may observe that the latter values of Bv differ slightly from the experimental
values used in the 1D and 2D calculations. The reason is that our 2+1D
values were computed with the CN bond length fixed at the equilibrium dis-
tance. The 2+1D model is equivalent to a full 3D calculation with the basis
| nr 〉 restricted to a single function with either nr = 0 or nr = 1, since the
basis | nr 〉 consists of eigenfunctions of the monomer Hamiltonian ĤHCN.
The 3D calculations were limited to J = 1
2
and 3
2
, while in the 2+1D
model we computed the rovibronic states for J = 1
2
, 3
2
, 5
2
, and 7
2
. In all
calculations we performed a full diagonalization of the Hamiltonian matrix
in the given parity adapted basis. In 3D calculations the lower levels of the
complex correspond to v = 0 of the CH stretch mode; states that correspond
to v = 1 of the CH stretch are much higher in energy and were identified
among the highly excited intermolecular modes by a population analysis of
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the eigenstates. In the 2D calculations we truncated the basis at nmaxR =
17 and j maxB = 17. In the 2+1D model we truncated at n
max
R = 16 and
j maxB = 16. In convergence studies we found that an increase of each of these
truncation parameters by 1, both in 2D and 2+1D, changed the ground state
energy by less than 10−5 cm−1 and the somewhat higher levels by less than
10−4 cm−1. In the full 3D model we truncated at nmaxR = 14, j
max
B = 14 and
nmaxr = 4. Here, the ground level changed by less than 10
−3 cm−1 and the
somewhat higher levels by less than 10−2 cm−1 if the truncation parameters
are increased by 1. Energy differences, such as vibrational and rotational
excitation energies, are converged significantly better, however.
5.3 Results and discussion
5.3.1 Rovibronic levels from 1D calculations
Figure 5.2: Rovibronic levels from 1D calculations with R and rCH = re
fixed, as functions of R. Closed lines correspond to J = 1
2
and dashed lines
to J = 3
2
.
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The 1D calculations with fixed R and the CH distance frozen at the
experimental equilibrium value of 2.0135 a0 were made for parity e and total
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angular momentum J = 1
2
and J = 3
2
. Figure 5.2 shows the calculated
energy levels as functions of R in the range from R = 6 to 16 a0. These
curves correspond to the so-called adiabatic bender model of refs [145, 146],
which is here extended to include multiple coupled electronic states. In order
to understand the behavior of these curves it is useful to know that Ω, the
projection of the total angular momentum J on the dimer z-axis, is a nearly
good quantum number. When the curves with J = 1
2
and J = 3
2
nearly
coincide, this implies that the corresponding levels have |Ω| = 1
2
. The energy
difference between the curves with J = 3
2
and J = 1
2
involves only the overall
rotation of the complex in that case. When a J = 3
2
curve is well separated
from the J = 1
2
curves this implies that |Ω| = 3
2
. Using this rule we see that
the deepest minimum at R = 7.3 a0 corresponds to a level with |Ω| = 12 ,
while the second minimum at R = 8.7 a0 corresponds to a level with |Ω| = 32 .
Looking at the potential surfaces in Figures 4.4 and 4.5 of chapter 4 one
may guess that these two minima correspond to linear Br–NCH and linear
Br–HCN, respectively. The latter has a much larger equilibrium distance Re
than the first one, but it seems to be about equally stable. One also observes
a series of higher curves with minima at more or less the same distances R.
These correspond to a series of excited vibronic levels of either Br–NCH or
or Br–HCN with |Ω| values that are sometimes different from their ground
state levels. These excited levels are combinations of bend excited states
with ωB 6= 0 and the electronic states with ωA = ±12 and ±32 . Their |Ω|
values follow directly from these quantum numbers since Ω = ωA + ωB. The
ground state has ωB = 0 and, hence, Ω = ωA. Asymptotically these levels
correlate with the fourfold degenerate 2P3/2 ground state of the Br atom and
the ground and excited rotational levels of HCN. The results from the 2D
and 3D calculations discussed below provide more details.
5.3.2 Rovibronic levels from 2D and 3D calculations
Before we discuss the results of the 2D, 2+1D, and 3D calculations, let us
mention that the rovibronic wave functions (discussed below) clearly show
that all states up to an energy of about 106 cm−1 above the ground level are
localized either near the linear Br–NCH geometry (θ = 0◦) or near the linear
Br–HCN geometry (θ = 180◦). Some of the higher excited levels below this
limit show large amplitude bend motions, but it is quite obvious that they
belong to either Br–NCH or Br–HCN. Hence, we will discuss the properties
of each of these isomers.
The binding energies D0 of Br–NCH and Br–HCN computed with the
different models are listed in Table 5.1. Clearly, the binding energy of Br–
NCH depends only slightly on the model and on the CH stretch mode being
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Table 5.1: Binding Energies D0 (parity e) and red shifts of the CH stretch
frequency relative to free HCN (in cm−1).
Br–NCH (J = 12) Br–HCN (J =
3
2)
Model vCH = 0 vCH = 1 Red shift vCH = 0 vCH = 1 Red shift
2D (re) 351.78 339.52
2D 352.54 354.16 1.62 345.66 359.29 13.63
2+1D 352.36 354.33 1.97 348.68 371.52 22.84
3D 352.37 354.35 1.98 349.11 372.22 23.11
Experiment [131] 1.65 26.59/23.80∗
∗ The latter value is corrected for the He matrix shift, see text.
excited or not, whereas D0 of Br–HCN is much more sensitive. This can be
understood from the result in chapter 4 that the De and Re values of Br–
HCN depend more strongly on the length of the CH bond than the De and
Re values of Br–NCH. This, again, is reasonable because the CH bond is in
direct contact with the Br atom in linear Br–HCN, whereas it is on the other
side in linear Br–NCH. The 2+1D model with the 3D potentials averaged
over the v = 0 or v = 1 wave functions of the CH stretch mode is much closer
to the full 3D results than the 2D model with rCH fixed at r0 or r1. A similar
conclusion was drawn for Cl–HF in chapter 3. Another conclusion, which is
quite striking, is that the binding energies of Br–NCH and Br–HCN differ by
as little as 3.3 cm−1 (in the 3D model).
Tables 5.2 and 5.3 show the rovibronic levels of Br–NCH and Br–HCN,
respectively, for the v = 0 ground state of the CH stretch mode, total angular
momentum J = 1
2
to 7
2
, and spectroscopic parity e. For J = 1
2
and 3
2
we
also included the full 3D results in these tables. In accordance with the
spectroscopic convention [129] for linear open-shell molecules, we labeled the
levels with the term symbols 2S+1KP . The vibronic quantum number K
corresponds to the sum of the electronic orbital angular momentum usually
denoted by Λ and the vibrational angular momentum of the bend mode
commonly labeled by l. In our treatment, which includes the full range of
angles θ, the relevant electronic angular momentum quantum number is µ,
with the value µ = 0 for the Σ ground state of linear Br–NCH and the values
µ = ±1 for the Π ground state of linear Br–HCN. The vibrational angular
momentum l is given by ωB. Hence, the quantum number K is given by
K = µ + ωB, which can also be written as K = Ω − Σ = ωA + ωB − Σ,
where Σ = ±1
2
is the component of the spin S on the intermolecular z-axis
R. The quantum number that is commonly denoted by P corresponds to |Ω|
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Table 5.2: Lowest bound states of e parity of Br–NCH (θ = 0◦) from 2 + 1D
model with vCH = 0. Energies in cm
−1 relative to the energy of Br(2P3/2)
and HCN (vCH = 0). The numbers in parentheses are from 3D calculations.
Quantum numbers vs and vb refer to the intermolecular stretch and bend.
The approximate quantum numbers ωA and ωB and the term symbol
2S+1K|Ω|
are explained in the text.
Term |ωA| |ωB| vb vs J = 12 J = 32 J = 52 J = 72
|Ω| = 12
2Σ 1
2
0.5 0 0 0 –352.3609(–352.3701) –352.3044(–352.3136) –352.1428 –351.8762
2Π 1
2
0.5 1 1 0 –328.4749(–328.4850) –328.2843(–328.2945) –327.9690 –327.5328
2Σ 1
2
0.5 0 2 0 –312.7127(–312.7229) –312.6530(–312.6632) –312.4857 –312.2108
2Σ 1
2
0.5 0 0 1 –300.9041(–300.9133) –300.8471(–300.8564) –300.6863 –300.4217
2Π 1
2
0.5 1 3 0 –291.3396(–291.3506) –291.1451(–291.1562) –290.8230 –290.3774
2Π 1
2
0.5 1 1 1 –276.3575(–276.3672) –276.1714(–276.1812) –275.8630 –275.4356
2Σ 1
2
0.5 0 4 0 –274.7948(–274.8064) –274.7317(–274.7433) –274.5584 –274.2751
2Σ 1
2
0.5 0 0 2 –264.3586(–264.3680) –264.2987(–264.3081) –264.1335 –263.8630
2Π 1
2
0.5 1 5 0 –254.8922(–254.9048) –254.6932(–254.7058) –254.3637 –253.9075
2Σ 1
2
0.5 0 2 1 –253.0965(–253.1052) –253.0373(–253.0461) –252.8747 –252.6084
|Ω| = 32
2Π 3
2
0.5 1 1 0 –329.2981(–329.3082) –329.0794 –328.7670
2∆ 3
2
0.5 2 2 0 –304.6535(–304.6649) –304.3525 –303.9325
2Π 3
2
0.5 1 3 0 –292.1430(–292.1540) –291.9203 –291.6022
2Π 3
2
0.5 1 1 1 –277.2085(–277.2182) –276.9904 –276.6798
2∆ 3
2
0.5 2 4 0 –268.6951(–268.7074) –268.3888 –267.9614
2Π 3
2
0.5 1 5 0 –255.7079(–255.7169) –255.4971 –255.1776
2∆ 3
2
0.5 2 2 1 –253.7150(–253.7256) –253.4211 –253.0107
|Ω| = 52
2∆ 5
2
0.5 2 2 0 –306.2819 –305.9371
2Φ 5
2
0.5 3 3 0 –280.1198 –279.7050
2∆ 5
2
0.5 2 4 0 –270.3068 –269.9553
2∆ 5
2
0.5 2 – – –255.4390 –255.0877
|Ω| = 72
2Φ 7
2
0.5 3 3 0 –282.5384
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Table 5.3: Lowest bound states of e parity of Br–HCN (θ = 180◦) from 2+1D
model with vCH = 0. Energies in cm
−1 relative to the energy of Br(2P3/2)
and HCN (vCH = 0). The numbers in parentheses are from 3D calculations.
For an explanation of the symbols, see Table 5.2.
Term |ωA| |ωB | vb vs J = 12 J = 32 J = 52 J = 72
|Ω| = 12
2Σ 1
2
1.5 1 1 0 –310.2585(–310.5624) –310.1421(–310.4459) –309.9472 –309.6737
2Π 1
2
1.5 2 2 0 –274.4774(–274.6776) –274.3567(–274.5568) –274.1554 –273.8737
2Σ 1
2
1.5 1 1 1 –269.7106(–269.8983) –269.5947(–269.7823) –269.4000 –269.1266
|Ω| = 32
2Π 3
2
1.5 0 0 0 –348.6834(–349.1115) –348.4911 –348.2218
2Π 3
2
1.5 0 0 1 –303.5335(–303.7839) –303.3443 –303.0795
2Π 3
2
1.5 0 2 0 –276.2600(–276.2378) –276.0613 –275.7832
2Π 3
2
1.5 0 0 2 –258.4154(–255.9429) –258.2300 –257.9705
|Ω| = 52
2∆ 5
2
1.5 1 1 0 –307.3673 –307.0928
2∆ 5
2
1.5 1 1 1 –266.9047 –266.6289
|Ω| = 72
2Φ 7
2
1.5 2 2 0 –268.8726
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Figure 5.3: Density distributions corresponding to the Br–NCH conformation
from the 2 + 1D model for vCH = 0. They are obtained by integration of the
squared absolute wave functions over the electronic coordinates and overall
rotation angles (α, β, φ) of the complex. The energies and quantum numbers
correspond to those in Table 5.2.
R (a0)
θ(d
eg
ree
s)
J = 1/2, |Ω| = 1/2   
E = −352.3609 cm−1     
(a)
6 7 8 9 10
0
30
60
90
R (a0)
θ(d
eg
ree
s)
J = 1/2, |Ω| = 1/2
E = −328.4749 cm−1  
(b)
6 7 8 9 10
0
30
60
90
R (a0)
θ(d
eg
ree
s)
J = 1/2, |Ω| = 1/2
E = −312.7127 cm−1  
(c)
6 7 8 9 10
0
30
60
90
5.3. RESULTS AND DISCUSSION 89
Figure 5.4: Density distributions corresponding to the Br–HCN conformation
from the 2 + 1D model for vCH = 0. For details, see caption of Figure 5.3.
The energies and quantum numbers correspond to those in Table 5.3.
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in our case. The ground state of Br–NCH with |Ω| = 1
2
corresponds to K = 0
and can be written in the spectroscopic notation [129] as 2Σ 1
2
. The ground
state of Br–HCN with |Ω| = 3
2
has |K| = 1 and can be written as 2Π 3
2
. As
|Ω| is a nearly good quantum number the energy levels in these tables are
sorted according to their |Ω| values. The rows of levels with the same |Ω|
and increasing values of J ≥ |Ω| are end-over-end rotational progressions of
the same internal state of the complex. Actually, the levels of Br–NCH and
Br–HCN originate from a single calculation for each value of J . We could
clearly assign the levels to either Br–NCH or Br–HCN on the basis of the
electronic angular momentum projection |ωA|, which turns out to be 12 for
the ground state of Br–NCH and 3
2
for the ground state of Br–HCN. Also on
the basis of the rovibronic wave functions being localized near either one the
linear equilibrium geometries we could make such a distinction. Examples
are shown in Figure 5.3 for Br–NCH and Figure 5.4 for Br–HCN. Actually,
we did not plot the wave functions in these figures, but rather the density
distributions obtained by taking the absolute square of the wave function and
integrating over the electronic coordinates and the overall rotation angles.
The density distributions as shown in Figures 5.3 and 5.4 can also be used
to assign the vibrational quantum numbers vs and vb of the complex. The
quantum number vs refers to the Br–HCN or Br–NCH stretch mode in the
coordinate R, the quantum number vb to the bend mode of the linear com-
plexes. The quantum number ωB is the vibrational angular momentum of
the bend mode. This quantum number, and the electronic angular momen-
tum projection ωA, occur in the diabatic basis used. In the complex they are
approximate quantum numbers and were obtained by a population analysis
of the eigenstates. When the values of ωA and ωB are given in the tables
this implies that the eigenstates have more than 50% (in most cases much
more) of this character. In the assignment of the bend quantum number vb
the rule that ωB runs from −vb to vb by steps of 2 was very helpful. The
upper panel in Figure 5.3 is clearly the ground rovibronic state of Br–NCH,
the middle panel is the bend fundamental, and the lower panel is the bend
overtone mixed with the stretch fundamental in a Fermi resonance. In Fig-
ure 5.4 the upper panel is the ground rovibronic state of Br–HCN, the middle
panel is the bend fundamental of that complex, and the lower panel is the
pure stretch fundamental in this case.
In Table 5.2 one reads that the ground state of Br–NCH with approximate
quantum numbers ωB = vb = vs = 0 and energy E = −352.37 cm−1 occurs
for J = |Ω| = 1
2
and is dominated by the diabatic state with jA =
3
2
and
|ωA| = 12 . The fundamental bend frequency of Br–NCH is 23.0 or 23.9 cm−1,
depending on whether one considers the |Ω| = 3
2
or the |Ω| = 1
2
bend excited
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level. The density distribution in the middle panel of Figure 5.3 corresponds
to the latter level, but the distribution of the former state (not shown) is
almost indistinguishable. The only difference between these states is that
the electronic angular momentum ωA = ±12 is coupled parallel or antiparallel
to the bend angular momentum ωB = ±1. Since the spin-free ground state
of Br–NCH is a Σ state, see chapter 4, the value of ωA = ±12 is purely
determined by the projection of the spin S = 1
2
on the dimer axis. The orbital
angular momentum vanishes for a Σ state, there is only a small indirect
Renner–Teller coupling, and the two bend frequencies are very nearly the
same. In section 5.3.4 we will discuss this in more detail. The modes at
39.7 and 51.5 cm−1 are the bend overtone and the stretch fundamental, but
according to the density distributions these are mixed into a Fermi resonance.
In Table 5.3 one can see that the ground state of Br–HCN has J = |Ω| = 3
2
and energy E = −349.11 cm−1. It is dominated by the diabatic state with
jA = |ωA| = 32 . The bend fundamental frequency, 38.7 cm−1, of Br–HCN is
considerably higher than for Br–NCH. This value is derived from the bend
excited level with |Ω| = 1
2
; the bend excited level with |Ω| = 5
2
gives a bend
fundamental frequency of 41.1 cm−1. As will be discussed in section 5.3.4, this
difference can be explained by the Renner–Teller non-adiabatic coupling of
the bend mode to the electronic angular momentum ωA of the Π ground state
of Br–HCN. The stretch fundamental frequency of Br–HCN is 45.3 cm−1,
not much different from Br–NCH. From these tables one can also read the
frequencies of the bend overtone with vb = 2 which has two components, one
with ωB = 0 and one with |ωB| = 2. The differences between the frequencies
of these components are about 2 cm−1; they are caused by the anharmocity of
the bending potentials. Also bend-stretch combination levels and overtones
can be observed. We already mentioned that in Br–NCH the bend overtone
and stretch fundamental mix into a Fermi resonance. Similar resonances
occur between the second and third bend overtone and the corresponding
modes with two bend quanta replaced by one stretch quantum.
Looking back at the “adiabatic bender” curves from the 1D calculations
in Figure 5.2 we may now conclude that the minimum at R = 7.3 a0 in the
lowest two nearly coinciding curves with |Ω| = 1
2
indeed corresponds to linear
Br–NCH. The minimum at R = 8.7 a0 in the lowest curve with J = |Ω| = 32
represents linear Br–HCN.
The results calculated with the CH stretch mode excited to v = 1 are
qualitatively similar to those obtained for v = 0. Therefore, we do not show
all the levels. In Table 5.1 one could see already that the complex becomes
more strongly bound when the CH stretch mode is excited, and that this
effect is much more important for Br–HCN than for Br–NCH. The bend and
stretch fundamental frequencies of both complexes are listed in Table 5.4.
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Table 5.4: Bend and stretch frequencies (in cm−1) of Br–NCH and Br–HCN
for vCH = 0 and 1.
Br–NCH Br–HCN
Transition vCH = 0 vCH = 1 Transition vCH = 0 vCH = 1
Fundamental bend frequency
2Σ 1
2
→ 2Π 1
2
23.9 23.7 2Π 3
2
→ 2Σ 1
2
38.5 43.4
2Σ 1
2
→ 2Π 3
2
23.0 22.9 2Π 3
2
→ 2∆ 5
2
41.1 46.2
Fundamental stretch frequency
2Σ 1
2
→ 2Σ 1
2
51.5 51.4 2Π 3
2
→ 2Π 3
2
45.1 47.6
One notices there that in Br–HCN also the bend and stretch frequencies are
higher for v = 1 than for v = 0. In Br–NCH there are hardly any differences
between v = 0 and v = 1.
Table 5.5: Parity Splittings 4E = Ef −Ee in cm−1 of Br–NCH (θ = 0◦) for
vCH = 0.
|ωA| |ωB| vb vs J = 12 J = 32 J = 52 J = 72
|Ω| = 12
0.5 0 0 0 0.2022 ( 0.2022) 0.4043 ( 0.4043) 0.6064 0.8085
0.5 1 1 0 0.0045 ( 0.0045) 0.0084 ( 0.0084) 0.0113 0.0132
0.5 0 2 0 0.2032 ( 0.2033) 0.4065 ( 0.4065) 0.6097 0.8128
0.5 0 0 1 0.1977 ( 0.1977) 0.3954 ( 0.3954) 0.5931 0.7908
0.5 1 3 0 0.0055 ( 0.0055) 0.0100 ( 0.0101) 0.0130 0.0143
0.5 1 1 1 0.0042 ( 0.0042) 0.0076 ( 0.0076) 0.0099 0.0109
0.5 0 4 0 0.2043 ( 0.2043) 0.4085 ( 0.4085) 0.6127 0.8168
0.5 0 0 2 0.1961 ( 0.1961) 0.3921 ( 0.3921) 0.5881 0.7841
0.5 1 5 0 0.0040 ( 0.0040) 0.0065 ( 0.0066) 0.0068 0.0046
0.5 0 2 1 0.1921 ( 0.1921) 0.3842 ( 0.3842) 0.5762 0.7681
|Ω| = 32
0.5 1 1 0 0.0006 ( 0.0006) 0.0022 0.0048
0.5 2 2 0 0.0000 ( 0.0000) 0.0000 0.0000
0.5 1 3 0 0.0010 ( 0.0010) 0.0035 0.0078
0.5 1 1 1 0.0007 ( 0.0007) 0.0027 0.0059
0.5 2 4 0 0.0000 ( 0.0000) 0.0000 0.0000
0.5 1 5 0 0.0014 ( 0.0014) 0.0033 0.0075
0.5 2 2 1 0.0000 ( 0.0000) 0.0001 0.0002
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Table 5.6: Parity Splittings 4E = Ef − Ee in cm−1 of Br–HCN (θ = 180◦)
for vCH = 0. For |Ω| ≥ 32 all splittings are less than 10−4 cm−1.
|ωA| |ωB | vb vs J = 12 J = 32 J = 52 J = 72
|Ω| = 12
1.5 1 1 0 0.0027 ( 0.0027) 0.0054 ( 0.0054) 0.0082 0.0109
1.5 2 2 0 0.0000 (–0.0001) 0.0000 (–0.0001) –0.0001 –0.0001
1.5 1 1 1 0.0047 ( 0.0046) 0.0093 ( 0.0093) 0.0140 0.0186
Table 5.5 for Br–NCH and Table 5.6 for Br–HCN contain the parity
splittings between the levels of e and f symmetry. The splittings Ef − Ee
are by far the largest for the |Ω| = 1
2
levels with ωB = 0 in Br–NCH and
they increase linearly with J + 1
2
. This simple linear dependence on J +
1
2
is well known for λ doubling in linear molecules [127] and it was also
found in Cl(2P )–HCl [97, 118, 119] and Cl(2P )–HF (chapter 3). The parity
splitting characteristics can be understood by considering the Hamiltonian
in eq (5.1) and the basis in eq (5.3). The energy difference between functions
with e and f parity is caused by a coupling between the basis components
with (ωA, ωB,Ω) and (−ωA,−ωB,−Ω). The term in the Hamiltonian that
is responsible for this coupling is the Coriolis coupling operator −2(̂jA +
ĵB) · Ĵ/(2µABR2) and, in particular, the step-up and step-down terms with
ĵ+A Ĵ
+ and ĵ−A Ĵ
− in this operator. The step-up and step-down operators
ĵ±B Ĵ
± cannot directly couple basis functions with ωB and −ωB because this
quantum number has integer values and the step-up and step-down operators
shift ωB only by ±1. The terms ĵ±A Ĵ±/(2µABR2) couple basis functions with
(ωA, ωB,Ω) = (
1
2
, 0, 1
2
) and (−1
2
, 0,−1
2
). The coupling matrix elements are[(
jA(jA + 1)− ωA(ωA ± 1)
)(
J(J + 1)− Ω(Ω± 1)
)]1/2 〈
[2µABR
2]−1
〉
= (jA +
1
2
)(J +
1
2
)
〈
[2µABR
2]−1
〉
(5.4)
and they cause a first-order splitting between the levels of e and f parity,
which would otherwise be degenerate. Equation (5.4) shows that this split-
ting should indeed be proportional to J + 1
2
with a proportionality constant
that is 2(jA +
1
2
) times the expectation value of [2µABR
2]−1 over the radial
part of the wave function. Due to the very large spin-orbit splitting between
the 2P1/2 and
2P3/2 states of the Br atom, the quantum number jA is nearly
3
2
in the lower levels of the complex. The expectation value 〈[2µABR2]−1〉
is the end-over-end rotational constant B. Hence, the splitting should be
about 4B(J + 1
2
), with B = 0.0525 cm−1 for Br–NCH (see below). This is
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Table 5.7: Spectroscopic parameters (in cm−1) from 2 + 1D model.
Br–NCH (θ = 0◦) Br–HCN (θ = 180◦)
vCH = 0 vCH = 1 vCH = 0 vCH = 1
Intermolecular Stretch
Ee –383.58 –385.53 –371.27 –395.51
ωe 66.36 66.33 45.18 48.11
ωexe 7.46 7.45 0.016 0.26
Rotational Constants
E0 –352.29 –354.25 –348.74 –371.58
B 0.05253 0.05254 0.03847 0.03846
D 3.8 10−7 2.5 10−7 2.4 10−7 2.4 10−7
indeed what we see in Table 5.5 for the levels with ωB = 0 and |Ω| = 12 of
Br–NCH, since |ωA| = 12 in this isomer. Functions with ωB = ±1 are only
coupled indirectly through functions with ωB = 0 and show a small parity
splitting. For |Ω| = 3
2
the splittings are even smaller and they are propor-
tional to (J − 1
2
)(J + 1
2
)(J + 3
2
) as pointed out by Dubernet and Hutson
[118]. They are due to a higher order effect of the Coriolis coupling operator
ĵ±A Ĵ
±/(2µABR
2). In Br–HCN, which has |ωA| = 32 , the splitting is smaller by
several orders of magnitude than in Br–NCH and is proportional to J + 1
2
,
see Table 5.6. The splittings are only shown for v = 0 of the CH stretch
mode; the results for v = 1 are very similar.
5.3.3 Spectroscopic parameters
Only short stretch progressions with vs ≤ 2 can be seen in Table 5.2
for Br–NCH and Table 5.3 for Br–HCN. When we fitted these to the usual
anharmonic oscillator formula, as we did for Cl–HF in chapter 3, we found
the harmonic stretch frequencies ωe and anharmonicity constants ωexe given
in Table 5.7. For Br–NCH the stretch mode shows a large anharmonicity.
This is an effect of the Fermi resonance with the bend overtone that we
already observed. In Br–HCN the anharmonicity is very small.
From the series of levels calculated for J = 1
2
to 7
2
with the 2+1D model
we computed rotational constants B and distortion constants D by a fit to
the linear molecule expression
E(J) = E0 + B[J(J + 1)− Ω2]−D[J(J + 1)− Ω2]2. (5.5)
This formula was applied after averaging the energies over the levels of par-
ities e and f . The results for the ground state of each isomer are given in
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Table 5.7. One observes in this table that the rotational constants of Br–
NCH and Br–HCN are quite different. One also observes that excitation of
the CH stretch mode has only a small effect on the rotational constant of the
complex. This effect is probably reduced because of two opposing phenom-
ena. When the CH stretch is excited the complex becomes more strongly
bound, which tends to decrease the value of the equilibrium distance Re.
On the other hand, the CH group becomes longer when it is excited, which
will increase Re through the repulsive interaction. This argument holds in
particular for Br–HCN, but for Br–NCH the effect of the CH stretch is very
small anyway.
From the energy difference between the lowest levels corresponding to
v = 0 and v = 1 for the CH stretch mode we extracted the red shift of
the CH stretch frequency in the complex, relative to free HCN. The results
of different models are included in Table 5.1. It is quite natural that the
shift is much larger (23.11 cm−1) for Br–HCN than for Br–NCH (1.98 cm−1),
because of the direct neighborhood of the Br atom to the CH group.
5.3.4 Renner–Teller coupling
Linear Br–HCN is a typical Renner–Teller system [102] of case 1(a) [111],
because (in the absence of spin-orbit coupling) it has a twofold degenerate
electronic ground state of Π symmetry. When the complex bends the Π state
splits into one A′ and one A′′ state with an energy difference that is nearly
quadratic in the bend angle, see chapter 4. The ground state of Br–HCN
with |Ω| = 3
2
is written in Renner–Teller notation [129] as 2S+1KP =
2Π 3
2
.
The same term symbol holds for the accompanying intermolecular stretch
progression with vs ranging from 0 to 2. Most interesting are the bend
excited states with vb = 1 and vibrational angular momentum ωB = ±1.
They give rise to a bend fundamental with |Ω| = 1
2
denoted by 2Σ 1
2
and a
bend fundamental with |Ω| = 5
2
denoted by 2∆ 5
2
. Both these bend modes
are indeed found, see Tables 5.3 and 5.4, as well as the accompanying bend-
stretch combination levels. The fundamental bend frequency for the 2Σ 1
2
levels is 38.7 cm−1 and for the 2∆ 5
2
levels it is 41.1 cm−1. For the levels that
correspond to vCH = 1 the
2Σ 1
2
bend frequency is 43.4 cm−1 and the 2∆ 5
2
bend frequency is 46.2 cm−1. These numbers are from the 2+1D calculations,
because the 3D results are not available for |Ω| = 5
2
. The value for the 2Σ 1
2
levels from 3D calculations is not very different, however.
We may compare our set of levels to the energy level diagram of a 2Π
triatomic linear molecule shown in Herzberg’s book [129], Figure 8 of sec-
tion I.2. This diagram correlates the energy levels obtained from a full cal-
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culation with the levels obtained when either the Renner–Teller interaction
or the spin-orbit coupling are set to zero. Herzberg’s “full” treatment in-
cludes the bending mode only and it defines the Renner–Teller interaction
parameter  as the ratio of the harmonic force constants of the coupling or
difference potential V1,−1 = [V (A
′′)− V1(A′)] /2 at the linear geometry and
the diagonal or sum potential 2V1,1 = V1(A
′) + V (A′′). Note that the bend
quantum number vb in our notation, is denoted as v2 in Herzberg’s figure.
In Herzberg’s figure the levels of the same |K| with the larger P are higher
than the levels with smaller P , whereas in our case the levels with the larger
P are lower. The reason for this reversed order is that our spin-orbit con-
stant A has a negative value, while Herzberg’s is positive. In that sense,
the Br–HCN results may be compared with the levels pattern of some other
Renner–Teller systems, Cl–HF (chapter 3) and He–HF+ [130], calculated in
our group earlier. However, the absolute value of 2457 cm−1 of the spin-orbit
parameter A in the Br atom is so large that the upper levels of the spin-orbit
doublets in Br–HCN (such as the 2Π 1
2
level that is spin-orbit excited from
the ground 2Π 3
2
level) are not bound anymore. Otherwise, the levels from
our calculations follow the pattern of the levels in Herzberg’s picture of a
typical Renner–Teller system.
The splitting of 2.6 cm−1 between the 2Σ 1
2
and 2∆ 5
2
levels that corre-
spond to the same vb = 1 bend fundamental is caused by the Renner–Teller
interaction (parameterized in Herzberg’s treatment by ), which in our case
is represented by the off-diagonal diabatic potential V1,−1. This splitting
is considerably smaller than the splitting of 38.6 cm−1 found for Cl–HF in
chapter 3. But the bend frequency of Br–HCN is also much lower than for
Cl–HF, and the spin-orbit coupling is much stronger. In the work on He–
HF+ [130] it was shown that this splitting does not disappear even when the
coupling potential V1,−1 is switched off. This is a fundamental deviation from
Herzberg’s model, which was shown in ref [130] to be due to the fact that
the bending motion is treated in our work as a hindered rotation rather than
a harmonic vibration as in Renner’s work.
Linear Br–NCH is not a Renner–Teller system, because (in the absence
of spin-orbit coupling) it has a non-degenerate electronic ground state of Σ
symmetry. The spin-orbit coupling in the Br atom is very strong, however,
and we discussed already in section 4.4 of chapter 4 that in the ground state
of linear Br–NCH with approximate quantum numbers jA =
3
2
and |ωA| = 12
the wave function has 1/3 of Π character. Hence, it is interesting to look
for effects similar to those of Renner–Teller coupling. We saw already in
section 5.3.2 that the fundamental bend frequency of Br–NCH is 23.0 or
23.9 cm−1, depending on whether one considers the |Ω| = 3
2
or the |Ω| = 1
2
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bend excited state. The density distributions of these states are very similar.
The only difference between them is that the electronic angular momentum
ωA = ±12 is coupled parallel or antiparallel to the bend angular momentum
ωB = ±1. So, there is a small indirect Renner–Teller splitting of 0.9 cm−1 in
this case.
5.4 Comparison with experiment
Experimentally [131], both linear isomers, Br–NCH and Br–HCN, have
been observed spectroscopically in a molecular beam of He nanodroplets. It
was found, in agreement with our results, that the ground state of Br–NCH
has |Ω| = 1
2
and the ground state of Br–HCN has |Ω| = 3
2
. For Br–NCH a red
shift of 1.65 cm−1 of the CH stretch frequency was observed, while for Br–
HCN the red shift is 25.59 cm−1. Before we compare with the shifts calculated
for the complex in the gas phase we should correct the experimental values
for a possible matrix shift induced by the He clusters. A comparison of the
shifts observed for several hydrogen bonded complexes in the gas phase and
in helium has shown [147] that there is indeed such a matrix effect and an
empirical correction formula was proposed: ∆ = 1.822 + 0.03655X cm−1
[131], where ∆ is the correction that should be subtracted to obtain the gas
phase value of the red shift and X is the measured red shift in helium. We
used this correction for Br–HCN, where the red shift is quite large. The shift
after correction is 23.80 cm−1, close to our computed value of 23.11 cm−1
(see Table 5.1). The correction formula was only derived for HX stretch
frequencies in hydrogen bonded complexes where HX is the donor, so the
H atom is bound directly to the acceptor, and it cannot be applied to Br–
NCH. Moreover, the shift found for Br–NCH is so small that the correction
would give a negative shift and we omitted it in this case. The value of
1.98 cm−1 obtained from ab initio calculations with the full 3D model is in
good agreement with the uncorrected experimental value of 1.65 cm−1.
The ab initio computed rotational constants of Br–NCH and Br–HCN
are B = 0.0525 cm−1 and B = 0.0385 cm−1, respectively. The experimen-
tal values are B = 0.019 cm−1 and B = 0.0151 cm−1 [131]. The measured
values are smaller than the computed ones by factors of 2.8 and 2.5, respec-
tively. These factors are in good agreement with literature values for various
molecules in superfluid helium droplets [147]. They are caused by some of
the surrounding helium atoms following the rotation of the molecule and,
thus, increasing its effective moments of inertia.
In our calculations on Br–NCH we predicted large parity splittings of
the levels with ωB = 0, see Table 5.5. For the ground state of Br–NCH
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with |Ω| = 1
2
we predicted a splitting of 0.2022 cm−1 for J = 1
2
, which is
about 4B = 0.210 cm−1. Such a splitting of about 4B that increases linearly
with J + 1
2
could be very well rationalized by the theory in section 5.3.2,
see eq (5.4). The simulation of the measured spectrum in ref [131] gave a
much smaller parity splitting. Taking into consideration the reduction of B
by a factor of nearly 3 by the surrounding helium atoms, the experimental
splitting is about 2B. This would imply, according to our theory for this
splitting in section 5.3.2, that the quantum number jA =
3
2
in eq (5.4) must
be replaced by S = 1
2
. In other words, only the spin is involved in the off-
diagonal Coriolis coupling with the overall rotation of the complex, not the
electronic orbital angular momentum. If this holds, and we fail to see any
other explanation for the discrepancy between theory and experiment, this
must be an effect of the liquid helium matrix.
The (side-)bands associated with the bend and stretch modes of the com-
plex have not been observed yet. Therefore, we cannot compare our calcu-
lated results with experiment for these modes. It will be interesting to try
and measure such modes.
5.5 Model study of Cl–HCN, role of spin-
orbit coupling
Also the linear Cl–NCH complex was observed in a helium droplet experi-
ment by Merritt et al. [131], but not the hydrogen bonded Cl–HCN complex.
In order to understand why both isomers were found for the complex of Br
with HCN, and only a single one for the Cl complex, we made some ex-
ploratory calculations of the adiabatic potential surfaces for Cl–HCN. The
potentials turned out to be qualitatively similar to those of Br–HCN. Even
quantitatively the differences are not very large. We found, for example,
with the same RCCSD(T) method and the same basis as used for Br–HCN
that the value of De for the global X–NCH minimum in the lowest adiabatic
potential is 726 cm−1 for X = Cl, while it was 800 cm−1 for X = Br. The
local minimum for the linear X–HCN structure corresponds to De=359 cm
−1
for X = Cl and 415 cm−1 for X = Br. We realized, since the effect of spin-
orbit coupling on the relative stability of the two isomers was so important
for Br–HCN, see section 4.4 of chapter 4, that perhaps the differences be-
tween the Cl complex and the Br complex are mainly caused by the fact
that the spin-orbit coupling is much smaller in Cl than in Br. In order to
investigate this hypothesis, we made 2+1D bound state calculations for the
Cl–HCN complex with the same potential surfaces as used in our Br–HCN
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calculations. The only difference is that we introduced the spin-orbit split-
ting of 882.4 cm−1 between the 2P1/2 and
2P3/2 states of Cl instead of the
corresponding splitting of 3685.5 cm−1 for Br. In addition, we used the re-
duced mass of Cl–HCN (with the Cl mass of 34.96885271 u) instead of that
of Br–HCN, but this did not turn out to be important.
It is very interesting that we found, on the same potential surfaces, that
the binding energy D0 of linear Cl–NCH is 501.6 cm
−1, while it is only
344.9 cm−1 for linear Cl–HCN. The difference is 156.7 cm−1, while the differ-
ence in D0 between Br–NCH and Br–HCN is only 3.3 cm
−1. The Cl–NCH
isomer that we find most stable is indeed the one observed.
Figure 5.5: Lowest spin-orbit adiabatic potential energy surface for Cl(2P )–
HCN, obtained with the spin-free potentials of Br(2P )–HCN and the spin-
orbit coupling constant of Cl(2P ). Energy (in cm−1) relative to the Cl(2P3/2)
and HCN ground states.
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We will now explain how spin-orbit coupling can cause such a largely
different behavior. Let us look first at the plots of the potentials for the
spin-orbit coupled diabatic states discussed in section 4.4 of chapter 4. One
observes there that the minimum for linear Br–HCN in the spin-orbit cou-
pled diabatic potential for the jA =
3
2
state with |ωA| = 32 is the same as
the minimum in the diabatic potential V1,1 of the spin-free Π state. On the
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other hand, the minimum for Br–NCH in the potential for |ωA| = 12 is much
shallower than the corresponding minimum in the spin-free Σ state potential
V0,0. So, while Br–NCH has a much deeper minimum than Br–HCN in the
spin-free case, see chapter 4, the two minima become similar in depth when
spin-orbit coupling is included. The mechanism by which spin-orbit coupling
has such an important effect on the potentials is explained in section 4.4 of
chapter 4. It is instructive to compare also the lowest spin-orbit adiabatic
potential of Br–HCN in Figure 4.5 of chapter 4 with the corresponding adi-
abatic potential of Cl–HCN in Figure 5.5, which was computed with exactly
the same spin-free potentials but with the much smaller spin-orbit coupling
parameter A of Cl. Whereas for the complex of Br with HCN the two min-
ima in this lowest adiabatic potential are nearly equally deep, the Cl complex
gives a minimum for Cl–NCH that is deeper than the Cl–HCN minimum by
about 100 cm−1. Also the isomerization barrier is much higher for the Cl
complex than for the Br complex, nearly 300 cm−1 against about 160 cm−1,
with respect to the deepest minimum. This is because more of the spin-free
state P0 (with the deep minimum in V0,0) remains in the lowest spin-orbit
adiabatic state for Cl–HCN than for Br–HCN, since the spin-orbit coupling
is less dominant.
Another effect of the smaller spin-orbit coupling is that the ground state
parity splitting calculated for Cl–NCH is not 4B as in Br–NCH, but about
3B. According to the explanation of the parity splittings in section 5.3.2
this implies that the effective electronic angular momentum jA for ground
state Cl–NCH is smaller than the value for the Br–NCH complex, which was
close to the atomic value of 3
2
. So, one observes that most of the difference
of 157 cm−1 in D0 between Cl–NCH and Cl–HCN can be understood from
the difference in the well depths in the lowest spin-orbit adiabatic state. The
remainder must be a dynamical effect, related to the fact that the nuclear
motion problem must be solved with multiple coupled potential surfaces, not
just on the lowest adiabatic potential.
5.6 Conclusion
In chapter 4 we presented the full 3 × 3 matrix of diabatic potential
surfaces that correlate with the 2P state of the Br atom. With the use
of these potentials and the inclusion of spin-orbit coupling we computed
rovibronic energy levels and properties of the Br(2P )–HCN complex in full
three-dimensional (3D) calculations. Dynamical variables in the 3D model
are: the distance R between Br and the center of mass of HCN, the CH
bond length rCH, and the angle θ between the NCH axis and the Br–HCN
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axis R. The HCN monomer was kept linear and the CN bond length was
frozen. We also made 2D calculations in which the CH bond length was
frozen at the vibrationally averaged values r0 and r1 and 2+1D calculations
in which the 3D potentials were averaged over the v = 0 and v = 1 vibrational
wave functions of the CH stretch mode in HCN. Furthermore, we performed
2D calculations for rCH frozen at the HCN equilibrium value re and 1D
calculations in which both rCH and the Br–HCN distance R were frozen.
The complex is found to have two linear structures with nearly equal
binding energies, Br–NCH and Br–HCN. The calculated binding energies
are: D0 = 352.4 cm
−1 and D0 = 349.1 cm
−1, respectively. Both isomers
were found experimentally [131] in superfluid helium clusters in a molecular
beam setup. From the infrared spectra associated with the CH stretch mode
in both isomers it was concluded that Br–NCH has a ground state with
J = |Ω| = 1
2
and that Br–HCN has a ground state with J = |Ω| = 3
2
. This
is what we found in our calculations as well. It could be understood on the
basis of the adiabatic and diabatic potential energy surfaces of chapter 4,
which are qualitatively determined by the electrostatic interaction between
the quadrupole of the Br(2P ) atom and the dipole of HCN, and the very
strong spin-orbit coupling in Br. We predicted the frequencies of the van
der Waals modes of both isomers, both for v = 0 and v = 1 of the CH
stretch mode of HCN, and extracted a set of spectroscopic constants from
the energy levels calculated for J = 1
2
to 7
2
. For Br–HCN with its degenerate
spin-free ground state of Π symmetry the bend fundamental with vb = 1 and
vibrational angular momentum ωB = ±1, interacting with the electronic 2Π
state with µ = ±1, produces levels with |Ω| = 1
2
and |Ω| = 5
2
that are split by
2.6 cm−1, a Renner–Teller non-adiabatic coupling effect. For Br–NCH with
its non-degenerate Σ ground state there is a small indirect Renner–Teller
splitting of 0.9 cm−1 caused by spin-orbit coupling induced Σ-Π mixing. The
red shift of the CH stretch frequency in the complex, relative to free HCN,
was calculated to be 1.98 cm−1 for Br–NCH and 23.11 cm−1 for Br–HCN.
The experimental [131] values, corrected for the helium matrix shift, are 1.65
and 23.80 cm−1.
Another property that could be compared with experiment is the splitting
of the rovibronic levels of e and f spectroscopic parity. Relatively large first-
order parity splittings were calculated and theoretically explained for the
levels of Br–NCH with bend vibration angular momentum ωB = 0. All other
levels of Br–NCH and the levels of Br–HCN have splittings that are smaller
by several orders of magnitude. The large splitting was indeed observed in the
experimental spectrum of Br–NCH [131], but it was smaller than predicted.
We believe this to be an effect of the surrounding helium cluster, which is
known to reduce also rotational constants by a factor of nearly 3. When
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we compared the calculated and measured rotational constants B, such a
reduction was indeed found, for both Br–NCH and Br–HCN. The reduction
of the parity splitting is larger by another factor of 2, however.
Finally, we found an explanation why for the corresponding Cl complex
only the linear Cl–NCH isomer was observed, not the Cl–HCN isomer. We
made model calculations with the potential energy surfaces computed for
the Br complex in chapter 4, but with the spin-orbit coupling constant
A = 882.4 cm−1 of Cl instead of A = 3685.5 cm−1 for Br. The hydrogen
bonded isomer Cl–HCN turned out to be less stable than Cl–NCH by nearly
160 cm−1, whereas Br–HCN is less stable than Br–NCH by only 3.3 cm−1. A
large part of this energy difference could be understood by a comparison of
the lowest spin-orbit adiabatic potential surfaces of the Br and Cl complexes.
Also the isomerization barrier is much higher for the Cl complex than for the
Br complex. The same set of spin-free adiabatic and diabatic potentials gives
remarkably different adiabatic potential surfaces when a different spin-orbit
coupling term is included.
Chapter 6
Calculation of the bound states
of the OH(2Π)–HCl van der
Waals complex on ab initio
diabatic potentials
The bound states of the open-shell OH(2Π)–HCl van der Waals complex
have been calculated in four dimensions with a diabatic model, using elec-
tronic states that correlate asymptotically with the (spatially) doubly de-
generate OH(2Π) ground state and the ground state of the HCl fragment.
The ab initio diabatic potentials and their analytic expansion applied in
these calculations were obtained earlier by Wormer et al. [J. Chem. Phys.
122, 244325 (2005)]. In addition to the four-dimensional calculations,
we have considered a (3+1)-dimensional model. The latter consists of
three-dimensional calculations with the intermolecular distance R fixed
at values ranging from 4.8 to 15.0 a0 that provide adiabatic bender po-
tentials and one-dimensional sinc-DVR calculations for the R coordinate
with the use of these potentials. This model helped to assign stretch
excited bound states within the four-dimensional model. Both models
include the important spin-orbit coupling in the OH fragment. Energy
levels and parity splittings have been computed for a total angular mo-
mentum of J = 12 and
3
2 ; rotational constants and other spectroscopic
parameters were extracted from these calculations. The vibrationally av-
eraged geometry in the ground state of the complex is planar and this
state is more or less localized near the minimum in the lowest adiabatic
potential with binding energy De = 1123 cm
−1; the dissociation energy
D0 with respect to OH(
2Π 3
2
) and HCl is found to be 685 cm−1 according
to the four-dimensional calculations. The splitting between the 2Π 3
2
and
2Π 1
2
spin-orbit states of free OH is largely quenched by the anisotropic
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interaction with HCl through the off-diagonal diabatic coupling potential.
Low lying electronic states were found at 14 cm−1 for a total angular mo-
mentum projection quantum number |Ω| of 32 and 26 cm−1 for |Ω| = 12 ,
relative to the ground state with |Ω| = 12 . The OH–HCl stretch fun-
damental frequency equals 93.6 cm−1, the lowest bend excited states
(involving a coupled bend motion of both fragments) were found in the
region of 150 to 160 cm−1 above the ground state. Especially in the
excited states important non-adiabatic effects are observed that involve
both of the asymptotically degenerate adiabatic electronic states. In some
of these excited states the vibrationally averaged geometry is non-planar.
6.1 Introduction
It is a well known fact that hydroxyl radicals play a very important role
in atmospheric chemistry as well as in combustion processes [48, 148]. Due to
its high reactivity the OH radical is easily involved in chemical interactions
with hydrogen halides, which lead to release of halogens in their active atomic
state. In particular, the reaction OH + HCl→ H2O + Cl is a primary source
of atomic chlorine in the atmosphere. A number of kinetic experiments have
been carried out on the OH + HCl system [149–156], where the temperature-
dependent rate constants were measured over a wide temperature range.
There are also a number of theoretical studies for the OH + HCl → H2O +
Cl reaction [134, 157–161], however, they concentrated mostly on the region
of the reaction transition state. By employing second-order Møller-Plesset
(MP2) calculations, Yu et al. [159] found that the van der Waals OH–HCl
complex formed in the entrance channel of the reaction has a planar geome-
try and that an early saddle point occurs for a non-planar geometry. To date
the most trustworthy ab initio calculations for the OH–HCl van der Waals
potential energy surfaces (PESs) were carried out by Wormer et al. [134].
Wormer and coworkers used the most reliable supermolecular methods for
the computation of the PESs. These are the RCCSD(T) (partially spin re-
stricted coupled-cluster-singles-doubles plus non-iterative triples) method for
the lowest potential and the MRCI (multi-reference configuration interaction)
method for the first excited state. They also computed the adiabatic mixing
angle, constructed diabatic potentials from the adiabatic ab initio potentials,
and made the expansion of the diabatic potentials that we have used in the
bound state calculations.
In this chapter, we present, analyse, and compare results obtained from
two different models presenting bound-state energies of the OH–HCl van
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der Waals complex. Initial focus will be on the 4D (four-dimensional) and
(3+1)D calculations, which will be discussed in the following sections.
6.2 Hamiltonian and basis
In order to develop an optimal approach for the bound state calculations
one has to start with the choice of coordinates. The nature of the motion in
the OH(2Π)–HCl complex suggests that it is convenient to use curvilinear co-
ordinates. The complex is a rotating dimer consisting of two rigid monomers
denoted as monomer A, which stands for the OH radical, and monomer B,
which is the HCl molecule. The O–H bond length rOH is fixed at 1.950 a0
[162, 163]. The H–Cl bond length rHCl = 2.4094 a0 corresponds to the equi-
librium distance [164]. The Hamiltonian of the system is expressed in Jacobi
coordinates as (in atomic units with ~ = 1):
Ĥ = ĤOH +
−1
2µABR
∂2
∂R2
R + B0HCl ĵ
2
B
+
Ĵ2 + ĵ2AB − (ĵ(DF)−,ABĴ (DF)+ + ĵ(DF)+,ABĴ (DF)− + 2ĵ(DF)z,ABĴ (DF)z )
2µABR2
+
∑
Λ′,Λ
| Λ′ 〉 VΛ′,Λ(R, θA, θB, φ) 〈 Λ |, (6.1)
where
ĤOH = B0OH (̂j
2
A − ĵ2(MF)z,A + Ŝ2 − Ŝ2(MF)z − Ŝ(MF)+ ĵ(MF)−,A − Ŝ(MF)− ĵ(MF)+,A )
+ ĤΛD + A0L̂
(MF)
z Ŝ
(MF)
z . (6.2)
Here R is the distance between the centers of mass of the monomers. The
reduced mass, µAB, is expressed as µAB =
mAmB
(mA+mB)
with mA = mH + mO,
mB = mH + mCl, where mH, mO, and mCl are the atomic masses. The
superscripts (DF) and (MF) on the angular momentum operators identify
dimer frame fixed and OH-molecule frame fixed components. The angular
momentum operators Ĵ2, ĵ2A, ĵ
2
B, ĵ
2
AB, and Ŝ
2 are frame independent. We
define the two-angle embedded DF frame R(α, β, 0) with its z-axis along the
vector R(SF), which points from the center of mass of the OH radical to the
center of mass of the HCl molecule by
R(SF) = R(α, β, 0)

 00
R

 , (6.3)
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where R is a zyz Euler rotation matrix. The two MF frames are defined
implicitly by
r
(SF)
OH = R(α, β, 0)R(φA, θA, 0)

 00
rOH

 ,
r
(SF)
HCl = R(α, β, 0)R(φB, θB, 0)

 00
rHCl

 . (6.4)
Obviously, (β, α) are the space fixed (SF) polar angles of R, and (φA, θA)
are the polar angles of the vector rOH (pointing from O to H) with respect
to the DF frame. The DF coordinates, θB and φB, are the polar angles of
rHCl pointing from Cl to H, and φ = φA − φB. The DF and MF embedded
angular momentum operators are defined by
ĵ
(DF)
A = R
T(α, β, 0)̂j
(SF)
A , (6.5)
ĵ
(MF)
A =
[
R(α, β, 0)R(φA, θA, 0)
]T
ĵ
(SF)
A . (6.6)
with analogous expressions for ĵ
(DF)
B . Combining eqs (6.5) and (6.6) gives
ĵ
(MF)
A = R
T(φA, θA, 0)̂j
(DF)
A . (6.7)
The operator Ĵ(DF) represents the total angular momentum of the sys-
tem, and ĵ
(DF)
AB ≡ ĵ(DF)A + ĵ(DF)B is the sum of the monomer angular momenta.
VΛ′,Λ(R, θA, θB, φ) is a matrix element of the interaction potential in the | Λ 〉
basis, where Λ is the projection of the orbital angular momentum operator
of the open-shell OH radical, L̂(MF), on the OH axis. Since the OH radical
is in a 2Π state, Λ can only be equal to ±1.
In the OH part of the total Hamiltonian, Ŝ represents the spin operator
of the OH radical. The Λ-type doubling term is
ĤΛD = Λ̂
2(MF)
−
[
−(p
2
+ q)Ŝ
(MF)
+ ĵ
(MF)
+,A +
q
2
ĵ
2(MF)
+,A
]
+ Λ̂
2(MF)
+
[
−(p
2
+ q)ĵ
(MF)
−,A Ŝ
(MF)
− +
q
2
ĵ
2(MF)
−,A
]
. (6.8)
Λ̂
2(MF)
− couples the two components of the OH(
2Π) state, Λ̂
2(MF)
− = | −1 〉〈 1 |
and Λ̂
2(MF)
+ = Λ̂
2(MF)
−
†. The values of the ground state rotational constants
for OH and HCl and the Λ-type doubling parameters entering the definition
of the Hamiltonian Ĥ, are given in Table 6.1.
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Table 6.1: Constants for OH and HCl in cm−1 [165].
A0 B0OH B0HCl p q
–139.21 18.5487 10.44019 0.235 –0.0391
Let us here introduce the basis in which we carry out the bound state
calculations for the OH–HCl complex. It is similar to the basis used by Offer
et al. [166, 167] in coupled channel calculations for inelastic OH–H2 colli-
sions. This basis is called diabatic because its electronic part, | S,Σ 〉| Λ 〉,
corresponds to the diabatic states which define the diabatic potentials. The
diabatic basis for the bound state (or scattering) calculations includes, how-
ever, more functions. The rotronic part of the diabatic basis wave function is
given by the electronic basis functions and a coupled product of symmetric
rotor functions (Wigner D-functions) [168]:
| Λ, ωA, jA, jB, jAB,Ω 〉 =
[
(2J + 1)(2jA + 1)
16pi2
] 1
2
| S,Σ 〉| Λ 〉
×
∑
mAmB
[
D(jA)mAωA(φA, θA, 0)
∗YjBmB(θB, φB)〈 jAmA; jBmB | jABΩ 〉
]
D
(J)
MΩ(α, β, 0)
∗,
(6.9)
where 〈 jAmA; jBmB | jABΩ 〉 is a Clebsch-Gordan coefficient, YjBmB (θB, φB) =[
2jB+1
4pi
] 1
2 D
(jB)
mB0
(φB, θB, 0)
∗ since HCl is a closed-shell molecule and thus the
electronic quantum number ωB equals zero, and ωA = Σ+Λ. Here, ωA is the
projection of the ĵ
(MF)
A operator on the OH axis, and Σ is the spin projection.
Ω is a nearly good quantum number, which represents the projection of the
total angular momentum operator, Ĵ, on the intermolecular axis along the
vector R, which is the z-axis of the DF frame. The summation indices mA
and mB are the projections of the angular momentum operators ĵ
(DF)
A and
ĵ
(DF)
B onto the intermolecular axis, respectively. The exact quantum number
M is the projection of the operator Ĵ onto the z-axis of the SF frame. M ,
as well as the exact quantum numbers J and S, were omitted from the short
notation on the left hand side.
The full diabatic basis functions including the radial part are written in
the following form:
| n,Λ, ωA, jA, jB, jAB,Ω 〉 = R−1Φn(R)| Λ, ωA, jA, jB, jAB,Ω 〉, (6.10)
where | n 〉 = R−1Φn(R) is a radial basis function and Φn(R) is a contracted
sinc-DVR function [125]. The radial reference potential V ref(R) used to gen-
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erate this radial basis is obtained from a radial cut V cut(R) of the lowest
adiabatic potential through the global minimum (θA = 110.7
◦, θB = 176.4
◦,
φ = 180◦). By scaling the radial coordinate R so that V ref(R) = V cut(R/α)
we optimized the radial basis by varying α. The optimum value was α = 0.98.
In the basis optimization procedure we have checked not only the ground
state but also the lowest five excited states.
In addition to J , M , and S, the parity p of the states under the inversion
î is a good quantum number. The effect of inversion on the basis is
î| n,Λ, ωA, jA, jB, jAB,Ω 〉 = (−1)S+jA+jB+jAB+J | n,−Λ,−ωA, jA, jB, jAB,−Ω 〉.
(6.11)
Hence, we construct a parity adapted basis in the following way:
| n,Λ, ωA, jA, jB, jAB,Ω, p 〉 = 1√
2
[
| n,Λ, ωA, jA, jB, jAB,Ω 〉
+ p(−1)S+jA+jB+jAB+J | n,−Λ,−ωA, jA, jB, jAB,−Ω 〉
]
, (6.12)
in which we may restrict ourselves to positive values of Ω. It is customary
to use the spectroscopic parity  = p(−1)J−S rather than the total parity p.
States with parities  = 1 (even) and  = −1 (odd) are denoted with e and
f , respectively.
The operators in the Hamiltonian (6.1) act on the rotronic part of the
wave function in the following way:
ĵ
(DF)
−,ABĴ
(DF)
+ | Λ, ωA, jA, jB, jAB,Ω 〉 = C−(J,Ω) C−(jAB,Ω)
× | Λ, ωA, jA, jB, jAB,Ω− 1 〉, (6.13)
Ŝ
(MF)
− ĵ
(MF)
+,A | Λ, ωA, jA, jB, jAB,Ω 〉 = C−(jA, ωA) C−(S,Σ)
× | Λ, ωA − 1, jA, jB, jAB,Ω 〉, (6.14)
Ĵ2| Λ, ωA, jA, jB, jAB,Ω 〉 = J(J + 1)| Λ, ωA, jA, jB, jAB,Ω 〉, (6.15)
Ĵ (DF)z | Λ, ωA, jA, jB, jAB,Ω 〉 = Ω| Λ, ωA, jA, jB, jAB,Ω 〉, (6.16)
where C±(J,M) =
√
J(J + 1)−M(M ± 1).
In the above examples the shift operators Ĵ
(DF)
+ and ĵ
(MF)
+,A act abnormally,
because they act on the angles that are used to define their frames [169].
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6.3 Bound state calculations
In this thesis we have employed two different models to obtain the bound
states of the OH–HCl van der Waals complex. These are the 4D and the
so called (3+1)D models. The (3+1)D model is an approximation which is
useful in the interpretation of the 4D results.
6.3.1 The 4D calculations
The 4D calculations are based on the diabatic potential energy surfaces
and diabatic states, which were calculated earlier by Wormer et al. [134].
There are different ways of representing the potential for a system with an
open-shell diatom and a closed-shell diatom. Reference [134] offers the expan-
sion of the potentials in coupled and uncoupled functions. We have chosen
the coupled form of the expansion:
VΛ,Λ′(R, θA, θB, φ) =
∑
LALBL
vΛΛ
′
LALBL
(R)
×
∑
M
〈 L, 0 | LA,M ;LB,−M 〉DLAM,Λ′−Λ(φA, θA, 0)∗CLB ,−M(θB, φB, 0).
(6.17)
Data defining the expansion coefficients vΛΛ
′
LALBL
is obtained from the work of
Wormer et al. [134]. The potential energy operator is
V̂ =
∑
Λ′,Λ
| Λ′ 〉 VΛ′,Λ 〈 Λ |. (6.18)
The diabatic potential energy surfaces form a 2 × 2 matrix. The relations
between diabatic and adiabatic potential energy surfaces are given by:
V−1,−1 = V1,1 =
1
2
(V1 + V2), (6.19)
V−1,1 = V
∗
1,−1 =
1
2
(V2 − V1) exp(−2iγ), (6.20)
where γ represents the mixing angle depending on the same variables as the
potentials. V1 and V2 are the adiabatic potential energy surfaces for the
ground and the first excited states, respectively, which become degenerate
when the OH(2Π) and HCl fragments are separated.
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The explicit form of a matrix element of the potential in the diabatic
basis is
〈 n′,Σ′,Λ′, ω′A, j′A, j′B, j′AB,Ω′ |V̂ (R, θA, θB, φ)| n,Σ,Λ, ωA, jA, jB, jAB,Ω 〉 =
δΣ′,ΣδΩ′,Ω
∑
LA,LB,L
(−1)LA−LB+jA−jB+jAB−L−ω′A−Ω(2L+ 1) 12 〈 n′ |vΛ′,ΛLA,LB,L(R)| n 〉
× (2j′A + 1)
1
2 (2jA + 1)
1
2 (2j′B + 1)
1
2 (2jB + 1)
1
2 (2j′AB + 1)
1
2 (2jAB + 1)
1
2
×
(
j′A LA jA
−ω′A Λ′ − Λ ωA
)(
j′B LB jB
0 0 0
)(
j′AB L jAB
−Ω 0 Ω
)
×


j′A LA jA
j′B LB jB
j′AB L jAB

 (6.21)
in terms of 3-j and 9-j symbols.
Other matrix elements of the Hamiltonian (6.1) over the basis (6.10) have
the following explicit form:
〈 n′,Σ′,Λ′, ω′A, j′A, j′B, j′AB,Ω′ |Ĥ| n,Σ,Λ, ωA, jA, jB, jAB,Ω 〉 =
〈 n′,Σ′,Λ′, ω′A, j′A, j′B, j′AB,Ω′ |ĤOH| n,Σ,Λ, ωA, jA, jB, jAB,Ω 〉
+ δΣ′,ΣδΛ′,Λδω′
A
,ωAδj′A,jAδj′B,jBδj′AB,jAB
[
δΩ′,Ω{〈 n′ | −1
2µABR
∂2
∂R2
R| n 〉
+ δn′,nB0HCljB(jB + 1) + 〈 n′ |
1
2µABR2
| n 〉[J(J + 1) + jAB(jAB + 1)− 2Ω2]}
− δΩ′,Ω−1〈 n′ | 1
2µABR2
| n 〉 C−(J,Ω) C−(jAB,Ω)
+ δΩ′,Ω+1〈 n′ | 1
2µABR2
| n 〉 C+(J,Ω) C+(jAB,Ω)
]
+〈 n′,Σ′,Λ′, ω′A, j′A, j′B, j′AB,Ω′ |V̂ (R, θA, θB, φ)| n,Σ,Λ, ωA, jA, jB, jAB,Ω 〉,
(6.22)
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where
〈 n′,Σ′,Λ′, ω′A, j′A, j′B, j′AB,Ω′ |ĤOH| n,Σ,Λ, ωA, jA, jB, jAB,Ω 〉 =
δn′,nδj′
A
,jAδj′B ,jBδj′AB,jABδΩ′,Ω
[
δΛ′,ΛB0OH [δΣ′,Σδω′A,ωA(jA(jA+1)−ω2A+S(S+1)−Σ2)
− δΣ′,Σ+1δω′
A
,ωA+1C+(S,Σ) C+(jA, ωA)− δΣ′,Σ−1δω′A,ωA−1C−(S,Σ) C−(jA, ωA)]
+ δΛ′,−1δ1,Λ[δΣ′,Σ+1δω′
A
,ωA−1(−1)(
p
2
+ q) C+(S,Σ) C−(jA, ωA)
+ δΣ′,Σδω′
A
,ωA−2
q
2
C−(jA, ωA)C−(jA, ωA−1)]
+ δΛ′,1δ−1,Λ[δΣ′,Σ−1δω′
A
,ωA+1(−1)(
p
2
+ q) C−(S,Σ) C+(jA, ωA)
+ δΣ′,Σδω′
A
,ωA+2
q
2
C+(jA, ωA)C+(jA, ωA + 1)]
+ δΣ′,ΣδΛ′,Λδω′
A
,ωAA0ΛΣ
]
, (6.23)
and δj′,j is the Kronecker delta-symbol.
The calculations were carried out in four dimensions with the coordinates
R, θA, θB, φ for two values of the total angular momentum, J =
1
2
, 3
2
. The 4D
bound states of the complex were obtained by solving the Hamiltonian matrix
eigenvalue problem with the Davidson algorithm [170], with convergence to
at least 10−2 cm−1. The angular basis is truncated at jAmax = 9.5, jBmax = 11,
and the radial basis is truncated at nmax = 15. The choice of the basis size is
based on the example from the work on the water dimer by Groenenboom et
al., cf. Table III in [171]. The OH–HCl and H2O–H2O systems are similar in
the potential anisotropy, the potential well depth, and the angular part of the
diabatic basis. In order to get a feeling about how well the basis is converged
for our system, we carried out calculations with jAmax = 7.5, jBmax = 8, and
a radial basis with nmax = 15. From the 4D calculations, the J =
1
2
ground
state energy for this basis is equal to −721.09 cm−1. The corresponding
energy for the final basis size is −723.12 cm−1. We also performed a series
of 3D calculations for fixed R = 6.4 a0 with J =
1
2
. We observed that
increasing jAmax from 8.5 to 9.5 makes only a difference of 0.004 cm
−1, while
increasing jBmax from 10 to 11 still lowers the ground state by nearly 0.2
cm−1. It is worth mentioning that the convergence is considerably better
for quantities formed from energy differences such as vibrational excitation
energies, rotational constants, parity splittings, etc.
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6.3.2 The (3+1)D calculations
For closed-shell systems the method explained in this section is referred
to as Born-Oppenheimer angular-radial separation (BOARS) [145], or some-
times as the adiabatic bender (AB) approximation [146]. Here we apply a
similar adiabatic separation to the angular and electronic coordinates, on
the one hand, and the distance R, on the other. The method consists of
two steps. First, the AB potentials have been obtained by a series of 3D
calculations with R fixed at values ranging from 4.8 to 15.0 a0 in steps of 0.1
a0 for J =
1
2
and J = 3
2
. The 3D calculations are carried out with almost the
same Hamiltonian (6.1) as the 4D calculations except that the radial kinetic
energy operator is omitted and the radial coordinate is fixed. The rotronic
basis used is the same as in the 4D model, see eq (6.9). The AB potentials
shown in Figure 6.1 are useful in considering hindered internal rotations and
electronic motions of the complex. The nearly coinciding curves correspond-
ing to the different values of J belong to the same |Ω| value. Secondly, each
AB potential has been used to calculate stretch vibrational energy levels
for the van der Waals complex. To obtain these vibrational energy levels
we have employed 1D calculations by means of the sinc-DVR method [125].
We refer to this method as the (3+1)D model. In the following section we
compare the (3+1)D calculations with the 4D calculations. The adiabatic
bender curves asymptotically correlate with the molecular states of the OH
and HCl molecules, therefore, these curves can be labeled with the quantum
numbers of OH(2Π) and HCl. One has to take into account, however, that
the character of a wave function changes when curves cross.
6.4 Results and discussion
The system under consideration is quite complex and the analysis of the
results is far from trivial. The first subsection below describes the data com-
puted and the definition of the parameters used to assign the bound states.
The second subsection proceeds with the characterization of the bound states
and the analysis of the effects that cause their properties.
6.4.1 Assignment of bound states
Table 6.2 presents energies and corresponding quantum numbers for |Ω| =
1
2
from the two types of calculations: 4D and (3+1)D, for total angular
momentum quantum number J = 1
2
. The (3+1)D levels are presented in
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Table 6.2: Energies of lowest bound states of e parity and rotational constants
Bv in cm
−1 for the OH–HCl van der Waals complex from the 4D and (3+1)D
models for |Ω| = 1
2
. Symbols are explained in text.
st Geom. ωA 〈|ωA|〉 Λ vs vbOHvbHCl vbφ J = 12 (ζ, vs)] J = 12
]
Bv B
]
v
1 pl –0.51 1.16 –0.21 0 0 0 0 –723.12 0,0 –721.65 0.1232 0.1255
2 pl 0.38 1.13 0.09 0 0 0 0 –697.17 1,0 –695.74 0.1255 0.1258
3 pl –0.55 1.17 –0.24 1 0 0 0 –629.54 0,1 –628.51 0.1194 0.1219
4 pl 0.40 1.14 0.10 1 0 0 0 –603.58 1,1 –602.69 0.1215 0.1223
5 pl –0.40 1.20 –0.19 0 1 0 0 –562.53 2,0 –561.77 0.1248 0.1267
6 pl –0.14 1.17 –0.09 0 1 0 0 –547.03 3,0 –545.77 0.1246 0.1277
7 pl –0.55 1.19 –0.26 2* 0 0 0 –542.08 0,2 –543.42 0.1135 0.1184
8 npl 0.13 1.07 0.06 0 1 0 0 –532.94 4,0 –526.96 0.1265 0.1275
9 npl 0.24 1.09 0.01 0 – – – –519.75 5,0 –512.25 0.1244 0.1270
10 pl 0.29 1.08 0.01 2* 0 0 0 –514.46 1,2 –517.85 0.1206 0.1192
11 pl –0.39 1.22 –0.20 1 1 0 0 –479.03 2,1 –479.83 0.1203 0.1250
12 npl –0.25 1.18 –0.13 1 – – – –468.24 3,1 –464.62 0.1248 0.1251
13 npl –0.54 1.20 –0.27 -- – – – –460.03 0,3 –466.74 0.1146 0.1153
14 npl 0.31 1.13 0.03 1 – – – –451.77 4,1 –440.58 0.1226 0.1231
15 npl –0.11 1.08 –0.07 1* – – – –451.46 5,1 –428.64 0.1316 0.1228
16 pl –0.74 1.27 –0.43 0 0 1 0 –446.23 6,0 –449.27 0.1205 0.1246
17 pl 0.58 1.18 0.24 0* 2 0 0 –436.50 7,0 –437.59 0.1181 0.1259
18 pl 0.40 1.16 0.16 0* – – – –431.26 1,3 –441.58 0.1184 0.1164
19 pl –0.80 1.24 –0.51 0 – – – –426.56 8,0 –422.37 0.1240 0.1248
20 pl 0.34 1.21 0.15 0 – – – –413.52 9,0 –412.95 0.1238 0.1246
] Data obtained from the (3+1)D model, see text.
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Table 6.3: Energies of lowest bound states of e parity and rotational constants
Bv in cm
−1 for the OH–HCl van der Waals complex from the 4D and (3+1)D
models for |Ω| = 3
2
. Symbols are explained in text.
st Geom. ωA 〈|ωA|〉 Λ vs vbOHvbHCl vbφ J = 32 (ζ, vs)] J = 32
]
B
]
v
1 pl –0.66 1.21 –0.36 0 0 0 0 –709.04 1,0 –707.88 0.1249
2 pl 0.31 1.16 0.04 0 0 0 0 –631.30 3,0 –629.75 0.1264
3 pl –0.74 1.22 –0.41 1 0 0 0 –618.70 1,1 –617.09 0.1212
4 pl –0.77 1.27 –0.47 0 1 0 0 –570.69 4,0 –574.46 0.1244
5 pl 0.01 1.22 –0.10 1 0 0 0 –541.26 3,1 –538.38 0.1233
6 npl –0.56 1.17 –0.30 0 – – – –536.02 7,0 –529.11 0.1275
7 npl –0.54 1.17 –0.29 0* – – – –531.50 1,2 –534.40 0.1178
8 pl 0.40 1.17 0.11 0 2 0 0 –501.18 10,0 –497.38 0.1272
9 – –0.46 1.23 –0.30 0* – – – –490.37 4,1 –495.18 0.1234
10 npl –0.00 1.24 –0.08 0 – – – –469.29 11,0 –468.79 0.1264
11 pl –0.55 1.26 –0.36 -- – – – –462.76 1,3 –459.51 0.1150
12 npl –0.48 1.16 –0.24 1 – – – –452.76 7,1 –445.24 0.1235
13 pl –0.18 1.18 –0.15 2* – – – –450.47 3,2 –456.15 0.1206
14 pl –0.46 1.10 –0.32 0 – – – –440.08 13,0 –439.79 0.1261
15 pl 0.24 1.20 0.09 1 – – – –442.42 10,1 –414.86 0.1235
16 npl –0.11 1.18 –0.17 1 – – – –414.78 11,1 –389.87 0.1222
17 npl –0.41 1.17 –0.22 0 – – – –409.06 17,0 –406.24 0.1247
] Data obtained from the (3+1)D model, see text.
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Table 6.4: Parity splittings 4E = Ef − Ee in cm−1 from the 4D and 3D calculations with R fixed at R1 = 6.4 a0
and R2 = 6.6 a0 for |Ω| = 12 .
st Geom. ωA 〈|ωA|〉 Λ vs vbOHvbHClvbφ J = 12 (ζ, vs)] J = 12
]
J = 32 (ζ, vs)
] J = 32
]
4D R1 R2 4D R1 R2
1 pl –0.51 1.16 –0.21 0 0 0 0 –0.298 0,0 –0.301 –0.235 –0.595 0,0 –0.602 –0.471
2 pl 0.38 1.13 0.09 0 0 0 0 0.086 1,0 0.083 0.001 0.171 2,0 0.167 0.002
3 pl –0.55 1.17 –0.24 1 0 0 0 –0.291 –0.582
4 pl 0.40 1.14 0.10 1 0 0 0 0.091 0.183
5 pl –0.40 1.20 –0.19 0 1 0 0 –0.306 2,0 –0.313 0.032 –0.612 5,0 –0.625 0.069
6 pl –0.14 1.17 –0.09 0 1 0 0 0.085 3,0 0.076 –0.267 0.170 6,0 0.153 –0.529
7 pl –0.55 1.19 –0.26 2* 0 0 0 –0.249 –0.492
8 npl 0.13 1.07 0.06 0 1 0 0 0.239 4,0 0.281 0.236 0.478 8,0 0.562 0.000
9 npl 0.24 1.09 0.01 0 – – – 0.009 5,0 –0.024 –0.001 0.018 9,0 –0.049 –0.002
10 pl 0.29 1.08 0.01 2* 0 0 0 0.063 0.125
11 pl –0.39 1.22 –0.20 1 1 0 0 –0.311 –0.621
12 npl –0.25 1.18 –0.13 1 – – – 0.158 0.317
13 npl –0.54 1.20 –0.27 – – – – –0.204 –0.408
14 npl 0.31 1.13 0.03 1 – – – 0.019 0.063
15 npl –0.11 1.08 –0.07 1* – – – 0.109 0.195
16 pl –0.74 1.27 –0.43 0 0 1 0 –0.221 6,0 –0.300 0.005 –0.441 12,0 –0.598 –0.000
17 pl 0.58 1.18 0.24 0* 2 0 0 0.065 7,0 0.042 –0.239 0.130 14,0 0.084 –0.477
18 pl 0.40 1.16 0.16 0* – – – 0.039 0.077
19 pl –0.80 1.24 –0.51 0 – – – –0.015 8,0 0.164 –0.236 –0.028 15,0 0.327 –0.472
20 pl 0.34 1.21 0.15 0 – – – –0.033 9,0 –0.168 –0.001 –0.065 16,0 –0.337 0.002
] Data obtained from the 3D calculations, see text.
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Figure 6.1: The adiabatic bender potentials in comparison with the 4D cal-
culations energy levels, both of e parity.
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Table 6.2 next to the 4D levels. The stretch vibrational quantum number
vs is assigned in the 4D results by analysing populations of the radial basis
functions Φn(R). If a basis function with a certain value of n occurs in the
bound state with probability (population) larger than or equal to 50%, we
assign the quantum number vs = n to this bound state. If the population is
less than 50%, but still has a substantial value (e.g. 40%), then we mark the
quantum number with a “∗” and call it mixed. If the populations are almost
equally divided over different values of the stretch quantum number, we put
the sign “–”.
The quantum number ωA, the projection of the electronic angular mo-
mentum on the OH-axis, is not a good quantum number and according to
the population analysis is rather mixed. One might think that it is possible
to compute the expectation value of ωA for each eigenstate to characterize
its electronic character, but the problem is that the eigenstates are parity
adapted and the components with ±ωA occur with equal weights. This hap-
pens already in free OH, where the expectation value 〈ωA〉 = 〈ĵ(MF)z,A 〉 cannot
be used to distinguish the ground state with ωA = ±32 and the excited spin-
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orbit state with ωA = ±12 , because also the eigenstates of OH are parity
adapted and the expectation value 〈ωA〉 equals 0 for both states. A possible
way to distinguish the ground and spin-orbit excited states of OH is to con-
sider only the components with positive ωA in the parity-adapted states. Or,
equivalently, one may compute the expectation values ωA of the product op-
erator L̂z ĵ
(MF)
z,A , where the role of the electronic orbital angular momentum L̂z
operator with eigenvalues Λ = ±1 is only to compensate for the sign of ωA.
Another possibility is to compute the expectation value 〈|ωA|〉 = 〈|̂j(MF)z,A |〉. In
the case of free OH these two options are equivalent, they both produce the
ωA value of
3
2
for the ground state and 1
2
for the excited state. In the OH–HCl
complex the OH substates with ωA = −32 ,−12 , 12 , 32 are all mixed. A further
complication is that for the OH–HCl complex yet another quantum number
appears, namely Ω, which represents the total angular momentum projection
on the DF z-axis. The parity-adapted states of OH–HCl are equal mixtures
of the basis functions | Λ, ωA,Ω 〉 and | −Λ,−ωA,−Ω 〉, see eq (6.12). By
analogy with the free OH molecule, where we considered only the components
with positive ωA, we now consider only the Ω > 0 components of the parity-
adapted states in the analysis and compute the average value ωA from these
components only. The expectation value 〈|ωA|〉 = 〈|̂j(MF)z,A |〉 is defined in the
usual way, as above. In Tables 6.2 and 6.3 we present both quantities, which
yield complementary information. They characterize the extent to which the
OH ground and excited states with |ωA| = 32 and 12 are mixed, as well as the
extent to which the populations of the ±ωA substates are perturbed by the
interaction with HCl. The mixing occurs through the off-diagonal diabatic
coupling potential V1,−1. To better understand the role of this coupling we
also present values of Λ calculated in the same way as ωA, which are a mea-
sure for the unequal mixing of the Λ = ±1 components of the OH(2Π) state
in OH–HCl.
The bend quantum numbers vbOH , vbHCl , vbφ , and the geometry indications
“pl” and “npl” (planar and non-planar) are obtained by analyzing the density
distribution plots. Several of these plots are shown in Figures 6.2, 6.3, and
6.4. The density distributions were obtained by taking absolute squares of the
rovibronic wave functions and integrating over the electronic coordinates and
over the overall rotation angles of the complex (α, β). The radial coordinate
was fixed at R = 6.6 a0, which is slightly larger than the distance for the
hydrogen-bonded equilibrium geometry of the complex. By combining the
density distributions for the dihedral angle φ at φ = 0◦ and φ = 180◦ we
could show in Figures 6.2 and 6.3 the density distributions for all planar
geometries of the complex.
The rotational constant Bv of each state for the 4D model was calculated
118 CHAPTER 6. OH(2Π)–HCl
Figure 6.2: Density distributions for planar geometries from the 4D calcula-
tions for J = 1
2
and |Ω| = 1
2
. The lower half of the figure for 0◦ 6 θClH 6 180
◦
corresponds to φ = 180◦, the upper half for 180◦ 6 θClH 6 360
◦ corresponds
to φ = 0◦.
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Figure 6.3: Density distributions for planar geometries from the 4D calcula-
tions for J = 3
2
and |Ω| = 3
2
, put together as described in Figure 6.2.
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Figure 6.4: Density distributions from 4D calculations for J = 1
2
and |Ω| = 1
2
as functions of θOH and φ with θHCl = 170.53
◦ and R = 6.6 a0.
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according to the formula Bv = (EJ= 3
2
− EJ= 1
2
)/3. The latter was obtained
from the approximate formula
E(J, |Ω|) ≈ E0(|Ω|) + Bv(|Ω|)J(J + 1), (6.24)
where the energies E(J, |Ω|) were averaged over the e and f parities. The
OH–HCl complex is a near symmetric top, hence Ω is a nearly good quantum
number, consequently, eq (6.24) can be used for each |Ω|. Within the frame-
work of the (3+1)D model the rotational constants Bv = 〈[2µABR2]−1〉 have
been obtained by averaging over the 1D radial eigenfunctions composed of
sinc-DVR basis functions. In the (ζ, vs) abbreviation ζ labels the AB curves
on which radial stretch states vs were computed.
Table 6.4 lists the parity splittings 4E = Ef −Ee for the 4D model and
the 3D calculations. The parity splittings for the 4D model are shown for
every given state. In order to compare these two models the 3D model parity
splittings were computed with the intermolecular distance fixed at nearly the
equilibrium distance for the lowest AB potential, R1 = 6.4 a0. To show the
dependence of the parity splittings on R, they have been calculated also at
R2 = 6.6 a0.
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Figure 6.5: Adiabatic potentials V1 and V2 in cm
−1 for optimized R, at planar
geometries with φ = 180◦ and φ = 0◦, put together as described in Figure
6.2.
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6.4.2 Interpretation and discussion
For the interpretation of the bound states it is useful to consider first the
relevant potential surfaces of OH–HCl computed in Reference [134]. Figure
6.5 shows the intermolecular adiabatic potentials corresponding to the ground
(V1) and excited (V2) states. The global minimum in the lowest potential has
a depth De = 1123 cm
−1 and is located at θOH = 110.7
◦, θClH = 176.4
◦, and
dihedral angle φ = 180◦ with Re = 6.36 a0. The global minimum of the V2
potential has a smaller De value of 857 cm
−1 and it is located at θOH = 159.8
◦,
θClH = 172.5
◦, φ = 180◦, Re = 6.55 a0. The global minimum of the V1
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potential represents a hydrogen-bonded structure with HCl being the donor
and OH the acceptor. The global minimum of the V2 potential in comparison
to the V1 potential is shifted towards a larger value of the θOH coordinate,
approaching the linear geometry. There is also a local minimum in both
potential surfaces, V1 and V2. These local minima represent a hydrogen-
bonded structure as well, but OH is now the donor and HCl the acceptor. The
local minima are almost identical for the two potentials. The local minimum
in the V1 potential is located at θOH = 5.5
◦, θClH = 86.9
◦, φ = 180◦, with
Re = 6.65 a0 and has De = 655 cm
−1; the V2 local minimum has De = 651
cm−1 with Re = 6.65 a0 and is located at θOH = 4.9
◦ and θClH = 86.7
◦.
The lowest rovibronic state with E = −723.12 cm−1 possesses a planar
geometry (cf. Figure 6.4), located around θOH = 110
◦, θClH = 176
◦ (cf. Figure
6.2) and clearly corresponds to the global minimum with De = 1123 cm
−1
of the lowest adiabatic potential V1 shown in Figure 6.5. The dissociation
energy of the OH–HCl complex, D0 = 684.9 cm
−1, is less than 723.12 cm−1,
because the OH(2Π 3
2
) ground state has an energy of −38.2 cm−1 on the
energy scale used in our calculations. Only for states much higher in energy,
as can be seen for state 18 with E = −431.26 cm−1 (cf. Figure 6.2), the
density distribution contours approach the local minimum of the V1 potential
in Figure 6.5 at θOH = 5.5
◦ and θClH = 86.9
◦. The same holds for state 17
with E = −409.06 cm−1 for |Ω| = 3
2
in Figure 6.3.
For the lowest eight bound states for J = 1
2
with |Ω| = 1
2
one can easily
assign the approximate quantum numbers indicated in Table 6.2. All eight
states possess a planar geometry except state number 8 with E = −532.94
cm−1, which is non-planar and probably excited in the torsional mode, as
one can see in Figure 6.4.
The ground state (E = −723.12 cm−1) has mixed electronic character
with populations of 53% of ωA = −32 , 7% of ωA = −12 , 27% of ωA = 12 ,
and 13% of ωA =
3
2
. State 3 has almost the same population distribution
among the ωA values. Such a similar electronic character might be expected
because this state is the first stretch excited state. Also the angular density
distributions for these states with E = −723.12 cm−1 and E = −629.54 cm−1
in Figure 6.2 look almost the same. The second stretch-excited state is state
number 7. The electronic similarity of the states discussed above is nicely
reflected by the very similar values of ωA, 〈|ωA|〉, and Λ in Table 6.2. The end-
over-end rotational constant Bv for states 1, 3, and 7 is observed to decrease
with increasing value of the stretch quantum number vs, as expected.
The lowest excited state for |Ω| = 1
2
, state 2 with E = −697.17 cm−1, is
electronically excited, and has the largest contributions from ωA =
3
2
(48%)
and ωA = −12 (31%). Hence, this state is the electronic counterpart of the
ground state, in the sense that opposite values of ωA get nearly equal weights.
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One should remember that all the values of ωA mentioned refer to the Ω > 0
components of the (parity adapted) eigenstates, the corresponding Ω < 0
components have the same weights for opposite values of ωA. Qualitatively,
the situation is the same for state 4 with E = −603.58 cm−1, which is stretch
excited with respect to state 2 (cf. Figure 6.2). The stretch excitation energy,
93.59 cm−1, is very similar to the energy difference of 93.58 cm−1 between
the lowest stretch excited level, state 3, and the ground state. The strongly
mixed ωA character shows that the |ωA| = 12 spin-orbit excited state of OH is
heavily admixed into the spin-orbit ground state with |ωA| = 32 . Moreover,
the populations of the substates with opposite values of ωA become unequal.
This mixing is a result of the coupling caused by the V−1,1 = V
∗
1,−1 off-diagonal
diabatic potential [cf. eq (6.17)], which mixes the diabatic states with Λ = 1
and Λ = −1 and, thereby, the spin-orbit diabatic states ωA = 32 with ωA = −12
and ωA = −32 with ωA = 12 . The strong diabatic coupling effect is reflected
by the small value of Λ, equal to 0.09, which indicates that the diabatic
states with Λ = −1 and Λ = 1 almost equally contribute to the bound states
considered. In other words, the orbital angular momentum about the OH
axis, which is |Λ| = 1 in free OH, is nearly quenched in the complex. In Figure
6.2 one observes that the contour lines in the density distribution plots of the
states with E = −697.17 cm−1 and E = −603.58 cm−1 reach the θOH = 180◦
border. Obviously, these states have a geometry closer to linear than the
ground state (and its corresponding stretch-excited states). Comparing this
with the contour lines of the higher adiabatic potential V2 in Figure 6.5, one
observes that these low lying electronically excited states have considerable
amplitude in the region of the global minimum in the V2 potential. So it is
clear that the second adiabatic state of the complex becomes relatively more
important for these states than for the ground state.
State 5 with energy E = −562.53 cm−1 (160.6 cm−1 relative to the ground
state), and ωA = −32 (50%), ωA = −12 (9%), ωA = 12 (21%), ωA = 32 (20%),
is bend excited as shown in Figure 6.2. The tilted nodal plane in the density
distribution shows that this bend involves mostly the angle θOH, but to a
considerable extent also the angle θClH. So this state may be characterized
as the (mostly) OH bend excited state. While state 6 is OH-bend excited
also, the ωA population is a mixture of ωA = −32 (38%), ωA = 32 (28%),
and ωA = ±12 (about 17% each). Here a considerable influence from the off-
diagonal potential can also be seen, Λ = −0.09. State 8 with E = −532.94
cm−1 is OH-bend excited and possesses a non-planar geometry with a strong
diabatic coupling effect, Λ = 0.06. There are more states which are fully
assigned in Table 6.2 in the same way as was done for the first eight states
with J = 1
2
. Among the higher excited states we also found one with a nodal
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plane nearly perpendicular to the nodal plane of the OH-bend excited state
with E = −562.53 cm−1 in Figure 6.2. So we may call this the HCl bend
excited state, but one should remember that the OH and HCl bends are in
fact strongly coupled.
The density distributions of a few bound states for J = 3
2
with |Ω| = 3
2
are shown in Figure 6.3. The lowest bound state with E = −709.04 cm−1
for |Ω| = 3
2
in Table 6.3 has ωA = −32 (59%), ωA = −12 (9%), ωA = 12 (21%),
ωA =
3
2
(11%) and its first stretch excited state with E = −618.70 cm−1
has ωA = −32 (63%), ωA = −12 (8%), ωA = 12 (19%), ωA = 32 (10%). As
one can see from these population distributions, the effect of the off-diagonal
diabatic coupling V−1,1 is somewhat smaller for these states. This is confirmed
by the expectation values Λ = −0.36 and Λ = −0.41. Although the most
probable geometry of these states is close to the minimum of the lowest
adiabatic potential V1, they are much more strongly delocalized towards a
linear geometry (θOH = 180
◦) than the |Ω| = 1
2
states. Also the minimum
of the second adiabatic potential V2 occurs for this near-linear geometry, see
Figure 6.3. Several of these results indicate that neither the diabatic nor
the adiabatic picture holds, and that the bound states of OH–HCl could not
have been calculated reliably on a single potential energy surface.
Also for |Ω| = 3
2
a number of excited states could be identified. A rather
low lying electronically excited state occurs at −631.30 cm−1, a stretch ex-
cited state at −618.70 cm−1 (90.3 cm−1 relative to the lowest |Ω| = 3
2
state),
and a bend excited state at −570.69 cm−1 (152.4 cm−1 relative to the ground
state).
According to Tables 6.2 and 6.3 the results from the (3+1)D model agree
quite closely with the results from the full 4D model for the lowest rovibronic
states for both |Ω| = 1
2
and |Ω| = 3
2
. The rovibronic ground state corresponds
to J = 1
2
with energies E = −723.12 cm−1 and E = −721.65 cm−1 for the
4D and (3+1)D models, respectively. In addition, the rotational constants
extracted from the two models in a rather different manner are quite con-
sistent. The (3+1)D model was very helpful in assigning stretch quantum
numbers for higher energy states in the 4D model. It should be mentioned
that many of the (3+1)D energy levels match well with the levels of the 4D
model; for higher energy states the match is not quantitative anymore, and
at some point there is too much mixing. This mixing can already be seen by
looking at the crossings in the AB curves in Figure 6.1.
The parity splittings of the levels with J = 1
2
, 3
2
are presented for |Ω| = 1
2
in Table 6.4. The energy difference between functions with e and f parity is
caused by a coupling between the basis components in eq (6.12) with Λ, ωA,Ω
and −Λ,−ωA,−Ω. The shift terms −(ĵ(DF)−,ABĴ (DF)+ + ĵ(DF)+,ABĴ (DF)− )/(2µABR2) in
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the Coriolis operator in the Hamiltonian (6.1) are responsible for coupling
Ω = 1
2
and Ω = −1
2
. These terms do not couple ±Λ and ±ωA components,
but it should be noted that (as explained above) components with opposite
signs of Λ and ωA are present already in the Ω > 0 part of the eigenstate, as
well as in the Ω < 0 part. Therefore, the shift terms that couple Ω = ±1
2
also
couple | Λ, ωA,Ω 〉 with | − Λ,−ωA,−Ω 〉. These parity splittings should be
proportional to J + 1
2
, cf. eq (6.13) with Ω = 1
2
. The splittings for J = 3
2
are indeed larger by a factor of 2 than the splittings for J = 1
2
. The parity
splittings of the levels with |Ω| = 3
2
are very small, on the order of 10−4 cm−1
or less, and are not shown.
The parity splittings from the 4D model agree very well with the 3D
calculations for the lowest states when R is fixed at R1 = 6.4 a0. The
discrepancy for the higher energy states can be explained by the avoided
crossings between the AB bender curves, which lead to state swapping. A
comparison with the parity splittings obtained at R2 = 6.6 a0 from the
3D calculations shows the considerable sensitivity of the parity splittings
to R. Also the comparison of stretch and bend excitation frequencies from
the (3+1)D model with the results of the 4D calculations indicates that the
former provides a very useful approximation to the bound levels of the OH–
HCl complex.
Table 6.5: Energy values in cm−1 shown in Figure 6.6 and electronic quantum
numbers from 3D calculations at R = 6.4 a0 with and without spin-orbit
coupling included.
A0 6= 0 A0 = 0
ζRe E ωA 〈|ωA|〉 Λ E ωA 〈|ωA|〉 Λ
J = 12 , |Ω| = 12
1 –773.12 –0.49 1.15 –0.20 –762.14 –0.19 1.00 –0.00
4 –747.13 0.37 1.12 0.08 –741.34 0.05 0.96 –0.14
J = 32 , |Ω| = 12
2 –772.59 –0.50 1.15 –0.20 –761.63 –0.19 1.00 –0.00
5 –746.79 0.37 1.12 0.08 –740.86 –0.02 0.97 –0.14
J = 32 , |Ω| = 32
3 –758.21 –0.63 1.20 –0.33 –741.43 –0.26 1.03 –0.14
6 –680.29 0.30 1.14 0.04 –673.54 –0.00 0.95 –0.16
In order to understand better the role of the off-diagonal diabatic poten-
tial V−1,1 and the way in which the spin-orbit coupling of OH is quenched
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Figure 6.6: Comparison of the 3D energy levels at R = 6.4 a0 with and
without spin-orbit coupling; broken lines correspond to J = 1
2
, closed lines
to J = 3
2
.
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we performed calculations in which the spin-orbit coupling constant A0 is
set to zero, instead of to its normal value A0 = −139.21 cm−1. These model
calculations were carried out for J = 1
2
and J = 3
2
in the 3D model with R
fixed at 6.4 a0. In free OH the ground (|ωA| = 32) and excited (|ωA| = 12)
spin-orbit states would be degenerate if spin-orbit coupling were switched
off. The effect of the spin-orbit coupling term is to lower the |ωA| = 32 state
by 69.61 cm−1 and to raise the |ωA| = 12 state by the same amount. The
effect of the A0 value on the lowest six levels of OH–HCl is shown in Fig-
ure 6.6. The energy lowering of the ground state by spin-orbit coupling is
only 11 cm−1 here, which demonstrates already that the spin-orbit coupling
is largely quenched. In the results for A0 = 0 some, but not all, of the
lower levels become degenerate. When spin-orbit coupling is fully included
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(A0 = −139.21 cm−1) the ground state of OH–HCl has J = 12 , the first level
with J = 3
2
also belongs to |Ω| = 1
2
and is only rotationally excited, and the
lowest electronically excited J = 3
2
state is about 14 cm−1 higher. Again,
this shows that most of the spin-orbit coupling is quenched in OH–HCl. It
was noticed already in the discussion above that the |ωA| = 32 and |ωA| = 12
states are strongly mixed and that the substates with opposite signs of ωA
become unequally populated. Table 6.5, which contains the energy levels
shown in Figure 6.6 and the corresponding values of ωA, 〈|ωA|〉 and Λ, gives
more insight. In the absence of spin-orbit coupling the ground level for J = 1
2
has 〈|ωA|〉 = 1.00, the same value as in free OH when spin-orbit coupling is
switched off and the levels with |ωA| = 32 and |ωA| = 12 become degenerate.
The values for the excited levels are not very different. When spin-orbit
coupling is switched on, the values of ωA, 〈|ωA|〉, and Λ change considerably
and become close to the values from the full 4D calculations, see Tables 6.2
and 6.3. Still, they remain very different from the values in free OH with
spin-orbit coupling switched on. As already mentioned, the quenching of the
spin-orbit interaction is due to the off-diagonal diabatic coupling potential
V−1,1 = V
∗
1,−1. The anisotropy of the diagonal potentials V−1,−1 and V1,1 may
also contribute to the quenching of the spin-orbit interaction.
To provide further help with the interpretation of the states, the AB po-
tentials have been calculated in the 3D model for values of R up to 15 a0. At
this distance, the intermolecular forces are very weak and dominated by the
dipole-dipole interaction proportional to R−3. The OH and HCl constituents
start to behave as if they are free molecules and the AB energy curves can
be labeled with the quantum numbers of free OH and HCl, see Figure 6.7.
The index ζlr given in Table 6.6 labels the curves plotted in Figure 6.7 in
increasing energy order, while the index ζRe refers to the energy order of the
3D bound levels at the equilibrium distance Re = 6.4 a0, see Figure 6.1. This
value of Re corresponds to the minimum in the lowest AB curves.
As one can see in Figure 6.7 the AB energy levels appear in groups. The
curves within each group converge to specific rotational levels of HCl and
OH. It is seen in the figure that the energy differences between the jHCl = 0
and jHCl = 1 curves, and between the jHCl = 1 and jHCl = 2 groups start
approaching the asymptotic values 2B0HCl = 20.88 cm
−1 and 4B0HCl = 41.76
cm−1, respectively. For all curves shown the OH fragment is in its ground
spin-orbit state 2Π 3
2
with jOH =
3
2
. Higher OH levels cannot be seen because
the energy difference between the ground (jOH =
3
2
) and the lowest excited
(jOH =
5
2
) OH rotational level is 84 cm−1 and the 2Π 1
2
excited spin-orbit
state is separated in energy from the ground 2Π 3
2
state by 126 cm−1. As the
number of crossings between jHCl = 0 and jHCl = 1 curves is limited, it is
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Figure 6.7: The adiabatic bender potentials at long distance range.
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still possible to label the curves at Re = 6.4 a0 with the quantum number
jHCl.
In Table 6.6 each of the asymptotic states has not only been labeled with
the rotational quantum numbers of the OH radical (A) and the HCl molecule
(B), but also with the quantum number l that characterizes the end-over-end
rotation of the complex in the SF frame. This quantum number corresponds
to the angular momentum operator l̂(SF) = Ĵ(SF)− ĵ(SF)AB and its possible values
are determined by the triangular condition |J − jAB| ≤ l ≤ J + jAB. In the
distance range displayed in Figure 6.7 the end-over-end angular momentum
l is not yet a good quantum number, but Table 6.6 explains in detail how
the AB levels correlate with the asymptotic states in the long range.
Unfortunately, no experimental data has been obtained yet, with which
our bound state results can be compared. Only one theoretical paper is
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Table 6.6: Long range state ordering and quantum numbers from 3D calcu-
lations and correlation with the 3D levels calculated at Re = 6.4 a0.
J = 12 J =
3
2
jOH jHCl jAB l Ω l Ω ζlr ζRe J Ω
3
2 0
3
2 1,2 ±12 0,1,2,3 ±12 ,±32
1 3 32
3
2
2 6 32
3
2
3 1 12
1
2
4 2 32
1
2
5 5 12
1
2
6 4 32
1
2
3
2 1
1
2 0,1 ±12 1,2 ±12
7 22 12
1
2
3
2 1,2 ±12 0,1,2,3 ±12 ,±32
8 26 32
3
2
5
2 2,3 ±12 1,2,3,4 ±12 ,±32
9 9 32
1
2
10 10 12
1
2
11 7 32
3
2
12 8 12
1
2
13 11 32
1
2
14 20 32
1
2
15 13 12
1
2
16 14 32
1
2
17 25 32
1
2
18 30 12
1
2
19 18 32
3
2
20 15 12
1
2
21 16 32
1
2
22 12 32
3
2
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available in which the OH–HCl van der Waals system was considered. It is the
paper of Yu et al. [159] already mentioned in the introduction of this chapter.
They employed, however, quite different theoretical methods than we did and
their calculations are based on a single potential energy surface only. They
carried out ab initio electronic structure calculations using the GAUSSIAN
98 code [172]. They used second-order Møller-Plesset perturbation theory
with the 6-311G(2d, d, p) basis set, which is rather small for this system.
Unlike the work described here, Yu et al. did not apply the BSSE (basis set
superposition error) correction in their electronic structure calculations but
instead used a scaling method. They obtained a binding energy De = 1910
cm−1, whereas we find De = 1123 cm
−1. They also estimated the dissociation
energy D0 from the equation D0 = De − E0complex + E0fragments = 1473 cm−1,
where E0 is the zero point vibrational energy computed in the harmonic
approximation. The value of Yu et al. for the zero-point vibrational energy is
437 cm−1, from our value of D0 = 685 cm
−1 we obtained 438 cm−1. The value
of Yu et al. [159] takes into account the zero point energy of all normal modes,
however, while our value only includes the intermolecular modes. Moreover,
our value includes spin-orbit coupling effects, the value of Yu et al. does
not. They also calculated the intermolecular (harmonic) stretch fundamental
frequency νs = 135 cm
−1, while according to our fully anharmonic results
νs = 93.6 cm
−1.
6.5 Summary and conclusions
The OH–HCl complex is an open-shell van der Waals system which we
have considered in four dimensions for rigid monomers. The complex has two
asymptotically degenerate electronic states, both correlating to the ground
state monomers. The interaction in the complex is described by a 2 × 2
matrix of diabatic potentials taken from Wormer et al. [134]. The bound state
calculations were carried out for J = 1
2
and J = 3
2
in a full 4D approach and
with the use of a (3+1)D model that adiabatically separates the electronic
and angular motions from the radial motion. They also include spin-orbit
coupling. The bound states calculated in the 4D model were analyzed by
computing the distributions of various approximate quantum numbers, as
well as geometric density distributions of a number of low lying states, and
with some help from the (3+1)D model.
The ground state of the complex with J = |Ω| = 1
2
turned out to have a
planar geometry and a dissociation energy of D0 = 685 cm
−1 obtained from
the 4D model. This may be compared with the binding energy De = 1123
cm−1 corresponding to the minimum in the lowest adiabatic potential. The
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rotational constants from the 4D calculations and the parity splittings were
calculated from the usual spectroscopic fits of the levels for the different J
values; in the (3+1)D model the rotational constants were obtained from
expectation values. Fully anharmonic values for the fundamental frequencies
were computed to be 94 cm−1 for the HO–HCl hydrogen-bond stretch, and
about 160 cm−1 for the bend. The latter involves a coupled bend motion of
both fragments.
Although we have not performed calculations on the two adiabatic po-
tentials separately it is clear from the results that non-adiabatic coupling
effects are important, especially for the excited states. In the 2× 2 diabatic
model used, the off-diagonal diabatic coupling potential is responsible for
quenching most of the spin-orbit effect that causes the splitting between the
2Π 3
2
and 2Π 1
2
states in free OH. Low lying electronic states correlating with
the OH(2Π 3
2
) ground state were found at 14 cm−1 above the ground state for
|Ω| = 3
2
and at 26 cm−1 for |Ω| = 1
2
.
We could assign monomer rotational quantum numbers to the bound
states of the complex calculated at large values of R with the help of our 3D
model. For the lower states there are only few crossings between the energy
level curves plotted as functions of R, so we could even correlate the OH–
HCl states computed at the equilibrium distance Re to the separate fragment
states. For higher energies the individual monomer states are fully mixed.
Ultimately, the obtained results will be compared with experimental spec-
troscopic data from the group of prof. Marsha Lester (University of Pennsyl-
vania, USA), which will be a very good check of the reliability of the models
employed and the quality of the potentials calculated by Wormer et al.
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Summary
The present thesis is devoted to a theoretical study of van der Waals open-
shell complexes occurring in the entrance channel of the hydrogen transfer
chemical reactions Cl(2P ) + HF → HCl + F, Br(2P ) + HCN → HBr +
CN, and OH(2Π) + HCl → H2O + Cl. Open-shell van der Waals complexes
are of great interest due to their importance for interstellar media, in atmo-
spheric and combustion chemistry. According to recent data, van der Waals
complexes also play an important role as chemical reaction precursors. More
than one potential energy surface are involved in the theoretical study of these
complexes. These potentials are degenerate for particular geometries and at
long range. This results in problems in adiabatically separating the electronic
and nuclear motions by making the non-adiabatic coupling terms too large.
Thus, to solve the Schro¨dinger equation a Generalized Born-Oppenheimer
model has been employed by introducing a diabatic basis in which most of
this coupling is removed. Ab initio adiabatic potentials were obtained by
solving the electronic motion problem within the Born-Oppenheimer model
or taken from the literature. After the transformation to a diabatic basis
these potentials were fitted and used in bound state calculations.
Chapter 1, the Introduction, gives a general overview on the subject of
weak intermolecular interactions, explains the role of van der Waals com-
plexes as chemical reaction precursors with a particular emphasis on open-
shell van der Waals molecules. A detailed theoretical background related to
our study is described.
In chapter 2 an ab initio treatment of the Cl(2P )–HF van der Waals com-
plex is presented. The adiabatic potential energy surfaces, diabatic basis
and diabatic mixing angle were obtained in three dimensions by means of
RCCSD(T) and MRCI calculations. The adiabatic potentials were trans-
formed to the diabatic potentials, which subsequently were fitted to an ana-
lytic form in order to be used in the bound state calculations.
Chapter 3 describes the bound state calculations including a large spin-
orbit coupling for the open-shell Cl(2P )–HF van der Waals complex based
on diabatic potentials and diabatic states obtained in chapter 2. Here we
145
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employed several dynamical models. Bound energy levels, parity splittings,
red shifts, isotope shifts, bend and stretch fundamental frequencies, several
spectroscopic parameters such as: rotational, distortion constants etc. were
all obtained. The complex is found to have a linear hydrogen bonded Cl–HF
geometry. The Cl(2P )–HF van der Waals complex is a typical Renner-Teller
system, the consequences of which were discussed. The obtained data were
compared with available experimental results, and found to be in excellent
agreement.
Chapters 4 and 5 are devoted to the Br(2P )–HCN van der Waals complex.
These chapters are quite similar to chapters 2 and 3 (respectively) in the
sense of the employed theory, methods, models, and structure. This complex
is found to have two linear structures Br–NCH and Br–HCN with almost
the same binding energies. In chapter 5 an additional model study for the
Cl–HCN complex based on the Br–HCN diabatic potentials but including
the spin-orbit constant of a Cl atom was carried out. The mentioned model-
study helped to explain the experimental observations made on the Cl–HCN
van der Waals complex, where the linear Cl–NCH isomer was observed only,
but not Cl–HCN. In our calculations it was found indeed that the Cl–HCN
complex is less stable than the Cl–NCH complex, and that this system has a
high isomerization barrier. The bound state results from chapter 5 are also
in very good agreement with experimental data.
The study of the OH(2Π)–HCl complex is elucidated in chapter 6. This
system differs from those described above, in that its open-shell constituent is
a diatom instead of an atom. Consequently, it can also possess nonplanar ge-
ometries, the construction of a diabatic basis is much more complicated, and
the diabatic potential that couples the two diabatic states becomes complex-
valued. Bound state calculations were performed within different models with
diabatic potentials and diabatic states obtained by Wormer et al.. We found
that the ground state of the complex is planar, but several excited states are
nonplanar. The bound-state results include eigenvalues, parity splittings and
rotational constants. The theoretical results are awaiting comparison with
experimental data from the group of professor Marsha Lester.
Samenvatting
Dit proefschrift is gewijd aan een theoretische studie van open-schil Van
der Waalscomplexen die voorkomen in het ingangskanaal van de waterstof-
overdrachtsreacties Cl(2P ) + HF→ HCl + F, Br(2P ) + HCN→ HBr + CN
en OH(2Π) + HCl → H2O + Cl. Open-schil Van der Waalscomplexen zijn
interessant vanwege hun belang in interstellaire media en in de atmosferische-
en verbrandingschemie. Volgens recente gegevens spelen Van der Waalscom-
plexen ook een belangrijke rol als ‘precursor’ van chemische reacties. Bij
de theoretische studie van deze complexen zijn meerdere potentiaalopper-
vlakken betrokken. De potentialen zijn ontaard voor grote intermoleculaire
afstanden en voor bepaalde andere geometriee¨n. Dit geeft problemen bij de
adiabatische separatie van de bewegingen van de elektronen en de kernen
doordat de niet-adiabatische koppelingstermen te groot worden. Daarom
is hier een gegeneraliseerd Born-Oppenheimermodel gebruikt door een dia-
batische basis te introduceren waarin deze koppeling verwaarloosbaar is. Ab
initio adiabatische potentialen zijn verkregen door het elektronenstruktuur-
probleem op te lossen in de Born-Oppenheimerbenadering of ze zijn uit de
literatuur gehaald. Na de transformatie naar een diabatische basis zijn deze
potentialen gefit en gebruikt in berekeningen van gebonden toestanden.
Hoofdstuk 1 geeft een algemeen overzicht over zwakke intermoleculaire
wisselwerkingen en verklaart de rol van Van der Waalscomplexen als ‘pre-
cursor’ van chemische reacties met de nadruk op open-schilsystemen. Verder
wordt ook de theoretische achtergrond van het in dit proefschrift beschreven
onderzoek gedetailleerd beschreven.
In hoofdstuk 2 wordt een ab initio behandeling van het Cl(2P )–HF Van
der Waalscomplex besproken. Driedimensionale adiabatische potentiaalop-
pervlakken, diabatische toestanden en diabatische menghoeken zijn berek-
end met de RCCSD(T)- en MRCI-methoden. De adiabatische potentialen
zijn getransformeerd naar diabatische potentiaaloppervlakken, die vervolgens
gefit zijn aan een analytische vorm zodat ze gebruikt kunnen worden in de
berekening van de gebonden toestanden.
Hoofdstuk 3 beschrijft berekeningen van de gebonden toestanden van het
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Cl(2P )–HF open-schil Van der Waalscomplex met inbegrip van de sterke spin-
baankoppeling, gebruik makende van de diabatische potentiaaloppervlakken
en diabatische toestanden zoals verkregen in hoofdstuk 2. Hiervoor zijn ver-
scheidene modellen gebruikt. Besproken worden de energieniveaus, pariteit-
sopsplitsingen, roodverschuivingen, isotoopverschuivingen, fundamentele fre-
quenties van buig- en strekbewegingen, verscheidene spectroscopische param-
eters zoals rotatie- en distorsieconstanten, enz. Het blijkt dat het Cl(2P )–
HF-Van der Waalscomplex een typisch Renner–Tellersysteem is met een
lineaire waterstofgebonden Cl–HF-structuur. De verkregen gegevens zijn
vergeleken met beschikbare experimentele resultaten en bleken hiermee uit-
stekend overeen te stemmen.
Hoofdstukken 4 en 5 behandelen het Br(2P )–HCN-Van der Waalscom-
plex. Deze hoofdstukken komen grotendeels overeen met respectievelijk hoofd-
stuk 2 en 3, wat betreft de theorie, methoden, modellen en structuur. Het
Br(2P )–HCN-complex blijkt twee lineaire structuren met bijna dezelfde bind-
ingsenergie te bezitten: Br–NCH en Br–HCN. Hoofdstuk 5 beschrijft ook een
modelstudie voor het Cl–HCN-complex, waarbij de diabatische potentialen
van Br-HCN zijn gebruikt, terwijl voor de spin-baankoppelingsconstante
de waarde van het chlooratoom is gebruikt. De bovengenoemde model-
studie verklaart waarom experimenteel alleen het lineaire Cl–NCH-isomeer
en niet Cl–HCN is waargenomen. Uit de berekeningen blijkt namelijk dat
Cl–HCN minder stabiel is dan Cl–NCH en dat dit systeem een hoge iso-
merizatiebarrie`re heeft. De resultaten uit hoofdstuk 5 komen ook uitstekend
overeen met experimentele gegevens.
Tenslotte wordt in hoofdstuk 6 het OH(2Π)–HCl-complex beschreven.
Dit systeem verschilt van de hierboven beschreven complexen doordat het
open-schil-fragment een diatoom is, niet een atoom. Hierdoor kunnen ook
niet-vlakke strukturen optreden, de constructie van diabatische toestanden
wordt aanzienlijk ingewikkelder en de diabatische potentiaal die de twee di-
abatische toestanden koppelt neemt complexe waarden aan. Verschillende
modellen zijn gebruikt om de gebonden toestanden te berekenen. Hierbij
zijn de diabatische potentiaaloppervlakken en diabatische toestanden van
Wormer e.a. gebruikt. Berekend zijn de energieniveaus, pariteitsoplitsingen
en de rotatieconstanten. Binnenkort zullen experimentele gegevens uit de
groep van professor Marsha Lester beschikbaar komen, waarmee de theo-
retische resultaten vergeleken kunnen worden.
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