where H is the natural entropy function and R = k=n is the rate.
Lemma 3 (Varshamov-Gilbert):
For almost all linear codes, the rate and the normalized minimum distance are related by the following equation:
H() + ln(q 0 1) = (1 0 R) ln q:
Proof: This follows from equating f (!; R; q) = 0 as in (6) .
We know from Theorem 1 that if > 3=4, then the code is (2; 2)-separating. Hence we can, by substituting = 3=4 in the Varshamov-Gilbert equation, get rates for which almost any code is (2; 2)-separating asymptotically. The rates such obtained are presented under "Technique I" in Table I . By the Plotkin bound, this gives nothing over small fields.
Technique II in the table is an improvement based on Theorem 1, which says that every code with 4 > 3 is (2; 2)-separating. We insert = 4=3 in (7) and get 
We have solved this equation numerically for the smallest fields, and the results are given in Table I . Of course, we will always have 0 1 which will bound 3=4 in (8) .
This results in no real solution of (8) for q 11.
Note that, in Table I , the best results are obtained by the "Constructions" for q 5, then by "Technique II" for 7 q 9, and finally by "Technique I" for higher values of q. In the binary case, R = 0:0642 can be achieved nonconstructively [1] .
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I. INTRODUCTION
Multiuser detectors yield significantly better performance than the conventional single-user-based matched filter (MF) detection scheme for direct-sequence code-division multiple-access (DS-CDMA) communications [11] . Among the class of such receivers, the linear minimum mean-square error (MMSE) detector has received considerable attention [1] , [2] , [5] , [12] due to its simplicity of implementation, strong performance, and, more importantly, amenability to adaptive implementation.
The study of reduced rank interference suppression for DS-CDMA is motivated by situations where the number of taps to be tracked by the adaptive MMSE detector is so large that the receiver responds quite slowly in a time-varying environment. By projecting the received signal onto a subspace of reduced rank, the number of taps in the adaptive filter is reduced thereby improving tracking ability. Reduced rank algorithms based on the exploitation of the Cayley Hamilton theorem [3] were provided in [9] . Therein, approximate MMSE detectors with a multistage linear implementation were presented. In [10] , the auxiliary-vector filtering (AVF) method was proposed. In this reduced rank method, an auxiliary vector was derived based on maximizing the correlation between the outputs of the reference vector filter and the previously derived auxiliary vector filters. A recursive conditional optimization of the auxiliary vectors and the weights associated with each vector was also presented. In [6] , the multistage Wiener filtering (MWF) method of [4] was applied to DS-CDMA systems. The authors [6] showed that the MWF algorithm reduced rank algorithm required much fewer training samples than the full rank algorithms. Several adaptive implementations for the MWF algorithm were proposed [6] .
In this correspondence, we show by theoretical analysis that the MWF, the AVF, and the Cayley-Hamilton (CH) method of [9] are essentially equivalent. We begin with simplifying the derivation of the auxiliary vectors for the AVF algorithm. The recursive conditional optimization of the auxiliary vectors involves high-complexity computations. The conditional weight for each newly derived auxiliary vector only makes the optimization procedure more complicated. By observing properties among the auxiliary vectors, we propose a simplification, which yields a more compact solution for the auxiliary vectors and greatly reduces the computational complexity as well. More importantly, the simplification of the AVF algorithm establishes the necessary connection between the AVF algorithm and the MWF algorithm, and makes it possible to prove the equivalence of the above two algorithms. In addition, we introduce an additional constraint on the blocking matrices for the MWF algorithm. Under these conditions, the choice of the blocking matrices does not affect the performance of the MWF filter. With the help of the simplification of the AVF algorithm and the additional constraint, we prove that the MWF algorithm is equivalent to the AVF algorithm. The proof also naturally leads to the fact that the projection vectors for the MWF algorithm and the CH approach of [9] share the same subspace. Note that the equivalence of the MWF algorithm and the CH approach was also shown via an alternative method in [6] . Although our focus is on DS-CDMA systems, our results are general and are not predicated upon specific characteristics of spread-spectrum signals. As such, the methods under study can be applied to other areas such as array signal processing.
This correspondence is organized as follows. The system model is given in Section II. In Section III, the three reduced rank methods are described. Before showing the proof of the equivalence of the three techniques, a simplification of the AVF algorithm is provided in Section IV. The proof of the equivalence is given in Section V. Finally, conclusions are drawn in Section VI. Since prior work [6] , [9] , [10] considered DS-CDMA communications, we will similarly focus on asynchronous DS-CDMA systems with binary phase-shift keying (BPSK) modulation in flat-fading environments. However, our analysis is not restricted to DS-CDMA applications. Instead, it can be applied to other applications, such as array signal processing, as well. The transmitted baseband signal of the kth user is given by
where M is the number of transmitted data symbols, A k the amplitude of user k, T b is the symbol period, b k (m) 2 f01; +1g is the binary data, and k is the timing delay, which is assumed to be uniformly 
where N = T b =Tc is the spreading gain, Tc is the chip period s s
is the normalized spreading code of user k, which is assumed to be fixed and have a period of N (i.e., short spreading codes), where T denotes transpose, and the function 9(t) is the chip waveform. 1 Without loss of generality, user 1 is taken to be the user of interest. In addition, the time delay for user 1 is assumed to be perfectly known and it is fixed during the transmission. As a result, we can let 1 = 0.
Although multishot MMSE receivers with an observation window longer than one symbol duration can have improved performance [11] , we will only focus on an one-shot observation window. The received baseband signal is first passed through a chip-MF before chip-rate sampling. As a result, the resulting N 2 1 received vector is represented by [8] are functions of the spreading code, time delay, and chip waveform of user k and they are assumed to be real. The reader is referred to, e.g., [8] 
III. REDUCED RANK MMSE FILTERING
Either a training sequence based recursive least squares (RLS) algorithm, adaptive least mean squares (LMS), or adaptive minimum output energy (MOE) algorithm [5] , can be used to adaptively estimate c c c mmse , as shown in (2), in a time-varying channel scenario. However, in situations where N is large, slow convergence can be expected. This slow convergence is not desirable for a fast fading environment. Reduced rank techniques reduce the number of taps to be adaptively tracked by projecting the received signal vector onto a lower dimensional subspace [6] , [7] , [9] , [10] . Let D be the resultant lower dimension, where D < N, the projection isỹ y y(m) = S S S H D y y y(m) (6) where S S S D is the N 2 D projection matrix, and the D-dimensional signal is denoted by a "tilde" as in [6] . The vectorỹ y y(m) is then the input to a D-dimensional linear estimator. When the MMSE criterion is applied, the optimum coefficients for the D-dimensional space are given byc c c mmse =R R R 01p p p
We next review the three reduced rank methods to be considered herein: the MWF algorithm [6] , the AVF algorithm [10] , and the CH theorem based algorithm [9] . The MWF algorithm for DS-CDMA was presented in [6] , as shown in Fig. 1 for a four- 
where g g g H av; 1 is equal to the normalized correlation vector h h h 1 , and g g g av; i , i = 2; . . . ; D are auxiliary vectors, defined by [10] Notice that the auxiliary vectors g g g av; i ; i = 1; . . . ; D are restricted to be orthonormal vectors.
Based on the CH theorem, the inverse of R R R can be expressed by its 
3 The polynomial representation of R R R in [9] uses the correlation matrix of the spreading-code matrix. It is straightforward to extend the polynomial representations of R R R using the correlation matrix of the received signal. The two representations can be shown equivalent.
The vector h h h 1 is the one defined above.
IV. SIMPLIFICATION OF THE AVF ALGORITHM
In the AVF method, the second auxiliary vector g g g av; 2 is chosen to be [10] (13) subject to g g g H av; i+1 g g g av; j = 0; j = 1; . . . ; i, and kg g g av; i+1 k = 1, with solutions given by (10) . It can be seen that the derivation and the solution of g g g av; i+1 are rather involved. There is also the need to determine the optimized constants c j ; j = 2; . . . ; i. We can show that the AVF algorithm can be simplified, as evidenced by the following proposition. 
Following the same approach, we obtain an equivalent, but more efficient way to derive the auxiliary vectors for the AVF algorithm as follows: Notice that with our implementation, we do not need to calculate the optimal constants c i ; i = 2; . . . ; D as in [10] .
In addition, we have 
Notice that this is consistent with the fact that the matrix S S S H D R R RS S S D for the MWF algorithm is tridiagonal, as shown in [4] . This suggests the equivalence of the MWF algorithm and the AVF algorithm, which we will show in the next section.
It can be shown that the simplified solution for g g g av; i+1 is 
where (23) has been used. That is, in deriving g g g av; i+1 , we need to focus on vectors g g g av; i and g g g av; i01 only. The auxiliary vectors g g g av; j ; j = 1; . . . ; i 0 2 will not have an effect on optimizing g g g av; i+1 .
V. EQUIVALENCE OF THE REDUCED RANK MMSE FILTERING METHODS
Now let us investigate the MWF algorithm for DS-CDMA [4] , [6] , as shown in Fig. 1 
In other words, for each i 2 f1; . . . ; D 0 1g, the rows of B B B i are constrained to be an orthonormal basis for the nullspace of h h h i . As we will see, the orthonormality constraint on B B B i leads to a direct connection between the AVF and MWF algorithms under which the two algorithms are equivalent. 
That is, the MWF method is equivalent to the AVF method. We note that a similar proof of Corollary 2.2 can also be found in [6] . However, our proof of the equivalence of the MWF algorithm and the CH based algorithm is a byproduct from the proof for Proposition 2.
Therefore, the MWF method, the AVF method, and the CH method of [9] are equivalent to each other.
The equivalence of the three algorithms can be interpreted as follows. Both the AVF and the MWF algorithms are based on choosing the additional projection vector to maximize the correlation between the output of this projection vector and the output from previous stages. The projection vectors for the two algorithms are just the orthonormalized versions of the projection vectors for the CH algorithm of [9] , in which each additional stage introduces the new vector information inherent in R R R i+1 h h h 1 . However, although all three algorithms allow adaptive implementations, the MWF algorithm has more flexibility than both the AVF and the CH algorithm of [9] due to its implementation structure. Several adaptive implementations for the MWF algorithms have been proposed in [6] . In addition, during simulation studies, we have observed that the MSE solution for the CH algorithm of [9] often has numerical stability problems when the number of stages is large, say, D > 5.
VI. CONCLUSION
We compared several reduced rank detection schemes for DS-CDMA communication systems. The AVF algorithm [10] has been simplified through a key observation on the construction of auxiliary vectors. After simplification, it is shown that the AVF algorithm is equivalent to the MWF algorithm of [6] . Furthermore, these schemes have been shown to be equivalent to the multistage linear receiver scheme based on the CH theorem when the MMSE criterion is applied to the reduced dimensional space of the received signal. 
