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The mean free paths (MFPs) of thermal phonons are mostly unknown in many solids. Recent work
indicates that MFPs may be measured using experimental observations of quasiballistic thermal transport,
but the precise relationship between the measurements and the MFP distribution remains unclear. Here, we
present a method that can accurately reconstruct the MFP distribution from quasiballistic thermal mea-
surements without any assumptions regarding the phonon scattering mechanisms. Our result will enable a
substantially improved understanding of thermal transport in many solids, particularly thermoelectrics.
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Thermal transport at length scales comparable to phonon
wavelengths and mean free paths (MFPs) is presently a
topic of considerable interest [1–4]. Size effects caused by
the macroscopic dimensions of a bulk sample were first
considered by Casimir [5]. Recently, nanostructured mate-
rials such as nanowires, superlattices, and nanocomposites
with strongly reduced thermal conductivities due to pho-
non scattering at interfaces and boundaries have been
reported and are being assessed for use in thermoelectrics
applications [6]. Phonon transport near nanoscale objects
such as transistors is also of critical importance for heat
dissipation in microelectronic devices [7].
Despite the crucial importance of the knowledge of
phonon MFPs towards understanding and engineering
these size effects, MFPs are largely unknown even for
basic semiconductors. Traditionally, semiempirical expres-
sions have been the only means to estimate MFPs [8].
Various experimental techniques such as photoacoustic
wave propagation [9], inelastic neutron scattering [10],
heat pulse techniques [11], a time-resolved x-ray diffrac-
tion technique [12], and others have some limitation such
as a restriction on the sample type, accessible phonon
frequency range, or applicable temperatures.
In recent years progress has been made on this difficult
problem. First-principles calculations based on density
functional theory have enabled the direct computation of
MFPs in materials with simple crystal structures [13].
Experimentally, a recently introduced thermal conductivity
spectroscopy technique allowsMFPs to be measured over a
wide range of length scales and materials using observa-
tions of quasiballistic thermal transport [14]. The tech-
nique is based on the fact that the heat flux of phonons
with MFPs longer than a thermal length scale, such as the
size of a heater, is strongly suppressed compared to the
Fourier law prediction [15]. The MFP distribution is
obtained by measuring the change in the effective thermal
conductivity as the thermal length is systematically varied.
In recent studies, the difference between the measured and
actual thermal conductivity was assumed to be the
contribution by those modes with MFPs longer than the
thermal length [16]. MFPs have now been measured in
silicon using this technique [14,17].
Despite this advance, the relationship between the
observed thermal conductivities, the imposed thermal
length scale, and the MFPs in the material remains unclear.
Thus far, the appropriate thermal length used to interpret
the measurements has been estimated empirically by com-
paring the measurements to known MFP distributions pro-
vided by first-principles calculations [14,17]. For the many
materials for which MFPs are completely unknown, includ-
ing most thermoelectric materials, this empirical estimation
will not suffice, and a more rigorous method to obtain the
phonon MFPs is needed.
Here, we present a method that can accurately recon-
struct the MFP distribution from quasiballistic thermal
measurements without any assumptions regarding the pho-
non scattering mechanisms. The method is based on the
solution of a common inverse problem with the experi-
mental measurements as input. This result paves the way
for accurate measurements of MFPs and is expected to lead
to a substantially improved understanding of thermal pho-
non scattering in numerous classes of solids of scientific
and technological interest, such as semiconductors, poly-
crystals, and disordered materials.
We begin by analyzing the thermal conductivity spec-
troscopy technique. Mathematically, the experiment pro-
vides M measurements of the thermal conductivity ki as a
function of a thermal length scale Li. As Li decreases, ki
decreases by an amount corresponding to the contribution
of phonon modes with MFP comparable to the thermal
length. For a particular heating geometry, a heat flux
suppression function Sð!=LiÞ describes how the modes
are suppressed as a function of the thermal length Li and
the MFPs !. For example, for the 1D transient grating
geometry, the function has been shown to be [18]
Sðq!Þ ¼ 3
q22!

1 tan
1ðq!Þ
q!

; (1)
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where in this case q ¼ 2= and  is the grating
wavelength.
The measurements ki and the suppression function S are
related to the differential and cumulative MFP distributions
fð!Þ and Fð!Þ, respectively, by
ki ¼
Z 1
0
SðxiÞfð!Þd! ¼
Z 1
0
qiKðxiÞFð!Þd!; (2)
where x ¼ q!, Fð!Þ ¼
R!
0 fð0Þd0, and KðxÞ ¼
dS=dx. Here we have used integration by parts and the
fact that Fð0Þ ¼ 0 and Kð1Þ ¼ 0 to eliminate the constant.
We will focus on determining the cumulative distribution
Fð!Þ and refer to it as the MFP distribution.
Equation (2) is an inhomogeneous Fredholm integral
equation of the first kind that occurs in many fields of
science and engineering as an inverse problem. For ex-
ample, for certain forms of the kernel K, solving Eq. (2)
represents a deconvolution.
The desired MFP distribution is thus given by the solu-
tion to the ill-posed problem of Eq. (2). To allow the
equation to be numerically solved we discretize the inte-
gral using Gaussian quadrature, yielding a linear system of
equations for the unknown MFP distribution Fj,
XN
j¼1
Ai;jFj ¼ ki; (3)
where N is the number of integration points, Fj ¼ FðjÞ is
the desired MFP distribution, Ai;j ¼ KðqijÞqij has di-
mension M N, and j and j are the quadrature points
and weights, respectively.
The matrix A is singular even forM ¼ N and cannot be
solved by inversion. This degeneracy is expected because
the averaging caused by the kernel results in a permanent
loss of information about the solution, resulting in a sin-
gular linear system.
Equation (3) would be impossible to solve if no other
information were known about F. However, because F is a
cumulative distribution function (CDF), it is subject to the
following restrictions: (i) Fð0Þ ¼ 0, (ii) Fð1Þ ¼ 1, and
(iii) F is non-negative and monotonically increasing.
Furthermore, the MFP distribution is unlikely to have
abrupt steps because it is spread over such a wide range
of MFPs. F must thus obey some type of smoothness
restriction.
We can incorporate these requirements into the solution
of Eq. (3) by reformulating the problem as a convex
optimization. We seek to minimize a penalty function P
subject to the 3 conditions above, where P is defined as
P ¼ kAF kk22 þ k2Fk22: (4)
Here, 2F ¼ Fjþ1  2Fj þ Fj1 is the second differ-
ence operator and k  k2 is the 2-norm. The first term on the
right-hand side of Eq. (4) enforces that the solution satisfies
Eq. (3), while the second term enforces smoothness in the
solution.  controls the relative weight of the smoothness
penalty. We find that the solution is not sensitive to the
particular value of  within a certain range, and values
from 0.5 to 1.5 yield similar results. If  is too small, the
solution will have unphysical jumps, while if  is too large
the solution will not satisfy the linear system.We use¼1
for all the results in this work.
One benefit of using convex optimization is that all the
knowledge of the MFP distribution can be used in the
calculation. For example, measurements can be taken
using different experimental techniques and incorporated
into Eq. (3) by adding a row to the matrix and using the
appropriate kernel. If an asymptotic form of the MFP
distribution is known, this requirement can also be
specified.
We can now formulate a general procedure for measur-
ing the MFP distribution using observations of quasibal-
listic thermal transport. First, measure the effective thermal
conductivity ki over several thermal lengths. Next, obtain
the kernel K for a specified heater geometry by solving the
Boltzmann transport equation (BTE). Finally, use convex
optimization to solve Eq. (3) for the MFP distribution.
To illustrate this procedure, we perform a numerical
‘‘experiment’’ in which we use the BTE to obtain both
the kernel and the effective thermal conductivities. We first
briefly discuss our solution of the BTE. The equation is
given by [19]
@e!
@t
þ v  rre! ¼  e!  e
0
!
!
; (5)
where e! is the desired distribution function, ! is the
angular frequency, e0! is the equilibrium distribution func-
tion, v is the group velocity, and ! is the frequency
dependent relaxation time.
We solve this equation using a recently introduced
deviational Monte Carlo (MC) method [20]. This tech-
nique solves the BTE by simulating the advection and
scattering of computational particles denoted phonon bun-
dles, which represent some number of actual phonons. To
implement the simulation, a computational domain is dis-
cretized into cells, and the phonon dispersion is divided
into approximately 1000 frequency bins. The domain is
initialized with phonon bundles corresponding to the initial
temperature distribution. Because all the boundaries are
adiabatic, the simulation runs with a fixed number of
phonon bundles. At each time step, the bundles are
advected, indexed into cells to sample their temperature,
and scattered. The calculation proceeds in this manner
until the desired simulation time.
We perform our simulations for crystalline silicon, using
the experimental dispersion in the [100] direction and
assuming the crystals are isotropic. The numerical details
concerning the dispersion and relaxation times are the
same as those described in our recent work [21]. Only
phonon-phonon scattering is considered for simplicity.
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The code was validated by performing the same two test
problems discussed by Peraud et al. [20]; excellent agree-
ment is observed in both cases.
The initial deviational temperature profile corresponds
to that for a 1D transient grating geometry, Tðz; t ¼ 0Þ ¼
cosqz, where z is the spatial coordinate. The computational
domain length Lz ¼ =2. All of the boundaries are adia-
batic by symmetry and are enforced as specular reflection.
We begin the MFP measurement procedure by obtaining
the effective thermal conductivities. As would occur in an
experiment, these values are determined by fitting the
transient temperature decays for each grating wavelength
to the Fourier law solutions. Example decay curves for two
grating wavelengths, along with the Fourier law solution
Tfðz ¼ 0; tÞ ¼ expðzq2tÞ, are presented in Fig. 1(a).
For these grating wavelengths in the micron range, the
BTE predicts a slower thermal decay, and therefore ther-
mal conductivity, than does the heat equation, as expected.
We obtain effective thermal conductivities ki for each
decay curve by determining the exponential decay constant
and using the expression for Tf, thereby providing the
right-hand side of Eq. (3).
Next, we need to determine the kernel K, which is
related to the heat flux suppression function S for the heater
geometry by K ¼ dS=dx, where S ¼ Qm=Qf is defined
as the ratio of the observed heat fluxQm to the Fourier heat
flux Qf. The Fourier law heat flux Qf ¼ C!v!!=3,
where C! and v! are the specific heat per frequency and
the group velocity, respectively. The MC heat flux Qm is
obtained by summing the heat flux contributions for each
phonon mode over the duration of the simulation, giving a
time-averaged heat flux for each mode, and will be smaller
than Qf for phonons with long MFPs due to quasiballistic
effects.
Figure 1(b) shows the Fourier and MC spectral heat flux,
or the heat flux per unit phonon frequency, plotted as a
function of the MFP. The suppression function S given by
Eq. (1) is also shown and is in excellent agreement with the
numerical results. The resulting kernel has the shape of a
broadened delta function. While in this case an analytical
expression exists for the kernel, our MC calculation is ca-
pable of determining the appropriate kernel for any geometry
by fitting S with splines and taking a numerical derivative.
We emphasize that in obtaining K, we have not made
any assumption regarding the MFPs in the material to be
studied. This procedure only determines the suppression of
phonons of different MFPs for a given heater geometry and
is independent of the MFPs used in the calculation.
The last step is to use convex optimization to solve for
the MFP distribution. For this step we use CVX, a package
for specifying and solving convex programs [22,23]. The
linear system of equations in Eq. (3) is obtained by using
Gaussian quadrature with N ¼ 50 to discretize the integral
in Eq. (2). We use M ¼ 12 numerically calculated ‘‘mea-
surements’’ of the effective thermal conductivity. For this
small optimization problem the MFP distribution Fj is
obtained in seconds.
The analytic MFP distribution, the numerical data with
added noise to simulate experimental uncertainty, and the
MFP distribution predicted by the convex optimization are
shown in Fig. 2. The reconstructed distribution is in excel-
lent agreement with the analytic distribution over nearly
the full range of MFPs even though the data consist of
only 12 data points for grating wavelengths between
1–15 microns. We purposely only included this small
number of data points so that the data correspond to
experimentally accessible grating wavelengths, but using
measurements spanning a wider range of lengths increases
the accuracy of the reconstruction. If all the simulated data
points are used the full MFP distribution can be recon-
structed essentially exactly (not shown).
That the MFP distribution can be accurately determined
even outside of the length range of the measurements may
seem surprising given that the problem is underdetermined.
(a)
(b)
0 10 20 30 40 500
0.2
0.4
0.6
0.8
1
Time (ns)
 
T 
(K
)
Fourier, 7 µm
MC, 7 µm
Fourier, 3 µm
MC, 3 µm
7 m
10 2 100 102 104
0
0.2
0.4
0.6
0.8
1
MFP (microns)
Sp
ec
tra
l h
ea
t f
lu
x 
(ar
b)
Analytic Qf
Monte Carlo Q
m
Suppression factor
Kernel
FIG. 1 (color online). (a) Deviational temperature decay curves Tðz ¼ 0; tÞ predicted by the numerical Monte Carlo solution (solid
lines) and the heat equation (dashed lines) for the two transient grating wavelengths indicated. (b) Spectral heat flux (per phonon
frequency) plotted as a function of MFP! for  ¼ 7 m. The Fourier heat fluxQf (solid line), the MC heat fluxQm (rapidly varying
line), the suppression function Sðq!Þ (dashed line), and the kernel Kðq!Þ (dash-dotted line) are shown.
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This reconstruction is possible is due to the wide breadth of
the kernel K and the previously described constraints on F.
As shown in Fig. 1(b), K spans 3 orders of magnitude of
MFPs. While the averaging induced by this kernel results
in the loss of some information about the solution, it also
expands the range of MFPs involved in the reconstruction.
This fact, combined with the restrictions on F because it is
a CDF, constrains the solution and allows the distribution
to be reconstructed over a larger range than that of the
measurements. However, MFPs for which the kernelK0,
such as those between 10–100 nm in Fig. 2, cannot be
uniquely determined because the linear system imposes no
constraint on these modes.
As an application of our method, we examine recently
reported thermal conductivity measurements of a 390 nm
Si membrane at room temperature [17]. The measure-
ments were performed using the transient grating method
such that the heat transport was entirely in-plane, allow-
ing the suppression function considered in this work to be
used. Following the procedure as above, we obtain the
result shown in Fig. 3. The measured MFP distribution is
in good agreement with an estimate obtained using first-
principles calculations of MFPs and accounting for dif-
fuse scattering from the membrane sidewalls using a
Sondheimer calculation [17,24]. We note that while the
MFP distribution is accurately reconstructured to within
15% using the present method, sharp features such as the
kink in the actual MFP distribution at around ! ¼
200 nm cannot be resolved due to the averaging induced
by the kernel.
Our analysis indicates that heat is primarily carried by
phonons with MFPs smaller than 1 micron in the mem-
brane, with the majority of the heat being contributed by
phonons with ! < 500 nm. We can thus conclude that
most thermal phonons are completely diffusely scattered at
the membrane boundaries because most of the heat is
carried by phonons with MFPs shorter than the membrane
thickness. This physical insight into surface roughness
scattering would be difficult to obtain without knowl-
edge of the MFPs provided by the method. Further study
of variable thickness membranes at different tempera-
tures would yield additional insight into the phonon fre-
quency dependence of the surface roughness scattering
mechanism.
In summary, we have presented a method that can
reconstruct the phonon MFP distribution from observa-
tions of quasiballistic thermal transport without any as-
sumptions regarding the phonon scattering mechanisms.
We expect the method to play an important role in advanc-
ing our understanding of thermal transport in numerous
solids of technological importance, particularly thermo-
electric materials.
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FIG. 2 (color online). Actual MFP distribution for silicon
(line), the reconstructed MFP distribution (circles), and the
effective thermal conductivities obtained from the MC simula-
tions with artificially added noise (squares). The x axis corre-
sponds to the MFP for the two distributions (line and circles) and
to the MC grating wavelength for the thermal conductivity data
(squares). The reconstructed distribution agrees with the actual
distribution to within 5% over nearly the full MFP range.
The distribution can be reconstructed nearly exactly over
the full MFP range if data spanning a wider range of length
scales is used.
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FIG. 3 (color online). The MFP distribution in a 390 nm thick
Si membrane at room temperature (circles) reconstructed from
recently reported transient grating measurements (squares) [17].
The y axis is normalized to the bulk thermal conductivity value
of Si. An analytic calculation (solid line), which was computed
from a first-principles calculation of the MFP distribution in Si
and accounting for diffuse scattering from the membrane
boundaries, agrees with the reconstructed distribution to within
approximately 15%.
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