The Bernstein operator B n reproduces the linear polynomials, which are therefore eigenfunctions corresponding to the eigenvalue 1. We determine the rest of the eigenstructure of B n . Its eigenvalues are (n) k := n! (n ; k)! 1 n k k = 0 1 : : : n and the corresponding monic eigenfunctions p (n) k are polynomials of degree k, which have k simple zeros in 0 1]. By using an explicit formula, it is shown that p (n) k converges as n ! 1 to a polynomial related to a Jacobi polynomial. Similarly, t h e dual functionals to p (n) k converge as n ! 1 to measures that we i d e n tify. This diagonal form of the Bernstein operator and its limit, the identity (Weierstrass density theorem), is applied to a number of questions. These include the convergence of iterates of the Bernstein operator, and why Lagrange interpolation (at n + 1 equally spaced points) fails to converge for all continuous functions whilst the Bernstein approximants do. We also give the eigenstructure of the Kantorovich operator. Previously, the only memberof the Bernstein family for which the eigenfunctions were known explicitly was the Bernstein{Durrmeyer operator, which is self adjoint.
Introduction
It is well known that the Bernstein operator B n : C 0 1] ! C 0 1], n = 1 2 : : : , de ned by B n f(x) : = n X k=0 n k x k (1 ; x) n;k f k n (1:1) reproduces the linear polynomials, which are therefore eigenfunctions corresponding to the eigenvalue 1. There are a numberof other forms for B n f from which the remaining eigenstructure of B n is more apparent. The simplest of these to deal with is the expansion in terms of the monomials (see, e.g., Widder Wi41:p.155 which annihilates polynomials of degree < j . Let e k bethe monomial x 7 ! x k . It follows from (1.2) that B n maps polynomials of degree k = 0 1 : : : n to polynomials of degree k (is degree reducing), and so has an eigenfunction of degree k corresponding to the eigenvalue This observation can befound in Berens and DeVore BD80] . Let p (n) k denote the corresponding monic eigenfunction of degree k, and take p (n) 0 (x) : = 1 p (n) 1 (x) : = x ; 1=2:
(1:4)
The paper is set out as follows.
In Section 2, we g i v e an explicit description of this diagonal form of the Bernstein operator. This includes a formula for the eigenfunctions p (n) k in terms of the monomial basis, and a description of the dual functionals to them, together with some symmetry properties. Previously, the only member of the Bernstein family for which the eigenfunctions were known explicitly was the Bernstein{Durrmeyer operator, which is self adjoint.
In Section 3, we use the theory of totally positive matrices to show that p (n) k has k distinct real roots in the interval 0 1], and to describe their location. It is observed numerically that the zeros of successive eigenfunctions of B n interlace, but a proof of this fact using the oscillatory properties of the Bernstein kernel has yet to begiven.
The diagonalisation and description of the eigenfunctions
Since B n is degree reducing, writing the eigenfunction equation B n p (n) k = (n) k p (n) k (2:1)
relative to a basis fb 0 b 1 b n g of n , with the degree of b j equal to j, leads to an upper triangular system. We now solve this system when the b j are the monomials e j . The shifted factorial function is de ned by (x) j := x(x + 1 ) (x + j ; 1) j = 1 2 : : : 
with (n) k and p (n) k its eigenvalues and eigenfunctions, and (n) k the dual functionals to p (n) k . 2
The eigenvalues are given by (n) k := n! (n ; k)! 1 n k = 1 1 ; 1 n 1 ; 2 n 1 ; k ; 1 n k = 0 : : : n (2:5) and they satisfy 1 = (n) 0 = (n) 1 > (n) 2 > (n) 3 > > (n) n > 0: The eigenfunction for (n) k is a polynomial of degree k given by
c(j k n) x j = x k ; k 2 x k;1 + lower order terms (2:6)
where the coe cients can becomputed using the recurrence formula c(k k n) : = 1 c(k ; 1 k n ) : = ;k=2 c(k ; j k n) : = 1 (n;k+1) j ; n j j;1 X i=0 n i S(k ; i k ; j) c(k ; i k n) j = 2 : : : k :
The dual functional (n) k 2 spanff 7 ! f(j = n ) : j = 0 1 : : : n g de ned on C 0 1], satis es
and is given by
where the (n + 1 ) (n + 1 ) matrix of coe cients V := v(j k n)] n j k=0 is the inverse of P := p (n) i (j = n )] n i j=0 : The eigenfunctions and dual functionals have the symmetries
where R : x 7 ! 1 ; x is re ection about the point 1=2. The eigenfunctions of degree 2 can befactored as follows p (n)
2j+1 (x) = x(x ; 1=2)(x ; 1)q(x ; 1=2) j = 1 2 : : :
where in each case q is an even monic polynomial.
Proof: We have already seen that the eigenvalues of B n are given by (2.5), and the linear polynomials are eigenfunctions for eigenvalue (n) 0 = (n) 1 = 1, for which the 3 p (n) 0 p (n) 1 of (1.4) are clearly a basis which satis es (2.6) and (2.7). It remains only to consider the 1{dimensional (n) k {eigenspace of polynomials of exact degree k = 2 3 : : : n . By (1.2) and (2.2),
where a(j k n) = n j j 1=n e k (0) = S(k j)n! n k (n ; j)! 0 j k n: (2:13)
Note that a(k k n) = (n) k 0 k n: (2:14) Express the eigenfunctions in the form p (n) k
Equation (2.7) now follows from this using (2.5) and (2.13). Taking j = 1 in (2.7), gives c(k ; 1 k n ) = S(k k; 1) ;k + 1 = ; k which is (2.6). Using (2.9), the biorthogonality condition k (p i ) = ik can bewritten as
i.e., P V = I, and so V = P ;1 .
Let R bex 7 ! 1 ; x, i.e., re ection about the point 1=2. From (1.1), it follows that
k R is a (n) k {eigenfunction. For k = 0 1 the symmetry property o f p (n) k is obvious, and for k 2 the eigenfunction p (n) k R must bea scalar multiple of p (n) k (the eigenspace is 1{dimensional), which by equating powers of x k must be
(2:17)
In other words, p (n) k is even (resp. odd)about the point 1=2 when k is even (resp. odd). In particular, the zeros of p (n) k are symmetric about 1=2. Similarly, (2.16) implies that and equating coe cients of p (n) k in the above gives
Taking j = k in (2.7) and using S(m 0) = 0, m 1, gives c(0 k n ) = 0 k 2:
Hence, for k 2, x = 0 i s a z e r o o f p (n) k , a n d b y the symmetry property (2.17) so is x = 1 . Further, when k is oddthe symmetry property of the zeros implies that x = 1 =2 must be a zero of p (n) k , which proves the factorisations (2.11). This completes the proof.
A list of the rst few eigenfunctions and their dual functionals, and an explicit formula for V = P ;1 is given in the appendix. 
Zeros of the eigenfunctions
Next we determine the distribution of roots the eigenfunctions by using the theory of oscillating kernels (total positivity). The kernel de ning the Bernstein operator
is extended totally positive ETP(x) i n k = 0 1 : : : n and 0 < x < 1 (see Karlin K68:p.298]). The current theory of totally positive kernels (see the survey of Pinkus P96] ) cannot be applied directly, since this kernel is discrete in the rst variable and continuous in the second (a case not yet considered), and it is not totally positive if the values x = 0 1 are allowed. We circumvent these di culties by considering the truncated Bernstein operator B n de ned by B n f(x) : = n;1 X k=1 n k x k (1 ; x) n;k f k n n = 2 3 : : : (3:2) as a matrix operator.
Theorem 3.3 (Zeros of the eigenfunctions). The eigenfunction p (n) k , k = 0 1 : : : n has k simple real roots contained in 0 1], w h i c h we denote by where Z counts the numberof zeros in 0 1]. The zeros are symmetric about 1=2, i.e., (n) i k + (n) k+1;i k = 1 8i:
For k 2, there are common roots of 0 and 1, i.e., Proof: The result is clearly true for k = 0 1, and (3.4), (3.5) follow from (2.11).
We now consider the case k 2. Since p (n) k vanishes at 0 and 1, B n p (n) 
and so the eigenvalues of B n are (n) k , k = 2 : : : n , w i t h p (n) k a basis for the corresponding 1{dimensional eigenspace. Consider the matrix representation of B n A = a ij ] : I R n;1 ! IR n;1 :
which is given by a ij := n j (i=n) j (1 ; i=n) n;j :
7 A is an oscillation matrix, i.e., is totally positive and invertible, with a i i+1 a i+1 i > 0 (see P96:Prop.5.1]). Hence by the (Perron{Frobenius) spectral theory of such matrices (see P96:Th.5.2]) i t follows that its eigenvectors with zero terms discarded (respectively assigned arbitrary values 1). In particular, the eigenvector ; p (n) k (i=n) n;1 i=1 has k ; 2 strong sign changes, and so in addition to 0 1, the eigenfunction p (n) k has k ; 2 real roots inside (0 1). Clearly, (n)
i k > i ; 1 n 2 i k ; 1 and similarly (or by symmetry) we obtain the other half of (3.6).
Remark. When k is large with respect to n, (3.6) implies the roots of p (n) k are nearly evenly spaced. For example, when k = n we have i;1 n < (n) i n < i n , for 2 i n ; 1.
Interlacing of zeros
Numerical evidence suggests that the zeros of the eigenfunctions interlace, that is,
The classical theorems for interlacing of eigenvectors and eigenfunctions of totally positive matrices and kernels can not be applied here, where the kernel (3.1) is discrete in the rst variable and continuous in the second (a case not yet considered), and is not totally positive if the values x = 0 1 are allowed. By Ando A87:Th.6.3], it follows that the nodes of consecutive eigenvectors ; p (n) k (i=n) n;1 i=1 are interlacing, in the sense that zeros of the piecewise interpolants indicated in Fig. 3 .1 are. Unfortunately, this is not enough to conclude that the roots of consecutive p (n) k are interlacing. This is the subject of further investigation. 
Asymptotics of the eigenfunctions and their dual functionals The limiting eigenfunctions
We now show that the sequence of eigenfunctions p (n) k converges as n ! 1 . In other words, p (n) k converges uniformly on 0 1] to p k 2 k as n ! 1 , where
4(2k ; 3) x k;2 ; :
Proof: Since p (n) 0 (x) = 1 = p 0 (x), p (n) 1 (x) = x ; 1=2 = p 1 (x), it is su cient to prove the result for k 2. To s h o w this we prove b y strong induction on j and k 2 t h a t 9 lim n!1 c(k ; j k n) exists and is given by (4.3). Since c(k k n) = 1, this result holds for j = 0 and all values of k (where as usual the empty product in (4.3) is interpreted as 1).
Suppose it is true for lim n!1 c(k ; i k n), i = 0 : : : j ; 1, where 0 < j k. Since (n ; k + 1 ) j ; n j = 1 2 j(j ; 2k + 1 ) n j;1 + l o wer order powers of n j > 0 taking the limit as n ! 1 of both sides of c(k ; j k n) = j;1 X i=0 n i S(k ; i k ; j) c(k ; i k n) (n ; k + 1 ) j ; n j and using the induction hypothesis gives 
We now use these facts to investigate the limiting behaviour of (n) k ( k;2 (2x ; 1)dx = f(0) (;1) k k + f(1) k we obtain (4.13) from (4.17), with the convergence as asserted. Equation (4.16) follows from (4.15) using P (1 1) k;2 (2x ; 1) = 2 k P 0 k;1 (2x ; 1) k 2 and integrating by parts.
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Clearly, condition (4.11) is satis ed when f is di erentiable at 0 and 1, and so we h a ve First suppose f 2 k (r = 0). Because B n is degree reducing, we have
n ! 1 :
Since the convergence in (4.23) takes place in the nite{dimensional space k , we may equate coe cients of x k to obtain 14 The rst few k are listed in the appendix.
Remark. We conjecture that (4.21) holds for all f 2 C 0 1], which is equivalent to the sequence (k (n) k k) 1 n=0 being bounded. The biorthogonality condition (2.8) implies that f 7 ! P n k=0 p (n) k (n) k (f) reproduces n , and so (1 ; 1 n ) nt (1 ; 2 n ) nt (1 ; k ; 1 n ) nt = e ; 1 2 k(k;1)t : (5:14)
Application to iterates of the Bernstein operator
Combining (5.13) and (5.14) gives (5.11). Let k ! 1 to obtain (5.12).
Theorem 2 o f KR67] shows that if (5.10) holds, then B j n n (e s ) converges to a polynomial of degree s which is given explicity. We o er the following extension of this result. Proof: Suppose that f 2 s . Since B n is degree reducing (5.1) gives
Take k 2 (2k ; 1)P (1 1) k;2 (2x ; 1)P (1 1) k;2 (2y ; 1)(f ; Lf)(y) dy:
In this way the Bernstein operator can be thought of as being obtained from the Lagrange interpolant by`damping out' the p (n) k coe cient (frequency) by the amount 0 < (n) k < 1, k 2. The failure of Lagrange interpolation at n equally spaced points to converge for all continuous functions (whilst the Bernstein approximants do) might then beexplained by its failure to su ciently damp out the highly oscillatory polynomials p (n) k (cf (3.6)). It is then natural to consider operators of the form
for other amounts of damping (n) k 2 IR. RememberthatA n f depends only on the values f(0) f (1=n) : : : f (1). These operators are automatically degree reducing, and reproduce the linear polynomials if and only if (n) 0 = (n) 1 = 1 . Indeed (6.1) is the diagonalised form of these operators. The linear combinations of iterates of the Bernstein operator considered in Section 6 (including iterated Boolean sums) are operators of this type. Presumably, b y choosing the quantities (n) k appropriately it should be possible to construct approximation processes inheriting some of the desirable properties of L n (such as interpolation) and of where A (j) n is a truncated version of B ;1 n thought of as a di erential operator on n . It is not clear to the authors at this point how these two similar operators are related.
Operators which reproduce j can also beobtained by taking a ne combinations of Bernstein operators B n of various degrees n, see, e.g., B53], DT87] and Z95].
3. Adaptive methods. Since p (n) k is an eigenfunction of (6.1) with eigenvalue (n) k the limiting properties of p (n) k and (n) k imply that for A n f converge as n ! 1 for all continuous f (p k in particular) it is necessary that (n) k ! 1. If the rate of convergence of (n) k ! 1 is too fast (as in the case of Lagrange interpolation L n , when (n) k = 1 ) then A n f fails to converge for some f. Hence it seems the approximation properties of A n (large n) a r e controlled by the rates at which (n) k ! 1, as n ! 1 .
A more detailed analysis of these questions seems worthy of further study.
7. The spectrum of the Kantorovich operator and so in particular K n (Dp (n+1) k+1 ) = D(B n+1 p (n+1) k+1 ) = (n+1) k+1 (Dp (n+1) k+1 ) k = 0 1 : : : n i.e., (n+1) k+1 is an eigenvalue of K n with corresponding eigenfunction Dp (n+1) k+1 .
Corollary 7.1 (Eigenstructure of K n ). The eigenvalues of the Kantorovich operator K n are (n) k := (n+1) k+1 = n! (n ; k)! 1 (n + 1 ) k k = 0 1 : : : n and the corresponding eigenfunctions are polynomials of exact degree k given by q (n) k := Dp (n+1) k+1 (these have leading coe cient k + 1 ):
The eigenvalues of K n are distinct (n) 0 = 1 > (n) 1 = n (n + 1 ) > (n) 2 = n(n ; 1) (n + 1 ) 2 > > (n) n = n! (n + 1 ) n > 0:
Many of the previous results for the Bernstein operator can now beadapted to the Kantorovich operator. For example, its diagonal form is where 1 (n ; k ; j)! := 0 j > n ; k:
Proof: Let`( n) j bethe (Lagrange) polynomial of degree n satisfying`( n) j (i=n) = ij , i.e.,`( n) j (x) : = n Y i=0 i6 =j (x ; i=n) (j = n; i=n) : Apply B n in the form (1.1) and in the diagonal form (2.4) to`( n) j , and equate the results to obtain n j x j (1 ; x) n;j = n X k=0 (n) k p (n) k (x)v(j k n) j = 0 : : : n : (9:5)
Equating the coe cients of x n;k , k = 0 : : : n in (9.5) gives (;1) n;j;k n j n ; j n ; j ; k = k;1 X s=0 (n) n;s v(j n ; s n) c(n ; k n; s n) + (n) n;k v(j n ; k n):
For k = 0 this gives the rst equation in (9.4), and for k = 1 : : : n this can besolved for v(j n ; k n) a s follows v(j n ; k n) = 1 (n) n;k ( (;1) n;j;k n j n ; j n ; j ; k ; k;1 X s=0 (n) n;s v(j n ; s n) c(n ; k n; s n) ) = (;1) n;j;k n n;k j!(n ; k ; j)! ; k;1 X s=0 k! s! n s;k v(j n ; s n) c(n ; k n; s n): giving (9.4). The columns of V correspond to the dual functionals k , and the rows of P to the eigenfunctions p k .
The rst few matrices V are 1=2 ;1 
