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rıdıcıˇ́ ´ ´ algoritmus musı́ pracovat se vstupy v oboru realnych´ ´ cıselˇ́ a ucenıˇ ´ musı́ probıhat´ za
pochodu, bez predchozıchˇ ´ trenovacıch´ ´ behuˇ .̊ Dalsımˇ́ cılem´ je minimalizovat zasahy´ uciteleˇ
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binuje konekcionistickou sıť́ a skalarnı´ ´ zpetnouˇ vazbu pouzitımˇ ´ hebbovskych´ principů. Pos-
tupnou zmenouˇ vah v sıti´ se tvorı́̌ vazby mezi relevantnımi´ vstupy (stimuly) a akcemi, které
vedou k pozitivnı́ zpetneˇ ´ vazbě. Protozeˇ pouzityˇ ´ algoritmus je schopen rychle vybrat dulezite˚ ˇ ´
vstupy, je mozneˇ ´ pouzıtˇ́ vstupnı́ prostor pomerneˇ ˇ velké dimenze. To vede k myslenceˇ pouzitıˇ ´
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prostredıˇ ´ Unreal 2004. V porovnanı´ ´ s Q-learning vykazuje SARN v casoveˇ ´ skale´ desıtek´ sekund
až jednotek minut typicky lepsı́̌ vysledky´ . Zejmena´ po spojenı́ s Echo State Network vyzadujeˇ
SARN narozdıĺ od vetsinyˇ ˇ srovnatelnych´ algoritmů velmi malo´ zasahu´ ˚ od uciteleˇ nad ramec´
skalarnı´ ´ zpetneˇ ´ vazby. Dıky´ temtoˇ vlastnostem je algoritmus pouzitelnyˇ ´ naprıkladˇ́ pro rızenıˇ́ ´
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Author: Ondrejˇ Pacovský
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Abstract: In this work, a novel reinforcement learning algorithm, Stimulus → Action ↔
Reward Network (SARN), is developed. It is targeted for application in real-time domains
where the inputs are usually continuous and adaptation must proceed on-line, without separate
training periods. Another objective is to minimise the amount of problem-specific teacher
(human) input needed for successful application of the algorithm. The SARN architecture com-
bines a connectionist network and scalar reinforcement feedback by employing Hebbian prin-
ciples. By adapting the network weights, connections are established between stimuli and
actions that lead to positive feedback. Since the links between the input stimuli and the actions
are formed quite rapidly, it is possible to use a large number of stimuli. This leads to the idea of
using recurrent random network (Echo State Network) as a pre-processing layer. Prototype
implementation is tested in Unreal 2004 game environment. The comparison with Q-learning
shows that on the time scale of tens of seconds to minutes, SARN typically achieves better per-
formance. When coupled with an Echo State Network, SARN requires a uniquely low amount of
problem-specific information supplied by the teacher. These features make SARN useful for
domains such as autonomous robot control and game AI.




The question is not whether a human brain can
understand human brain. It is whether the human






The main goal of this is to an develop algorithm usable for on-line reinforcement learning
in real-time conditions. The focus is given on reducing the teacher-supplied problem-spe-
cific information. A pilot implementation is done in the Unreal game engine environ-
ment. The intent is to show what benefits can the game industry gain from artificial life
research and also how existing game software tools can be effectively used for research.
By on-line learning in this context we mean that there are no ‘‘dry run” trials for the
agent before he is exposed to the final environment. The agent has to learn ‘‘on the run”
and exploration will potentially be costly for him. During the run, the environment
cannot undergo perturbations and thus the learning process never ends. This is quite dif-
ferent from the more traditional ‘‘train → test → deploy”approach. In on-line learning,
the speed and progress of learning has importance on the agent performance. This work
focuses on time scales of minutes. This represents the period within which an adaptive
controller should be able to significantly improve its performance in given environment
conditions.
Real-time usage of the learning algorithm usually has two consequences. One is that
the algorithm must be fast enough to perform learning and control given resources avail-
able in each time period. The other is that the controller inputs are usually real-valued
and may carry significant amount of noise.
1.2 Background
In real-time learning, there is usually no teacher that can provide exact input-output
examples. That is why this work deals with with reinforcement learning. The related
work in this field is outlined in the following subsection, 1.2.1. Afterwards, the relation
between academic artificial intelligence and AI used in computer games is discussed.
1.2.1 Reinforcement learning
Application of common reinforcement learning techniques such as Q-learning[21] in real-
time environments has two major problems: the need of discrete state space and the con-
vergence time.
A widely used approach to overcome state discretization problems is to approximate
Q function by a neural network. This approximation, together with storing represent-
ative examples was successfully used in [5] to control an under-water robot in real-time.
Another example is [13], where the Kohonen network was used to discretize the input
space. Some approaches such as stochastic reinforcement learning (SRV) [6] are also able
to cope with real-valued output (action) space.
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To reduce the size of the learning problem and thus enable faster convergence times,
various techniques of problem subdivision were exist. The HASSLE algorithm[3] restricts
the large state-spaces by automatically dividing policies into hierarchies before applying
Q-learning. The advantage is that after the division, the individual problems (which
have considerable smaller action-state spaces) can be solved independently. As the divi-
sion is not coupled with the learning itself, there is a risk that the resulting policies will
have inferior performance to the one that can be found for the original problem. Another
approach to automatic discovery of policy hierarchy is Concurrent HEX-Q[16]. There,
the task hierarchy is not fixed during the learning process and division can be changed in
spite of new evidence received.
1.2.2 Artificial intelligence in game development
Current computer games use some artificial intelligence techniques. This is natural,
because games create virtual environments that to some extend mimic the real world.
And these environments are often inhabited by virtual creatures, animals, monsters and
humanoids. In order for these creatures to match the player expectations, some level of
autonomy is given to them. Most often these are carefully pre-scripted sequences that
are followed without much awareness of the actual state of the environment. Even in this
case, all the code related to the artificial living creatures is called artificial intelligence
(AI). Because the term artificial intelligence has another meaning in academic world, we
will use game AI for the former meaning and academic AI to refer to the academic
field of artificial intelligence.
The computer games environment would seem as an ideal domain for applying aca-
demic AI. However game development has its specifics and current state of academic AI
does not always provide appropriate solutions. Most notably:
deployment time. Application of an AI algorithm to a concrete problem usually
requires lot of additional work. Analysing input and output data, pre-processing,
post-processing, tuning of various parameters of the algorithm - these all require
many man-hours of a skilled AI researcher.
high resource usage. Games are run on mainstream personal computers and dedic-
ated consoles. The behaviour of creatures present in the game can take just a
fraction of the computing power available - the rest is reserved for graphics,
physics and game logic. However, as computing power increases and dedicated
processors are used for some of these tasks, more resources can be allocated to
game AI.
real-time. Most of the algorithms developed in academic AI are tested and used off-
line. At least until quite recently when AI began to be employed in real-world
environments such as autonomous robot control
Because game industry nowadays is about marketing and profit, the additional resources
spent on state-of-the-art AI techniques must be paid off by the added value. What are
the expected advantages of employing novel AI techniques in computer games?
better user experience. Undoubtedly, playing against opponents that are able to
surprise by novel and adaptive strategy is more enjoyable than against the ones
that follow pre-defined scripts each time.
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novel game types. Higher level of intelligent behaviour can enable completely new
experiences that are currently only possible against a human opponent. Also,
advanced AI may allow player to participate in the virtual environment on a com-
pletely new level. In [17] for example, the game consists of training a squad of
agents.
less pre-scripting. The hypothesis is that self-aware agents need less supervision
and thus less pre-defined scripted behaviour from the game designer. If agents are
able to manage their needs such as survival by themselves, their role in the game
could be specified in more general terms. This is subject to controversy, because
in the current state of AI, autonomous controllers quite often cause more trouble
than they solve. They sometimes get stuck in some way or find a solution which
is ‘‘too different from what the designer expected”.
1.2.3 Game development in Artificial intelligence
The other side of the coin is that game environments can provide a good test-bed for a
wide variety of artificial intelligence techniques. Of all game types, two received most
attention: multi-user First-person shooters (FPS) and real-time strategies (RTS).
As FPS games specialise on the fidelity of 3D environment, artificial opponents must
be able to respond intelligently on a wide range of activities. From mid-level (movement,
shooting, dodging) to high-level (team cooperation). A variety of AI techniques are
being applied to this domain, including neural networks[22], logic[8] and multi-agent sys-
tems[9]. Whole systems were developed for interfacing with various FPS games, such as
Gamebots [2][11].
The real-time strategies operate at different form of abstraction. A successful
opponent must be able to prepare and coordinate both quick reactive plans and overall
strategy. This involves planning, opponent modelling and other challenges[4][19].
1.3 Structure
In this work, we develop a novel reinforcement learning method suitable for real-time
application and test it in game environment. The rest of the report is organised in 6
chapters.
In chapter 2 we describe the environment and performance measures used for experi-
ments. In chapter 3, we present results for Q-learning applied to the three basic experi-
ments.
After identifying the main problems of conventional reinforcement learning techniques
applied to real-time problem, a novel reinforcement learning algorithm, SARN, is intro-
duced in chapter 4. The initial results are interesting and therefore we try to identify the
limits of SARN on further experiments in chapter 5. Since the inner dynamics of SARN,
especially when coupled with Echo State Network are quite rich and hard to understand,
we analyse the learning dynamics in chapter 6.
In chapter 7, we conclude and give outline of possible future directions. Appendices




In this chapter, we describe the environment in which algorithms operate, the experi-
mental setting and the performance measures used for evaluation.
2.1 Environment
The system for experiments was developed in Unreal 2004 game engine. Unreal was
chosen because it frequent usage in recent game projects, it supports Linux and is easy
to extend and modify. The software architecture and implementation is described in
appendix A.
2.1.1 Virtual world
Figure 2.1. Screen-shot from the experiment in Unreal environment. (Movie available at
http://op.matfyz.cz/sarn)
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The environment created for experiments is an arena with a flat surface, large enough
that the walls do not affect the experiments. There are two simulated avatars: the
learner and the attacker.
The Attacker is equipped with a rocket launcher and can fire rockets. A rocket is
simulated as a relatively slow projectile which explodes as soon as it hits an avatar,
ground or wall. The wall is sufficiently far away that those explosions do not affect the
learner avatar. For the purpose of the experiments the learner is given enough health so
that he never dies during the experiment. Still, he perceives the impacts and the damage
taken is used for feedback. The learner always faces the attacker.
2.1.2 Flow in experiments
Experiments progress as follows: The attacker and learner are placed at their initial
places. The distance between them is set so that the attacker’s rockets approach the
learner in about one second, giving enough time for learner’s avoidance maneuver.
Repeatedly during the length of the experiment the attacker fires four rockets with a
five second interval. After each burst, the avatars are placed back to their initial posi-
tions. This is done because if the Learner is hit by a rocket, is is pushed back by the
impact and distance from the attacker would thus constantly increase.
The attacker aims at the learner with pre-defined distortion. The distortion is
selected as a 2D point relative to the learner’s chest in the imaginary plane formed by
legs-head and spread arms. The direction defined by arms is y (left is negative) and the
one defined by a line between legs and head is z (head is positive, legs negative). We call
this plane a collision plane later in the text.
The distortion is computed for every shot according to the given experiment. The
simplest case is no distortion at all, where the rocket always hits the learner in the chest
unless he moves. Another technique used in the experiments is to draw a point from a
random distribution in some area around the learner.
All the statistics were collected using automated batches. The developed system also
allows a human player to join the game and shoot at the learner himself. This is very
useful for understanding effects of the learning algorithms. The graphics client also
allows to oversee a running automated experiment.
2.1.3 Learner controller
The Learner avatar is controlled by a fixed-time step control loop. At each step, the con-
troller receives current input, chooses action and this action is performed for the dura-
tion of the time step. The tick duration T between 0.1 and 0.25 was used, according to
the controller used. For simplicity, only one action can be performed at a given time
step.
2.2 Controller input and output
Most important for the controlling algorithm are the inputs from the environment,




Because the only goal in the experiments described in later chapters is to avoid rockets,
the controller inputs inform the learner about approaching projectiles. In the automatic
experiments, there is always at most one projectile relevant to the Learner. There might
be other projectiles in the arena, for example those which missed the target and are
flying towards the wall, but those are not relevant to the learner. For this reason, the
input is limited to only one projectile, the one fired most recently. For this projectile,
the intersection with the learner avatar’s collision plane (defined in 2.1.2) is computed
and following values are sent:
• p - boolean value specifying there is a projectile (if there is not, other values are
zero)
• t - time to impact the collision plane
• y, z - target-centric coordinates of impact in the collision plane
2.2.2 Output
The actions the learner avatar can take in order to evade the rockets are strafe left and
strafe right. The strafing is done in circle around the attacker, thus learner always faces
attacker. In addition the learner may choose not to perform any action at a given time





There is one more rationale for introducing idle action. When the avoidance com-
ponent would be used together with other modules, it would be inactive most of the time
and only overtake control for evasion maneuvers.
2.2.3 Feedback
The controller is informed about the health status of avatar each time tick. This gives
internal feedback about avoidance performance. When learner avatar is hit by a rocket,
the health is decreased by a up to 100 points, depending on distance of the avatar from
the explosion. Direct hits have maximum penalty.
2.3 Performance measure
In this section, we define internal and external performance measure. The former is used
directly in the controller for learning, while the latter is used for comparison with other
controllers, as is further described in the next section, 2.4.
For time interval I = [t1,  , tn], let us define d(I) as the health difference for this
period. Usually, d(I) 6 0, because the learner takes damage (or keeps the same health at
best). Additionally, we define a(I) as the number of non-idle actions performed in
interval I.
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2.3.1 Internal immediate feedback
Because missiles are fired in 5 second intervals and the maximum damage that a single




per second. If we want to give the projectile avoidance twice as much priority than the
requirement to move as little as possible, we choose the scaling constant for a to be 10T .
So if the agent were to move all the time, he would receive an average penalty of 10 per
second.
For the actual value used for reinforcement, we use linear combination of a and d:
r(I)=−d(I)− 10Ta(I)
The interval I in this case is one time step. As can be seen from the definition, r 6 0 in
all situations.
This is an internal fitness measure because the agent himself perceives the damage
taken and of course has a knowledge of his own actions. In some cases it might have
been helpful to reinforce him for avoiding missiles, that is, for not taking damage. This
would make the learning easier, because the link between evasion action would be
clearer. Without positive feedback, the only link is being punished when evasion action
is not taken.
2.3.2 Global fitness measure
For off-line analysis after an experiment was performed, we define global fitness
measure. It is designed to compare different controllers, taking into account maximal
possible damage. This gives a more objective measure with known theoretical optimum.
Let us introduce:
dmax(I) maximum damage that can be caused in the experiment
amax(I) total number of actions performed








Both components are in the interval [0; 1]. Value of 0 means worst and 1 means best
result of given criteria (taking least damage or not moving). Using these, we define the
fitness as:
p(I)= D(I)A(I)
By taking the multiplication of damage and action component, the controllers that suc-
cessfully fulfil both requirements will receive highest fitness. Satisfying only one condi-
tion will not help much. For example, if the controller were to avoid all missiles (D < 1)
at the expense of extensive movement (A→ 0), the result will be still close to 0.
The interval I used in association with fitness is either the whole experiment, giving
overall performance or some part of it. This enables tracking of progress of fitness devel-
opment during the experiment.
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Note that the same value of dmax is used for all experiments. It specifies the maximal
theoretically achievable damage when every rocket would directly hit the learner avatar.
In some experiments such as direct-aim (Section 3.3.1), controllers can really approach
this maximum. However in most other experiments, the dmax is not achievable. Due to
this, we cannot directly compare d (and in turn, p) values for different experimental set-
tings. What we can do is to compare the performances relative to some baseline con-
troller, as explained in the next section.
2.4 Evaluation
Having defined performance measures and the overall experimental environment, we can
now describe how controllers were compared. Different controllers are evaluated during a
period of automatic test, usually 2 minutes. Because each missile not avoided has quite
high impact on the overall fitness, the fitness of individual runs is quite noisy, requiring
multiple runs for reliable results.
The measure used for comparison is fitness, p as defined in 2.3.2. Two quantities are
computed for a different interval
• overall, where the measured interval I is the whole run. This is the most
important measure as it captures overall controller performance - faster learning
algorithms with least time spent on penalised exploration will have best overall
fitness
• final, where the measured I is the last 20 seconds of the experiment. This gives
the performance after the whole learning period, no matter how costly the
learning was.
2.4.1 Baseline controllers
Because for most of the performed experiments, a simple controller performs quite well,
the measured controller is always compared to two baseline non-adaptive solutions: idle
and random.
The idle controller simply performs no actions. It is thus likely to receive all targeted
shots. On the other hand, it receives no discounts for moving.
The random controller randomly chooses an action to perform. This is quite a good
strategy for avoiding hits, but results in large penalties for moving. When only one of
three actions is idle, random controller will always perform two thirds of non-idle






In this chapter we apply Q-learning on the described problem of missile avoidance.
While some aspects of Q-learning are not suited for our problem, it will give us some
insight into the problem difficulty. We will also try to identify weak spots and use this
information in the design of the new algorithm in chapter 4.
The first section gives overview of reinforcement learning methodology and quick
description of the Q-learning algorithm. Reader familiar with Q-learning can skip to sec-
tion 3.2, where discretization and parameters for our domain are discussed.
3.1 Reinforcement learning techniques
The reinforcement learning is a specific type of learning where the teacher only supplies
a reward or punishment for actions performed by the agent. This is as opposed to super-
vised learning, where the teacher also supplies the correct solution for example cases.
3.1.1 Reinforcement Learning Problem
The vast majority of work in the Reinforcement Learning field is done within the Rein-
forcement Learning Problem methodology[18]. We will use a simplified deterministic ver-
sion of the model for description. The agent-environment interaction proceeds in discrete
time steps. At each time step, the agent perceives the environment state st ∈ S, reward
for previous action rt ∈R and selects action to perform, at ∈A. Environment state space
S and action space are finite sets. The action to be performed by agent is selected by his
policy. Policy π(a, s) specifies a probability of performing action a at state s. The
agent’s goal is to find the policy which maximises reward accumulated over a long
period.
3.1.2 Q-learning
The Q-learning algorithm[21] is one of most commonly used methods to solve Reinforce-
ment Learning Problem. The learning process consists of estimating the action-value
function Q. For a given state s and action a, the value of Q(s, a) is the expected utility
value for taking action a in state s. The utility of state s for policy π is defined in terms
of discounted future rewards:
V π(s)=Eπ{rt+1 + γV
π(st+1)|st= s}=Σaπ(s, a)(Rs
a+ γV π(S(s, a)))
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where Rs
a is the immediate reward for a in state s, S(s, a) is the state of the environ-
ment after performing a in state s and γ ∈ [0; 1] is the discount factor.
The resulting algorithm is as follows:
Q-learning
1. initialise Q, set s to initial state
2. repeat until terminal state is reached
3. choose action a from state s, derived from current policy Q
4. perform a, observe s′ and receive reward r
5. Q(s, a)←Q(s, a)+α(r+ γmaxa′Q(s
′, a′)−Q(s, a))
6. s← s′
Figure 3.1. Q-learning algorithm
The action selection on line 3 is performed via a trade off between exploitation
(selecting the best action estimated by current Q, that is π(s) = argmaxaQ(s, a)) and
exploration. In our case, the ε-greedy action selection was used: perform random action
with probability ε, otherwise follow the optimal policy given current estimation.
As it can be seen, Q-learning can be applied even when the optimal policy is not cur-
rently applied (off-policy). This is important for our experimental setting where there is
no separate training phase and controller must learn on the run.
3.2 Application to our domain
3.2.1 Input discretization
Q-learning as well as most other reinforcement learning algorithms requires the input
state space to be discrete. Because inputs in our problem come as continuous values, we
need to discretize them. As described in Section 2.2.1, the input from the environment
contains information about a single projectile: time to impact and coordinates of
expected hit position relative to the learner.
Only the y (left-right) component of the hit position is used in the discretization,
because it is most relevant to the avoidance task. The height component z has less
impact on the outcome in most of the experiments.
That leaves us with state-space containing two continuous variables: time to impact
(t) and position (y). One state (N) is reserved for situation where there is no projectile
in the environment and the rest of the state-space is formed of the Cartesian product of
time discretization and y position discretization. Each component will be now described
separately.
Position
The value of y quite directly corresponds to the hit/no-hit result. The first attempts
were to divide it into some number (5, for instance) of intervals to provide the controller
with smoother information about the projectile position. This would be somewhat gen-
eral, because it would be able to operate in different settings, such as different projectile
sizes and avatar body sizes. However the adaptation speed of Q-learning was low when y
states do not map exactly to hit/no-hit conditions, due to conflicting rewards.
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The solution was to discretize y as close as possible to the actual experiment. In this
case, the projectile hits the avatar if the y component is below 27 (in both left and right
directions). This leads to the following 3-state discretization:
state caption condition
y0 in hit zone |y |< 27
y1 safe - left y <− 27
y2 safe - right y > 27
Time
Time was discretized into four states. The Meaning of the first three, t0 − t2, is
straightforward. As shown in the following table, they divide the time space into three
intervals:
state description condition
t0 projectile too far t > 0.8
t1 projectile closing 0.8> t > 0.4
t2 just before impact t < 0.4
t3 projectile lost 2 ticks after projectile disappears (see explanation in the text below)
What is the strange t3 state? Time discretization originally contained only the former
three states. However this lead to very bad performance and controllers were not able to
improve even in long periods. It was discovered that the learning agent usually receives
punishment for a hit in state N, when the info about the causing projectile has already
disappeared. This made state N very confusing for the learning algorithm: Not moving
in N means that I will take damage. Moving in N means I will be punished for per-
forming far too many non-idle actions. Recall that a missile is fired once every five
seconds and hits target in about a second. Therefore 80% of the time, bot is in state N.
To solve this problem, the additional ‘‘projectile lost” (t3) time state was created.
This state is set to be active two time ticks after info about current projectile is lost.
The important thing is that y component of the information is saved so that it can be
carried on to the t3 state. This means that in most cases, the hit penalty is received in
the t3, y0 state, while all the surrounding states (t3, y1, t3, y2, and N) are safe. The policy
should then avoid state t3, y0.
Resulting states
In total, there are 13 states. This is 4 × 3 for the combined time and position states
with the projectile and a single additional state for no projectile.
3.2.2 Output and parameters
The controller chooses among three actions (idle, right and left). The action to perform
for each time tick is selected using ε-greedy policy. This means that with probability ε,
the action is selected at random, instead of the one that has the currently maximal Q
value.
3.2 Application to our domain 25
The internal immediate feedback, r (health difference minus penalty for non-idle
actions, defined in section 2.3.1), is used as the reward.
The exploration factor for ε-greedy action selection was 0.01. The learning parameter
α was relatively high, 0.7, encouraging quick learning at the cost of possible sub-optim-
ality. The discount factor γ was set to 0.3.
Time tick duration for the Q-learning controller was set to T = 0.25s. This was
chosen as a tradeoff between fast reaction speed and lowest possible number of states
responsible for the latest reward.
3.3 Experiments
The Q-learning controller performance was measured in three basic experiment types.
Duration of these experiments is two minutes and each one presents a slightly different
avoidance problem via a changed shooting pattern. Those experiments will be used to
compare the Q-learning to other controller types in the following chapters.
3.3.1 Direct aim
In the direct experiment setting, the attacker always aims at the learner. In terms of
the aiming distortions, where da






This means that unless the learner moves, he will be hit. The most efficient strategy
to avoid projectiles in this setting is to make exactly one or two steps to left or right
each time the projectile approaches. The idle controller receives all the shots. The
random controller performs quite well, avoiding most hits at the expense of extensive
movement.
On figure 3.2 we can see a fitness plot, which will be frequently used in other
chapters as well. It visualises the fitness development during experiments. Each point is
the global fitness measure (f , defined in section 2.3.2) taken for 20 second interval,
giving 6 points for the 2 minute period. The plot for each controller is averaged from 40
independent runs.
Mean fitness of the two baseline controllers, idle and random, is shown by dotted
lines. The main result, combined fitness measure is plotted in full line. The two compon-
ents of combined fitness measure are plotted as well, so that we can see how the beha-
viour developed. These are dashed line for damage-only fitness and dash-dot for action-
only fitness. Note that the individual components are not comparable to the combined
or summary plots - the overall fitness is a product of them and because they both are in
[0; 1] interval, the product will always be lower or equal than each of the components.
3.1. defined in section 2.1.2
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Figure 3.2. Fitness development of Q-learning controller in the direct experiment. The performance
progressively increases up to almost 0.7.
As we can see on figure 3.2, Q-learning performance increases from initial 0.2 (worse
than random) to 0.5 in the first 30 seconds and then continually improves, reaching
almost 0.7 in the 2 minutes. This is a good result and given more time, performance
could probably further improve.
3.3.2 Random y-distortion
The next experiment, abbreviated yd, introduces random distortion to the actual missile
target. The missile target is moved away from the learner avatar by yd
t, drawn from uni-
form random distribution over interval [− 50; 50]. Roughly for |yd| ∈ 25 the missile would
hit the avatar if he stands on the same spot as when the missile was fired. The z distor-
tion component is zero as it was in the direct experiment - the aimed height stays the
same. In short,
dy
t =U([− 50; 50])
dz
t =0
Let us see how the Q-learning algorithm copes with this:
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Figure 3.3. Fitness development of Q-learning controller in semi-random aiming experiment. Q-
learning is able to slightly improve from the initial performance, which matches the idle baseline con-
troller.
As we can see in figure 3.3, Q-learning controller starts off with the same perform-
ance as idle controller. Because every action is punished, it can learn to stay idle in a
few iterations. However because some of the rockets hit the avatar, the controller will be
forced to try to perform avoidance. We can see that during the course of the experiment,
the algorithm is able to raise fitness up to 0.7. The boolean nature of the punishment
(rocket either directly hits avatar, causing maximal damage or misses completely) might
be difficult to interpret for the learning algorithm. To test this hypothesis, the next
experiment will try to make the relation between avoided-y and hit damage smoother.
This might help the learner to learn which states are ‘‘safe”, hopefully leading to better
utilisation of idle actions.
3.3.3 Random y-distortion −z
To replace the boolean (hit/no-hit) rewards by a smoother measure, a quite simple
modification can be made. The missiles in Unreal environment explode on impact, dam-
aging objects in the surrounding sphere. When they explode directly on the target body,
they cause maximum damage, but when the hit is not direct, the damage is proportional
to the distance of avatar from the explosion. Thus if the attacker aims to the ground
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below learner avatar, the received negative feedback will be roughly proportional to the
distance the learner travelled away from his original position. This might make the
learning easier, because the agent is rewarded for slight progress by lower penalties. The
described aiming distortions are thus:
dy
t =U([− 50; 50]) (same as in yd)
dz
t =− 120
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Figure 3.4. Fitness development of Q-learning controller in experiment where rockets are shot semi-
randomly to the ground below learner, so that smoother damage feedback is received (yzd). Clearly this
makes learning easier and the controller outperforms idle solution by larger margin than in the yd
experiment
The results are shown in figure 3.4 above. Having the reward proportional to the
amount of evasion actions taken helps the development of action effectiveness. The
learning progresses further away from the baseline solutions. In 90 seconds, the fitness is
improved by about 0.2 (Cr. less than 0.1 in the yd experiment). Interestingly, perform-
ance slightly drops in the last 20 seconds. This phenomena was not closely analysed
here. Related over-learning issues will be discussed in section 5.2.
3.3.4 Summary
The Q-learning results are summarised in table 3.1.
3.3 Experiments 29
experiment idle random Q-learning improvement
direct 0.180 0.269 0.526 (0.677) 1.960 (2.521)
yd 0.587 0.250 0.667 (0.682) 1.137 (1.162)
yzd 0.536 0.251 0.699 (0.740) 1.304 (1.381)
Table 3.1. Summary of Q-learning results. The three columns in the middle denote mean fitness of
respective controllers. The improvement is measured as mean fitness of Q-learning controller divided by
mean fitness of the better of the two trivial controllers (random, idle). Fitness is shown in the form
overall (final) for Q-learning and for improvement.
The most important column is the improvement. It allows us to compare perform-
ance between experiments, because it is measured against baseline controllers in that
experiment. The better of the two baseline controllers is always used for this compar-
ison. We can see that the improvement of overall fitness in yzd experiment is over twice
as large as the one in yd experiment. The smoother feedback indeed positively affected
learning. The best improvement was accomplished in the easiest, most deterministic
experiment where missiles are always targeted directly to the learner.
The behaviour after first two minutes was not explored here. Initial experiments
indicate that fitness can further improve during a longer adaptation period.
We can conclude that Q-learning can be successfully applied to this task and signific-
antly tune performance during the 2 minutes period. This involves only 24 fired shots,
which can be compared to the number of trials in conventional Q-learning terminology.
This is reasonably rapid learning and a good result, but we must be aware of the amount
of teacher-supplied information contained in the state discretization. The achieved solu-





The application of Q-learning to our domain required great deal of preprocessing done
by the teacher. In this chapter, we introduce a novel algorithm, SARN, which combines
Hebbian and reinforcement learning principles. It moves down on the level of abstraction
towards lower level, hopefully making it better suited for real-time tasks. The new
algorithm uses a set of real-valued stimuli rather than discrete states. This is a key dif-
ference from standard reinforcement learning methods and enables use of automated pre-
processing technique.
After introducing basic principles of SARN in section 4.1, we move onto a full
description in section 4.2. The topic of obtaining stimuli for SARN is discussed in sec-
tion 4.3. Both human-made and automatic approach based on Echo State Network is
presented. This chapter is concluded by applying SARN to the missile avoidance task
and testing it on the same experiments as Q-learning in the previous chapter.
4.1 Basic principle
Instead of working within the discrete states of the Reinforcement Learning Problem,
SARN utilises feedback information to perform Hebbian learning between real-valued
stimuli and the actions to perform. The flow is depicted on figure 4.1.
Figure 4.1. SARN overview. Input state is transformed into a set of real-valued stimuli. Using weights
between stimuli and actions, the most active action node is selected to perform action. Feedback from
action execution is used to modify weights in Hebbian manner. Further description in the text.
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The input space is transformed to a given number of real-valued stimuli. The stimuli
are connected to actions by links of a given weight (representing strength if the link).
Given the current activity of the stimuli and weights, the activity of action nodes is com-
puted. The action corresponding to the most active node is performed in the given time
step. When feedback is received, the weights corresponding to the performed action and
the stimuli that were most active at the time the action was selected are updated in
Hebbian manner. If the feedback was positive, the strength is increased, otherwise it is
decreased.
The next section contains a detailed algorithm description. The meaning of the
stimuli and how they are obtained from the input state is then discussed in section 4.3.
4.2 Detailed algorithm description
We begin with basic definitions, and move on to action selection. Afterwards, weight
adaptation is described and then whole algorithm is put together.
4.2.1 Definitions
Let there be n real-valued inputs, k stimuli, l actions and h specifying the size of tracked
history. We will use the following terms:
input state. vector i in input state space, i∈T ⊂Rn
stimuli. represented as vector, s, in a k-dimensional space where each dimension is
an interval, s∈S= [− 1; 1]k
stimulant. mapping x:T→S from input space to the stimuli space. In more general
case, it can take previous input states into account as well: x: Tm → S for some
m∈N .
action weight matrix. matrix w of size k × l, with elements wsa ∈ [0; 1] (s denotes
stimulus, a action)
history. array of size h, consisting of <stimuli, action> pairs
feedback. value in [− 1; 1] interval
learning parameters α, ψ. α - traditional learning parameter, governing overall
speed (strength) of adaptation, γ - reward discount factor. Both α, γ ∈ [0, 1]
4.2.2 Action selection
The connection weights between stimuli space and actions (action weights) are stored
in the action weight matrix. They are initialised to 0.5. Given the weights and current
stimuli, action is chosen as follows:
int chooseAction(vector stimuli) {




As shown in the pseudo-algorithm, the action nodes’ activity is computed by matrix
multiplication of action weights and current stimuli vector. The most active node is
selected as the next action.
4.2.3 Feedback and adaptation
SARN requires feedback to be in [ − 1; 1] interval. Positive feedback is interpreted as a
reward, negative as punishment.
The assignment of feedback to the actions that were performed is inspired by eligib-
ility traces[18]. The basic principle is that the amount of responsibility for an action per-
formed t steps back for current reward is given by ψt. The parameter γ ∈ [0; 1] is called
the discount factor. To be able to apply eligibility trace-based weights update, the per-
formed actions, together with the current stimuli values are stored in the history array.
Each time step after the feedback has been received, the weights corresponding to the
last h actions are updated. The amount of modification depends on learning parameter
α and decays with a power of parameter γ as we go deeper into the history. This is
accomplished in the applyFeedback function:
void applyFeeback(float feedback) {
for i=0 ... h-1
adapt(history[i].stimuli, history[i].performedAction, αγi+1, feedback)
}
The function makes use of adapt function, which actually performs the weight modi-
fications. adapt updates the weights corresponding to a given action, given a stimuli
feedback:
void adapt(vector stimuli, int performedAction, float adaptationStrength,
float feedback) {
w(performedAction,:) += adaptationStrength * feedback * stimuli’
}
Where w(a,:) denotes a-th row of matrix w 4.1. The weights corresponding to per-
formed action are modified to reinforce or weaken links to stimuli that were active,
depending on whether feedback is positive or negative.
Relation to Hebbian learning
The adapt function in fact implements an (anti-)Hebbian learning rule[7].
Let us consider the case when feedback is positive and look what happens for dif-
ferent activations of stimuli.
• If a given stimulus s is positive, then △wsa = cs > 0 (where c > 0), strengthening
the link between stimulus s and action a.
• When the stimulus is negative, meaning that it is not active at the given time,
△wsa =cs< 0. In this case, the link between stimulus s and action a is weakened.
4.1. MATLAB notation
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This corresponds to a Hebbian learning rule where △wij = αij when we take i= s and
j=1, because we only adapt when action is performed.
With negative feedback, the argument is similar, leading to △wij =−αij, which is the
anti-Hebbian rule, weakening the active stimuli-action links and strengthening inactive
stimuli-action links.
4.2.4 Whole algorithm
Putting together the described functions, the full control and adaptation loop of the
SARN algorithm proceeds as follows:
SARN() {
initialise w to 0.5
while(running) {
applyFeedback(getFeedback()) // perform adaptation for latest
feedback
stimuli = stimulant(getInput()) // stimulant invocation
action = chooseAction(stimuli) // select action to perform
history[0h-1] = history[1h] // update history
history[h].action = action
history[h].stimuli = stimuli
performAction(action) // send next action to output
}
}
We suppose that performAction blocks the SARN process until the next time ticks
elapses.
4.2.5 Winner strength
The adaptation as presented so far works, but only on a short time scale. Once actions
which lead to positive feedback are identified, they are reinforced each time they are per-
formed and the corresponding action weights reach the limit, which is 1. This problem is
somewhat similar to the weights over-growing in pulsed neural networks[1].
To prevent growing of the weights in situations where the relevant stimuli are already
chosen and action weights already pick the preferred action by large enough margin,
winner strength term is added to the adaptation strength calculation in the
applyFeedback function.
void applyFeeback(float feedback) {





The winner strength parameter is computed after an action has been selected and is
then added to the history array. Let us denote the winner strength as ω. The value of ω
means how much the selected action was preferred against other actions. If ω = 1, there
was a big margin and the action is expected to be selected under the same circumstances
(stimuli activations). If ω = 0, it was a draw, meaning that even the slightest difference
in stimuli may shift the odds towards another action. Let a be the vector of action node
activities and m the index of selected action (m = argmax(a)). Now we define b = am −
a .
If ∀i: bi>ωa, the winner is said to be absolute and ω=1
Otherwise, ω is computed as ω=ωm Σi=1
l bi
√
The key term in the formula is vector b that measures selected action activation
against other actions. The remaining details of how winner strength is calculated are not
very important. They were chosen so that the reinforcement of actions would drop rap-
idly as stimuli-action associations become settled.
4.3 Stimuli
What remains to be described before applying SARN is what the stimuli represent and
how do we design the stimulant.
The stimulant is a very important part of SARN, because its action selection only
has the power of a single layer Perceptron. Most tasks require higher processing power
and if SARN is to be applied for them, the higher-level processing must be contained in
the stimulant. In this section we describe the stimulant in more detail and progress
towards an automatic stimulant, based on a random recurrent network.
4.3.1 Stimuli in SARN
The current values of stimuli are derived from the current input state, but input state
and stimuli have certain differences. The first difference is that stimulus has pre-defined
maximal and minimal bounds so that the degree of stimulus activity can be measured.
The second difference is a crucial property of stimuli: For a given problem, the stimuli
set must contain stimuli relevant to the actions. Let us first consider the case with a
single stimulus in the stimuli set.
Single-stimulus case
Suppose that the input state space is split into two subspaces T1 and T2 and the
maximum reward for the agent is achieved if he performs action a1 when t ∈ T1 and a2
otherwise. In order for SARN to be able to find the optimal policy in this scenario, we
need stimulant x such that x(t) > c⇔ t∈T1.
Of course, we usually cannot guarantee that given stimulant has those properties. If
we could find such a stimulant, we would have the optimal controller at hand anyway.
So what we try to do is to design (by hand or automatically) a stimulant which hope-
fully contains enough relevant stimuli the SARN can act upon. The advantage of SARN




Let us illustrate the difference between state and stimulus on a simple example: the
state consists of 2D coordinates of a ball in an arena (x and y) and we want the agent to
execute specific action when the ball is in certain positions of the input space. Let x, y ∈
[− 1; 1]. With a state transformer of identity, we obtain two stimuli. One is most active
when the input is on the right and the other when the input is on the top. With the
SARN action selector, we can only respond with actions on such as the ball is on the
top, the ball is on the right and (by requiring both stimuli to be active) the ball is on
the top right.
On the other hand, with the use of more sophisticated stimulant with more stimuli,
our agent can trigger actions at virtually any region of the 2D input space and be local-
ised as needed (one point, radial are with exponentially decreasing magnitude etc.)
4.3.2 Towards automatic stimulant
How do we obtain sufficiently rich stimuli set, for the particular problem?
The simplest way to obtain a stimulant is to design by hand. Using expert knowledge
about the problem, we can identify parts of the state-space that seem important for
action selection. This is quite similar to discretization in Q-learning. While it is good for
analysis and preserves some tractability, handcrafting the stimulant has obvious disad-
vantages. Handcrafting is highly task-specific and will make it harder for the learner to
operate in unpredicted situations and environment changes. Most importantly, it
requires far too much human (teacher) intervention.
The task of transforming one continuous space to another is well suited for artificial
neural networks. An imaginary network could take the input state as input and the
activation of network nodes could be taken as individual stimuli. Using sigmoidal
transfer functions and multiple layers, high computational abilities can be achieved.
However how do we find such network? How do we pick the topology and the
weights? Standard supervised learning techniques for ANN are of no use, because the
input-output examples are not available. Some unsupervised clustering methods could be
of some use. Some thoughts in this direction are given in section 7.2.3.
It turns out that there is a type of ANN that might satisfy many of the requirements
on stimulant. It is a random recurrent neural network with fixed weights and topology.
Therefore it is in a way independent from the problem concerned and the richness of
stimuli it provides is given by the size of the network. This idea was developed simultan-
eously by Maass et. al. (Liquid State Machine[12]) and independently by Jaeger (Echo
State Network[15]). This work is based on the latter.
4.3.3 Echo state network
Echo state network is quite a recent novel recurrent network architecture. It utilises suf-
ficiently large number of hidden nodes with fixed connections to provide a high-dimen-
sional reservoir of activities reflecting the network inputs. The original Echo State Net-
work also has read-out output nodes and training of the ESN consists of computing the
output weights. Because output nodes are in fact a non-recurrent single layer of Per-
ceptrons, the supervised learning can be done by computing pseudo-inverse. In this
work, the output weights and nodes are not used and only activities of hidden nodes are
important.
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The ESN network comprises of n inputs and k nodes. The nodes are connected to
inputs (W in, k × n) and recurrently to themselves (W , k × k) via recurrent weights.
Additionally, each node has a bias, denoted by vector θ.
The network operates in discrete time steps like a conventional recurrent neural net-
work. The activation function used is tanh. Transition from one step to the next can be
described by following equation:
st+1 =tanh
(
W in it+Wst+ θ
)
i denotes input vector, s the hidden nodes’ activity and tanh applies the hyperbolic
tangent function to every item of the matrix. Superscripts denote time step.
Weight initialisation
The input weights and thresholds are selected randomly. Typically, 20% of them
were set to non-zero, in [− 1; 1] interval.
The recurrent weights are also initialised randomly, but not arbitrarily. Completely
random recurrent connections could result in chaotic behaviour of the network. We need
the network to respond the same way to the same sequence of inputs. After a number
time ticks, the network should ‘‘forget” the previous history. This way, the activity of
network reflects inputs for a number of time steps and then settles down, like echo.
This requirement on recurrent weight matrix is formally defined as Echo State Prop-
erty[15]. For practical usage, the network with Echo State Property is generated as fol-
lows:
1. Create initial sparse matrix W ′ with pr non-zero elements
2. Compute λmax, the eigen value of maximal absolute value




The parameter ψ controls the amount of recurrence in W . It can be set in interval (0, 1]
and matrix W will still have Echo State Property. Higher value will cause network to
have richer recurrent activity, thus having longer echo responses. Lower value enforces
simpler dynamic. For this project pr=0.05 and ψ=0.7 was used.
4.3.4 ESN stimulant - SARN on steroids
Echo state network as stimulant for SARN works as follows. Each time tick, the inputs
from the environment are fed directly to the ESN (normalised if possible). One ESN
iteration is performed, leading to a new activity vector. This vector is taken directly as
the SARN stimuli set. Therefore each ESN node is taken as one stimulus. The tanh
activation function’s output is already in the [ − 1; 1] interval, thus no scaling is neces-
sary.
Note that the ESN stimulant does not generally perform mapping T → S, because of
its dependency on input history. The performed mapping is therefore Tm → S and the
history size m can be controlled by the ψ parameter in the ESN weight matrix initialisa-
tion. Note that the action weights are the only weights modified during learning of
SARN. The ESN stays static, as the handcrafted controller does.
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The common size of the ESN core for experiments was chosen to be 40. From experi-
ments with ESN[14] it appears that the cores begin to have ‘‘interesting”properties from
size of about 30. Adding more nodes is usually beneficial for the network’s computing
power. For example if the ESN is trained to approximate a time series, higher number of
nodes will generally lead to better approximations. Important thing to note is that the
weight initialisation technique is not well developed yet. Especially when using lower
number of nodes such as 40, the ESN performance will vary from one network from
another. For our purposes, we chose among twenty random networks depending on their
performance on a simple arithmetics task. Such network is not particularly biased for
our problem, but is in some way better than others. Developing better initialisation
techniques is a subject of intensive research (see for example [20]).
4.4 SARN application
To apply SARN in our environment, we need to define inputs, feedback and outputs.
The outputs are straightforward as they are the same as Q-learning used. These are the
idle, strafe left and strafe right action.
As for the inputs, the four values from the environment are used:
• p - boolean value specifying there is a projectile
• t - time to impact collision plane
• y, z - coordinates of impact in the collision plane
For the ESN stimulant, these four values are just normalised and passed as inputs to
ESN. The handcrafted stimulant is described in a separate subsection.
The feedback uses the same reward as used for Q-learning, but scales it to [ − 1; 1]
interval so that performing idle action while learner does not get hit is slightly beneficial
(positive).
4.4.1 The handcrafted transformer
As in Q-learning, z component is not used. There are 4 stimuli related to p, t, y inputs:
stimulus description mapping
s1 Is there a projectile? p
s2 Is it urgent? 1− t
s3 Projectile aims left
y
100
s4 Projectile aims right −
y
100
Note that stimuli s3 and s4 are symmetrical, s3 = − s4. Both are supplied because
SARN does not have the capability to negate the stimulus. Apart from that, the map-
ping is pretty straightforward. Not much effort was spent on improving the handcrafted
stimulant to get better SARN performance. (Cf. discretization for Q-learning in 3.2.1
where additional memory state had to be created)
4.4.2 Parameters
Values of α = 0.1 and γ = 0.7 were used in all experiments presented in this work. Time
tick duration used T = 0.1s. If not stated otherwise, all SARN experiments employ the
winner strength term with ωa=0.02 and ωm=10.
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As in Q-learning application, there are no training and testing phases. The adapta-
tion occurs during the whole life-time of the agent controlled by SARN.
4.5 Results for basic experiments
In the next sections, the performance of SARN will be compared to Q-learning results
from section 3.3. Both the handcrafted stimuli and ESN stimuli version will be used.
The SARN with handcrafted stimuli is referred to as SARN-hand. The SARN with
automatic Echo State Network stimuli is denoted SARN-n where n denotes the size of
the ESN (and therefore number of SARN stimuli).
4.5.1 Direct aim
The plots used for comparison are basically the same as described in Section 3.3.1.
Together with baseline random and idle controller results, the fitness of Q-learning and
two SARN controllers is plotted: the SARN-hand (with handcrafted stimulant) and
SARN-40 (with ESN stimulant of 40 nodes).






















Figure 4.2. Fitness development in the direct experiment: SARN controllers compared to Q-learning.
Both SARN controllers adapt quicker than Q-learning and reach higher fitness in the scope of 2
minutes. Note how SARN-hand adapts quicker, having high fitness from the start, while SARN-40
catches up later.
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The first comparison shown in figure 4.2 is encouraging. SARN seems to be able to
reach good fitness quicker than Q-learning. In the scope of 2 minutes, it also achieves
better final fitness.
Another interesting result is that the SARN with automatic ESN stimuli reaches a
better final fitness than the handcrafted-stimuli. The ESN-hand adopts very quickly
from the start a good fitness of almost 0.6, whereas it takes 30 seconds for ESN-40 to
reach that level. However after it has been reached, automatic stimuli performance is
superior and further improves. It seems that the ESN reservoir can provide some stimuli
that are more useful than the pre-designed ones.
4.5.2 Random y-distortion






















Figure 4.3. Fitness development in the yd experiment: SARN controllers compared to Q-learning.
The trends from figure 4.2 still hold, both SARN are quicker to adapt than Q-learning in the scope of 2
minutes.
As can be seen on figure 4.3, the trends from previous experiments hold on the
harder task of avoiding rockets with a distorted target. Let us see if the smoother feed-
back of yzd experiment will enable SARN to further improve fitness as it did for Q-
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learning.
4.5.3 Random y-distortion −z






















Figure 4.4. Fitness development in the yzd experiment: SARN controllers compared to Q-learning.
No apparent improvement for SARN can be seen in this case.
As shown in figure 4.4, SARN results in yzd experiment are quite similar to these in
yd. It seems that smoother reward assignment does not significantly affect SARN
learning outcomes in this experiment. This makes Q-learning performance in this experi-
ment comparable to SARN. The explanation why smooth reward feedback did not fur-
ther improve SARN performance is as follows. SARN already works with continuous
values when assigning feedback to stimuli. For example, when avoidance is based
on ‘‘Projectile aims left” (s3) stimulus in the SARN-hand case, the amount of punish-
ment for a hit in this particular connection will be proportional to the activation of the
s3 stimulus. Due to the nature of the stimuli, SARN is biased towards proportional rela-
tions between stimuli and feedback.
4.5.4 Concluding remarks
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experiment idle random Q-learning SARN-hand SARN-40
direct 0.180 0.269 0.526 (0.677) 0.728 (0.772) 0.688 (0.857)
yd 0.587 0.250 0.667 (0.682) 0.718 (0.749) 0.722 (0.847)
yzd 0.536 0.251 0.699 (0.740) 0.736 (0.765) 0.712 (0.840)
Table 4.1. Summary of SARN results compared to Q-learning. First three columns are the same as in
table 3.1. The additional two column show mean fitness (mean final fitness) for the two SARN control-
lers.
The results are summarised in Table 4.1. Both SARN controllers have a good overall
and final performance, comparable or better than Q-learning in the scope of two
minutes.
From the table we can see that mean fitness SARN-echo is superior to SARN-hand
only in the yd experiment, despite that it reaches better fitness in the final periods of
the run. This is because the ESN stimuli version needs a longer time to reach the ‘‘first
acceptable strategy”. When the total fitness is measured as mean over the whole period,
it is worse for ESN stimuli. The speed of learning and different stimuli versions will be
more closely analysed in Section 5.1.
The most important result is that the SARN with automatic stimuli performs well.
When we compare the effort needed to develop handcrafted stimulant or even discretiza-
tion in Q-learning, SARN-ESN shines. Of course, the avoidance task is not a particularly
difficult one, especially when the inputs already provide information about projectiles in
learner-centred coordinates. However even for these inputs at hand, developing discretiz-
ation that enables Q-learning to find a good solution is quite tricky.
From the user point of view, the bot controlled by SARN is quite responsive to con-
ditioning. Its behaviour is quite natural, even though the evasion strategies do not
always match the ones we would expect. The controller exhibits some avoidance beha-
viour after the first shots and after one minute it is quite reliable. It is interesting to try
to find weak spots of the evasion strategy and exploit them. Because the controller is
continuously learning, it will try to further improve the strategy, based on these valuable
examples. On the other hand, the algorithm has its flaws. For example when the bot
receives several successive shots, the learned strategy is completely forgotten and bot
enters a period of erratic movement until it cools down due to negative action feedback.
Another problem is that the bot needs to be shot from time to time. Otherwise he for-
gets that being slightly punished for moving is better than standing on the spot and
taking a full hit. One might argue that even intelligent creatures are lazy and need a
whipping once in a while...
Results of basic experiments with SARN are encouraging, we will try to uncover




Further experiments with SARN
In this chapter we will explore the SARN controller properties in additional experiments,
uncovering some of its limitations.
In the first section, we try to identify the relation between number of stimuli and
learning speed. The second section explores stability over longer time periods. Finally in
the third section, the controllers undergo an environment change during the experiment.
5.1 Number of stimuli
The previous experiments indicated that the number of stimuli have an impact on the
speed of learning. This is hardly surprising - more stimuli mean potentially more con-
flicting action triggers and choosing among those is likely to take more time. On the
other hand, more stimuli may give more information and better chances to optimise the
strategy. We analyse this phenomena closer by running the yzd experiment again. with
different stimuli sets: handcrafted (4 stimuli) and ESN-based, with 40, 80 and 120
stimuli.
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Figure 5.1. Test of different SARN stimuli set sizes on yzd experiment. The more stimuli, the longer
does it take to reach certain performance level.
As we can see on plot 5.1, more stimuli require more time to enter the second adapt-
ation period, where the change of fitness is not so dramatic anymore. Let t(c, f) be the
time needed for controller c to reach average fitness of f . If we look at t(c, f) for f = 0.7
on the figure 5.1, we can identify roughly linear dependence of t(c, 0.7) on the number of
stimuli of controller c. Linear dependence would be an interesting property, but more
experiments in other environments need to be performed to test that holds for other
problems. Because the number of alone stimuli says nothing about information content
in general, not much can be proven for the stimuli count alone. Some estimates could be
obtained for generic stimuli sets. However the relation of these results to the real-world
problems would be questionable. It is the fact that ESN has complex internal dynamics
that makes it usable for hard problems.
Even the linear relation to number of stimuli does not necessarily guarantee good
scaling. If harder problems would generally involve exponential growth of the number of
stimuli towards the input dimension, the algorithm would soon reach its limits as Q-
learning does.
A clearly positive result is that all three ESN-based automatic stimuli transformers
outperformed the handcrafted transformer in the final fitness. This means that unbiased
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random network can prepare a richer reservoir of stimuli than those that were designed
by a human teacher specifically for the problem. On the other hand, it does not seem
that a bigger ESN would allow reaching of a higher final fitness than ESN of size 40, at
least within the 2-minute time period used in the experiments. The experiments per-
formed are relatively simple and have only four inputs, of which only three really seem
to be relevant. Analysis on a wider range of harder and more diverse experiments would
uncover more about the advantages or disadvantages of bigger ESN reservoirs.
5.2 Over-learning
The experiments performed so far were performed in the short time scale of 2 minutes,
because short time adaptations is a crucial requisite of learning in real-time. However
this does not mean that the performance in longer time scopes is not important. For
example, some of the initial SARN versions suffered performance drops in later periods
of adaptation. The results presented here also give justification for the winner strength
parameter, which appeared almost from the void in the SARN description in chapter 4.
To study the properties of algorithm in a longer time scope, the yzd experiment (see
sections 3.3.3 and 4.5.3) was performed again for a longer period of six minutes.























Figure 5.2. The original yzd experiment run for six minutes. The NW denotes SARN without
winnerStrength parameter included in adaptation. After the initial period of one minute, some of the
NW variants’ performance degrades. This is particularly apparent for SARN-40 NW.
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The result is shown on figure 5.1. The SARN without the winnerStrength para-
meter (which was introduced in section 4.2.5) is abbreviated as NW. The standard
SARN variants hold the same fitness for the whole testing period (only SARN-40 shown
here) and Q-learning even improves during the course. However some of the NW SARN
variants’ performance degrades after the first 80 seconds. The relation to the number of
stimuli is not straightforward. The fact that SARN-hand (NW) does seem to suffer per-
formance drop can be attributed by easier structure in 4-stimuli case, where interference
from the other action weights is not that apparent.
To see better what happens in the dramatic period around one minute, where some
NW variants seem to enter ‘‘decadence phase”, a closeup for 40 and 120-stimuli SARN is
shown at figure 5.3. It reveals that the initial learning dynamics are quite similar for
both pairs of controllers. Around time 70s, they suddenly split and the NW variants
begin to degrade.

















Figure 5.3. Detailed look on the initial period for 40 and 120 stimuli SARN in standard and NW
variant. Progress is similar for each pair with the same number of stimuli until 70 seconds. Then, the
NW variants start to degrade.
46 Further experiments with SARN
Closer analysis of this phenomena revealed that at the breaking point, the strongest
action weights of NW SARN reach the limit if 1. The hard limit evidently causes prob-
lems with action selection because conflicting stimuli get reinforced for other actions and
eventually overtake as the former dominant action weights have nowhere to grow. The
winnerStrength parameter in standard SARN prevents growing of the weights when the
sum gets larger.
However the winner strength parameter as currently used is not without flaws either.
Theoretically, when an action in given stimuli circumstances reaches the absolute
threshold ωa, it is not punished by negative feedback. In practice this does not happen
so drastically, because other stimuli links will eventually get reinforced. This makes the
currently winning action weaker and the winner strength is no longer 1, thus the action’s
weights start receiving feedback again. It seems that it would be more reasonable to
invert the winner strength for negative feedback. Rationale: if the action has a firm
belief that performing it in given stimuli conditions is beneficial, the more we should
punish it when the feedback suddenly shows the opposite result. However this has the
effect that even well developed associations may be lost in a very quick period. Due to
history propagation and other randomisation factors, even the correct stimuli-action
association will receive incorrect punishment feedback occasionally.
The adaptation rule clearly needs to be studied further. Some possible directions are
discussed in the concluding chapter.
5.3 Environment changes
In all the experiments performed so far, the environment did not change during the
whole run. The controllers were put into each experiment’s conditions without previous
knowledge, but they could rely on the regularities of the environment in order to
optimise their performance during the run. What we would want from an adaptive con-
troller is the ability to cope with changes in the environment.
A simple yet quite radical change in the environment is to change the way the pro-
jectiles affect the avatar. In a standard (virtual) world, the rockets harm those who are
close enough to the explosion. In the ‘‘crazy” world, the projectiles heal the victim by
the amount they would otherwise harm him. This drastically changes the optimal
strategy and the achievable fitness. The experiment is run for three minutes and after
the first minute, the world goes crazy and the effect of projectiles is changed. Note that
the non-idle action penalty is still unchanged. Apart from the inverse damage effect, the
experiment is the same as yzd experiment, that is, aiming with random y-distortion to
the floor below learner.
Figure 5.4 depicts the averaged runs of four SARN controllers compared to Q-
learning and baseline solutions.
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Figure 5.4. Performance of four SARN controllers with Q-learning and baseline solutions in experi-
ment where the environment change happens after the first minute (denoted by arrow).
As can be seen, the fitness grows rapidly after the environment change for all control-
lers. This is most evident for the idle controller - it still receives random shots but sud-
denly they become beneficial, yielding the best fitness of all the controllers, at least until
SARN-80 reaches its peak. All the adaptive controllers are able to improve their per-
formance in the new conditions, but are not generally able to come up with a strategy
which would outperform the idle controller. A better strategy would have to effectively
catch the rockets. Catching a rocket which is fired at a random target seems harder than
avoiding it as it requires better timing and more precise positioning.
Generally the SARN controllers with more stimuli outperform the ones with less
stimuli. Q-learning performs very well, reaching the performance of idle controller
around time 135s, but its performance than drops and stabilises around 1.2.
The SARN-hand performs worst of all SARN controllers. This might be caused by
the fact that more stimuli provide better chance to find a new stimuli relevant to the
actions in the new environment. However the more likely case is that controllers with
larger number of stimuli haven’t yet settled their weights when the environment change
occurs. We already know that the initial learning period takes longer when the number
of stimuli is larger. The next subsection will show that the latter is the case.
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5.3.1 Improving re-adaptability
In attempt to improve SARN re-adaptability, modifications of the SARN algorithm were
explored. It seems that there is not enough ‘‘willingness” to improve fitness of a SARN
controller, that already works well. After all, the only penalty that a controller receives
in the changed environment is the one for moving.
The first attempt was to introduce ε-greedy action selection to encourage exploration,
as it is used in the Q-learning controller. However, this did not improve performance - it
was only hurt by performing more random (and thus mostly non-idle) actions. The cause
is probably that one action alone does not have much chance to cause significant positive
feedback and thus be strengthened in the adaptation. Recalling that the only way to get
significant positive feedback in this experiment would be to catch the rocket. An inter-
esting extension of ε-greedy action selection would be to perform a whole sequence of
random actions instead - the length could naturally be the length of eligibility trace his-
tory, h. While this could enable the learner to discover beneficial associations that are
not achievable by one-step exploration, it would be even more costly. This idea was not
further explored in this project.
The first successful modification was to disable the winner strength parameter. While
it prevents unconstrained growth of the weights, it also seems to slow down unlearning
of bad habits. Or at least of the habits that became less effective than others due to
changed conditions. Results are shown in figure 5.5 later. Before that however, we will
describe another SARN modification.
Aging
This technique targeted to improve re-adaptation employs spontaneous forgetting.
The idea is that associations that are not currently used (and thus reinforced) shall be
slowly forgotten. Therefore, only the links that are being reinforced once in a while will
remain learned, the other will diminish. This should allow easier acquisition of new





w -= wAgingDelta //substract a constant from all action weights
w = max(0,w) //do not let whe weights fall below 0






The results for the two SARN variants modifications, no winner strength term (NW)
and weight aging with wAgingDelta=0.001 (aging) are shown in figure 5.5.
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Figure 5.5. Performance of modified SARN controllers in with the original SARN-40 in changing
environment. NW - no winner strength parameter, aging - added weight aging term. Aging and NW
with certain stimuli sizes are able to perform better than idle controller.
The environment change happens after the first minute (denoted by arrow).
Both NW and aging modifications are significantly better than regular SARN and
match the idle performance. There are some signs of outperforming the idle controller’s
fitness (SARN-40,80 NW and SARN-40 aging), but reliable projectile catching is not
achieved. Mean fitness of the best results of each method are compared in terms of mean
overall and (final) fitness in the following table:
mean fitness idle Q-learning SARN-80 SARN-80 (NW) SARN-hand (aging)
overall 1.135 1.052 0.995 1.053 1.148
final 1.419 1.185 1.289 1.451 1.398
While these SARN variants work better for this specific problem, they have problems
with long-term stability and should rather be seen as indications of current SARN
adaptation algorithm weaknesses. The fact that the standard SARN with winner
strength parameter performs worse shows that the details of SARN adaptation need to
be further tested and tuned. While the winner strength parameter is quite advantageous
for learning stabilisation, it is not yet well tuned for a wider range of problems. In its
current form it successfully prevents over-learning of good associations, but seems also to
slow down unlearning of these associations when it is necessary.
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The aging parameter indicates a possible extension of SARN, but in this raw form
has some problems. Most notably, the appropriate value wAgingDelta parameter is
problem specific. For this specific experiment, a value of 0.001 worked well, other values
did not. Another problem is that by flat forgetting, the rarely used but important associ-
ations will be lost and have to be learned again.
Another important aspect uncovered by this experiment is the importance of
boundary between positive and negative feedback. Current SARN implementation is not
able to judge whether the current strategy is good enough. SARN is eventually able to
adapt to the new environment properties and the aging variants do it faster. However
neither is able to develop a strategy that would reliably catch the projectiles. A possible
cause is that the ‘‘catch the rocket” task, compared to ‘‘avoid the rocket”, lacks punish-
ment. It is only punished for moving. However not for not catching the missile. In order
to be able to decide what is good or what is good enough, the controller would ideally
need to know maximal and minimal achievable fitness. Obviously, this is the kind of
information it will rarely have. However it could possibly keep track of the achieved
rewards, moving the boundary of positive/negative during learning. There is a risk of
introduced instability, but this topic is worth pursuing in future work.
In comparison, the Q-learning performs relatively well in the changed conditions. It
is mainly due to the fact that it does not care whether reward is good or bad - it only
estimates utilities of the state-action pairs. The comparison of the utilities makes one
action better than another. So when the environment changes, the new utilities will be
propagated after some time. Yet still, there is not sufficient exploration drive that would
lead to further improvement of the strategy in in the course of the experiment.
5.4 Conclusion
The experiments helped us to better understand SARN features and current limitations
related to stimuli size, environment changes and longer time scales.
The relation to Echo State Network still remains somewhat mysterious. In the per-
formed experiments, fitness achieved with ESN stimuli was comparable to the one
obtained when handcrafted stimulant was used. However what do the ESN stimuli mean
in the input space? How many of them are involved in the action selection? We will try




So far, the SARN algorithm has been mainly analysed from the outside, looking at
the results. We have seen that it works well for most of the performed experiments, but
not much was uncovered about the actual development process, especially when the ESN
stimuli ware used. In this section, the stimuli and internal development of the weights
will be studied. We will attempt gain some insight into the learning process during one
specific run. The sequence chosen for analysis is three minutes of yd experiment with
SARN-40 controller, that is SARN with stimuli from an ESN of size 40.
This chapter requires a good understanding of how inputs, the ESN and SARN are
connected and how the SARN weights adaption works. These topics were covered in sec-
tion 4.
While the properties of Echo State Network were not thoroughly studied yet, it is not
a goal of this work to study the isolated ESN on its own. The primary interest is how
the ESN works as a stimulant for SARN. Since SARN weights change in time, the ESN
and SARN can be seen as two coupled dynamic systems. Despite there being direct link
from actions to the ESN in the architecture itself, the chosen actions affect the avatar’s
behaviour. Thus the environment is affected and the changes are reflected in different
inputs that are fed back to the ESN.
We start by describing the observed behaviour in the first section. Then we will have
a quick look at the perceived stimuli in section 6.2. Because the interpretation of most of
the stimuli is unclear, we will turn to the developed action weights (section 6.3) to
identify the most important stimuli during the development. Having identified the
important stimuli and analysed development of their links for each action, we get back
to the stimuli interpretation in section 6.4. Using regression and analysis of inputs
weights, we will be able to link some of the stimuli to the input states. In section 6.5, we
put all the information together and attempt to explain the observed behaviour. The
final section 6.6 summarises what have we learned about SARN and its interaction with
the Echo State Network.
6.1 Observed behaviour
The learner initially learns stands still. After receiving the first hit, he starts moving
erratically. Within the first two rounds, he learns the first avoidance behaviour. This
consists of making three steps right and one left whenever the projectile is closing, no
matter where it aims. After one more round, the number of ‘‘fuzzy” unnecessary moves
is reduced and the maneuver is to take two steps right. After a while, it is hit by a pro-
jectile whilst within the evasion maneuver, because the projectile was aimed to the right.
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This triggers another change in learner behaviour and after few exploration rounds it
settles down in the state where it avoids projectiles by stepping twice to the left when
the projectile is aiming right from the avatar. When the attacker aims left from the
avatar, the evasion maneuver is to step right once and then back left twice. Interest-
ingly, this strategy works almost perfectly, because the avatar side-steps the projectile
just in time.
6.2 Perceived stimuli
This section serves mostly as a motivation for the next sections. The straightforward
approach is to look at the stimuli, identify what they mean and then relate them to the
adaptation and finally to the observed behaviour. As we will show, matters are not that




























Figure 6.1. ESN activity over 20 seconds. Each ESN node (y) is plotted as separate ribbon over time
(y). Height represents level of activity. We can identify rhythmic behaviour governed by the four pro-
jectiles fired in given period (two of the projectiles are marked by arrow).
Figure 6.1 shows how the nodes of random network respond to inputs received from
the environment. The high-level view tells us that the nodes show similar patter every
time a projectile is fired. The detailed picture behind activations is not clear. Most of
the nodes seem to do something potentially interesting. Which of them are relevant?
Fortunately, SARN identified them by reinforcing or weakening the links of stimuli rel-
evant to particular actions. That is why we now turn to the action weight development.
If we can identify the most relevant stimuli for SARN, we can later go back to specific
stimuli and try to uncover their relation to the inputs.
6.3 Action weight development
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Figure 6.2. Action weight development during three minutes of experiment (y axis). The connections
plotted are 40 for each action: idle, right and left respectively (x axis). The z axis corresponds to weight
value.
Figure 6.2 captures the whole process of the weights development. It contains a huge
amount of data - 40 connections for each of the three actions for every time tick in the
three minute run period. Still, some interesting properties can be identified. Over half of
the weights are not affected by the learning all, staying at the initial value of 0.5. This
means that for these weights, the corresponding stimulus is not relevant to the given
action. This can happen for two reasons. The more likely cause is that this stimuli was
neither strongly active (close to 1) nor strongly inactive (close to -1) and thus the action
weight was not modified at all. The second cause might be that this specific action
weight received both negative and positive feedback and those two evened out. This
would mean that this particular stimulus is of no use for deciding whether to perform
given action or not.
We can see that the big adaptation steps occur quite rarely and on a large number of
stimuli together. A closer look reveals that the affected area is usually one third of the
action weights. Those correspond to the rocket hits, affecting the action performed just
before the hit the most. Some of them are marked by arrow in figure 6.2.
We will now identify important weights and analyse them more closely.
6.3.1 Important action weights
The behaviour of the controller at the end of the run is most affected by the stimuli that
are relevant. Relevant in SARN means that they have a strong connection weight. To be
more precise, stronger than other weights. These are thus clearly to be counted as
important.
On the other hand, we are also interested in weights which are minimal: if the weight
was inhibited by a large amount, it means that associating given stimulus with that
action lead to negative feedback. The rest of weights will be close to initial strength,
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that is, 0.5. If they are not zero, why are they considered irrelevant? The fact is that
when action weight wsa between stimulus sn and action a has not been changed during
learning, the same is usually true for the other two weights for that stimulus, (leading to
other actions). If this is the case, that is ∀a1, a2:wsna1 =wsna2 for some stimulus sn, then






Based on these observations, we define the weight importance measure for stim-





i denotes action weight between stimuli s and action a at time i and t is the
duration of the run.
























































Figure 6.3. Selection of most important weights by weight importance measure dsa. Importance
measure weights for three actions is plotted, together with the boundary dsa > 0.2. Above the threshold,
there are six identified stimuli for idle action, three for right and seven for left.
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Figure 6.3 shows how measure dsa applied to all connection weights highlights the
most important stimuli. Each action is plotted separately, but all actions relate to the
same set of 40 stimuli. For further analysis, only the connections with dsa greater than
0.2 are considered important. This leaves us with six connections for ‘‘idle” action, three
for ‘‘right” action and seven for ‘‘left” action. In total, this involves only 10 stimuli,
because some stimuli are important for more than one action.
6.3.2 Development of identified weights
Having identified the interesting stimuli for each action, we can go back to figure 6.2,
which showed the action weight development. However this time, we will only look at
the identified important weights. The next three paragraphs contain separate plots for
each action. The stimuli, plotted on the x-axis are denoted by their index in the ESN.
The y-axis represents time and height on z-axis is the weight value at a given time. Note
that there are two important aspects. Firstly, we look at the strongest and weakest
weights at the end of the adaptation period. The strongest can be said to drive the
action selection. The weakened ones are also important, because the learner was pun-
ished for performing given action when the corresponding stimuli were active. Therefore
they represent some negative association, an environment state unsuitable for a given
action. Secondly, we look at the dynamics of the development, whether it is smooth or








































Figure 6.4. Development of important weights identified for the ‘‘idle” action. The x axis denotes
stimulus, y time and z the weight value. Two of the stimuli are inhibited, while four are reinforced and
those have highest impact on action selection.
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Weight development for ‘‘idle” action is shown in figure 6.4. The activation is mostly
driven by four stimuli 3, 11, 27, and 35. Another interesting case is stimulus 22 - is it
































Figure 6.5. Development of important weights identified for the ‘‘right” action. The x axis denotes
stimulus, y time and z the weight value. Two of the stimuli are inhibited. Only one is reinforced and
therefore has marginal impact on selection of this action.
The weights for the ‘‘right” action, shown in figure 6.5, exhibit the simplest dynamics
of the three. The action seems to have a single dominant stimuli, 17. We can hypo-
thesise that this stimulus corresponds to a closing rocket. Note that stimulus 22 is
severely weakened, as in the ‘‘idle” case. What can this stimulus mean in the input
space, if it is inhibited by actions that are usually mutually exclusive? Let us see
whether the same stimulus is also inhibited for the ‘‘left” action.
The ‘‘left” action








































Figure 6.6. Development of important weights identified for the ‘‘left” action. The x axis denotes
stimulus, y time and z the weight value. Out of the total 7 identified stimuli, two are inhibited (17 and
22, the same as in ‘‘right” action). Other five stimuli are reinforced.
The ‘‘left” action, depicted in figure 6.6, seems to have the most weights involved in
the development of all three actions. As for the other actions, stimulus 22 is inhibited. It
would seem that stimulus 22 is not important for action selection after all, because it is
inhibited for all actions. However the amount of inhibition differs (the final action
weights are 0.004, 0.26 and 0.091 for idle, right and left action respectively), so it is not
completely irrelevant to the action selection and it also probably played some role in cer-
tain stages of strategy development.
The ”left” action has again stronger connection to action 17 and weaker to 31 - as
the ‘‘right” action has. This means that actions ‘‘left” and ‘‘right” are driven by the
same stimuli, but ‘‘left” has some extra stimuli connections (2, 11, 35, 38) which make it
dominant over ‘‘right” in certain situations. The stronger links could also make it subor-
dinate if the stimuli were negative. However from the observed behaviour it seems that
the left action is preferred, therefore the stimuli are likely to be positive in situations
where decision between left and right is being made.
6.3.3 Summary
We have learned which stimuli are most important for which actions and which of them
6.3 Action weight development 59
drive the action selection. An interesting fact is that actions, even antagonistic ones, can
inhibit the same stimulus. Another remark that corresponds to the behaviour observed
in this and other runs is that right and left action share some stimuli and are therefore
quite close in the stimuli space. That means there is a sharp distinction between idle and
non-idle actions, but the boundary between left and right is much lower.
The dynamics of development of all three actions is quite similar. The changes of
each weight monotonically adjust it to one direction. The modifications occur usually in
quick large jumps, but slower smooth modification is also present. The jumps usually
occurred for more stimuli at one time together, quite often for all the important stimuli
for a given action.
This gives some insight into how action weights correspond to the behaviour observed
in the experiment. Yet it is still not known what the identified stimuli mean in the input
space - for which situations are they active or inactive. This is the aim of the next sec-
tion.
6.4 Interpretation of the stimuli
Now let us look how those identified stimuli react to the inputs to the ESN network.
After a quick look from a plane in the following subsection 4.2, we will get back to
the ground and apply regression technique (subsection 6.4.2). Then we will analyse the
ESN input weights in subsection 6.4.3. None of these gives complete understanding, but
combined together, we can outline some explanation of the agent behaviour and learning
process.
6.4.1 Direct interpretation
The task is as follows. Now we have identified which of the 40 stimuli are most
important for the adaptation and action selection. Those are 10 stimuli, corresponding
to activities of the ESN network nodes. Those activities are generated by four inputs,
that are fed into the network:
• p - boolean value specifying there is a projectile
• t - time to impact collision plane
• y, z - coordinates of impact in the collision plane
We want to identify how activity of particular stimulus relates to the state of the input
space. More precisely to a sequence of input states, because ESN is recurrent and pre-
serves some information from the recent previous states. We will start by looking at
those quantities plotted together over a time period.































Figure 6.7. This figure shows 20 seconds of stimuli activity, together with four received inputs that
drive theirs activity.
On the y-axis, the stimuli and inputs are plotted: stimuli 2-38 and four inputs - projectile present
p?, time to impact t, collision plane coordinates y and z.
x-axis denotes time and z-axis the input/stimulus activity.
Figure 6.7 shows activity of the stimuli together with the four inputs. There is a
periodical pattern, corresponding to activity of the boolean input ‘‘is projectile
present?”. This is not a surprise, all the other inputs are zero when p is zero. The fourth
input, z is de-facto a copy of the first in this component, because the attacker always
aims at the same height. So if p=1 (projectile is present), z is some constant.
This means that 75% of the network inputs have very similar patterns throughout
the experiment. The network echoes this by the waves of activity. The difficult question
is how the subtle differences, mainly in the y input are reflected in the stimuli. This
input must indeed be captured by some stimuli, because the SARN agent responds to
the direction of the rocket in the environment.
As is usual with the ESN, direct observation of the activity does not really explain
how the sequences inputs are mapped to the outputs. Still, the situation is not as incom-
prehensive as as it is for higher values of the ψ constant controlling recurrence. More
insight about the details of stimuli action will be gained by regression in the next subsec-
tion.
6.4.2 Linear regression
The simplest way to find dependencies between input vectors and output values is to
perform linear regression. For matrix of inputs i and vector of outputs s, the linear
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regression finds vector b such that mean squared error of residue vector ε is lowest:
s= bi+ ε
The matrix i in our case represents inputs during the time period and s represents stim-
ulus activities over that period.
The regression was done on only three input components (p, t, y), the z was not
included for reasons given in previous subsection. The resulting components of b for each
stimulus are shown table 6.1.
stimulus p t y error
2 − 0.35 − 0.57 0.10 0.18
3 − 0.75 − 0.22 − 0.29 0.01
11 − 0.80 − 0.20 0.04 0.01
17 0.62 − 0.15 − 0.53 0.48
22 1.40 − 0.54 0.04 0.15
24 1.08 − 0.67 − 0.42 0.52
27 − 1.69 1.63 − 0.04 0.55
31 1.18 − 0.39 0.23 0.25
35 − 0.21 − 0.67 0.07 0.24
38 0.15 − 0.04 0.78 0.39
Table 6.1. Linear regression coefficients for the given
stimuli together with residual error. The coefficients are
rounded to two decimal digits.
Where the error is small enough (2, 3, 11, 22, 31, 35), we can look at the absolute
value of each coefficient. If one or two input components dominates, we can assume that
the particular stimuli is driven by that input(s). This leads to the following summary
Stimuli 2 and 22 are driven by both p and t.
Stimuli 3, 11 and 35 are bound to t.
Stimulus 31 has dominant coefficient associated with the p variable.
There are also stimuli where the coefficient for y dominates (38) or is combined with
other inputs (24, 17), but in these cases the error is too high.
The results of linear regression can be taken as a guidance, but should not be overes-
timated. Linear regression is only capable of capturing linear dependencies. The recur-
rent ESN can combine the inputs in non-linear fashion and due to recurrence, the input
history is also relevant. We will gain some more clarification by analysing the ESN input
weights in the next subsection.
6.4.3 Input weights
Analysing recurrent ESN connections is out of the scope of this project. However we can
try to have a look at the input connections. Since the recurrence constant ψ for the used
ESN is not very high, the activity of at least some nodes should be significantly governed
by its inputs. If a node has strong connection from a particular input, the node’s activity
will be somehow affected by that input.
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Figure 6.8. Input connection weights of the selected ESN stimuli. Input weights are plotted for each
selected node (stimulus) separately. The x − axis denotes input (projectile present, time to impact, y
and z impact coordinate), y-axis the connection weight to given input.
Stimuli 2, 22, 24, 27, 35 and 38 have strong weights for some inputs, giving us some insight on their
activation. On contrary, no information about the remaining stimuli 3, 11, 17 and 31 can be obtained
from this plot.
Figure 6.8 shows input weights for all the ten identified stimuli. Some of the nodes
have all input connections close to zero (3, 11, 17 and 31). This gives us no information
except that there is something more complicated going on. Fortunately, the regression
analysis has shed some light on stimuli 3, 11 and 31, so we at least have some indices
even though it was not confirmed directly from the network topology. The weights give
us information about two important stimuli: 22 and 38
The inhibited stimulus 22
Connection weights of stimulus 22 give a hint as to why it is one of the most inhib-
ited stimuli for all actions. Since it has positive connection to p and negative to t, the
activity of the node is roughly y = p − y. This means that it will grow from about zero
towards one, reaching the maximum just when the projectile hits. Undoubtedly, this
makes the stimulus very relevant to the most important situations in the environment -
so either positively or negatively, all the actions must ‘‘state their positions” regarding
this stimulus. The major weight changes are in ticks close to the projectile impact,
which is when this stimulus is most active and thus it will receive more weight modifica-
tions than others. On the other hand, when does the avatar need to act, to evade the
missile? Not when hit. Before it. This explains why the connections from all actions are
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weakened and, most importantly, why the idle action has almost zero connection to this
stimulus. Sitting on the spot when projectile is about to hit is the worst we can do. Of
course, it is safe to sit on the spot when we have already performed an evasion man-
euver (as the y input would indicate). Recall that SARN has only linear capabilities -
this means it cannot combine stimuli in such a way.
Directional asymmetry - stimulus 38
The fact that stimulus 38 is the only one of the selected governed solely by y input
indeed confirms the hypothesis about the difference between left and right action
weights: Left action has strong connection to 38 whereas ‘‘right” does not. Using this
stimulus thus probably enables selection of avoidance direction depending on the pro-
jectile target.
6.5 Putting the mosaic together
Combining results from weight development and input-stimuli relationship, we can now
try to answer some of the questions that have risen rose about particular stimuli. We
will interpret the observed behaviour in terms of stimuli and action weights.
We have have only limited understanding of correspondence between inputs and the
ESN stimuli activities. For example activations of stimuli 3, 11 and 17 remain a mystery,
even though they seem to play some role in action selection. We studied each stimuli
separately, but for action selection, these stimuli are combined together. However gen-
eral hypothesis about the action activation can be proposed.
The idle action has two strong stimuli which are not shared with other actions: 3 and
27. The interpretation of 27 is clear: it is active when the projectile is far away . Results
from linear regression (not verified in the ESN topology) suggest strong negative associ-
ation of stimulus 3 with input p. This stimulus might thus add the second important
part to idle action invocation: do nothing when no projectile is in the environment.
Recall that action-stimuli weights have only positive values. So for staying idle when p=
0, we need stimulus that is positive when p = 0 and negative (or low) otherwise. So the
two stimuli uniquely relevant to idle action are likely to be responsible for its dominance
when projectile is not present or is still far away enough.
As for the non-idle actions, the situation is less clear. This is mostly because we
know a few about stimulus 17, which is the only identified reinforced stimulus
for ‘‘right”action and is also shared with left action. Detailed look at its activity (figure
6.9) indeed ranks it as the most strange of the interesting stimuli.













activity of stimuli 17
Figure 6.9. Detailed look at activity of important but mys-
terious stimulus 17. The patterns of activation vary.
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The question is how the ‘‘right”action realises timing. Either it is via the stimulus
17. Both direct plot and regression analysis show that it appears to be related to pro-
jectile closing, but it is not solely driven by t alone. Alternatively the ‘‘right” action does
not perform timing and relies on higher activation of the idle action. Either way, ‘‘right”
seems to be activated whenever it has higher activation than ‘‘left” due to current pro-
jectile target, y.
The timing of ‘‘left” action is more clear as it makes use of stimuli 2, 3 and 35. All
three have similar activation pattern. Zero when there is no projectile and negative when
projectile is far away. The activity grows larger as projectile gets closer. The exactly
tuned weights to these stimuli probably play the crucial role in switching between
waiting until the projectile gets closer (idle) and stepping (left) when it finally
approaches. We can also see why more than one step to the left is performed, even
though a single one would be sufficient for the avoidance: all the three stimuli grow until
the projectile disappears from the environment. This includes a period when it is already
too late for avoidance maneuver. So by adjusting the time of first step so that the eva-
sion starts early enough, the ‘‘left” action suffers the by-product of moving when it is no
longer necessary. Perhaps a higher penalty for moving could help to combine the timing
information with some stimulus that would inhibit ‘‘left” activity after the relevant
avoidance time.
The role of stimulus 38 seems to be to trigger action ‘‘right” when the projectile aims
left from the learner. It makes ‘‘right” win over ‘‘left”, because it gives negative contri-
bution when y < 0. However as soon as the step is taken, y is no longer negative
thus ‘‘left” becomes dominant again. Another step back right does not occur, because of
other stimuli exciting ‘‘left” (recall growing ‘‘left” activation due 2, 3 and 35 as projectile
gets close).
6.5.1 Adaptation dynamics and action selection
The dynamics of learning, development of the action-stimuli weights can be described as
monotonous process of adjusting weights of stimuli relevant to a given action. It is inter-
esting how this is reflected in the actual behaviour performed by the agent. The
observed strategies went through various stages. Due to the winner-takes-all action selec-
tion, even a slight change in action weights can cause one action to outperform the cur-
rent winner and cause quite radical change in behaviour. The action weight changes
would have different impact on behaviour when other techniques such as soft-max action
selection are employed.
6.6 Lessons
The explanation of SARN-ESN controller behaviour is not easy, even on a simple task
with three actions.
By detailed analysis, we were able to outline how the controller produces the
observed behaviour. The most difficult part is to relate the ESN stimuli to environment
states and to uncover how a number of stimuli combined together affect the activation of
an action. We could go further and test the hypotheses about the concrete stimuli-action
mappings in the environment. However exact understanding of one SARN instance in
one run at one particular time is not the aim.
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The crucial result of this analysis are the observed techniques utilised by SARN to
tune action selection performance. We have seen that SARN is able to identify relevant
stimuli, inhibit relevant but harming stimuli and make use of both positive and negative
stimuli activation. Some of the consequences of the fact that SARN does not have the
power to make use of stimuli beyond linear combination were identified. In fact, because
the action weights can only be positive, SARN can not make use of negated stimulus.
Thus it can operate with positive linear combination of the stimuli vector s, that is a =
b ′s where b∈ [0, 1]l.
The identified properties will help in future extensions of SARN as well as in
improving the basic adaptation algorithm.
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Chapter 7
Discussion and future work
The concluding chapter consists of discussion, suggestions for future work and conclu-
sion.
7.1 Discussion
The main achievements of SARN are the significantly reduced teacher involvement
before and during the learning process and its applicability to real-time domains with
continuous inputs, compared to standard reinforcement learning techniques. We will dis-
cuss these two in separate subsections.
7.1.1 Teacher involvement
For a problem where inputs and outputs (actions) are specified, The role of the teacher
in SARN consists of choosing the stimulant and providing feedback.
The feedback needs to tell the agent whether his recent actions were good or bad.
This is generally a higher requirement than just supplying reward, because the teacher
has to specify the threshold for what is good (enough). On the other hand, for some
tasks, especially on the lower level of the control hierarchy, this might be more con-
venient than specifying rewards for every state. As shown in the yd and yzd experi-
ments (section 4.5), the feedback need not necessarily be smooth to guide the learning
progress.
The role of the stimulant is a more complicated one. When it is designed by hand,
the task is similar to designing state discretizer. Designing a stimulant will probably
have similar difficulties as discretization, because it is up to the teacher to
identify ‘‘interesting” parts of the input state and create stimuli that capture them. For
stimulant design it is not crucial to minimise the number of stimuli as it is to minimise
the state space in discretization. This is because SARN is able to automatically identify
the relevant ones. In the example application, design of the discretizer was harder than
the handcrafted stimulant, because extra artificial time states had to be created to
enable successful learning. Nothing comparable is present in the handcrafted stimuli and
SARN is still able to perform better than Q-learning in the experiments.
The most important feature of SARN is that it is able to utilise automatic stimulant
from Echo State Network. We cannot say that every ESN will work out-of-the box for
every problem, as some input normalisation will probably have to take place. Addition-
ally, because the weight initialisation techniques are not yet well developed, the proper-
ties of different echo state networks created with the same parameters will vary. This is
especially apparent for smaller random core sizes below 50. There was not enough time
to perform comparative tests, but the expectation is that the performance of SARN will
vary when using different ESN cores. The problem can be overcome by more biased ESN
choice for the specific problem or by using larger number of nodes (80 or more, but this
depends on the number of inputs and amount of recurrence needed). Despite this,
SARN-ESN is an algorithm with uniquely low teacher involvement in the whole process
of applying the technique to a particular problem.
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The experiments performed provide enough evidence to make SARN an interesting
technique to apply in various domains. However they are far to simple to claim that
SARN will scale well to more difficult environment settings. Most notably, the informa-
tion supplied in the missile avoidance task makes it very easy to develop a good avoid-
ance strategy, without the need to further process the inputs. Also, the number of
actions is low. Some initial experiments allowing the learner to jump and duck were suc-
cessful, but these are subject to ongoing work.
7.1.2 Applicability
What can be said about the range of problems SARN is expected to be good at?
For SARN itself, when stimulant is already given, the adaptation algorithm is able to
identify stimuli that lead to positive feedback and combine them in a positive linear
fashion to select actions. This is done quite rapidly and thus is suitable for real-time
deployment. The solutions found by SARN are by no means guaranteed to be optimal
and unless negative feedback is received, the algorithm will not search for better solu-
tions. Compared to common reinforcement learning techniques, no convergence theorems
exist for SARN.
The ESN stimuli substitute for the low computing power of the SARN action
selector. This is similar to what the original ESN contributed to recurrent neural net-
work learning: the random network provides enough interesting percepts, so that for the
output layer only a single layer of neurons suffices, which is much easier to learn.
Therefore, the applicability of SARN-ESN is largely derived from the properties of
ESN. The ESN is a recurrent non-linear network with limited memory. SARN-ESN is
thus expected to be good for real-time continuous inputs in tasks where fast adaptation
is required. Neither SARN nor the ESN possess long-term memory except for the
learned stimuli-action associations. Therefore tasks which are supposed to require such
ability are not well suited for SARN.
These properties position make SARN best for the lower level tasks where relatively
direct links between inputs and output exist and (possibly delayed) feedback is available.
7.2 Future work
In this section, possible future directions and algorithm improvements are briefly out-
lined.
7.2.1 Combining with higher-level algorithms
The most important goal is to embed SARN within a full-featured controller. In the
game environment, it could be quite easily integrated with hand-coded scripts dealing
with higher level tasks such as team strategy and path-planning.
Other interesting applications would be inside plan- or logic- based robot controller.
SARN should be well suited to low-level behaviours.
7.2.2 Algorithm improvements
The experiments in sections 5 and 6 uncovered many possible algorithm improvements.
Here is a brief list of them:
• tuning of the weight update rule (especially the winner strength parameter)
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• implementing aging terms
• auto-normalising feedback given past performance
• making SARN capable of negating a stimulus
7.2.3 Stimulant
Comprehensive statistics need to be collected about variance of performance of SARN
with different random ESN networks with the same topology.
Alternative ways for automatic stimulant exist. For some problems, a non-recurrent,
possibly random transformation of the input space could be sufficient. The stimulant
could also make use of automatic clustering techniques like Kohonen Network[10] to
identify interesting parts of the input.
The results of automatic state discretization techniques, developed for other rein-
forcement learning techniques, could be used. There would be one stimulus for each state
of the discretized space and its activation would be computed by a distance metric on
the input space.
7.2.4 Analysis
Methods to analyse the weight development and stimuli could be extended. The identi-
fication of the important weights might include a term for the rate of change of a given
weight during the course of algorithm. This would enable better understanding of the
learning dynamics.
For smaller inputs states as in our case, sampling techniques could help to identify
the relation of input space to the ESN stimuli. The problem is that the number of points
that need to be sampled would be large because of the fact that the ESN is affected by
input history. Having at least roughly identified the areas of input state that correspond
to highest and lowest activation of a given stimuli would greatly help understanding of
the SARN behaviour on specific problems.
7.2.5 Human opponent
It is interesting that SARN-ESN is capable of learning full avoidance with the attacker
controlled by a human7.1 player. The automatic attacker does not focus directly on the
shortcomings of learner’s current strategy. However when we, for example, purposely
teach the bot to be aware of the direction of the projectile, he will learn to step away
from it. Since the projectile direction-unaware avoidance strategy has an obvious flaw,
aiming slightly left (or right) hits the evading learner and gives him a valuable negative
example. Repeated counter-examples enable the bot to learn a better strategy. When
the learner acquires the new behaviour, he actually becomes quite hard to hit. We no
longer fully ‘‘see into his brain” and therefore he can surprise us by novel evasion man-
euvers.
This kind of ‘‘external” human teacher involvement should not be considered neg-
ative as in the case of pre-processing. It does not require the teacher to be expert on the
algorithm. The teacher guides learner by providing conscious counter-examples. This is
much closer to human learning.
7.1. In fact the author of this work is not exactly a human, but for the sake of argument, we can assume so
without loss of generality.
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7.2.6 Outputs
The fact that we use discrete actions is important for the current SARN adaptation
algorithm. We use it to identify the stimuli-action associations to be rewarded. A pos-
sible improvement towards more relaxed actions would be to allow parallel actions to be
executed simultaneously. We would reinforce/weaken all the stimuli and actions that
were active at the time. Of course, this enables some actions to take ‘‘free ride” with the
important ones and get reinforcement.
An additional extension would be to enable actions to express the degree of activity.
The Hebbian reinforcement would still be applicable. This would be a step towards con-
tinuous outputs of the controller.
7.3 Conclusion
The main goal of developing real-time learning which is able to operate on-line given
reinforcement feedback was reached. The SARN algorithm performs well in range of
experiments and requires much less information from the teacher than comparable
algorithms. However both SARN and the Echo State Network that is used for pre-pro-
cessing are young and need formal analysis and experiments to be performed in real-
world scenarios to test the robustness and scalability.
The developed methodology seems to have a good potential for real-time environ-
ments like robotics and game development. The Unreal Mod created for experiments
allows the human player to play against a bot controlled by the SARN algorithm. While
it cannot be used as a full-featured opponent in the current form, it demonstrates the
potential of artificial intelligence techniques in computer games.
Movies from the environment and the electronic version of this document can be
found at http://op.matfyz.cz/sarn.
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The environment code and automatic runs were implemented inside Unreal in UScript
Language. All the control and learning algorithms were implemented in a C++ client
interfacing with Unreal. Controlling bots from C++ via socket is not a real necessity -
the learning algorithms could be implemented in UScript as well. I am not sure how fast
would that implementation be (UScript is about 10 times slower than C++), ESN might
be a problem.
A.1 Socket interface
The bot controlling interface is realised as a control loop where each time tick, the
Unreal bot sends inputs to the sockets and reads the action to perform from the socket
afterwards.
A.1.1 Unreal→ controller




◦ state (crouching, jumping)
• Projectile info (if a projectile is present in the environment)
◦ time to impact collision plane (t)
◦ coordinates of the expected impact (y, z)
A.1.2 Controller→unreal








A.2 Unreal side (UScript)
The Unreal side runs the experiment and provides server-side implementation of the
TCP socket interface (described in A.1) for controlling the learner bot.
The diaagram of main classes is depicted on figure A.1.
Figure A.1. UML diagram of the core Unreal classes.
The OPParameters object stores all information needed to alter experiments. It can
be configured from a config file. The parameters include experiment timing and shooting
distortion.
The OPDMGame class is derived from unreal deathmatch game type. It prepares
(spawns) the learner bot and attacker bot (or enables human player to log in as
attacker). After spawning the bots, the game waits until attacker bot has a connection
to the contolling sockets, sets up experiment and runs it for the specified duration.
The OPCommonBot provides common bot features needed for experiments. The main
part consists of disabling some of the standard Unreal bot behaviours inerhited from
xBot.
The OPAttackerBot class implements the attacker’s behaviour - shooting at the
target (learner bot) with distortion and timing given in OPParameters.
The majority of Unreal code is contained in the OPBot class. It implements the server
side of socket interface. That involves gathering the current status and projectile inform-
ation and sending it to the socket and receiving commands and executing them. The
OPBot runs in fixed time steps. The information about approaching projectiles is accu-
mulated using ReceiveProjectileWarning event.
A.2.1 Comments on using Unreal Engine
Running the server
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It is possible to download a command-line dedicated server and run experiments on
it. This is useful for entertaining clusters with large experiment batches.
The convenient thing is that Unreal graphic client can be used to log into the experi-
ment and spectate.
Experiments faster than real-time
It is possible to run experimment in speeds faster than real-time, but the maximum
possible speedup is roughly 80T , where T denotes time tick. To use his feature, the tick
rate and speedup must be set in UT2004.ini as follows below and the server must be tun





The game will adjust game tick duration according to some formula which is not
based on CPU load (the load is still slow when Unreal ticks start to take longer time).
Without access to the source code, it is probably to run UT in fixed time tick duration
and/or maximum possible CPU utilisation, but maybe I missed some parameter.
The fact that fixed frame rate cannot be said is unfortunate, because especially when
experiment is run at accelerated speed, other processes in the system may (and will)
cause unreal server to miss some sheduler time and the result will be prolonged duration
of game tick.
A.2.2 Alternative engines
At the time when this project was started, Unreal 2004 (using Unreal Engine 2.5) was
considered the best choice, because it was one of the lastest engines with the bot
developer community was already estabilished (unlike Doom 3 and Half-life 2). Further-
more, Stefan Jacobs’s ReadyBot PROLOG/GOLOG implementation[8] contained a good
start for designing socket control interface.
Unreal also has a relatively good Linux support and relatively good accessibility to
modding. Whole UScript source is provided, which means that every high-level feature
can be modified. This includes almost everything needed for bot development, but for
example path-planning is in native C++ code and thus there is no way to modify is a
without licence.
The recent release of Quake 3 under GPL makes it an interesting alternative, because
even though the engine is older than Unreal 2.5, the full source is priceless. Id software
engines, as always, have a full Linux support.
A.3 Client controller side (C++)
The C++ client implements all the control and learning algorithms.
The socket control interface abstraction is provided by class Bot. It allows the des-
cendants to access information about current state of the avatar and approaching pro-
jectiles, as sent by the server. The output of the controller, actions to perform, are also
abstracted by Bot.
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The descendant of Bot, ActionStateBot class, is an abstract class that translates
interface provided by Bot to a problem-independent language of actions and states. That
is done by discretising actions and states to integer values by pluggable ActionDiscret-
isers and StateDiscretisers. Note that descrendants may choose not to use StateDiscret-
iser. For that purpose, the Info structure from Bot, representing input space, is acessible.
The inerhitance hierarchy is depicted in figure A.2.
Figure A.2. Bot class hierarchy.
Apart from baseline controllers (IdleBot and RandomBot), the descendants of
ActionStateBot are the QBot and SARNBot.
QBot is an implementation of standard Q-learning algorithm.
SARNBot contains the implementation of SARN. For stimuli, it uses the pluggable
Stimulant interface. As is shown in figure A.3, two basic implementations exist. The
HandStimulant contatins problem-dependent stimuli designed by hand. ESNStimulant is
a problem-independent stimulant, where stimuli are Echo State Machine Nodes. The
ESN is fed by vectorised inputs each time tick.
Figure A.3. Stimulant interface implementations.
The SARN algorithm implementation reflects the description in section 4.2. The
main parts are contained in the receiveFeedback function, which iteratively calls adapt
for each action in the history with discounted strength, depending on the position (time
step) in the history array. The adapt function realises the actual weight updating for
given action and context.
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