Abstract. An infinite Markov system {f 0 , f 1 , . . . } of C 2 functions on [a, b] has dense span in C [a, b] if and only if there is an unbounded Bernstein inequality on every subinterval of [a, b]. That is if and only if, for each [α, β] ⊂ [a, b] and γ > 0, we can find g ∈ span{f 0 , f 1 , . . . } with g [α,β] > γ g [a,b] . This is proved under the assumption (f 1 /f 0 ) does not vanish on (a, b).
The principal result of this paper will be a characterization of denseness of the span of a Markov system by whether or not it possesses an unbounded Bernstein Inequality. In order to make sense of this result we require the following definitions. The additional assumption that (f 1 /f 0 ) does not vanish on (a, b) is quite weak. It holds, for example, for any ECT system. Note that f 1 /f 0 is strictly monotone if M is a Markov system. The proof requires examining the Chebyshev polynomials associated with a Chebyshev system. These we now discuss.
Definition 1 (Chebyshev System
)
Definition 2 (Markov System
Suppose
H n := span{f 0 , . . . , f n } is a Chebyshev space on [a, b] . We can define the Chebyshev polynomial
where the {a k } n−1 k=0 are chosen to minimize
and where c is a normalization constant chosen so that
We will call T n the associated Chebyshev polynomial for H n . This is a unique "generalized" polynomial in span{f 0 , . . . , f n } that alternates between ±1 exactly n + 1 times and has exactly n zeros on [a, b] . With f i := x i , this generates the usual Chebyshev polynomials. These equioscillating polynomials encode much of the information of how the space H n behaves with respect to the supremum norm. See [2] , [3] , [4] and [6] .
is then a Chebyshev system. So there is a sequence {T n } of associated Chebyshev polynomials where, for each n, T n is associated with H n . These we call the associated Chebyshev polynomials for the infinite Markov system M.
is a Markov system again with the same span as M.
In [2] we showed that the span of a
and only if the zeros of the associated Chebyshev polynomials are dense. To state this result, which we will need, we require the following notation.
Suppose T n has zeros a ≤ x 1 < x 2 < · · · < x n ≤ b, and let x 0 := a and x n+1 := b. Then the mesh of T n is defined by
For a sequence of Chebyshev polynomials T n from a fixed Markov system on
as follows from the interlacing of the zeros of T n and T n+1 (see [6] ).
Our main result requires the following theorem from [2] .
b] in the uniform norm if and only if
M n → 0
(where M n is the mesh of the associated Chebyshev polynomials).
The next result we need shows that in most instances the Chebyshev polynomial is close to extremal for Bernstein-type inequalities.
Proof. Let a = y 0 < y 1 < . . . < y n = b denote the extreme points of T n , so
Let y k ≤ x 0 ≤ y k+1 and 0 = p n ∈ H n . If p n (x 0 ) = 0, then there is nothing to prove. So assume that p n (x 0 ) = 0. Then we may normalize p n so that
and sign(q n (x 0 )) = sign(T n (x 0 )).
If the desired inequality does not hold for p n then for a sufficiently small > 0
will have at least 3 zeros in (y k , y k+1 ). But h n has at least one zero in each of (x i , x i+1 ). Hence h n ∈ H n has at least n + 2 zeros in [a, b], which is a contradiction.
We need the following technical result concerning Chebyshev polynomials. 
Once again we treat the first case, the second one is analogous. Since each For the second inequality, by [8] 
Again we treat only the first case, the second one is analogous. Then for every K > 0 there is N so that for every n i,7 ≥ N we have
which is a contradiction. 
Lemma 2. Suppose
where the first constant arises since
is uniformly bounded on [a, b] and the second constant comes from the bounded Bernstein inequality for f . [a,b] is uniformly bounded for every h ∈ span M. Suppose h n → g, h n ∈ span M. Then we can choose n i so that
for some constant c independent of i, if follows that g is differentiable on [α, β]. 
and M D is once again an extended complete Markov system of C ∞ functions (see Nürnberger [5] ). We define the differential operators D (n) (f ) for n times differentiable functions f by a, b] in the uniform norm then so is span M. The "if" part of the next theorem can be proved from Theorem 1 by induction on n, while the "only if" part is obvious. Suppose that M, as in Corollary 2, has the property that span M fails to be dense in the uniform norm on any proper subinterval of [a, b] , as in the case of Müntz systems
Then the uniform closure of span M on [a, b] contains only functions that are C ∞ on a dense subset of [a, b] . In this non-dense Müntz case the closure actually contains only analytic functions on (a, b) (Achiezer [1] , Schwartz [7] ).
We record one final corollary.
Proof. The inequality
holds for any
See [3] . This together with Theorem 1 gives the "only if" part of the corollary.
In [3] the Chebyshev "polynomials" T n (of the first kind) and U n (of the second kind) for the Chebyshev space span 1, 1 x − α 1 , . . . , 1 x − α n are introduced. Properties of T n (t) := T n (cos t) and U n (t) := U n (cos t) sin t established in [3] include (1) T n R = 1 and U n R = 1,
T n (t) 2 + U n (t) 2 = 1, t∈R,
T n (t) = − B n (t) U n (t), t∈R,
U n (t) = B n (t) T n (t), 
