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Let K be the scalar ﬁeld of all real or complex numbers, let  µ be a σ-ﬁnite
measure space, and let LµK be the algebra of the µ-equivalence classes of all
K-valued µ-measurable functions deﬁned on  µ. LµK is a topological
algebra over K when endowed with the topology of convergence locally in mea-
sure; topological modules over this topological algebra LµK (brieﬂy, LµK-
topological modules) are an extensive class of topological modules, which arise
naturally in the course of the study of the theory of probabilistic normed spaces.
The purpose of this paper is to show that an arbitrary regular LµK-topological
module admits enough canonical module homomorphisms if and only if all of its
quasi-free submodules of ﬁnite rank are complemented in the sense of topological
modules.  2001 Academic Press
1. INTRODUCTION AND THE MAIN RESULT OF
THE PAPER
First, let us recall some known terminologies concerning topological
modules. In the paper, K always denotes the scalar ﬁeld of all real or
complex numbers.
580
0022-247X/01 $35.00
Copyright  2001 by Academic Press
All rights of reproduction in any form reserved.
an LµK-topological module 581
Let A be an associative algebra over K (brieﬂy, a K-algebra) with an
identity.A is called a topological algebra ifA is a Hausdorff linear topologi-
cal space over K such that the algebra multiplication operationA×A→ A
is jointly continuous relative to the natural product topology. A left mod-
ule M over an algebra A (brieﬂy, an A-module) is said to be a topological
module if A is a K-topological algebra and M is a Hausdorff linear topo-
logical space over K such that the module multiplication A ×M → M is
jointly continuous with respect to the product topology.
Two A-topological modules M1 and M2 are said to be isomorphic in the
sense of topological modules if there exists a module isomorphism j from
M1 onto M2 such that j is simultaneously a linear homeomorphism when
M1 and M2 are regarded as linear topological spaces.
Given an A-topological moduleM , a continuous module homomorphism
from M to A (A can be regarded as a topological module over itself) is
called a canonical module homomorphism onM;M is said to admit enough
canonical module homomorphisms if for each nonzero element p in M
there exists at least one canonical module homomorphism f on M such
that f p is a nonzero element in A.
Canonical module homomorphisms are usually a very powerful tool for
the development of topological modules. For example, linear topological
spaces are a typical class of topological modules; in this case, continuous
linear functionals are just canonical module homomorphisms which make
the theory of locally convex linear topological spaces deeply developed,
since locally convex linear topological spaces admit enough continuous lin-
ear functionals. Generally speaking, it is very difﬁcult to characterize topo-
logical modules admitting enough canonical module homomorphisms. In
the present paper, we completely solve the characterization problem for all
regular LµK-topological modules.
Throughout this paper,  µ denotes a σ-ﬁnite measure space.
Let A be an arbitrary measurable subset of , i.e., A ∈ ; then
LAµK denotes the set of the µ-equivalence classes of all such
K-valued µ-measurable functions ξ deﬁned on  µ that ω in
ξω = 0
 ⊂ A. Especially when A = , we denote LAµK by
LµK. For the terminologies such as µ-equivalence classes, we refer the
reader to [9]. It is well known from [9] that each LAµK is an asso-
ciative, commutative K-algebra under the ordinary scalar multiplication,
addition operation and multiplication operation on µ-equivalence classes.
Deﬁning the quasi-norm · on LµK by
ξ =
∞∑
n=1
1
2nµAn
∫
An
ξω
1+ ξωµdω
for any ξ in LµK, where An
 is an arbitrarily chosen countable mea-
surable partition of  such that 0 < µAn < +∞ for each n, it is easy to
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see that the quasinorm · naturally induces a metrizable linear topology
on LµK with the local neighborhood base Vθλλ > 0
 at the null
element θ, where Vθλ = p ∈ LµK p < λ
, and that ξn − ξ →
0n → ∞ iff ξn
 converges locally in measure to ξ, i.e., ξn
 converges
in measure to ξ on every A in  satisfying µA < +∞. In particular
LµK is a topological algebra when endowed with this topology of con-
vergence locally in measure. It should be remarked that when µ is ﬁnite,
the topology of convergence in measure and the one of convergence locally
in measure coincides on LµK, but when µ is an arbitrary σ-ﬁnite mea-
sure the two topologies can be considerably different from each other. A
counterexample in [9] shows the former, sometimes, is not necessarily a
linear topology, although it is always a metric topology. In this paper, we
always assume that LµK is endowed with the above-stated topology of
convergence locally in measure.
Given a module M over an algebra A, and a subset G of M , then M is
said to be generated from G if every element m in M can be represented
in the form m = ∑ni=1 ai · gi, where ai ∈ Agi ∈ G, and 1 ≤ i ≤ n for
some positive integer n. G is called A-independent if for any ﬁnite subset
g1 g2     gn
 of G,
∑n
i=1 ai · gi = θ (the null element in M) implies
ai = θ (the null element in A) for all i 1 ≤ i ≤ n. If M is generated from
an A-independent G, then M is called free. M is called a free module of
ﬁnite rank if the generating set G is A-independent and ﬁnite. A linear
subspace N of M is called an A-submodule if a · g ∈ N for any a in A and
g in N .
Because of the peculiarities of the algebra LµK, we can introduce
Deﬁnition 1.1.
Deﬁnition 1.1. Let M be an LµK-module. A linear subspace
N of M is called a quasi-submodule of M if there exists some A in 
such that the limitation of the module multiplication LµK ×M → M
to LAµK × N makes N an LAµK-module. If, in addition, this
LAµK-module N is a free module of ﬁnite rank, then N is called a
quasi-free submodule of ﬁnite rank. Since the identity of algebra LAµK
is I˜A, where I˜A is the µ-equivalence class determined by the characteristic
function IA of A, a quasi-submodule N must be an LµK-submodule;
in fact, for any q in N and any ξ in LµK, one can easily see that
ξ · q = ξ · I˜A · q = ξ · I˜A · q ∈ N since ξ · I˜A belongs to LAµK.
Let M be an LµK-topological module and let N = ξ · pξ ∈
LAµK
 be a quasi-free submodule of rank 1 generated by the
LAµK-independent singleton p
. Then A is unique in the sense
of µ-equivalence. In fact, if there exists another B ∈  such that p

is also an LBµK-independent singleton and ξ · pξ ∈ LBµK
 is
a quasi-free submodule, then since I˜A · p = p = I˜B · p, one can have
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I˜A∩B · p = I˜A · I˜B · p = p = I˜A · p = I˜B · p, and hence I˜A = I˜A · I˜B = I˜B,
namely µAB = 0, where AB = A\B ∪ B\A denotes the sym-
metric difference of A and B. M is called regular if its every quasi-free
submodule of rank 1 with its shape as N is isomorphic to LAµK in the
sense of topological modules. In Section 3, we will see that regularity is
not an unduely restrictive requirement.
Before stating our main result, we need to introduce another terminol-
ogy: given an A-topological module M and an A-submodule N of M , we
say that N is complemented in the sense of topological modules if there
exists a continuous module homomorphism T from M onto N such that
T 2 = T . In this paper, our objective is to prove Theorem 1.1.
Theorem 1.1. Suppose M is an arbitrary regular topological module over
the topological algebra LµK. Then M admits enough canonical module
homomorphisms if and only if all of its quasi-free submodules of ﬁnite rank
are complemented in the sense of topological modules.
When  µ is a trivial probability space, i.e.,  = 
 and
µ = 1, Theorem 1.1 automatically degenerates to a classical result:
a linear topological space admits enough continuous linear functionals iff
all of its ﬁnite-dimensional subspaces are complemented in the sense of
linear topological spaces (see [10]). The proof of Theorem 1.1 not only is
more involved than that of the above classical result but also needs many
new techniques and constructs which come from the newly developed the-
ory of random seminormed modules (see Section 3). Random seminormed
modules are an important class of regular LµK-topological modules,
which arise naturally from the study of the theory of probabilistic normed
spaces.
In Section 2 of this paper, we introduce some necessary backgrounds
and preliminaries; Section 3 of this paper is devoted to the proof of
Theorem 1.1.
2. BACKGROUNDS AND PRELIMINARIES
The background of our work in a series of recent papers [6–8, 11, 12]
is closely connected with the development of probabilistic normed spaces.
Probabilistic normed spaces are linear spaces in which the norm of each
vector is an appropriate probability distribution function rather than a num-
ber. Such spaces were ﬁrst introduced by Sˇerstnev in 1963 [1] and recently
redeﬁned by Alsina et al. in 1993 [2]. The new deﬁnition is adopted in a
slightly general form. In this paper, + = F  −∞+∞ → 0 1F is left
continuous on R = −∞+∞, nondecreasing on −∞+∞ F0 = 0
and F+∞ = 1
D+ = F ∈ +  limx→+∞ Fx = 1
. + is partially
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ordered by the usual pointwise ordering of functions and has both a maxi-
mal element ε0 and a minimal element ε∞, given, respectively, by
ε0x =
{
0 x ≤ 0,
1 x > 0,
and ε∞x =
{
0 x < +∞,
1 x = +∞.
For other terminologies such as triangle functions and the modiﬁed levy
metric dL, see [4].
Deﬁnition 2.1 [2]. A probabilistic normed space (brieﬂy, a PN space)
over K is a quadruple S  τ τ∗, where S is a linear space over K, τ and
τ∗ are continuous triangle functions, and  is a mapping from S into +
such that (writing Fp for  p), for all p q in S, the following axioms are
satisﬁed:
(PN-1) Fp = ε0 iff p = θ (the null in S);
(PN-2) Fap = Fp for all a in K such that a = 1;
(PN-3) Fp+q ≥ τFp Fq;
(PN-4) Fp ≤ τ∗Fap F1−ap for all a in 0 1.
The two important triangle functions τM and τW are merely used in this
paper and deﬁned as
τMFGx = sup
t∈01
minFtxG1− tx
τW FGx = sup
t∈0 1
maxFtx +G1− tx − 1 0
for all FG in +, and x ∈ −∞+∞.
As shown in [2], when τ∗ = τM and equality holds in (PN-4), then this,
together with (PN-2), is equivalent to the condition Sˇ Fapx = Fp xa 
for all a = 0 in K, p in S, and all x in −∞+∞. Thus Sˇerstnev’s PN
space, i.e., a triple S  τ satisfying (PN-1), (PN-3), and Sˇ, is covered
in Deﬁnition 2.1.
A PN space S  τ τ∗ is usually endowed with the strong topology,
which is induced by the system of neighborhoods Vpλp ∈ S λ > 0
,
where Vpλ = q ∈ SdLFp−q ε0 < λ
. As shown in [3], S, with this
topology, is a metrizable linear topological space under a simple yet not
unduly restrictive condition. It is easy to see that a Sˇerstnev PN space
S  under τM is a locally convex linear topological space if Ran  ⊂
D+. Generally, a PN space is no longer a locally convex linear topological
space, and even on such a space there are no nonzero continuous linear
functionals. Thus the theory of classical conjugate spaces fails to serve the
deep development of PN spaces; this is probably the main reason why the
theory of PN spaces has not been deeply developed yet.
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Since PN spaces are the probabilistic generalization of normed spaces,
we naturally have an idea of giving a probabilistic generalization of classical
conjugate spaces of normed spaces. Although we have not succeeded in
carrying out this plan for general PN spaces, we have solved this problem
for a special class of PN spaces–random normed spaces. Random normed
spaces not only are quite extensive (e.g., they include canonical E-normed
spaces [5]); they possess many peculiar additional structures as well. By
making full use of these structures, the ﬁrst author of this paper and others
have established the theory of random conjugate spaces, which not only
has played an essential role in the theory of random normed spaces but
also has found many interesting applications in some topics of traditional
functional analysis [6–8].
Before giving the deﬁnition of a random normed space, let us ﬁrst
recall some necessary notations. Denote by L˜µRLµR the set of
the µ-equivalence classes of all extended real-valued (resp., real-valued)
µ-measurable functions deﬁned on ( µ) and by L+µ the set
of the µ-equivalence classes of all almost surely nonnegative real-valued
µ-measurable functions on  µ. It is well known from [9, pp. 334–335]
that L˜µR and LµR are lattices by the ordering ≤ ξ ≤ η if and only
if ξω ≤ ηω µ a.e. L˜µR≤ has the property that every subset
A has a supremum and inﬁmum, denoted by ∨ A and ∧ A, respectively.
LµR≤ has the property that every subset having an upper bound (a
lower bound) must have a supremum (resp., inﬁmum), i.e., LµR≤ is
an order complete lattice. In particular, this paper needs the following:
Lemma 2.1 [9, p. 335]. For every subset A of L˜µR there exist count-
able subsets an
 and bn
 ofA such that ∨A = ∨n∈Nan and ∧A = ∧n∈Nbn,
where N denotes the set of all natural numbers. In particular, if A is directed
(dually directed) with respect to the order ≤, then an
 bn
 can be chosen
to be nondecreasing (resp., nonincreasing) relative to the order ≤.
Deﬁnition 2.2 [6, 8]. An ordered pair S is called a random
normed space (brieﬂy, an RN space) over K with base µ if S is
a linear space over K and  is a mapping from S into L+µ such that
(writing Xp for p), for all p q in S, the following conditions hold:
(RN-1) Xp = 0 (the null in L+µ iff p = θ (the null in S);
(RN-2) Xap = a ·Xp for all a in K;
(RN-3) Xp+q ≤ Xp +Xq.
If, in addition, there exists another mapping ∗ from LµK × S to S such
that the conditions
(RNM-1) S ∗ is a left module over the algebra LµK,
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(RNM-2) Xξ∗p = ξ ·Xp for all p in S and all ξ in LµK, where
ξω = ξω for all ω in ,
hold, then the triple S ∗ is called a random normed module (brieﬂy,
an RN module) over K with base  µ. A mapping   S → L+µ
only satisfying (RN-2) and (RN-3) is called a random seminorm on S.
Remark 2.1. The original deﬁnition of an RN space was ﬁrst mentioned
by Schweizer and Sklar in [4, Chap. 15, p. 240], where an RN space with
base a probability space is a linear space in which the random norm of each
vector is a nonnegative random variable deﬁned on the probability space.
Deﬁnition 2.2 is equivalent to the original one; the random norm of each
vector in Deﬁnition 2.2 is the µ-equivalence class of a nonnegative random
variable deﬁned on a common probability space. As shown in [6], Deﬁnition
2.2 helps us introduce and study RN modules, and allowing the base to be
an arbitrary σ-ﬁnite measure space, not merely a probability space, can
provide much convenience for the study of some topics in the theories of
Lebesgue–Bochner function spaces and random operators 6 8.
Remark 2.2. Let S be an RN space with base a probability space
 µ. Deﬁne the mapping   S → D+ by Fpt = µω in Xpω <
t
; then S  τW  is a Sˇerstev PN space; thus an RN space can be regarded
as a special case of a PN space. The strong topology on S  τW  is
also referred to as the strong topology on S; this strong topology is
a metrizable linear topology as shown in [3]. For the case where  µ
is an arbitrary σ-ﬁnite measure space, a useful topology on S, called
the ε λ-topology, which is a natural generalization of the above strong
topology, has been introduced in [6, 8] (see also Theorem 2.3 of the present
paper). LµK is shown to be an RN space with base  µ by intro-
duction of the random norm mapping   LµK → L+µ as follows:
Xpω = pω for all p in LµK and all ω in . LµK is also
shown to be an RN module by introduction of the module multiplication
∗ LµK × LµK → LµK as follows: ξ ∗ ηω = ξω · ηω
for all ξη in LµK, and ω in . Finally an RN module over K with
base  µ becomes a topological module under the ε λ-topolgoy; in
particular, LµK is a topological algebra, and the ε λ-topology on it
coincides with that in the Introduction of this paper (see [6]). RN spaces
are always assumed to be endowed with the ε λ-topology.
The special structures of RN spaces allow us to introduce the following
important notion:
Deﬁnition 2.3. Let S be an RN space over K with base  µ,
and let f  S → LµK be a linear mapping. Then f is called an almost
surely bounded (brieﬂy a µ-a.e. bounded) random linear functional on
S if there exists some ξ in L+µ such that f p ≤ ξ · Xp for all
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p in S. Denote by X∗f the inﬁmum of the set ξ ∈ L+µ f p ≤ ξ. Xp
for all p in S
 and by S∗ the set of all the µ-a.e. bounded random linear
functionals on S. Deﬁne the mapping ∗ S∗ → L+µ by ∗f  = X∗f
for all f in S∗; then S∗∗ is an RN module under the module multipli-
cation ∗ LµK × S∗ → S∗ deﬁned by ξ ∗ f p = ξ · f p for all ξ
in LµK, f in S∗, and p in S. S∗∗ is called the random conjugate
space of S.
The importance of RN modules lies in the following:
Theorem 2.1 [6]. Suppose S is an RN module over K with base
 µ. Then f belongs to S∗ iff f is a continuous module homomorphism
from S to LµK, i.e., a canonical module homomorphism on S.
Thus for an RN module its random conjugate space can be equivalently deﬁned
to be the set of all the canonical module homomorphisms on it.
Theorem 2.2 corresponds to the classical Hahn–Banach extension
theorem.
Theorem 2.2 [6]. Let S be a linear space over K, M be a linear subspace
of S, f be a linear mapping from M to LµK, and  be a mapping from S
to L+µ such that  is a radom seminorm on S and such that f p ≤ Xp
for all p inM . Then there exists a linear mapping F from S to LµK having
the following two properties:
(1) Fp = f p for any p in M;
(2) Fp ≤ Xp for any p in S.
Theorem 2.2 guarantees that an RN space admits enough almost surely
bounded random linear functionals, and hence an RN module admits
enough canonical module homomorphisms.
Linear topological spaces, particularly locally convex linear topological
spaces, provide suitable frameworks for the deep development of ordinary
normed spaces, and it is well known that pseudonormed linear spaces [13,
14] and seminormed linear spaces [10] are an equivalent description of lin-
ear topological spaces and locally convex spaces, respectively. Motivated by
[6], Guo and Zhu introduced in [12] random pseudonormed modules and
random seminormed modules for the further development of RN modules.
They can be regarded as a natural generalization of pseudonormed linear
spaces and seminormed linear spaces; in particular, random seminormed
modules will play an important role in the proof of Theorem 1.1.
Deﬁnition 2.4 [12]. Let D≺ be a directed set. An ordered pair
S d
d∈D is called a random pseudonormed linear space (brieﬂy, an
RPNL space) over K with base  µ if S is a linear space over K, for
each d in D, and d is a mapping from S into L+µ such that (writing
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Xdp for 
dp) for all d in D and p q in S the following four conditions
hold:
(RPNL-1) Xdp = 0 (the null in L+µ) for all d in D if and only if
p = θ (the null is S);
(RPNL-2) Xdap = a ·Xdp for all a in K;
(RPNL-3) for each d ∈ D there exists an e in D such that Xdp+q ≤
Xep +Xeq;
(RPNL-4) for any d, e in D, d ≺ e implies Xdp ≤ Xep.
If, in addition, there exists another mapping ∗ LµK × S → S such
that the following are satisﬁed:
(RPNM-1) S ∗ is a left module over the algebra LµK;
(RPNM-2) Xdξ∗p = ξ ·Xdp for any ξ in LµK, any p in S, and any
d in D,
then the triple S d
d∈D ∗ is called a random pseudonormed module
(brieﬂy, an RPN module) over K with base  µ.
A random seminormed linear space (brieﬂy, an RSNL space) is an RPNL
space S d
d∈D such that for each d in D, d is a random seminorm
on S; a random seminormed module (brieﬂy, an RSN module) is an RPN
module S d
d∈D ∗ such that S d
d∈D is also an RSN space.
Remark 2.3. As shown in [6, 12], it is easy to see from the condition
(RPNM-1) that a1 ∗p = a1 ∗p = a ·p for all a in K and p in S, where
1 denotes the identity element of the algebra LµK, by identifying a with
a1. Then ∗ can be regarded an extension of the scalar multiplication · K ×
S → S, and (RPNL-2) and (RPNM-2) are compatible with each other. Thus
when ∗ is known, we can simply write S d
d∈D for S d
d∈D ∗, and
ξ · p for ξ ∗ p for any ξ in LµK and p in S.
Remark 2.4. when  µ is a trivial probability space, i.e.,  =

 and µ = 1, then an RPN module (in particular, an RSN mod-
ule) with base  µ degenerates to a pseudonormed linear space
(resp., a seminormed linear space). An RN module is a special RSN mod-
ule S d
d∈D, which corresponds to this case where D is a singleton.
Theorem 2.3 [12]. Let S d
d∈D be an RPNL space over K with
base  µ. Denote by   the set A ∈ 0 < µA < +∞
, and
by θdA the collection Nθd ε λε > 0 0 < λ < µA
 for each d in
D and A in  , where Nθd ε λ = p ∈ Sµω in AXdpω < ε >
µA − λ
. Then (1) θ =
⋃θdAd ∈ D and A ∈  
 forms a
base of the system of neighborhoods at the null element θ of some Hausdorff
linear topology on S (called the ε λ-topology of S d
d∈D); (2) LµK
is a topological algebra under its ε λ-topology; (3) if S d
d∈D is an
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RPN module, then it is an LµK-topological module whenever LµK
and S are endowed with their respective ε λ-topology; (4) a net pa  a ∈ .

in S converges in the ε λ-topology to some p0 in S if and only if for each d
in D, the net Xdpa−p0a∈.
 converges in measure to 0 on every A in  .
Remark 2.5. In this paper, an RPNL space is always assumed to be
endowed with its ε λ-topology; thus an RPN module, particularly an RSN
module, is always an LµK-topological module. RSN modules (in partic-
ular, RN modules) are the substantial generalization of seminormed linear
spaces, namely locally convex spaces (resp., normed spaces) because the lat-
ter admit enough continuous linear functionals, but generally this is not true
for the former. For example, take  µ to be the probability space [0,1]
endowed with the Lebesgue measure, then LµK is both a RSN module
and hence a RN module while it does not admit any nonzero continuous
linear functional. This observation merits a comparison with Theorem 2.4.
Theorem 2.4. An RSNL space admits enough continuous random linear
functionals; in particular, an RSN module admits enough canonical module
homomorphisms.
Proof. Let the RSNL space in question be one over K with base
 µ, denoted by S d
d∈D. Then a so-called continuous random
linear functional on S is a continuous linear operator from S to LµK.
For an arbitrary nonzero element p in S, there must be some d in D such
that Xdp = 0. Take M = apa ∈ K
; then M is a linear subspace. Deﬁne
f  M → LµK by f ap = aXdp for any a in K, the f ap ≤ Xdap, i.e.,
f q ≤ Xdq for any q in M . Then Theorem 2.2 produces a linear mapping
F  S → LµK such that Fap = f ap for any a in K, and such that
Fq ≤ Xdq for any q in S; thus Fp = f p = Xdp = 0. Since d is a
continuous mapping from S to L+µ ⊂ LµK, it is easy to see F is also
continuous. This completes the proof of the ﬁrst part.
For the proof of the second part, let S d
d∈D be an RSN module.
Then by deﬁnition, d is a random seminorm on S such that Xdξ·q = ξXdq
for all ξ in LµK and q in S. As in the proof of necessity of [11, Theorem
3.1], one can easily see that the above F also has the property Fξ · q =
ξ · Fq for all ξ in LµK and q in S, and thus F is a canonical module
homomorphism.
This completes the proof of this theorem.
Theorem 2.5. Let S d
d∈D be an RPNL space over K with base
 µ. Deﬁne µ˜  → 0 1 by µ˜A = ∑∞n=1 µA ∩An/2nµAn for
all A in , where Ann ∈ N
 is an arbitrarily chosen countable partition of
 to  , i.e., ∪∞n=1An = , each An ∈  and 0 < µAn < +∞. Then µ˜
is a probability measure equivalent to µ, namely µA = 0 iff µ˜A = 0, and
whether S d
d∈D is regarded as an RPNL space with base  µ, or
one with base  µ˜, it always has the identical ε λ-topology.
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Proof. It is clear that µ and µ˜ are equivalent, and it is easy to see that
a net ξa  a ∈ .
 in LµK converges locally in measure µ to some ξ
in LµK iff ξa  a ∈ .
 converges in the probability measure µ˜ to ξ
(note LµK = Lµ˜K). Thus Theorem 2.5 follows immediately from
Theorem 2.3(4).
3. PROOFS OF THE MAIN RESULT
The proof of Theorem 1.1, together with a series of lemmas needed in
the proof of Theorem 1.1, involves only the topological properties, almost
sure equality, and the order ≤ on L˜µR. Therefore from Theorem 2.5,
we can, without loss of generality, assume the σ-ﬁnite measure space in
question to be a probability space.
For any ξ in LµK, let ξ0 be an arbitrarily chosen representative of
ξ, and let ξ−10 be the µ-measurable function such that ξ
−1
0 ω = 1/ξ0ω
if ξ0ω = 0, and 0 otherwise. Denote the set ω in ξ0ω = 0
 by
ξ0 = 0, the µ-equivalence class of ξ−10 by ξ−1, and the µ-equivalence
class of the characteristic function of the set ξ0 = 0 by Iξ =0. it is clear
that ξ−1 and Iξ =0 are both independent of the particular choice of ξ0, and
that ξ · ξ−1 = Iξ =0.
Lemma 3.1. Let S be an arbitrary topological module over the topolog-
ical algebra LµK,  be a mapping from S to L+µ such that  is a
continuous random seminorm satisfying Xϕp = ϕXp for all p in S and ϕ in
L+µ, M be a linear subspace of S, and p0 be an element in S such that
ξ = ∧Xp0−qq in M
 = 0. Then there exists a canonical module homomor-
phism f on S such that the following hold:
(1) f p = 0 for all p in M;
(2) f p0 = Iξ =0.
Proof. Since ξ = 0, p0 must be not in M . Denote by M˜ the linear space
spanned by M and p0. Then each q in M˜ can be uniquely represented in
the form q = m + a · p0, m ∈ M and a ∈ K. Deﬁne f1q = a · ξ for any
q = m + a · p0. Then f1 is linear, and f1m = 0 for any m in M . At the
same time f1p0 = ξ.
Since ξ ≤ Xp0+1/am for any a = 0 and m in M , f1q = a · ξ ≤
a · Xp0+1/am = Xap0+m = Xq for any q = ap0 + m ∈ M˜\M; and since
f1q = 0 ≤ Xq for any q in M , f1q ≤ Xq always holds for any q in M˜ .
Now by Theorem 2.2 there exists a linear mapping f˜1 from S to LµK
such that the restriction of f˜1 to M is just f1, and f˜1p ≤ Xp ∀p ∈ S.
Similar to the proof of necessity of [11. Theorem 3.1], one can show that
f˜1 is a continuous module homomorphism. Again deﬁne f  S → LµK
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by f p = ξ−1 · f˜1p ∀p ∈ S. Then f is also a continuous module homo-
morphism and f p0 = ξ−1 · f˜1p0 = ξ−1 · f1p0 = ξ−1 · ξ = Iξ =0.
Finally it is clear that f m = 0 ∀ ∈M .
This completes the proof
In the sequel, for the sake of convenience, denote by Iξ≤η and Iξ>η
the µ-equivalence classes of the characteristic functions of the sets ω in
ξ0ω ≤ η0ω
 and ω in ξ0ω > η0ω
, respectively, for any ξ, η
in LµR, where ξ0 and η0 are arbitrarily chosen representatives of ξ and
η respectively. It is clear that Iξ≤η and Iξ>η are both independent of the
particular choice of ξ0 and η0, respectively. Similarly, one can understand
Iξ=η for any ξ, η in LµK.
Lemma 3.2. Let S d
d∈D be an RPN module over K with base
 µ, M be an LµK-submodule of S, and p ∈ S. Then, for each d
in D, the sets Xdp−qq ∈ M
 are both dually directed and directed relative to
the order ≤ on LµR.
Proof. We only need to prove Xdp−qq ∈ M
 is dually directed, since
one easily sees that the proof of the second part can be similarly given.
For any q1, q2 in M , ξ1 and ξ2 will denote IXdp−q1≤Xdp−q2  and IXdp−q1>Xdp−q2 
respectively. Then it sufﬁces to prove Xdp−q1 ∧Xdp−q2 = Xdp−q3 , where q3 =
ξ1 · q1 + ξ2 · q2. Clearly, q3 belongs to M .
In fact, since ξ1+ ξ2 = 1 (here 1 denotes the identity of LµK) and ξ1 ·
ξ2 = 0, Xdp−q3 = ξ1 + ξ2 ·Xdp−q3 = ξ1 ·Xdp−q3 + ξ2 ·Xdp−q3 = Xdξ1·p−ξ1·q3 +
Xdξ2·p−ξ2·q3 = Xdξ1·p−ξ1·q1 + Xdξ2·p−ξ2·q2 = ξ1 · Xdp−q1 + ξ2 · Xdp−q2 = Xdp−q1 ∧
Xdp−q2 .
This completes the proof.
Lemma 3.3. Let S d
d∈D be the same as in Lemma 3.2, M be a
closed LµK-submodule, and p in S\M . Then there exists some d in D
such that ξd = ∧Xdp−qq in M
 = 0.
Proof. If ξd = 0 for every d in D, then, by Lemma 2.1 and Lemma 3.2,
for each d in D there exists a sequence qd nn ∈ N
 in M such that
Xdp−qdnn ∈ N
 converges µ-a.s. to 0 in a nonincreasing way. Let εnn ∈
N
 and λnn ∈ N
 be two decreasing sequences of positive numbers such
that limn εn = 0, limn λn = 0. Since we have assumed µ to be a probabil-
ity measure, we can suppose µω in Xdp−qd nω < εn
 > 1− λn for
each n and for each d in D.
Let . = D×N be endowed with the product order. Then . is a directed
set, and therefore qd n  d n ∈ .
 forms a net in M . We will show
that this net converges to p.
In fact, for any ε > 0 and λ such that 0 < λ < 1, there exists some n0 ∈ N
such that εn0 < ε and λn0 < λ. For any given d in D, let γd = d n0. Then
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when γ = e n > γd = d n0, namely e > d and n ≥ n0, from (RPNL-
4) we can get Xdp−qγ ≤ Xep−qγ, and thus µω in Xdp−qγω < ε
 ≥
µω in Xdp−qγω < εn
 ≥ µω in Xep−qγω < εn
 > 1− λn >
1− λn0 > 1− λ. This shows that Xdp−qγ  γ ∈ .
 converges in probability
measure µ to 0. Since convergence locally in measure µ coincides with
one in measure µ when µ is a probability measure, then it follows from
Theorem 2.3(4) that the net qγ  γ ∈ .
 in M converges to p; since M
is closed, then p is in M . This is a contradiction.
This completes the proof.
Corollary 3.1. (A Strengthened Form of Theorem 2.4.) Let S
d
d∈D be an RSN module, M be a closed submodule of S, and p0 in
S\M . Then there exists a canonical module homomorphism f on S such that
f m = 0∀m ∈M but f p0 = 0.
Proof. By Lemma 3.3 there exists some d in D such that ξd = ∧
Xdp0−qq in M
 = 0. Then this corollary follows immediately from Lemma
3.1.
Denote by LµKn the linear space of the µ-equivalence classes of all
µ-measurable functions from  µ to the Euclidean space Kn; deﬁne
the random norm d LµKn → L+µ by
Xp =
√
n∑
i=1
pi2 ∀ p =
p1
pn
 ∈ LµKn
where pi is in LµK for each i, and deﬁne the module multiplication
∗ LµK × LµKn → LµKn by
ξ ∗ p =
 ξ · p1
ξ · pn

for any ξ in LµK and
p =
p1
pn

in LµKn. Then LµKn is an RN module over K with base  µ,
and, clearly, it is also a free module of rank n generated by the ﬁnite
LµK-independent set e1     en
, where ei is the µ-equivalence class
of the µ-measurable function with constant value x1
xn
 
xi = 1 and xj = 0 j = i 1 ≤ i ≤ n.
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Lemma 3.4. Let S, d
d∈D be an RPN module over K with base
 µ, and M ⊂ S be an LµK-free submodule of rank n generated
by the ﬁnite LµK-independent set p1 p2     pn
. Then the following
statements are true:
(1) M and LµKn are isomorphic in the sense of topological modules,
and hence M is also a complete linear topological space.
(2) Denote by Mi, the LµK-free module of rank n− 1 generated by
p1 p2     pi−1 pi+1     pn
, and let ξid = ∧Xdpi−qq in Mi
 for each d
in D and i1 ≤ i ≤ n. Then ξi = ∨d∈Dξid is in general an element of L˜µR
and has the property ξiω > 0 µ-a.e. for each i 1 ≤ i ≤ n.
Proof. We will use the induction method to proceed as follows.
Step 1. When n = 1, since M = ξ · p1ξ ∈ LµK
 is free, one can
easily see that ξi = ∨d∈DXdp1 has the property ξ1ω > 0 µ-a.e. (otherwise,
µω in ξ1ω = 0
 > 0, then Iξ1=0 = 0 makes Iξ1=0 · p1 = θ, which
contradicts the fact that p1
 is LµK-independent). Deﬁne the canoni-
cal correspondence T  LµK →M by T ξ = ξ ·p1 ∀ ξ ∈ LµK. Then
T is a module isomorphism and is continuous. We will prove T−1 is also
continuous.
Since D is directed, then from (RPNL-4) one can see that Xdp1 d in D

is also directed with respect to the order ≤ on L+µ. By Lemma 2.1, there
exists a nondecreasing sequence Xdnp1 n ∈ N
 such that Xdnp1 
 con-
verges µ-a.e. to ξ1 = ∨Xdp1 d in D
. Since µω in ξ1ω > 0
 = 1,
we can suppose there exists a decreasing sequence λn
 of positive num-
bers convergent to 0 such that µω in Xdnp1 ω > 0
 > 1 − λn
for each n. Given positive numbers ε and λ such that λ < 1, choose
a natural number n0 such that λn0 <
λ
2 , let ξa  a ∈ .
 be a net in
LµK such that ξa · p1  a ∈ .
 converges to θ. Denote Xdn0p1 and
X
dn0
ξa·p1 by η0 and ηa, respectively. Then since Iη0>0 + Iη0=0 = 1, one
can easily observe the following relations: ξa = ξa · Iη0>0 + ξa ·
Iη0=0 = ξa · η0 · η−10 + ξa · Iη0=0 = η−10 · ηa + ξa · Iη0=0. Since
η−10 ·ηa  a ∈ .
 converges also in probability measure µ to 0, there exists
a0 in . such that whenever a > a0, µω in η−10 ω · ηaω < ε2
 >
1− λ2 , and hence µω in ξaω < ε
 ≥ µω in η−10 ω · ηaω <
ε
2 , ξaω · Iη0=0ω < ε2
 ≥ µω in η−10 · ηaω < ε2
 +
µω in ξa · Iη0=0ω < ε2
 − 1 > 1 − λ2 + µω in η0ω >
0
 − 1 ≥ 1 − λ2 + 1 − λη0 − 1 > 1 − λ2 + 1 − λ2 − 1 = 1 − λ. This showsξa  a ∈ .
 converges in measure µ to 0 whenever ξa · p1  a ∈ .
 con-
verges to θ. Thus T is an isomorphism in the sense of topological modules;
that is, Lemma 3.4 is true for any free module of rank 1.
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Step 2. Suppose Lemma 3.4 is true for a free module of rank n− 1;
we will prove it is also so for a free module of rank n as follows. First, ξn =
∨d∈Dξnd has the property µω in ξnω > 0
 = 1, namely ξnω >
0µ-a.e. Otherwise Iξn=0 = 0, since Iξn=0 · ξn = 0 always holds, then for
each d in D, Iξn=0 · ξnd = Iξn=0 · ∧Xdpn−qq in Mn
 = ∧XdIξn=0·pn−q˜q˜ in
Iξn=0 ·Mn
 = 0, where Iξn=0 ·Mn = Iξn=0 · qq in Mn
. Since Mn is a
free module of rank n− 1, it is complete by the assumption of Step 2 and
hence is also closed. Clearly Iξn=0 ·Mn is a closed submodule, too. Lemma
3.1 therefore shows Iξn=0 · pn must be in Iξn=0 ·Mn; namely there exist
η1 η2 η3     ηn−1 in LµK such that Iξn=0 · pn = Iξn=0 ·
∑n−1
k=1 ηk ·
pk =
∑n−1
k=1 Iξn=0 · ηk · pk, while the fact that p1 p2     pn
 is LµK-
independent implies Iξn=0 = 0. This is a contradiction. Similarly one can
prove each ξi has the property ξiω > 0 µ-a.e., 1 ≤ i ≤ n − 1. We will
continue to prove M is isomorphic to LµKn in the sense of topological
modules.
It is clear that the canonical correspondence T  LµKn →M ,
deﬁned by
T η =
n∑
i=1
ηi · pi ∀η =
η1
ηn
 ∈ LµKn
is a continuous module isomorphism.
To prove T−1 to be continuous, letηa =
η1a
ηna
  a in .

be a net in LµKn such that the net ∑ni=1 ηia · pi  a in .
 in M con-
verges to θ. We want to prove these nets ηia  a in .
 1 ≤ i ≤ n all
converge in probability measure µ to 0. We ﬁrst study the net η1a  a in .

as follows.
By observing η1a = η1a · Iη1a =0 Iη1a =0 · Iη1a =0 = Iη1a =0, and η1a · η1a−1 =
Iη1a =0, one can easily see the following relations: η
1
a ·
(
p1 +
∑n
i=2η1a−1 ·
η1a · pi
) = η1a · p1 + ∑ni=2 η1a · η1a−1 · ηia · pi = η1a · Iη1a =0 · p1 +∑n
i=2 Iη1a =0 ·ηia ·pi = Iη1a =0 ·
(∑n
i=1 η
i
a ·pi
)
. Thus η1aXd(
p1+
∑n
i=2η1a−1·η1a·pi
) =
Iη1a =0 · Xdpa ≤ Xdpa for each d in D, where pa denotes
∑n
i=1 η
1
a · pi for
each a in ..
On the other hand, since Xdp1 +
∑n
i=2η1a−1 · η1a · pi ≥ ∧Xdp1−qq
in M1
 = ξ1d, then η1aξ1d ≤ η1a · Xdp1+∑ni=2η1a−1·η1a·pi ≤ Xdpa for each d
in D. Since Xdpa  a in .
 converges in probability measure µ to 0 for
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each d in D, and since ξ1 = ∨d∈Dξ1d has the property ξ1ω > 0 µ-a.e., by
replacing ξa · p1  a ∈ .
 and Xdp1 in the reasoning process of Step 1 with
the present pa  a ∈ .
 and ξ1d, respectively, one can similarly prove
that η1a  a ∈ .
 converges in measure µ to 0.
Since we have proved η1a  a ∈ .
 convergent to 0, then the convergence
of
{∑n
i=1 η
i
a ·pi  a ∈ .
}
to θ also implies the convergence of
{∑n
i=2 η
i
a ·pi 
a ∈ .} to θ, and hence the nets ηia  a ∈ .
 2 ≤ i ≤ n all converge in
measure µ to 0 by the induction hypothesis.
This ends the proof of Step 2.
This completes the proof.
Remark 3.1. Lemma 3.4(1) implies that every RPN module must be
regular.
Lemma 3.5. Let S d
d∈D be an RSN module over K with base
 µ, and M ⊂ S be an LµK-free submodule of rank n generated
by the LµK-independent set p1 p2     pn
. Then there exist canonical
module homomorphisms fi1 ≤ i ≤ n on S such that fipi = δij , where
δij = 0 when i = j, and 1 otherwise. Here 1 stands for the identity element of
LµK.
Proof. Let ξid, ξ
i, and Mi be the same as in Lemma 3.4 for each i1 ≤
i ≤ n and each d in D. Lemma 3.4 has told us that Mi is closed and
ξiω > 0µ-a.e. for each i1 ≤ i ≤ n.
Since ξi = ∨d∈Dξid and D is directed, then from (RPNL-4) one can see
ξ1d  d ∈ D
 is also directed with respect to the order ≤ on L+µ. Then
Lemma 2.1 produces a nondecreasing sequence ξ1dn  n ∈ N
 convergent
µ-a.e. to ξ1.
For each n, choose a µ-measurable representative η0n of ξ
1
dn, and a µ-
measurable representative η0 of ξ1 such that η0nω ≤ η0n+1ω ≤ η0ω,
η0ω > 0, for each ω in  and n in N , and such that η0n
 converges
everywhere to η0, and let An = ω in η0n−1ω = 0, η0nω > 0
, where
η00ω ≡ 0. Then An
 forms a µ-measurable countable partition of .
Denote the µ-equivalence class of the characteristic function of An
by I˜An for each n ∈ N , and deﬁne the mapping   S → L+µ by
Xp =
∑∞
n=1 I˜An · X
dn
p ∀p ∈ S. Then from ∑∞n=1 µAn = µ = 1, and
the fact that each dn is a continuous random seminorm on S such
that Xdnξ·p = ξ · Xdnp ∀p ∈ S and ξ ∈ LµK, one can easily see that
 is well deﬁned and is a continuous random seminorm on S such that
Xξ·p = ξ ·Xp ∀p ∈ S, ξ ∈ LµK.
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Clearly, we can also observe ξ˜ = ∧Xp1−qq ∈ M1
 = ∑∞n=1 I˜An · ξ1dn,
and thus ξ˜ satisﬁes ξ˜ω > 0 µ-a.e. According to Lemma 3.1, there exists a
canonical module homomorphism f1 on S such that f1m = 0 ∀m ∈ M1 
hence f1pi = 0 for each i2 ≤ i ≤ n, and f1p1 = Iξ˜ =0 = 1.
Similarly, one can construct fi2 ≤ i ≤ n as required.
This completes the proof.
Lemma 3.6. Let S d
d∈D andM be the same as in Lemma 3.5. Then
M is complemented in the sense of topological modules.
Proof. Let fi1 ≤ i ≤ n
 be the same as constructed in Lemma 3.5.
Deﬁne T  S →M by T p =∑ni=1 fippi ∀p ∈ S; then it is easy to observe
that T is a continuous module homomorphism from S onto M such that
T 2 = T .
This completes the proof.
Lemma 3.7. Let M be an arbitrary LµK-topological module, and p be
a nonzero element in M . Then there must be a measurable A of positive mea-
sure such that p
 is LAµK-independent, namely, ξ · pξ ∈ LAµK

is a quasi-free submodule of rank 1.
Proof. For an E in , denote the µ-equivalence class of the character-
istic function of E by I˜E . Let η = ∧I˜EE ∈  is such that I˜E · p = p
.
Then I˜EE ∈  is such that I˜E · p = p
 is clearly nonempty (for exam-
ple, I˜ = 1 satisﬁes the requirement that 1 · p = p) and dually directed
under the order ≤ on LµR (since if I˜E1 · p = p and I˜E2 · p = p, then
I˜E1 ∧ I˜E2 = I˜E1∩E2 still satisﬁes I˜E1∩E2 · p = I˜E1 · I˜E2 · p = I˜E1 · I˜E2 · p =
I˜E1 · p = p), and thus by Lemma 2.1 there exists a nonincreasing sequence
I˜Bn
 such that η = µ-a.e. − limn I˜Bn , and I˜Bn · p = p for each n ∈ N . Take
A = ∩n∈NEn; then η = I˜A. Since I˜A ·p = limn I˜Bn ·p = limnI˜Bn ·p = p,
then µA must be positive, otherwise p = θ. We will further prove p
 is
LAµK-independent as follows.
In fact, let ξ be in LAµK such that ξ · p = θ. Multiplying both sides
by ξ−1 will yield Iξ =0 · p = θ, and since Iξ =0 ≤ I˜A and p = I˜A · p −
Iξ =0 · p = I˜A − Iξ =0 · p, hence by the deﬁnition of I˜A, one can have
I˜A − Iξ =0 = I˜A. This shows Iξ =0 = 0, namely ξ = 0.
This completes the proof.
Now we can turn to the proof of Theorem 1.1 as follows:
(1) Sufﬁciency. Let p be a nonzero element of M . Then by Lemma 3.7
there exists A in  such that N = ξ ·pξ ∈ LAµK
 is a quasi-free sub-
module of rank 1, and therefore N is complemented; namely, there exists
a continuous module homomorphism T from M onto N such that T 2 = T .
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Since M is regular, the canonical correspondence J LAµK → N is an
isomorphism in the sense of topological modules. Take f = J−1 ◦ T ; then f
is a continuous module homomorphism from M to LAµK ⊂ LAµK
such that f p = J−1 ◦ T p = J−1T p = J−1T I˜A · p = J−1I˜A ·
p = I˜A = 0 (note: p = I˜A · p ∈ N , and thus T p = T I˜A · p = I˜A · p).
This completes the proof of sufﬁciency.
(2) Necessity. Let M∗ be the random conjugate space of M; namely,
let M∗ be the set of all canonical module homomorphisms on M . Denote
the family of all ﬁnite subsets of M∗ by D. Then D is a directed set by the
set inclusion relation.
For each d in D, deﬁne the random seminorm d M → L+µ by
Xdp =
∑
f∈d f p ∀p ∈ M . It is clear that Xdξ·p =
∑
f∈d f ξ · p = ξ ·
∑f∈d f p = ξ ·Xdp, and thus M −d
d∈D is an RSN module. Since
each f ∈ M∗ is continuous, one can easily see that the ε λ-topology on
M determined by d
d∈D must be weaker than or equal to the original
topology on M .
Let N = ∑ni=j ξi · piξi ∈ LAµK 1 ≤ i ≤ n
 be an arbitrary
quasi-free submodule of rank n, where pi1 ≤ i ≤ n
 is an LAµK-
independent set. Denote I˜A ·M = I˜A · pp ∈ M
 by MA. Denote the
restriction of d
d∈D to MA still by d
d∈D; then N is a free submod-
ule of the RSN module MA d
d∈D with base AA ∩  µA, where
A ∩  = A ∩ EE ∈ 
 and µA = the restriction of µ to A ∩ . Then
AA ∩  µA is again a σ-ﬁnite measure space. Applying Lemma 3.6 to
MA d
d∈D and N , there exists a continuous module homomorphism
T1 from MA d
d∈D onto N d
d∈D such that T 21 = T1. Clearly
T1 is also continuous with respect to the original topologies on MA and
N since the original topology on MA is stronger than or equal to the
ε λ-topology on MA determined by d
d∈D and since the two kinds of
topologies on N are identical (note: in either case, N is always isomorphic
to LµAKn in the sense of topological modules).
Deﬁne TA M → MA by TAp = I˜A · p ∀p ∈ M; then TA is a contin-
uous module homomorphism from M onto MA relative to their original
topologies, and such that T 2A = TA.
Take T = T1 ◦ TA; then T is a continuous module homomorphism from
M onto N such that T 2 = T . Thus N is complemented in the sense of
topological modules.
This completes the proof of Theorem 1.1.
Remark 3.2. RPN modules, RSN modules, RN modules, and ran-
dom inner product modules (brieﬂy, RIP modules; see [6]) over K
with base  µ are all typical regular LµK-topological mod-
ules. When  µ is a trivial probability space, i.e.,  = 
, and
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µ = 1, they in turn degenerates to classical spaces: pseudonormed lin-
ear spaces (namely linear topological spaces; see [13]), seminormed linear
spaces (namely locally converx linear topological spaces), normed linear
spaces, and inner product spaces. However, when  µ is an arbi-
trary σ-ﬁnite measure space or even an arbitrary probability space, they
differ considerably from their prototypes in that the usual convexity struc-
tures abruptly disappear. This leads to the failure of the theory of classical
conjugate spaces to work. Although random conjugate spaces or canoni-
cal module homomorphisms can be used to overcome many obstacles, the
kind of complicated stratiﬁcation structure of  brings many new prob-
lems. For example, the prototype of Theorem 1.1 can easily be proved,
whereas the proof of Theorem 1.1, as shown in Section 3, involves more.
Remark 3.3. In Theorem 1.1, the regularity of M is only used in the
proof of sufﬁciency. Since we have known that RPN modules are always
regular, and since RPN modules are sufﬁciently general to meet the needs
of random metric theory, regularity is not an unduly restrictive condition
for our purposes, but we wonder whether an arbitrary LµK-topological
module is always regular.
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