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21. Introduction
For a real reductive group G one important step towards the Plan-
cherel theorem is the determination of the support of the Plancherel
measure, i.e. the portion of the unitary dual of G which is contained
weakly in L2(G). It turns out that these representations are the so-
called tempered representations, i.e. representations whose matrix co-
efficients satisfy a certain moderate growth condition. Further, one has
the central theorem of Langlands:
Tempered Embedding Theorem ([30]) Every irreducible tem-
pered representation π is induced from discrete series, i.e. there is a
parabolic subgroup P < G with Langlands decomposition P = MAN , a
discrete series representation σ of M , and a unitary character χ of A,
such that π is a subrepresentation of IndGP (σ ⊗ χ× 1).
Thus (up to equivalence) the description of the tempered spectrum
is reduced to the classification of discrete series representations. A
generalization with an analogous formulation was obtained by Delorme
[13] for symmetric spaces G/H .
In this article we consider the more general case of real spherical
spaces, that is, homogeneous spaces Z = G/H on which the minimal
parabolic subgroups of G admit open orbits. This case is more compli-
cated and several standard techniques from the previous cases cannot
be applied. The result which in its formulation comes closest to the
theorem above is obtained for a particular class of real spherical spaces,
said to be of wave-front type. The spaces of this type feature a sim-
plified large scale geometry [23] and satisfy the wave-front lemma of
Eskin–McMullen [14],[23]. In particular, they are well suited for lat-
tice counting problems [27]. The notion was originally introduced by
Sakellaridis and Venkatesh [36].
Another large class of real spherical spaces Z = G/H is obtained by
taking real forms of complex spherical spaces ZC = GC/HC. We call
those Z absolutely spherical. A generalization of Langlands’ theorem
will be obtained also for this class of spaces. It should be noted that
all symmetric spaces are both absolutely spherical and of wave-front
type, but there exist real spherical spaces without any one or both of
these properties.
Complex spherical spaces ZC with HC reductive were classified by
Kra¨mer [25] (for GC simple) and Brion-Mikityuk [6], [34] (for GC semi-
simple). Recently we obtained a classification for all real spherical
spaces Z for H reductive (see [20], [21]). In particular, if G is simple,
it turns out that there are only few cases which are neither absolutely
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spherical nor wave-front; concretely these are SL(n,H)/ SL(n−1,H) for
n ≥ 3, SO(4, 7)/ SO(3)× Spin(3, 4), and SO(3, 6)/G12 × SO(2).
Let now Z = G/H be a unimodular real spherical space. On the
geometric level we attach to Z a finite set of equal dimensional bound-
ary degenerations ZI = G/HI . These boundary degenerations are real
spherical homogeneous spaces parametrized by subsets I of the set of
spherical roots S attached to Z.
In the group case Z = G×G/ diag(G) ≃ G the boundary degenera-
tions are of the form ZP = G×G/[(N ×Nopp) diag(M0A)] attached to
an arbitrary parabolic subgroup P = MAN < G. We remark that up
to conjugation, parabolic subgroups are parametrized by finite subsets
of the set of simple restricted roots.
To a Harish-Chandra module V and a continuous H-invariant func-
tional η (on some completion of V ) we attach a leading exponent ΛV,η,
and we provide a necessary and sufficient criterion, in terms of this
leading exponent, for the pair (V, η) to belong to a twisted discrete
series of Z, induced from a unitary character of H .
In [23] we defined tempered pairs (V, η). Under the assumption that
Z is absolutely spherical or wavefront, the main result of this paper
is then that for every tempered pair (V, η) there exists a boundary
degeneration ZI of Z and an equivariant embedding of V into the
twisted discrete series of ZI .
In the special case of real spherical space of wave-front type our
result gives rise to a tempered embedding theorem in the more familiar
formulation of parabolic induction, see Corollary 9.13. In the case of
p-adic wave-front space such an embedding theorem was proved by
Sakellaridis-Venkatesh [36].
1.1. The composition of the paper. There are two parts. A geo-
metric part in Sections 2-5, and an analytic part in Sections 6-9.
The geometric part begins with the construction of the boundary
degenerations ZI of Z. Here we choose an algebraic approach which
gives the deformations of h := Lie(H) into hI := Lie(HI) via a simple
limiting procedure. Then, in Section 3, we relate the polar decompo-
sition (see [22]) of Z and ZI via the standard compactifications (see
[19]). This is rather delicate, as representatives of open Pmin-orbits on
Z (and ZI) naturally enter the polar decompositions and these rep-
resentatives need to be carefully chosen. Section 4 is concerned with
real spherical spaces which we call induced: For any parabolic P < G
with Levi decomposition P = GPUP we obtain an induced real spher-
ical space ZP = GP/HP where HP < GP is the projection of P ∩ H
4 KNOP, KRO¨TZ, AND SCHLICHTKRULL
to GP along UP . We conclude the geometric half with a treatment of
wave-front spaces and elaborate on their special geometry.
The analytic part starts with power series expansions for generalized
matrix coefficients on Z. We show that the generalized matrix coeffi-
cients are solutions of a certain holonomic regular singular system of
differential equations extending the results of [29], Sect. 5.
For every continuous h-invariant functional η on V , we then con-
struct hI-invariant functionals ηI on V by extracting certain parts of
the power series expansion. Passing from η to ηI can be considered
as an algebraic version of the Radon transform. The technically most
difficult part of this paper is then to establish the continuity of ηI . For
symmetric spaces this would not be an issue in view of the automatic
continuity theorem by van den Ban, Brylinski and Delorme [3], [9]. For
real spherical spaces such a result is currently not available. Under the
assumption that Z is either absolutely spherical or wave-front, we set-
tle this issue in Theorems 7.2, 7.6 via quite delicate optimal upper and
lower bounds for the generalized matrix coefficients. Already in the
group case these bounds provide a significant improvement of the stan-
dard results (see Remark 7.4). The proof is based on the comparison
theorems from [10], [6], and [1].
Acknowledgement: It is our pleasure to thank Patrick Delorme for
many invaluable comments to earlier versions of this paper.
2. Real spherical spaces
A standing convention of this paper is that (real) Lie groups will
be denoted by upper case Latin letters, e.g A, B etc., and their Lie
algebras by lower case German letters, e.g. a, b etc. The identity
component of a Lie group G will be denoted by Ge.
Let G be an algebraic real reductive group by which we understand a
union of connected components of the real points of a connected com-
plex reductive algebraic group GC. Let H < G be a closed connected
subgroup such that there is a complex algebraic subgroup HC < GC
such that H = (G ∩ HC)e. Under these assumptions we refer to
Z = G/H as a real algebraic homogeneous space. We set ZC = GC/HC
and note that there is a natural G-equivariant morphism
Z → ZC, gH 7→ gHC .
Let us denote by z0 = H the standard base point of Z.
We assume that Z is real spherical, i.e. we assume that a minimal
parabolic subgroup Pmin < G admits an open orbit on Z. It is no loss
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of generality to request that PminH ⊂ G is open, or equivalently
g = pmin + h .
If L is a real algebraic group, then we denote by Ln ⊳L the connected
normal subgroup generated by all unipotent elements.
According to the local structure theorem of [24] there exists a unique
parabolic subgroup Q ⊃ Pmin (called Z-adapted), with a Levi decom-
position Q = LU such that:
• Pmin · z0 = Q · z0.
• Ln < Q ∩H < L.
We let KLALNL = L be an Iwasawa decomposition of L with NL <
Pmin, set A := AL and obtain a Levi-decomposition Pmin = MAN =
MA⋉N where M = ZKL(A) and N = NLU .
We set AH := A ∩H and further
AZ := A/AH .
The dimension of AZ is an invariant of the real spherical space, called
its real rank; in symbols rankR(Z). Observe that it follows from the
fact that ln ⊂ h that
a = a ∩ z(l) + a ∩ h
where z(l) denotes the center of l. In particular, it follows that l ∩ h is
Ad(A)-invariant.
We extend KL to a maximal compact subgroup K of G and denote
by θ the corresponding Cartan involution. Further we put n := θ(n),
u := θ(u). Later in this article in will be convenient to replace K by
Ka := aKa−1 for a suitable element a ∈ A. Then θ becomes replaced
by θa := Ad(a) ◦ θ ◦ Ad(a)−1, and for this reason it is important to
monitor the dependence of our definitions on θ. For example, we note
that M , n, and u are unaltered by such a change.
We fix an invariant non-degenerate bilinear form κ on g. Associated
with that we have the inner product 〈X, Y 〉 := κ(X, θY ) on g, called the
Cartan-Killing form. Note that it depends on the Cartan involution.
We write Σ = Σ(g, a) ⊂ a∗\{0} for the restricted root system at-
tached to the pair (g, a). For α ∈ Σ we denote by gα the corresponding
root space and write
g = a⊕m⊕
⊕
α∈Σ
gα
for the decomposition of g into root spaces. Here, as usual, m is the
Lie algebra of M .
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2.1. Examples of real spherical spaces. If h < g is a subalgebra
such that there exists a minimal parabolic subalgebra pmin such that
g = h + pmin, then we call (g, h) a real spherical pair and h a real
spherical subalgebra of g.
A subalgebra h < g is called symmetric if there exists an involutive
automorphism τ : g → g with fixed point set h. We recall that every
symmetric subalgebra is reductive and that every symmetric subalgebra
is real spherical. Symmetric subalgebras have been classified by Cartan
and Berger.
A pair (g, h) of a complex Lie algebra and a complex subalgebra is
called complex spherical or simply spherical if it is real spherical when
regarded as a pair of real Lie algebras. Note that in this case the
minimal parabolic subalgebras of g are precisely the Borel subalgebras.
Lemma 2.1. Let h < g be a subalgebra such that (gC, hC) is a complex
spherical pair. Then (g, h) is a real spherical pair.
Proof. Let bC be a Borel subalgebra of gC which is contained in pmin,C.
We claim that there exists a g ∈ G such that hC + Ad(g)bC = gC.
This follows immediately from the fact that (gC, hC) is a spherical pair,
since the set of elements g ∈ GC, for which hC+Ad(g)bC = gC, is then
non-empty, Zariski open, and defined over R.
Let g ∈ G be such an element. It follows that hC+Ad(g)pmin,C = gC,
and taking real points this implies that h+Ad(g)pmin = g. 
We note that the converse of the lemma is not true if g is not quasi-
split. For example (g, n) is a real spherical pair, but the complexifica-
tion (gC, nC) is not spherical unless g is quasisplit. The real spherical
pairs (g, h) obtained from complex spherical pairs (gC, hC) are called
absolutely spherical or real forms.
2.1.1. Examples of absolutely spherical pairs with h reductive. Complex
spherical pairs (gC, hC) with hC reductive have been classified. For gC
simple this goes back to Kra¨mer [25], and it was extended to the semi-
simple case by Brion [7] and Mikityuk [34]. For convenience we recall
the non-symmetric cases of Kra¨mer’s list in the table below.
The pairs in the table feature plenty of non-compact real forms, clas-
sified in [20] and [21]. For example the pairs (sl(2n + 1,C), sp(n,C)),
(so(2n+1,C), gl(n,C)) and (so(7,C), G2) have the following non-compact
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The non-symmetric cases of Kra¨mer’s list
gC hC
sl(n,C) sl(p,C)⊕ sl(n− p,C), 2p 6= n
sl(2n+ 1,C) sp(n,C)⊕ C
sl(2n+ 1,C) sp(n,C)
so(2n + 1,C) gl(n,C)
so(9,C) spin(7,C)
so(7,C) G2
sp(2n,C) sp(n− 1,C)⊕ C
so(2n,C) sl(n,C), n odd
so(10,C) so(2,C)⊕ spin(7,C)
so(8,C) G2
G2 sl(3,C)
E6 so(10,C)
real forms:
(su(2p, 2q + 1), sp(p, q)) and (sl(2n+ 1,R), sp(n,R))(2.1)
(so(n, n+ 1), gl(n,R))(2.2)
(so(3, 4),G12) with G
1
2 the split real form of G2.(2.3)
From the list of irreducible complex spherical pairs (gC, hC) with gC
non-simple (see [7], [34]) we highlight the Gross-Prasad cases:
(sl(n+ 1,C)⊕ sl(n,C), gl(n,C)),(2.4)
(so(n+ 1,C)⊕ so(n,C), so(n,C))(2.5)
which are ubiquitous in automorphic forms [17].
2.1.2. Real spherical pairs which are not absolutely spherical. Promi-
nent examples are constituted by the triple spaces (g, h) = (h × h ×
h, diag h) for h = so(1, n), which are real spherical for n ≥ 2 but not
absolutely spherical when n ≥ 4 (see [5], [12]). This example will be
discussed later in the context of Levi-induced spaces in Section 4.2.2.
Other interesting examples for g simple are (see [20]):
• (E27,E
2
6), (E
2
7,E
3
6), (E
4
6, sl(3,H)),
• (sl(n,H), sl(n− 1,H)), (so(2p, 2q), su(p, q)) for p 6= q,
• (so(6, 3), so(2)⊕ G12), (so(7, 4), spin(4, 3) + so(3)).
2.1.3. Non-reductive examples. We begin with a general fact (see [7],
Prop. 1.1 for a slightly weaker statement in the complex case).
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Proposition 2.2. Let P < G be a parabolic subgroup and H < P an
algebraic subgroup. Let P = LP ⋉ UP be a Levi-decomposition of P .
Then the following statements are equivalent:
(1) Z = G/H is real spherical.
(2) P/H is an LP -spherical variety, i.e. the action of a minimal
parabolic subgroup of LP admits an open orbit on P/H.
Proof. Let P opp < G be the parabolic subgroup with P opp ∩ P = LP ,
and let Pmin < P
opp be a minimal parabolic subgroup of G. By the
Bruhat decomposition PminP is the only open double Pmin×P -coset in
G. Moreover, S := Pmin ∩ P is a minimal parabolic subgroup of LP .
Assume (1) and let g ∈ G be such that PmingH is open in G. Then
PmingP is also open in G, and hence g ∈ PminP . We may thus assume
g ∈ P . Then PmingH ∩ P = SgH is open in P , proving (2).
Assume (2) and let p ∈ P be such that SpH is open in P . Then
PminpH = PminSpH is open in PminP and in G, proving (1). 
Example 2.3. We consider the group G = SU(p, q) with 3 ≤ p ≤ q.
This group has real rank p with restricted root system BCp or Cp (if
p = q). Let P = Pmin = MAN be a minimal subgroup. Let N0 < N
be the subgroup with Lie algebra
n0 :=
⊕
α∈Σ+
α6=ǫ1−ǫ2,ǫ2−ǫ3
gα .
Let Z(M) be the center of M . Then the proposition shows that H :=
Z(M)AN0 is a real spherical subgroup. In case q − p > 1 it is not
absolutely spherical.
3. Degenerations of a real spherical subalgebra
3.1. The compression cone. We recall that the local structure the-
orem (see [24]) implies that g = h+ q and hence
(3.1) g = h⊕ (l ∩ h)⊥l ⊕ u.
Here we use the Cartan-Killing form of g restricted to l to define ⊥l.
Note that since l∩h is Ad(A)-invariant, then so is its orthocomplement.
In particular, the decomposition (3.1) will not be affected by our later
conjugation of the Cartan involution by an element from A.
We define the linear operator T : u→ (l ∩ h)⊥l ⊕ u ⊂ pmin as minus
the restriction of the projection along h, according to (3.1). Then
(3.2) h = l ∩ h ⊕ G(T ) = l ∩ h ⊕ {X + T (X) | X ∈ u}.
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Write Σu for the space of a-weights of the a-module u. Let α ∈ Σu
and let X−α ∈ g−α ⊂ u. Then
(3.3) T (X−α) =
∑
β∈Σu∪{0}
Xα,β
with Xα,β ∈ g
β ⊂ u a root vector for β 6= 0 and the convention that
Xα,0 ∈ (l ∩ h)⊥l. Let M⊂ N0[Σu] be the monoid (additive semi-group
with zero) generated by
α + β (α ∈ Σu, β ∈ Σu ∪ {0}, ∃X−α ∈ g
−α such that Xα,β 6= 0) .
Note that elements of M vanish on aH so that M is naturally a
subset of a∗Z .
We define the compression cone of Z to be
a−Z := {X ∈ aZ | (∀α ∈M) α(X) ≤ 0}
which is a closed convex cone in aZ with non-empty interior.
3.1.1. Limits in the Grassmannian. We recall from [22] Lemma 5.9 the
following property of the compression cone. Let a−−Z be the interior of
a−Z and let
hlim := l ∩ h+ u .
Note that d := dim h = dim hlim and that hlim is a real spherical subal-
gebra. Then X ∈ a−−Z if and only if
(3.4) lim
t→∞
et adXh = hlim
holds in the Grassmannian Grd(g) of d-dimensional subspaces of g.
3.1.2. Limits in a representation. We recall another description of a−Z ,
which was used as its definition in [22], Def. 5.1 and Lemma 5.10.
Consider an irreducible finite dimensional real representation (π, V )
with H-semi-spherical vector 0 6= vH ∈ V , that is there is an algebraic
character χ of H such that π(h)vH = χ(h)vH for all h ∈ H . Let R
+v0
be a lowest weight ray which is stabilized by Q. Let a−−π,χ be the open
cone in aZ defined by the property: X ∈ a−−π,χ if and only if
(3.5) lim
t→∞
[π(exp(tX)) · vH ] = [v0]
holds in the projective space P(V ). We denote by a−π,χ the closure of
a−−π,χ and record that a
−
Z ⊂ a
−
π,χ. Moreover, we have
a−Z = a
−
π,χ iff π is regular .
Here π is called regular if Q is the stabilizer of R+v0; in particular, the
lowest weight is strictly anti-dominant with respect to the roots of u.
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3.2. Spherical roots. Let C be the convex cone spanned by M.
Then, according to [19], Cor. 12.5 and Cor. 10.9, C is simplicial, that
is, there exists a linearly independent set S ⊂ a∗Z such that
(3.6) C =
⊕
σ∈S
R≥0σ .
In particular, we record
a−Z = {X ∈ aZ | (∀σ ∈ S) σ(X) ≤ 0} .
The elements of S, suitably normalized (see [37] for an overview on
some commonly used normalizations), are referred as spherical roots
for Z. In this paper we are not very specific about the normalization
of S and just request that
(3.7) M⊂ N0[S]
is satisfied. We note that the ”maximal length” normalization of [19]
(11.4) fulfills this. We also note that (3.7) implies
(3.8) S ⊂ Q≥0[Σu].
To see this let σ ∈ S. Then the ray R≥0σ is extreme in C, hence
spanned by some γ ∈ M. Thus σ = cγ for some c > 0. It now follows
from (3.7) that 1/c is an integer and hence (3.8) holds.
By slight abuse of common terminology we will henceforth call any
set S which satisfies (3.6) and (3.7) a set of spherical roots for Z. Let
us now fix such a choice.
Given a closed convex cone C in a finite dimensional real vector
space, we call E(C) := C ∩ −C the edge of C; it is the largest vector
subspace of V which is contained in C.
We are now concerned with the edge aZ,E := E(a
−
Z) of a
−
Z . By our
definition of a−Z we have
aZ,E = {X ∈ aZ | (∀α ∈ S)α(X) = 0} .
It is immediate from (3.3) that aZ,E is contained in Ng(h), the nor-
malizer of h in g. In this context it is good to keep in mind that
NG(h)/HAZ,E is a compact group (see [22]).
Let e := dim aZ,E, r := rankR(Z) = dim aZ and s := #S. Then
a−Z/aZ,E is a simplicial cone with
s = r − e
generators.
Example 3.1. Let H = N . This is a spherical subgroup. In this case
hlim = h, M = {0}, S = ∅, and a
−
Z = aZ,E = a.
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3.3. Boundary degenerations. For each subset I ⊂ S we choose an
element X = XI ∈ a
−
Z with α(X) = 0 for all α ∈ I and α(X) < 0 for
all α ∈ S\I. Then we define
(3.9) hI := lim
t→∞
ead tXh
with the limit taken in the Grassmannian Grd(g) as in (3.4). In par-
ticular, h∅ = hlim and hS = h.
To see that the limit exists we recall the explicit description of h
in (3.3). Let 〈I〉 ⊂ N0[S] be the monoid generated by I. Within the
notation of (3.3) we set XIα,β := Xα,β if α+β ∈ 〈I〉 and zero otherwise.
Let uI ⊂ u be the subspace spanned by all XIα,β and define a linear
operator
TI : u→ (l ∩ h)
⊥l ⊕ uI
by
(3.10) TI(X−α) =
∑
β∈Σu∪{0}
XIα,β .
In particular, T∅ = 0 and TS = T . Now observe that
(3.11) et adX(X−α + T (X−α)) = e
−tα(X)(X−α +
∑
β
et(α(X)+β(X))Xα,β)
from which we infer that the limit in (3.9) is given by
(3.12) hI = l ∩ h+ G(TI) = l ∩ h+ {X + TI(X) | X ∈ u} ,
and in particular, it is thus independent of the choice of element XI .
Let HI < G be the connected subgroup of G corresponding to hI .
We call ZI := G/HI the boundary degeneration of Z attached to I ⊂ S,
and summarize its basic properties as follows.
Proposition 3.2. Let I ⊂ S. Then
(1) ZI is a real spherical space.
(2) Q is a ZI-adapted parabolic subgroup.
(3) a ∩ hI = a ∩ h and rankR ZI = rankR Z.
(4) I is a set of spherical roots for ZI .
(5) aZI = aZ and a
−
ZI
= {X ∈ aZ | (∀α ∈ I)α(X) ≤ 0}.
Proof. It follows from (3.9) that hI is algebraic, and from (3.12) that
hI + pmin = g. Hence (1). The statements (2)-(4) all follow easily from
(3.12), and (5) is a consequence of (3) and (4). 
The boundary degeneration ZI admits non-trivial automorphisms
when I 6= S. Set
aI := {X ∈ aZ | (∀α ∈ I)α(X) = 0} ,
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then we see that AI acts by G-automorphisms of ZI from the right.
In the sequel we realize aZ as a subspace of a via the identification
aZ = a
⊥
H . Likewise we view AZ as a subgroup of A.
It is then immediate from the definitions that:
aS = aZ,E ⊂ aI = aZI ,E ⊂ a∅ = aZ ,(3.13)
[aI + aH , hI ] ⊂ hI .(3.14)
Remark 3.3. If Z is absolutely spherical then so are all ZI . Indeed,
let (g, h) be absolutely spherical with complex spherical complexifica-
tion (gC, hC). Then the compression cones for (g, h) and (gC, hC) are
compatible (see [19], Prop. 5.5 (ii)) in the obvious sense. From that
the assertion follows.
Example 3.4. If G/H is a symmetric space for an involution σ, that is,
H is the connected component of the fixed point group of an involution
τ on G (which we may assume commutes with θ), then
ZI = G/(LI ∩H)eNI
where PI = LINI is a τθ-stable parabolic subgroup with τ - and θ-stable
Levi part LI .
3.4. Polar decomposition. The compression cone a−Z of Z deter-
mines the large scale behaviour of Z. In [22] we obtained a polar
decomposition of a real spherical space. Our concern here is to obtain
polar decompositions for all spaces ZI in a uniform way. For that it
is more convenient to use standard compactifications of Z (see [19])
rather then the simple compactifications from [22].
For a real spherical subalgebra h < g we set ĥ := h+aZ,E. Note that
h ⊳ ĥ is an ideal. We denote by ĤC,0 the connected algebraic subgroup
of GC with Lie algebra ĥC and set Ĥ0 := ĤC,0 ∩ G. More generally,
let ĤC be some complex algebraic subgroup of GC with Lie algebra ĥC,
and let Ĥ = G ∩ ĤC. Then Ĥ0 and Ĥ both have Lie algebra ĥ, and
Ĥ0 ⊳ Ĥ is a normal subgroup.
Further we set ĥI = hI+aI for each I ⊂ S and note that ĥS = ĥ and
ĥ∅ = hlim + aZ . Recall the element XI ∈ aI ∩ a
−
Z and set for s ∈ R
as,I := exp(sXI) ∈ AI .
Let Ẑ = G/Ĥ . We first describe the basic structure of a standard
compactification Z for Ẑ. There exists a finite dimensional real repre-
sentation V of G with an Ĥ-fixed vector vĤ such that
Ẑ → P(V ), g · ẑ0 7→ [g · vĤ ]
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is an embedding and Z is the closure of Ẑ in the projective space P(V ).
Moreover, Z has the following properties:
(i) The limit ẑ0,I = lims→∞ as,I · ẑ0 exists for every I ⊂ S, and the
stabilizer ĤI of ẑ0,I is an algebraic group with Lie algebra ĥI .
(ii) Z contains the unique closed orbit Y = G · ẑ0,∅.
Note that ĤI ⊃ ĤI,0. The inclusion can be proper, also if we choose
Ĥ = Ĥ0. This is the reason why we need to consider more general
algebraic subgroups Ĥ than Ĥ0.
In the next step we explain the polar decomposition for Ẑ and derive
from that a polar decomposition for Z.
In order to do that we recall the description of the open Pmin × Ĥ
double cosets of G from [22], Section 2.4. We first treat the case of Ĥ0.
Every open double coset of Pmin× Ĥ0 has a representative of the form
(3.15) w = th, (t ∈ TZ = exp(iaZ), h ∈ ĤC,0) .
This presentation is unique in the sense that if t′h′ is another such
representative of the same double coset, then there exist f ∈ TZ ∩ ĤC,0
and h′′ ∈ Ĥ0 such that t′ = tf and h′ = f−1hh′′. We let
F = {w1, . . . , wk} ⊂ G
be a minimal set of representatives of the open Pmin× Ĥ0-cosets which
are of the form (3.15).
The map w 7→ PminwĤ is surjective from F onto of open Pmin × Ĥ
cosets in G. We let
F̂ = {ŵ1, . . . , ŵm} ⊂ F
be a minimal set of representatives of these cosets. Note that every
ŵ ∈ F̂ allows a presentation ŵ = th as in (3.15), which is then unique
in the sense that if t′h′ ∈ PminŵĤ is another such representative, then
t′ = tf and h′ = f−1hh′′ for some f ∈ TZ∩ĤC and h′′ ∈ Ĥ. We observe
the following relations on the TZ-parts:
{t̂1, . . . , t̂m}(TZ ∩ ĤC) = {t1, . . . , tk}(TZ ∩ ĤC) .
With that notation the polar decomposition for Ẑ = G/Ĥ is obtained
as in [22], Th. 5.13:
(3.16) Ẑ = ΩA−Z F̂ · ẑ0 .
Here A−Z = exp(a
−
Z) and Ω ⊂ G is a compact subset which is of the
form Ω = F ′′K with F ′′ ⊂ G a finite set.
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For G/Ĥ0 the polar decomposition (3.16) can be rephrased as G =
ΩA−ZFĤ0. From the fact that ĤC,0 is connected we infer
(3.17) Ĥ0 < NG(H) .
Let F ′ ⊂ Ĥ0 be a minimal set of representatives of the finite group
Ĥ0/HAZ,E (observe thatHAZ,E is the identity component of Ĥ0). Note
that F ′ is in the normalizer of H by (3.17). We then record the obvious
decomposition:
(3.18) Ĥ0 = AZ,EF
′H .
Note that since AZ,E is connected the open Pmin ×H double cosets
in G are identical to the open Pmin × AZ,EH double cosets. Hence
W := FF ′ ⊂ G is a (not necessarily minimal) set of representatives
for all open Pmin ×H-double cosets in G.
The next lemma guarantees that we can slide AZ,E past W.
Lemma 3.5. Let w ∈ W. Then there exist for all a ∈ AZ,E an element
ha ∈ H such that a−1wa = wha. In particular, WAZ,E ⊂ AZ,EWH.
Proof. Let w = th ∈ W with t ∈ TZ and h ∈ ĤC,0. For a ∈ AZ,E the
element a−1wa represents the same open double Pmin × Ĥ0 coset as w.
Further note that a−1wa = ta−1ha. We infer from the uniqueness of the
presentation w = th (as a representative of an open Pmin × Ĥ0 double
coset) that there exists an element ha ∈ Ĥ0 such that a−1ha = hha.
Note that ĤC,0 = AZ,E,CHC and therefore we can decompose h = bh1
with b ∈ AZ,E,C, h1 ∈ HC. It follows that a−1h1a = h1ha. Hence
ha ∈ Ĥ0 ∩HC and as ha varies continuously with a we deduce that it
belongs to H . 
Observe that AZ,E ⊂ A
−
Z . Thus putting (3.16), (3.18) and Lemma
3.5 together we arrive at the polar decomposition for Z:
(3.19) Z = ΩA−ZW · z0 .
Remark 3.6. Consider the case where Z = G/H is a symmetric space
as in Example 3.4. We choose a such that it is τ -stable and such that
the −1-eigenspace apq of τ on a is maximal. Then aZ = a⊥H = apq and
the set of Pmin × H open double cosets is naturally identified with a
quotient of Weyl-groups: Wpq/WH∩K where Wpq = NK(apq)/ZK(apq)
and WH∩K = NH∩K(apq)/ZH∩K(apq) (see [35], Cor. 17). Moreover, in
this case (3.19) is valid with Ω = K (see [15], Thm. 4.1).
For g ∈ G we set hg := Ad(g)h and Hg = gHg−1, and note that if
PmingH is open then Zg = G/Hg is a real spherical space. In particular
this applies when g ∈ W.
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Lemma 3.7. Let w = th ∈ W with t ∈ TZ and h ∈ ĤC,0. Then
hw = l ∩ h+ G(Tw),
where Tw : u→ u+ (l ∩ h)⊥ is a linear map with
(3.20) Tw(X−α) =
∑
β
ǫα,β(w)Xα,β
in the notation from (3.3), and where ǫα,β(w) = t
α+β ∈ {−1, 1}.
Proof. We first observe that
(3.21) hw = Ad(t)hC ∩ g.
Now by (3.2) an arbitrary element X ∈ hC can be uniquely written as
X = X0 +
∑
α∈Σu
cα(X−α +
∑
β∈Σu∪{0}
Xα,β)
with X0 ∈ (l ∩ h)C and with coefficients cα ∈ C. Hence
Ad(t)X = X0 +
∑
α∈Σu
t−αcα(X−α +
∑
β∈Σu∪{0}
tα+βXα,β) .
We conclude that Ad(t)X ∈ g if and only if X0 ∈ l ∩ h, cαt−α ∈ R for
all α and tα+β ∈ R for all α, β, that is tα+β ∈ {−1, 1}. 
Corollary 3.8. Let w ∈ W. Then
(1) Q is the Zw-adapted parabolic subgroup,
(2) a−Z is the compression cone for Zw.
Proof. Immediate from Lemma 3.7. 
3.4.1. The sets F and W for the boundary degenerations. Let I ⊂ S.
We define ĤI as in (i), with the assumption Ĥ = Ĥ0, and set
ẐI := G/ĤI = G · ẑ0,I .
We wish to construct a set FI of representatives of open Pmin × ĤI
double cosets in G, analogous to the previous set F for Pmin × Ĥ0.
Recall that possibly ĤI,0 ( ĤI .
Notice that the ẐI-adapted parabolic subgroup is Q and that Ln ⊂
L ∩ ĤI . The local structure theorem for ẐI then implies that Q ×L
(L/L ∩ ĤI)→ ẐI is an open immersion onto the Pmin-orbit Pmin · ẑ0,I .
Moreover AZI = AZ/AI . Realize aZ,I ⊂ aZ via a
⊥aZ
I and set TZI =
exp(iaZI ). Let F̂I be a minimal set of representatives of the open
Pmin×ĤI double cosets which are of the form ŵI = t̂I ĥI ∈ F̂I , t̂I ∈ TZI ,
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ĥI ∈ ĤI,C. As before we also have a minimal set FI of representatives
for the open cosets for the smaller group Pmin × ĤI,0, such that
F̂I ⊂ FI = {w1,I , . . . , wkI ,I}
where wj,I = tj,Ihj,I with tj,I ∈ TZI and hj,I ∈ ĤI,C,0.
Finally in analogy to F ′ we choose F ′I as a minimal set of represen-
tatives for ĤI,0/HIAI , and set WI := FIF ′I . Then the polar decompo-
sition of ZI is given by
ZI = ΩA
−
ZI
WI · z0,I .
with Ω ⊂ G a compact subset of the form F ′′IK for a finite set F
′′
I ⊂ G.
3.5. Relating WI to W. We start with a general lemma:
Lemma 3.9. Let Z = G/H be a real spherical space and g ∈ G be
such that PmingHI is open in G. Then there exists s0 > 0 such that
Pmingas,IH is open and equal to Pmingas0,IH for all s ≥ s0.
Proof. If there were a sequence sn > 0 tending to infinity such that
p+Ad(gasn,I)h ( g, then limn→∞(p+Ad(g) Ad(asn,I)h) = p+Ad(g)hI
would be a subspace of g with positive co-dimension, which contradicts
the assumption on g. Hence Pmingas,IH is open for all s ≥ s0, for some
s0. By continuity this implies the sets are equal. 
Fix an element wI ∈ WI and observe that PminwIHI is open in G.
Lemma 3.9 then gives an element w ∈ W and an s0 > 0 such that
PminwIas,IH = PminwH for all s ≥ s0. We say that w corresponds to
wI but note that w is not necessarily unique.
Lemma 3.10. Let wI ∈ WI and let w ∈ W correspond to wI. With
s0 > 0 as above there exist for each s ≥ s0 elements us ∈ U , bs ∈ AZ ,
ms ∈M and hs ∈ H, each depending continuously on s ≥ s0, such that
(1) wIas,I = usbsmswhs.
Moreover,
(2) the elements us and bs are unique and depend analytically on s,
(3) lims→∞(as,Ib
−1
s ) = 1,
(4) lims→∞ us = 1,
(5) ms can be chosen such that lims→∞ms exists in M .
Proof. By Corollary 3.8, the map
U ×AZ ×M/M ∩Hw → Pminw · z0, (u, a,m) 7→ uamw · z0
is a diffeomorphism (local structure theorem for Zw). As wIas,I ∈
Pminw · z0 for s ≥ s0, this gives (1) and (2).
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After enlarging G to G×R× we can, via the affine cone construction
(see [24], Cor. 3.8), assume that Z = G/H is quasi-affine.
Let us denote by Γ the set of (equivalence classes) of finite dimen-
sional irreducible H-spherical and K-spherical representations. To be-
gin with we recall a few facts from Section 3.1.2 and from [22].
For (π, V ) ∈ Γ we denote by λπ ∈ a∗ its highest weight. Let
(π, V ) ∈ Γ and 0 6= vH ∈ V an H-fixed vector which we expand
into a-eigenvectors:
vH =
∑
ν∈Λπ
v−λπ+ν .
Here Λπ ⊂ N0Σu is such that −λπ+Λπ is the a-weight spectrum of vH .
Note that v−λπ is a lowest weight vector which is fixed by M .
As Λπ|a−
Z
≤ 0 (see [22], Lemma 5.3) we deduce that the limit
vH,I := lim
s→∞
aλπs,Iπ(as,I)vH
exists. Moreover with Λπ,I := {ν ∈ Λπ | ν(XI) = 0} we obtain that
vH,I =
∑
ν∈Λπ,I
v−λπ+ν . Note that vH,I is HI-fixed.
Let w = th and wI = tIhI with our previous notation. From (1) we
obtain
(3.22) aλπs,Iπ(tIhIas,I)vH = a
λπ
s,Iπ(usmsbst)vH ,
and hence, by passing to the limit s→∞,
(3.23) π(tI)vH,I = lim
s→∞
aλπs,Iπ(usmsbst)vH .
Let v∗ ∈ V ∗ be a highest weight vector in the dual representation
and apply it to (3.23). Since v∗(vH) = v
∗(vH,I) = v
∗(v−λπ) 6= 0 we get
t−λπI = t
−λπ lim
s→∞
(as,Ib
−1
s )
λπ
and therefore lims→∞(as,Ib
−1
s )
λπ = 1. Since Z is quasi-affine, it follows
that {λπ | π ∈ Γ} spans a∗Z (see [24], Lemma 3.4), hence (3).
We move on to the fourth assertion. We first show that (us)s is
bounded in U when s → ∞. For that, let X1, . . . , Xn be a basis for u
consisting of root vectors Xj with associated roots αj . The map
Rn → U, (x1, . . . , xn) 7→ exp(xnXn) · . . . · exp(x1X1)
is a diffeomorphism. Let (x1(s), . . . , xn(s)) be the coordinate vector of
us ∈ U , which we claim is bounded.
We fix an ordering of Σu with the property that if a root α can be
expressed as a sum of other roots β, then only roots β ≤ α will occur.
It suffices to show, for any given index j, that if xi(s) is bounded for
all i with αi < αj, then so is xi(s) for each i with αi = αj.
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We now fix π such that it is regular, that is, the highest weight λ = λπ
satisfies λ(α∨) > 0 for all α ∈ Σu. Then the map X 7→ dπ(X)v−λ is
injective from u into V .
We compare weights vectors of weight −λ+αj on both sides of (3.23).
On the left side we have t
−λπ+αj
I v−λ+αj if αj ∈ Λπ,I , and otherwise 0.
By applying the Taylor expansion of exp we find on the other side
lim
s→∞
aλs,I
(∑
m,ν
(bst)
−λ+ν x(s)
m
m!
dπ(Xn)
mn · · · dπ(X1)
m1π(ms)v−λ+ν
)
,
where the sum extends over all multi-indices m = (m1, . . . , mn) and all
ν ∈ Λπ for which αj =
∑
miαi + ν.
Notice that by (3) the product aλπs,I(bs)
−λ+ν = (as,Ib
−1
s )
λ−νaνs,I re-
mains bounded when s → ∞. Likewise, by our assumption on the
index j all the terms with mi 6= 0 for some i with αi 6= αj (and hence
mi = 0 for all i with αi = αj), are bounded. The remaining terms are
those of the form
aλs,I(bst)
−λxi(s)dπ(Xi)v−λ
where αi = αj . It follows by linear independence that xi(s) is bounded
for each of these i as claimed, i.e. (us)s is bounded.
Finally we show that us converges to 1. Otherwise there exists u 6= 1
and a sequence sk of positive numbers tending to infinity such that
uk := usk → u. We may assume in addition that mk := msk is conver-
gent with a limit m. We apply (1) to ẑ0 ∈ Ẑ
wIask,I · ẑ0 = ukmkbkt · ẑ0
and take the limit:
(3.24) tI · ẑ0,I = umt · ẑ0,I .
The local structure theorem for ẐI = G/ĤI , then implies u = 1 which
completes the proof of (4).
The proof of (4) shows as well that the limit m of every converging
subsequence of ms satisfies tI · ẑ0,I = mt · ẑ0,I , and hence determines a
unique element in M/M ∩ ĤI . Thus lims→∞ms(M ∩ ĤI) exists.
Notice that (M ∩Hw)e has finite index in M ∩HI as the Lie algebras
of both groups coincide. By continuity with respect to s it follows
that ms(M ∩ Hw)e converges in M/(M ∩ Hw)e. Now (5) follows by
trivializing this bundle in a neighborhood of the limit point. 
Remark 3.11. With the assumption and notation of the preceding
lemma let m := lims→∞ms. Then (3.24) implies the relation
(ĥI)wI = Ad(m)ĥwI
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where ĥwI := (hw)I + aI . To see this, first note that aI ⊂ (ĥI)wI by
Lemma 3.5, hence (by dimension) it suffices to show
(3.25) Ad(m)(hw)I ⊂ (ĥI)wI .
Let X ∈ (hw)I and choose X(s) ∈ Ad(as,I)hw with X(s)→ X for s→
∞. The fundamental vector field on Ẑw corresponding to Ad(m)X(s)
has a zero at mas,Iw · ẑ0, and from
t · ẑ0,I = t · lim
s→∞
as,I · ẑ0 = lim
s→∞
as,Iw · ẑ0
we deduce that the fundamental vector field corresponding to Ad(m)X
then has a zero at mt · ẑ0,I . Now (3.25) follows from (3.24) and the fact
that (ĤI)wI is the stabilizer of tI · ẑ0,I = wI · ẑ0,I .
3.6. Unimodularity. For a moment let G be a an arbitrary Lie group
and H < G a closed subgroup. We call the homogeneous space Z =
G/H unimodular provided that Z carries a G-invariant positive Borel
measure, and recall that this is the case if and only if the attached
modular character
(3.26) ∆Z : H → R, h 7→
| detAdh(h)|
| detAdg(h)|
= | detAdg/h(h)|
−1
is trivial.
After these preliminaries we return to our initial set-up of a real
spherical space Z = G/H and its boundary degenerations. In this
context we record:
Lemma 3.12. Let Z be a real spherical space which is unimodular.
Then all boundary degenerations ZI are unimodular.
Proof. The fact that X 7→ tr(adX) is trivial in h∗, is a closed condition
on d-dimensional Lie subalgebras in g. Now apply (3.9). 
4. Levi-induced spherical spaces
Let Z = G/H be a real spherical space. Let P < G be a parabolic
subgroup and P = GPUP a Levi-decomposition. Then GP ≃ P/UP .
We write
prP : P → GP
for the projection homomorphism. Define HP := prP (H ∩ P ) and set
ZP := GP/HP .
Note that HP < GP is an algebraic subgroup.
Proposition 4.1. The space ZP is real spherical.
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Proof. Let Qmin < P be a minimal parabolic subgroup of G. According
to [28], the number of Qmin-orbits in Z is finite. In particular the
number of Qmin-orbits in P/P∩H ⊂ Z is finite. Observe that Qmin,P :=
prP (Qmin) is a minimal parabolic subgroup of GP . It follows that the
number of Qmin,P-orbits in ZP is finite. In particular there exists open
orbits, i.e. ZP is real spherical. 
We call ZP the Levi-induced real spherical space attached to P .
4.1. Induced parabolics with respect to open P -orbits. In the
sequel we are only interested in parabolic subgroups containing the
fixed minimal parabolic subgroup Pmin. We recall the parametrization
of these. Recall that Σ = Σ(g, a) ⊂ a∗ is the root system attached to
the pair (g, a). Let Σ+ ⊂ Σ be the positive system attached to N and
Π ⊂ Σ+ the associated set of simple roots. The parabolic subgroups
P ⊃ Pmin are in one-one correspondence with subsets F ⊂ Π. The
parabolic subgroup PF attached to F ⊂ Π has Levi-decomposition
PF = GFUF where GF = ZG(aF ) with
aF := {X ∈ a | (∀α ∈ F ) α(X) = 0}
and
uF :=
⊕
α∈Σ+\〈F 〉
gα .
In these formulas gα ⊂ g is the root space attached to α ∈ Σ and
〈F 〉 ⊂ Σ denotes the root system generated by F .
The space a decomposes orthogonally as a = aF ⊕ aF with
aF := span{α∨ | α ∈ Π\F}
where α∨ ∈ a is the co-root associated to α. Observe that AF is a
maximal split torus of the semi-simple commutator group [GF , GF ], and
that Pmin,F := Pmin ∩GF is a minimal parabolic of GF with unipotent
radical UF where
uF :=
⊕
α∈〈F 〉+
gα .
Denote prF = prPF , HF = HPF , and
ZF := ZPF = GF/HF ,
the Levi-induced homogeneous space attached to PF .
We write FQ ⊂ Π for the set which corresponds to Q. In the sequel
our interest is particularly with those parabolic subgroups PF which
contain Q, that is for which F ⊃ FQ. For later reference we note that
(4.1) gα ⊂ h, α ∈ 〈FQ〉.
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4.2. Examples of induced spaces.
4.2.1. Symmetric spaces. Assume as in Example 3.4 that Z is a sym-
metric space. The Z-adapted parabolic subgroup Q is τθ-stable, as are
also all parabolic subgroups PF ⊃ Q. In particular, we have
PF ∩H = GF ∩H = HF
and ZF = GF/HF is a symmetric space, which embeds into Z.
4.2.2. Triple spaces. For a general real spherical space it is an unfor-
tunate fact that basic properties of Z typically do not inherit to ZF .
For example if Z is affine/unimodular/has trivial automorphism group,
then one cannot expect the same for induced spaces ZF . This is all well
illustrated in the basic example of triple spaces. Let G := SOe(1, n) for
n ≥ 2 and set
G := G × G × G .
Then
H := ∆3(G) := {(g, g, g) | g ∈ G}
is a real spherical subgroup of G. Let
Pmin := P1 × P2 × P3
be a minimal parabolic subgroup of G, that is each Pi < G is a minimal
(and maximal) parabolic subgroup of G. The condition that HPmin ⊂
G is open means that all Pi are pairwise different (see [12]). Note that
Q = Pmin in this case. Note that Σ = A1 × A1 × A1 and thus Π =
{α1, α2, α3}. There are six proper parabolic subgroups PF containing
Q. For example if |F | = 1, say F = {α3} one has
P{α3} = P1 ×P2 × G,
whereas for |F | = 2, say F = {α2, α3} one has
P{α2,α3} := P1 × G × G .
Let A < Pmin be a maximal split torus. Then A = A1 × A2 × A3.
Further we letMi < Pi a maximal compact subgroup which commutes
with Ai. Denote by pi : Pi →MiAi the projection along Ni. The real
spherical subgroups HF for our above choices of F are given by:
H{α3} = {(p1(g), p2(g), g) | g ∈ P1 ∩ P2} ≃ P1 ∩ P2
H{α2,α3} = {(m1a1, m1a1n1, m1a1n1) | m1a1n1 ∈M1A1N1}
= ∆3(M1A1)∆2(N1) ≃ P1 .
Of special interest is the case G = SOe(1, 2) ≃ PSL(2,R). Here
in the three cases with |F | = 1 one has that HF is reductive (a split
torus) while this is not the case for |F | = 2. Even more, for |F | = 2 the
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spaces ZF are not even unimodular and have non-trivial automorphism
groups. We remark that the fine polar geometry of this example is de-
scribed in [12], and that trilinear functionals related to Z were studied
by Bernstein and Reznikov [5].
One might think that there is always a Levi-decomposition PF =
G′FUF for which one has PF ∩H < G
′
F . The triple cases with |F | = 2
show that this is not the case in general. Hence, unlike to the symmetric
situation, we cannot expect to have embeddings ZF →֒ Z in general.
4.3. Induced adapted parabolics. For F ⊃ FQ we let
QF = Q ∩GF = prF (Q),
which is a parabolic subgroup of GF . It has the Levi decomposition
QF = LFUQ,F where LF = L and UQ,F = U ∩GF .
Lemma 4.2. The following assertions hold:
(1) QFHF = Pmin,FHF is open in GF .
(2) l ∩ h = qF ∩ hF .
(3) QF is the ZF -adapted parabolic subgroup of GF containing Pmin,F .
Proof. As Q ⊂ PF and prF : PF → GF is a homomorphism we obtain:
QFHF = prF ((QH) ∩ PF ) = prF ((PminH) ∩ PF ) = Pmin,FHF .
This is an open set since prF : PF → GF is an open map. Further we
note that the Lie algebra of QF is given by
(4.2) qF = q ∩ gF = l+ u
F .
We recall (3.2). It follows that
h ∩ pF = l ∩ h+ {X + T (X) | X ∈ u
F} .
This in turn gives that
(4.3) hF = prF (h ∩ pF ) = l ∩ h+ {X + (prF ◦T )(X) | X ∈ u
F} .
The combination of (4.2) and (4.3) results in the second assertion. The
last assertion now follows, as LF,n = Ln ⊂ H (see Section 2). 
Observe that the lemma implies that a ∩ h = a ∩ hF and hence that
there is an equality of real ranks
(4.4) rankR(Z) = rankR(ZF ) .
Furthermore, AZF = AZ .
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4.4. Induced compression cones. We are interested in the behaviour
of the compression cone under induction. Note that there is a natural
action of A on AZ = A/AH .
Proposition 4.3. Let F ⊃ FQ. Then
AF ·A
−
Z = AF ·A
−
ZF
for the induced spherical space ZF = GF/HF .
Proof. We shall prove that
(4.5) A−Z ⊂ A
−
ZF
⊂ AF · A
−
Z .
Let (π, V ) be a regular irreducible real H-semi-spherical representation
as considered in (3.5). This induces a natural HF -semi-spherical rep-
resentation (πY , Y ) of GF as follows. Set Y := V/uFV . Clearly Y is a
GF -module. Note that w0 := v0 + uFV ∈ Y is a lowest weight vector
and hence generates an irreducible submodule, say Y0 of Y . As
V = U(u)v0 = U(u
F )U(uF )v0 ⊂ U(u
F )(Y0 + uFV )
we conclude that Y0 = Y is irreducible. As π is regular with respect
to Q, we infer that w0 is regular with respect to QF . Likewise wH :=
vH + uFV is an HF -semi-spherical vector in Y . As
V = U(g)vH = U(q)vH
we conclude that vH /∈ uV . Since uF ⊂ u it follows that wH 6= 0.
Now if X ∈ a−−π , then by (3.5)
lim
t→∞
[πY (exp(tX))wH ] = [w0] .
This shows the first inclusion in (4.5).
In the construction from above we realized Y in a quotient of V , but
it is also possible to realize it as a subspace. Set Y˜ := U(gF )v0. Then
Y˜ is an irreducible lowest weight module for GF with lowest weight v0,
hence Y˜ ≃ Y . Let us describe an explicit isomorphism. Write p : V →
Y for the GF -equivariant projection. Then the restriction of p˜ := p|Y˜
establishes an isomorphism of p˜ : Y˜ → Y . Then w˜H := p˜−1(wH) ∈ Y˜ is
a non-zero HF -semi-spherical vector in Y˜ . Then vH = w˜H + w˜
⊥
H with
w˜⊥H ∈ ker p = uFV . Let now X ∈ a
−−
ZF
. By adding a suitable element
X ′ ∈ aF to X we obtain that α(X + X ′) < 0 for all roots α of uF .
Hence
lim
t→∞
[π(exp(t(X +X ′)))vH ] = lim
t→∞
[π(exp(t(X +X ′)))w˜H ] = [v0]
and the second inclusion in (4.5) is established. 
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4.5. Unimodularity issues under induction. Let P < G be a par-
abolic subgroup for which PH is open.
Lemma 4.4. If Z is unimodular then so is P/P ∩H.
Proof. As PH is open we can identify P/P ∩H as an open subset of
Z. The G-invariant measure on Z then induces a P -invariant measure
on P/P ∩H . 
Next we observe the basic isomorphism
ZP = GP/HP ≃ P/(P ∩H)UP .
which together with Lemma 4.4 allows us to compute the associated
modular character ∆P = ∆ZP (see (3.26)):
Lemma 4.5. Suppose that Z is unimodular. Then
(1) The modular function for ZP = GP/HP is given by
∆P (hu) = | detAduP /uP∩h(h)|, (h ∈ P ∩H, u ∈ UP ).
(2) In particular if UP ∩H = {1} then
∆P (h) = | detAduP (h)|, (h ∈ HP ).
Proof. Since the modular function is trivial on the nilpotent group UP ,
this follows from the exact sequence
0→ uP/uP ∩ h→ p/p ∩ h→ p/(p ∩ h+ uP )→ 0
of P ∩H modules. 
5. Wave-front spaces and interlaced spherical subgroups
The following notation will be used throughout. Recall the set of
spherical roots S := {σ1, . . . , σs} ⊂ a∗Z such that
a−Z = {X ∈ aZ | σj(X) ≤ 0 (1 ≤ j ≤ s)} .
We let ω1, . . . , ωs ∈ aZ be the dual basis to S, i.e. we request
• σi(ωj) = δij (1 ≤ i, j ≤ s).
• ωi ⊥ aZ,E.
This gives us the following coordinates of aZ :
(5.1) Rs × aZ,E → aZ , (t, X) 7→
s∑
j=1
tjωj +X
with a−Z corresponding to pairs (t, X) with tj ≤ 0. Moreover,
(5.2) aI = span{ωj | j /∈ I}+ aZ,E, (I ⊂ S).
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5.1. Wave-front spaces. Let
a− := {X ∈ a | (∀α ∈ Π)α(X) ≤ 0}
be the closure of the negative Weyl chamber. Then the projection to
aZ along aH maps a
− into a−Z . We recall that Z is called wave-front
provided the projection is onto, that is, provided a−Z = (a
− + aH)/aH .
Example 5.1. (a) All symmetric spaces are wave-front.
(b) The Gross-Prasad spaces (2.4) and (2.5) are wave-front.
(c) The triple space (see Section 4.2.2)
G/H = SL(2,R)× SL(2,R)× SL(2,R)/ SL(2,R)
is wave-front.
(d) (so(3, 4), G2(R)) is wave-front.
(e) The series (2.1) and (2.2) are not wave-front.
A simple, but important feature of wave-front spaces is the fact which
we record in the next lemma.
Lemma 5.2. If G/H is wave-front then so is G/HIAI for all I ⊂ S.
Proof. It follows from Prop. 3.2(3),(5) and equation (5.2) that the wave-
front-ness of G/HIAI amounts to a
−
Z + aI + aH = a
− + aI + aH . 
We continue by collecting a few but important facts of wave-front
spaces. Recall from (3.8) that S ⊂ Q≥0[Π] and thus every σ ∈ S has
a unique presentation σ =
∑
α∈Π nαα with nα ∈ Q≥0. Accordingly we
define the support of σ by
supp(σ) := {α ∈ Π | nα > 0} .
We denote by {ω′β}β∈Π be the basis of a dual to Π, i.e. α(ω
′
β) = δα,β. For
every σ ∈ S we let Πσ ⊂ Π be the set of α for which R+ω′α+aH = R
+ωσ.
The following is then a reformulation of the definition of wave-front.
Lemma 5.3. For a real spherical space Z the following conditions are
equivalent:
(1) Z is wave-front.
(2) Πσ 6= ∅ for all σ ∈ S.
Furthermore, for each σ ∈ S,
(5.3) Πσ = supp(σ)\
⋃
σ′ 6=σ
supp(σ′).
Proof. It follows from the assumption of wave-front that the extremal
rays of the compression cone a−Z are generated by extremal rays of a
−.
Hence Πσ 6= ∅. Together with (a− + aH)/aH ⊂ a
−
Z we thus obtain the
equivalence of (1) and (2).
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Let σ ∈ S. It follows from the definition that α ∈ Πσ if and only if
σ(ω′α) > 0 and σ
′(ω′α) = 0 for all σ
′ 6= σ. Since α ∈ supp(σ′) if and
only if σ′(ω′α) > 0 we obtain (5.3). 
Lemma 5.4. Suppose that Z is wave-front. Then Πσ 6⊂ FQ for all
σ ∈ S.
Proof. (cf. [36], proof of Lemma 2.7.2). We argue by contradiction and
assume there exists a σ ∈ S with Πσ ⊂ FQ. Let α ∈ Πσ. Then α ∈ FQ
and hence α∨ ∈ aH by (4.1). Thus 〈α, σ′〉 = 0 for all σ′ ∈ S. Moreover
for σ′ 6= σ and all β ∈ supp(σ′) we have β 6= α by (5.3) and hence
〈α, β〉 ≤ 0. Hence
(5.4) α ⊥ supp(σ′) (α ∈ Πσ, σ
′ ∈ S\{σ}) .
Let σ =
∑
α∈Π nαα = σ1 + σ2 where
σ1 :=
∑
α∈Πσ
nαα, σ2 :=
∑
α∈supp(σ)\Πσ
nαα.
With (5.3) and (5.4) we conclude now 〈α, σ2〉 = 0 for all α ∈ Πσ. As
〈α, σ〉 = 0 we thus have 〈α, σ1〉 = 0 for all α ∈ Πσ. Hence 〈σ1, σ1〉 = 0
which contradicts that Πσ 6= ∅. This proves the lemma. 
5.2. Interlaced subgroups. Let P < G be a parabolic subgroup. We
say that H is interlaced by P if
UP ⊂ H ⊂ P
where UP is the unipotent radical of P . Note that with P = θ(P ) it
follows that PH is open if H is interlaced by P .
Observe also that if H is interlaced by P , then HP = GP ∩ H and
the Levi induced spherical space is ZP = GP/HP ≃ P/H .
We now show that HI is non-trivially interlaced for all I ( S in case
Z is wave-front. With notation from above we observe that we can use
(5.5) XI = −
∑
j /∈I
ωj
for the element X in (3.9).
Assume that Z is wave-front. To I ⊂ S we now attach a minimal
set F = FI ⊂ Π such that FQ ⊂ F and HI is interlaced by PF . We
define FI to be the complement of JI ⊂ Π where
JI :=
⋃
σ 6∈I
(Πσ\FQ) .
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Proposition 5.5. Assume that Z is wave-front. Let I ⊂ S and F = FI
as defined above. Then there exists an element YI ∈ aF such that
YI + aH = XI and α(YI) < 0 for all α ∈ Σu\〈F 〉. In particular,
pF = m+ a+
⊕
α∈Σ
α(YI )≤0
gα
and GF = ZG(YI).
Proof. It follows from Lemma 5.4 and the definition of Πσ that∑
α∈Πσ\FQ
ω′α + aH
is a positive multiple of ωσ for each σ /∈ I. Thus for suitable constants
cα > 0, the element YI = −
∑
α∈JI
cαω
′
α has the desired property. 
Corollary 5.6. Let F = FI ⊂ Π be as above. Then 〈I〉 = Q≥0[F ]∩〈S〉,
aI = aF + aH and
(5.6) (GF ∩H)e UF ⊂ HI ⊂ PF .
In particular, HI is interlaced by PF .
Proof. The first two statements follow immediately from Proposition
5.5. It also follows that
(5.7) α + β ∈ 〈I〉 ⇔ α, β ∈ 〈F 〉
for all α ∈ Σu and β ∈ Σu ∪ {0} with α + β ∈ N0[S].
As FQ ⊂ F we have l ∩ h ⊂ gF . It then follows from (5.7) and the
descriptions of h and hI by means of the maps T and TI that
gF ∩ h+ uF ⊂ hI ⊂ pF .
This implies (5.6). 
Remark 5.7. The property of being interlaced may hold also in cases
where Z is not wave-front. For example, the spherical subgroup N is
interlaced by Pmin, but Z = G/N is not wave-front.
6. Power series expansions of generalized matrix
coefficients on the compression cone
Given a Harish-Chandra module V for the pair (g, K) we write V ∞
for its unique smooth moderate growth Fre´chet completion and V −∞ for
the strong dual of V ∞. Both V ∞ and V −∞ are G-modules. Attached to
a pair (v, η) ∈ V ∞×V −∞ we associate the generalized matrix coefficient
mv,η(g) := η(g
−1 · v), (g ∈ G),
which is a smooth function on G.
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Let Z = G/H be a real spherical space. We say that V isH-spherical
provided that (V −∞)H 6= {0}. We recall (see [29], Thm. 3.2) that
dim(V −∞)H ≤ dim(V/(l ∩ h+ u¯)V ) <∞.
The group AZ,E naturally acts on the vector space (V
−∞)H . Note
however, that the action need not be semi-simple. In the sequel we
only consider η ∈ (V −∞)H which are eigenvectors of AZ,E.
In this case we call (V, η) an H-spherical pair. We then regard mv,η
as an element of C∞(G/H).
Remark 6.1. For our objective, namely to understand tempered rep-
resentations, the assumption that η is an AZ,E-eigenvector is no loss
of generality. In order to justify that we recall the abstract Plancherel
theorem for the left regular action L of G on L2(Z):
(6.1) L2(Z) ≃
∫ ⊕
Ĝ
Mπ ⊗Hπ dµ(π)
with Mπ ⊂ (H−∞π )
H , the multiplicity space equipped with some inner
product (see [23], Sect. 5.1 for the notation). Our interest lies in
those linear forms η which belong toMπ and the corresponding matrix
coefficients mv,η ∈ L
2(Z) obtained from (6.1) with v ∈ H∞π .
If µZ denotes the Haar-measure on Z, then there exists a positive
character ψ of AZ,E, the restriction of the modular function ∆̂ of (3.26)
for Ẑ = G/HAZ,E, such that µZ(Ea) = ψ(a)µZ(E) for all measurable
sets E ⊂ Z and a ∈ AZ,E. Hence we obtain a unitary representation R
of AZ,E by
(R(a)f)(z) =
√
ψ(a)f(za) (f ∈ L2(Z), z ∈ Z, a ∈ AZ,E) .
As the representations R and L commute we obtain from (6.1) for µ-
almost all π that the natural action of AZ,E on (V
−∞)H restricts to a
unitary action onMπ. In particular, this action onMπ is semi-simple.
Moreover if η ∈Mπ is an eigenvector with eigenvalue aχ then f = mv,η
is an eigenvector for R(a) with eigenvalue ψ(a)1/2aχ. Hence
(6.2) eReχ = ∆̂(a)−1/2
for all χ ∈ a∗Z,E,C appearing in the spectrum of the aZ,E-module Mπ.
Recall the setW = FF ′ with F ′ ⊂ Ĥ0 a set of representatives of the
component group Ĥ0/HAZ,E. For w ∈ W we set ηw := w · η = η(w−1·)
and observe that ηw is Hw-fixed. We thus have an isomorphism
(V −∞)H → (V −∞)Hw , η 7→ ηw .
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We recall that L∩H < Hw for all w ∈ W. Observe the obvious identity
(6.3) mv,η(gw · z0) = mv,ηw(g · zw) (g ∈ G) .
where zw denotes the origin of the homogeneous space Zw = G/Hw.
Lemma 6.2. Let η ∈ (V −∞)H be an AZ,E-eigenvector corresponding
to a character χ ∈ a∗Z,E,C, i.e. a · η = a
χη for a ∈ AZ,E. Then for all
w ∈ W:
a · ηw = a
χηw (a ∈ AZ,E) .
Proof. Recall from Lemma 3.5 that aw = wah for some h ∈ H , hence
the assertion. 
From this lemma we obtain the identity
(6.4) mv,η(abw · z0) = a
χmv,η(bw · z0)
for all a ∈ AZ,E, b ∈ AZ and all w ∈ W.
In the sequel we realize aZ inside of a as a
⊥
H . Let a0 ∈ A be such that
a0AH lies in the interior of A
−
Z . It follows from Lemma 5.1 in [29] that
we can choose this element a0 such that in addition there is a relatively
compact open neighbourhood UA of 1 in AZ with
(6.5) k+Ad(a)hw + aZ = g
for all a ∈ a0UA · A
−
Z and w ∈ W. What we have fixed so far are
the tori A and AZ . These are invariant under conjugation by a0, and
hence we are free to replace K by Ad(a−10 )K. We may thus assume
that (6.5) holds for all a ∈ UA ·A
−
Z . We note that such a change leaves
the neighborhood UA unchanged. Moreover, we still have the freedom
of making further replacements of this type, but now only by elements
from A−Z .
What we actually use is the conjugated form
(6.6) Ad(a)−1k+ aZ + hw = g
and we express elements from the Lie algebra (and via Poincare´-Birkhoff-
Witt also elements from U(g)) via this decomposition. We then let
U(g) act on smooth functions on G via right differentiation. Functions
on Zw = G/Hw will be considered as functions on G which are right
Hw-invariant. The functions of our concern are the smooth matrix
coefficients g 7→ mv,ηw(g) when restricted to functions on UA · A
−
Z .
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6.1. Holomorphic decompositions of the universal enveloping
algebra. The fact that matrix coefficients mv,η admit power series ex-
pansions when restricted to A−AH/AH ⊂ A
−
Z rests on several decom-
position theorems for the universal algebra U(g) of g. These results
were in provided in [29], Section 5, and are parallel to the special case
where Z is a group (see [18], Ch. VIII, §7, 8).
We develop here the framework for a theory, which extends the re-
sults from [29] by allowing the expansions to take place on the full
compression cone A−Z .
Recall the coordinates (5.1) of aZ and fix a basis ν1, . . . , νe of a
∗
Z,E.
We write D for the open unit disc in C and write D× = D\{0}. Let
D = Ds × (C∗)e and D× = (D×)r × (C∗)e. For r > 1 we realize A−Z in
rD× via the map
A−Z → rD
×, a 7→ (aσ1 , . . . , aσs , aν1, . . . , aνe) .
It is no loss of generality to assume that UA and r are chosen such that
rD ∩ (R>0)n = UA · A
−
Z .
We writeO(D) for the ring of holomorphic functions onD andO1(D)
for the subring of functions which are independent of the variable from
(C∗)e.
Let (Wl)l be a basis for hlim = l∩h+u such that either Wl ∈ l∩h or
Wl = X−α ∈ g−α for some α ∈ Σu. Further let (Vk)k be a basis for aZ
and (Uj)j a linear independent set in k which complements (Wl, Vk)l,k
to a basis for g.
For a ∈ AZ we set Wl(a) := Wl if Wl ∈ h ∩ l, and with the notation
of (3.3),
Wl(a) := X−α +
∑
β
aα+βXα,β = a
αAd(a)(X−α + T (X−α))
if Wl = X−α. Then (Wl(a))l is a basis of Ad(a)h for all a ∈ AZ , and
the transition between (Wl(ab))l and (Ad(b)Wl(a))l is by a diagonal
matrix depending only on b ∈ AZ . In particular, Wl(a) = Wl(ab) for
b ∈ AZ,E.
Now note the following, as a consequence of our normalization (3.7)
of S: The set of vectors (Wl(a), Vk, Uj)l,k,j is expressable in terms of the
basis (Wl, Vk, Uj)l,k,j through a transition matrix of the form 1+P (a),
where each entry of P (a) extends to a polynomial in O1(rD) without
constant term. It follows that there exists a0 ∈ A
−
Z such that this
matrix is invertible for all a ∈ a0UAA
−
Z , and such that the entries of
the inverse matrix again belong to O1(rD) as functions of a
−1
0 a.
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Lemma 6.3. There exists a0 ∈ A
−
Z with the following property. For
every X ∈ g there exist functions fj , gk, hl ∈ O1(rD) such that
X =
∑
j
fj(a)Uj +
∑
k
gk(a)Vk +
∑
l
hl(a)Wl(a0a)
for all a ∈ UA ·A
−
Z . Moreover, the values at zero of these functions are
given by
X =
∑
j
fj(0)Uj +
∑
k
gk(0)Vk +
∑
l
hl(0)Wl.
In particular, gk(0) = 0 for all k if X ∈ u.
Proof. Clear by the preceeding remarks. The statement for X ∈ u
follows from the fact that u ⊂ k+ hlim = span{Uj ,Wl}. 
Using induction on the degree, an immediate consequence of that is
(see [29], Lemma 5.3):
Corollary 6.4. For every u ∈ U(g) there exist Uj ∈ U(k),Vj ∈ U(aZ),
Wj(a) ∈ U(Ad(a)h), and fj ∈ O1(rD) such that
(6.7) u =
p∑
j=1
fj(a
−1
0 a)UjVjWj(a) (a ∈ a0UA · A
−
Z) .
Moreover each Wj is a product of Wi’s, as a function of a, and
deg(Uj) + deg(Vj) + deg(Wj(a)) ≤ deg(u) .
For every n ∈ N0 we denote by U(g)n the subspace of U(g) consisting
of elements of degree at most n.
We use Z(g), the center of U(g), to replace the Vj in the decompo-
sition (6.7). The formal statement is as follows:
Lemma 6.5. There exists a finite dimensional subspace Y ⊂ U(aZ)
with the following property. For all n ∈ N0 there exists an element
an ∈ A
−
Z such that for every u ∈ U(g)n there exist Uj ∈ U(k),Yj ∈
Y , zj ∈ Z(g), Wj(a) ∈ U(Ad(a)h), and fj ∈ O1(rD) such that
(6.8) u =
p∑
j=1
fj(a
−1
n a)UjYjWj(a)zj (a ∈ anUA · A
−
Z) .
Moreover each Wj is a product of Wi’s, as a function of a.
Proof. The proof, which goes by induction on the index n, is analogous
to [29], Lemma 5.5. As explained there we can reduce to the case where
u = Xv with X ∈ u and v ∈ U(g)n−1 (note that, by equation (5.9)
of [29], we have Tm′′ ∈ h ∩ l for the element denoted like that, and
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hence this element is a fixed linear combination of the Wl(a) for all a).
In fact, it is more convenient to consider u = vX , which is equivalent
as the induction hypothesis applies to [X, v]. We use Lemma 6.3 and
obtain for a ∈ a0UA · A
−
Z
u =
∑
j
fj(a
−1
0 a) vUj +
∑
k
gk(a
−1
0 a) vVk +
∑
l
hl(a
−1
0 a) vWl(a).
The terms with Wl obtain the desired form (for any an ∈ an−1A
−
Z)
immediately from the induction hypothesis applied to v. By replacing
vUj with Ujv, which we are allowed to do by the induction hypothesis,
we can say the same for the terms with Uj . Finally, since X ∈ u we
have from Lemma 6.3 that gk(0) = 0 for all k. This allows us to use
the argument in the final lines of the proof of [29], Lemma 5.5, and
obtain (6.8) with an appropriate an. 
The main conclusion then is:
Proposition 6.6. Let u ∈ U(aZ)n and let an ∈ A
−
Z be as above. Then
there exist Uj ∈ U(Ad(an)−1k), Yj ∈ Y, zj ∈ Z(g) and fj ∈ O1(rD)
such that
(6.9) u =
p∑
j=1
fj(a)(Ad(a)
−1Uj)Yjzj mod U(g)h (a ∈ UA ·A
−
Z) .
Proof. Let a ∈ UA · A
−
Z then u =
∑p
j=1 fj(a)UjYjWj(ana)zj by (6.8).
Apply Ad(ana)
−1 and observe that Ad(ana)
−1u = u. 
Remark 6.7. It is clear that Proposition 6.6 holds as well if h is
replaced by hw for w ∈ W.
By a hypersurface in AZ we understand a level set of a non-zero real
analytic function on AZ . Notice that a hypersurface is a closed subset
of measure zero.
Then there is the following counterpart of Proposition 6.6 which does
not depend on the filtration degree n but carries no information on the
coefficients:
Lemma 6.8. There exists a countable union of hypersurfaces S ⊂ AZ
such that
(6.10) U(g) = U(Ad(a)−1k)YZ(g)U(h) (a ∈ AZ\S) .
Proof. The proof of [29], Lemma 5.5, shows that for every n ∈ N there
exists a finite union of hypersurfaces Sn ⊂ AZ such that
U(g)n ⊂ U(Ad(a)
−1k)YZ(g)U(h) (a ∈ AZ\Sn) . 
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We let now n0 := 1+max{deg Y | Y ∈ Y}. As described in (6.5), we
are free to replace K by Ad(a−10 )K without disturbing other choices.
We do this with the above element an0 . Then we obtain that (6.9)
holds for all u ∈ U(a)n0 with Uj ∈ U(k). Further Lemma 6.8 allows us
to request in addition that
(6.11) U(g) = U(k)YZ(g)U((hw)I) .
for all I ⊂ S and w ∈ W.
We recapitulate that we have shown there exists a Cartan involution
for which (6.5) holds for all a ∈ UA · A
−
Z , for which (6.9) is valid for
u ∈ U(a)n0 with Uj ∈ U(k), and for which (6.11) holds for all I ⊂ S
and w ∈ W. We shall refer to the corresponding maximal compact
subgroup K as regular.
We recall that (6.11) reduces to the Casselman-Osborne Lemma ([38]
Prop. 3.7.1) in the case of h = n and implies the following finiteness
result (see [1], Prop. 4.2):
Lemma 6.9. With a regular choice of K, every Harish-Chandra mod-
ule V is finitely generated as U((hw)I)-module, for all w ∈ W and
I ⊂ S. In particular, H0(V, (hw)I) = V/(hw)IV is finite dimensional.
We now fix once and for all a Cartan involution for which K is
regular.
6.2. Power series expansions for K-finite vectors. Following [11]
and [2] we developed in [29], Section 5, a theory of power series expan-
sions forK-finite matrix coefficientsmv,ηw , which we briefly summarize.
Attached to an H-spherical pair (V, η) there exists a number d ∈ N and
for each v ∈ V a finite set
E = {Λ1, . . . ,Λl} ⊂ a
∗
Z,C
such that for every w ∈ W one has an expansion
(6.12) mv,η(aw · z0) =
l∑
j=1
∑
α∈N0[S]
aΛj+αqα,j,w(log a)
with absolute convergence for all a ∈ UAA
−
Z . The expansion (6.12)
is derived in analogy to [29], Cor. 5.7, when we use Proposition 6.6
(with the regular choice of k) and Remark 6.7 instead of [29], Lemma
5.5. Here we also used that η is an AZ,E-eigenvector to separate off the
AZ,E-behavior of mv,ηw in advance (see (6.4)), i.e.
(6.13) Λj|aZ,E = χ (1 ≤ j ≤ l) .
We can arrange that no mutual difference between two elements from
E belongs to Z[S], so that the individual terms in (6.12) are unique.
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The set of exponents of v along A−Z is then the set
Ξv = {ξ ∈ a
∗
Z,C | (∃α, j, w) ξ = Λj + α, qα,j,w 6= 0}
and the set of leading exponents is
Elead,v = {ξ ∈ Ξv | ∀α ∈ N0[S]\{0} : ξ − α /∈ Ξv}.
Let a ⊕ b ⊂ g be a full Cartan subalgebra, and let WC denote the
corresponding Weyl group for the root system of (a⊕ b)C in gC. As in
[18], Thm. 8.33 (see also [2] Thm 2.4 and Prop. 4.1) we find, in case V
admits an infinitesimal character, that
(6.14) Elead,v ⊂ {uΛ|aZ | u ∈ WC}+ ρP .
where Λ ∈ (a⊕b)∗C is the infinitesimal character of V . As every Harish-
Chandra module has a finite composition series we conclude that Elead,v
is finite.
Notice that the set on the right side of the inclusion (6.14) is inde-
pendent of v. We define
(6.15) Ξ := ∪v Ξv
and
(6.16) Elead := {ξ ∈ Ξ | ∀α ∈ N0[S]\{0} : ξ − α /∈ Ξ}.
It follows that
Elead ⊂ {uΛ|aZ | u ∈ WC}+ ρP ,
in particular, it is a finite set. Now
Ξ ⊂ Elead + N0[S],
and the expansion (6.12) reads
(6.17) mv,η(aw · z0) =
∑
ξ∈Ξ
aξqη,v,ξ,w(log a),
with polynomials qη,v,ξ,w of degree ≤ d which depend linearly on η and
v. To simplify notation we shall write qξ,w instead of qη,v,ξ,w, whenever
it is clear from the context that η and v have been fixed. From (6.3)
we see that
(6.18) qηw,v,ξ,1 = qη,v,ξ,w
for all w ∈ W. Note that all σ ∈ S vanish on aZ,E, hence by (6.13)
(6.19) ξ|aZ,E = χ (ξ ∈ Ξ) .
To the pair (V, η) we attach now an element ΛV,η ∈ a∗Z as follows.
Recalling (5.1) we let
(6.20) ΛV,η(ωj) := min
ξ∈Ξ
Re ξ(ωj) = min
λ∈Elead
Reλ(ωj)
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and define
(6.21) ΛV,η|aZ,E = Reχ.
Remark 6.10. The exponent ΛV defined in [26], Th. 5.8, does not
depend on the particular η. The exponent ΛV,η defined here is an
invariant of the pair (V, η).
6.3. Upper and lower bounds on matrix coefficients. We regard
ΛV,η as an element in a
∗ trivial on aH . Hence (6.17) yields, after possibly
shrinking UA, for all v ∈ V a constant Cv > 0 such that
(6.22) |mv,η(aw · z0)| ≤ Cv(1 + ‖ log a‖)
daΛV,η (a ∈ UA · A
−
Z)
for all w ∈ W.
A sharper upper bound is possible along rays in A−Z . By (5.1) and
(6.19)-(6.21) we find for a ∈ A−Z that
(6.23) wη(a) := max
ξ∈Ξ
aRe ξ ≤ aΛV,η , (a ∈ A−Z).
Let S(a−Z) be the intersection of the unit sphere with a
−
Z , then
wη(exp(tX)) = e
tλX (t ≥ 0)
where
λX := max
ξ∈Ξ
Re ξ(X), X ∈ S(a−Z).
Observe also that wη is continuous and a weight on A
−
Z , that is for all
compact subsets CA ⊂ A
−
Z there exists a constant c > 0 such that
1
c
wη(a) ≤ wη(ba) ≤ cwη(a) (a ∈ A
−
Z , b ∈ CA) .
Furthermore, let
ΞX = {ξ ∈ Ξ | Re ξ(X) = λX}
and define
dX = max
v∈V,ξ∈ΞX ,w∈W
deg(t 7→ qv,ξ,w(tX))
and
dη(exp(tX)) := t
dX (t ≥ 0) .
Lemma 6.11. Let X ∈ S(a−Z). There exists for each v ∈ V a constant
C = Cv,X > 0 such that
(6.24) |mv,η(exp(tX)w · z0)| ≤ Cwη(exp(tX))dη(exp(tX))
for all t ≥ 1 and w ∈ W.
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Proof. With (6.17) we write
mv,η(atw · z0) =
∑
ξ∈ΞX
aξtqv,ξ,w(tX) +
∑
ξ∈Ξ\ΞX
aξtqv,ξ,w(tX)
where at = exp(tX). The polynomials qv,ξ,w in the first sum have
degree at most dX , and hence the asserted bound follows for this part.
In the second sum the polynomials may have higher degrees (up to d),
but as the exponentials are bounded by eλ
′
X t for some λ′X < λX , this
term is in fact of the form o(etλX ) for t→∞. 
The bound in (6.24) is essentially optimal. The formal statement
will be given in Proposition 6.13. However, we first need a lemma.
Lemma 6.12. Let X ∈ S(a−Z) and let λX and dX be defined as above.
Then the set
Λ = {ξ(X) | ξ ∈ ΞX} ⊂ λX + iR.
is finite. Then for each Y0 ∈ aZ we have
(6.25) deg(t 7→ qv,ξ,w(Y0 + tX)) ≤ dX ,
for all v ∈ V , ξ ∈ ΞX , and w ∈ W, and there exist λ ∈ Λ, v ∈ V , and
w ∈ W such that
(6.26) deg(t 7→
∑
ξ∈Ξ
ξ(X)=λ
eξ(Y0)qv,ξ,w(Y0 + tX)) = dX .
Proof. We start with a general remark. For Y ∈ aZ and f a differen-
tiable function on aZ we let Y f be the derivative of f with respect to
Y . Then the coefficients of mv,η and mY v,η are related as follows:
(6.27) eξqY v,ξ,w = −Y [e
ξqv,ξ,w] .
Let ξ ∈ ΞX and w ∈ W. We consider for each v ∈ V
eξ(Y )qv,ξ,w(Y + tX)
as an analytic function of Y ∈ aZ into the space of polynomials in t
of degree ≤ d. The value of this function at Y = 0 belongs to the
subspace of polynomials of degree ≤ dX , and by (6.27) the same is
valid for all its derivatives at 0. It follows that it has degree ≤ dX for
all Y . This proves (6.25).
Likewise, for λ ∈ Λ and w ∈ W we consider for each v ∈ V
(6.28) e−tλ(X)
∑
ξ∈Ξ
ξ(X)=λ
eξ(Y+tX)qv,ξ,w(Y + tX)
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as an analytic function of Y ∈ aZ into the space of polynomials in
t of degree ≤ dX . If (6.26) fails to hold, then (6.28) belongs to the
polynomials of degree < dX for every λ, v and w and for Y = Y0.
Then again by (6.27) this will be the case for the derivatives at
Y = Y0, and hence it will have degree < dX at every Y . By the linear
independence of the involved exponential polynomials of Y this implies
that the individual terms qv,ξ,w(Y + tX) also must have degree < dX at
every Y , hence in particular at Y = 0, and thus a contradiction with
the definition of dX will be reached. 
Proposition 6.13. Assume η 6= 0. Let Y0 ∈ a
−
Z and X ∈ S(a
−
Z). Then
there exist w ∈ W, v ∈ V , a constant C = CY0,X > 0, an ǫ > 0 and a
sequence t1 < t2 < . . . with tn →∞ such that
(6.29) |mv,ηw(exp(Y0 + tX) · zw)| ≥ Cwη(exp(tX))dη(exp(tX))
for all t ∈ (tn − ǫ, tn + ǫ) and all n ∈ N.
Proof. Consider the function
Fv,w(t) :=
∑
ξ∈ΞX
qv,ξ,w(Y0 + tX)e
ξ(Y0+tX) .
As in the proof of Lemma 6.11 we have
(6.30) mv,η(exp(Y0 + tX)w · z0) = Fv,w(t) + o(e
tλX )
as t→∞
Let Λ ⊂ λX + iR be as in Lemma 6.12. Then
Fv,w(t) = e
tλX
∑
λ∈Λ
eit Imλ
∑
ξ∈Ξ
ξ(X)=λ
eξ(Y0)qv,ξ,w(Y0 + tX).
For a one-variable polynomial p(t) =
∑N
j=0 ajt
j we denote by p(t)j = aj
the j-th coefficient. With v and w as in the final conclusion of Lemma
6.12 we set
cλ :=
∑
ξ∈Ξ
ξ(X)=λ
eξ(Y0)qv,ξ,w(Y0 + tX)dX
for λ ∈ Λ and note that then cλ 6= 0 for some λ. Let
F topv,w (t) := e
tλX tdX
∑
λ∈Λ
cλe
it Imλ,
then it follows from Lemma 6.14 below that
lim sup
t→∞
|e−tλX t−dXF topv,w (t)|
2 6= 0.
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Moreover, since the derivative of
∑
λ∈Λ cλe
it Imλ is bounded above we
deduce the existence of positive constants C and ǫ and a sequence
t1 < t2 < . . . with tn →∞, such that
|F topv,w (t)| ≥ Ce
tλX tdX
for all |t− tn| < ǫ. Now (6.29) follows from (6.30). 
The following is shown in [38], Ch. 4, Appendix 4.A.1.2 (1):
Lemma 6.14. Let u1, . . . , um ∈ R be distinct real numbers and let
c1, . . . , cm ∈ C. Then
m∑
j=1
|cj|
2 ≤ lim sup
s→∞
|
m∑
j=1
cje
iujs|2.
7. Quantitative upper bounds for generalized matrix
coefficients
The goal of this section is to achieve more quantitative versions of
(6.22) and (6.24) in which the v-dependent constant C is replaced by a
continuous norm on V . For this we shall need to impose on G/H that
it is either absolutely spherical or wave-front.
A norm p on the Harish-Chandra module V is called G-continuous,
provided that the Banach-completion Vp of V defines a Banach repre-
sentation of G with V K−finp ≃g,K V (see [4], Sect. 2.2). It is a conse-
quence of the Casselman embedding theorem that G-continuous norms
exist.
Fix a basis X1, . . . , Xn of g. Given a G-continuous norm p on V we
define the k-th Sobolev norm pk of p by
pk(v) :=
∑
m1+...+mn≤k
p(Xm11 · . . . ·X
mn
n v) (v ∈ V )
and note that pk is G-continuous as well. The following two statements
are variants of the Casselman-Wallach globalization theorem (see [4]):
• For any two G-continuous norms p and q one has V ∞p ≃ V
∞
q .
• For any two G-continuous norms p and q there exist k ∈ N and
C > 0 such that p ≤ Cqk.
We use the notation V ∞ := V ∞p , for any G-continuous norm p, and call
V ∞ the Casselman-Wallach globalization of V .
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7.1. The absolutely spherical case. In the following lemma we as-
sume that the orbit set Pmin,C\GC/HC is finite. The condition that
Pmin\G/H is finite is equivalent to G/H being real spherical (see [28]),
but finiteness of Pmin,C\GC/HC is known to be a stronger condition
(see [33], Remark 7). It is fulfilled for absolutely spherical spaces, since
then BC\GC/HC is finite for every Borel subgroup BC.
Lemma 7.1. Suppose that Pmin,C\GC/HC is finite. Then the space
hV ∞ is closed in V ∞ for every Harish-Chandra module V . In partic-
ular, if Z is absolutely spherical, then hIV
∞ is closed in V ∞ for each
boundary degeneration hI of h.
Proof. The first statement is a result from [1]. For the second state-
ment, we observe that ZI is absolutely spherical whenever Z is (see
Remark 3.3). 
Theorem 7.2. Assume that Z is absolutely spherical. Let (V, η) be a
spherical pair and Ω ⊂ G a compact subset.
(1) For every X ∈ S(a−Z) there exists a G-continuous norm q such
that
|mv,η(ω exp(tX)w · z0)| ≤ q(v)e
tλX tdX (t ≥ 1)
for every v ∈ V ∞, ω ∈ Ω and w ∈ W.
(2) Let µ :=
∑
σ∈S σ ∈ a
∗
Z. Then for all ǫ > 0 there exists a G-
continuous norm q such that
|mv,η(ωaw · z0)| ≤ q(v)a
ΛV,η−ǫµ (a ∈ A−Z)
for every v ∈ V ∞, ω ∈ Ω and w ∈ W.
Proof. For a G-continuous norm and a compact subset Ω ⊂ G, there
exists a constant C > 0 such that p(ωv) ≤ Cp(v) holds for all ω ∈ Ω
and all v ∈ V ∞. In view of mgv,η(z) = mv,η(g−1z) for g ∈ G, this
reduces the statements in (1) and (2) to ω = 1. Likewise, with (6.18)
and Cor. 3.8 we can reduce to w = 1 by applying that case to ηw.
(1) Let X ∈ S(a−Z) be given and let I := {σ ∈ S | σ(X) = 0}. Recall
that then X ∈ aI and that aI normalizes hI .
We infer from Lemma 7.1 that hIV
∞ ⊂ V ∞ is closed. In particular
the dual of U := V ∞/hIV
∞ is (V −∞)HI and hence finite dimensional.
Thus U is a finite dimensional aI-module.
To simplify the exposition we pretend that all root spaces gα are
one dimensional. Fix a basis of root vectors (X−α)α of u, and set
Y−α := X−α + TI(X−α) ∈ hI . Further let Yj be a basis for l ∩ h.
Then the Y−α together with the Yj form a basis for the real spherical
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subalgebra hI . Note that
(7.1) Ad(a)Y−α = a
−αY−α (a ∈ AI)
From the fact that hIV
∞ is closed in V ∞ we also infer the following.
Let p be a G-continuous norm on V ∞. Then by the open mapping
theorem there exists a G-continuous norm q such that every v ∈ hIV ∞
admits a presentation v =
∑
α Y−αuα +
∑
j Yjuj where uj, uα ∈ V
∞
and
(7.2)
∑
α
p(uα) +
∑
j
p(uj) ≤ q(v) .
We now start with the proof proper. As in the beginning of the
proof of Th. 3.2 in [26] we begin with a crude estimate. There exist a
G-continuous norm p and a constant µ ∈ R such that
(7.3) |mv,η(exp(tX) · z0)| ≤ e
µtp(v) (v ∈ V ∞, t ≥ 0).
Let λ0 = λ0(X) be the infimum of the set of all µ for which such an
estimate is valid for some G-continuous norm p.
In the first step we consider vectors v ∈ hIV ∞ and let v =
∑
α Y−αuα+∑
Yjuj be a presentation as above. Then we compute with (7.1) for
all a ∈ AI
mv,η(a · z0) =
∑
α
η(a−1Y−αuα) =
∑
α
aαη(Y−αa
−1uα).
Note that Y−α +
∑
α+β 6∈〈I〉Xα,β ∈ h. Hence
mv,η(a · z0) = −
∑
α
∑
α+β 6∈〈I〉
aαη(Xα,βa
−1uα)
= −
∑
α
∑
α+β 6∈〈I〉
aα+βη(a−1Xα,βuα) .(7.4)
Notice that aα+β ≤ 1 if a ∈ A−Z . We now specialize to a = exp(tX)
with t ≥ 0. Let
(7.5) c = c(X) := max
α+β 6∈〈I〉
(α+ β)(X)
and note that that c < 0 as X determines I.
Let p1 be a first order Sobolev norm of p, and let q1 be related to p1
as in (7.2). Then by (7.3) and (7.4)
|mv,η(exp(tX) · z0)| ≤ e
t(c+µ)
∑
α,β
p(Xα,βuα)
≤ Cet(µ+c)
∑
α
p1(uα) ≤ Ce
t(µ+c)q1(v)
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with C > 0 a constant determined from the coordinates of Xα,β in
terms of the basis for g used in the Sobolev norm.
This brings us to the following improved estimate for elements from
hIV
∞. There exists for each p and µ satisfying (7.3) a G-continuous
norm p′ such that
(7.6) |mv,η(exp(tX))| ≤ e
t(µ+c)p′(v) (t ≥ 0, v ∈ hIV
∞) .
Let E = EX be the spectrum ofX on U . We write U =
⊕
λ∈E U [λ] for
the decomposition into generalized X-eigenspaces, and correspondingly
u =
∑
uλ for u ∈ U . For v ∈ V ∞ let [v] = v+ hIV ∞ be its equivalence
class in U . Let
V ∞[λ] = {v ∈ V ∞ | [v] ∈ U [λ]}
for λ ∈ E .
Let λ ∈ E and let v ∈ V ∞[λ]. Define
v0 := v, vi := (X − λ)vi−1, i = 1, 2, . . . .
Let d be the last value of i for which [vi] 6= 0. Then X is represented
by a lower triangular Jordan matrix on the invariant subspace Cd+1 ≃
SpanC{[v0], . . . , [vd]} ⊂ U [λ]. We denote by B the transpose of that
matrix. It follows form the definition of vi that
(7.7) p(vi) ≤ Cpi(v) (i = 0, 1, . . . )
for all v ∈ V ∞, with a constant C > 0 which depends on the coordinates
of X − λ in terms of the basis for g used in the Sobolev norm pi.
Now consider the Cd+1-valued functions
F (t) = (mv0,η(exp(tX)), . . . , mvd,η(exp(tX))
and
R(t) = −(0, . . . , 0, mw,η(exp(tX))
where w = vd+1 ∈ hIV ∞. Then F satisfies the ordinary differential
equation
F ′(t) = −BF (t) + R(t) .
The general solution formula then gives
(7.8) F (t) = e−tBF (0) + e−tB
∫ t
0
esBR(s) ds .
From (7.6) and (7.7) we infer that for each µ > λ0 there exists a G-
continuous norm p, independent of v, such that
|F (t)| ≤ p(v)max{(1 + t)de−Reλt, e(µ+
c
2
)t} .
In particular, this estimate applies to mv,η.
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We conclude that for each pair of p and µ satisfying (7.3), there
exists a G-continuous norm p′′ such that
(7.9) |mv,η(exp(tX))| ≤ max{e
−tReλ(1 + t)d, e(µ+
c
2
)t}p′′(v) (t ≥ 0) .
for all λ ∈ EX and all v ∈ V ∞[λ]. Here d + 1 is determined as the
maximal possible length of a Jordan block of X on U [λ].
Before we move on we recall the following standard fact from func-
tional analysis. Let E be a Fre´chet space and F ⊂ E be a closed sub-
space, then E/F is a Fre´chet space. Moreover, if (pn)n is a sequence
of semi-norms which define the topology on E, then [pn](v + F ) :=
infw∈F p
n(v + w) is a family of semi-norms which defines the topology
on E/F .
Our previous discussion shows that for every G-continuous norm p
on V there is a G-continuous norm q such that for all v ∈ V ∞ we find
vλ ∈ V ∞[λ] with [vλ] = [v]λ and
(7.10) p(vλ) ≤ q(v) (λ ∈ E) .
The continuity expressed by this will be used to combine estimates for
v ∈ V ∞[λ] with different λ ∈ E into an estimate for all v ∈ V ∞.
We shall now split E into the disjoint union
E = E− ∪ E0 ∪ E+
of elements λ with −Reλ < λ0, −Reλ = λ0, and −Reλ > λ0, respec-
tively.
For λ ∈ E− we obtain from (7.9) that there exists a G-continuous
norm p such that
(7.11) |mv,η(exp(tX))| ≤ e
νtp(v) (t ≥ 0, v ∈ V ∞[λ])
for some ν < λ0.
Let λ ∈ E+ ∪ E0 and let µ +
c
2
< λ0 < µ. Then it follows from (7.6)
that the integral
∫∞
0
esBR(s) ds is absolutely convergent. Hence
c∞ = c∞(v) := lim
t→∞
etBF (t) = F (0) +
∫ ∞
0
esBR(s) ds ∈ Cd+1
exists and satisfies |c∞(v)| ≤ p(v) for a G-continuous norm p. The
solution formula (7.8) can then be rewritten as
(7.12) F (t) = e−tBc∞ − e−tB
∫ ∞
t
esBR(s) ds .
Moreover, we also obtain from (7.6) that
(7.13)
∣∣e−tB ∫ ∞
t
esBR(s) ds
∣∣ = ∣∣ ∫ ∞
0
esBR(s+ t) ds
∣∣ ≤ Cp(v)e(µ+ c2 )t
for a constant C > 0.
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In particular, the estimate (7.13) applies to |mv,η(exp(tX)| when
c∞ = 0 and yields
(7.14) |mv,η(exp(tX))| ≤ e
(µ+ c
2
)tp(v) (t ≥ 0).
It follows that c∞ cannot be zero for all λ ∈ E0 ∪E+ and all v ∈ V ∞[λ]
as in that case we would reach from (7.11) and (7.14) a contradiction
with the definition of λ0.
Let now v ∈ V ∞[λ] be such that c∞ 6= 0, say c∞ = (c∞0 , . . . , c
∞
k , 0, . . . , 0)
with c∞k 6= 0. Then
|e−tBc∞| ∼ c∞k e
−tReλ t
k
k!
for t large. Hence with (7.12) and (7.13) we obtain for all v ∈ V ∞[λ]
(7.15) |mv,η(exp(tX))| ≤ e
−tReλ(1 + t)dλp(v) (t ≥ 0).
Here dλ is the maximal possible value of k among all v ∈ V ∞[λ]. In
addition, we have for some v ∈ V ∞[λ] a non-trivial lower bound
(7.16) |mv,η(exp(tX))| ≥ C0t
dλe−tReλ
for C0 > 0 and t sufficiently large. It follows that −Reλ ≤ λ0 and
hence λ ∈ E0. In particular, we conclude that (7.14) applies to all
λ ∈ E+.
By combining (7.11) for λ ∈ E−, (7.14) or (7.15) for λ ∈ E0, and
(7.14) for λ ∈ E+, and using (7.10) we see that
(7.17) |mv,η(exp(tX))| ≤ e
tλ0(1 + t)d0p(v) (t ≥ 0).
for all v ∈ V ∞, where d0 is the maximal value of dλ for λ ∈ E0. More-
over, by (7.16)
|mv,η(exp(tX))| ≥ C0t
d0etλ0
for some v ∈ V ∞. We conclude from (6.24) that C0td0etλ0 ≤ CtdXetλX .
and thus (7.17) implies the statement in (1). Note that then λ0 = λX
by Proposition 6.13.
(2) Recall that |mv,η(abw · z0)| = |mv,η(aw · z0)|bΛV,η for all b ∈ AZ,E,
a ∈ AZ and w ∈ W. Hence we may assume that aZ,E = 0 for our
purpose.
For δ > 0 and I ( S we set
Sδ(a
−
Z ∩ aI) := {X ∈ S(a
−
Z) ∩ aI | (∀α ∈ S\I)− α(X) ≥ δ} .
Then for each I 6= S and each δ > 0 we obtain an estimate as in (1) with
a G-continuous norm q = qδ which is uniform for all X ∈ Sδ(a
−
Z ∩ aI).
This is because in the proof of (1) only the constant c from (7.5) enters
in the quantification of q. Indeed, q was constructed from the initial
estimate (7.3), which is valid for all X , in a number of steps each of
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which lowered the exponent µ by c/2. In each step a new norm p′
was constructed from a previous one p, and this construction can be
done independently of X , as long as it remains in the bounded set
S(a−Z). Since the constant µ in the initial estimate (7.3) can be chosen
independently ofX , and since λ0(X) = λX is uniformly bounded below
by continuity, the maximal number of steps depends only on c.
Further, for |S\I| = 1, i.e. aI is one-dimensional, we note that
Sδ(a
−
Z ∩ aI) = S(a
−
Z) ∩ aI if δ is small enough. Hence in this case
we have a priori estimates which are uniform for all X ∈ S(a−Z) ∩ aI .
The proof then proceeds by induction on dim aI . We explain the proof
for the final step where X ∈ S(a−Z) ∩ aI for aI = aZ . By the induction
hypothesis we then have uniform estimates for all X ∈ S(a−Z)∩ aI with
|I| ≥ 1.
Let δ > 0 be fixed. It will be described at the end of the proof
how it is chosen from the given ǫ. As explained above we have a
uniform estimate for X ∈ Sδ(a
−
Z). For the remaining X ∈ S(a
−
Z) we
have −δ < α(X) ≤ 0 for at least one α ∈ S and hence we can write
X = X1 + X2 with X1 ∈ S(a
−
Z) ∩ aI for some I ⊂ S with |I| ≥ 1
and X2 ∈ aZ small relative to δ, i.e. ‖X2‖ < Cδ with a constant C
independent of δ.
Observe that mv,η(exp(tX) ·z0) = mexp(tX2)v,η(exp(tX1) ·z0) and thus
we obtain from (1) that for t ≥ 1
|mv,η(exp(tX) · z0)| ≤ q(exp(tX2)v)e
tλX1 tdX1 .
It follows from (6.23) that λX1 ≤ ΛV,η(X1). Since q is G-continuous we
have q(exp(tX2)v) ≤ et‖X2‖cqq(v) with cq > 0 a constant depending on
q. Hence (2) follows if
|ΛV,η(X2)|+ cq‖X2‖ < −ǫµ(X),
and this can be attained uniformly with a proper choice of δ since −µ
is bounded below on S(a−Z). 
Remark 7.3. The proof of (1) shows that λX is minus the real part of
an eigenvalue ofX on the finite dimensional aI-module U = V
∞/(hI)wV
∞
for some w ∈ W.
Remark 7.4. In the group case Z = G×G/G ≃ G the existence of the
norm q in Theorem 7.2(2) makes the statement considerably stronger
than the corresponding result in [38], Thm. 4.3.5, because it implies
a bound for matrix coefficients mv˜,v on G, which is simultaneously
uniform with respect to the two smooth vectors v and v˜. We refer
to [26] Thm. 5.8, where the generalization is obtained for symmetric
spaces and subsequently explicated for the group case.
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7.2. The wave-front case. For this case we replace the smooth glob-
alization V ∞ by the analytic globalization V ω ⊂ V ∞. We briefly recall
its construction (see [23] Remark 6.6). Let p be any G-continuous
norm on V . Then there is a family of analytic norms (not necessar-
ily G-continuous) (pǫ)ǫ>0 on V , such that V
ω = lim−→ V
ǫ with V ǫ the
completion of V with respect to pǫ. These norms feature the following
properties:
(a) For ǫ ≤ ǫ′ one has pǫ ≤ pǫ′ and continuous inclusion V ǫ
′
→ V ǫ.
(b) For each compact set Ω ⊂ G and ǫ > 0 there exist 0 < ǫ′ ≤ ǫ
and a constant C such that pǫ′(g ·v) ≤ Cpǫ(v) for all v ∈ V and
g ∈ Ω.
(c) For each G-continuous norm q and ǫ > 0, there exists a constant
C such that q ≤ Cpǫ.
Let F ⊂ Π and let PF = GFUF be the associated parabolic subgroup
as described in Section 4. For any Harish-Chandra module V we recall
that V/uFV is a Harish-Chandra module for the pair (gF , KF ) and as
such has an analytic globalization (V/uFV )
ω as GF -representation.
Lemma 7.5. Let V be a Harish-Chandra module. Then uFV
ω is closed
in V ω. In particular, V ω/uFV
ω = (V/uFV )
ω.
Proof. Since the analytic globalization V ω coincides with the minimal
globalization of Kashiwara-Schmid, this follows from the version of
the Casselman comparison theorem established in [6] Thm. 1 or [10]
Thm. 1.3. 
Theorem 7.6. Assume that Z is wave-front. Let V be a Harish-
Chandra module, (V, η) a spherical pair, and p a G-continuous norm
on V . Then there exists a constant d ∈ N such that the following holds
for each compact subset Ω ⊂ G and each X ∈ S(a−Z).
For every ǫ > 0 there exists a constant C > 0 such that
|mv,η(ωa exp(tX)w · z0)| ≤ Cpǫ(v)e
tλX tdXaΛV,η(1 + ‖ log a‖)d
for all v ∈ V , t ≥ 1, a ∈ A−Z , ω ∈ Ω and w ∈ W.
Proof. By using the property (b) for the norms pǫ we reduce to ω = 1
as in the proof of Theorem 7.2. Likewise we can assume that w = 1.
Each element X ∈ S(a−Z) determines a set I := {σ ∈ S | σ(X) = 0}.
As we assume that Z is wave-front we obtain a parabolic pF = pFI
from Proposition 5.5. In particular, there exists an element Y ∈ a−
such that Y + aH = X and F = {α ∈ Π | α(Y ) = 0}. Moreover, for
every σ = α + β ∈M with α ∈ Σu\〈F 〉 we record
(7.18) (α + β)(X) = (α + β)(Y ) < 0 .
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The proof is quite analogous to the one for Theorem 7.2(1). We
confine ourselves to the steps where it differs. The main difference
consists of replacing U = V ∞/hIV
∞ by U := V ω/uFV
ω, and apply-
ing Lemma 7.5 in place of Lemma 7.1. We observe that as U is a
Harish-Chandra module for gF , it admits a finite decomposition into
generalized eigenspaces for aF .
As before we pretend that all root spaces gα are one dimensional and
fix a basis of root vectors (X−α)α of uF . The expression (7.1) is just
replaced by the corresponding expression for Ad(a)X−α where a ∈ A.
The inequality (7.2) has the following analytic counterpart. For all
ǫ > 0 there exist ǫ′ > 0 and a constant Cǫ > 0 such that every v ∈ uFV
admits a presentation v =
∑
αX−αuα with uα ∈ V and
(7.19)
∑
α
pǫ′(uα) ≤ Cǫpǫ(v) .
This follows from Lemma 7.5 by the argument of [23] Remark 6.6 (note
that ǫ and ǫ′ need to be interchanged in (6.5) of that remark).
We replace the initial estimate (7.3) by the following, which is derived
from it with property (c) for the norms pǫ. For some λ ∈ a∗Z , some
µ ∈ R, and all ǫ′ > 0 there exist a constant C such that
(7.20) |mv,η(a exp(tX) · z0)| ≤ Ce
tµaλpǫ′(v) (t ≥ 0, a ∈ A
−
Z).
Let v ∈ uFV . With (3.3) and the above presentation of v we obtain
as in (7.4)
(7.21) mv,η(a · z0) = −
∑
α
∑
β
aα+βη(a−1Xα,βuα) .
for all a ∈ AZ . Here α + β ∈ M and hence aα+β ≤ 1 if a ∈ A
−
Z . In
addition α /∈ 〈F 〉, and hence by (7.18) there exists c < 0 such that
(α+ β)(X) ≤ c for all terms in (7.21).
From the crude estimate (7.20) we then obtain
|mv,η(a exp(tX) · z0)| ≤ Ca
λet(µ+c)
∑
α,β
pǫ′(Xα,βuα) (t ≥ 0, a ∈ A
−
Z).
Since pǫ′ is analytic there exists C
′ > 0 such that pǫ′(Xα,βu) ≤ C
′pǫ′(u)
for all u ∈ V , and from (7.19) we finally derive the following improved
estimate, analoguous to (7.6).
There exists for each µ satisfying (7.20) and for each ǫ > 0 a constant
C such that
(7.22) |mv,η(a exp(tX) · z0)| ≤ Ca
λet(µ+c)pǫ(v) (t ≥ 0, a ∈ A
−
Z)
for all v ∈ uFV .
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Following the previous proof, with E = EX now denoting the spec-
trum of X on the aF -finite module U = V/uFV , we arrive at the
following bound
|mv,η(a exp(tX) · z0)| ≤ Cpǫ(v)a
λetλX tdX
for all t ≥ 1, ω ∈ Ω, w ∈ W and a ∈ A−Z . Using the coordinates from
(5.1) for a−Z we can now iterate with X = −ω1, . . . ,−ωs and optimize
λ to ΛV,η at the cost of a possible logarithmic term. 
8. Discrete series
All η ∈ (V −∞)H to be considered in the sequel are requested to
be AZ,E-eigenvectors, say a · η = aχη. Recall from (6.21) that then
ΛV,η|aZ,E = Reχ.
For Z unimodular and an irreducible Harish-Chandra module V we
introduced in [23] Definition 5.3 the notion of a Z-tempered pair (V, η)
and showed in Proposition 5.5 that this condition is satisfied by almost
all pairs that contribute to the Plancherel decomposition of Z. With
[23] Remark 5.4 (V, η) is Z-tempered if and only if for all v ∈ V there
exists a constant Cv > 0 and an m ∈ N such that
(8.1) |mv,η(ωaw · z0)| ≤ Cva
ρQ(1 + ‖ log a‖)m
for all ω ∈ Ω, w ∈ W and a ∈ A−Z . Here ρQ := ρu ∈ a
∗
Z is defined by
2ρQ(X) = tr adu(X), and Ω denotes a compact set for which (3.16) is
valid.
Remark 8.1. In (8.1) we can replace the constant Cv by q(v) with q
a G-continuous norm (see [23], Definition 5.3). Hence the notion of a
tempered pair (V, η) only depends on V ∞ and not on the particular
choice of the maximal compact subgroup K.
We now give a criterion for temperedness in terms of ΛV,η. Let us
first note that by (6.4) and (6.21) the temperedness (8.1) implies
(8.2) (ΛV,η − ρQ)|aZ,E = 0 .
Theorem 8.2. Let Z be a unimodular real spherical space and (V, η)
an H-spherical pair. Then (1) implies (2) for the following assertions:
(1) (V, η) is tempered.
(2) (ΛV,η − ρQ)
∣∣
a−
Z
≤ 0.
Moreover, if Z is wave-front, (1) and (2) are equivalent.
Proof. It is immediate from Theorem 7.6 that (2) implies (1) when Z
is wave-front. For the converse we use the lower bound in Proposition
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6.13 with Y0 = 0 and X = −ωj , together with (8.2) and
(8.3) λ−ωj = ΛV,η(−ωj), (1 ≤ j ≤ s).
Recall the coordinates (5.1) of aZ . In the context of Theorem 8.2 we
shall say that the pair (V, η) satisfies the strong inequality if
(8.4) (ΛV,η − ρQ)(ωj) > 0 (1 ≤ j ≤ s)
holds, together with (8.2). This terminology is motivated by the rela-
tion of (8.4) to square integrability, which will be shown in Theorem
8.5. For that we need to recall some results on half densities.
Remark 8.3. The strong inequality implies temperedness for spaces
which are absolutely spherical or wave-front. In the latter case this is
part of Theorem 8.2. Using Theorem 7.2 instead of Theorem 7.6 in
the above proof, the assertion follows in the absolutely spherical case
as well.
8.1. Densities on a homogeneous space. In this section we con-
sider a closed subgroup H of a Lie group G and the associated ho-
mogeneous space Z = G/H . In (3.26) we attached to Z the modular
character ∆Z = | detAdg/h |−1 on H .
Let p = dimZ and fix 0 6= Ω ∈
∧p(g/h)∗ and observe that
Ad∗(h)|Ω| = ∆Z(h)|Ω| .
We view
∧p(g/h)∗ as a subspace of∧p g∗ and extend Ω to a G-invariant
differential p-form on G via
Ω(g)(dλg(1)X1, . . . , dλg(1)Xp) = Ω(X1, . . . , Xp)
forX1, . . . , Xp ∈ g and with λg(x) = gx for x ∈ G, the left displacement
by g on G.
Given a character ξ of H we set
C∞(G; ξ) := {f ∈ C∞(G) | f(·h) = ξ(h)−1f(·) for h ∈ H} .
We write C∞c (G; ξ) for the subspace of C
∞(G; ξ) which consists of
functions which are compactly supported modulo H .
Now observe if f ∈ C∞(G; ∆Z) then the density
|Ω|f (g)(dλg(1)X1, . . . , dλg(1)Xp) = f(g)|Ω|(X1, . . . , Xp)
factors to a smooth density on Z and every smooth density on Z is of
this type. In other words there is a natural identification
C∞(G; ∆Z)→ Dens
∞(Z), f 7→ |Ω|f ,
with the space Dens∞(Z) of smooth densities of Z. This identification
is observed to be G-equivariant.
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In a moment we shall need certain spaces of smooth half-densities,
which are defined as follows. A character ξ : H → C∗ for which
(8.5) |ξ| = ∆1/2Z ,
will be called a normalized unitary character. For such characters we
define on C∞c (G; ξ) by
〈f, h〉 :=
∫
Z
|Ω|fh
an inner product, which is preserved by the left regular action of G.
We denote by L2(Z; ξ) the Hilbert completion of C∞c (G; ξ) with re-
spect to this inner product, and note that it is a unitary G-module for
the left regular representation. With the terminology of [31] it is the
representation induced by the unitary character ∆
−1/2
Z ξ of H .
With that, we can define the ξ-twisted discrete series for G/H as the
set of (equivalence classes of) irreducible representations of G which
embed into L2(Z; ξ).
8.2. A criterion for discrete series. Let us return to the set-up
from before Section 8.1 with Z = G/H real spherical and unimodular.
By a slight change from previous notation we denote in this section by
Ĥ the connected Lie subgroup of G with Lie algebra ĥ. Likewise we set
Ẑ = G/Ĥ. Unlike Z the space Ẑ is not necessarily unimodular. We
write ∆̂ for the modular function of Ẑ.
Lemma 8.4. Let ha ∈ Ĥ with a ∈ AZ,E and h ∈ H. Then
∆̂(ha) = a−2ρQ .
Proof. As Z is unimodular and H is a normal subgroup of Ĥ we deduce
that H ⊂ ker ∆̂. Hence
∆̂(ha) = | detAd
g/ĥ(a)|
−1 .
Finally observe that h is isomorphic to (l ∩ h) + u as an AZ,E-module.
The assertion follows. 
We extend the character e−χ of AZ,E to a character ξ of Ĥ, which
is trivial on H , and note that it then follows from a · η = eχη that
mv,η ∈ C∞(Ẑ; ξ). It follows from Lemma 8.4 that ξ is normalized
unitary if and only if Reχ = ρQ (compare also (6.2)).
Theorem 8.5. Let Z be unimodular, V a Harish-Chandra module, and
let η ∈ (V −∞)H be an element with eigencharacter eχ on AZ,E, and let
ξ = e−χ. Then (i) ⇒ (ii) for the assertions
(i) ξ is normalized unitary and mv,η ∈ L
2(Ẑ; ξ) for all v ∈ V .
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(ii) (V, η) satisfies the strong inequality (see (8.4)),
and if Z is absolutely spherical or wave-front, then (ii) ⇒ (i).
It is a consequence of (i) that (the completion of) V belongs to the
ξ-twisted discrete series of Ẑ.
Proof. Assume (ii). It follows from (8.2) that Reχ = ΛV,η = ρQ on
aZ,E. Hence ξ is normalized unitary and |Ω|v := |Ω||mv,η |2 is a density
on Ẑ for each v ∈ V . We need to show that it is integrable. Recall
from (3.19), applied to Ẑ = G/Ĥ, that
(8.6) Ẑ = F ′′KA−
Ẑ
W · ẑ0
where F ′′ is a finite set. Keep in mind that A−
Ẑ
= A−Z/AZ,E and that
we realize AẐ ⊂ AZ . Let MH =
[
ZK∩H(AẐ)
]
e
and note that MHW ⊂
WĤ . Hence the the polar map
Φ : F ′′ ×K/MH × A
−
Ẑ
×W → Ẑ
associated with (8.6) is defined. We note that:
• Φ has generically invertible differential;
• Φ has generically finite fibers,
and that the second item follows from the first, as Φ is, up to finite
cover, the restriction of a dominant algebraic map between complex
varieties of the same dimension.
Let |ω|v := Φ
∗(|Ω|v) be the pull-back of the density |Ω|v. It follows
from the observations above that |ω|v is integrable if and only if |Ω|v is.
Let us now compute this pull back explicitely. For a subspace U ⊂ g
we fix a basis u1, . . . , up and set ωU = u1 ∧ . . . ∧ up ∈
∧p
g. Let U be
the orthogonal complement of mH in k. Define a function J on AẐ by
(8.7) J(a)|ωg| = |ωU ∧ ωa
Ẑ
∧ [Ad(a)ω
ĥ
]| .
Then there exists a constant C > 0 (depending on the normalization
of measures) such that
|ω|v(w
′, kMH , a, w) = C|mv,η(w
′kaw · z0)|
2J(a)|d|(a) |d|(kMH) ,
for w′ ∈ F ′′ and w ∈ W, where |d|(kMH) and |d|(a) are the Haar
densities on K/MH and AẐ respectively. We deduce from (8.7) and
(3.11) that J(a) ≤ Ca−2ρQ for all a ∈ A−
Ẑ
.
If Z is absolutely spherical or wave-front the integrability of |ω|v
now follows from Theorem 7.2(2) and Theorem 7.6. Hence (i) is valid
in that case.
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Assume (i). We argue by contradiction and assume that (8.4) fails,
i.e. there exists ωj such that
(ΛV,η − ρQ)(ωj) ≤ 0 .
It suffices to show that |Ω|v is not integrable for some v, when pulled
back to K ×A−
Ẑ
as in the first part of the proof.
Suppose that v ∈ V generates an irreducible K-module Vτ with
dimension dτ . Then Schur-orthogonality implies that∫
K/MH
|mv,η(kaw · z0)|
2 d(kMH) ≥
1
dτ
|mv,η(aw · z0)|
2
and therefore
(8.8)
∫
|ωv| ≥
C
dτ
∫
A−
Ẑ
|mv,η(aw · z0)|
2J(a) da .
Next we need a lower bound on the Jacobian function J(a). We employ
again (8.7) and (3.11), and deduce for a0 ∈ A
−
Ẑ
sufficiently far from
walls that
J(a0 exp(−tωj)) ≥ Ce
2tρQ(ωj)
for all t ≥ 0 and a positive constant C. Hence it follows from (8.8),
Proposition 6.13 and the Fubini theorem that |Ω|v is not square inte-
grable for some v. 
Remark 8.6. In case Z is wave-front or absolutely spherical, the above
theorem shows that if (V, η) satisfies the strong inequality, then this is
also the case if we replace V by the space of K-fixed vectors in V ∞ for
any other regular choice of K.
8.3. The interlaced case. Recall that H is said to be interlaced by
P if UP ⊂ H ⊂ P , and that in this case ZP = GP/HP ≃ P/H for the
Levi-induced spherical space.
Lemma 8.7. If H is interlaced by P and V embeds into L2(Z, ξ) for
some normalized unitary character ξ with trivial restriction to UP , then
there exists a twisted discrete series σ of ZP such that V embeds into
the representation of G unitarily induced from σ ⊗ 1 of P = GPUP .
Proof. We may assume V is irreducible. Note that L2(Z, ξ) is unitary
equivalent with the induced representation indGH(ξ ⊗ ∆
−1/2
Z ). Induc-
tion by stages (see [31]) implies that this is unitary equivalent with
indGP ind
P
H(ξ ⊗ ∆
−1/2
Z ). Since ξ is trivial on UP , the representations
indPH(ξ⊗∆
−1/2
Z ) and ind
GP
HP
(ξ|HP ⊗∆
−1/2
Z )⊗1 of P = GPUP are unitary
equivalent. Let
ξP = ξ|HP ⊗∆
−1/2
Z ⊗∆
1/2
ZP
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then L2(ZP , ξP ) ≃ ind
GP
HP
(ξ⊗∆−1/2Z ). Hence V embeds into the unitary
representation indGP (L
2(ZP , ξP )⊗1), and this implies that it embeds in
indGP (σ⊗1) for some irreducible subrepresentation σ of L
2(ZP , ξP ). 
9. The tempered spectrum of Z
Let (V, η) be a spherical pair. In this section we use the power series
expansions of mv,η from Section 6 to define maps
η 7→ ηµ,wI , (V
−∞)H → (V −∞)(Hw)I ,
where µ runs through certain elements of E , the leading exponents of
the mv,η. These maps can be thought of as Radon-transforms for a
single spherical representation – analytically a Radon transform would
be the map which takes a rapidly decaying function on G/H to a
function on G/(Hw)I by integrating out fibers (Hw)I/H ∩ (Hw)I .
The coefficients of the power series expansion of mv,η are indexed
by E × N0[S]. Roughly speaking, discarding all the coefficients not
belonging to {µ}×N0[I] and evaluating the partial expansion at w ∈ W
produces an (hw)I-invariant linear functional η
µ,w
I on V (see Lemma
9.2). The difficult part is then to see that ηµ,wI is continuous, i.e. extends
continuously to V ∞. Under the assumption that Z is wave-front or
absolutely spherical, this is achieved in Lemma 9.4 using the sharp
bounds from Section 7.
Since AI acts on the finite dimensional space (V
−∞)(hw)I , we ob-
tain a finite dimensional AI-module W -generated by η
µ,w
I . Appropri-
ate AI-eigenvectors which we call η-optimal, then give the tempered
embedding theorem 9.11 for (V, η) a tempered pair.
9.1. Leading coefficient maps. Let (V, η) be an H-spherical pair
as considered in Section 6, and let Ξ ⊂ a∗Z,C be the associated set of
exponents (see (6.15)). We shall attach leading coefficient maps
LI : V → C
∞(UAA
−
Z),
to each subset I ⊂ S.
Let ΞI = {ξ|aI | ξ ∈ Ξ} be the set of exponents along AI . In analogy
with Elead we let Elead,I consist of those exponents µ ∈ ΞI for which
µ− σ|aI /∈ ΞI for all σ ∈ N0[S]\〈I〉 (see (6.16)).
Then
(9.1) ∅ 6= Elead,I ⊂ Elead|aI
and
ΞI ⊂ Elead,I + N0[S]\〈I〉.
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For each µ ∈ Elead,I and each w ∈ W we define
Lµ,wI (v)(a) :=
∑
ξ∈Ξ, ξ|aI=µ
qv,ξ,w(log a) a
ξ
for v ∈ V and a ∈ UAA
−
Z , where qv,ξ,w is defined by (6.17).
Lemma 9.1. Let µ ∈ Elead,I and w ∈ W. The linear map L
µ,w
I : V →
C∞(UAA
−
Z ) is aZ-equivariant.
Proof. This follows from the uniqueness of the coefficients in the asymp-
totic expansions of mv,η(aw · z0) and L
µ,w
I (v)(a) (see also (6.27)). 
Denote by V ∗ the algebraic dual of V and define
L
µ,w
I : AI → V
∗; Lµ,wI (a)(v) := L
µ,w
I (v)(a) .
Notice that
L
µ,w
I (a)(v) = a
µpv,µ,w(log a) (a ∈ AI)
for a polynomial pv,µ,w on aI .
Lemma 9.2. Let µ ∈ Elead,I and w ∈ W. Then im L
µ,w
I ⊂ (V
∗)(hw)I .
Proof. For the proof we assume first that w = 1 is trivial. Recall that
hI = (l ∩ h) + {X + TI(X) | X ∈ u}
for the linear operator TI : u→ (l ∩ h)⊥l ⊕ u given by (3.10).
First it is clear that mXv,η|A−
Z
= 0 for all X ∈ h ∩ l = hI ∩ l. This
implies readily that Lµ,1I (a) ∈ (V
∗)l∩h for all a ∈ AI .
Next for α ∈ Σu and X−α ∈ g−α, we note that
(9.2) T (X−α)− TI(X−α) =
∑
α+β /∈〈I〉
Xα,β
with the notation of (3.3) and (3.10).
Let X = X−α+TI(X−α) ∈ hI , and note that since TI(X−α) is a sum
of root vectors Xα,β ∈ gβ with α + β ∈ 〈I〉, we have Ad(a)X = a−αX
for a ∈ AI . Hence for v ∈ V
mX·v,η(a · z0) = η(a
−1 ·X · v) = aαη(Xa−1 · v).
Let Y = T (X−α)− TI(X−α) ∈ u. Then X + Y ∈ h and for a ∈ AI we
obtain from above
mX·v,η(a · z0) = −a
αη(Y a−1 · v) = −aαm(Ad(a)Y )·v,η(a · z0) .
Inserting the root vector expansion (9.2) we obtain
(9.3) mX·v,η(a · z0) = −
∑
α+β /∈〈I〉
aα+βmXα,β ·v,η(a · z0) .
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By inserting for the matrix coefficients on the right hand side of (9.3)
their expansions according to (6.17), we see that on AI ∩ UAA
−
Z the
function mX·v,η(a ·z0) allows an expansion with exponents which are of
the form ξ|aI with ξ = ξ
′ + σ where ξ′ ∈ Ξ and σ = α+ β ∈ N0[S]\〈I〉.
By the definition of Elead,I we get ξ|aI 6= µ and hence we conclude that
L
µ,1
I (a)(Xv) = 0 for a ∈ AI .
Finally, the case of an arbitrary w proceeds along the same lines in
view of the description of hw in (3.20). 
Let W be a finite dimensional vector space and µ ∈ (aI)∗C. Then we
call f : AI → W a µ-polynomial map provided that for all λ ∈ W ∗
there exists a polynomial pλ on aI such that (λ ◦ f)(a) = aµpλ(log a)
for all a ∈ AI . Notice that there is a natural action of AI on the space
of all µ-polynomial maps and accordingly we obtain an action of U(aI).
The following lemma is then straightforward from the definitions.
Lemma 9.3. Let f : AI →W be a µ-polynomial map.
(1) If f 6= 0, then there exists an u ∈ U(aI) such that u · f 6= 0 and
(u · f)(a) = aµ(u · f)(1) for all a ∈ AI .
(2) Suppose in addition thatW0 ⊂W is a subspace with im f ⊂W0.
Then im(u · f) ⊂ W0 for all u ∈ U(aI).
We now apply this to the specific situation where W = (V ∗)(hw)I .
Observe that W ≃ (V/(hw)IV )∗ is a finite dimensional AI-module by
Lemma 6.9, and that in Lemmas 9.1 and 9.2 we have established that
L
µ,w
I : AI →W is an AI-equivariant µ-polynomial map. There are two
invariant subspaces which are in our interest: (V −∞)(hw)I ⊂ (V −ω)(hw)I .
We already know from Lemma 9.3 that there exists an element u ∈
U(aI) such that u · L
µ,w
I transforms as a character. Since we want to
keep track of certain symmetries we need to construct u explicitly via
an iterative procedure. This will be done in (9.12). To prepare for that
let X ∈ aI be such that σ(X) < 0 for all σ ∈ S\I and sufficiently
generic such that Imλ(X) 6= Imλ′(X) for all pairs λ 6= λ′ in Elead,I
with Reλ(X) = Reλ′(X). Recall from Section 6.3 the constants λX
and dX . Then Re ξ(X) ≤ λX for all ξ ∈ Ξ, and for each ξ ∈ Ξ with
Re ξ(X) = λX we have ξ|aI ∈ Elead,I . By Lemma 6.12 the polynomial
t 7→ qv,ξ,w(Y + tX) has degree at most dX for all Y ∈ aI . Hence for
each µ ∈ Elead,I with Reµ(X) = λX an assignment
L
µ,w
I,X : AI → (V
∗)(hw)I
is defined by
(9.4) Lµ,wI,X(a)(v) = limt→∞
e−µ(tX)t−dXLµ,wI (a exp(tX))(v).
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Lemma 9.4. Let X ∈ aI be as above and µ ∈ Elead,I such that Reµ(X) =
λX . Suppose that Z is either absolutely spherical or wave-front. Then
the following assertions hold for the µ-polynomial map Lµ,wI : AI →
(V ∗)(hw)I :
(1) imLµ,wI,X ⊂ (V
−∞)(hw)I for all w and µ as above.
(2) Lµ,wI,X(1) 6= 0 for some w and µ.
Proof. (1) Suppose first that Z is absolutely spherical. Fix a ∈ AI and
v ∈ V . It follows from (6.30) that
mv,η(exp(tX)aw · z0) =
∑
µ∈Elead,I
Reµ(X)=λX
L
µ,w
I (a exp(tX))(v) + o(e
λX t) .
With ηµ := L
µ,w
I,X(a) we then deduce from Theorem 7.2(1) and (9.4)
that
(9.5)
∣∣ ∑
µ∈Elead,I
Reµ(X)=λX
ei Imµ(X)tηµ(v) +Rv(t)
∣∣ ≤ q(v)
for all t ≥ 1, with remainder Rv(t) → 0 for t → ∞ and with a G-
continuous norm q on V . As we have chosen X generic enough, we can
use the oscillatory argument from [38], Appendix 4.A.1.2(1) to deduce∑
µ
|ηµ(v)|
2 ≤ lim sup
t→∞
∣∣∑
µ
ei Imµ(X)tηµ(v)
∣∣2
and hence |ηµ(v)| ≤ q(v) for each µ. This proves (1) for Z absolutely
spherical.
If Z is wave-front, then we proceed similarly as above but use The-
orem 7.6 instead of Theorem 7.2(1) while carrying an additional AZ-
variable along: First we obtain as above for b ∈ AI that ηb := L
µ,w
I,X(b) ∈
(V −ω)(hw)I . Let Wµ ⊂ (V −ω)(hw)I be the finite dimensional space gen-
erated by imLµ,wI,X . Observe that the action of AI on Wµ is by a single
Jordan block corresponding to µ. Hence with the notions of Theorem
7.6 we find a d ∈ N such that
|mv,ηb(ωaw
′ · zw,I)| ≤ Cǫpǫ(v)b
µaΛV,η(1 + ‖ log a‖ + ‖ log b‖)d
for all v ∈ V , a ∈ A−Z , b ∈ AI , ω ∈ Ω, w
′ ∈ W and all ǫ > 0. It
follows from [23] Lemma 3.1 and Prop. 3.4 that there exists a weight
w : Zw,I → R+ such that
w(abw′ · zw,I) ≥ b
µaΛV,η(1 + ‖ log a‖+ ‖ log b‖)d
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for all a ∈ A−Z , b ∈ AI and w
′ ∈ W. Note that A−Zw,I = AIA
−
Z . In
particular, employing the polar decomposition for Zw,I, it follows that
q(v) := sup
z∈Zw,I
|mv,ηb(z)|w
−1(z) <∞ (v ∈ V ω) .
We claim that q is a G-continuous norm on V . To see that we first
note that the G-action on the Banach space E = L∞(Z,w−1dz) is
by locally equicontinuous operators (see [4], Lemma 2.3) and hence
the G-continuous vectors Ec ⊂ E form a G-stable closed subspace
of E, i.e. the action of G on Ec defines a Banach-representation. Now
V ⊂ Ec as V consists even of smooth vectors. Hence q is aG-continuous
norm on V . As |ηb(v)| ≤ w(zw,I)q(v) for all v ∈ V , we deduce that
ηb ∈ (V −∞)(hw)I .
To establish (2) we note that for each λ ∈ λX + iR
e−λt
∑
µ∈Elead,I
µ(X)=λ
L
µ,w
I (exp(tX))(v) =
∑
ξ∈Ξ
ξ(X)=λ
qv,ξ,w(tX).
It follows from Lemma 6.12 that this polynomial in t has degree dX
for some λ ∈ λX + iR and some v and w. Hence L
µ,w
I (exp(tX))(v) has
degree dX for some µ ∈ Elead,I with µ(X) = λ. This implies L
µ,w
I,X(1) 6=
0. 
We can equally implement Lµ,wI,X by a differential operator. To see
that we define for Y ∈ aI and f a differentiable function on AI :
∂Y f(a) := (Y · f)(a) =
d
dt
∣∣∣
t=0
f(a exp(tY )) .
Further for γ ∈ a∗I,C we define a first order operator
∂γ,Y := e
γ(log(·)) ◦ ∂Y ◦ e
−γ(log(·)) = ∂Y − γ(Y ).
The following is then immediate:
Lemma 9.5. Let µ, w be as in (9.4). Then
(∂µ,X)
dXL
µ,w
I = dX !L
µ,w
I,X .
For the rest of this article we assume that Z is either absolutely
spherical or wave-front.
Lemma 9.6. Let wI ∈ WI and let w ∈ W correspond to wI as in
Lemma 3.10, and let µ ∈ Elead,I with Reµ(X) = λX . There exists
mw ∈M such that
mwwI · L
µ,1
I,X(a) = L
µ,w
I,X(a) (a ∈ AI) .
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Proof. We give the proof for Z absolutely spherical - the proof for Z
wave-front is analogous.
At first let w ∈ W be arbitrary and as = exp(sX). Let CI ⊂ AI be
a compact subset. Then (9.5) implies:
(9.6)
∑
ν∈Elead,I
Re ν(X)=Reµ(X)
es(ν−µ)(X)Lν,wI,X(a) = s
−dXa−µs (aas · ηw) + o(
1
s
) .
The o(1
s
) has to be understood in the following way: Let q = q(X)
be the G-continuous norm from Theorem 7.2(1) and q∗ its dual norm.
Then (9.6) means that
(9.7) lim
s→∞
q∗
(
s−dXa−µs (aas · ηw)−
∑
ν∈Elead,I
Re ν(X)=Reµ(X)
es(ν−µ)(X)Lν,wI,X(a)
)
= 0
uniformly for a ∈ CI .
Moreover, note that Lemma 9.4 implies that
(9.8) sup
a∈CI ,s∈R
q∗
( ∑
ν∈Elead,I
Re ν(X)=Reµ(X)
es(ν−µ)(X)Lν,wI,X(a)
)
<∞.
Now let w correspond to wI . From Lemma 3.10 we obtain that
wIas = usmsbswhs with us ∈ U , ms ∈ M , bs ∈ AZ and hs ∈ H such
that us → 1 and bsa−1s → 1 for s→∞. Moreover, we can assume that
(ms)s≥s0 is convergent, say with limit m
−1
w ∈M . Then
asw · η = asb
−1
s m
−1
s u
−1
s wIas · η .
If we thus set gs := asb
−1
s m
−1
s u
−1
s , then (gs)s≥s0 is convergent to mw
and
(9.9) asw · η = gswIas · η .
From (9.7) we have
lim
s→∞
q∗
(
s−dXa−µs (aas · η)−
∑
ν∈Elead,I
Re ν(X)=Reµ(X)
es(ν−µ)(X)Lν,1I,X(a)
)
= 0
uniformly for a ∈ CI . As q∗ is G-continuous and L
ν,1
I,X(a) isHI-invariant
we hence obtain
lim
s→∞
q∗
(
s−dXa−µs (wIhaas) · η −
∑
ν∈Elead,I
Re ν(X)=Reµ(X)
es(ν−µ)(X))[Lν,1I,X(a)]wI
)
= 0
uniformly for h in compacta of HI and a ∈ CI . Now note that there
exists ha ∈ HI , depending continuously on a ∈ AI , such that wIhaa =
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awI (see Lemma 3.5). Hence we get
lim
s→∞
q∗
(
s−dXa−µs (awIas) · η −
∑
ν∈Elead,I
Re ν(X)=Reµ(X)
es(ν−µ)(X))[Lν,1I,X(a)]wI
)
= 0
uniformly for a ∈ CI . Further by applying gs, which in the limit
commutes with a, we deduce with (9.8) and the G-continuity of q∗,
that
(9.10)
lim
s→∞
q∗
(
s−dXa−µs (agswIas)·η−
∑
ν∈Elead,I
Re ν(X)=Reµ(X)
es(ν−µ)(X))mw[L
ν,1
I,X(a)]wI
)
= 0
uniformly for a ∈ CI . If we combine (9.10) with (9.9) and (9.7) we
arrive at
(9.11) lim
s→∞
q∗
( ∑
ν∈Elead,I
Re ν(X)=Reµ(X)
es(ν−µ)(X)
(
L
ν,w
I,X(a)−mw[L
ν,1
I,X(a)]wI
))
uniformly for a ∈ CI .
We are now in the position to apply Lemma 6.14. For that note that
it is no loss of generality to assume that the G-continuous norm q from
Theorem 7.2 is Hermitian (see [4]). Let H0 be the Hilbert completion
of the Harish-Chandra module (V −∞)K−fin with respect to q∗. With
H := L2(CI ,H0) the lemma follows now from (9.11) and Lemma 6.14,
which is easily extended to a Hilbert space valued setting. 
In the next step we produce out of Lµ,wI,X a continuous functional
which transforms under the action of AI as a character. Note that
L
µ,w
I,X(a)(v) = pv,µ,w,X(log a)a
µ
with pv,µ,w,X a polynomial on aI which is constant along all affine rays
t 7→ Y + tX in aI . Now if all pv,µ,w,X are constant, then we set η
µ,w
I :=
ηµ,wI,X. Otherwise we set X1 := X and choose 0 6= X2 ∈ aI orthogonal
to X1 and let d2 the maximum of the degrees of the polynomials t →
pv,µ,w,X1(Y +tX2) for Y ∈ aI , v ∈ V . Then define for a ∈ AI and v ∈ V
L
µ,w
I,X1,X2
(a)(v) = lim
t→∞
t−d2e−tµ(X2)Lµ,wI,X1(a exp(tX2))(v) .
As in Lemma 9.5 we have
L
µ,w
I,X1,X2
=
1
d2!
(∂µ,X2)
d2 L
µ,w
I,X1
.
With Lemmas 9.3 and 9.4 we thus get Lµ,wI,X1,X2(a) ∈ (V
−∞)(hw)I . We
continue that iteratively and arrive at an element ηµ,wI ∈ (V
−∞)(hw)I
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defined by
(9.12) ηµ,wI (v) = L
µ,w
I,X1,...,Xdim aI
(1)(v)
with the additional property that it transforms under AI as a character
(9.13) ηµ,wI (av) = a
µηµ,wI (v) (a ∈ AI , v ∈ V ) .
Note that ηµ,wI 6= 0 if and only if L
µ,w
I,X(1) 6= 0. In particular, there
exists µ ∈ Elead,I and w ∈ W such that the functional η
µ,w
I is non-zero.
Further we note that
(9.14) mv,ηµ,w
I
(aw · z0,I) =
∑
ξ∈Ξ
ξ|aI
=µ
cv,ξ,w(log a)a
ξ (a ∈ A−ZAI , v ∈ V )
with polynomials cv,ξ,w which do not depend on aI .
Lemma 9.7. Let wI ∈ WI and let w ∈ W correspond to wI as in
Lemma 3.10. There exists mw ∈M such that
(9.15) mw · (η
µ,1
I )wI = η
µ,w
I .
Proof. In view of the construction of ηµ,wI , this is now immediate from
Lemma 9.6 and Lemma 9.5. 
9.2. The tempered embedding theorem. Let (V, η) be anH-spherical
tempered pair. Then ρQ(ωi) ≤ ΛV,η(ωi) for i = 1, . . . , s by Theorem 8.2.
For each leading exponent λ we have ΛV,η(ωi) ≤ Reλ(ωi) by definition,
and hence
(9.16) ρQ(ωi) ≤ ΛV,η(ωi) ≤ Reλ(ωi).
We attach the following set of spherical roots to λ
(9.17) Iη,λ := {σi ∈ S : ρQ(ωi) < Reλ(ωi)} .
Lemma 9.8. For λ ∈ Elead and I = Iη,λ the following assertions hold:
(1) ρQ|aI = ΛV,η|aI = Reλ|aI .
(2) For all λ′ ∈ Elead and σi /∈ I one has Re(λ′ − λ)(ωi) ≥ 0.
(3) λ|aI ∈ Elead,I .
(4) If λ′ ∈ Elead and Reλ′|aI = Reλ|aI then Iη,λ′ ⊂ Iη,λ.
Proof. (1) follows from (9.16) and (9.17) since aI is spanned by the ωi
for σi /∈ I. Next (2) follows from (1) together with (9.16). Moving on
to (3) we argue by contradiction and assume that λ|aI /∈ Elead,I . Then
there exist an γ ∈ Elead,I and a σ ∈ N0[S]\N0[I] such that (λ−σ)|aI = γ .
Since σ|aI 6= 0 this contradicts (2). Finally, (4) is obvious from the
definition. 
Let minη := min{#Iη,λ | λ ∈ Elead}.
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Lemma 9.9. Let (V, η) be an H-spherical tempered pair. Then there
exists a λ ∈ Elead such that for I = Iη,λ and µ = λ|aI the following
assertions hold:
(1) #I = minη.
(2) ηµ,wI 6= 0 for some w ∈ W.
Proof. Let γ ∈ Elead be such that (1) holds for I := Iη,γ . According
to Lemma 9.8(3) we have γ|aI ∈ Elead,I . For each X ∈ S(a
−
Z) we have
Re γ(X) ≤ λX ≤ ΛV,η(X). If in addition X ∈ aI then Lemma 9.8(1)
implies Re γ(X) = λX = ΛV,η(X).
Let X ∈ aI be the sufficiently generic element used in the construc-
tion (above Lemma 9.4) of Lµ,wI . By this construction and the one above
Lemma 9.7, we infer that there exists a λ ∈ Elead with Reλ(X) = λX
such that for some w ∈ W we have ηµ,wI 6= 0 where µ := λ|aI . It fol-
lows from (1) and Lemma 9.8(4) that Iλ,η = I. Hence the assertion
follows. 
Pairs (λ, w) ∈ Elead ×W which satisfy the conditions of Lemma 9.9
will be called η-optimal.
Recall that aZI = aZ and that aZI ,E = aI . For σ ∈ I we define
ωσ,I ∈ aZ by
• σ′(ωσ,I) = δσσ′ for σ′ ∈ I.
• ωσ,I ⊥ aI .
We note that ωσ,S coincides with the previously defined ωσ. In general
(9.18) ωσ,I − ωσ ∈ aI (σ ∈ I) .
Let now (λ, w) ∈ Elead ×W be η-optimal, I = Iη,λ and µ = λ|aI . We
then define a linear functional ΛV,η,I ∈ a∗Z by the requirements:
• (ΛV,η,I − ρQ)|aI = 0.
• ΛV,η,I(ωσ,I) = min{Re γ(ωσ,I) | γ ∈ Elead,Re γ|aI = µ} for σ ∈ I.
Lemma 9.10. Let (V, η) be a Z-tempered and (λ, w) ∈ Elead ×W be
an associated η-optimal pair. Then
(9.19) (ΛV,η,I − ρQ)(ωσ,I) > 0 (σ ∈ I) .
Proof. In view of the definition of ΛV,η,I and (9.18) it is sufficient to
check that (ΛV,η,I−ρQ)(ωσ) > 0 for all σ ∈ I. Let now γ ∈ Elead be such
that Re γ|aI = µ. Then Iη,γ = I by Lemma 9.8 (4) and the minimality
of #I. Hence (Re γ − ρQ)(ωσ) > 0 by the definition of Iη,γ . 
Theorem 9.11. Suppose that Z is either absolutely spherical or of
wave-front type. Let (V, η) be an H-spherical tempered pair with V ir-
reducible. Then there exists for every η-optimal pair (λ, w) ∈ Elead×W
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a boundary degeneration Zw,I = G/(Hw)I of Zw = G/Hw, a normalized
unitary character ξ of (Hw)IAI , and a (g, K)-embedding
V →֒ L2(Ẑw,I ; ξ)
where Ẑw,I := G/(Hw)IAI . In particular, V is unitarizable.
Proof. Let (λ, w) ∈ Elead ×W be η-optimal and let I = Iη,λ, µ = λ|aI .
Then ηI := η
µ,w
I 6= 0, and recall that it is a continuous (Hw)I-invariant
functional. Hence after replacing H by Hw we may assume that w = 1.
As V is irreducible, the map
Φ : V ∞ → C∞(ZI), v 7→ mv,ηI
defines a G-equivariant injection. Notice that by (9.13) all elements in
im Φ transform under the normalized unitary character aµ by the right
AI-action.
Recall the set WI = {w1,I , . . . , wp,I}. For 1 ≤ i ≤ p let wi ∈ W
correspond to wi,I as in Lemma 3.10. From (9.15) we get mj · (ηI)wj,I =
η
µ,wj
I for j = 1, . . . , p, and some mj ∈M . Hence
(9.20) mηI ,v(awj,I · z0,I) = mηµ,wj
I
,v
(mja · z0,wj ,I)
for all a ∈ AZ . Here z0,wj ,I denotes the origin of G/(Hwj)I . It follows
from (9.14), applied to the matrix coefficient on the right hand side of
(9.20), that all exponents belong to Ξ and restrict to µ on aI . This
being the case for all j = 1, . . . , p we then infer from the definition of
ΛV,η,I that
ΛV,ηI (ωσ,I) ≥ ΛV,η,I(ωσ,I), (σ ∈ I)
for the exponent defined by (6.20) for ηI .
The theorem now follows by applying Theorem 8.5 to ZI (see also
Lemma 3.12), together with the inequality (9.19). 
Remark 9.12. After a change of Pmin (and A) it is possible to get an
optimal pair (λ, w) such that w = 1. In order to see that, note
mv,ηw(a · zw) = mw−1v,η(w
−1aw · z0) .
We are allowed to change (A,K, Pmin) to Ad(w
−1)(A,K, Pmin) without
effect on the developed theory of power series expansions. The asserted
reduction to w = 1 follows.
Corollary 9.13. Assume that Z is wave-front and let (V, η), (λ, w) be
as above. Then there exist
(1) a parabolic subgroup P ⊃ Q,
(2) a Levi decomposition P = GPUP ,
(3) a real spherical subgroup H ′P ⊂ GP containing (GP ∩Hw)e,
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(4) a twisted discrete series representation σ of GP/H
′
P ,
such that V embeds equivariantly into the parabolically induced unitary
representation IndGP (σ ⊗ 1).
Proof. Let I as in Theorem 9.11, and let P = PF be as in Corollary 5.6,
i.e. UF ⊂ HI ⊂ PF . In view of Lemma 3.7 we have UF ⊂ (Hw)I ⊂ PF
as well. Hence the assertion follows with H ′P = (GF ∩ (Hw)I)e from
Lemma 8.7. 
Example 9.14. Let G/H be a symmetric space as in Example 3.4,
then Z is wave-front.
After possible change of P to w−1Pw (see Remark 9.12) we may
assume that there is a λ ∈ Elead such that (λ, 1) is an η-optimal pair.
After a further change of P to hPh−1 for some h ∈ H (see [32], Thm. 1)
we may assume that P is a σθ-stable parabolic subgroup. Then H ′P =
(GσP )e is a symmetric subgroup in GP . Hence Corollary 9.13 implies
Delorme’s result from [13] (up to components of GσP ). The result of
Langlands cited in the introduction then also follows.
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