Abstract Given a finite collection of functions defined on a common probability space, the paper describes an algorithm that constructs a vector-valued approximating martingale sequence. The orthonomal basis functions used to construct the martingale approximation are optimally selected, in each greedy step, from a large dictionary. The resulting approximations are characterized as generalized H-systems and provide scalar-and vector-valued orthonormal systems that can be employed to perform lossy compression for the given set of input functions. The filtration associated to the martingale allows for a multi-resolution analysis/synthesis algorithm to compute the approximating conditional expectation via a Fourier expansion. Convergence of the algorithm as well as several computational properties are established. Numerical examples are also provided for collection of images and video frames in order to study the approximating power of the constructed sequences.
adapted to a given input in order to perform lossy compression. Even though our constructions are applicable to very general settings, in the applications of this paper, inputs will be restricted to images.
The proposed approximations in the present paper construct adaptive trees; references in this area are given by [12, 17, 19] and [1] , which provide examples of adaptive trees for image compression. In general, the tree construction is associated to a partition of the base domain that in turn is dependent on a single input vector. It follows that it is critical to keep the storage cost of the partition low as it adds to the total storage cost of the compressed image. Therefore, algorithms, which partition a given domain, need to impose strong geometrical constraints on the partition atoms. In particular, [1] only allows atoms that are polyhedra, further partitions of these atoms can only be done using line cuts. The reference [12] presents a global optimization algorithm that restricts the partition's atoms to be rectangles. As an alternative to this situation, the approach introduced in this paper allows for arbitrary partitioning of a given image domain and, hence, deals with arbitrary atoms. In order to offset the relatively high cost of the resulting adapted partition, we consider the case where we have a collection of d images defined on a common domain . This requires that we deploy our constructions in a vector setting. Therefore, we deal with a set of input images
, which effectively leads to a simultaneous approximation and creates a tradeoff. On the one hand, the relative cost of storing the partition diminishes when we increase d and, on the other hand, the quality of the approximation degrades as d is increased.
Our approach models the inputs as random variables defined on a common probability space ( , A, P) and extracts an optimized expansion through a matching pursuit algorithm ([14] ) out of a large dictionary. The main points we want to put forward about the proposed approximations are as folows:
• The basis functions are measurable with respect to (discrete) nested sigma algebras generated by natural geometric subsets, namely events belonging to the sigma algebra generated by the input vector σ (X ) ⊆ A. It turns out that these events will be level sets of the input functions.
• Therefore, the approximating functions carry natural geometric information from the input vector. Moreover, the problem of combinatorial explosion of possible discrete sigma algebras approximating σ (X ) is approached through a practical greedy optimization.
• The approximations form a martingale sequence that converges pointwise to the input vector.
The reason for our emphasis on approximations that are martingales is twofold. They are a natural setting when imposing a tree structure as we do; moreover; we concentrate in pointwise convergence which, by its very nature, will bring to the fore the underlying geometric structure (actually through the natural σ -algebras) of the input images. Our constructions can also be used to approximate stochastic processes, some details for this setup and more motivations for our approach are described in [5] .
It is known that the approximating power of nonlinear expansions is not substantially affected by performing treerestricted nonlinear expansions ([2,6-8]); our construction restricts the approximating structure to that of a tree data structure.
Given the nature of our approach, there is the need to account for the encoding of the approximating functions; this is in contrast to usual approaches where the approximating functions are fixed apriori or their bit cost encoding is very low in relative terms. Underlying the approximating vectors, there is a set of basis functions, forming a so-called generalized H-system, which are common to the vector of input functions and, hence, the relative cost of their encoding is reduced as the dimension of the vector growths.
The present paper introduces a construction (which we will call the Vector Greedy Splitting Algorithm, VGS for short) of an adapted partition of , and this partition is common to the given collection of images. Given a certain amount of similarity among the images in this collection, our construction provides associated compression improvements when the common adapted partition is used to compress the collection of images as a single entity.
Despite the fact that the VGS algorithm deals with arbitrary geometrical regions, it is a computational efficient algorithm. The reason for this is that the atoms processed by the algorithm are level sets of the input data, and they can be efficiently manipulated with a computational cost proportional to the size of the range of values of the data.
Reference [5] introduced the formalism of H-systems to perform adaptive approximations. These systems allow computation of conditional expectations via Fourier expansions and are a generalization of the Haar orthonormal system. The present paper is a continuation and extension of [5] , and this last reference provided an analysis of the scalar greedy splitting algorithm that is adapted to a single input function. Presently, we concentrate on the VGS algorithm that is our key tool to construct adapted vector-valued orthonormal systems. The paper also extends the previous setup to generalized H-systems that require n-ary trees as data structures for their realization (as opposed to binary trees in the case of H-systems). The paper also provides several sets of examples, based on a software implementation, and their bit cost analysis, in order to assess the approximation power of the proposed approach.
In order to motivate the construction, we briefly discuss some aspects of the Matching Pursuit algorithm as it will be the basis for our main construction. The reader can consult [14, 15] 
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