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Differential theory of diffraction in cylindrical coordinates 
E. Popov and N. Bonod 
Institut Fresnel, CNRS, UMR6163, Aix-Marseille Université, Fac. St. Jérôme, Ave. Escadrille Normandie-
Niemen, 13397 Marseille Cedex 20, France 
 
The principles of the differential theory of light diffraction are presented in cylindrical coordinates. Special 
attention is played to the factorisation rules necessary to obtain faster convergence with respect to the number of 
basic functions used in the field representation. A detailed description is given for diffracting objects having 
rotational symmetry and finite cylindrical length. Some properties of light diffracted by a single circular aperture 
piereced in a finitely conducting screen are discussed, including the excitation of surface plasmon wave and the 
enhanced beaming. 
 
1 Introduction 
The differential theory of light diffraction [1-3] is based on the integration of a differential set of equations 
derived from the Maxwell equations, projected on some functional bases, a projection used to reduce the 
problem from 3-dimensional integration to a set of ordinary differential equations. The basic idea is to use one 
and the same basis in different media constituting the diffraction system, in contrast with the so-called proper 
modal methods, which use different basis adapted to each medium [4], which leads to numerical problems in 
solving the corresponding characteristic equations [5]. 
First attempts to implement numerically the differential method were made in the early ‘70s [6, 7]. They 
were based on numerical integration of a second-order differential set, in analogy with a similar problem coming 
from the Schrödinger equation [8]. However, the vectorial character of the electromagnetic field made it more 
natural the use of first-order differential set obtained directly from the Maxwell equations, especially in TM 
polarization with electric field vector perpendicular to the grating grooves [9, 10]. 
An alternative method was developed to avoid numerical integration, quite suitable for lamellar gratings and 
based on eigenvalues/eigenvectors technique (as discussed in Sec.5). Following the works of Moharam and 
Gaylord [11. 12] the method is called ‘rigorous coupled-wave (RCW) theory,’ despite the ambiguity of the 
name. Earlier works by Peng [13] and Krupitsky and Chernov [14] propose similar formulations, but are less 
known to the scientific community. 
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Fig. 1  Schematical representation  
of a crossed grating 
 
 
 
 
 
 
The aim of this paper is to present the general principles of the differential method, the difficulties that 
appear in its earlier formulations, together with the recent advances in overcoming them (Sec.2 and 3). A 
detailed study is proposed in cylindrical coordinates (Sec.4 – 7), in view of the recent theoretical and practical 
interest devoted to diffraction by single or periodical apertures in physics, biology and chemistry. 
The basic idea of the differential method can be more easily understood in Cartesian coordinates. Systems 
having one-, two-, or three-dimensional periodicity (classical, multilayered, or crossed gratings, photonic 
crystals, hole arrays) are naturally modelled in Cartesian coordinates having orthogonal or nonorthogonal basis, 
depending on the form of the elementary cell. For example, a crossed grating with rectangular cell, periodic in x 
and z-directions (Fig.1) can be treated in a basis of exponential functions: 
 
  (1) x,m z,pexp[i(k x k z)], m, p - integers+
 
where  and  are the x and z wavenumbers of the diffraction orders, 
determined from the incident wavenumbers  and the periods d
x,m x,0 xk k mK= + z,p z,0 zk k pK= +
x,0 z,0(k , k ) x and dy in x and z direction 
  x x(K 2 / d ,= π z zK 2 / d )= π .
+
The electromagnetic field components can be represented in the basis (1) in the form of unknown amplitudes, 
which depend only on y-coordinate. For example, the x-component of the electric field vector is given in the 
form: 
  (2) x x,m,p x,m z,p
m,p
E (x, y, z) E (y) exp[i(k x k z)]
∞
=−∞
= ∑
In the substrate and the cladding outside the grating region, which extends from y = 0 to y = h (Fig.1), the form 
of the field amplitude Ex,m,p is determined by the wave equation in a homogeneous medium: 
 
  (3) x,m,p x,m,p y,m,pE (y) A exp( ik y)
±= ±
with 2 2 2y,m,p x,m z,pk k k k= − −  and k is the wavenumber in the corresponding medium. Inside the grating 
region , the field cannot be represented as a sum of plane waves and it is necessary to solve 
numerically the set of differential equations for E
(0 y h)≤ ≤
x,m,p, as well as for the other field vector components. The entire 
history of the differential theory and its numerical implementation is devoted to this problem, which consists of 
several tasks: formulation of the differential set, numerical integration of the set, and application of the boundary 
conditions at y = 0, h.  
 
2 S-matrix propagation algorithm 
There were two major difficulties in obtaining an operational method. The first one is due to the fact that when a 
system of differential equation is integrated along some propagation distance, numerical instabilities grow 
exponentially with this distance and lead to ill-conditioned system. A simple but typical example enables us to 
understand the origin of the difficulty and indicates a possibility of its elimination. Let us consider a 
homogeneous layer extending from x = x0 to x = x1. If we try to propagate a single plane wave from point 
 to point , it is necessary to consider two waves propagating in opposite directions: 0 0M (x ) 1 1M (x )
  (4) 
y
y
E A exp(ikx)
E A exp( ikx
+ +
− −
=
= − )
⎟
⎟⎟
 
and the link between the field at x0 and x1 is given by the so-called transmission matrix T of the layer: 
 
  (5) 
y 1 y 0 y 01 0
1 0y 1 y 0 y 0
E (x ) E (x ) E (x )exp[ik(x x )] 0
T
0 exp[ ik(x x )]E (x ) E (x ) E (x )
+ + +
− − −
⎛ ⎞ ⎛ ⎞ ⎛ ⎞−⎛ ⎞⎜ ⎟ ⎜ ⎟ ⎜= = ⎜ ⎟⎜ ⎟ ⎜ ⎟ − − ⎜ ⎟⎝ ⎠⎝ ⎠ ⎝ ⎠ ⎝ ⎠
 
If it is necessary to take into account the evanescent waves with , the exponential term of T22 having 
negative sign diverges when x
Im(k) 0>
1 – x0 becomes sufficiently large. This can be avoided by suitable renormalization 
in the case of plane wave expansion, but this is impossible when the explicit form of the field is unknown, as it 
happens in case of inhomogeneous media. During the ‘90s, this problem was definitely solved in 
electromagnetism by applying [15] a propagation algorithm (called S-matrix algorithm) already known in other 
domains of science [16, 17]. It is easy to understand the idea by slightly changing eq.(5): 
  (6) 
y 1 y 0 y 01 0
1 0y 0 y 1 y 1
E (x ) E (x ) E (x )exp[ik(x x )] 0
S
0 exp[ik(x x )]E (x ) E (x ) E (x )
+ + +
− − −
⎛ ⎞ ⎛ ⎞ ⎛ ⎞−⎛ ⎞⎜ ⎟ ⎜ ⎟ ⎜= = ⎜ ⎟⎜ ⎟ ⎜ ⎟ − ⎜⎝ ⎠⎝ ⎠ ⎝ ⎠ ⎝ ⎠
 
so that the new matrix S represents the scattering matrix of the system that links the field  incident on the 
structure (  at xyE
+
0 and yE
−  at x1) to the field scattered by the system ( yE+  at x1 and  at xyE− 0), by taking into 
account that the + components propagates towards +x and the – components travels along –x, assuming exp(-
iωt) time dependence. As can be observed, even for evanescent field whatever the propagation distance, the S-
matrix doe not diverge. However, special attention must be made in correctly treating underflows. 
However, this evident solution is not so simple to apply in practice for an inhomogeneous system, where the 
forward and backward propagating amplitude are coupled inside the structure, because field is determined by 
propagating it from one point to another, i.e., numerical (or analytical, when possible) integration gives naturally 
the T-matrix. To solve this difficulty, it is necessary to divide the inhomogeneous domain into subdomains 
(slices), small enough so that it is possible to determine the T(j)-matrix for each slice (numbered j) without 
numerical instability. A simple recurrence formula [15] enables then to determine the S(j)-matrix for each set of 
slices starting from the first one (j = 1) of the set: 
 
( )
( )
1( j) ( j) ( j 1)( j)
11 12 12
( j) ( j 1) ( j)
22 22
( j) ( j) ( j) ( j 1) ( j)
12 21 22 12
( j) ( j 1) ( j) ( j) ( j 1)
21 21 22 12 11
( j) ( j) ( j) ( j 1) ( j) ( j 1)
11 12 12 11 22 11
Z T T S
S S Z
S T T S Z
S S S T S
S S T S T S
−−
−
−
− −
− −
= +
=
= +
= −
= − +
 (7) 
 
The initial (zero-slice) S-matrix is equal to the unity matrix. It has to be taken into account that contrary to 
eqs.(5) and (6), in case of inhomogeneous media the elements of the S and the T-matrices represent block 
matrices. 
 
3 The factorization rules 
The second major problem that restricted for quite a long time the applications of the differential method to only 
dielectric or shallow metallic gratings came from the necessity to truncate the otherwise infinite series in eq.(2), 
inevitable in numerical modelling of the diffraction problem. It is well known that the convergence of the 
Fourier representation of a given function with respect to the truncation parameter N (with 2N+1 being the 
number of Fourier components retained in the representation) depends strongly on the type of the function. If the 
function is continuous, the convergence is, in general, of the order of N-2, while discontinuous functions 
converge not faster than N-1. Unfortunately, electromagnetism deals with both continuous and discontinuous 
functions. In the case of non-magnetic materials (as studied everywhere in this paper), magnetic field and 
induction are continuous functions of the space variables. However, given an object with different electric 
permittivity, electric field normal components EN and electric induction tangential components DT are 
discontinuous across its surfaces, and they all participate in the Maxwell equations.  
Let us at first consider a simple case of a sinusoidal aluminium grating illuminated in TE or TM polarization 
(electric field vector parallel or perpendicular to the grooves) [2]. When the groove depth-to-period ratio is 40%, 
corresponding to the mostly used commercial gratings, the convergence in TE polarization is rapidly reached and 
precision to within 0.5% is easily obtained for N > 6. However, in TM polarization it is not sufficient to go up to 
300 Fourier components (N = 150) to reach satisfactory results (Fig.2). While in the case of classical gratings it 
is possible to further increase N (to, say, N = 1000), crossed gratings and 3-dimensional photonic crystals cannot 
be treated numerically by retaining such great number of field components, because this requires solving a 
system of [4(2N+1)]2 differential equations. The improvement of the method is spectacular, when using the 
correct factorization rules, described later in the paper. 
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Fig. 2  Convergence of the –1st order diffraction efficiency of an aluminium grating used in Littrow mount at λ = 
0.6328 µm. Period is d = 0.5 µm and groove depth is h = 0.2 µm, refractive index n = 1.3 + i 7.6. Curve ‘TM’ – 
classical differential method, curve labelled as ‘correct TM’ – improved method [2]. 
 
The origin of the difference between the convergence rates of TE and TM polarization has been explained 
since long time by the fact that in TE polarization the only nonzero component of the electric field vector is 
tangential to the groove surface and thus continuous. However, this explanation was not sufficient to provide a 
solution, at least till the works of Lalanne at el. [18] and Granet and Guizal [19] that proposed a fast convergence 
formulation for lamellar gratings, discussed later. The theoretical explanation of this fast convergence was made 
by Li [20, 21] who challenged the validity of the well-known convolution rule of presenting the product of 
functions in a truncated Fourier basis. While the convolution rule is rigorously valid for an infinite series 
representation, computer implementation of a theory requires truncation of the basis, and in this truncated basis it 
is possible, in some cases, to formulate a new rule, which is more rapidly converging with the truncation 
number.    
Recent studies have extended the use of the Li’s truncation rules to other methods [22]. One can find in 
ref.[23] a detailed presentation of the conventional convolution rule and the rules proposed by Li, extended to 
any orthonormal basis of continuous functions. The basic idea can be easily understood on a single example of 
an extreme truncation of the series, where only a single term is retained [18, 23]. In an one-dimensional Fourier 
basis this means simply to calculate the mean value of the product of two functions h(x) = f(x) g(x) as a function 
of the mean values of f(x) and g(x).. At first, let us consider that function g(x) is constant. Then the mean value 
of h is the product of the mean values of g and of f: 
 
 g const. h f g= ⇒ =  (8) 
 
Second, let us consider two piecewise constant functions: 
 
  (9) 
a, x 0 b, x 0
f (x) , g(x) , h(x) a b
b, x 0 a, x 0
< <⎧ ⎧= =⎨ ⎨< <⎩ ⎩ =
so that their mean values is simply given as: 
 
 2f g (a b) / 2, h ab f g (a b) / 4= = + = ≠ = +  (10) 
 
and thus, in general, the mean value of h = fg is not given as the product of the mean values of f and g. However, 
if we consider the product of 1/f and h, as h = const. we can apply eq.(8): 
 
 1 a b 1 1g h
f 2 2a 2
+⎛ ⎞ ⎛ ⎞= ⇔ = +⎜ ⎟ ⎜ ⎟⎝ ⎠ ⎝ ⎠abb  (11) 
and thus another rule can be obtained: 
 
1
1h
f
−⎛ ⎞= ⎜ ⎟⎝ ⎠ g  (12) 
called by Li the inverse rule, in opposition to eq. (8), called the direct rule. Whatever the basis of functions used 
[23], these rules has to be used in order to obtain faster convergence with respect to the truncated number of 
basic functions used in the numerical implementation of the differential method. They can be formulated in the 
following general form: 
Given an infinite basis of continuous functions { }mϕ  forming a linear space, the decomposition [ ]h  of a 
product h of two arbitrary functions f and g in this basis can be represented as a combination of the 
decompositions [ ]f  and [ ]g  of the two functions in the same basis. If the two functions don’t have points of 
simultaneous discontinuity, a rule corresponding to the Laurent’s rule for Fourier basis applies, called direct rule: 
 [ ] a b [ ]mpm
p
h f= pg∑  (13) 
where 
 [ ] mmh h |= ϕ  (14) 
is the projection of h on the m-th base function, and  
 
 a b m pmpf | f |= ϕ ϕ  (15) 
 
represents the matrix element of f over the direct and the adjoint basis. The angular brackets stay for the scalar 
product defined in the corresponding basis. For example, in a 1-D Fourier basis applied to periodic functions 
with period d, we have: 
 
m
d
m
0
d
m p
0
(x) exp(imKx), K 2 / d
1f (x) | (x) f (x)exp(imKx)dx
d
1(x) | f (x) | (x) f (x)exp[i(m n)Kx]dx
d
ϕ = = π
ϕ =
ϕ ϕ = −
∫
∫
 (16) 
If the index of the base functions is a continuous variable (for example, aperiodic functions), then the sum in 
eq.(13) is replaced by an integral.  
The second case concerns the product of functions having points of simultaneous reciprocal discontinuities, 
so that their product is continuous in these points. An inverse rule, more rapidly convergent than eq., can be 
formulated, similar to eq.(12): 
 
 [ ] a b [ ]inv mpm
p
h f= pg∑  (17) 
where  represents the m,p element of the inverted square matrix a  made of the elements of the 
projection of 1/f : 
a binv mpf binvf
 a b
11
inv m p
1 1f
f f
−− ⎛ ⎞⎧ ⎫= = ϕ ϕ⎜ ⎟⎨ ⎬⎜ ⎩ ⎭⎝ ⎠
c fd gd ge hd g ⎟  (18) 
In the most general situation when the three functions h, f, and g have points of simultaneous discontinuity, 
neither the direct nor the inverse rule give satisfactory convergence rate, but it is often possible to find a suitable 
combination of the two rules. 
These rules are of great importance in electromagnetism, because there are two products that participate in 
the Maxwell equations, namely the electric field vector E
G
 multiplied by the electric permittivity tensor ε, and the 
magnetic field vector H
G
 multiplied by the magnetic permeability tensor µ. Let us consider linear, local, 
instantaneous, and non-magnetic response, and concentrate on the electric induction:  
 D E= εG G  (19) 
 
The case of magnetic media can be treated in a similar manner. The non-linear response can also be modelled, as 
shown in ref. [24]. 
The three functions D
G
, ε, and EG  are simultaneously discontinuous on the surface of a physical object. 
However, it is possible to separate  D
G
 in two parts, each one corresponding to the first or the second case 
discussed above. The normal part of D
G
 is continuous across the surface of the object and thus the discontinuities 
of ε and EG  are reciprocal, thus the inverse rule applies: 
 
1
N
1D
−
NE⎡ ⎤ ⎡= ⎤⎣ ⎦ ⎣ε ⎦
G Gc fd gd ge hd g  (20) 
The remaining (tangential) part of D
G
 can be treated according to the direct rule, because the tangential part of E
G
 
is continuous across any surface 
 a bTD ET⎡ ⎤ ⎡= ε ⎤⎣ ⎦ ⎣ ⎦
G G
 (21) 
Thus, 
 a b
1
N T N
1D D D E E
−
⎡ ⎤ ⎡ ⎤ ⎡ ⎤ ⎡ ⎤ ⎡ ⎤= + = + ε⎣ ⎦ ⎣ ⎦ ⎣ ⎦ ⎣ ⎦ ⎣ ⎦ε T
G G G G Gc fd gd ge hd g  (22) 
The relations: 
 
( )N
T N
E N N E
E E E
= ⋅
= −
G G G G
G G G  (23) 
can be used to simplify eq.(22): 
 a b( )D NN E⎡ ⎤ = ε − ∆ ⎡ ⎤⎣ ⎦ ⎣ ⎦G G G Gc fd ge h  (24) 
with the matrix ∆: 
 a b
11 −∆ = ε − ε
c fd gd ge hd g  (25) 
vanishing without truncating the number of basic functions, and eq.(24) simplifies to eq.(13). However, it 
becomes significantly different from zero in case of truncation and its use contributes to a significant 
acceleration of the convergence rate with respect to the basis truncation. In the anisotropic case, a special 
attention is required because D
G
 and E
G
 are non-parallel, in general [2]. 
 
 
4 The differential equations in cylindrical coordinates 
Let us consider a cylindrical coordinate system (r, , z)θ , as presented schematically in Fig.3. Using Fourier 
representation on the basis exp(inθ), Maxwell equations for the r-, θ-, and z- components of electric and 
magnetic field , , , , , and  can be written in the following form: rE Eθ zE rH Hθ zH
 
 
,n
z,n 0 r,n
r,n z,n
0 ,n
,n ,n
0 z,n r,n
,n
z,n r,n
r,n z,n
,n
,n ,n
z,n r,n
E in E i µ H
z r
E E
i µ H
z r
E E ini µ H E
r r r
H in H i D
z r
H H
i D
z r
H H ini D H
r r r
θ
θ
θ θ
θ
θ
θ θ
∂ = − ω∂
∂ ∂= + ω∂ ∂
∂ω = + −∂
∂ = + ω∂
∂ ∂= − ω∂ ∂
∂− ω = + −∂
 (26) 
 
The propagation equations are then coupled: 
 ( )r,n 2r,n 0 r,n ,n2 2E 2inE µ r E Er r θ∆ − + ω ε − = 0  (27) 
 ( ),n 2,n 0 ,n r,n2 2E 2inE µ r E Er r
θ
θ θ∆ − + ω ε + = 0  (28) 
Using the notations: 
 ,n r,n nE iE E
+θ + =  (29) 
 ,n r,n nE iE E
−θ − =  (30) 
eqs.(27) and (28) can be decoupled:  
 ( )2nn 0 n2E 2nE µ r E Er r
++ +∆ − + ω ε + =n2 0+  (31) 
 ( )2nn 0 n2E 2nE µ r E Er r
−− −∆ − + ω ε − =n2 0−
mk
mk
 (32) 
 
and their general solutions can be written as Bessel functions expansion: 
  (33) 
m
E
n n m n 1 m m
k 0
E 2c (k , z)J (k r)k d
∞+ −
=
= ∫ 
  (34) 
m
E
n n m n 1 m m
k 0
E 2b (k , z)J (k r)k d
∞− +
=
= ∫ 
with  being the radial wavenumber  of each Fourier-Bessel component. The usefulness of the substitution 
(29) and (30) can be further exploited. To this aim it is sufficient to add or subtract the first two equations in (26)
, so that one obtains 
mk rk
 
z,nn
z,n 0 n
z,nn
z,n 0 n
EE in E i i µ H
z r r
EE in E i i µ H
z r r
+ +
− −
∂∂ = + − ω∂ ∂
∂∂ = − + ω∂ ∂
 (35) 
Projecting these equations on the basis of n 1J −  and n 1J +  results in first-order ordinary differential equations for 
E
nb  and . To this aim it is necessary to express  in the same basis, which can be done from the last 
equation in (26). In the meantime, we have to take into account that the numerical calculations require truncating 
the basis of projection. This means that we have to replace the integrals by discrete sums bounded by a finite 
limit. In addition, the unknown functions 
E
nc z,nE
E
n mb (k , z)  and  are turned into sets of discrete unknowns 
denoted by 
E
n mc (k , z)
E E
n,m n m mb (z) b (k , z)k=   and .  E En,m n m mc (z) c (k , z)k= 
It is straightforward to find from the third and the sixth equation in (26) the expressions of z-components of 
H and D: 
  (36) ( )Max E E0 z,n n,m n,m n m m m
m 1
i H b c J (k r)k k
=
ωµ = − ∆∑
  (37) ( )Max H Hz,n n,m n,m n m m m
m 1
i D b c J (k r)k k
=
− ω = − ∆∑
 
r
hR
θ 
O
z
y
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Fig.3  Schematical representation of a cylindrical aperture inside an infinite plane screen 
 
The link between  and  depends on the system geometry. The factorizations rules discussed in the 
previous section depend on the form of the diffractive object. Let us consider the most simple system, which has 
a rotational symmetry and is piecewise z-independent. This could be a circular cylindrical aperture in a plane 
screen (Fig.3), or more complicated structure consisting of circular channels with rectangular cross section, as 
discussed further on. In principle, if the geometry varies with z, one can try to represent it in a staircase-like 
manner, as consisting of many discs having slightly changing radii. However, experience with diffraction 
gratings shows that this approximation cannot be applied to metallic objects, due to the strong edge effects 
appearing there [25]. 
z,nE z,nD
Inside the aperture in Fig.3, the vector normal to its walls has only one component rN 1=  and eq.(24) 
simplifies considerably: 
 { }
{ } { }
1n 1
n 1 n 1
r,n r,n
1D
−±
E
± ±⎛ ⎞⎜ ⎟⎡ ⎤ ⎡ ⎤=⎣ ⎦ ⎣ ⎦⎜ ⎟ε⎝ ⎠
c fd gd ge hd g  (38) 
 { } a b{ } { }n 1 n 1n 1,n ,nD E± ±±θ⎡ ⎤ ⎡ ⎤= ε⎣ ⎦ ⎣ ⎦θ  (39) 
 { } a b{ } { }n nz,n z,nD E⎡ ⎤ ⎡ ⎤= ε⎣ ⎦ ⎣ ⎦ n
r dr
m
 (40) 
where 
  (41) a b{ }n m m n m ' n mm ,m
r 0
k (r) J (k r) J (k r)
∞
′′
=
ε = ∆ ε∫
with . The different choice of the upper index for the z-components can be understood 
comparing eqs.(33), (34) from one side, and (36) and (37), from the other. 
m m 1k k+∆ = −
As  are continuous functions on the object walls and thus the factorization rule (40) applied to the left-
hand side of eq.(37) must be the direct one, eq.(40), so that 
z,nE
 
 a b{ } { }
Max nnH H
n,m n,m z,nm ,m m
m 1
b c i E′ ′ ′=
⎡ ⎤− = − ω ε ⎣ ⎦∑  (42) 
 
Equations (37) and (42) permit us to find Bessel-functions representation of : z,nE
 a b{ }( )Max Max 1n H Hz,n m m n m n,m ' n,m '
m,m 'm 1 m ' 1
iE k k J (k r) b c
−
= =
⎡ ⎤= ∆ ε −⎣ ⎦ω ∑ ∑  (43) 
 
Its substitution of eqs.(36) and (43) into eqs.(35) results in the following differential equations, after projecting 
the first one on  and the second one on n 1J + n 1J − : 
 
 
[ ]{ }( )
[ ]{ }( )
Max 1nE H H Hm
n,m 0 n,m m ' n,m ' n,m 'm,m '
m ' 1
Max 1nE H Hm
n,m 0 n,m m ' n,m ' n,m 'm,m '
m ' 1
kb b k b c
2
k
c c k b c
2
−
=
−
=
′
H
⎡ ⎤= ωµ − ε −⎣ ⎦ω
′ ⎡ ⎤= −ωµ − ε −⎣ ⎦ω
∑
∑


 (44) 
 
where the prime stands for a derivative with respect to z. In the homogeneous cladding and substrate, the field is 
represented as cylindrical waves and the z-dependence of the field components is simply given by: 
 
n,m z,m
2 2
z,m 0 m
b (z) exp( i k z)
k k k
±
= ε −
∼
 (45) 
 
Inside the inhomogeneous region (0 < z < h), it is necessary to make numerical integration.  
The remaining couple of differential equations for  and  can be found by adding and subsracting 
the fourth and the fifth equations in (26): 
H
n,mb
H
n,mc
 
( )
( )
z,nn
z,n ,n r,n
z,nn
z,n ,n r,n
HH in H i i D iD
z r r
HH in H i i D iD
z r r
+
θ
−
θ
∂∂ = + + ω +∂ ∂
∂∂ = − − ω −∂ ∂
 (46) 
 
The complication comes from the necessity to apply simultaneously the direct and the inverse rules. By using 
eqs.(29) and (30), we obtain: 
 
 
N M ax
E E
r m n,m n 1 m n,m n 1 m
n N m 1
E (r, z) i k b (z)J (k r) c (z)J (k r) exp(in )+ −
=− =
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N M ax
E E
m n,m n 1 m n,m n 1 m
n N m 1
E (r, z) k b (z)J (k r) c (z)J (k r) exp(in )θ + −
=− =
⎡ ⎤= ∆ +⎣ ⎦∑ ∑ θ  (48) 
 
and similar presentation for the magnetic field. These equations show that the field components are naturally 
expanded in a mixed basis containing both n 1J −  and n 1J + . One can pass from one to another by using simples 
integrals that can easily be evaluated analytically: 
  (49) { }+, m m n 1 m n 1 mm,m
0
k J (k r) J (k r) r
∞−
′ + −′ = ∆ ∫I dr′
(z)
(z)
so that two different representation can be used: 
  (50) 
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and similar expressions apply for , , and Eθ rH Hθ . These expression can be used in eqs.(38) and (39). Then, the 
first of eqs.(46) is projected onto  basis, and the second one, onto n 1J − n 1J +  basis. As a result, the second couple 
is born [26]: 
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5 Solution of the diffraction problem 
From to the continuity of the r- and θ-components of the electric and magnetic field vectors on the 
inhomogeneous medium boundaries at z = 0 and h, it follows that the Fourier-Bessel amplitudes ,  are 
continuous functions of z everywhere in space. As already found in eq.(45), they have analytical form in the 
outermost homogeneous media. Let us construct a column vector F(z) containing as subelements the column 
vectors ,  having, respectively, elements , : 
E,H
n,mb
E,H
n,mc
E,H
nb⎡ ⎤⎣ ⎦ E,Hnc⎡⎣ ⎤⎦ E,Hn,mb E,Hn,mc
 
E
n
E
n
n H
n
H
n
b
c
F (z)
b
c
⎛ ⎞⎡ ⎤⎣ ⎦⎜ ⎟⎜ ⎟⎡ ⎤⎜ ⎟⎣ ⎦= ⎜ ⎟⎡ ⎤⎜ ⎟⎣ ⎦⎜ ⎟⎜ ⎟⎡ ⎤⎜ ⎟⎣ ⎦⎝ ⎠
 (53) 
Then the differential system of equations in (44) and (52) can be written in a matrix form: 
 
 n nF M Fn′ =  (54) 
 
where the diffraction matrix Mn has elements given in the right-hand side of eqs.(44) and (52). If, as assumed 
before, the diffractive system has a rotational geometry, the set of field components for a given value of n (the 
number of Fourier component with respect to θ) is completely independent from the sets having other values of 
n. Thus, if the number of Fourier components in θ is truncated to max maxN n N− ≤ ≤  and the number of discrete 
values of  is limited to , the differential system and the boundary conditions between the 
homogeneous and inhomogeneous media requires solving independently 2N
mk maxM
max+1 times the system (53) of 
max4M  equations, a problem much easier than if the equations were coupled in n, as they are coupled in m, 
which should have led to a system of x (2Nmax4M max+1) coupled equations. 
In the case of piecewisely z-independent geometry, in each region invariant in z, the M-matrix is z-
independent and another simplification is welcome, the same as in the RCW method [11 – 14]. Then, is possible 
to solve eq.(54) using eigenvalue/eigenvector technique, in a matter similar to the rigorous coupled-wave method 
for lamellar gratings. If { }mρ  is the set of eigenvalues of , and matrix V contains as columns the 
corresponding eigenvectors, the solution of eq.(54) can be explicitly represented in a matrix form and it is 
proportional to  unknown constants, representing the values of  at, say, z = 0: 
nM
max4M nF
  (55) 1nF (z) V (z)V F (0)
−= Φ n
 
where  is a diagonal matrix with elements (z)Φ
  (56) mp mp m(z) exp( z)Φ = δ ρ
mpδ  being the Kroneker symbol. In the cladding, the cylindrical waves can be separated into two parts, 
incident components with known amplitudes and having z-dependence , and  
unknown reflected components, proportional to . If there is no incidence from the substrate, 
there are only  transmitted waves propagating downwards
max2M z,claddingexp( ik z)− max2M
z,claddingexp(ik z)
max2M z,substrateexp( ik z)−∼  
Boundary conditions at z = 0 and z = h lead to  equations for the same number of unknown 
amplitudes (  in the cladding,  in the substrate and  in the inhomogeneous layer): 
max8M
max2M max2M max4M
 
  (57) 
1
clad. n
transmitted n
F F (h) F (h) V (h)V F (0)
F F (0)
− + −
−
≡ + = Φ
=
 
Signs minus and plus stand for down- and upgoing waves, respectively. Thus  corresponds to the known 
incident waves. Solving this linear system for different values of n and for a given incident wave, presented in 
the same basis, makes it possible to determine the electric field components using eqs.(47) and (48). Similar 
equations hold for the magnetic field. 
F (h)−
 
6 Some precautions 
Although the procedure described in the previous section is straightforward, it contains several traps. First, 
working in the k-space always need playing special attention to the singularities (poles, corresponding to surface 
or guided waves or other resonances, and branching points). To better describe them, it is possible to refine the 
discretization of  close to the singularities or, better, to go around them in the complex k-plane. mk
Second, as for lamellar gratings, it is possible to demonstrate theoretically that the form of the matrix  
requires that its eigenvalues appear in couples 
nM
m±ρ , and thus the eigenvalues having large negative imaginary 
parts can create numerical problems, when the thickness h is sufficiently large, as described in section 2. One of 
the possibilities to overcome this difficulty is to use the S-matrix algorithm by cutting the entire integration 
distance in slices. The second possibility is to use the special symmetry of the matrices V and F, in a manner 
similar to the RCW method [27]. The fact that the eigenvalues appear in couples permit us to ‘quarantine’ those 
of them that lead to numerical instabilities, namely the ones having negative imaginary part. Let us separate them 
in two groups: 
 
  (58) m mm m
m m m m
Im( ) 0 Im( ) 0
: , :
Re( ) 0, if Im( ) 0 Re( ) 0, if Im( ) 0
+ −ρ > ρ <⎧ ⎧ρ ρ⎨ ⎨ρ > ρ = ρ < ρ =⎩ ⎩
 
The eigenvector matrix and ist inverse can be divided into 4 blocks each: 
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V V W W
V , V
V V W W
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⎞⎟⎠
 
in a manner that the first block-column of V corresponds to { }m+ρ . Equation (55) can then be rewritten in the 
following block form: 
  (60) 11 12 m 11 12
21 22 21 22m
V V exp( z) 0 W W F (0)
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V V W W0 exp( z) F (0)
+ +
− −
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⎟⎟
where the ‘substrate’ vector is divided into upgoing F+ and downgoing F−  parts. Without incidence from the 
substrate, , thus F+ = 0
−
  (61) 
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with a renormalization  of the transmitted field amplitudes. The advantage of the 
last term in eq.(61) is that it does not contains any growing exponentials and causes no numerical problem, 
whatever the screen thickness is. 
m 22Fˆ (0) exp( z)W F (0)
− − ′= ρ
Third problem appears during the field reconstruction made by using eqs.(47) and (48). Replacing the 
integrals in eqs.(33) and (34) by discrete sums introduces spurious quasiperiodicity (phantom scatteres), 
periodicity inversely proportional to the mean discretization step of . For large values of the product , 
the Bessel functions in (33) and (34) vary more rapidly than the field coefficients  and , so that the 
integral in (34) cannot be represented as a simple sum in m of terms: 
mk mk r
E
n,mb
E
n,mc
 
 En,m m n 1 mb k J (k r)+∆  (62) 
 
In that case it is more appropriate to replace the integral by a sum of more complicated terms: 
 
 
m
m 1
k
E
n,m n 1 r r
k
b J (k r) dk
−
+∫  (63) 
 
These integrals can be evaluated analytically by using the asymptotic expansion of the Bessel functions for large 
arguments [28]. 
The forth remarks concerns the evaluation of the matrix coefficients of ε, eq.(41). This can be done 
analytically for a single aperture or for an aperture surrounded by circular channels having vertical walls, so that 
ε is a piecewise constant function of r. Let us demonstrate this for a single circular aperture having radius R: 
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 7 Two numerical examples 
The first example concerns the near-field distribution after a circular aperture in a thick metallic screen. The 
electric field map is shown in Fig.4 and several interesting features can be observed. First, the field distribution 
is anisotropic, with two sharp peaks appearing close to the aperture edges in direction of the incident wave 
polarization. They are due to the edge effects of accumulation of charges due to the surface current discontinuity 
on the edges.  
The second feature is the more rapid decrease of the field intensity when going away from the aperture in the 
y-direction perpendicular to the incident polarization, when compared to the x-direction parallel to the incident 
polarization, a feature better viewed in Fig.5 on the map of the z-component of the electric field vector 
calculated at a distance of 15 nm after the aperture. This asymetry is due to the excitation of surface plasmon-
polariton wave, propagating in x-direction, its amplitude decreasing as [29]: 
 1 p pr
p
1H (k r)cos( ) exp( k r) cos( )
k r
+
→∞ ′′θ ⎯⎯⎯→ −′ θ  (65) 
where p pk k i k′≡ + p′′  is the surface wave propagation constant. As determined by the symmetry of the incident 
wave polarized along the x-axis, in azimuthal direction its field behaves as cos(θ) [29] and thus the plasmon 
contribytion to the total diffracted field vanishes along the y-axis and is maximal along the x-axis, which 
explains the more rapid decrease of the total radiated field in y-direction.    
 
 
Fig.4  Modulus square of electric field transmitted through a circular aperture (R = 125 nm) pierced in a 200 
nm thick silver screen. Wavelength λ = 500 nm, normal incidence with incident polarization along the x-axis. 
The field map is taken at 15 nm after the screen (z  = –15 nm) . 
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Fig.5  Same as in Fig.4, but for the map of the modulus of the z-component of electric field  
 
As an illustration to eq.(65), Fig.6 presents a comparison between the x-dependence of zE , given by eq.(65) 
and calculated by the rigorous differential method, presented above. As one can observe, almost the entire 
intensity along the surface in x-direction is carried by the cylindrical plasmon surface wave 
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Fig.6  zE  as a function of x along the surface of a silver screen pierced by a 50 nm radius aperture. 
Wavelength 500 nm, incident polarization along the x-axis. Full line, rigorous results, squares, eq. (65) 
 
The second example concerns the far-field radiation pattern, as shown in Fig.7 for different screen materials. 
When the aperture is much smaller than the wavelength, one can expect that its radiation pattern is independent 
of the polar angle in a plane Oxz containing the incident electric field vector [30, 31], while strongly varying in 
the perpendicular plane Oyz. These two features can be observed in Fig.7 for perfectly conducting screen. 
However, when the conductivity decreases, the radiation pattern in the Oxz plane becomes more directive [32]. 
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Fig.7  Polar angular distribution of the field flux diffracted by a circular aperture (R = 10 nm) for different 
screen materials with increasing conductivity. Wavelength λ = 500 nm, normal incidence with polarization 
along the x-axis. The polar angle ψ is measured from the z-axis. 
 
8 Conclusion 
The differential method of light diffraction that has found numerous applications in grating studies [1-7, 9-15], 
waveguide optics, Raman scattering [33], is successfully applied in cylindrical geometry to the study of 
diffraction by circular apertures in perfectly or finitely conducting screens, which permitted determining the role 
of the surface plasmon in the near-field distribution and the importance of the finite conductivity in increasing 
the directivity of the far-field radiation pattern. The method can successfully compete with other known methods 
working in Cartesian coordinates, like the adaptive-mesh FDTD [34] or the Fourier-series method with perfect-
matching layers (PML) [35]. 
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