In the sparse multiplication problem, one is asked to multiply two sparse polynomials f and g in time that is proportional to the size of the input plus the size of the output. The polynomials are given via lists of their coefficients F and G, respectively. Cole and Hariharan (STOC 02) have given a nearly optimal algorithm when the coefficients are positive, and Arnold and Roche (ISSAC 15) devised an algorithm running in time proportional to the "structural sparsity" of the product, i.e. the set supp(F ) + supp(G). The latter algorithm is particularly efficient when there not "too many cancellations" of coefficients in the product.
Preliminaries
We will be concerned with polynomials with integer coefficients. This suffices for most applications, since numbers in a machine are represented using floating point arithmetic. We denote by Z n the ring of residue modulo n and by [n] the set {0, 1, . . . n − 1}. We define the convolution of two vectors x, y ∈ R n as the n-dimensional vector x * y such that (x * y) i = j,j ′ ∈[n]×[n]:(j+j ′ ) mod N =i x j y j ′ .
The convolution of two vectors is immediatelly related with polynomial multiplication: if f (x) = n j=0 a j x j and g(x) = n j=0 β j x j , we have that the polynomial (f · g)(x) = 2n j=0 c j x j satisfies c = a * b, where c = (c 0 , c 1 , ... . . . , c 2n , 0 . . . , 0) ∈ Z N , a = (a 0 , a 1 , . . . , a n , 0, . . . , 0) ∈ Z N , b = (b 0 , b 1 , . . . , b n , 0, . . . , 0) ∈ Z N , for N ≥ 2n. It is known that x * y can be computed from x and y in time O(n log n) via the Fast Fourier Transform. Throughout the paper we assume that we work on a machine where the word size is w = Ω(log n), and elementary operations between two integers given as part of the input can be done in O(1) time. For a complex number z we denote by |z| its magnitude, and by arg(φ) its phase.
Result and Proof
The contribution of our paper is the following.
Theorem 3.1. Let x, y ∈ Z n , given as lists of their non-zero coordinates along with their values. Set a = x 0 , b = y 0 , k = x * y 0 + 4. Then, with probability 99/100, we can compute a list whichthe non-zero coefficients and values of x * y in time O(k log 2 n · log(k log n) + (a + b) log k log n · log log n) + O(log 4 n).
We proceed by building the tools needed for the proof of theorem 3.1. In what folows ω is an nth root of unity; our algorithm should treat it as rounded in order to fit in the word size, since we are dealing with floating point numbers. We can also assume that n is a prime number. For that, if n ≥ 21, we may sample O(log n) numbers in the interval [n, 2n] and run the Miller-Rabin test to check whether anyone of them is prime. A standard fact about the distribution of primes implies that after O(log n) samples, we will find with constant probability such a prime, for a total of O(log 3 n) time. Thus, in what follows n is a prime number. The following operator is particularly important for our algorithm.
Moreover, define P m (x) ∈ Z m to be such that
Lemma 3.3. Given vectors x, y, w ∈ Z n the vector P m ((x * y) − w) can be computed in time O(( x 0 + y 0 + w 0 ) log n + m log m).
Proof. First, note that
since P m is a linear operator. We compute P m (x), P m (y), P m (w) in time O(m+( x 0 + y 0 + w 0 ) log n) by computing ω j for all j ∈ supp(x) ∪ supp(y) ∪ supp(w) using Taylor expansion of sine and cosine functions and keeping the first Θ(log n) digits. We then compute, via the Fast Fourier Transform in time O(m log m), the vector P m (x) * P m (y). We claim that
Our claim is proved via the following chain of equalities:
where (1) to (2) follows by defition of convolution, (2) to (3) by definition of the P B operator, (3) to (4) by expanding the product in (2), (5) to (6) by the trivial fact each element in [n] is mapped uniquely to some element in [B] via h m , (6) to (7) by the fact that (8) by introducing the auxilliary variabe j ′′ = j + j ′ , (8) to (9) by the fact that ω j ′′ can be pulled outside of the inner sum since in that scope j ′′ is fixed, and (9) to (10) since h m (j ′′ mod m) = (j ′′ mod m) mod m = (j ′′ mod m) = h m (j ′′ ) and the fact that the inner sum is the definition of convolution evaluated at point j ′′ .
In what follows C is some sufficiently large absolute constant. The following Lemma is important, since we are dealing with numbers with finite precision.
If ω is rounded such that it fits in the word size, then
Proof. The quantity is minimized when a = b+1. If n sufficiently large, it can then be approximated by an arc of length 2π/n, and since the word size w is Ω(log n), for sufficiently large constant we get the desired result.
The follows Lemma is a crucial building block of our algorithm.
Lemma 3.5. Given ω j for j ∈ [n], one can find j in time O(log n) (whether or not ω is rounded to fit the word size).
Proof. From the pair (real part of ω j ,imaginary of ω j ) we can find in which of the four following sets j lies in {0, . . . , ⌈n/4⌉}, {⌈n/4⌉ + 1, . . . , ⌈n/2⌉} {⌈n/2⌉ + 1, . . . , ⌈3n/2⌉} {⌈3n/2⌉ + 1, . . . , n − 1} since each one corresponds to an arc of length π/4 of the complex circle. After detecting the set (equivalently the corresponding arc of the complex circle) one can perform a standard ternary search to find j. Due to Lemma 3.4 O(log n) iterations suffice to find j.
The following Lemma is standard in the sparse recovery literature, but we give its proof for completeness. C is a large enough absolute constant.
Lemma 3.6. Let an integer B such that B > C · (x * y) − w 0 , and let p be chosen at random from [CB log 2 n]. Then, with probability 1 − p, there exist at least
where 2C −2 /p = γ.
Proof. Let j, j ′ ∈ supp((x * y) − w), with j = j ′ . The hash function h p is not pairwise independent, but the following property, which suffices for our purpose, holds
To see that, observe first that in order for h p (j) = h p (j ′ ) to hold, it must be the case that p is a divisor of j − j ′ . Since j − j ′ ≤ n there there can be at most ⌈log n⌉ prime divisors of j − j ′ , otherwise j − j ′ would be at least 2 ⌈log n⌉+1 > n. By the prime number Theorem, there exist at least (C/2)B log n primes in [CB log 2 n], and hence a random prime will be one of the divisors of j − j ′ with probability 2/(CB).
By the above discussion, the random variable X j , defined to be the indicator variable of the event
, by a unionbound. Now, we have that
By Markov's inequality, with probability 1 − p there exist at most γ (x * y) − w 0 indices j ∈ supp((x * y) − w) such that X j = 1, if 2C −2 /p = γ. This finishes the proof of the claim.
The following argument is pretty standard in the sparse recovery literature, we give its proof for completeness.
Lemma 3.7. Let the constants C, γ, p be as in Lemma 3.6 with p ≤ 2 −12/5 , and assume that B > C (x * y) − w 0 . If (x * y) − w is not the zero vector, then with probability 1 − δ the subroutine Locate(x, y, w, B, δ) returns a vector z such that
Proof. Fix t ∈ [5 log(1/δ)], and assume that p, C, γ satisfy pC −2 /p = γ We have that
The condition of Lemma 3.6 hold, so with probability −p the its conclusion also holds. Condition on that event and consider the at least (1 − γ) (x * y) − w 0 indices in (x * y) − w 0 , for which the conclusion of Lemma 3.6 holds. Fix such an index j * and let i * = h p (j * ). Due to the isolation property, we have that
Now, due to Lemma 3.4 subroutine Locate(x, y, w, B, δ) will infer j * correctly from (P σ,B (x * y)) i * − (P σ,B w) i * , as well as (x * y) j * − w j * . We will say j * is recognised in repetition t.
For the rest of the proof, unfix t. Since the conclusion of Lemma 3.6 holds with probability 1− p, the number of t ∈ [5 log(1/δ)] for which the conclusion of the Lemma holds is at least 4 log(1/δ) with probability 1 − δ since
as long as p ≤ 2 −12/5 ·. Let us call, for convenience, that above pairs good. Thus, with probability 1 − δ the number of pairs (j, t) for which j is not recognised in repetition t is at most
Hence there exist at most β = 4γ (x * y) − w 0 indices which are recognized in less than (3/4) · 5 log(1/δ) repetitions, otherwise the number of not good pairs (j, t) is at least
which does not hold for (x * y) − w 0 > 0. Moreover, there can be at most γ (x * y) − w 0 indices that do not belong in supp((x * y) − w), and which were mistakenly inserted into z. This gives in total the factor of 5γ.
Lemma 3.8. Let γ < 1/10, and let also B be an integer such that B > C (x * y) 0 . Then the routine HashAndIterate(x, y, B, δ) returns an x * y 0 -sparse vector r such that r = x * y, with probability 1 − δ. Moreover, the running time is O((B log 2 n log(B log 2 n) + x 0 log n + y 0 log n) · (log log B + log(1/δ))).
Proof. It is an easy induction to show that at each step (x * y) − w (r) 0 ≤ (5γ) r x * y 0 , with probability 1 − δr/ log B, so the total failure probability is δ. Conditioned on the previous events happending, we have x * y−w (⌈log B⌉) is the all-zeroes vector since x * y 0 ≤ (4γ) ⌈log B⌉ (x * y)−w 0 < 1. This gives that w (⌈log B⌉) = x * y.
The running time for Locate(x, y, w, B r , δ r ), since w 0 ≤ 2B at all times is (ignoring constant factors for ease of exposition) (B r log 2 n log(B r log 2 n) + (
' where the factor is obtained B r log 2 n log(B r log 2 n)+ x 0 log n+ y 0 log n+B log n due to Lemma 3.3, and B r log n due to Lemma 3.5.
So the total running time of HashAndIterate(x, y, B, δ) becomes, by summing over all ⌈log B⌉ rounds (ignoring constant factors for ease of exposition) B log 2 n log(B log 2 n) + log n( x 0 + y 0 ) log(log B/δ).
The following Lemma is a standard fact which follows by the fact that a degree n polynomial over Z p has at most n roots. We give a sketch of the proof.
Lemma 3.9. There exists a procedure EqualityTesting(x, y, w), which runs in time O( x 0 + y 0 + w 0 ) log n log(1/δ) + O(log 3 n · log(1/δ)), and answers whether x * y = w with probability 1 − δ.
Proof. Let c ′ large enough. We pick a random prime in [c ′ n log n, 2c ′ n log n], by picking a random number in that interval and running the Miler-Rabin primality test with target failure probability δ. We form polynomials f x , f y , f w that have x, y, w as their coefficients respectively. We then pick Θ(log(1/δ) random elements in Z p and check whether (f x (r) · f y (r)) mod p = f w (r) mod p or not. We return Yes if this is the case for all chosen, and No otherwise.
We are now ready to prove our main theorem.
Proof. Let c be a sufficiently small constant and C a sufficiently large constant. For r = 0, 1, 2, . . ., one by one we set B r ← C · 2 r and δ r = c · r −2 , run HashAndIterate(x, y, B r , δ r ) to obtain z, and feed it to EqualityTesting(x, y, z, 1 200 log n ). We stop when the latter procedure returns Yes. The total failure probability thus is at most log n · 1 200 log n + Conditioned on the aforementioned event happening, the total running time is (ignoring constants)
x * y 0 log 2 n( x * y 0 log 2 n) log log n+ ( x 0 + y 0 ) log x * y 0 log n log log n + O(log 4 n), by a straighforward summation of the expression in Lemma 3.8 over all rounds O(log x * y 0 ) = O(log n) rounds, as well as Lemma 3.9.
Discussion
The crux of our argument is that the operator P m in defition 3.2 is convolution-preserving. Actually, any choice of the number ω, and not just some root of unity, would make the above operator be convolution-preserving, but our particular choice is crucial. First of all, the problem of finding j from ω j should be easy, and moreover ω j for any j should remain bounded, otherwise we would need to manipulate numbers with an enormous number of digits (even up to n), something that would be prohibitive for the runtime. Thus, choosing ω to be an nth root of unity seems a good choice. The iterative loop technique is standard in the sparse recovery literature, see for example [GLPS10, HIKP12a, GLPS17] .
Multivariate Polynomials
We discuss how our algorithm extends to multivariate polynomials. It suffices to solve the ddimensional version of the sparse convolution problem: given x i = x i 1 ,i 2 ,... Thus, reasonable extension of the operator P would be to define it as the (n 1 n 2 . . . n d )-dimensional vector the ith coordinate of which is . . i n in O(log(n 1 n 2 . . . n d )) time by first performing a ternary search in the complex circle i, and then learning first i 1 , then i 2 , so on so forth.
One would also need to use the Schwartz-Zippel lemma (see for example Lemma 2.4 from [V + 12]) to perform the test we performed in Lemma 3.9.
