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ABSTRACT 
In modem reservoir cbararterisation, a detailed geological reservoir description may 
produce a model with millions of grid blocks each with individual geological and 
petrophysical properties. This high-resolution geological model often exceeds the 
computational capabilities of currently available fluid flow simulators by a significant 
margin. The concept of pseudo functions has been developed to upscale this model to a 
reasonable size while still capturing the effects of small-scale multi-phase fluid 
mechanics and heterogeneity. 
This study explores the idea of using pseudo functions in immiscible two-phase 
displacement in gas/oil systems. In such cases, the effects of large mobility differences 
and significant gravitational forces are always encountered. A new pseudo method, 
known as the Transmissibility Weighted method (TW), has been developed and tested 
by comparing it with several well-known pseudo generation methods i. e. the Kyte and 
Berry (1975), the Stone (1991), the Hewett and Archer (1997) and the Vertical 
Equilibrium (1971) methods. Better performance compared with these well-known 
pseudo methods was observed especially in the gravity-dominated cases encountered 
in immiscible gas injection. This is demonstrated using a wide range of test cases in 
which we investigate the conditions under which this new TW pseudo generation 
method performs better than existing approaches. 
xxi 
The second part of this thesis centers on the development and validation of a new grid 
coarsening scheme. This work is motivated by some recent results derived from the 
averaged saturation equation with gravitational effects included. In addition to the 
static properties (i. e. porositv permeability etc. ) of the fine grid models, this new 
coarsening technique also takes into account the dynamic properties (i. e. saturation 
distribution, fluid velocity etc. ) of the fluid flow. It is shown that the coarse grid 
simulation error correlates closely with specific sub-grid quantities involving higher 
moments of fine grid variables such as the variance of gas saturation (Cr2 S ), the 
velocity-saturation covariance (cy 2 vs) and the absolute permeability-saturation 
covariance (d2ks). These sub-grid quantities can also be used in the fonn of coefficient 
of variation (the Cj. The specific sub-grid measure that best correlated with the coarse 
grid error was shown to vary depending on whether rock curves or pseudo functions 
are used in the coarse grid model. By fon-ning a coarse grid that minimizes the 
appropriate sub-grid quantity, optimal coarse scale descriptions can be generated. The 
resulting coarsening scheme might be non-uniform in nature but would fulfill all 
purposes of using pseudo functions (i. e. to control numerical dispersion, to capture the 
effect of small-scale heterogeneity etc. ) with less error and without any adjustment to 
the pseudo equations themselves. 
The overall coarsening approach is shown to be applicable to coarse scale descriptions 
using either rock or pseudo relative penneability curves. However, the accuracy of the 
coarse grid calculations is significantly better when pseudo functions are used. The 
method can also be applied to determine the optimal number and configuration of 
xxii 
coarse grid layers in more general cases, and it is shown that coarse grid results do not 
always improve as the number of coarse grid layers is increased. The accuracy of using 
pseudo functions will also depend on the configuration of the layering scheme adopted 
for the coarse grid model. 
xxiii 
CHAPTERI 
INTRODUCTION 
1.1 BACKGROUND 
In modcrn rcscrvoir characterisation, dctailcd gcological rescrvoir dcscription may 
produce a model with millions of grid blocks each with individual geological and 
petrophysical properties. Variability in these properties might occur at many length 
scales in the reservoir, in some cases down to the smallest scale of lamination (mm). 
The effects of this small-scale heterogeneity on oil recovery processes has been studied 
by several authors such as Kortekaas (1985), Corbett et A (1992), Ringrose et A 
(1993), Huang et al. (1995) and Coll et al. (1998). 
For example, Kortekaas (1985) noted that a considerable amount of movable oil might 
be left in the high permeability foreset laminae, trapped by the lower permeability 
bottomsets when he conducted numerical simulation of water-oil displacement 
perpendicular to the crossbedding. Corbett et A (1992) used a 2D cross-sectional 
model of the Rannoch formation to show that capillary forces can play an important 
role, in the presence of small-scale heterogeneity, in the performance of large-scale 
fluid flow simulation results. Ringrose et A (1993) realised the importance of the 
interplay between gravitational, viscous and capillary forces with small-scale 
I 
heterogeneity in their study using laminated and cross-bedded sandstone models. 
Furthermore, Huang et al. (1995) showed the same results as mentioned above in their 
laboratory experimental work -of water flood behaviour using water-wet laminated 
rocks. Coll et al. (199ý) also examined the effects of small-scale geological structure 
on upscaled pseudo properties. In general, the findings from these studies suggested 
that incorporation of this small-scale heterogeneity in fluid flow simulation may be 
important in certain cases to obtain a reliable simulation prediction. 
In contrast to the fine grid geological models that only involve the manipulation of 
static data, fluid flow simulations for such models at the full-field scale are very costly 
and often exceed the computational capabilities of currently available computers. 
These detai. led geological models must be upscaled in some way before they can be 
used practically for fluid flow simulation (Kossack et al., 1990; Lake et al., 1990). 
Both the concept and practice of using pseudo functions have been developed for this 
purpose. When successfully applied, pseudo functions will incorporate the interaction 
between small-scale multi-phase fluid mechanics and heterogeneity, as well as 
correcting for the numerical dispersion in the coarse grid model. 
In general, pseudo functions which are derived from the various upscaling methods can 
be divided into three broad categories as follows (Figure 1.1): 
(i) vertical equilibrium pseudo functions, 
(ii) steady-state pseudo functions, and 
(iii) dynamic pseudo functions. 
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Pseudo Generation Methods 
Methods that require 
' lation fine grid simU 
(with time) 
Dynamic 
methods 
The weighted 
potential methods 
e. g. 
The Kyte & Berry 
method (1975) 
The total mobility 
methods 
e. g. 
The Stone method 
(1991) 
Methods that do not 
require simulation 
(with time) 
Vertical 
equilibrium (VE) 
Steady-state 
methods 
The capillary-gravity VE 
e. g. 
Coats et A (1967) 
The gravity dominated VE 
e. g. 
Coats et al. (197 1) 
The capillary dominated VE 
e. g. 
Yokohama et al. (198 1) 
The capillary 
equilibrium method 
e. g. 
Smith (199 1) 
The viscous 
dominated method 
e. g. 
Kumar et aL 
(1996) 
Figure LI: Summary of pseudo generation methods showing the three categories of 
the pseudo functions. 
In vertical equilibrium (VE) conditions, the vertical distribution of fluid is purely 
determined by the balance of forces between gravity and capillary pressure in all the 
grid blocks and time steps in the simulation model. The viscous force must be 
negligible in the vertical direction. Under these assumptions, the resulting pseudo 
functions, will be independent of the initial conditions and production history. These 
pseudo functions are solely a function of averaged saturation only; or in other words, 
they are intrinsic properties of the rock-fluid system. Many authors like Coats et al. 
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(1967 and 1971), Spivak (1974) and Lake (1989) have investigated the validity of the 
assumptions made by the VE method, but none so far is accepted to be universal. One 
disadvantage of using these VE methods is that they are not applicable for reservoirs 
that do not reach equýlibrium conditions due to poor vertical communication or high 
lateral velocities. 
When a reservoir simulation calculation is in a steady-state condition, steady-state 
upscaling methods can be used. A steady-state condition is achieved when the 
saturations in each of the grid blocks are constant with time (or, in practice, are slowly 
varying with time). In general, there are two types of steady-state pseudo generation 
methods that depend on the balance of capillary and viscous forces in the model. In a 
capillary dominated model, it is assumed that the system has come to capillary 
equilibrium. In this case, in order to calculate the effective phase permeabilities, 
several steady-state simulations are performed at different capillary pressure levels. 
Several authors, such as Smith (1991), Pickup and Sorbie (1996) and Lemouzy et al. 
(1993), have described examples of this method. 
In viscous dominated floods, it can be assumed that the capillary pressure gradient is 
negligible compared with the viscous pressure gradient. In addition, it is also assumed 
that the capillary pressure itself is negligible, so that the pressures in both of the fluid 
phases are equal. For this case, at steady-state conditions the fractional flow of fluid is 
constant throughout the system, which may be compared with the capillary equilibrium 
steady-state method where capillary pressure is constant in the system. In order to 
calculate the effective phase permeabilities in viscous steady-state conditions, steady- 
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state simulations are performed at different fractional flow levels. A more detailed 
discussion of these two steady-state methods will be given in Chapter 2. 
All dynamic pseudo generation methods involve performing and then using the results 
of fine grid flow simulations. Basically, there are two major steps in generating 
dynamic pseudo functions. Firstly, all the single phase fluid flow properties such as 
porosity (pore volume) and absolute permeability (transmissibility) must be upscaled. 
For porosity (pore volume) averaging, it is very straightforward because only the total 
pore volume needs to be conserved. On the other hand, permeability (transmissibility) 
averaging can be obtained using methods as simple as applying the arithmetic or 
harmonic averages through more sophisticated methods involving solving Laplace's 
equation. Guzman et A (1994) noted that the accuracy of the permeability averaging 
was increased by solving Laplace's equation compared to carrying out simple 
harmonic or arithmetic averaging. Generally, the scaleup of these single-phase 
properties was not an issue in generating pseudo functions since both of them are only 
functions of the porosity/permeability distribution and coarse grid geometry alone 
(Hewett 1997). 
The second issue in dynamic upscaling is that the multi-phase flow properties such as 
the relative permeability and capillary pressure also need to be upscaled. There are 
many methods that have been published in the literature for this purpose. The most 
widely used methods are the Kyte and Berry (1975), the Stone (1991) and the pore 
volume weighted (see Schlumberger Geoquest Pseudo reference manual, 1995). In the 
Kyte and Berry method, Darcy's law is solved to obtain the pseudo relative 
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permeability whereas in the Stone method, a fractional flow formulation is used. A 
more detailed discussion of these two methods will be given in Chapter 2. 
Recently, Hewett and.. Archer (1997) have also published a new method utilising a 
conceptual strearntube approach. In this method, capillary pressure is accounted for by 
the introduction of an effective capillary pressure defined by associating the capillary 
pressure at the coarse grid blocks centres with the average saturations of the coarse 
grid blocks. In addition, gravity is accounted for by using the conventional gravity 
terms based on the actual phase density differences and the difference in elevation of 
the coarse grid blocks centres. A more detailed discussion of this method will also be 
given in Chapter 2. 
1.2 STATEMENT OF THE PROBLEM 
In our study of a range of scaleup techniques, it is evident that the application of these 
methods to the upscaling of gas/oil systems is more difficult than in water/oil systems. 
This may be expected due the large mobility differences and the increased effect of the 
gravitational forces. Because of this increased difficulty, we may turn the problem 
round and use gas/oil immiscible displacements as "difficult" problems, which will 
help us to perform more rigorous testing of the various upscaling methods. 
Furthermore, all of the three dynamic pseudo methods mentioned above, the Kyte and 
Berry, the Stone and the Hewett and Archer, have been applied principally to oil-water 
displacements where gravity may not have a dominant effect and displacement 
mobility ratios are not so unfavourable. The use and validity of these three pseudo 
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methods is investigated in this thesis for gas-oil displacements. This will provide a 
more stringent series of tests of the various upscaling methods due to the large effect of 
gravity forces and problems with gas channelling/fingering due to the difference in 
fluid densities and unfqvourable mobility ratio, respectively. 
There are limitations in all of the types of upscaling approaches mentioned above i. e. 
the VE methods, the steady-state methods and the dynamic methods. Stone (1991) 
discussed the limitations of the application of vertical equilibrium pseudo functions. 
Recently, several authors have shown that dynamic pseudo functions are also subject 
to certain limitations. For example, the Stone method has some inconsistencies in 
handling gravity in both fine and coarse gridblock simulations (Guzman, 1994; Barker 
and Thibeau, 1996) which may be a severe limitation on the use of this approach for 
gas injection cases. 
Another problem that we focus on this thesis is the issue of designing an optimal grid 
coarsening scheme. By "optimal" we mean that the coarse grid is chosen to give the 
best agreement with the fine grid results whether rock curves or pseudos are used at the 
coarse grid scale. Conventional coarsening schemes take into account only the static 
properties of the fine grid models such as the porosity and/or permeability distribution, 
net-to-gross ratio etc. These coarsening schemes ignore the dynamic properties of the 
fine grid model such as the flood pattern, pressure and saturation distribution. This in 
turn can lead to inaccurate predictions of important quantities such as total oil recovery 
and gas-oil ratio when pseudo functions are applied. This situation motivates us to find 
a better coarsening approach for the scaleup of reservoir models. 
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The development of our optimal grid coarsening scheme was motivated from a volume 
averaged analysis of the fine scale saturation equations. Starting with the initial work 
of Durlofsky (1998) Who used single-phase simulation in viscous dominated models to 
design a non-uniform coarsening for the coarse grid model, we expand and validate the 
idea of using the volume averaged saturation equation in models with gravity. It is 
shown that the coarse grid simulation error correlates closely with specific sub-grid 
quantities involving higher moments of fine grid variables such as the variance of gas 
saturation (cr'S), the velocity-saturation covariance (cr', ) and the absolute permeability- 
saturation covariance 
(Cr2 
kS). These sub-grid quantities can also be used in the form of 
coefficient of variation (the Q. The specific sub-grid measure that best correlated with 
the coarse grid error was shown to vary depending on whether rock curves or pseudo 
functions are used in the coarse grid model. By forming a coarse grid that minimizes 
the appropriate sub-grid quantity, optimal coarse scale descriptions can be generated. 
A detailed discussion on this subject will be given later in Chapters 5 and 6. 
At this point, reasonable questions might be: 
9 Knowing that most of the existing pseudo-isation methods such as the Kyte and 
Berry and the Stone were derived using water-oil systems, can we still use them in 
gas-oil displacements where gravity might be a dominantforce? 
* Can we use these pseudo methods at highly adverse mobility ratios (M >> 1), 
which also normally occur in gas - oil systems? 
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* Can we develop. an alternative method that will be more successful in both of the 
aspects mentioned above? 
* Can we quantify the strengths and the weaknesses of each of the pseudo methods? 
Can we develop a more optimal grid coarsening scheme using dynamic fluid flow 
properties that will minimise the resulting error in gas-oil displacements? 
Addressing these questions fonns the main tasks of this thesis. A description of the 
research associated with this study is presented in the following sections. 
1.3 OBJECTIVES 
The central task of this thesis is to address the questions raised in the previous section. 
The objectives of this thesis are as follows: 
1. To review and assess currently available pseudo-isation techniques. 
2. To validate currently available pseudo methods in gas-oil displacements where 
significant gravitational effects and unfavourable mobility ratios provide a very 
stringent test of each of the various pseudo methods. 
3. To develop a new pseudo method which can provide more accurate upscaling 
results in gas-oil displacements. 
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4. To quantify the strengths and weaknesses of each of the pseudo methods and the 
reasons behind its success or failure for various type of problems. 
5. To develop a new optimal grid coarsening scheme ("intelligent" coarsening) which 
will produce less error when pseudo functions or fine grid relative permeabilities 
are applied directly in the coarse grid models. 
1.4 THESIS OUTLINE 
There is an extensive literature in petroleum reservoir engineering that deals with the 
determination and generation of pseudo functions. This research project started with a 
literature search and review. Several of the most widely used pseudo methods such as 
the Kyte and Berry, the Stone, the Hewett and Archer, the vertical equilibrium 
methods and the steady-state methods were thoroughly reviewed. A detailed 
presentation of this phase of the work is given in Chapter 2. 
The research project then turned to the development of a new pseudo generation 
method called the "Fransmissibility Weighted" method (TW). This method is based on 
the information derived from the fine grid simulation results and is specifically 
designed to handle large gravitational effects. This method follows the same approach 
as the Kyte and Berry method where the pseudo functions are obtained by solving 
Darcy's law at the coarse grid level, but with some modifications. The TW method 
averages pressure gradients rather than the pressure itself in order to reduce the 
potentially large error in averaging the individual coarse grid block pressures and then 
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calculating the pressure gradient. This helps to prevent the accumulation of errors due 
to averaging individual pressure* points. Furthermore, a new set of weighting factors 
for calculating the respective -fluid potential difference was introduced. A detailed 
description of the TW pseudo method is presented in Chapter 3. 
To validate this TW method, results of seven test models using this technique were 
compared with the results of the other existing pseudo methods; viz the Kyte and 
Berry, Stone, Hewett and Archer and the Vertical Equilibrium methods. The results 
from this exercise show significant improvements when using the TW method 
especially in the gravity dominated cases. Detailed discussion on this subject is also 
presented in Chapter 3. 
Having established the very good performance of this new method, the research effort 
was then focussed on investigating why the TW method performs better than other 
existing pseudo methods. A step by step investigation of the reason for the difference 
between these pseudo methods was carefully carried out and the detailed work in this 
area is presented in Chapter 4. 
Chapters 5 and 6 focus on the development of an average saturation equation with the 
gravity effect included. Using this new equation as the framework, we developed a 
new optimal grid coarsening scheme that takes into account not only the static 
properties of the fine grid models (i. e. porosity, permeability, net-to-gross ratio etc. ) 
but also the dynamic properties of the fluid flow. It is shown that the coarse grid 
simulation error correlates closely with specific sub-grid quantities involving higher 
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moments of fine grid variables, which can be computed from the fine scale 
simulations. The resulting coarsening scheme might be non-uniform in nature but 
would fulfill all purposes of using pseudo function (i. e. to control numerical 
dispersion, to capture. ýrnall-scale heterogeneity etc) with less error and without any 
adjustment to the pseudo equations themselves. 
This new coarsening technique was validated -using a wide range of test cases. We 
prove that this approach is applicable to coarse-scale descriptions using either the 
original rock curves or the pseudo relative permeability curves. The accuracy of the 
coarse grid calculations is, however, significantly better when pseudo functions are 
used. It is shown that it is not necessarily true that, when we increase the number of 
coarse grid layers, the performance of the pseudo functions will improve. The accuracy 
in applying the TW pseudo method (or rock curves) will also depend on the 
configuration of the layering scheme adopted for the coarse grid models. By forming a 
coarse grid that minimises the appropriate sub-grid quantity, optimal coarse scale 
descriptions can be generated. 
Chapter 7 is a summary of the major findings and conclusions of this research. The 
direction of possible future investigations is then discussed at the end of this chapter. 
1.5 SPECIAL NOTES 
The fluid flow simulations in this work were all carried out using the ECLIPSE-100 
black oil simulator of Schlumberger Geoquest. For the calculation of the Kyte and 
Berry and the Stone pseudo methods, the PSEUDO program supplied by Schlumberger 
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Geoquest was used. The pseudo relative permeability curves for the TW method, the 
Hewett and Archer method and sub-grid fluctuating moments were calculated using 
FORTRAN programs developed by the author and presented in Appendices 3 and 4. 
All of the work referring to the validation, derivation and testing of all the pseudo- 
isation methods that are discussed in the next few chapters (the Kyte and Berry, the 
Stone, the Hewett and Archer and the Vertical Equilibrium) are presented in the 
context of immicible two-phase displacement processes of oil-gas systems. In all cases, 
capillary pressure was ignored. Ignoring capillary pressure in these cases is acceptable 
considering the dimension of our grid blocks of 10s of metres (upscaling from the 
scale of geological models to fluid flow simulation model), although we note that we 
1, 
may have to derive the "rock" curves from a capillary equilibrium upscaling 
calculation in some cases (Pickup et al., 1998). 
13 
CHAPTER2 
LITERATURE REVIEW 
2.1 GENERAL REMARKS 
The purpose of this chapter is to review the main pseudo-isation techniques that are 
currently available to the oil industry. There are two main reasons for using pseudo 
functions in reservoir simulation. Firstly, they can be used to capture the effect of 
interaction between multi-phase fluid flow and small-scale variability and secondly, 
they can also be used for correcting the effect of numerical dispersion in the coarse 
grid models. However, this latter issue will not be analysed in this chapter. This review 
will be concentrated on the generation of pseudo functions to capture the effect of 
interaction between multi-phase fluid flow and smaller scale variability only. 
2.2 LITERATURE BACKGROUND OF PSEUDO FUNCTIONS 
In general, pseudo functions which are derived from the various upscaling methods can 
be divided into three broad categories as shown in Figure 1.1. Among the earliest 
approaches used to generate pseudo functions are the two vertical equilibrium (VE) 
methods of Coats et al. (1967 and 1971) for the capillary-gravity vertical equilibrium 
and gravity dominated cases respectively. Historically, the introduction of the vertical 
equilibrium concept was motivated by the need to simulate a three-dimensional two- 
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phase flow model with a two-dimensional fluid flow simulator in which the vertical 
effects are included. For this case, viscous force must be negligible in the vertical 
direction. Also, the models must have excellent vertical communication to allow fluids 
to segregate even duýing the production period. One advantage of using these VE 
methods is that they do not require any fine grid simulation in order to derive the 
pseudo functions needed for the coarse grid models. 
When the simulation run is in a steady-state condition, steady-state upscaling methods 
can be used. By "steady-state" we mean that the saturations in each of the grid blocks 
are constant with time. 'In general, there are two types of steady-state pseudo 
generation methods that depend onthe balance of capillary and viscous forces in the 
models. This technique normally simplifies the problems (eliminate tile necessity to do 
two-phase simulation on the fine grid models) but does not reduce the dimensionality 
of the models as the VE methods discussed above. 
When both of the gravitational and viscous forces are significant, dynamic pseudo 
functions must be used. In this case, the pseudo functions are flow rate dependent and 
are derived from the information obtained from the fine grid simulation. One of the 
earliest methods using this concept is the work reported by Jacks et al. (1973). In their 
method, all the fine grid potential differences are assumed to be equal and equate to the 
pseudo potential difference. In other word, the authors assume that a vertical 
equilibrium condition exists in each of the coarse grid columns. The assumption of 
constant potential differences leads to a constant flow rate between grid blocks. This is 
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a very restrictive assumption and as a result, this method clearly cannot be applied to 
fully dynamic cases. 
Kyte and Berry (1975) improved the Jacks et A (1973) method by eliminating the 
assumption of equal potential differences. In their method, Kyte and Berry used the 
fine grid pressures to calculate the coarse grid pressures and then use them to calculate 
the coarse grid fluid potential differences. Subsequently, these coarse grid potential 
differences were used to calculate the pseudo relative permeability from Darcy's law. 
In addition to coarsening the fine grid model in the vertical direction, this method also 
has the capability to coarsen the fine grid model in the areal plane (horizontal 
direction). This was a significant contribution by the authors. Furthermore, by 
considering only the most down stream blocks in ca, lating the cotal flow -rate while Icul 
computing the pseudo saturation as a pore volume weighted averages over the entire 
fine grid system lying within a coarse grid block, the authors introduced a viable 
method of controlling numerical dispersion. One disadvantage of using this method is 
that it requires the use of directional pseudo relative permeability if the coarse grid 
block model has more than one dimension. In addition, the weighting factors used by 
this technique were derived empirically, and as a consequence, they may not work in 
all the cases. For a detailed explanation on this subject, refer to Chapter 4. 
The idea of adopting the fractional flow formulation is an important contribution by 
Stone (1991). By using this procedure, the need to estimate the potential difference (as 
required by Darcy's law) is eliminated. Stone suggested computing an average total 
mobility and a net fractional flow from which the pseudo relative permeability can 
16 
easily be calculated. However, as shown by several authors such as Guzman et al. 
(1996), this method has some inconsistency when capillary pressure and/or gravity are 
included. Also, this method is -less accurate if there are significant variations in total 
mobility of the fluids (Parker and Fayers, 1994). 
Both methods of the Kyte and Berry (1975) and the Stone (1991) were derived at a 
time when the two-dimensional model was coarsened to a one-dimensional model 
(flow in a single direction at the coarse grid scale). However, flow in "real" reservoirs 
is normally anisotropic and the flow direction dependency of the pseudo functions 
generated by these methods is one of the weaknesses that need to be considered. In this 
case, the use of directional pseudo functions is unavoidable and analogous to the use of 
, directional, absolute penneability 
in the singlephase flow. 
It is obvious that using directional permeabilities is more accurate than using isotropic 
scalar permeabilities. This phenomenon motivated the work by Pickup et al. (1994) 
who showed that tensor based effective permeability may be necessary for accurate 
single phase scaleup, and in most cases, the same findings should be adopted for the 
two-phase pseudo functions. They also noted significant improvement of this method 
(tensor based pseudo functions) compared to the Kyte and Berry method when 
gravitational cross flow is important. 
Recently, Hewett and Archer (1997) published a new method utilizing conceptual 
strearntubes, whose geometry is defined by the fine grid cells at the outlet face of the 
coarse grid blocks to calculate the pseudo functions. In this method, capillary pressure 
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is accounted for by the introduction of an effective capillary pressure defined by 
associating the capillary pressure at the coarse grid blocks centers with the average 
saturations of the coarse grid blocks. In addition, gravity is accounted for using the 
conventional gravity ! erms based on the actual phase density differences and the 
difference in elevation of the coarse grid blocks centres. 
Some other pseudo generation methods have also been published in the literature, such 
as the works reported by Hales (1983), Christie et A (1995) and Guzman et A (1996). 
In the next two sections, a literature review will be carried out and then the 
mathematical derivation of some of the most widely used pseudo-isation techniques 
will be discussed in detail. We will start the discussion by considering the concept of 
(i) the vertical equilibrium, (ii) the-steqdy-statt. -- upscaling and (iii) the dy-. amic. pseudo 
methods in the following sections. 
2.3 VERTICAL EQUILIBRIUM (VE) METHODS 
The VE method is one of the earliest pseudo-isation techniques available. The use of 
this pseudo concept is motivated by the need to simulate 3D two-phase flow with a 2D 
reservoir simulator in which vertical effects are included. Viscous forces must be 
negligible in the vertical direction. Also, the reservoir must have sufficient vertical 
permeability to allow fluids to segregate completely and instantaneously. The main 
condition for VE is achieved when the viscous to gravity ratio is low enough that the 
vertical potential gradient of each fluid phase is essentially zero. 
p=0.0 
0: )z (2.1) 
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where p= oil, water or gas. From Equation (2.1) above and the definition of capillary 
pressure, we can deduce that: 
P, (x, y, z) = Pc (x, y, z, f )-f, 
", 
f (po - pg )g z. 
dz (2.2) 
where Pý(xyz, ) is the capillary pressure for a given point (x, y) on a reference surface 
z. f. z. f is usually taken at the oil-water contact or mid-point of the reservoir. 
The above 
two equations apply to all points within the three-dimensional medium. Thus, by 
adopting these equations, 3D fluid flow models can be represented by only 2D areal 
model with properties variation in the vertical direction are accounted for. 
Dake (1978) defined the favorable conditions for the VE methods to be applied as 
follows: 
-, small reservoir thickness 
- lowfluid viscosities 
- low injection rates 
- low lateral velocities 
- large vertical penneabilities 
- high gravity andlor capillary forces. 
There are three types of VE and they are categorized according to the relative 
importance of gravity and capillary forces (Ahmadi et al., 1996). The categories are as 
follows: 
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(i) Gravity-capillary VE, which refers to a situation where the vertical viscous force 
is small, and there is a balance between gravity and capillary forces. 
Gravity segregatfd VE, which refers to a situation where capillary forces are low 
or negligible as might occur in thick reservoir with relatively small transition 
zone. 
(iii) Capillary dominated VE, which refers to a situation where the capillary force is 
dominant. 
2.3.1 CapilIary-Gravity Vertical Equilibrium 
In the case of capiliary-gravitýv- equilibrium, the two forces of capillary pressure and 
gravity are balanced along the vertical direction of the model and are about the same 
order of magnitude. Subsequently, as shown in Figure 2.1, the thickness of the 
capillary transition zone should be about the same order as the reservoir thickness. For 
this specific case, 
h=h,, (2.3) 
where h is the reservoir thickness and hc is the thickness of the capillary transition 
zone. 
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Figure 2.1: Model under capillary-gravity vertical equilibrium and the saturation 
profile. 
The first concept and model of this technique was published by Coats et A (1967). By 
assuming that the vertical potential difference of the two fluids is essentially zero, Coat 
et A have integrated the 3 dimensional partial differential equations governing 2- 
phase fluid flow along the vertical axis. By doing this, they could simplify a 3D 
reservoir simulation model'as: a 2D model without'losing the distribution and variAtion 
of fluid flow properties in the vertical direction. Assuming the origin is set at the 
bottom of the model, the averaged water saturation is defined as: 
h 
f O. S,,. dz 
0h 
f O. dz 
0 
(2.4) 
and assuming that the absolute pen-neability to be isotropic in the horizontal plane the 
pseudo relative permeability is defined as: 
h 
f Urp *dz 
krp =0h 
f k. dz 
0 
(2.5) 
An over bar (-) will be used to denote quantities evaluated at the coarse grid scale. The 
finite difference approximation of these two integrals in the vertical column of blocks 
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sli I -S, r sw 
are shown in Equations (2.6) and (2.7) (Stone, 1991) for a system with nz vertical 
blocks: 
nz 
I (PV'S")k 
k=l 
nz 
Y-(PV)k 
k=l (2.6) 
for the pseudo water saturation and 
nz 
7, (Tx. k 
ý7 rP 
)k 
p Fr nz (T 
x 
)k 
k=l (2.7) 
for the pseudo relative permeability. In these two equations, T is the transmissibility in - 
the horizontal direction, PV is a pore volume and k is the number of fine grid layers. 
The authors noted that when there exists absolute permeability anisotropy in the 
horizontal plane (k, # ky), then separate calculation must be done in each of the 
dimensions. In other words, directional pseudo relative permeability must be used. 
An example of the successful application of this method in a fluid flow simulation was 
reported by Killough et A (1979). They used this method in the simulation of the 
Empire Abo Field. A three-layer model with capillary-gravity equilibrium is used 
instead of the 22-layer fine grid model. By introducing the directional relative 
permeabilities, an acceptable result was obtained between the fine grid model and the 
coarse grid model. 
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2.3.2 Gravity Segregated Vertical Equilibrium 
The model of Coats et A (1971) is one of the pioneering studies in this category. In 
this case, the vertical distribution of fluids is due to gravity only. The capillary 
pressure (transition zo, 0e) must be small or negligible. Coats et A (197 1) mentioned 
S. i I-S., sw 
that the capillary transition zone should be less than 10 % of the total reservoir 
thickness. This assumption is particularly suited to the problem that we are considering 
(gas-oil displacements) where the density difference between the two fluids is expected 
to be large enough for them to segregate instantaneously. 
Figure 2.2 below shows the concept of gravity segregated VE and its related water 
saturation distribution. Since the reservoir is under VE conditions, the existence of 
distinct fluid contacts can be considered. For the example of a water - displacernem 
process, the water saturation in the invaded zone will be at one minus residual oil 
saturation (S. =I-S,,, ) whereas, in the non-invaded zone, the water saturation will be 
at its initial value (S,, j). In the transition zone, the water saturation will vary between 
these two values. For this specific case, water and oil pressures are equal at every point 
(pý = 0). 
AL S. = sm 
I-S., 
z 
..... ...... 
Figure 2.2: A 2D cross-sectional model under gravity segregated flow and the 
saturation profile (capillary transition zone should be small or negligible). 
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For the purpose of deriving the mathematical equations of gravity segregated VE, we 
will ignore the transition zone (1ý = 0) and consider a homogenous cross sectional 
model of a water-gas system with an initial gas-water contact (GWC) at z= zci as 
shown in Figure 2.3 below. 
GAS 
WATER 
Z=o 
z=z 
z= Zci 
z=h 
Figure, 2.3: Homogenous horizontal reservoir for a water-gas sY's-. e, -Il under 
gravity-segregated VE 
In this method, the averaged properties of 3, -,, -P, and krP are defined such that correct 
flows and mass balance are obtained. 
2.3.2.1 Averaged Water Saturation 
The average saturation of this model is initially uniform and is given by Equation (2.8) 
below (assuming that $., =I in the water zone): 
zci. Sw, +h- zci 
h (2.8) 
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The assumption of instantaneous fluid segregation by gravity (even during production 
and/or injection) means that the averaged water saturation can be calculated for a given 
point x and at a given time t using depth averaging as follows: 
sw 
- 
Zc -S. 4 
+ (Zci - Zc)(I - 
Sgr)+h- zci 
for2ý< z,, (2.9) h 
and 
Sw = 
zeSwi +h-z, for zc > z,, (2.10) h 
where S,, is the residual gas saturation and S,,, is the i. -II-educible water saturation. 
2.3.2.2 Pseudo Capillary Pressure 
The averaged water and gas pressures (T. - and are assumed to be at the reference 
plane of z=0. At the fluid interface (z = 4), we have an equal pressure in both gas and 
water phase since capillary pressure is zero at this point. 
P (Z 
When z#z, and z#0, the pressures in the two fluid phases are : 
Pp (Z) = PP (Z, )+ ppg(Z-zc) 
(2.11) 
(2.12) 
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where subscript p= gas or water. The difference in the two pressures at the reference 
point is by definition the pseudo capillary pressure and is given by the following 
equation: 
Pg(0)-P. «»= PC =(p. -pd-g-ZC (2.13) 
Substituting z, from Equation (2.13) into Equation (2.9) and (2.10), we derive a 
relationship between pseudo capillary pressure and the averaged water saturations. 
(1-Swi -Sgr)pc 
Sgr 
*Zci sw 
h(pw - pg)g 
. 
+I- 
h 
and 
I-Swi 
sw =I-- PC 
h(pw - pg)g 
2.3.2.3 Pseudo Relative Permeability 
when zc < zci 
when zc > zci (2.15) 
The pseudo relative permeabilities are derived by averaging over the entire section of 
the reservoir. In our example of a homogenous model, with an assumption of k, =I in 
the water zone, this gives 
krw = 
knvrg (zi - z, + (h - z,, 
when zc < zci h (2.16) 
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and 
h-z, 
h when zc > zci (2.17) 
where krwrg is the water relative permeability at the residual gas saturation. 
Using Equations (2.9) and (2.10), ý, can be eliminated from Equations (2.16) and 
(2.17) which gives the pseudo relative penneability with respect to Sw. If the GWC 
rises to z, (z. < z) the equation is as follow: 
krw 
krwrg. Sw_ 
+ 
krwrg [Zci 0- Sgr-Swi)-h+ Sgr *Zci 
- Sgr - Swi) h(l- Sgr - Swi) 
+ 
(h - Zci)(I - 
Sgr - Swi 
h(l - 
Sgr - Swi) 
(2.18) 
If instead the gas-water contact (GWC) drops below its initial location (zc > zci), the 
equation is given by the following: 
krw = I-Swi 
A similar calculation gives the following gas relative permeabilities: 
(2.19) 
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krgcw 
krg - l-Sgr -Swi 
[I- 
h-s when zc < zci (2.20) 
krg = I-Swi 
[I-S. ] when zc > zci 
where k, is the gas relative permeability at irreducible water saturation (S,,, ) 
2.3.3 Capillary Dominated Vertical Equilibrium 
Capillary dominated VE is the situation where gravity effects are negligible compared 
to the capillary pressure. In this case, the capillary pressure and also saturation are 
unifonn. over the whole thickness of the reservoir as shown in Figure, 2.4 below:, 
A 
--0 
sw 
Figure 2.4: Model under capillary dominated VE and the saturation profile. 
The idea of using this VE model was developed by Yokohama and Lake (198 1) using 
water-oil displacement in a stratified medium. They suggested the following 
procedures to calculate the pseudo functions for a model with nz layers of grid blocks: 
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1. Choose a water saturation Sý for an arbitrary layer and determine the capillary 
pressure from the capillary pressure-water saturation P, (S. ) curve. Consider this 
capillary pressure as the averaged P, 
2. Determine the water saturations of other layers from the value of P, obtained 
above. 
3. Calculate the average water sýturation T. as follow: 
nz 
I Ok hk Swk 
k=1 (porosity-thickness weighted) (2.22) 
nz 
10khk 
k=1 
4. Determine A: ý, and ký, (k =I... nz) from the local relative permeability vs. water 
saturation curves of each layer corresponding to local S,, j (obtained from 
procedure 2). 
5. Calculate the pseudo relative permeability as follow: 
nz 
Y, k., k hk krok 
k=l TrI 
nz Y, kk. hk 
k=l 
and 
(for pseudo oil relative permeability) (2.23) 
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nz Y, k., k hk krwk 
k=1 ýrw 
nz 
I k., k hk (for pseudo water relative penneability) (2.24) 
k=1 
6. Repeat procedure I to 5 for other values of S,, and establish the pseudo curves. 
Pseudo relative permeability curves for oil and water phases are given as kro 
vs. S,,, and k, vs. S, respectively, and the pseudo capillary pressure curves 
is given as Tc vs. Sw - 
However, as mentioned in the introductory chapter (Chapter 1), we will only focus our 
attention on oil-gas displacements where gravity is a dominant force although viscous 
forces are also significant. IF-or simplicity, we will ignore the capillary pressure in all of 
the cases that we consider. Neglecting capillary pressure is reasonable in this context 
because capillary effects are typically small for the length scale (from geological 
model to fluid flow simulation model) and the fluid flow processes (gas-oil 
displacements) that we considered. As such, we will limit our subsequent discussion to 
the second VE method discussed above i. e. the Gravity Segregated VE (Section 2.3.2). 
2.4 STEADY-STATE UPSCALING METHODS 
A number of people, such as Smith (1991), Lemouzy et al. (1993), Pickup and Sorbie 
(1996) and Kumar and Jerauld (1996), have developed methods for upscaling which 
assume that the flood is in steady-state conditions. It has been systematically proved 
that it is possible to apply a capillary dominated steady-state upscaling method when 
the fluids are in capillary equilibrium. This limit may be assumed at small scale (30 cm 
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or less), when the flood velocity is low. At high flow rate and larger scales, a viscous 
dominated steady-state method can be applied which assumes constant fractional flow 
throughout the upscaled regions. 
2.4.1 Steady-State, Capillary Equilibrium Pseudo Functions 
The concept of steady-state capillary equilibrium should be distinguished from the 
capillary dominated VE mentioned in section 2.3.3. This method can be seen as an 
extension (or generalization) to the capillary dominated VE method where it normally 
simplifies the problem (eliminates the need to do the full two-phase simulation on the 
fine grid model) but does not reduce the dimensionality of the fine grid model. If the 
injection rate is low, the fluids will__come to capillary pressure equilibrium and the 
saturation can be determined from the capillary pressure curves. The capillary 
equilibrium method has been presented in several papers such as Smith (1991), 
Lemouzy et al. (1993) and Pickup and Sorbie (1996). In general, the method can be 
outlined as follows (for water-oil systems): 
a) Select a capillary pressure value; 
b) Using the capillary pressure curves for each region, determine the 
corresponding water saturation; 
C) Calculate the average water saturation for the coarse grid block using pore 
volume weighted of S. obtained above (step b); 
d) Use the fine grid relative pen-neability tables to determine the relative 
permeabilities to oil and water for the saturation values above (step b). Then 
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calculate the phase permeabilities by -multiplying them by the absolute 
permeabilities; 
e) Perform single-phase steady-state simulations separately on the oil and water 
phase pertneaýility, and then calculate the effective phase permeabilities to oil 
and water. 
f) Calculate the effective relative permeabilities by dividing the effective phase 
penneabilities by the effective absolute penneabilities. 
g) Select another capillary pressure value, and repeat step b) to f). 
2.4.2 Viscous Dominated Steady-State Pseudo Functions 
A flood can be considered to be in a steady-state condition if the saturations in each 
grid blocks qre constant with time. In the viscous dominated case (negligible capillary --- 
pressure and gravity), the fractional flow is constant with time and this can be used to 
determine the water saturation. A step-by-step technique on how to calculate pseudo 
functions for the coarse grid block using this method is shown below: 
a) Select a fractional flow value; 
b) Determine the corresponding water saturation in each region using this value; 
c) Calculate the average water saturation for the coarse grid block using pore volume 
weighted of S. obtained above (step b); 
d) Determine the relative permeabilities in each region, and then calculate the total 
mobility in each region; 
kabs k, + 
k, 
P, /Jo (2.25) 
32 
e) Perform single-phase steady-state simulations using the total mobility, and then 
calculate the effective total mobility; 
f) Use the fractional flow of water to determine the effective relative permeabilities: 
krw 
k,, bs (2.26) 
kabs (2.27) 
g) Select another fractional flow value, and repeat step b) to f). 
However, since both of the steady-state methods that are mentioned above ignore the 
effect of gravitational force which is important in the cases that we consider (gas 
displacements), we do not attempt to use these methods in our work. 
2.5 DYNAMIC PSEUDO FUNCTIONS 
The word "dynamic" applies to the calculation of pseudo functions that are based on 
the results of fine grid simulations (Barker and Thibeau, 1996). In this case, the 
saturation distribution is not a unique average as found in the VE methods, but also 
depends on several aspects of the displacements processes e. g. boundary condition, 
flow rate, heterogeneity etc. 
In general, there are two approaches for calculating dynamic pseudo functions as 
follows: 
33 
(i) The weighted potential approach where the potential in the coarse grid block 
is calculated using the average of the fine grid values of the potential. 
Examples of this type of method include those of Kyte and Berry (1975), the 
Pore volume %yeighted method (Geoquest's Eclipse Pseudos, 1995), Guzman's 
method (1996), the Thomas method (1983) etc. 
(ii) The total mobility approach that solves the problem by adopting a fractional 
flow formulation. Examples of this approach are those of Stone (1991), Zhang 
and Sorbie (1995), Christie et A (1995) etc. 
In this section, we will focus on the use of two of the most widelY known pseudo- 
isation m%-Ithods; vis the Kyte and Berry method (weighted potential) and the Stoij-- 
method (total mobility) as representatives of each of the two approaches discussed 
above. In addition, we also discuss a method proposed by Hewett and Archer "U 
(weighted potential) which utilizes the idea of using a conceptual strearntube. All of 
these upscaling methods are described schematically by considering a 2D fine grid 
model of 10 xIx5 grid blocks that is to be coarsened to aID model of 2xIx1 grid 
blocks; see Figure 2.5 below. The pseudo function is calculated for the upstream 
coarse gridblock only. 
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10 
k= 1 
2 
3 
4 
5 
+ 
D 
Cl> DZ 
Figure 2.5: Coarsening scheme of the fine grid model in the case of x-direction flow in 
the 2D vertical cross-sectional model. 
2.9.1 The'Kyte and Berry Method 
In the Kyte and Berry method, the flow rate, qP, of phase p in the fine and the coarse 
grid blocks was matched by summing the respective phase fluid flow rates over the 
fine grid blocks located at the coarse grid block boundary; see Figure 2.5 above. 
5 
qp =Z 
[qpk 1=5 (2.28) 
k=l 
Furthermore, the coarse grid pressures are estimated from the fine grid pressures and 
then used to calculate the fluid potential difference between the coarse grid blocks. 
Note that the potential gradient was found byfirst taking the average potentials in the 
coarse blocks and then taking the difference to calculate the A(Dp . This phase 
potential difference was then used to solve Darcy's Law in order to obtain the (pseudo) 
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relative permeability function for each fluid phase in the coarse grid blocks as shown 
as follows: 
AZ. AY. LDD (2.29) 
The pseudo potential difference was given by the following equations 
A(D = AP - g. p,. A. D (2.30) p op 
where the averaged pseudo phase pressure is : 
[-g. 
pp. (D - D)) kk. krPk -dZk 
(Ppk k 
1=3 
pp = 
k=l 
5 
(2.31) 
Y, [kk. krPk 
*dzk 
li=3 
k=l 
From Equation (2.31), we can see that the Kyte and Berry method uses the product of 
phase relative permeability times the absolute permeability times layer thickness as a 
weighting factor to average the respective fluid pressures. 
To be meaningful, the derived pseudo relative permeability must be related to the 
averaged saturation in the coarse block. In this case, the saturation was averaged using 
pore volume weighting over the entire fine grid blocks to give the following value in a 
coarse gridblock. 
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55 
II Spik 
-pVik k=li=l yp- 
55 
Y- Y- P Vik 
k=li=l 
(2.32) 
By summing the respective flow rate of each fluid only at the downstream boundary 
grid blocks of the coarse grid while averaging the saturation over the entire coarse grid 
block, numerical dispersion is minimized. This is one of the most important ideas that 
Kyte and Berry introduced in their method, as the actual title of their paper implies. 
2.5.1.1 The Modified Kyte and Berry Method Used in the Pseudo Program 
As mentioned in the introductory chapter, the Schlumberger Geoquest's Pseudo 
program was used to generate the Kyte and Berry pseudo relative permeability and 
capillary pressure throughout this research study. In this software, the Kyte and Berry 
method is modified. To avoid problems related to the generation of pseudo capillary 
pressure even when the fine grid capillary pressure is zero (Barker and Dupouy, 1999), 
two distinct pressure averages are defined. 
To calculate the pseudo relative permeability, the original pseudo phase pressure 
equation is used as shown in Equation (2.31). However, to calculate the pseudo 
capillary pressure this equation was modified to be: 
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5 
E [PVk (P - g. pp. (Dk -D TP = k=l 
pk 
5 
))1=3 
(2.33) 
Y-Ipvk li=3 
k=l 
where PV is the pore volume and pseudo capillary pressure is defined by: 
p". - P. (2.34) 
From these two equations, it is obvious that the Geoquest's Pseudo program will set 
the pseudo capillary pressure to zero if the fine grid capillary pressure is zero. 
2.5.2 The Stone Method 
In the method proposed by Stone (1991), the average fluid flow rates and saturations 
were deten-nined in the same way as in the Kyte and Berry method using Equations 
(2.28) and (2.32) respectively. However, instead of solving Darcy's equation which 
requires the determination of the fluid potential difference at the coarse grid level, the 
Stone method uses a fractional flow formulation that requires (i) the averaged 
fractional flow, TP and (ii) the averaged total pseudo mobility, T,. These two quantities 
were found using the following equations: 
5 
Y, [qt. fp li=5 
qp k=l (2.35) fp =-ý =5 
q, Y, [q, li=5 
k=l 
5 
Y- 1Txk - Atk 
1=5 
k=l (2.36) 
Yw [Txk 1=5 
k=l 
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From the above, the Stone pseudo relative permeability for phase p was then calculated 
using Equation (2.37) below: 
krp (2.37) 
2.5.2.1 The Modified Stone Method Used in the Pseudo Program 
Again, the Geoquest's Pseudo program was used to generate the Stone pseudo 
functions throughout this research study. As we can see in the original Stone method, 
Equation (2.35) is solved in order to obtain the average fractional flow. In this 
equation, the fine grid fractional flow-Is defined using the mobility terms as fp 
with A= kly,. Using this equation, the resulting pseudo functions are constrained to P 
be in the range of 0 to 1. 
One of the weakness of constraining the calculated pseudos to be in the range of 0 to I 
is that it will result in insufficient oil phase pseudo relative penneability prior to 
breakthrough (Suzuki, 1999). Realizing this weakness, this program adjusts Equation 
(2.35) to be: 
5 
q P =k=l fp 
q, 5 Y, [q, ]i=5 
k=l 
(2.38) 
Although Equations (2.38) and (2.35) are the same by the definition of fractional flow, 
their usage can lead to a different answer. Using Equation (2.38), the resulting pseudo 
functions can yield out of range pseudos (pseudos that are more than 1) if counterflow 
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exists between phases. By adopting this equation, it will guarantee sufficient oil phase 
mobility prior to breakthrough in the coarse grid models. 
2.5.3 The Hewett and Archer (HA) Method 
This method also solves Darcy's equation to obtain the pseudo relative permeability as 
shown in these two equations. 
- Tkro qo =-. ý. A(Do (2.39) 
Yo 
T,. k 
qg . --rg . 
rATIDý 
+ -AP, - Apg (2.40) 
,ug 
where overbar indicates the averaged properties for the coarse grid blocks. 
Conceptually, this method computes individual phase mobilities in each strearntube 
segment whose geometry is defined by the fine grid cells at the coarse grid block outlet 
face. One strearntube is defined for each of the fine grid cells comprising the coarse 
grid block outlet face and each strearntube consists of all streamlines passing through 
one fine grid block outlet face. These strearntubes are based on the total volumetric 
flowrate, since this is the only conserved quantity in unsteady multi-phase flow. The 
individual phase mobilities for each of these strearntubes are then calculated in the 
segments which are between the iso-potential lines running through the centers of the 
coarse grid block n and the one next to it, (n+1). 
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However in the real calculation of the pseudo functions, they never actually calculate 
the geometry of these strearntubes or define the location of the iso-potential lines 
except at the coarse grid blocks centers. Indeed, the HA method simply takes the 
potential in the fine grid block located at the center of the coarse grid block. Thus, 
what are required from the fine grid solutions are only: 
the phase fluxes from each of the fine grid cells comprising the outlet face of 
the coarse grid blocks, 
(ii) the oil phase potentials in the fine grid cells containing the coarse grid block 
centers, 
(iii) the capillary pressure in the same fine grid cells, 
(iv) the elevation difference in the coarse grid cell centers, and 
(v) the porosity weighted averaged saturation of the coarse grid blocks. 
Having all the required fine grid information above, the respective fluid flow rates 
were obtained using the same equation as the previous two methods (Equation 2.28). 
The only difference between this method and the Kyte and Berry method is the way 
they defined the averaged fluid potential difference. In this method, the oil potential 
differences were simply taken as the difference in oil phase potential of the fine grid 
cell located at the coarse grid centers. On the other hand, the gas potential difference 
was calculated using Equation (2.41) below: 
A(Dg = A(Do + AP, - ApgAh (2.41) 
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where AP, is the difference in capillary pressure between grid block n and n+l, and 
a is the difference in elevation between these two grid blocks. Both of these values 
are taken at the fine grid block located at the center of the coarse grid blocks. 
2.6 SUMMARY AND CONCLUSIONS 
The gravity dominated vertical equilibrium. pseudo functions are based on the 
assumption of rapid vertical segregation of fluids by gravity compared with the 
changes in fluid saturation due to horizontal fluid movement (i. e. there is a low viscous 
to gravity ratio). This assumption may be valid in the gas displacement processes that 
we consider. The resulting pseudo functions using this technique are independent from 
initial and boundary conditions: they are intrinsic properties of the rock-fluid system 
i. e. true "effective properties". 
When the simulation run is in a steady-state condition, steady-state upscaling methods 
can be used. By "steady-state" we mean that the saturations in each of the grid blocks 
are constant with time. In general, there are two types of steady-state pseudo 
generation methods that depend on the balance of capillary and viscous forces in the 
models. However, since both of the steady-state methods that are mentioned above 
ignore the effect of gravitational force which is important in the cases that we consider 
(gas displacement processes), we do not attempt to use these methods in our work. 
Unlike the VE methods, dynamic pseudo functions have been developed to upscale 
models where there are sufficiently high viscous forces that vertical equilibrium 
assumptions do not apply, although the gravitational force is also important. Summary 
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of the methodologies and formulae used by the Kyte and Berry (1975), the Stone 
(1991) and the Hewett and Archer (1997) methods are presented in Table 2.1 through 
Table 2.3 respectively. The mathematical derivation for all the three methods was 
actually performed in. oil-water displacement where gravity may not be the dominant 
effect. The investigation on the use and validity of these three widely used pseudo- 
isation methods (together with the vertical equilibrium pseudo functions) in a gas-oil 
displacement is the prime objective for the following chapter. This will provide a more 
stringent test of the various upscaling methods due to the large effect of gravity forces 
and problems with gas channelling and/or fingering due to the difference in fluid 
densities and unfavorable mobility ratio. 
Furthermore, in the following chapter, we will propose a novel -method that is 
specifically designed to be used in high gravity cases (gas-oil displacements). It will be 
shown that this new method will out-perform the two widely used dynamic pseudo- 
isation methods of Kyte and Berry and Stone as well as the Vertical Equilibrium 
option in this specific environment. 
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CHAPTER3 
DEVELOPMENT AND VALIDATION OF THE NEW TW 
METHOD 
3.1 GENERAL REMARKS 
This chapter centers on the development and validation of a new alternative method 
for calculating dynamic pseudo functions known as the Transmissibility Weighted 
(TW) method. This novel method has been specifically formulated to handle cases 
with high gravity, which are normally encountered in gas displacement processes. In 
our study of a range of upscaling techniques, it is evident that the application of these 
methods to upscale gas-oil systems is more difficult than for water-oil systems. This 
may be expected due the large mobility differences and the increased gravitational 
force. Because of this increased difficulty, we may turn the problem round and use 
gas-oil immiscible displacements as "difficult" problems, which can help us to carry 
out more rigorous testing of the various upscaling methods. 
Pseudo functions do have costs and limitations associated with them. For example, 
Stone (1991) discussed the limitations of using vertical equilibrium pseudo functions. 
Several other authors have also recently shown that dynamic pseudo functions may 
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also have problems. Guzman et A (1994) and Barker and Thibeau (1996) discussed 
some inconsistencies in the Stone method for handling gravity terms in both the fine 
and the coarse grid blocks which may be a severe limitation on the use of this approach 
for the gas injection cAses. Barker and Thibeau (1996) also discussed several other 
problems in using dynamic pseudo methods relating to other pseudo generation 
methods. Among others, the problems that were discussed by Barker and Thibeau 
(1996) include the need to use (i) directional pseudo relative permeability if the coarse 
grid models have more than a single dimension, (ii) non realistic pseudo relative 
permeability, e. g. pseudos that are bigger than one or smaller than zero, and (iii) non- 
monotonic pseudos, etc. 
Furthermore, most of the recently reported works on dynamic upscaling methods, such 
as the Kyte and Berry (1975), the Stone (1991) and the Hewett and Archer (1997) 
methods, have been performed using oil-water displacements where gravity may not 
be the dominant effect. The use and validity of these pseudo methods is investigated 
in this chapter for gas-oil displacements. This is expected to provide a more stringent 
test of the various upscaling methods due to the large effect of gravity forces and 
problems with gas channeling and/or fingering due to the difference in fluid densities 
and unfavorable mobility ratios. 
The results reported in this chapter show that the Kyte and Berry method produces 
larger errors compared with the Stone method in non-dipping, gas-oil systems. The 
Stone method is found to be very poor in dipping systems. An alternative modified 
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Kyte and Berry approach (the Transmissibility Weighted - TW method) is proposed 
and tested for a range of gas-oil displacements where it is compared with the 
performance of the Kyte and Berry, the Stone, the Hewett and Archer and the VE 
methods. In almost all cases, the TW method out-performs (or performs equally well 
as) the other more commonly used pseudo function methods; only in one case does the 
Kyte and Berry method performs slightly better than the TW approach. 
Comparing the results of the TW method and the Hewett and Archer method show a 
number of similarities. A detailed discussion of these two methods is presented in the 
following chapter. 
3.2 DEVELOPMENT OF THE TW METHOD 
A new method known as the Transmissibility Weighted (TW) method is proposed in 
this section. This method follows exactly the same approach as the Kyte and Berry 
method (Section 2.5.1) except in the averaging of the fluid potential difference at the 
coarse grid level. Using the same notation as in Figure 2.5, Darcy's law was applied 
in order to obtain the pseudo relative permeability for each of the fluid phases in the 
coarse grid blocks. As usual, an over bar will be used to denote the quantities 
evaluated at the coarse grid scale: 
-lip. qp. AX 
rp AY. AZ. k,. A(I)p 
(3.1) 
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where lip , qp and 
A'Dp are the average phase viscosity, total phase flow rate and 
fluid potential difference of phase p, respectively; AX, AY and AZ are the coarse grid 
block dimensions in the x-, y- and z-directions. The flow rates of individual fluid 
phases in the fine andthe coarse grid blocks were matched by summing the respective 
phase flow rates over the fine grid blocks located at the coarse grid block boundary as 
shown below: 
5 
qp =I 
lqpk 1=5 
(3.2) 
k=l 
The averaged potential difference, AID p in the TW method is defined as: 
5 
I ITA 
-A(D pk 
3 
i=3 
A(D p= 
k=l 
5 
IF 
k=l 
A] i=3 
where A(D pk is given by the following equation 
A(D pk = [(D pk ] i=8 - 
[4D 
pk 
3 
i=3 (3.4) 
As a technique to control numerical dispersion, we adopt the same strategy as the Kyte 
and Berry method. We make the summation of each respective fluid flow rates only at 
fine grid blocks located at the coarse grid block down-stream boundary (Equation 3-2), 
but the averaged saturation was obtained from the entire domain of the coarse grid 
block using pore volume weighted as shown below: 
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12: Spik 
'pYik 
k=li=l 
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1: 1: Pvik 
k=li=l 
(3.5) 
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This again minimizes the numerical dispersion in our coarse grid model. 
The rationale for the TW method is that we do not want to average the fluid potential 
differences in the coarse grid blocks by first calculating the average fluid potentials in 
each of the coarse grid blocks and then taking the difference between them. Rather, 
we calculate a weighted average of the fluid potential gradients between the coarse 
blocks directly from the fine grid gradients. In this context, when these pressure 
gradients are the same (or similar), this method will give results which are the same as 
(or close to) the Kyte and Berry approach. It is only when there are significantly 
different potential gradients in the various grid layers that differences are seen. 
Furthermore, it appears that the selection of transmissibility as the weighting factor in 
averaging the fluid potential gradients is more appropiate compared to the- selection 
of relative permeability times layer thickness times absolute permeability as in the 
Kyte and Berry method especially in the gravity dominated cases. 
3.3 NUMERICAL TESTING OF THE METHODS 
At this stage, we go on to validate the TW method and compare it with the four most 
widely used pseudo generation methods namely: 
i. the Kyte and Berry method, 
ii. the Stone method, 
iii. the Hewett and Archer method, and 
iv. the vertical equilibrium (VE) method. 
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Cross sectional models of 100 x1x5 were used to evaluate these upscaling methods. 
These fine grid models were then upscaled to aID model with a grid dimension of 20 
x1x1, which meant that every coarse grid block contained 25 fine grid blocks as 
shown in Figure 3.1 below: 
1 
=1 10 
i 
DZ 
Figure 3.1: Schematic diagrams showing the fine and the coarse grid models for the 
first two coarse grid blocks. 
The initial properties of the fine grid blocks are as follows: , 
Porosity, 0=0.2; 
Grid block sizes, DX = DY = DZ 25 ft. (7.63 m) 
Viscosities, po = 10 cp; pg 0.1 cp 
Densities, Oil, pO 43.68 lb/ft3 (700 Kg/m3); 
Gas p. 0.06243 lb/ft 3 (1.0 Kg/m3) 
The fluids were assumed to be incompressible and immiscible. The rock relative 
permeabilities were power law curves, given by the following two equations from 
Guzman et al. (1994): 
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kro = ((I -Sg - Srg - S., ) /(I-S. - 
Sorg)) 2.7 
krg = (( Sg - 
Sg, ) / (I - 
Sgc - 
S. )) 5.0 
where Sc = 0.15 (connate water saturation), Sgc = 0.05 (connate gas saturation) and 
S, g = 0.1 (residual oil saturation relative to gas). Figure 3.2 shows these curves 
graphically. Gas was injected from an injector located at the left of the model and 
dead oil was produced from a well on the right of the model. Both wells were 
completed vertically throughout the model and the injection rate was set to give a 
frontal velocity of 0.3 m/d. 
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Figure 3.2: Relative permeability used in the fine grid models 
To test and evaluate the five upscaling methods discussed above (the VE, the Kyte and 
Berry, the Stone, the Hewett and Archer and the TW), seven cases were developed as 
summarized in Table 3.1. Cases I and 2 were designed to evaluate the five pseudo 
methods in models with free crossflow between layers. Cases 3 and 4 are used to 
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examine models where the crossflow between layers was restricted by barriers. 
Furthermore, Cases 5,6 and 7 were constructed to test the performance of the 
upscaling methods in a dipping reservoir, with low gravity (high viscous forces) and 
high gravity (low viscous forces) cases, respectively. 
Cases Perm layer 
1-2 
(mD) 
Perm layer 
3-5 
(mD) 
k,, /kh Dip Mobility 
ratio 
AP 
(Kg/M3) 
Ng, 
_Case 
1 500 10 1 0 100 699 0.0958 
Case2 10 500 1 0 100 699 0.0649 
Case3 500 10 0 0 100 699 0.0 
_ Case4 10 500 0 0 100 699 0.0 
_ Case5 500 500 1 15' 100 699 - 
0 50 500 1 0 100 =0 0.0003 
00 5 500 11 01 10 1 -700 1 
Table 3.1: Case description for Case I to Case 7 
The gravity to viscous ratio (Ngv) was calculated using the equation given by Zhou et 
A (1993) as follows: 
Ngv = 
ApgLk 
av 
Hq, p 
0 
(3.6) 
where Ap is the difference in the fluid densities, g is the gravitational constant, L is the 
reservoir length, k,,, is the average vertical penneability, H is the reservoir thickness, q 
is the total Darcy flow velocity andu,, is the oil viscosity. 
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These cases were developed to test a range of flow conditions from viscous to gravity 
dominated along with cases where both forces are significant. The test objective of 
each case is summarized in Table 3.2 below: 
CASE OBJECTIVES / ENVIRONMENTS 
CASE 1 Case where gravity crossflow is not restricted. 
The flow is expected to be segregated due to 
poor vertical sweep efficiency. 
CASE 2 Reverse of Case 1. The flow is more diffused 
due to improved vertical sweep efficiency. 
CASE 3 Gravity crossflow is negligible (klkh - 0.0) with 
gas flowing more at the top of the model due to 
permeability distribution. 
CASE 4 Gravity crossflow is negligible (klkh - 0.0) with 
gas flowing more at the bottom of the model 
due to permeability distribution 
CASE 5 To test the ability of the various upscaling 
methods in handling a dipping model. 
CASE 6 Viscous dominated flow. The flow-is expected 
to be very diffuse (sharp vertical front). 
CASE 7 To investigate the ability of the various 
upscaling methods to handle cases with higher 
gravity. 
Table 3.2: The flow regimes examined by each of the test cases (Case I to case 7) 
As a quality index, we will use the normalized rms error in oil recovery factor as well 
as in the produced gas-oil ratio. The normalized rms errors were calculated from the 
difference in oil recovery factor or the produced gas-oil ratio (using normalized 
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curves) between the coarse and the fine grid models, over a range of pore volume 
injected. The equation to calculate rms effor is shown below: 
(Rci - Rfi) 
rms 
n 
(3.7) 
where Rc is the normalized oil recovery factor (or produced gas-oil ratio) for the 
coarse grid model, Rf is the normalized oil recovery (or produced gas-oil ratio) for the 
fine grid model and n is the total number of calculated timesteps. 
3.4 DISCUSSION OF THE RESULTS 
Depending on the reservoir type, it is possible to have a very good recovery as a result 
of gravity stabilized flow in the reservoir model. On the other hand, it is also possible 
to have a very poor recovery due to gas channeling through a high permeability streak 
(unstable front). For gas-oil systems, unfavorable mobility ratio displacements are 
normally encountered and this type of displacement is liable to both gravity and 
viscous fingering. The combined effect of these two forces will frequently result in a 
gravity tongue, travelling along the top of the model and by passing the oil. 
3.4.1 Models with Free Crossflow (CASE 1 and CASE 2) 
Considering first the cases with good vertical communication (Case 1 and Case 2), the 
recovery of the model is directly proportional to the vertical sweep efficiency between 
the two permeability regions. In general, the better the vertical sweep between the 
regions, the higher the recovery will be. In Case 1, the combined effect of the large 
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density difference between the oil and the injected gas and the permeability 
distribution of the model (increasing upwards) will cause the injected gas to crossflow 
to the top of the model very near to the injector. This effect will definitely reduce the 
efficiency of the vertical sweep, thus reducing the recovery. It is also worth 
emphasizing that this will normally result in a segregated flow. 
On the other hand, fluid flow in Case 2 (permeability decreasing upwards) is more 
diffuse since more gas is allowed to flow horizontally at the bottom of the model 
before being "uplifted" to the top due to gravity. This effect will increase the efficiency 
of the vertical sweep and thus increase the recovery. 
From the plots of the oil recovery factor, the gas-oil ratio and the gas saturation for -- 
these two models (Figures 3.3a - 3.3d and 3.4a - 3.4d), the observations can be 
summarized as follows: 
Model Recoveries Vertical 
Sweep 
Efficiency 
Flow Pattern Quality of 
Scaleup Method 
Case 1: Low Low Segregated Poor 
Highkup 
Case 2: High High Diffused Good 
Lowkup 
Table 3.3: Summary of performance for Case 1 and Case 2. 
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Both of the dynamic pseudo methods of the Kyte and Berry and the Stone perform 
better in Case 2 compared to Case 1. This phenomenon is consistent with our finding 
regarding the influence of sub-grid properties and the averaged saturation equation, 
where we found that IQýv variability in gas saturation (diffuse flow) will result in more 
accurate usage of the pseudo functions. We will discuss this issue in great detail later 
in Chapter 5. Also, it is interesting to observe that the Stone method performs far better 
than the Kyte and Berry method especially in matching the fine grid gas-oil ratio 
performance for these two cases. We will discuss the reason behind the superiority of 
the Stone method even when the fluid crossflow is not restricted (relatively higher Ngv) 
as shown in these cases in the following chapter. 
It is very encouraging to observe that the new TW method also performs better in 
terms of the produced gas-oil ratio and oil recoveries compared to the Kyte and Berry 
method although both of them were using the same tYpe of equations (except in 
averaging the fluid potential difference). On the other hand, the - performance of the 
TW method is equally good when compared to the Stone method for these two cases. 
In addition, the performance of the Hewett and Archer method also tracks very closely 
to the TW method. 
Although the fluid flow in the vertical direction is not constrained in these two cases 
(crossflow is essential for gravity segregation of fluids), the VE pseudo functions still 
failed completely to duplicate the performance of the fine grid model. The strength and 
weakness of the VE method will be discussed later in Chapter 4. 
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Figure 3.3a: Oil Recovery Factor versus Pore Volume Injected for Case 1: comparison 
between several upscaling methods 
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Figure 3.3b: Gas-Oil Ratio versus Pore Volume Injected for Case 1: comparison 
between several upscaling methods 
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012345 
Figure 3.3c: Gas saturation plot after I PV injected (Case 1, coarsening upwards model 
with k, /khequal 1.0); lighter coloured region shows gas saturation between 0.0 to 0.5 
whereas darker coloured region shows gas saturation between 0.5 to 0.85. 
Figure 3.3d: Gas saturation plot after 5 PV injected (Case 1, coarsening upwards model 
with k, /khequal 1.0)); lighter coloured region shows gas saturation between 0.0 to 0.5 
whereas darker coloured region shows gas saturation between 0.5 to 0.85. 
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Figure 3.4a: Oil Recovery Factor versus Pore Volume Injected for Case 2: comparison 
between several upscaling methods 
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Figure 3.4b: Gas-Oil Ratio versus Pore Volume Injected for Case 2: comparison 
between several upscaling methods 
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Figure 3.4c: Gas saturation plot after I PV injected (Case 2, fining upwards model 
with k, /khequal 1.0); lighter coloured region shows gas saturation between 0.0 to 0.5 
whereas darker coloured region shows gas saturation between 0.5 to 0.85. 
Figure 3.4d: Gas saturation plot after 5 PV injected (Case 2, fining upwards model 
with k, /khequal 1.0); lighter coloured region shows gas saturation between 0.0 to 0.5 
whereas darker coloured region shows gas saturation between 0.5 to 0.85. 
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3.4.2 Models with Restricted Crossflow (CASE 3 and CASE 4) 
Case 3 and Case 4 were designed to further investigate the validity of the upscaling 
methods in gas-oil systems. Case 3 was designed to produce a segregated flow with 
more gas flowing at the, top while Case 4 was used to test the methods with more gas is 
flowing at the bottom of the model. In both of these cases, klkh is set to zero so as to 
prevent crossflow between the layers. Saturation plots in Figures 3.5c and 3.5d for 
Case 3 and Figures 3.6c and 3.6d for Case 4 confirmed these conditions. 
Comparison made on the oil recovery factor and the produced gas-oil ratio of each of 
the methods as shown in Figures 3.5a and 3.5b for Case 3 and Figures 3.6a and 3.6b 
for Case 4 suggest the following: 71ý- 
In Case 3, where more gas is flowing at the top of the model (gas over-riding), the new 
TW method shows some improvement in matching the produced gas-oil ratio 
compared to the Stone, the Kyte and Berry and the VE methods. In terms of the 
normalized rms error in oil recovery factor for this case, all the three dynamic pseudo 
functions perform rather similarly. As expected, the VE pseudo method again fails in 
reproducing the fine grid performance. On the -other hand, in Case 4 where gas is 
under-running, the Kyte and Berry method performs better than the Stone or TW 
methods especially in predicting the produced gas-oil ratio as shown in Figure 3.6b. 
The same performance trends as in Case 3 were observed in comparing these pseudo 
methods in terms of oil recovery factor i. e. all the three dynamic pseudo functions 
show a rather similar performance. 
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Figure 3.5a: Oil Recovery Factor versus Pore Volume Injected for Case 3: comparison 
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Figure 3.5b: Gas-Oil Ratio versus Pore Volume Injected for Case 3: comparison 
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012345 
Figure 3.5c: Gas saturation plot after 1 PV injected (Case 3, coarsening upwards model 
with k, /kh equal 0.0); lighter coloured region shows gas saturation between 0.0 to 0.5 
whereas darker coloured region shows gas saturation between 0.5 to 0.85. 
Figure 3.5d: Gas saturation plot after 5 PV injected (Case 3, coarsening upwards model with 
k, /khequal 0.0); lighter coloured region shows gas saturation between 0.0 to 0.5 whereas 
darker coloured region shows gas saturation between 0.5 to 0.85. 
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Figure 3.6a: Oil Recovery Factor versus Pore Volume Injected for Case 4: comparison 
between several upscaling methods 
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Figure 3.6b: Gas-Oil Ratio versus Pore Volume Injected for Case 4: comparison 
between several upscaling methods 
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Figure 3.6c: Gas saturation plot after I PV injected (Case 4, fining upwards model 
with k, /kh equal 0.0); lighter coloured region shows gas saturation between 0.0 to 0.5 
whereas darker coloured region shows gas saturation between 0.5 to 0.85. 
Figure 3.6d: Gas saturation plot after 5 PV injected (Case 4, fining upwards model 
with k, /kh equal 0.0); lighter coloured region shows gas saturation between 0.0 to 0.5 
whereas darker coloured region shows gas saturation between 0.5 to 0.85. 
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Comparing Case 3 to Case I and Case 4 to Case 2, we can clearly see that when 
crossflow between model layers is restricted, the error in using the VE method is 
increased significantly, as we Would expect. As mentioned before, crossflow between 
the model layers is essential for gravity segregation; and this condition is one of the 
pre-requisites for using the VE method. As the vertical permeability is decreased (klkh 
is set to zero for Cases 3 and 4), the crossflow between layers is decreased and this 
phenomenon will invalidate the assumption made by the VE method. This decreases 
the accuracy of the VE method to reproduce the fine grid performance. The 
performance of the Hewett and Archer method again tracks very closely to the TW 
method in these two cases. 
3.4.3 Model with Dip (CASE 5) 
Case 5 was constructed to evaluate the performance of upscaling techniques in a 
dipping reservoir. The inconsistency of the Stone method in handling gravity is very 
obvious in this case. A mathematical explanation of why the Stone method produces a 
large error in this particular case is presented in the following chapter. 
In general, the Stone method gave a poor match to the GOR as well as the oil 
recoveries compared to the Kyte and Berry and the TW methods (refer to Figures 3.7a 
and 3.7b). The TW method, in this case, predicts the GOR a little better than the Kyte 
and Berry method especially in the later stages of the run as shown in Figure 3.7b. The 
performance of the Hewett and Archer method is rather similar to the TW method for 
this test case. In addition, Figures 3.7c and 3.7d show the saturation plot for this case. 
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Figure 3.7c: Gas saturation plot after I PV injected (Case 5, homogenous model with 
15' dipping); lighter coloured region shows gas saturation between 0.0 to 0.5 whereas 
darker coloured region shows gas saturation between 0.5 to 0.85. 
Figure 3.7d: Gas saturation plot after 5 PV injected (Case 5, homogenous model with 
15' dipping); lighter coloured region shows gas saturation between 0.0 to 0.5 whereas 
darker coloured region shows gas saturation between 0.5 to 0.85. 
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3.4.4 Model with NO Gravity Effect (CASE 6) 
Case 6 is designed to test the various upscaling techniques where viscous force 
dominate. As shown in Figures 3.8a and 3.8b, all four dynamic pseudo methods 
perform equally well in matching the performance of the fine grid model. As expected, 
the VE pseudo method once again failed to reproduce the results of the fine grid 
model. Saturation plots for Case 6 are shown in Figures 3.8c and 3.8d. 
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Figure 3.8a: Oil Recovery Factor versus Pore Volume Injected for Case 6: comparison 
between several upscaling methods 
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Figure 3.8c: Gas saturation plot after 1 PV injected (Case 6, homogenous model with 
low gravity force); lighter coloured region shows gas saturation between 0.0 to 0.5 
whereas darker coloured region shows gas saturation between 0.5 to 0.85. 
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Figure 3.8d: Gas saturation plot after 5 PV injected (Case 6, homogenous model with 
low gravity force); lighter coloured region shows gas saturation between 0.0 to 0.5 
whereas darker coloured region shows gas saturation between 0.5 to 0.85. 
3.4.5 Model with High Gravity Effect (CASE 7) 
Lastly, Case 7 was run to test which of the four methods could best model a larger 
, g, Tavity 
force compared with the viscous forces. The superiority of the TW method was 
clearly shown in this case as shown in Figures 3.9a and 3.9b. The TW method predicts 
the oil recoveries as well as the GOR much better than the Kyte and Berry, the Stone 
or the VE methods. Again, the performance of the Hewett and Archer method tracks 
very closely to the TW method in this case. 
It also worth emphasizing that the Kyte and Berry method produced the biggest error 
compared to the other dynamic pseudo method for this case. This finding is consistent 
with the results of Guzman et al. (1994) who found that the Kyte and Berry method 
was unsuitable to be used in models with strong gravity segregation (high NgA A 
detailed discussion of why the Kyte and Berry method failed in gravity dominated flow 
(segregated flow) will be discussed later in Chapter 4. 
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3.4.6 Overall results 
The results of all the cases can be summarized in the following two tables (Table 3.4 
and 3.5) for the normalised rms errors in oil recovery factor and the gas-oil ratio, 
respectively. The rms qffors were calculated from the difference in oil recovery factor 
(or gas-oil ratio) between the coarse and the fine-scale models, at different pore 
volumes injected. Numbers in brackets show the normalized rms errors relative to the 
TW method. 
CASES KYTE & STONE HEWETT TW VE 
BERRY & 
ARCHER 
CASE 1 0.0142 0.0128 0.0130 0.0129 0.0339' 
(1.1007) (0.9953) (1.0078) (1.0000) (2.6252) 
CASE 2 0.0034 0.0026 0.0028 0.0028 0.040 
(1.2029) (0.9428) (1.0000) (1.0000) (14.5422) 
CASE 3 0.0101 0.0106 0.0102 0.0103 0.0478 
(0.9812) (1.0294) (0.9903) (1.0000) (4.6414) 
CASE 4 0.0043 0.0046 0.0047 0.0046 0.1077 
(0.9415) (0.9980) (1.0174) (1.0000) (23.4061) 
CASE 5 0.0114 0.0291 0.0109 0.0111 0.1757 
(1.0309) (2.6195) (0.9820) (1.0000) (15.8285) 
CASE 6 0.0032 0.0032 0.0032 0.0032 0.0715 
(1.0001) (0.9935) (1.0013) (1.0000) (22.3371) 
CASE 7 0.0447 0.0101 0.0059 0.0056 0.0261 
(7.9864) (1.7982) (1.0536) (1.0000) (4.6678) 
Table 3A The normalised rms errors for each case in terms of oil recovery factor 
(Case I to Case 7) 
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CASES KYTE & STONE HEWETT TW VE 
BERRY & 
ARCHER 
CASE 1 0.0170 0.0122 0.0139 0.0131 0.0579 
(1.3007) (0.9339) (1.0611) (1.0000) (4.4177) 
CASE 2 0.0077., 0.0027 0.0027 0.0028 0.0390 
(2.7394) (0.9807) (0.9643) (1.0000) (13.9332) 
CASE 3 0.0104 0.0089 0.0076 0.0075 0.0753 
(1.3864) (1.1870) (1.0133) (1.0000) (10.0402) 
CASE 4 0.0043 0.0058 0.0059 0.0060 0.0776 
(0.7219) (0.9629) (0.9833) (1.0000) (12.9309) 
CASE 5 0.0086 0.0422 0.0079 0.0074 
(1.1595) (5.7039) (1.0676) (1.0000) 
CASE 6 0.0053 0.0053 0.0053 0.0053 0.0836 
(1.0000) (0.9934) (1.0003) (1.0000) (15.7680) 
CASE 7 0.0464 0.0457 0.0128 0.0133 0.0601 
(3.4913) (3.4358) (0.9624) (1.0000) (4.5186) 
Table 3.5: The normalised rms errors for each case in terms of gas-oil ratio 
(Case I to Case 7) 
Taking a 10% cut-off as our differentiating criterion, the numbers in brackets in Table 
3.4 and 3.5 show the relative weakness (or strength) of each method compared to the 
TW method. This criterion suggests that a value of less than 0.9 assumes that 
particular method perform better than the TW method and a value larger than 1.1 
indicates that the method is poorer. In general, the results show that the Kyte and 
Berry method produces larger errors compared to the Stone method in non-dipping, 
gas-oil systems. On the other hand, the Stone method is found to be very poor in 
dipping systems, as expected since gravity was neglected in deriving these equations 
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(Guzman et al., 1994). In all the cases investigated, the VE pseudo approach is the 
least acceptable (even in Case 7, where the effect of gravity is high). The reasons 
behind this apparent weakness of the VE method are further investigated and are 
presented in the following chapter. 
The TW method shows promising results both in dipping and in non-dipping systems. 
In all cases investigated, there is only one instance where the TW method does not 
perform best: this was in Case 4 where the GOR was more accurately predicted by the 
Kyte and Berry method. In all other scenarios, the TW method performs equally well 
or far better than the Kyte and Berry, the Stone or the VE methods in handling 
immiscible gas-oil systems. It is also evident that the TW method gives far better 
results in Case 7 where the gravity effect is dominant compared with the other pseudo 
methods. Further analysis of the conditions under which this new method performs 
better than the Kyte and Berry, the Stone and the VE method is presented the 
following chapter. 
Comparing the results of the TW method and the Hewett and Archer method show a 
lot of similarities. It turn's out that there is a very good reason for this and this is 
presented in the following chapter. 
3.5 SUMMARY AND CONCLUSIONS 
In this chapter, we have introduced and validated a new dynamic pseudo method 
known as the Transmissibility Weighted (TW) method. This method has been 
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specifically formulated to handle cases with a high gravity effect, which is normally 
encountered in gas displacement processes. The main findings on the use of various 
pseudo functions in a range of reservoir flow situations can be summarized as follow: 
1. There is no pseudo generation method that is perfect for all the conditions i. e. 
produces zero error. However, it is shown that the TW method gives more accurate 
results in applying pseudo functions where gravity effects are significant than the 
Kyte and Berry, the Stone and the VE methods. 
2. The Stone method performs very badly in a dipping model. A detailed 
mathematical explanation of this weakness of the Stone mi-. thod is presented. the 
following chapter. 
3. When fluid flow is in the viscous-dominated regime, all the dynamic pseudo 
function methods perform rather similarly with high accuracy. As expected, the VE 
method will definitely fail in this case. 
4. In all the cases that we investigate, the VE method is the least acceptable (even in 
Case 7, where the effect of gravity is very high). The reasons behind this apparent 
weakness of the VE method are further investigated and are presented in the 
following chapter. 
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5. The performance of the Hewett and Archer method is rather similar to the TW 
method in all of the test cases. This observation will be investigated further and 
explained in detail in Chapter 4. 
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CHAPTER4 
FURTHER ANALYSIS OF PSEUDO FUNCTIONS 
4.1 GENERAL REMARKS 
A number of methods for calculating dynamic pseudo functions have been developed 
over the years. Each method has its advantages. and disadvantages, and it is well 
known that using an inappropriate method can lead to inaccurate results. However, 
there is a lack of understanding as to why a certain method will succeed in some cases 
but fail in others. In this chapter, we will discuss some of the similarities and 
limitations of the five pseudo methods that we discussed in Chapter 3 namely: 
(i) the Stone method, 
(ii) the Kyte and Berry method, 
(iii) the Hewett and Archer method, 
the TW method and 
(V) the VE method. 
4.2 WEAKNESS OF THE STONE METHOD 
In Chapter 3, we saw that the Stone method performed very badly when the model was 
dipping compared to when the model was horizontal. It is our intention in this section 
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to investigate the reason behind this finding. Two new simulation models, with and 
without dip, will be used for this purpose. 
4.2.1 Descripýion of the Test Models 
Two cross sectional models each with 200 xIx 100 fine grid blocks were used in this 
study. The initial properties of the fine grid models are as follows: 
Porosity, 0=0.2; 
Grid block sizes, AX = 15.24 metres, AY = 7.62 metres and AZ = 0.762 metres; 
Viscosities, 90 =I cp, g. = 0.1 cp 
Densities, P. = 43.68 1 b/ft' or 700 Kg/m', 
P. = 0.0624 lb/ft', -. r 1.0 Kg/m'. 
The absolute permeabilities in these two test models are set to vary exponentially 
increasing upwards from 10 mD at the bottom layer to about 1462 mD at the top of the 
models. The same rock relative permeabilities were used as before (see Chapter 3). 
Gas was injected from an injector located at the left of the model and dead oil was 
produced from a well on the right of the model. Both wells were completed vertically 
throughout the model and the injection rate was set to give a frontal velocity of 0.6 m/d 
(about 2 feet/day). 
In the first model (Case A), the model is taken to be horizontal with the calculated 
gravity to viscous ratios (Ng) of about 1.84, whereas in the second model (Case B), the 
model is tilted with a 15* dipping angle. In Case B, gas is injected in the first up-dip 
grid block. 
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4.2.2 Governing Equations 
In the fine grid model, Darcy's equations are solved in order to obtain the fluid flow 
rates as follows (for shpplicity, we will only consider 1-D flow in the x-direction): 
T,. k 
. 
luo 
'o A(Do 
qg = 
ilg 
A(Dg (4.2) 
where q,, and q, are the volumetric flow rate of oil and gas respectively, T, is the single- 
phase transmissibility (which is a function of permeability and grid block geometry 
alone), k and ký are the oil and gas relative permeability, p. is the oil viscosity, y, is 
the gas viscosity, and AOý and A'P are the oil and gas potential differences between 9 
this particular grid block at the one next to it (down-stream). 
From the definition of capillary pressure and fluid potential, the gas potential for each 
of the fine gridblocks can be written in terms of oil potential as follow: 
(Ds = (D. + Pc - Apgh (4.3) 
where 1ý = Pt - P., and 1ý and Fý are oil and gas phase pressures, Ap = p. - p,, and h is 
the height above some datum. 
Therefore, from Equation (4.3), the difference in fluid potential between two adjacent 
blocks can be calculated as: 
A(Dx = A(Do + Alý - ApgAh (4.4) 
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where APý is the difference in capillary pressure between grid block n and n+l, and 
Ah is the difference in elevation between these two grid blocks (normally taken at their 
centres). 
At the coarse scale, it is assumed that the same set of equations can be solved but with 
averaged properties of the coarse grid blocks. Thus, Equation (4.1) and (4.2) can be 
written as: 
T,. ko 
YO 
(4.5) 
T,. kg 
qg =-=--. [Z(-Dg . 
[A-(D 
(4.6) + 
Pg ug 
where the overbar (-) indicates the averaged properties for the coarse grid blocks. 
4.2.2.1 Governing Equations for the 2D Horizontal Cross-Sectional Model 
(CASE A) 
For this case, since the model is horizontal and has zero capillary pressure, Equation 
(4.6) can be simplified as follow: 
qg 
lig 
(4.7) 
From Equations (4.6) and (4.7), we can see that for this specific case, the A(D, will 
always be equal to A(D. , although the local absolute values of (D,, and 0, can be quite 
different. Because of these two assumptions (zero capillary pressure and horizontal 
model), the only information that are needed from the fine grid model in order to 
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preserve the fractional flow in the fine and coarse grid models are the fluid flow rates. 
From these two fine grid properties (q. and q,, ), it is possible to correctly construct the 
fractional flow needed for the coarse grid blocks regardless of any other descriptions of 
the fine grid models. . 
Since for this case the A(D. is equal to the A(D. , the fractional flow for the coarse grid 
blocks can be calculated as follows: 
T,. krg 
T9 = 
qg 
=- 
ßg 
qg + q0 ix Z rg 
- A(DO +(ix-Tro 
)A<PO 
ßg JUO 
which can be factored out to be: 
qg 
Tg=- qg + q,, k pg 
+ -ro, - krg. Mo 
(4.8) 
(4.9) 
Assuming we know the values of g, , jig , q,, and qg from the fine grid run, we can 
set one of the phase pseudo relative permeability (either 7. or krg) arbitrarily - e. g. as 
a straight line - and adjust the other curve so that the fractional flow is honoured. The 
resulting pseudo curves might be very non-monotonic, but they will still reproduce the 
fine grid results perfectly satisfactorily (since we conserve the fractional flow). It 
should be noted that while conserving the fractional flow will guarantee the correct 
calculation of fluid flow rates in the simulation models, the pressure distribution will 
not be reproduced unless the total mobility of the fluids is also conserved. Since our 
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quality index concentrates on the reproduction of the fine grid total oil recovery factor 
and GOR only, we can see from Equation (4.9) that the issue of how we average the 
fluid potential difference (or mobility) is irrelevant for this case. We will discuss the 
issue of capturing the. right pressure distribution of the fine grid model in the coarse 
grid model in Section 4.5 when we compare the performance of the TW method to that 
of the Hewett and Archer method. 
4.2.2.2 Governing Equations for the 2D Cross-Sectional Model with the 
Dipping (Case B) 
For this case, only capillary pressure is ignored since the model is dipping. Therefore, 
Equation (4.6) now becomes: 
Tk 
= 
x- rg qg -. 
rA(DO 
+ ApgAh] 
mg 
(4.10) 
From Equations (4.6) and (4.10), it is evident that for the case of a dipping reservoir, 
then A(Dg will not be equal to A(D. (i. e. the " Apg Ah " term cannot be ignored). 
4.2.3 Discussion of the Results 
Figures 4.1 and 4.2 show the relative performance (in terms of oil recovery factor) of 
the four dynamic pseudo generation methods for Case A and Case B respectively. 
From these figures, we can see that the Kyte and Berry method produced the worst 
results for Case A (horizontal model), whereas the Stone, the Hewett and Archer and 
the TW methods produce a rather similar performance. 
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For Case B (dipping model), it now appears that there are some differences between 
these various methods. From Figure 4.2, we can see that the worst result is produced 
by the Stone method and this is due to the fact that it says nothing about the potentials 
in the presence of gravity. The other three methods, the Kyte and Berry, the Hewett 
and Archer and the TW methods, are somewhat better than that of Stone. 
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Figure 4.1: Oil recovery factor versus total gas injected showing the performance of 
the four dynamic pseudo methods (the KB, the Stone, the TW and the HA) relative to 
the fine grid model for Case A (Horizontal model). 
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Figure 4.2: Oil recovery factor versus total gas injected showing the performance of 
the four dynamic pseudo methods (the KB, the Stone, the TW and the HA) relative to 
the fine-grid model for Case B (Dipping model). 
4.2.3.1 Performance of the Stone Method in Case A (Horizontal Model) 
The Stone method uses total mobility as a way of avoiding the problems associated 
with estimating the fluid potential differences. From Guzman et al. (1994) it is known 
that the Stone method equates the coarse grid fluid potentials by setting: 
T, 
p (Tx -At -A4D p k 
The pseudo phase mobility can be calculated as: 
(4.11) 
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qp 
p= --= Tx. A(D 
p 
and the averaged total mobility-is equal to the sum of all the phase mobilities. 
Z (Tx "'t k 
= Y"xp (4.13) TX p k 
Substitution of Equation (4.12) into Equation (4.13) gives the following equation: 
qo_ 
+ 
qg 
7. (Tx. A,. A(DO) E(Tx. At. A(Dg) 
kk 
(4.14) 
From Equation (4.14) we can see that Stone method will always assume that A(D. be 
equal to A(DO for the equations to be consistent (subsequently, WD, = A(D. ). For this 
particular case, this apparently severe limitation is valid and that is the reason why we 
can see Stone method performs better than the Kyte and Berry in a horizontal case 
although the overall gravity to viscous number (N.. ) for this model is relatively big. 
This same assumption also makes the performance of the Stone method rather similar 
to that of the Hewett and Archer and the TW methods since all of them set the A(D, 
value to be same as the A(DO, This might not be the case when we have dip in our 
model (Case B) as we will discuss in the following section below. 
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4.2.3.2 Performance of the Stone Method in Case B (Dipping Model) 
As we can see from Equation (4.14), the Stone method will always assume that A(D9 = 
A(D,, for the equations to be consistent (subsequently, ZT, = A(D. ). For Case B i. e. the 
dipping model, this severe assumption ignores the effect of the gravity term (ApgýT). 
As such, whenever the fine grid model is dipping, some error related to the gravity 
term will always be introduced by the Stone method in its current form. This is the 
reason why we can see in Figure 4.2 that the Stone method produced the worst results 
compared to the other methods. 
4.3 THE TW VERSUS THE KYTE AND BERRY METHODS 
In order to investigate the relative strengths of the TW and the Kyte and Berry 
methods, we extended our analysis from the previous chapter (Chapter 3) to include 
an additional fourteen cases which cover a much wider spectrum of mobility ratio, 
k, /kh ratio and Ng,. The description of the models for the new cases (Case 8 through 
Case 21) is presented in Table 4.1. For each of the cases, the quality index (the 
normalized rms error in oil recovery factor) and the gravity to viscous ratio (Ngv) were 
calculated using Equation (3.6). 
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Cases Perm 
layer 
1 (mD) 
Perm 
layer 
2 (mD) 
Perm 
layer 
3 (mD) 
Perm 
layer 
4 (mD) 
Perm 
layer 
5 (mD) 
kjk,, Mobility 
ratio 
Density 
ratio 
Ngv 
Case 8 500 500 500 500 500 1.0 100 700 1.9729 
Case 9 500 500 500 500 500 1.0 100 70000 197.56 
Case 10 500 500 500 500 500 1.0 10 700 19.728 
Case 11 500 500 500 500 500 1.0 100 1.01 0.01 
Case 12 500 500 500 500 500 1.0 100 1.05 0.1 
Case 13 500 500 500 500 500 1.0 100 2.06 1.0 
Case 14 500 10 500 10 500 1.0 100 700 0.0958 
Case 15 500 250 500 250 500 1.0 100 700 1.4092 
Case 16 500 500 500 10 10 0.1 100 700 0.0096 
Case 17 10 10 10 500 500 0.1 100 700 0.0065 
Case 18 500 10 500 10 500 0.1 100 700 0.0096 
Case 19 500 10 500 10 500 0.0 100 700 0.0 
Case 20 500 250 500 250 500 0.1 100 700 0.1409 
Case 21 500 250 500 250 500 1 0.0 100 700 1 
Table 4.1: Case descriptions for Case 8 to Case 21 
4.3.1 Strength of the TW method over the Kyte and Berry method 
We start our investigation by analysing when the TW method performs better than the 
Kyte and Berry method. We split the twenty-one test cases that we described above 
into two groups. In the first group, we collect all the homogenous models to simplify 
our findings, whereas in the second group we generalised our finding by analysing all 
the test cases simultaneously. 
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4.3.1.1 Homogenous Models 
Grouping all of the homogenous models together (Case 6,7,8,9,10,11,12 and 13), 
the percentage differpncea between these two methods was plotted against the 
calculated Ngv b on a log-log scale. A clear correlation between these quantities was 
evident with a coefficient of determination (R 2) of more than 0.84, as shown in Figure 
4.3. Thus, it was concluded that the strength of the TW over the Kyte and Berry 
method was in the high gravity scenarios. 
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1- 
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Figure 4.3: Percentage difference between the Kyte and Berry method and the TW 
method versus the gravity to viscous number for homogeneous models (Case 6,7,8, 
9,10,11,12 and 13) 
" Percentage differences were calculated by first calculating the error in each of the cases and then calculate the difference 
in error between the Kyte and Berry and the TW methods using the TW method as a base case. A positive number means 
that TW method produces less error compared to the Kyte and Berry method. whereas a negative number implies the 
opposite. 
b All Nsv values of 0.0 (due to klkh of zero) were ignored. 
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4.3.1.2 All Models 
Now, extending the above finding using all the 21 models (Cases I-2 1), the same 
percentage difference' between these two methods vs. Ngv is plotted in Figure 4.4. 
The same trend is observed in this figure with an R2 of -0.69 thus confirming our 
previous finding using the homogenous model results only. 
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Figure 4.4: Percentage difference between the Kyte and Berry method and the TW 
method versus the gravity to viscous number for all the 21 models. 
' Only two cases produced small negative numbers (Case II and Case 12). Both of the points were ignored because they 
cannot be plotted on a log-log graph. 
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4.3.2 Analysis of the Differences Between the TW and the Kyte and Berry 
Methods 
There are two main differences between the TW and the Kyte and Berry methods. 
First, as seen in Equation (3.3), the TW method uses the transmissibility as its 
weighting factor in calculating the averaged fluid potential difference at the coarse 
grid level. On the other hand, the Kyte and Berry method uses the product of absolute 
permeability, relative permeability and grid block thickness as its weighting factors. 
All of the weighting parameters for both of the pseudo methods are evaluated at the 
coarse grid block centers. The second difference between these two methods is that 
the TW method averages the fluid potential difference directly between two coarse 
grid blocks whereas the Kyte and Berry method first averages the fluid potential in 
each individual coarse grid block then takes the difference between them to calculate 
the potential gradient. 
4.3.2.1 Evaluation of the Averaging Method 
The question that must be answered now is: which of these differences contribute to 
the improved performance of the TW method? Two runs were made to evaluate the 
relative effects of these differences, denoted as STEP I and STEP 2. Run STEP I was 
performed to evaluate the two differences mentioned above i. e. different weighting 
factors and different averaging techniques used by each of the methods. Case 7 was 
used as a comparison case since in this case, the difference in the quality indicator (the 
non-nalised rms error) between the two methods is almost the greatest. 
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Case STEP I uses a method that is basically the same as the Kyte and Berry method 
except that the run used the TW style of averaging the fluid potential difference (the 
weighting parameters were kept the same i. e. the product of absolute permeability 
times relative penneability times grid block thickness). Thus, the difference between 
STEP I and the TW method will reflect the importance of the weighting factor used 
and the difference between STEP I and the Kyte and Berry method will reflect the 
importance of the averaging method for calculating the fluid potential diffeience used 
by each of the pseudo techniques. 
The results in Figure 4.5 show that the curves for the Kyte and Berry method and 
STEP 1 are barely distinguishable. This implies that the techniques for averaging the 
fluid potential difference between the two pseudo methods produce the same results (at 
least for this particular case). On the other hand, the difference in the result between 
STEP I and the TW method is very large which implies that most of the difference 
between the Kyte and Berry method and the TW method is caused by the different 
weighting factors used by each of the methods. Thus, we conclude that the weighting 
factor used in the TW method is the main cause of the improvement of the TW method 
over the Kyte and Berry method. 
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Figure 4.5: Oil recovery factor versus total gas injected showing the effect of the 
difference in averaging method used by the Kyte and Berry and the TW Pseudo 
methods. 
4.3.2.2 Evaluation of the Weighting Parameters 
The previous result leads immediately to the next question: which of these weighting 
factors is good and which one is inappropriate? Run STEP 2 was performed to 
evaluate which of the weighting parameters used in the Kyte and Berry equations 
made the method less accurate compared with the TW method. Again, Case 7 was 
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used as a reference case for the same reasons as above. STEP 2 used a method that is 
basically the same as the Kyte and Berry method except that the run eliminates the use 
of relative permeability as a weighting parameter (only permeability times layer 
thickness is used). 
The results as shown in Figure 4.6 clearly demonstrate that it is the relative 
penneability which is inappropriate as a weighting factor, especially when the flow is 
gravity dominated (as in Case 7). After eliminating it as a weighting factor, the 
performance of the Kyte and Ben-y method tracks very closely to the TW method and 
shows a considerably improved performance. 
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Figure 4.6: Oil recovery factor versus total gas injected showing the effect of the 
difference in weighting factors used by the Kyte and Berry and the TW pseudo 
methods. 
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The same results as above can also be derived using different approach. As we 
mentioned in Chapter 2, the Kyte and Berry method uses the following equations to 
define the fluid potential difference: 
A(D p= APp - g. pp. AD, 
and the averaged pseudo phase pressure in Equation (4.15) is defined as: 
5-g. 
pp. (Dk D))j 7, 
[kk. 
krpk 
*dZk 
(Ppk 
=3 Tp- 
= 
k=l 
5 
Y, [kk. krpk-dZk li=3 
k=l 
where dz,, is the thickness of fine grid cell k. D, is the depth of the cell, and D is the 
depth of the gridblock centre. From . 11'quation (4.16), we can see that the Kyte and 
Berry method uses the product of phase relative permeability x the absolute 
permeability x layer thickness as a weighting factor. 
For this case, the selection of kp as a weighting factor (which is also a function of 
saturation) in averaging the fluid pseudo pressures and subsequently the fluid potential 
difference, will set the A0, to be different from the A(D. . As we 
described in Section 
4.2, for the horizontal model it is necessary to set the A(D. to be equal to A(DO . If this 
is 
not the case then the coarse grid will produce large errors in relation to the fine grid 
performance. Therefore, as the gravity number becomes larger, the segregation of the 
two fluids will become more apparent and this method will become less accurate due 
to variation in fluid saturation vertically which will then affect the k, values used in the 
weighting factor. 
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4.4 THE TW VERSUS THE VE METHODS 
In this section, we want to compare the performance of the TW method in relation to 
the VE method and we will focus our attention on two of the cases that we discussed 
in Chapter 3. The cases were Case 6 representing cases with low gravity to viscous 
ratio and Case 7 representing cases with high Ng,. In both of the cases, we used the 
normalized rms error in the total oil recovery factor as our quality index. It is 
reasonable to expect the VE method to fail in low gravity cases, such as Case 6. 
However, when the VE method failed in Case 7 (high Ngv), it was clear that further 
investigation was required. Summary of the performance for these two cases is 
tabulated in Table 4.2 below: 
CASE N, TW VE 
Case 6 0.0003 0.0032 0.0715 
(1.0000) (22.3371) 
Case 7 19.754 0.0056 0.0261 
(1-0000) 1 (4.6678) 
Table 4.2: Normalised rms error in terms of oil recovery factor for Case 6 and 7. The 
numbers in brackets show the normalised rms error of each method relative to the TW 
method. 
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4.4.1 Grid block Sensitivity of the VE Method 
From the mathematics of the VE method, it is known that, for the homogenous models 
of Cases 6 and 7, the resulting pseudo functions produced by the VE method do not 
depend on the number offine grid blocks. They depend only on the coarse grid blocks 
or the overall model dimensions. Figure 4.7 shows the plot of recovery factor versus 
the pore volume injected for the 5,25,50 and 200 layer models using Case 7 as the 
base case (high Nv). 
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Figure 4.7: Oil recovery factor versus the pore volume injected for Case 7 (model 
with high gravity) showing the sensitivity of fine grid layer thickness to the oil 
recovery factor when VE pseudo functions are used. 
The recovery profiles of the models are converging towards the coarse grid VE results 
with increasing numbers of layers in the fine grid block models. We conclude that the 
fine grid model dimension of 25 feet that we used in our previous test cases did not 
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resolve the segregation of fluid sufficiently accurately for the VE method to be 
applied. This is the reason why we surprisingly see that the VE method "fails" (in the 
sense that it does not reproduce the fine 5 layer grid model) in Case 7 even though the 
Ng, number is relatiXely high. In other words, the VE method did give the true 
physical answer but our 5-layer fine grid model did not reproduce this. Clearly, for 
Case 6 (low Ng, ), the VE method will not work regardless of the number of layers 
used in the fine grid models. 
4.4.2 Grid Block Sensitivity of the TW Method 
In contrast to the VE method discussed above, the equations of all the dynamic pseudo 
methods, such as the TW method, are designed primarily to capture the fine grid 
performance from which they were derived. Figures 4.8 and 4.9 show the results for 
the 5 and 50 layer models using the TW method in gravity dominated and viscous 
dominated flows respectively. As we can see from these two figures, the results for 
the coarse grids using TW method are dependent on their respective fine grid 
simulation results only. 
In summary, as long as the fine grid is accurately reproducing the physical system, 
which may be viscous dominated, gravity dominated or in a flow regime where all 
forces are significant, the TW will give accurate upscaled answers. However, if the 
system is actually at the VE limit but the fine grid cannot resolve this, then the TW 
will give the same (inaccurate) answer on the coarse grid as on the fine grid. 
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Figure 4.8: Oil recovery factor versus pore volume injected for Case 7 (model with 
high gravity) showing the sensitivity of fine grid layer thickness to the accuracy of 
pseudo functions when the TW pseudo method was used. 
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Figure 4.9: Oil recovery factor versus pore volume injected for Case 6 (model with 
low gravity) showing the sensitivity of fine grid layer thickness to the accuracy of 
pseudo functions when the TW pseudo method was used. 
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4.5 THE TW` VERSUS THE HEWETT AND ARCHER (HA) METHODS 
In Chapter 3, we can see that both of these pseudo methods produce results that are 
very similar in all of the test cases. This section is therefore intended to further 
investigate the similarities (or differences) between these two pseudo methods. In this 
section, we have two objectives. Firstly, we want to investigate the effect of preserving 
fractional flow between the fine and the coarse grid models generated by these two 
pseudo methods. Secondly, we also want to investigate the effect of different 
averaging methods of fluid potential to capture the fine-grid fluid mobility and 
pressure distributions in the coarse grid models. 
For the first objective, we will again use two cases that we discussed in Section 4.2 to 
expiain our findings. In the first model (Case A), the model is taken t6 be horizontal, 
whereas in the second model (Case B), the model is dipping with a 15" angle and gas is 
injected in the up-dip grid blocks. For the second objective, will use one of the cross- 
sectional models described above (Case A) as well as a quarter 5-spot model with 3D 
-ý 2D upscaling (Case 
The descriptions of the quarter 5-spot model are as follows: The fluid viscosities, fluid 
densities, fine grid relative permeability, porosity and injection velocity were the same 
as the two previous cross-sectional models described above (Case A and Case B). This 
quarter 5-spot model has 100 x 100 x3 fine grid blocks that are going to be coarsened 
to a 2D areal model of 20 x 20 xI grid blocks. 
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Each of the fine grid blocks has a dimension of 20 meters in x-, y- and z-directions 
respectively and no dip is included. Permeability in the x- and z-directions is set 
constant at 500 md whereas permeability in the y-direction is set to 250 md. Gas was 
injected from an injector located at one of the four comers of the model and ",, ad oil 
was produced from a well on the diagonally opposite side of the injector. Both wells 
were completed vertically throughout the model. 
4.5.1 Effect of Preserving Fractional Flow 
The first objective of this section is to investigate the effect of different fluid potential 
averaging methods on preserving fractional flow in the coarse grid models. As we 
mentioned before, we will use two cross-sectional models, each with and without 
dipping to illustrate our findings (Case A and Case B). Detail -explanations of our 
results for both of the models are listed below. 
4.5.1.1 CASE A (Horizontal model) 
In the TW method, the averaged fluid potential difference is given by Equation (4.17) 
below: 
Y, (Tx 
-A(D p)k Y(D-P 
=kE TX 
k 
(4.17) 
As we can see in Equation (4.17), the same weighting factor was used for both of the 
fluid phases. Since the A(D. is equal to the A(D. for this horizontal case, the A4D, will 
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also be equal to A(D. , although the real value of (D. and (Do can be totally different. This 
is the reason why this method produces very similar results to that of the Stone method 
as well as to the Hewett and Archer method as shown in Figure 4.1. 
In the Hewett and Archer method, the averaged oil potential difference is obtained 
from the difference in oil potential of the two fine grid blocks located at the centre of 
that coarse grid block domain: 
A(D 0= (D O, n - (D o, n+l (4.18) 
and the A(D. is set to be equal to AOO based on the assumption that 
FT. +'ZP-, -ApgYh-] where AP, and ApgAh were zero (horizontal model). For 
this pseudo method, note that no information of A(D. is required from the fine grid run. 
Comparison between this method and the TW method shows that although these two 
methods produce a totally different shape of k,, and krg as shown in Figure 4.10, the 
resulting fractional flows are identical as shown in Figure 4.11. Both methods produce 
exactly the same fractional flow curves for the coarse grid model (Figure 4.11) because 
A(Dg = A(Do . 
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Figure 4.10: Pseudo relative permeability versus gas saturation for Case A (213 
horizontal cross-sectional model) showing the totally different pseudo relative 
permeability derived by the TW and HA pseudo methods. 
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Figure 4.11: Gas fractional flow versus gas saturation for Case A (2D horizontal cross- 
sectional model) showing the samefderived by the TW and HA pseudo methods. 
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4.5.1.2 Case B (Dipping model) 
For the case of a dipping model, there are two major differences between these two 
pseudo methods (HA and TW). They are: 
i) For the averaged oil potential difference, the Hewett and Archer method uses only 
the difference in oil potential between the centre of the two coarse gridblock domains. I 
On the other hand, the TW method uses the A(Do derived from all the layers (k = 1, nz) 
using transmissibility as the weighting factor in calculating this value. 
ii) For the averaged gas potential difference, the Hewett and Archer method uses the 
value derived above and then adds the gravity term (Apga) to it. No information 
regarding the A(D. is needed from the fine grid run. Alternatively, the TW method 
adopts the same technique as used in the calculation of the A(D. in calculating the 
A(D, (information derived using all the layers were used, and transmissibility was used 
as the weighting factor). 
It appears that these two differences do not contribute to the difference in the overall 
results as shown in Figure 4.14. It is impossible to say one method is any better than 
the other from these results. There is clear margin for improvement in both methods in 
matching the fine grid results for Case B. Note also from Figure 4.12, that although the 
Hewett and Archer method produces pseudo curves (especially the ký curve) that are 
rather "strange" in shape, the resulting fractional flows for these two methods were 
almost identical as shown in Figure 4.13. Subsequently, the overall results (in terms of 
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the oil recovery factor) look very much the same except at the later stage of the run, 
where the Hewett and Archer method deviates marginally from the correct trend for 
this particular case as shown in Figure 4.14. 
It should be noted that in this test model the dip angle was set to be 15'. In a more 
realistic case, this already small difference between the TW and the HA methods 
should become even smaller. As such, generally speaking we could expect the results 
between these two pseudo methods to be very similar in terms of their recovery 
performance at least. 
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Figure 4.12: Pseudo relative permeability versus gas saturation for Case B (213 cross- 
sectional model with 15'dipping) showing the totally different pseudo relative 
permeability derived by the TW and HA pseudo methods. 
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Figure 4.13: Gas fractional flow versus gas saturation for Case B (21) cross-sectional 
model with 15' dipping) showing the minor difference off, derived by the TW and HA 
pseudo methods. 
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Figure 4.14: Oil recovery factor versus total gas injected showing the performance of 
the four dynamic pseudo methods (the KB, the Stone, the TW and the HA) relative to 
the fine grid model for Case B (2D cross-sectional model with 15' dipping). 
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4.5.2 Ability of Different Fluid Potential Averaging Methods to Preserve the 
Fine-Grid Fluid Mobility and Pressure Distributions 
The second objective of this section is to investigate the ability of different fluid 
potential averaging methods to preserve the fine-grid fluid mobility and pressure 
distributions in the upscaled coarse grid models. As mentioned previously, we use our 
horizontal cross-sectional model (Case A) and our quarter 5-spot model (Case C) to 
illustrate our findings. 
4.5.2.1 Horizontal Cross-Sectional Model (CASE A) 
We first investigate which of these two pseudo methods (HA or TW) reproduce the 
"correct" pressure distribution of the fine grid model. Figures 4.15a to 4.15c show the 
trend of fluid potential difference between the centre, of one particular grid block (n) to 
the centre of the next downstream coarse block (n+l). We show this for the first, 
second and fifth coarse grid blocks respectively. In each of these figures, there are six 
different lines as described below (illustrated using the first coarse grid block, Figure 
4.15a): 
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Name of the lines Description 
Fine(z=l) This is the line of the fine-grid fluid potential 
difference at the top of the model. 
=* (D (3,1.1) - (D (8,1.1) 
Fine(z=50) This is the line of the fine-grid fluid potential 
difference at the middle of the model. 
=> (D (3.1,50) - (D (8.1,50) 
Fine(z=100) This is the line of the fine-grid fluid potential 
difference at the bottom of the model. 
=* (D (3,1.100) (D (8.1,100) 
Arit. Ave This is the line of the arithmetic average of the 
fine-grid fluid potential difference. 
100 j(D(3,1, 
z) - (D(8,1, z) 
100 
Trans. Ave This is the line of the Transmissibility weighted 
average of the fine-grid fluid potential difference. 
too TX(3,1. 
z) * 
I(l)(3.1a) - (D(8,1. z) 
I 
IM 
ITX(3,1. 
z) 
Z=1 
TW This is the line of the coarse-grid fluid potential 
difference when TW pseudo functions are used. 
=* (D(I. I. 1) - (D (2, H) 
HA This is the line of the coarse-grid fluid potential 
difference when HA pseudo functions are used. 
=: > (D(I. I. 1) - (D(2.1.1) 
Table 43: Description of the lines used in Figure 4.15a. Lines for Figure 4.15b and 
4.15c were defined analogously to Figure 4.15a described above. 
From these three figures, we can see that the difference between the six lines described 
above became smaller as we moved away from the injector. In the fifth coarse grid 
block (Figure 4.15c), the difference is so small that it does not matter at which layer 
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we are taking the measurement (i. e. top, middle, bottom, arithmetic average or 
transmissibility weighted average). At this coarse grid block (and subsequent coarse 
grid blocks away from the injector), all the lines of fine-grid A(D are almost identical to 
the two coarse-grid A(D, calculated by the TW and HA pseudo methods. 
However, as we show in Figures 4.15a and 4.15b, there are some differences for the 
first few grid blocks near the injector. In Figure 4.15a, we can see that there are large 
differences in A(D measured at the top, middle and bottom of the fine grid blocks. 
These different A(D values will then differentiate the A(D calculated by different 
averaging schemes (arithmetic or transmissibility weighted). Plotting the coarse-grid 
A(D on the same figure reveals one interesting observation. The coarse, grid A(D 
calculated by the HA method tracks very closely to the fine-grid A(D measured at the 
middle of the fine grid model. On the other hand, the coarse-grid A(D calculated by the 
TW method tracks closely to the transmissibility weighted averaged of the fine-grid 
A(D. These results are expected since they follow exactly the mathematics behind the 
two pseudo equations. Refer to Equations (4.17) and (4.18) on how the TW and HA 
methods calculate the A(D quantities, respectively. 
Knowing that the fluctuation of the fine-grid A(D is significant especially at the coarse 
grid blocks near the injector, one important question arises. Which one of these flne- 
gyid AO values is correct and should be reproduced by the coarse grid model? At this 
point, we will treat any method that reproduces the correct fractional flow and results 
in a A(D that falls within a "tolerance limit" as a good pseudo method. As such, we 
III 
conclude that both HA and TW pseudo methods perform equally well in matching the 
fine grid fractional flow as well as the fluid mobility compared to the other two well- 
known pseudo methods of the Kyte and Beny and the Stone as well as the VE method 
in this specific case. 
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Figure 4.15a: Difference in fluid potential versus pore volume injected for the first 
coarse grid block (Case A) showing big variation of AO measured at the top, middle 
and bottom of the fine grid model. 
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Figure 4.15b: Difference in fluid potential versus pore volume injected for the second 
coarse grid block (Case A) showing smaller (compared to Figure 4.15a) variation of 
AO measured at the top, middle and bottom of the fine grid model. 
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Figure 4.15c: Difference in fluid potential versus pore volume injected for the fifth 
coarse grid block (Case A) showing small variation of A(D measured at the top, 
middle and bottom of the fine grid model. 
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However, as shown in Figure 4.10, the different shape of the pseudo relative 
permeability will set the total mobility derived by these two pseudo methods to be 
different in the coarse grid models. The total fluid mobility at the coarse grid scale is 
defined as follows: 
kro krg 
mt _= +ý 
Juo lig 
(4.19) 
As we can see in Figure 4.10, the HA method produces a coarse grid model that has a 
larger (or equal) total mobility compared to the TW method. This is because at any 
given saturation, the HA method produces pseudo relative permeability that is equal to 
or larger than that the TW method (for both the. k,, and k,,, ). The question that must be 
answered now is: how will this result affect the overall performance of the coarse grid 
model? 
In order to obtain the respective fluid phase pseudo relative permeability, both of the 
pseudo methods basically solve Darcy's equation as shown in Equation (3.1). From the 
mathematics of the HA method, it is known that this method will utilise the fluid 
potential difference obtained from the fine grid blocks located at the centre of the 
coarse grid block boundary. On the other hand, the TW method will more closely 
honour the fluid potential difference measured at the top of the model since the 
permeability distribution is set to be exponentially increasing upwards in this model. 
From Figure 4.15, it can be shown that the HA method is actually using A(D that is 
smaller (or equal) compared to the TW method at least for first few coarse grid blocks 
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near the injector. This is the reason why the derived pseudo relative permeability for 
the HA method is larger (or equal) than the TW method, which can then be translated 
to having a larger total mobility. 
However, when the coarse grid models are run, the same Darcy equation is solved. 
Since the injection rate is set constant as in the fine grid model, the smaller magnitude 
of A(D in the HA method will roughly cancel out the larger value of k,. p (or mobility) 
as shown in Figure 4.15a. In contrast, the larger value of A(D used in the TW method 
will cancel out the smaller kP produced by the TW method. This is the reason why 
these two pseudo methods still produce the same results although the total mobility for 
the two methods are different from each other. 
This result leads immediately to the next question: what happen if the constant 
injection rate boundary condition used in this model is changed to constant pressure 
drop across the whole model? This later boundary condition will now set the injection 
rate to be different with time and so the previous argument of A(D and krP cancelling 
each other due to constant injection rate may not be valid anymore. 
4.5.2.2 Horizontal Cross-Sectional Model (CASE A) with Constant Pressure 
Drop Boundary Condition. 
Case A was re-run, but this time the model was set to be controlled by constant 
pressure drop across the entire model. Figures 4.16 and 4.17 show the performance of 
the two pseudo methods in reproducing the fine grid total flow rate (versus time) and 
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fractional flow (versus gas saturation) for the first coarse grid block respectively. From 
these two figures, it is conclude that although the boundary condition is now changed, 
the results are still more or less the same as discussed in the previous section (both of 
the pseudo methods perform rather similarly). The reason for this finding is that 
although the simulation is controlled by constant pressure drop across the whole 
model, it cannot guarantee a constant A(D for each of the layer as confirmed by Figure 
4.18. In this figure, it is shown that the HA method still follows the A(D calculated at 
the middle of the model, whereas the TW method honours more A(D calculated at the 
top of the model and the value of A(D and krP still roughly cancels each other. In fact, 
if the model is set at constant A(D for each of the layer, the HA and TW methods will 
both produce identical pseudo functions. 
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Figure 4.16: Total flow rate versus time for Case A with constant pressure drop across 
the whole model. 
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Figure 4.18: Difference in fluid potential versus pore volume injected for Case A with 
constant pressure drop across the whole model. 
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Hence, a straight comparison between the coarse grid potential and that on the fine grid 
does not resolve things since it depends on our view of which fine grid potential is 
"correct". We therefore attempt to resolve the matter by deriving a case where the 
resulting mobilities affect the flows in a 2D system. This is done by developing a 3D 
-ý 2D upscaling problem as described below. 
4.5.2.3 Quarter 5-spot Model (CASE C) 
We believed that the effect of different coarse grid A(D values calculated by the two 
pseudo methods would become more apparent in 3D -> 2D scaleup especially if the 
fluid flow and pressure distributions in each of the x-, y- and z- directions was totally 
different. As such, we developed a quarter 5-spot model with different permeability 
values in the x- and y- directions to simulate this condition (PERMY = 0.5 PERMX). 
Figure 4.19 shows a plot of gas flow rate versus gas saturation for the first coarse grid 
block which confirms this phenomenon. From this figure, we can clearly see that the 
gas flow rate in the x-direction is much larger than that in the y-direction. 
Figure 4.20 shows the performance in terms of oil recovery factor of the coarse grid 
models using HA pseudos, TW pseudos and by direct usage of fine grid relative 
permeability in comparison to the fine grid model. From this figure, we can hardly 
distinguish the performance of the fine grid model from the two pseudo methods. On 
the other hand, the performance of the coarse grid model using fine grid relative 
permeability shows quite a large deviation from the fine grid results. Figures 4.21 and 
4.22 show the comparison of the coarse-grid gas flow rate and fractional flow to the 
fine grid results respectively. We show this separately for the x- and y- directions. 
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Figure 4.19: Gas flow rate versus Gas saturation for the quarter 5-spot model showing 
the different flow rate in the x- and y-directions. 
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Figure 4.20: Oil recovery factor versus total gas injected showing the performance of 
the four dynamic pseudo methods (KB, Stone, TW and HA) relative to the fine grid 
model for Case C (Quarter 5-spot model). 
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Figure 4.21 a: Gas flow rate in the x-direction versus gas saturation for the quarter 5- 
spot model showing the similarity between the Q. produced from the coarse grid 
models using pseudos and the fine grid model. 
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Figure 4.21b: Gas flow rate in the y-direction versus gas saturation for the quarter 5- 
spot model showing the similarity between the Q. produced from the coarse grid 
models using pseudos and the fine grid models. 
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Figure 4.22a: Fractional flow in the x-direction versus gas saturation for the quarter 5- 
spot model showing the similarity between thef. produced from the coarse grid 
models using pseudos and the fine grid model. 
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Figure 4.22b: Fractional flow in the y-direction versus gas saturation for the quarter 5- 
spot model showing the similarity between thef. produced from the coarse grid 
models using pseudos and the fine grid model. 
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From these figures, we can see that, although the flow and pressure properties are 
different in the x- and y-directions, the use of pseudo functions will guarantee the exact 
reproduction of the fine grid results in the coarse grid models as long as the pseudos 
are calculated indepýndently in each of the directions (directional pseudos). By 
adopting the directional pseudos, each of the dimensions in the coarse grid model will 
be treated like a separate "ID model" and the same results as discussed above (213 
cross-sectional models) can be expected. 
4.6 SUMMARY AND CONCLUSION 
In this chapter, we have made a detailed comparison of the TW pseudo method in 
relation to several other well-known pseudo methods. The main findings are as 
follows: 
1. For purely horizontal models and negligible capillary pressure, the exact 
weighting of the fluid potential difference (and mobility) in the averaging process 
is quite irrelevant since A(D. will always equal to A(D. and can be factored out in 
the fractional flow calculation. Hence, for this case, the Stone method will lead to 
the same fractional flows as other pseudo methods such as the TW and HA 
methods although gravity was ignored in the Stone method. Thus, as long as we 
know the respective fluid flow rates from the fine grid runs, the fractional flow of 
the coarse grid models can be correctly reproduced. 
For this case, the Kyte and Berry method may give a different fractional flow since 
the selection of krp as a weighting factor in averaging the fluid pressure (which is 
122 
also a function of respective fluid saturation) will set the A(D, to be different from 
the AO.. A comparison between the TW and the Kyte and Berry methods shows 
that the difference between these two methods is due to the different weighting 
factors used in thd, pseudo equations. The relative permeability weighting used in 
the Kyte and Berry method is particularly inappropriate in cases where 
gravitational effects are significant. 
The VE method, in this case, will always fail if the gravity to viscous ratio is not 
high enough for the two fluids to segregate instantaneously. 
2. For dipping models, the gravity tcrm of , Ipg: KT cannot be ignored in averaging the 
fluid potential differences i. e. A(Dg # A(D(,. Therefore, the selection of the weighting 
factor and different style of averaging these values can be seen as essentially an 
attempt to correct for the gravity term. As long as one particular method takes into 
account the gravity term (Apga) in its calculation, the results will be a better than 
methods that ignore it. This is the reason why the Stone method failed in a dipping 
model. 
3. It is very hard to identify which pseudo method reproduces the correct fine-grid 
fluid mobility and pressure distribution since the vertical fluctuation in fine-grid 
fluid potential difference is quite large especially at the block near the injector. 
However, at this point, we will treat any method that reproduces the correct 
fractional flow, and result in a A(D that falls within a "tolerance limit" as a good 
123 
pseudo method. As such, we conclude that both HA and TW pseudo methods 
perform equally well in matching the fine grid fractional flow as well as the fluid 
mobility compared to the other well-known pseudo methods of the Kyte and Berry, 
the Stone or the VE.. 
4. In a 3D -> 3D or 3D -ý 2D upscaling, we found out that as long as the required 
pseudos are calculated independently in each of the coarse-grid dimensions they 
will guarantee the exact reproduction of the fine grid results in the coarse grid 
models. By adopting the directional pseudos, each of the dimensions in the coarse 
grid model will be treated like a separate ID model and the same results as the 2D 
cross-sectional models can be expected. 
5. If the fine grid accurately reproduces reservoir flows, which may be viscous 
dominated, gravity dominated or in a flow regime where all forces are significant, 
the TW will give accurate upscaled answers compared to the VE method. 
However, if the system is actually at the VE limit but the fine grid fails to resolve 
this, then the TW (or any other dynamic pseudo methods) will give the same 
(inaccurate) answer as the fine grid. In the VE limit, the VE pseudo method is 
shown to be very accurate and robust since it does not require any fine grid 
calculation. 
124 
CHAPTER 5 
DERIVA TION OF A VERA GED SA TURA TION 
EQUATIONS AND THE DEVELOPMENT OF OPTIMAL 
GRID COARSENING SCHEMES 
5.1 GENERAL REMARKS 
In the previous two chapters (Chapters 3 and 4), we have developed and validated a 
new Transmissibility-Weighted (TW) method for generating pseudo functions. The 
TW method is found to be most appropriate when applied to models that are highly 
affected by gravity and/or when the mobility ratio is very unfavourable. For the second 
part of the study, we extended our research by developing a new optimal grid 
coarsening scheme ("intelligent" coarsening) which will further reduce the amount of 
error when certain upscaling techniques are used. 
The objective of this chapter is to develop an optimal grid coarsening scheme which 
uses more than the static properties of the fine grid models, such as permeability 
distribution, net-to-gross ratio etc. Such a coarsening scheme should use the dynatnic 
properties of the fine grid model such as the flood pattern, pressure and saturation 
distributions. It is hoped that this approach will result in more accurate predictions of 
important quantities such as total oil recovery and gas-oil ratio in coarse grid models. 
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The development of our optimal grid coarsening scheme was motivated from a 
volume-averaged analysis of the fine scale saturation equation. It is shown that the 
errors produced by the coarse grid models correlate with specific sub-grid quantities 
involving higher moments of the fine grid variables, which can be computed from the 
fine grid simulation results. The basic idea of this coarsening method is to identify 
regions of the fine grid models where there is low variability of certain fluctuating fine 
grid parameters, and to take such regions as the corresponding coarse grid blocks. As a 
result, the final composite coarse grid model may include both finely gridded and 
coarsely gridded regions. 
We proceed by first discussing some of the previous works by Durlosky (1998) and 
Darman et aL (1999) that lead to the development of the new volume averaged 
saturation equation. We will then explain the detailed derivation of the averaged 
saturation equations in the following section of this chapter. The numerical validation 
of this new idea will then be presented in Chapter 6. 
5.2 PREVIOUS WORKS 
The first step in achieving our objective was to identify which dynamic parameters 
should be used in characterizing the coarsening scheme. There are two previous pieces 
of work related to this matter. Firstly, Darman et al. (1999) investigated the use of 
several fluctuating fine grid parameters as an error predictor for the coarse grid 
models. They empirically found that the averaged C, in Sg is the best higher moment 
to be used compared to other fine grid parameters in the sense that the coarse grid 
126 
should be chosen in order to minimize this quantity on the underlying fine grid. The 
averaged C, in Sg is defined as (for uniform size of coarse gridblocks): 
g 
Sg 
2 
Sg2_ 
g2 TN 99 
T=l ]V=l s9 
CvinSg =-T. 
N 
(5.1) 
where overbar is the average property of one particular coarse gridblock, N is the 
number of the coarse gridblocks in that particular model and T is the number of 
calculated timesteps. Secondly, Durlofsky (1998) who used purely viscous dominated 
models found that coarse grid error could be also correlated to other fluctuating higher 
moments of the fine grid models. The specific higher moments that appear in his works 
are the variance of saturation" ((Y2 s) and the veloci ty- saturation covariance" ((Y,, ). The 
details of these two techniques are discussed below. 
5.2.1 The Use of C, in Sg (Darman et al, 1999) 
As the quality indicator in this chapter, we used the correlation of determination (R 2) 
of the normalised rms error on oil recovery factor versus the fluctuating moments of 
the fine grid. The higher the value of this quality index, the better the result will be in 
terms of its ability to be used as an error predictor, i. e. we could formulate our 
coarsening strategy so that these fluctuating moments are reduced, hence reducing the 
error simultaneously. 
a Durlofsky used S. instead of S. 
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Using all of the twenty-one 5-layer cross sectional test models that we described in 
Chapters 3 and 4 (Case I through Case 21), we investigated several fine-grid 
fluctuating quantities which might correlate with the averaged rms errors of the oil 
recovery factor. These, inrluded: (i) the average coefficient of variation (C, ) in the 
pressure distribution; (ii) the average C, in the fluid potential difference, (iii) the 
average C, in the total flow rate, (iv) the average Cv in the gas flow rate; and (v) the 
gravity to viscous ratio, Ng,. All of these quantities failed to give a satisfactory 
coefficient of determination, R2, as shown in Figures 5.1 a-5. Ie (R 2_ in the range of 
0.0257 to 0.4233). 
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Figure 5.1 a: Normalised rms error versus coefficient of variation in the fine grid 
pressure distribution, using all the twenty-one 5-layer cross-sectional models 
(Case I to Case 21) 
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Figure 5.1b: Normalised rms error versus coefficient of variation in the fine grid fluid 
potential difference, using all-the twenty-one 5-layer cross-sectional models 
(Case I to Case 2 1) 
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Figure 5.1 c: Normalised rms error versus coefficient of variation in the fine grid total 
flow rate, using all the twenty-one 5-layer cross-sectional models (Case I to Case 2 1) 
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Figure 5.1d: Normalised rms error versus coefficient of variation in the fine grid gas 
flow rate, using all the twenty-one 5-layer cross-sectional models (Case I to Case 21) 
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Figure 5.1e: Normalised rms error versus gravity to viscous ratio (Ngv), using all the 
twenty-one 5-layer cross-sectional models (Case I to Case 2 1) 
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However, the rms error correlates very well with the averaged coefficient of variation 
in the gas saturation (i. e. C, in Sg), as shown in Figure 5.2a for the homogenous 
models (R 2=0.926) and in Figure 5.2b for all of the models (R 2=0.7697). Thus, we 
may conclude that a model with a lower coefficient of variation in gas saturation will 
produce less error in duplicating the fine grid performance and that this will provide a 
good basis for the proposed coarsening scheme. 
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Figure 5.2a: Normalised rms error versus coefficient of variation in gas saturation, 
using nine homogenous 5-layer cross-sectional models (Case 5 through 13) 
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Figure 5.2b: Normalised rms error versus coefficient of variation in the fine-grid gas 
flow rate, using 21 5-layer cross-sectional models (Case I to Case 2 1) 
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The summary of the quality index for all the twenty-one cases is shown in table 5.1 
below: 
Fluctuating properties of the 
fine grid 
R2 
Averaged C, in pressure 0.1825 
Averaged C, in fluid potential 
difference 
0.0257 
Averaged C, in total flow rates 0.2594 
Averaged C, in gas flow rates 0.4233 
Gravity to viscous number (N,,, ) 0.0905 
Averaged C, in S,, (for 
homogenous models - Case 5 
through Case 13) 
0.9260 
Averaged C, in S., for all the 
twenty-one test cases. 
0.7697 
Table 5.1: Coefficient of determination (R 2) of fluctuating moments versus normalized 
rms error. 
5.2.2 Viscous Dominated Averaged Saturation Equations (Durlofsky, 1998) 
This criterion (minimizing the C, in Sg), is not the only one that might be applied in 
developing the grid coarsening scheme. In previous work by Durlofsky (1998), he 
developed volume averaged saturation equations for viscous dominated immiscible 
displacements (i. e. gravity and capillary pressure effects were absent). There, it was 
shown that the coarse grid volume averaged equations contained terms involving 
higher moments of certain fine grid quantities. The specific higher moments that 
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appeared were the variance of saturation ((72S ) and the veloci ty- saturation covariance 
(cr, s) given by the following two equations: 
USI = 
(S' 1) (S' )I 
= 
Y7S-, 
= 
(SS, ) 
avs =(VS g 
(V)(Sg 7S-7 
= 
Vs) 
(5.2) 
(5.2a) 
where Sg or S (we use the two interchangeably) represents gas saturation, v represents 
the component of the total velocity in the dominant flow direction, the prime denotes a 
spatially fluctuating quantity and an overbar indicates a volume averaged quantity. 
Because these higher moments are not explicitly modelled in coarse grid simulations, it 
might be expected that coarse grid errors could be reduced by minimising the terms 
containing these higher moments. This could be accomplished by forming the coarse 
grid such that C72 sand u, s are minimised within these coarse blocks. This expectation is 
quite consistent with previous results using a non-uniform coarsening procedure for 
viscous dominated displacements (Durlofsky, 1998). 
There is clearly a close link between the numerical findings of Darman et al. (1999) 
and the viscous dominated volume averaging of the fine grid saturation equation 
results of Durlofsky (1998) in that both have identified sub-grid variability in saturation 
as an important quantity to consider in forming the coarse grid. However, to apply 
predictions from volume averaging to coarse scale simulations of immiscible gas 
displacements more directly, it is necessary to introduce gravitational effects into the 
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volume averaged saturation equation. This will then allow a direct comparison to be 
made between the theoretical predictions and the numerical experiments. 
A detailed derivation -of the volume averaged saturation equation with gra,. -,. y term ZD 
included is presented below and follows the idea and equations developed by 
Durlofsky and published with the author in Darman et aL (2000). 
5.3 DERIVATION OF THE AVERAGED SATURATION EQUATIONS 
WITH GRAVITY EFFECT INCLUDED 
We start by considering an incompressible two-phase system of gas and oil. With 
gravitational effects included, the fine scale saturation equation can be written as: 
as 
+V. Vf -gLýOV-(i7k-iz)=O, (5.3) ý-t 
lull 
where the functions f and q are defined as: 
(S) = 
/p, 
(5.4) 
k+k,,, 
k, f 
. (5.5) 
In Equations 5.3 - 5.5, S represents gas saturation, t is time, v is the total Darcy 
velocity, Ap--pg - p. (pg is gas density and p,, is the oil density), g is gravitational 
acceleration (acting in the z-direction), p,, is the oil viscosity, pg is the gas viscosity, k 
is the local permeability tensor, i,. is the unit vector in the z-direction, k, is the relative 
permeability to oil and k,, g is the relative permeability to gas. 
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In order to develop the volume averaged equations, we express the saturation, velocity 
and permeability in Equation (5.3) in terms of averaged and fluctuating quantities. 
Averages in this context -- - volume averages (area averages in two dimensions) over 
the fine grid region to be coarsened into a single coarse grid block. We define averaged 
and fluctuating quantities via: 
(D(x, z) = (D + (D'(x, z) (5.6) 
where (D represents any variable in this case (not necessarily be the fluid potential). 
The overbar indicates a volume averaged quantity (constant throughout the averaging 
region) and the prime denotes a spatially varying fluctuating quantity. The volume 
average in two dimensions is defined as 
If 
(I)(x, z)dA AD (5.7) 
where D denotes the region within the coarse grid block and A is the area. Introducing 
the fine scale variables as the sum of averaged and fluctuating components into 
Equation (5.3) gives: 
dS dS' 
ýi + dt +v. 
vf +V. Vf'+V'-Vf +v'. Vf 
(5.8) 
- 
gAp V-I (-k 1-7 + -ktl'+ 0-1 + k'll') - i, 0 91, 
Averaging Equation (5.8), and noting that averages of singly primed terms are zero, 
gives the equation for S, 
ds 
j-+v-Vf m. 
17 (5.9) 
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We wish to express the averaged terms involving f and il in terms of SS', vSand 
k'S'. We proceed by expandingj(S) in a Taylor series about S; i. e. 
f(S) = f(S) + fs (S)(S _ 
S) + fss (S)(S _ S) 
2 
2 
(5.10) 
where f, (S) = df IdS evaluated at S and f2 .,, 
(S)=d'fldS evaluated at S. Now, 
neglecting higher order terms, identifying S' =S-S, and averaging, we can obtain the 
following expression forT 
f-f (S) +- f" (S)S'S' 2 (5.11) 
where f, and f,, are the first and second order derivative of the fractional flow function 
(f) with respect to the gas saturation Sg. Sincef' =f - 7, f' can be computed as 
f'-f, (S)S, +-f,., (S)(S's'-s's") 
2 
From Equation (5.12), we can approximate vý'as: 
(S)7s--7+lf.,., (-S)V'S'S'. 
2 
We can express q using a similar approach. This allows us to write: 
(S) + (S)s S (5.14) 
2 
77' = 77, ( S) S'+ 2 
77. (S)(SS'- SS (5.15) 
where 71, and 17,, are the first and second order derivative of tj with respect to the gas 
saturation Sg. 
137 
Introducing the above expressions into the averaged saturation Equation (5.9) and 
retaining terms to first order in fluctuating quantities (i. e. we neglect terms involving 
the products of three flpctuating quantities) gives the following equation: 
dS 
+v- Vf (7) +2v. V (S)ý 7W7 - 
ý, (s); 7s»7-, 1 
--LA-P-V- (kI7(i)+ 
1 
17 (S)k ý T+ 77., MU) *i: 0. 
P. 
12 
This equation is the averaged saturation equation for the coarse grid block expressed in 
terms of the moments 37S-', ; 7S7 and kS' that we are interested in. 
5.4 DISCUSSIONS 
There are several interesting aspects to Equation (5.16). First, we note that the fine 
scale functions f and 17 appear explicitly in the coarse scale equation. These functions 
are not modified for use in the coarse scale models; i. e. the f and q have the same 
functional forms on both the fine and coarse scales. Secondly, the coarse scale 
equation is seen to contain three additional terms involving higher moments that 
account for the sub-grid effects. The moments that appear explicitly are SS', vS'and 
k'S', and these terms are always multiplied by derivatives of f or rj. The moments 
appearing in the gravitational terms (the terms multiplied by gAplp,, ) are SS' and kS' 
only; vS' does not appear. From Equation (5.16), we can determine the form of the 
error that will result from using rock curves (and neglecting the higher moment terms) 
on the coarse scale. Specifically, because such a scheme neglects all terms involving 
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higher moments, the error can be expected to correlate with the magnitudes of the 
neglected terms, i. e. with and k "S 
Note that pseudo functions do not appear in Equation (5.16). Were we to use pseudo 
functions, the coarse scale equation would be of the same form as the fine grid 
equation but with upscaled (pseudo) parameters, computed from fine grid simulations, 
appearing in place of the fine scale f and q functions; i. e. 
dS 
+V. Vf *(37)- gAo V-(77*(Y)iz. i, )=O, dt p 
(5.17) 
where the * superscript indicates functions derived from pseudo relative permeability. 
Comparing Equation (5.17) with Equation (5.16), we see that the pseudo functions 
attempt to capture sub-grid variability (which involves the higher moments SS', 
v'S'and k"S') through use of coarse grid functions that depend on S only. Because the 
functional dependence of the pseudo functions is limited relative to the actual sub-grid 
effect (i. e. the pseudo functions depend on S only but the sub-grid effect additionally 
involves SS", vS'and kS'), this procedure will in general introduce some error. The 
magnitude of this error is expected to correlate with the magnitude of the sub-grid 
terms themselves, i. e. with the higher moment terms. 
Thus, we see that the error using either the rock curves (and neglecting the higher 
order moment terms) or pseudo functions (where the pseudo functions approximately 
account for the sub-grid effects) will be related to the moments 37S--', 7S-'and WS'. 
However, because the pseudo functions are specifically introduced to capture the sub- 
grid effect, we expect that the error using pseudo functions will be considerably less 
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-d 
than that using rock curves for the highly coarsened models that we will consider. 
Further, we also expect that the exact functional dependence of the coarse grid error on 
the higher moments will vary depending on whether we use rock curves or pseudo 
functions in the coarsp grid model. We will test these speculations through detailed 
numerical calculations below. 
We note that, in all the calculations below, fine grid simulations are required to 
compute the sub-grid quantities that will ultimately be used to determine the 'optimal' 
coarse grid structure. Thus, the need for a coarse scale description might be questioned 
in such cases; i. e. why do we need a coarse scale model if the fine scale result is 
already known. Because our intent in this chapter is to understand the relationship 
between the accuracy of the coarse scale model and sub-grid terms, we are not 
particularly concerned with this issue here. We note finally that this issue is analogous 
to that surrounding the use of global fine scale simulations to compute coarse scale 
pseudo functions. 
5.5 SUMMARY AND CONCLUSIONS 
In this chapter, we reviewed two previous sets of results that lead to the development 
of a proposed new optimal coarsening scheme utilizing certain dynamic fluctuating 
properties of the fine grid flow data. In the first work, Darman et al. (1999) suggested 
using a minimization of C, in Sg as the -criteria in order to minimize the coarse grid 
error. On the other hand, Durlosky (1998) who used a purely viscous flow model, 
suggested the use of the variance in saturation and/or velocity-saturation covariance as 
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the way to minimize the error when upscaling. Detailed comparison between the two 
methods will be presented in the next chapter. 
In this chapter, we also used the work of Durlofsky to present a new averaged 
saturation equation with gravity included (Equation 5.16). There are several interesting 
observations from this new equation: 
1. We note that the fine scale functions f and q appear explicitly in the coarse scale 
equation. These functions are not modified for use in the coarse scale models; i. e. 
the f and q have the same functional forms on both the fine and coarse scales. 
2. The coarse scale equation is seen to contain three additional terms involving higher 
moments that account for the sub-grid effects. The moments that appear explicitly 
are SS', vS'and k'S', and these terms are always multiplied by derivatives of f or 
q. The moments appearing in the gravitational terms (the terms multiplied by 
gAplli,, ) are SS' and kS' only; vS' does not appear; whereas in the viscous term 
only SS' and vS' appear. 
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CHAPTER6 
VA LIDA TION OF THE NE W OP TIMA L GRID 
COARSENING SCHEMES 
6.1 GENERAL REMARKS 
In this chapter, we will validate the concepts developed in the previous chapter i. e. 
developing optimal grid coarsening schemes based on the quantitative use of fine scale 
two-phase flow information. The basic approach is motivated from a volume average 
analysis of the fine scale saturation equation including gravitational effects (Equation 
5.16). This validation exercise will be done using several layered fine grid systems. It 
is shown that coarse grid simulation error correlates closely with specific sub-grid 
quantities involving higher moments of fine grid variables, which can be computed 
from the fine scale simulations. 
By forming a coarse grid that minimizes the appropriate sub-grid quantity, optimal 
coarse scale descriptions can be generated. The resulting coarsening schemes may be 
non-uniform, but they fulfil all of the main purposes of using pseudo functions (i. e. to 
control numerical dispersion and to capture the effects of small-scale heterogeneity) 
with less error and without any adjustment to the pseudo equations themselves. 
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The overall approach is shown to be applicable to coarse scale descriptions using not 
only pseudo relative permeability curves but also with direct inclusion of the rock 
curves as suggested by the average saturation equation itself. The accuracy of the 
coarse grid calculatioqs is, however, significantly improved when pseudo functions are 
used. In any case, all of the data are there to calculate the pseudos since the fine grid 
calculation is perfonned. 
This grid coarsening method is then applied to determine the optimal number and 
configuration of coarse grid layers in more general cases i. e. coarse grid models that 
have more than 2 layers. Using these general models, it is shown that coarse grid 
results do not always improve as the number of coarse layers is increased. The 
accuracy in applying this method will also depend on the configuration of the, ayering 
scheme adopted for the coarse grid models. 
Our intention in this chapter is to explore the relationship between the volume 
averaged saturation equation and coarse scale numerical simulations for several model 
problems. We will also study the performance of several coarse grid models developed 
using our new coarsening scheme in more general cases. This chapter proceeds 
towards these goals as follows. We consider many different aggregations of 20-layer 
systems to equivalent 2-layer systems and study the relationship of sub-grid variability 
to error in the coarse scale simulation results. We assess the use of both pseudo relative 
permeabilities and rock curves in these coarse scale simulations and determine which 
measure of sub-grid variability is most appropriate for use with each of these 
approaches. 
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In the second part of this chapter, we apply these findings to more general multi- 
layered cases (i. e. where the coarse grid contains more than 2 layers). In addition, we 
apply our coarsening metlod in association with both the TW and the Kyte and Berry 
methods to study the effect of using other pseudo generation methods with our 
coarsening technique. It is shown that this new coarsening scheme continues to provide 
accurate coarse grid results in these more general cases. 
6.2 NUMERICAL TESTINGS 
As shown in the previous chapter, the final form of the averaged saturation equation 
can be re-written as: 
ds -1 +v. Vf(i)+-v 72 
- 
gApv. k77 j7s; ( (i)+117. (S)k S 
A' 
1 
As mentioned in Chapter 5, the coarse scale equation is seen to contain three additional 
terms involving higher moments that account for the sub-grid effects. The moments 
that appear explicitly are 3-; S--', 7T and kS', and these terms are always multiplied by 
derivatives of f or q. It is also discussed in Chapter 5 that Darman et al. (1999) have 
found that higher moments such as the C, in S, correlates well with the error in the 
upscaling method. 
6.2.1 Description of the Numerical Models 
In this section, we investigate the relationship between the volume averaged saturation 
equations and coarse scale numerical simulations for several model problems. We 
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want to know which form of the higher moments is appropriate to each of the 
coarsening strategies i. e. when pseudo functions are used or when rock curves are 
applied directly in the coarse grid models. For this purpose, four cross sectional 
models with 100 xIx 20 fine grid blocks were developed and used to compare the 
effectiveness of the sub-grid moments discussed above in different flow scenarios. The 
permeability trends for these four models are shown in Figure 6.1 (these values vary 
from 10 mD to 1462 mD). 
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Figure 6.1: Permeability distribution for Case I to Case IV. 
Cases I and 11 were chosen to provide models with no crossflow between the fine grid 
layers. On the other hand, Cases III and IV were used to evaluate scenarios with free 
crossflow between the fine grid layers. The properties of the fine grid models are as 
follows: 
Grid block sizes, Ax = Ay = Az = 25 ft or 7.63 m; 
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Viscosities, P. = 10 cp, ps = 0.1 cp 
Injection velocity, v=0.3 nVd or about 1 ft/day 
The fluid densities, fine grid relative permeability and porosity distribution are the 
same as in the previous chapter. 
6.2.2 Coarsening Schemes 
The four test cases described above (Cases I- IV) were run to establish the correlation 
between coarse grid error and C, in Sg, C, in vS, C, in kS, 37"t ý Tand kS'. We note 
that C, in vS and C, in kS are defined analogously to C, in Sg. We further note that we 
will subsequently refer to SS', -v'S'and OT as cr's, a, s and cris. In computing cr, s and 
C, in vS, we use the x-component of velocity; for cyks and C, in kS, we use the z- 
component of absolute permeability. Error is computed as the normalized root mean 
square (rms) error in oil recovery factor as stated in Equation (3.7). For each sub-grid 
quantity, we determine the coefficient of determination (R 2) between the sub-grid 
quantity and the coarse grid rms error in oil recovery factor. Three upscaling scenarios 
are considered: 
9 The coarse grid models are run using the "roX' curves. 
* The coarse grid models are run with pseudo functions generated using the TW 
method. 
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* The fine grid models are run using the coarse grid absolute permeabilities together 
with the rock relative permeabilities. This is done to quantify the effects of 
numerical dispersion in our models. 
Our assessment proceeds as follows. For a given model, we first simulate the 20-layer 
fine grid model. We then consider the generation of equivalent 2-layer coarse grid 
models. With a 20-layer fine grid model, there are 19 different coarsening 
combinations that provide 2-layer models (plus one option for 2D -4 1 D, upscaling by 
amalgamation the entire fine grid layers). The possible coarsening schemes are listed 
in Table 6.1 below: 
Option Coarse grid layer 1 is 
from fine grid 
Coarse grid layer 2 
is from fine grid 
Layer 1 through 1 Layer 2 through 20 
2 Layer 1 through 2 Layer 3 through 20 
18 Layer 1 through 18 Layer 19 through 20 
19 Layer I through 19 Layer 20 through 20 
20 Fine grid layer I through 20 
Table 6.1: Possible options in 20-layer --- > 2-layer coarsening 
In order to reduce the number of runs required, only coarsening options 5,7,9,10,11, 
13,15,17 and 20 were considered. In the x-direction, we uniformly coarsen the 100 
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fine grid blocks to 20 coarse blocks. The dimensions of our coarse grid models are 
then 20 x1x2. 
Before each of these options was run, the values of the six sub-grid quantities were 
calculated based on the saturation, velocity and permeability distributions of the fine 
grid model. Each of the 2-layer coarse models was then run and the results were 
compared with the fine grid performance to quantify the error. The results for the four 
cases are discussed below. 
6.2.3 Coarse Grid Models Using Rock Curves 
The results in Table 6.2 summarize the performance of each coarsening method (using 
rock curves) for each of the test cases. Figurps 6.2 through 6.5 presew graphically the 
performance for representative Case 1 through IV respectively. 
Cases 02 s (; "s Cris C, in S, C, in vS C, in 
kS 
Case 1 0.9899 0.9406 0.4848 0.9583 
Case 11 0.6447 0.9099 - 0.3965 0.3600 - 
Case 111 0.8161 0.8109 0.905,8 0.9856 0.9755 0.9547 
Case IV 0.8254 0.8711 0.9503 0.5176 0.6474 0.3776 
Average 
Performance 
0.8190 0.8831 
- 
0.9281 
I 
0.5961 0.7353 0.6662 
Table 6.2: Coefficient of determination (R') between rms error and sub-grid quantities 
using rock curves in the coarse grid models. 
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Figure 6.5a: Fluctuating moments in the form of a versus normalized rms error 
(Case IV, using rock curves) 
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In Cases I and 11, kz = 0, and hence gravitational effects are absent. The correlations 
between rms error and sub-grid quantities (R 2) for these cases are for the most part 
higher for u, s and ý: F2S 
((YkS-'-- 0 in these cases) than for C, in vS and C, in Sg. The high 
correlations observed for (7,. s nnd (Y2 s are consistent with previous results of Durlosky 
(1997 and 1998). 
The tendencies observed for Cases I and 11 are less apparent in Cases III and IV. In 
fact, Case III shows higher correlations with the C, quantities than for the 
corresponding quantities computed in terms of a. However, the differences are 
relatively slight (average R2 of 0.97 versus 0.84). For Case IV, we observe the opposite 
7 behavior; namely, the error shows higher correlations with cr quantities than with C, 
quantities. In this case, the differences in R2 for the measures are more significant-, 
0.88 versus 0.51. Taken in total, we can conclude from Cases I-IV that the error in 
general correlates more closely with (: F, s, (Y 2s and GkS than with the C, quantities. 
6.2.4 Coarse Grid Models Using Pseudo Functions 
The procedure here is the same as that applied in the previous section except that the 
coarse grid models now use pseudo functions generated by the TW method. The 
results in Table 6.3 summarise the performance of the six sub-grid measures for each 
of the test cases and Figures 6.6 and 6.9 show the same results graphically for Case I 
through Case IV, respectively. Several interesting observations emerge from these 
data. 
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Cases &S GýS CFkS C, in S. C. in vS C. in kS 
Case 1 0.8757 0.6792 0.7754 0.9518 
Case Il 0.8774 0.3723 - 0.9691 0.8883 - 
Case 111 0.8725 0.8673 0.9470 0.9604 0.9443 0.9127 
Case IV 0.2274 0.0001 0.0451 0.6017 0.3975 0.7059 
Average 
Performance 
0.7133 0.4797 0.4961 0.8267 0.7955 0.8093 
Table 6.3: Coefficient of determination (R') between rms error and sub-grid quantities 
using pseudo functions in the coarse grid models. 
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Figure 6.6a: Fluctuating moments in the form of (T versus normalized rms error 
(Case 1, using TW pseudo functions) 
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(Case H, using TW pseudo functions) 
0.05 
0.045 
0.04 
0.035 
0.03 
0.025 
0.02 
0.015 
0.01 
0.005 
0 
80 
70 
60 
50 Cl Ii. rA 
40 
30 
20 
10 
0 
0.001 0.006 0.011 0.016 
Rms error 
# 0.2S a,, s 'k CTkS 
-Linear a2s Linear as ---- Linear aks 
R20.872 51 
A 00#0 
FR 2=0.947 
ho 
... ý 0. 
m 
MM, 
,- 
-0 
ýR 
=. 
_! 
O.! ý673J 
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(Case III, using TW pseudo functions) 
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(Case IV, using TW pseudo functions) 
Most notably, the magnitude of the error produced using the TW pseudo functions is 
less in all cases than that observed when using the rock curves directly. In fact, the 
error using pseudo relative permeabilities for any coarsening of the 20-layer system to 
a 2-layer coarse grid model is less than the error in the best case using rock curves. 
This is illustrated graphically in Figure 6.10 for representative Case 111. The results in 
Figure 6.10 below clearly demonstrate the sensitivity of the coarse scale simulation 
results to the grid structure when rock curves are used. However, when pseudo 
functions are used, the magnitude of the error is much smaller. This might be expected, 
since the pseudo functions are computed for each specific grid from global fine scale 
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simulations. This finding is consistent with the results of Wallstrom et al. (1999) who 
found that the use of non-uniform coarsening methods (Durlofsky et al., 1997) 
together with renormalised relative permeabilities (Christie et al., 1995), that were 
computed from local fine scale problems, gave better results compared to the use of 
non-uniform coarsening alone. 
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Figure 6.10: Oil recovery factor versus total gas injected for Case 111, showing the 
magnitude of the error produced using the TW pseudo functions is less than that 
observed when using the rock curves directly. 
In Figure 6.10, the worst and the best cases are represented by coarsening option 
number 20 (2D --> ID coarsening) and option number 5 (the first coarse grid layer 
consists of the first 5 top layers of the fine grid block model), respectively. Having 
demonstrated that the error using pseudo functions is relatively small, we now consider 
the correlation of this error with the C, and (T quantities. A summary of these results is 
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shown in Table 6.3. Although there are a few exceptions, errors using pseudo 
functions correlate more closely in general with the C, quantities than with the a 
quantities. This is most apparent for Case IV, for which the (Y quantities display 
particularly low R2 values. This observation is in contrast to the results using rock 
curves presented above. 
The reason why the error correlates more closely with (T quantities when rock curves 
are used but more closely with C, quantities when pseudo functions are used is not 
clear. It is however quite reasonable that the precise forms of the sub-grid effects that 
best correlate with the error change when we go from rock curves to pseudo relative 
permeabilities. This is because pseudo functions are specifically designed to capture 
sub-grid effects, so the exact form of the error using pseudo functions would be 
expected to differ from that observed when sub-grid effects are not modeled at all. 
Graphical illustration of the proposed coarsening schemes for the four cases are shown 
in Figures 6.11 a though 6.1 lb below for Case I through Case IV respectively. 
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Figure 6.1 ]a: Saturation plot at 4 PV I showing the proposed coai-sening scheme for Z7, 
Case I (coarsening upward models with klk, = 0.0) 
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Figure 6.1 lb: Saturation plot at 4 PVI showing the proposed coarsening scheme for 
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Figure 6.1 1c: Saturation plot at 4 PVI showing the proposed coarsening scheme for 
Case III in comparison with Case I (coarsening upward models with k, lkh =1 -0) 
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Figure 6.1 Id: Saturation plot at 4 PVI showing the proposed coarsening scheme for 
Case IV (fining upward models with kjk h= 
1-0) 
6.2.5 Fine Grid Models Using Coarse Grid Permeabilities and Rock Curves 
As discussed in the previous chapter, pseudo functions act both to capture the effects 
of sub-grid heterogeneity on the fluid flow and to correct for numerical dispersion. In 
this section, we will evaluate and quantify the effects of numerical dispersion in our 
coarse grid models. 
This is accomplished as follows. For each coarsening scheme, we make an additional 
run of fine grid models using coarse scale absolute permeability (defined over the same 
regions as in the coarse models) and the rock curve relative permeabilities. The 
difference in the results between these models and the coarse grid models using rock 
curves described above will reflect the effect of numerical dispersion. On the other 
hand, the difference between these models and the coarse-scale models using pseudo 
functions will quantify the effect of sub-grid heterogeneity on two-phase flow. Thus, 
from these results we can distinguish the extent to which the pseudo functions correct 
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for numerical dispersion versus the degree to which they capture the effects of 
heterogeneity. 
Detailed results comparing the errors due to numerical dispersion to the errors caused 
by using rock curves rather than pseudo functions are listed in Table 6.4 below: 
Coarsening o tions s 7 9 11 13 is 17 20 
Coarse grid Case I 6.23e-3 9.38e-3 1.87e-2 3.08e-2 4.46e-2 5.95e-Y' 7.49e-2 9.80e-2 
With rock Case 11 5.50e-2 4.10e-2 2.83e-2 1.74e-2 9.53e-3 1.23e-2 3.35e-2 9.16e-2 
Curve Case III 6.45e-2 8.66e-2 I. lIe-1 1.38e-I 1.65e-I 1.94e-I 2.23e-I 2.67e-I 
(row 1) Case IV 2.23e-2 1.83e-2 1.59e-2 1.58e-2 1.85e-2 2.39e-2 3.19e-2 3.33e-2 
Coarse grid Case I 2.04e-3 5.9le-4 9.34e-4 1.26e-3 2.2le-3 3.12e-3 4.03e-3 5.29e-3 
With pseudo Case II 2.9le-3 2.08e-3 1.37e-3 1.06e-3 1.99e-3 3.12e-3 4.20e-3 5.1le-3 
Functions Case III 2.07e-3 3.77e-3 6.28e-3 8.20e-3 1.00e-2 1.19e-2 1.37e-2 1.64e-2 
(row 2) Case IV 4.69e-4 6.56e-4 1.05e-3 1.62e-3 2.46e-3 3.56e-3 2.74e-3 1.09e-3 
Fine grid with Case I 9.13e-3 1.05e-2 2.00e-2 3.24e-2 4.64e-2 6.14e-2 7.70e-2 LOOC-1 
Averaged Case 11 5.67e-2 4.26e-2 2.96e-2 1.84e-2 1.06e-2 1.55e-2 3.77e-2 9.40e-2 
Absolute Perm. Case III 5.47e-2 7.93e-2 1.07e-I 1.36e-I 1.65e-I 1.95e-I 2.25e-I 2.7le-1 
(row 3) Case IV 1.93e-2 1.38e-2 1.15e-2 1.50e-2 2.17e-2 2.78e-2 2.96e-2 3.49e-2 
Effect of Case 1 29.00 10.51 6.58 5.04 4.00 3.17 2.87 2.58 
Numerical Case 11 3.08 3.74 4.40 5.37 11.10 20.41 11.19 2.67 
Dispersion Case 111 15.61 8.81 4.54 1.71 1 0.006 0.70 1.00 1.75 
(absolute 13.41 25.24 29.58 5.71 14.29 13.86 7.81 4.5 Z Z 
Effect of sub- 
grid 
Case 1 71.00 89.49 93.42 94.96 96.00 96.83 97.13 97.422 
Heterogeneity Case 11 96.92 96.26 95.60 94.63 88.90 79.59 88.81 97.33 
on 2-phase flow Case 111 84.39 91.19 95.46 98.29 99.94 93.30 99.00 98.25 
L(absolute 
%)" Case IV 8659 74.76 70.42 94.29 85.71 86.14 92.19 95.48 
Table 6A Rms error and quantification of effects of using pseudo functions for all the 
test cases 
' The effect of numerical dispersion is calculated as fabs (row3 - rowl) / (abs (row3 - row2) + abs (row3-rowl))] x 100 
b The effect of heterogeneity is calculated as [abs (row3 - row2) / (abs (row3 - row2) + abs (row3-rowl))] x 100 
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The results in Table 6.4 show quite clearly that numerical dispersion plays a relatively 
minor role in these test models. Most of the improvement is due to the ability of 
pseudo functions to capture the interactions between the small-scale multi-phase fluid 
flow and the heterogeneity of the porous media. This point is illustrated in Figure 6.12 
for representative Case I (for the 2D ---ý ID coarsening scheme). From this figure, we 
see that there is only a slight difference between the performance of the coarse grid 
model using rock relative permeability curves and the fine grid model using the 
averaged absolute permeability and rock relative permeability curves. However, if we 
use pseudo functions in the coarse grid model, significant improvement is observed. 
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Figure 6.12: Oil recovery factor versus total gas injected for Case 1, showing the 
magnitude of the error caused by numerical dispersion is less than the error by not 
capturing the appropriate interaction between small-scale heterogeneity and multi- 
phase flow. 
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6.3 APPLICATION OF THE OPTIMAL GRID COARSENING SCHEME IN 
MULTI-LAYERED 2D -+ 2D UPSCALING 
In the previous section, we considered the coarsening of 20-layer (fine grid) models to 
2-layer (coarse grid) models, using both rock curves and pseudo functions on the 
coarse scale. In this section, we will consider coarsening these same 20-layer models to 
systems containing more than 2 layers. Our intent here is to determine if the coarsening 
approach used in the previous section applies equally to multi-layer systems. We 
consider only the use of pseudo functions at the coarse scale in this part of the study. 
The results of the previous section (Table 6.3) demonstrate, in general, reasonably 
good correlations of rms error with C, in vS, C, in Sg and, in cases involving 
gravitational effects, C, in kS The use of all three of these quantities together would 
probably provide the most accigate estimation of rms error. However, rather than form 
a correlation involving all three quantities, for present purposes we will simply use C, 
in Sg to estimate error. We choose C, in Sg because it is applicable in cases both with 
and without gravity and because it always provides at least a moderate coefficient of 
determination (minimum R2 of 0.60 for the cases considered). In this section, we will 
test the conjecture that C, in Sg can be used to correlate error in more general multi- 
layer cases. 
Our approach here is to use C, in Sg, determined from fine grid simulations, to guide 
the choice of the number of coarse grid layers as well as their configuration. We assess 
the applicability and accuracy of this approach through detailed numerical calculations. 
In order to investigate the compatibility of this coarsening scheme with other dynamic 
pseudo generation methods, both the TW and the Kyte and Berry methods are used. 
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6.3.1 Coarsening Scheme 
The same four test models described in the previous section were used for this purpose. 
A simple computer pýogramme was developed to determine every possible layering 
combination of the fine grid model, given the number of layers specified for the coarse 
grid model. Based on a single fine grid calculation, this program also calculated the 
corresponding C, in S, for each of the coarsening options and then sorted these values 
to obtain the maximum and the minimum. The number of possible coarsening options 
can be obtained using the following expression: 
No. of possible coarsening options (6.3) 
where m is the number of the coarse grid layers and n is the number of the fine grid 
layers (in all of these cases, n= 20). It is clear from Eq. (6.3) that the number of 
possible coarsening options increases sharply (from both directions) toward a 
maximum at m= 10. Therefore, to reduce the total number of simulations, no attempt 
e 
was made to verify the new coarsening method using more than seven layers in the 
coarse grid model. The results for all the test models are discussed below. 
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6.3.2 Discussion of the Results 
Tables 6.5 and 6.6 summarise the layer combinations that produce the minimum and 
the maximum C, in S,, respectively, for each of the test cases (for 2,3 and 4 coarse grid 
layers). In these two tables, sI denotes the number of the fine grid layer at the start of 
the first coarse grid layer, eI denotes the number of the fine grid layer at the end of the 
first coarse grid layer, and so on. For comparative purposes, we will refer to the gas 
saturation plots for all of the fine grid runs (Case I to Case IV) that are shown in 
Figures 6.11 a to 6.11 d. 
For Cases III and IV, where klkh > 0, no attempt was made to coarsen the fine grid 
models into 3-layer (or 5-layer) coarse models. This was because these coarsening 
schemes produce at least one coarse grid layer containing an even number of fine grid 
layers, but both pseudo generation methods require an odd number of layers in 
calculating pseudo functions in the vertical direction. Although the methods could be 
modified to handle these situations, the required averaging process may introduce an 
additional source of error. We note that in Cases I and 11, where Qkh ,: 0, pseudo 
functions are not required in the vertical direction, so coarse grids with even numbers 
of layers were considered. 
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2-layer coarse 
grid models 
3-layer coarse grid 
models 
4-layer coarse grid models 
sl el s2 e2 S el s2 e2 s3 e3 sl el s2 e2 s3 e3 s4 e4 
Case 1 1 9 10 20 1 4 5 10 11 20 1 3 4 7 8 11 12 20 
Case 11 1 8 9 20 11 6 7 11 12 20 1 5 6 9 10 13 14 20 
Case 111 1 5 6 20 - 1 3 4 4 5 7 8 20 
Case IV 1 5 6 20 - 1 1 
'2 4 5 9 10 20 
Table 6.5: The best coarsening options 
(configurations that produce the minimum C. in S. ) 
2-layer coarse 
grid models 
3-layer coarse grid 
models 
4-layer coarse grid models 
S1. eI s2 e2 S 
11 
eI s2 e2 s3 e3 sI el s2 E 
2 
s3 e3 s4 1 e4 
1 
Case I 1 19 20 201 1 18 19 19 20 20 1 17 18 18 19 191 20 20 
Case 11 
1 
1 19 20 201 1 18 
1 
19 
1 
19 20 
1 
20 11 17 
1 
18 18 
1 
19 19 20 
1 
20 
Case 111 1 19 20 201 - - - - - - 1 17 18 18 19 19 201 20 
Case IV 1 17 18 201 - - - - - - - 1 17 18 18 19 19 20 20 
Table 6.6: The worst coarsening options 
(configurations that produce the maximum C,, in S. ) 
To illustrate our results, we plot two figures for each of the test cases i. e. Figures 6.13a 
through 6.16b. In the first figure, we plot the average C, in Sg together with the 
normalized rms error in oil recovery factor using the Kyte and Berry (KB) and the TW 
pseudo generation methods versus the number of coarse grid layers. This is shown 
using two examples of possible coarsening schemes. Specifically, we use the layer 
combinations that produce the maximum and the minimum values of C, in Sg; i. e. the 
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predicted worst and best layer combinations for upscaling. In the second figure, we 
plot the rms error- calculated using both of the pseudo methods (KB and TW) versus 
their respective C, in S. for both of the coarsening options. Results for the other three 
cases are summarized 4nd tabulated in Table 6.7 below. 
Cases Kyte and Berry TW 
Case 1 0.9145 0.9873 
Case 11 0.7392 0.9843 
Case 111 0.9897 0.9916 
Case IV 0.4763 0.6297 
Table 6.7: The R2o nns error vs. C,, in S, for Case I through Case TV 
Detailed discussions on each of the test case will be presented below. 
6.3.2.1 Case 1, k,, Ikh ý- 0-0 
This case was selected to show more gas is flowing at the top of the model due to 
penneability distribution (Figure 6.11 a) but no cross flow between the 20 fine grid 
layers. Figure 6.13a shows the C, in Sg and the rms error versus the number of coarse 
grid layers for the best and worst grouping of layers in the coarse grid calculations. 
These results show that the perfonnance of the pseudo functions does not necessarily 
improve as the number of the coarse grid layers is increased. The accuracy of both of 
the pseudo methods (KB and TW) in this 2D -ý 2D coarsening scheme will also 
depend on the configuration of the layering scheme adopted for the coarse grid models. 
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For this particular case, the performance of the 2-layer coarse grid model using the 
layering scheme with the minimum value of C,. in Sg is far better than the 7-layer 
coarse grid model with the maximum value of C, in Sg (i. e. the worst choice of 7-layer 
model we can take based on this criterion). The performance trend versus the number 
of coarse grid layers for both of the pseudo methods is very similar. 
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Figure 6.13a: C, in Sg and rms error versus number of coarse grid layers 
(Case 1, coarsening upwards with klkh --: 0-0) 
The results can be seen from another perspective as shown in Figure 6.13b where the 
rms error versus the C, in Sg is plotted. This figure demonstrates that both of the 
pseudo methods produce errors that correlate directly with the calculated C, in Sg. In 
this case, both of the pseudo methods produced an R2 of more than 0.9; the TW 
method produces a slightly better R2 (0.99) compared to the Kyte and Berry method 
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(R 2=0.91). Therefore, we can conclude that this new dynamic grid coarsening scheme 
can be used in conjunction not only with the TW method but also with the Kyte and 
Berry method (with slightly less accuracy). 
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Figure 6.13b: Rms error versus C, in Sg 
(Case I, coarsening upwards with klkh 0-0) 
6.3.2.2 Case 11, klkh = 0-0 
This case shows more gas is flowing at the bottom of the model (Figure 6.11 b) with no 
cross flow between the 20 fine grid layers. As above, the results indicate that the 
accuracy of the coarse grid model depends not only on the number of coarse grid 
layers but also on the configuration of the layering scheme. The actual values of the 
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rms error calculated using the Kyte and Berry method are again quite comparable to 
those calculated using the TW method. Table 6.7 shows that the Kyte and Berry 
method produced an R2 of about 0.74 (an acceptable number) compared to the TW 
method of 0.98. The results from this case are therefore consistent with our 
conclusions for Case 1. For a graphical illustration of this case, refer to Figures 6.14a 
and 6.14b. 
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Figure 6.14a: C, in Sg and rms error versus number of coarse grid layers 
(Case H, fining upwards with kv/kh --: 0-0) 
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(Case 11, fining upwards with k, 1kh = 0.0) 
6.3.2.3 Case III, klkh --: L0 
This model is similar to Case I except that the k, 1kh ratio is increased to unity. 
Therefore, gravity cross-flow will reinforce the tendency of the permeability 
distribution to segregate the injected gas from the reservoir fluid (oil). In this case, the 
performance of both of the pseudo methods follows a similar trend. The R2 value of 
about 0.99 for both methods, as shown in Table 6.7, indicates again that C, in Sg can 
provide excellent estimates of nus error for both methods. Figures 6.15a and 6.15b 
illustrate these findings graphically. 
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6.3.2.4 Case IV, klkh -ý 1-0 
This is a "difficult" case because the flow here is controlled by the opposing effects of 
the penneability distribution (decreasing upward) and gravity segregation due to the 
large difference in fluid densities. The R2 values for both of the methods are relatively 
low; for the TW method, R2=0.63 and for the Kyte and Berry method, R2=0.48. 
Figures 6.16 a and 6.16 b illustrate these findings. 
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However, if we compare the performance of Case IV to that of Case III above (in 
terms of the rms error), we see that the overall results are actually better for Case IV. 
Refer to Table 6.4 for further detail, where the rms error in Case IV is seen to be a 
factor of 3 to 6 times less than that for Case III (for the 2-layer coarse grid models). 
This occurs because the combined effect of the permeability distribution and the 
difference in fluid densities causes the front to be much more uniform in Case IV 
compared to Case III (see Figures 6.11 c and 6.11 d). 
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6.4 SUMMARY AND CONCLUSIONS 
In this chapter, we studied the relationship between sub-grid effects and the accuracy 
of coarse scale simulation models for layered systems. The actual sub-grid measures 
considered represent 4igher moments of fine scale variables (C, in Sg, C, in vS, C, in 
kS, u2s, aks and (ys) and were derived from a volume averaging of the fine grid 
saturation equation. The coarse scale simulation results, taken in total, demonstrate that 
the volume averaging procedure can be used to model the form of the coarse grid error. 
Further, we showed that the coarse grid error could be minimized by designing the 
coarse grid models such that certain of these higher moments are minimized. The 
specific sub-grid measure that best correlated with the coarse grid error was shown to 
vary depending on whether rock curves or pseudo functions were used in the coarse 
grid model. 
The use of pseudo functions together with the new grid coarsening scheme provides 
results of significantly better accuracy than does the use of rock curves alone for the 
cases considered. The effects of numerical dispersion in the coarse grid models were 
found to be relatively small, indicating that the effectiveness of the pseudo functions 
results from their ability to capture the effects of fine scale heterogeneity. It is not 
surprising that the pseudo functions provide accurate coarse grid results for the 
problems considered. This is because the pseudo functions were generated through the 
solution of a global fine grid problem and the global boundary conditions imposed on 
the coarse scale problem were identical to those for the fine scale problem. It would be 
of interest to assess the accuracy of the pseudo functions in other cases; e. g. for coarse 
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grid boundary conditions that differ from those used on the fine grid or in the case 
where the pseudo functions are computed from local (rather than global) fine scale 
simulations. 
We also demonstrated the applicability of the new grid coarsening scheme in more 
general cases, where we coarsened 20 layer systems to models containing more than 2 
layers. For this part of the study, both the TW and Kyte and Berry methods were 
considered. We showed that the accuracy of the coarse grid descriptions for these 
problems depended on both the number and configuration of the layers and that the 
coarse grid error continued to correlate with C, in Sg (as in the 2-layer cases). The 
performance of the pseudo functions for these problems did not always improve as we 
increased the number of coarse grid layers. The results from this part of the study 
suggest that a user could optimally select the number and configuration of the coarse 
scale layers from a single fine grid solution. This means that the various coarse grid 
models need not all be simulated to determine the optimum coarse grid representation. 
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CHAPTER 7 
CONCLUSIONS AND FUTURE DIRECTIONS 
7.1 SUMMARY AND CONCLUSIONS 
In this thesis, we investigate the use of pseudo functions in immiscible two-phase 
displacements of oil-gas systems, where the effects of large mobility differences and 
gravitational forces are normally encountered. For this specific reason, a new pseudo- 
isation scheme known as the Transmissibility Weighted (TW) method has been 
developed and tested against several well-known pseudo methods such as the Kyte and 
Berry, the Stone, the Hewett and Archer and the Vertical Equilibrium (VE) methods. 
Better performance relative to the other well-known pseudo methods was found 
especially in the gravity-dominated cases encountered in immiscible gas injection. 
As we have shown in this thesis, each pseudo method has its advantages and 
disadvantages, and it is well known that using an inappropriate method can lead to 
inaccurate results. However, there is a lack of understanding as to why a certain 
method will succeed in some cases but fail in others. Focusing on this problem, we 
dedicated a specific chapter (Chapter 4) to discuss some of the similarities and 
limitations of the five pseudo methods that we mentioned above. 
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In this thesis, we also proposed a new optimal grid coarsening scheme based on the 
quantitative use of fine scale two-phase flow information. The basic approach is 
motivated by a new volume average analysis of the fine scale saturation equation 
including gravitational. effects. It is shown that coarse grid simulation error correlates 
closely with specific sub-grid quantities involving higher moments of fine grid 
variables, which can be computed from the fine scale simulations. By forming a coarse 
grid that minimizes the appropriate sub-grid quantity, optimal coarse scale descriptions 
can be generated. The overall approach is shown to be applicable to coarse scale 
descriptions using either rock or pseudo relative permeability curves. The accuracy of 
the coarse grid calculations is, however, significantly better when pseudo functions are 
used. 
In general, as mentioned in Chapter 1, this thesis had five primary objectives as 
follows: 
1. To conduct a literature search of currently available pseudo techniques, which 
include the Vertical Equilibrium pseudo methods as well as the dynamic pseudo 
methods. 
2. To validate currently available pseudo methods in gas-oil system where high 
gravity effects and unfavourable mobility ratios provide a very stringent test to the 
assumption made in each of the pseudo methods. 
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3. To develop a new method which will provide more accurate pseudo functions for 
gas-oil displacements. 
4. To quantify the stfengths and weaknesses of each of the pseudo methods and the 
reasons behind it success or failure. 
5. To develop a new optimal grid coarsening scheme which will produce less error 
when pseudo functions or fine grid relative permeabilities are applied directly into 
the coarse grid models. 
Below we address the main conclusions and findings from the work presented in this 
thesis. 
1. There is no pseudo generation method that is perfect for all the conditions (i. e. 
produces zero error for all simulation problems). However, it is shown that the TW 
method gives more accurate results in applying pseudo functions where gravity 
effects are significant than the Kyte and Berry, Stone and VE methods. 
2. The performance of the Hewett and Archer method is rather similar to the TW 
method in all of the test cases and the reason of this emerged in the course of this 
work. 
3. The Stone method performs very badly in a dipping model compared to when the 
model is horizontal. In a horizontal model, a high value of gravity to viscous ratio 
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will have negligible impact to the Stone method although this method ignores the 
gravity terms altogether. Refer to conclusions nos. 6 and 7 below for further details. 
4. When fluid flow is, under the viscous-dominated regime, all the dynamic pseudo 
functions perform quite similarly with high accuracy. The VE method will 
definitely fail in this case. 
5. If the fine grid accurately reproduces reservoir flows, which may be viscous 
dominated, gravity dominated or in a flow regime where all forces are significant, 
the TW will give accurate upscaled answers compared to the VE method. 
However, if the system is actually at the VE limit but the fine grid fails to resolve 
this, then the TW (or any other dynamic pseudo methods) will give the same 
(inaccurate) answer as the fine grid. In the VE limit, the VE pseudo method is 
shown to be very accurate and robust since it does not require any fine grid 
calculation. 
6. For purely horizontal models and negligible capillary pressure, the exact weighting 
of the fluid potential difference in the averaging process is quite irrelevant since 
A(Dg will always equal to A(D. and can be factored out in the fractional flow 
calculation. That is, all potential weighted methods are guaranteed to get the correct 
fractional flow in a horizontal case by summing the respective fluid flow rate only. 
Hence, for this case, the Stone method will lead to the same fractional flows as 
other pseudo method such as the TW and HA methods although the gravity terms 
are ignored in the calculations of the Stone method. Thus, as long as we know the 
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respective fluid flow rates from the fine grid runs, the fractional flow of the coarse 
grid models can be correctly reproduced. 
For this case, the Kyte and Berry method may give a different fractional flow since 
the selection of kj as a weighting factor in averaging the fluid pressure (which is 
also a function of respective fluid saturation) will set the A(D. to be different from 
the A(DO. A comparison between the TW and the Kyte and Berry methods shows 
that the difference between these two methods is due to the different weighting 
factors used in the pseudo equations. The relative permeability weighting used in 
the Kyte and Berry method is particularly inappropriate in cases where 
gravitational effects are significant. 
7. For dipping models, the gravity term, ApgZh-, cannot be ignored in averaging the 
fluid potential differences i. e. A(D, # A(D.. Therefore, the selection of the weighting 
factor and other style of averaging these values can be seen as essentially an 
attempt to correct for the gravity term. As long as one particular method takes into 
account the gravity term (ApgAh) in its calculation, the results will be a better than 
methods that ignore it. This is the reason why the Stone method failed in a dipping 
model. 
8. It is difficult to establish which pseudo method reproduces the "correct" fine-grid 
fluid mobility and pressure distributions since the vertical fluctuation in fine-grid 
fluid potential difference is rather large especially at the coarse block nearest to the 
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injector. However, at this point, we will treat any method that reproduces the 
correct fractional flow and results in a A(D that fall within certain "tolerable limit" 
as a good pseudo method. As such, we conclude that both HA and TW pseudo 
methods perform equally well in matching the fine grid fractional flow as well as 
the fluid mobility compared to the other well-known pseudo methods of the Kyte 
and Berry, the Stone or the VE. 
9. In a 3D ---> 3D or 3D --> 2D upscaling, we found out that as long as the required 
pseudos are calculated independently in each of the coarse-grid dimension it will 
guarantee the very accurate reproduction of the fine grid results in the coarse grid 
models. By adopting such directional pseudos, each of the dimensions in the coarse 
grid model will be treated like a separate ID model and the same results as the 2D 
cross-sectional models can be expected. 
10. We have also applied the results from Durlofsky of a new averaged saturation 
equation with gravity effect included. In this new equation, we make several 
interesting features: 
e We note that the fine scale functions f (fine -scale fractional flow) and 
q (fine-scale oil relative permeability times fractional flow) appear 
explicitly in the coarse scale equation. These functions are not modified 
for use in the coarse scale models-, i. e. the f and 77 have the same 
functional forms on both the fine and coarse scales. 
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* The coarse scale equation is seen to contain three additional terms 
invoIving higher moments that account for the sub-grid effects. The 
moments that appear explicitly are SS', vS'and kS', and these terms 
are always multiplied by derivatives of f or q. The moments appearing 
in the gravitational terms (the terms multiplied by gAplp. ) are SS' and 
k"S' only; vS' does not appear; whereas in the viscous term only SS' 
and vS' appear. 
11. We have demonstrated that the volume averaging procedure can be used to model 
the form of the coarse grid error. We showed that the coarse grid error could be 
minimized by designing the coarse grid models such that certain of these higher 
moments are minimized. The specific sub-grid measure that best correlated with 
the coarse grid error was shown to vary depending on whether rock curves or 
pseudo functions were used in the coarse grid model. 
When rock curves were used in the coarse grid model, the fluctuating moments in 
the form of variance is recommended. However, when pseudo functions are 
applied in the coarse grid model, the moments should be in the form of the C, 
expressions. 
12. The use of pseudo functions together with the new optimal grid coarsening scheme 
provides results of significantly better accuracy than does the use of rock curves 
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alone for the cases considered. The effects of numerical dispersion in the specific 
coarse grid models were found to be relatively small, indicating that the 
effectiveness of the pseudo functions results from their ability to capture the 
effects of fine scalc heterogeneity and not from correcting the numerical dispersion 
in the coarse grid models. 
13. We also have demonstrated the applicability of the new optimal grid coarsening 
scheme in more general cases, where we coarsened the 20-layer systems to models 
containing more than 2 layers. Both the TW and Kyte and Berry pseudo methods 
were considered. We showed that the accuracy of the coarse grid descriptions for 
these problems depended on both the number and configuration of the layers and 
that the coarse grid error continued to correlate well with the sub-grid properties as 
in the 2-layer cases. 
The performance of the pseudo functions for these problems did not always 
improve as we increased the number of coarse grid layers. The results from this 
part of the study suggest that a user could optimally select the number and 
configuration of the coarse scale layers from a single fine grid solution. This 
means that the various possible combinations of the coarse grid models need not 
all be simulated to determine the optimum coarse grid representation for a given 
case. 
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7.2 DIRECTIONS OF FUTURE RESEARCH 
Several possible future directions could be pursued following the work in this thesis as 
follows: 
1. To test and validate the TW pseudo equations and the new optimal coarsening 
approach with a wider spectrum of realistic geological models (e. g. cross-bedded, 
rippled etc). 
2. To test and validate the TW method and the new optimal coarsening schemes at a 
range of different length scales (e. g. from lamina scale to core plug scale and/or 
from core plug scale to geological model scale). 
3. To incorporate the effects of capillary pressure and compressibility in the TW 
pseudo equations. 
4. To study the effects of different boundary conditions between the fine grid and the 
coarse grid models. In other words, applying the TW method and optimal grid 
coarsening schemes in coarse grid models without the need to run the fine grid 
model. 
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Abstract 
In this paper, we investigate the use of pseudo functions in 
immiscible two phase displacements in oil-gas systems, where 
the effects of large mobility differences and gravitational 
forces are normally encountered. For this specific reason, a 
new pseudo-isation scheme known as the Transmissibility- 
Potential-Weighted (TPW) method has been developed and 
tested against several well-known pseudo methods such as the 
Kyte and Berry', the Stone 2 and the Vertical Equilibrium 3 
(VE) methods. Better performance relative to the other well- 
known pseudo methods was found especially in the gravity- 
dominated cases encountered in immiscible gas injection. 
This is shown for a wide range of cases. In addition, a 
detailed discussion on the limits and applicability of the VE 
method is also included. 
Based on results from the TPW method, a new grid 
coarsening scheme for pseudo-isation has been developed and 
validated. This technique takes into account not only the static 
properties (i. e. permeability, porosity etc. ) of the fine grid 
models, but also the dynamic properties of the fluid flow. The 
idea of this coarsening scheme is to identify regions (possibly 
layers) of the fine grid where there is low variabilhy of gas 
saturation, and to take such regions as the corresponding 
coarse grid blocks. The measure of variability used is the 
coefficient of variation of the gas saturation. The resulting 
coarsening scheme may be non-uniform, but fulfils the 
purposes of using pseudo functions (i. e. to control numerical 
dispersion, to capture the effects of small scale heterogeneity, 
to reduce the number of grid blocks etc. ) with less error and 
without any adjustment to the pseudo equations themselves. 
Introduction 
In modern reservoir characterisation, a detailed geological 
reservoir description may produce a model with millions of 
grid blocks each with individual geological and petrophysical 
properties. These properties, such as permeability and relative 
permeability, may vary significantly within the reservoir and 
their effective values depend on the length scale being 
considered. For example, variability in permeability can be 
observed in reservoir facies down to the smallest scale of 
lamination (MM)4-6. 
Fluid flow simulation using such full-field geological 
models directly is very costly and often exceeds the 
computational capabilities which arc practically available. 
Such fine scale models need to be scaled up before they can 
be used easily. This process may be a simple averaging/ 
collapsing of the grid or might involve the application of a 
full dynamic upscaling method. When successfully applied, 
the pseudo functions produced in a dynamic upscaling 
method will incorporate the interaction between small scale 
multi-phase fluid flow and heterogeneity, as well as 
correcting for the numerical dispersion in the coarse grid 
model. Several techniques for generating pseudo functions 
have been reported in the literature 1-3.7-14 . However, most of 
these existing approaches have been tested using water-oil 
systems where gravity effects may not be very important. The 
use and validity of these pseudo-isation methods is 
investigated in this paper for oil-gas immiscible 
displacements. Such cases should provide a more stringent 
test of the various upscaling algorithms since they involve 
both significant gravitational effects as well as the effects of 
gas channelling / lingering due to unfavourable mobility 
ratios. 
In general, the objectives of this paper are three-fold. 
Firstly, we propose a new dynamic pseudo-isation algorithm 
known as the Transmissibility-Potcntial-Weighted (TPW) 
method that has been developed specifically to handle cases 
where there is a significant effect of gravity in the simulation 
models. This new method is tested and validated against 
several well-known 
2 
pseudo approaches such as the Kytc and 
Berry', the Stone and the Vertical Equilibrium (VE)-' 
methods. Better performance relative to the other well-known 
pseudo methods was observed for the TPW method, 
especially in the high gravity cases. Secondly, we investigate 
the conditions under which the new TPW method performs 
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better than the existing approaches, especially the Kyte and 
Berry method, in immiscible gas injection processes. In this 
context, a detailed analysis of grid block sensitivity to the 
accuracy of the pseudo-isation techniques is presented. This 
in turn explains the limit and applicability of the VE method. 
Thirdly, we propose a new (21) -4 2D) coarsening scheme Zý 
that reduces the amount of error in duplicating the 
performance of the fine grid models. 
Development and Validation of the TPW Method 
Development of the TPW method. The new TPW method 
follows exactly the same approach as the Kyte and Berry 
method except in the averaging the fluid potential difference at 
the coarse grid level. Using the notation in Figure 1, Darcy's 
law was applied in order to obtain the pseudo relative 
permeability for each of the fluid phases in the coarse grid 
blocks as follows (an over bar, R, will be used to denote 
quantities evaluated at the coarse grid scale): 
-pp. qp. AX krp = 
AY. AZ. kx. A(Dp 
spij. pvij 
Pv 
(5) 
j=l i=l 
The rationale for the TPW method is that we do not want 
to average the fluid potential differences in the coarse grid 
blocks by first calculating the average fluid potentials in each 
of the coarse grid blocks and then taking the difference 
between them. Rather, we calculate a weighted average of 
the fluid potential gradients between the coarse blocks 
directly from the fine grid gradients. In this context, when 
these pressure gradients are the same (or similar), this method 
will give results which are the same as (or close to) the Kytc 
and Berry approach. It is only when there are significantly 
different potential gradients in the various grid layers that 
differences are seen. Furthermore, it appears that the selection 
of the product of transmissibility and the fluid potential as the 
weighting factor in averaging the fluid potential gradients is 
more appropriate especially in the high gravity dominated 
environments. 
where PL p, qP and AO p are the average phase viscosity, L- 
flow rate and fluid potential difference of phase p, 
respectively; AX, AYand AZ are the coarse grid block 
dimensions in the x-, y- and z-directions. The flow rates of 
individual fluid phases in the fine and the coarse grid blocks 
were matched by summing the respective phase flow rates 
over the fine grid blocks located at the coarse grid block 
boundary as shown below: 
[q 
pj p ., 
1-5 
j=l 
and the averaged potential difference, A(D in the TPW Cý P 
method is defined as: 
[Tý, j. (Dj. A(D, 
A(D p5 (3) 11 T"j 
. (D pj 
j=l 
where Aq) is given by the following equation Pi 
, A(D pj = 10 pj 18-[ Opi 1.. 3 . 
To be meaningful, the derived pseudo relative permeability 
must be related to the average saturation in the coarse grid 
block. In this case, the saturation was averaged using pore 
volume weighting over the fine grid blocks to give the 
following value in a coarse grid block: 
Numerical Testing of the TPW Method. The new TPW 
method was validated against the three most widely used 
pseudo generation methods: viz. the Kyte and Berry', the 
Stone 2 and the vertical equilibrium (VE)3 methods. Cross 
sectional models of 100 xIx5 were used to evaluate these 
upscaling methods. These fine grid models were scalcd up to 
aID model with a grid dimension of 20 xIx1, which meant 
that every coarse grid block contained 25 fine grid blocks. 
The initial properties of the fine grid blocks are as follows: 
Porosity, 0=0.2; 
Grid block sizes DX = DY = DZ = 25 ft. (7.63 in) 
Viscosities, P" = 10 cp ; pg = 0.1 cp 
Densities, Oil, P. = 43.68 lb/ft-I (700 Kg/m-3); 
Gas p, = 0.06243 lb/ft 3 (1.0 Kg/m-3) 
The fluids were assumed to be incompressible and 
immiscible. The rock relative permcabilitics were power law 
curves, given by the following equations from Guzman ct a19: 
K,,, = (( I -Ss - Sorg - S., c) 
/(I-S. 
ý - S.. 8)) 
2.7 
K, g = (( Ss - Ss, ) / (I - Ss, - Sý, ))i 
0 
where S, ý, c = 0.15, Ssc = 0.05 and S.., = 0.1. In all cases, 
capillary pressure was i, anored, although we may have to 
derive the "rock" curves from a capillary equilibrium 
upscaling calculation in some cases". Gas was injected from 
an injector located at the left of the model and dead oil was 
produced from a well on the right of the model. Both wells 
were completed vertically throughout the model and the 
injection rate was set to give a frontal velocity of 0.3 m/d. 
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To test and evaluate the four methods discussed above 
(VE, Kyte and Berry, Stone and TPW), seven cases were 
developed as shown in Table 1. Cases I and 2 were designed 
to evaluate the four methods in models with free cross flow 
between layers; Cases 3 and 4 examined models where the 
cross flow between layers was restricted by barriers; Cases 5, 
6 and 7 were constructed to test the performance of the 
upscaling methods in a dipping reservoir with low gravity 
(high viscous forces) and high gravity (low viscous forces) 
cases, respectively. 
The conventional gravity to viscous ratio (N,, ) was 
calculated using the equation given by Zhou et al 16 as follows: 
Ngv= 
ApgLkav 
Hqg 
0 
(6) 
where Ap is the difference in the fluid densities, g is the 
gravitational constant, L is the reservoir length, kav is the 
average vertical permeability, H is the reservoir thickness, q is 
the total Darcy flow velocity and p,, is the oil viscosity. 
Discussion of the Results. The results of all the test cases are 
summarised in the Table 2, where the normalised rms error in 
total oil recovery is used as our quality index. The normaliscd 
rms errors were calculated from the difference in oil recovery 
(using normalised curves) between the coarse and the fine- 
scale models, over a range of pore volumes injected. The 
numbers in brackets in Table 2 show the normaliscd rms error 
of each method relative to the TPW method. Taking a 10% 
cut-off as our differentiating criterion, the numbers in bold in 
Table 2 show the relative weakness of each method compared 
to the TPW method; i. e. this criterion is that < 0.9 suggests 
that the method performs better than the TPW method and > 
1.1 indicates that the method is poorer. In general, the results 
show that the Kyte and Berry method produces larger errors 
compared to the Stone method in non-dipping, gas-oil systems. 
On the other hand, the Stone method is found to be very poor 
in dipping systems, as expected since gravity was neglected in 
deriving these equations (Guzman et. al, 1994)9. In all the 
cases investigated, the VE pseudo approach is the least 
acceptable (even in Case 7, where the effect of gravity is 
high). The reasons behind this apparent weakness of the VE 
method are further investigated and are presented in the 
following section. 
The TPW method shows promising results both in dipping 
and in non-dipping systems. In all scenarios, the TPW method 
performs equally well or far better than the Kyte and Berry, 
the Stone or the VE methods in handlina immiscible aas-oil 
systems. It is also evident that the TPW method gives far 
better results in Case 7 where the gravity effect is dominant 
compared with the other pseudo methods. Further analysis of 
the conditions under which this new method performs better 
than the Kyte and Berry method is presented below. 
Further Analysis of the Scaleup Methods 
Comparison of the TPW and Kyte and Berry Methods. 
In order to investigate the relative strengths of the TPW and 
the Kyte and Berry methods, we extended our analysis to 
include an additional fourteen cases which covered a much 
wider spectrum of mobility ratio, density difference, Qkh 
ratio and N,,,. The description of the models for the new cases 
(Case A through Case N) are presented in Table 3. For each 
of the cases, the quality index (the normalised rms error) and 
the gravity to viscous ratio (N,, ) were calculated. 
Homogenous Models. Grouping all of the homogenous 
models together (Case 6,7, A, B, C. D, E and F), the 
percentage difference" between 
b 
these two methods was 
plotted against the calculated NsV on a log-log scale. A clear 
correlation between these quantities was evident with a 
coefficient of determination (R 2) of more than 0.84, as shown 
in Figure 2. Thus, it was concluded that the strength of the 
TPW over the Kyte and Berry method was in the high gravity 
scenarios. 
All Models. Now, extending the above finding using all 
the 21 models (Cases I-7 and Cases A- N), the same 
percentage difference' between these two methods vs. Nsv 
was plotted in Figure 3. The same trend was observed in this 
figure with an R2 of -0.69 thus confirming our previous 
finding using the homogenous models. 
Analysis of Differences Between the TPW and the Kyte 
and Berry Methods. There are two main differences 
between the TPW and the Kyte and Berry methods. First, as 
seen in Equation 3, the TPW method uses the product of two 
parameters as its weighting factor in calculating the averaged 
fluid potential difference at the coarse grid level. The 
parameters used are the transmissibility and the fluid 
potential. On the other hand, the Kyte and Berry method uses 
the product of absolute permeability, relative permeability 
and grid block thickness as its weighting factors. All of the 
weighting parameters for both of the pseudo methods arc 
evaluated at the ccntre grid blocks. The second difference 
between these two methods is that the TPW method averages 
the fluid potential difference directly between two coarse grid 
blocks whereas the Kyte and Berry method first averages the 
fluid potential in each individual coarse grid block then takes 
the difference between them. 
Evaluation of the Averaging Method. The question that 
must be answered now is: which of these differences 
contribute to the improved performance of the TPW method? 
Two runs were made to evaluate the relative effects of these 
differences, denoted STEP I and STEP 2. Run STEP I was 
performed to evaluate the two differences mentioned above 
i. e. different weighting factors and different averaging C 
a Percentage differences were calculated using the TPW method as a base 
case. A positive number means that TPW method produces less error 
compared to the Kyte and Berry method, whereas a negative number implies 
the opposite. 
All Ngv values of 0.0 (due to kvIkh of zero) were ignored. 
C Only two cases produced small negative numbers (Case D and Case E). 
Both of the points were ignored because they cannot be plotted on a log-log 
graph. 
201 
202 N. H. DARMAN, K. S. SORBIE AND G. E. PICKUP SPE 51941 
techniques used by each of the methods. Case 7 was used as 
a comparison case since, in this case, the difference in the 
quality indicator (the normalised rms error) between the two 
methods is among the greatest. Case STEP I uses a method 
that is basically the same as the Kyte and Berry method 
except that the run used the TPW style of averaging the fluid 
potential difference (the weighting parameters were kept the 
same i. e. the product of absolute permeability times relative 
permeability times grid block thickness). Thus, the difference 
between STEP I and the TPW method, will reflect the 
importance of the weighting factor used and the difference 
between STEP I and the Kyte and Berry method will reflect 
the importance of the averaging method for calculating the 
fluid potential difference used by each of the pseudo 
techniques. 
The results in Figure 4 show that the curves for the Kyte 
and Berry method and STEP I are barely distinguishable. This 
implies that the techniques for averaging the fluid potential 
difference between the two pseudo methods produce the same 
results (at least for this particular case). On the other hand, the 
difference in the result between STEP I and the TPW method 
is very large which implies that most of the difference between 
the Kyte and Berry method and the TPW method is caused by 
the different weighting factors used by each of the methods. 
Thus, we conclude that the weighting factor used in the TPW 
method is the main cause of the improvement of the TPW 
method over the Kyte and Berry method. 
Evaluation of the Weighting Parameters. The previous 
result leads immediately to the question: which of these 
weighting factors is good and which one is inappropriate? Run 
STEP 2 was performed to evaluate which of the weighting 
parameters used in the Kyte and Berry equations made the 
method less accurate compared with the TPW method. Again, 
Case 7 was used as a reference case for the same reasons as 
above. STEP 2 used a method that is basically the same as the 
Kyte and Berry method except that the run eliminates the use 
of relative permeability as a weighting parameter (only 
permeability times layer thickness is used). 
The results as shown in Figure 5 clearly demonstrate that 
the relative permeability is inappropriate as a weighting factor, 
especially when the flow is gravity dominated (as in Case 7). 
After eliminating it as a weighting factor, the performance of 
the Kyte and Berry method tracks very closely to the TPW 
method and shows a considerably improved performance. 
Grid Block Sensitivity of the VE Method. It is reasonable 
to expect the VE method to fail in low gravity cases, such as 
Case 6. However, when the VE method failed in Case 7 (high 
N,, ) we decided that further investigation was required. From 
the mathematics of the VE method, it is known that, for the 
homogenous models of Cases 6 and 7, the resulting pseudo 
functions produced by the VE method do not depend on the 
number offine grid blocks. They depend only on the coarse 
grid blocks or the overall model dimensions. Figure 6 shows 
the plot ofrecovery factor versus the pore volume injected for 
the 5,25,50 and 200 layer models using Case 7 as the base 
case (high Nsv). The recovery profiles of the models are 
converging towards the coarse grid VE results with increasing 
numbers of layers in the fine grid block models. We conclude 
that the fine grid model dimension of 25 feet that we used in 
our previous test cases did not resolve the segregation of fluid 
sufficiently accurately for the VE method to be applied. This 
is the reason why we surprisingly see that the VE method 
"fails" (in the sense that it does not reproduce the fine 5 layer 
grid model) in Case 7 even though the N,, number is 
relatively high. Clearly, for Case 6 (low N,,, ), the VE method 
will not work regardless of the number of layers used in the 
fine grid models. 
Grid Block Sensitivity of the TPW Method In contrast to 
the VE method discussed above, the equations of all the 
dynamic pseudo function methods, such as the TPW method, 
are designed primarily to capture the fine grid performance 
from which they were derived. Figures 7 and 8 show the 
results for the 5 and 50 layer models using the TPW method 
in gravity dominated and viscous dominated flows 
respectively. As we can see from these two figures, the results 
for the coarse grids using TPW method are dependent on 
their respective fine grid simulation results only. 
In summary, as long as the fine grid is accurately 
reproducing the physical system, which may be viscous 
dominated, gravity dominated or in a flow regime where all 
forces are significant, the TPW will give accurate upscalcd 
answers. However, if the system is actually at the VE limit but 
the fine grid cannot resolve this, then the TPW will give the 
same (inaccurate) answer as the fine grid. In contrast, the 
Kyte and Berry method does not accurately reproduce the 
results on the coarse grid when gravitational forces become 
significant. 
Improved Dynamic Grid Coarsening Scheme for 
Scaleup In High Gravity Cases 
The objective of this part of our study is to suggest a grid 
coarsening scheme which uses more than the static properties 
of the fine grid models, such as permeability distribution, net- 
to-gross ratio ctc. Such a coarsening scheme should use the 
dynamic properties of the fine grid model such as the flood 
pattern, pressure and saturation distribution. It is hoped that 
this approach will result in more accurate predictions of 
important quantities such as total oil recovery and gas-oil 
ratio when pseudo functions are applicd. 
The first step in achieving this objective was to identify 
which dynamic parameters should be used in charactcrising 
the coarsening scheme. We take as the quality indicator of a 
particular coarsening scheme, the normalised rms error on 
recovery factor (RF) profile-, the lower this quantity the better 
the model. We therefore investigated several quantities which 
might correlate with this quality indicator, including: (i) the 
average coefficient of variation d (CV) in the pressure 
distribution; (ii) the average C, in the fluid potential 
difference, (iii) the average C,, in the total flow rate, Ov) the 
average C, in the gas flow rate; and (v) the gravity to viscous 
d The average coefficient of variation is a pore volume average of the Cv in 
each of the coarse grid blocks, for all the calculated time steps. (Cv is equal 
to standard deviation divided by mean). 
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ratio, N,,. All of these quantities failed to give a satisfactory 
coefficient of determination, R2, as shown in Figures 9a-9c 
(R 2- in the range of 0.0257 to 0.4233). 
However, the quality indicator correlates very well with the 
averaged coefficient of variation in the gas saturation (i. e. 2 
C" 
in S. ), as shown in Figure 10a for homogenous models (R = 
0.926) and in Figure 10b for all of the models (R 2=0.7697). 
Thus, we may conclude that a model with a lower coefficient 
of variation in gas saturation will produce less error in 
duplicating the fine grid performance and that this -ill provide 
a good basis for the coarsening scheme. 
We then apply this idea to our 2D -ý 2D coarsening 
scheme where we wish to separate the layers with high gas 
saturation from those with low saturations based on the 
statistics of averaged C, in S.. Pore volume was used as a 
weighting factor in combining the C, in S. for all of the coarse 
grid layers. 
Grid Coarsening Methods. We adopt the same test models as 
above except that the number of fine grid layers was increased 
to 20 (100 xIx 20). All of the fine grid models were scaled 
up to a 2D model with a grid dimension of 20 xIx2. To test 
and evaluate these ideas, five test models using three different 
permeability scenarios were run as shown in Figure II viz. 
CASES I-V. To simplify the problem, the 20-layer fine grid 
models were coarsened only to 2-layer models. All the 
resulting pseudo relative permeabilities both in the x- and the 
z-directions for each of the coarse grid blocks were kept and 
used. Since the number of layers in our fine grid model is 
twenty, there are only 19 possible coarsening schemes to be 
considered in our 2D -ý 2D scenario and one coarsening 
scheme in 2D --ý ID scenario. The possible coarsening 
schemes are listed in Table 4. 
In order to reduce the number of runs needed for all the 
five test models (CASES IN), only coarsening options 5,7,9, 
10,11,13,15,17 and 20 were considered. Before each of 
these options was run, the values of C, in S. were calculated 
based on the gas saturation distribution of the fine grid models. 
Each of the coarsening options was then run and the results 
were compared with the fine grid performance. The results for 
each of the test models are discussed below. 
Discussion of the Results. For each of the five cases (CASES 
IN), three figures are presented. The first shows the averaged 
C, in S. together with the averaged normalised rms error in 
total oil recovery (the quality index) for each of the coarsening 
options. In the second and third figures, the averaged C, in S, 
(for each of the coarsening options) is plotted against the 
averaged normalised rms error in oil recovery and cumulative 
gas produced respectively. Each case is discussed below. 
Case I, klkh = 0.0. This case was designed to show gas 
over-ride with no cross flow between the 20 fine grid layers. 
Figure 12a suggests that the best coarsening scheme for this 
particular case should be around the middle of the model i. e. 
layer I of the coarse grid layer should be taken from fine grid 
layer I through 8. By adopting this coarsening scheme, the 
quality index is reduced from 0.0054 for a 2D --+ ID 
coarsening scheme to less than 0.001, a significant 
improvement. 
The results in Figures 12b and 12c confirm the view that 
we can reduce the error in calculating pseudo functions if we 
can segregate the coarse grid layers according to the 
minimum C, in S.. These figurcs show the results in terms of 
the total oil recovery and the cumulative gas produced vs. the 
quality indicator, respectively. The correlations (R 2 -0.78, in 
each case) are reasonably good. 
Case 11, klkh = 0.0. This case was chosen to have gas 
under-running with no cross flow between the 20 fine grid 
layers. As above, Figure 13a suggests that the best coarsening 
scheme for this case should also be around the middle of the 
model; layer I of the coarse grid layer is from fine grid layer 
I through 8. It is evident that a significant improvement can 
be achieved by adopting this coarsening scheme. Figures 13b 
and 13c, show the results in terms of total oil recovery and 
cumulative gas produced vs. quality indicator, respectively. 
The R2 values in these figures (> 0.96) further support the 
idea of splitting the coarse grid layers according to the 
minimum value of C, in S.. 
Case III, klkh = 1.0. This test model is exactly the same 
as Case I discussed above except that the k, /kh ratio is 
increased to unity and hcnce gravity cross flow will reinforce 
the tendency of the permeability distribution to segregate the 
injected gas and the reservoir fluid (oil). The results in 
Figure 14a indicate that the best coarsening scheme for this 
case is shifted from the middle of the model (as seen in Case 
1) to the top of the model, i. e. that layer I of the coarse grid 
model should be from fine grid layer I through 5 only. 
Again, the R2 values (>0.96) in Figures 14b and 14c support 
the main thesis of the coarsening scheme. 
Case IV, k/kh = 1.0. This test model is the same as Case 
Il except that the k, 1kh ratio is increased to unity. This is a 
difficult case since the fluid flow in this model is strongly 
controlled by the opposing effects of the permeability 
distribution (decreasing upward) and the gravity force due to 
large differences in fluid densities. The rms error of this test 
model increases when the coarsening scheme goes down the 
model from layer I to approximately layer 15; it then 
decreases to a very small value for the rest of the fine grid 
layers as shown in Figure 15a. For this case, the 2D -* ID 
coarsening scheme is essentially the best option for such a 
scheme. R2 values for this case (- 0.6) are reasonable but are 
not quite as good as for the previous cases as shown in 
Figures l5band 15c. 
Case V, Homogenous modeL In this case, the 
permeability distribution is set to be isotropic and uniform 
with a value of 500 md. As shown in Figure 16a, the splitting 
scheme of the coarse grid layers should take place slightly 
below the middle of the model (layer I of the coarse grid 
layer should be from fine grid layer I through I I). By 
adopting this layer grouping, the normalised rms error is 
reduced from 0.0046 for a 2D --> ID coarsening scheme to - 
0.0018. Again, the resulting R2 values (0.82 - 0.84) show an 
good correlation of total oil recovery and cumulative gas 
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produced vs. quality indicator as shown in Figures l6b and 
16c. 
Summary and Conclusion 
In this work, the main findings on the use of pseudo functions 
in reservoir flow situations where gravitational effects are 
significant are as follows: 
1. It is shown that the TPW method gives more accurate 
results in applying pseudo functions where gravity effects are 
significant than the Kyte and Berry, Stone and VE m, -thods. 
2. A comparison between the TPW and the Kyte and 
Berry methods shows that the difference between these two 
methods is due to the different weighting factors used in the 
pseudo equations. The relative permeability weighting used in 
the Kyte and Berry method is particularly inappropriate in 
cases where gravitational effects are significant. 
3. If the fine grid accurately reproduces the reservoir 
flows, which may be viscous dominated, gravity dominated or 
in a flow regime where all forces are significant, the TPW will 
give accurate upscaled answers. However, if the system is 
actually at the VE limit but the fine grid fails to resolve this, 
then the TPW will give the same (inaccurate) answer as the 
fine grid. 
4. The error in applying the TPW equation in a (213 --ý 2D) 
grid coarsening scheme can be reduced if we separate the 
regions (layers) within which the variability in gas saturation 
is as low as possible (based on the average coefficient of 
variation in gas saturation, C,, of S. ). The resulting coarsening 
scheme may be non uniform but will fulfil the purpose of using 
pseudo functions with less eff or and without any adjustment to 
the pseudo equations. 
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Cases Perm 
layer 
1-2 
Perm 
layer 
3-5 
k, /kh Dip Mobil- 
lity ratio 
Density 
ratio 
Ngv 
Case 1 500 10 1 0 100 700 0.0958 
Case2 10 500 1 0 100 700 0.0649 
Case3 500 10 0 0 100 700 0.0 
Case4 10 500 0 0 100 700 0.0 
Case5 500 500 1 15' 100 700 - 
Case6 500 500 1 0 100 1.001 0.0003 
Case7 
. 
-500 500 1 0 10 7000 19.754 
Table 1: Case descriptions for Case I to Case 7 
Cases Kyte & Stone TPW VE 
Berry 
Case 1 0.01419 0.01283 0.01289 0.03384 
(1.1007) (0.9953) (1.0000) (2.6252) 
Case 2 0.00321 0.00252 0.00267 0.03883 
(1.2029) (0.9428) (1.0000) (14.5422) 
Case 3 0.01019 0.01069 0.01039 0.04822 
(0.9812) (1.0294) (1.0000) (4.6414) 
Case 4 0.004378 0.00464 0.00465 0.10884 
(0.9415) (0.9980) (1.0000) (23.4061) 
Case 5 0.0114 0.02902 0.01108 0.1754 
(1.0309) (2.6195) (1.0000) (15.8285) 
Case 6 0.00315 0.00313 0.00315 0.07036 
(1.0001) (0.9935) (1.0000) (22.3371) 
Case 7 0.04241 0.00955 0.00531 0.02479 
(7.98 (1.7982) (1.0000) (4.6678) 
Table 2: The rms errors in oil recovery factor for each of the cases; Cases I to 7; 
results normalised to the TPW case with worst cases > LI 
Cases Perm 
layer 
1 
Perm 
layer 
2 
Perm 
layer 
3 
Perm 
layer 
4 
Perm 
layer 
5 
kIkh Mobility 
ratio 
Density 
ratio 
No, 
Case A 500 500 500 500 500 1.0 100 700 1.9729 
Case B 500 500 500 500 500 1.0 100 70000 197.56 
Case C 500 500 500 500 500 1.0 10 700 19.7286 
Case D 500 500 500 500 500 1.0 100 1.01 0.01 
Case E 500 500 500 500 500 1.0 100 1.05 0.1 
Case F 500 500 500 500 500 1.0 100 2.06 1.0 
Case G 500 10 500 10 500 1.0 100 700 0.09581 
Case H 500 250 500 250 500 1.0 100 700 1.4092 
Case 1 500 500 500 10 10 0.1 100 700 0.0096 
Case J 10 10 10 500 500 0.1 100 700 0.0065 
Case K 500 10 500 10 500 0.1 100 700 0.0096 
Case L 500 10 500---, 10 500 0.0 100 700 0.0 
Case M 500 250 500 250 500 0.1 
, 
100 700 0.1409 
_Case 
N 500 250 500 250 500 0.5 100 700 0.0 
Table 3: Case descriptions for Case A to Case N 
205 
Option Coarse grid layer I 
is from fine grid 
Coarse grid layer 2 
is from fine grid : 
I layer I through I layer 2 through 20 
2 layer I through 2 layer 3 through 20 
3 layer I through 3 layer 4 through 20 
4 layer I through 4 laver 5 through 20 
5 layer I through 5 layer 6 through 20 
6 layer I through 6 laver 7 through 20 
7 layer I through 7 laver 8 through 20 
8 layer I through 8 laver 9 through 20 
9 layer I through 9 layer 10 throu gh 20 
10 layer I through 10 layer II through 20 
11 layer I through II layer 12 through 20 
12 layer I through 12 layer 13 through 20 
13 layer I through 13 layer 14 through 20 
14 layer I through 14 layer 15 through 20 
15 layer I through 15 laver 16 through 20 
16 layer I through 16 layer 17 through 20 
17 laver I through 17 layer 18 through 20 
18 layer I through 18 layer 19 through 20 
19 layer I through 19 layer 20 through 20 
20 Fine grid layer I through 20 
-1 
Table 4: Possible options in 20 layer -+ 2 layer coarsening. 
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Figure 1: Grid coarsening scheme for upscalin--- methods 
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Figure 2: Percentage differences in normalised rms error 
between the K&B and TPW methods vs. N,,; Homogenous 
models. 
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Figure 13b: Averaged C,, in S. vs. averaged normaliscd rms 
error in oil recovery (CASE II) 
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Figure 13c: Averaged C., in S, vs. averaged normalised rms 
error in cumulative gas produced (CASE 11) 
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Figure 16a: Averaged C,, in S,, and averaged normaliscd rms error 
vs. coarsening scheme (CASE V) 
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Figure 16b: Averaged C, in S, vs. averaged normalised 
rms error in oil recovery (CASE V) 
CASE V: HOMOGENEOUS 
09 
0.8 
0.7 
06 
cm 0.5 
U) 
c 0.4 
0.3 
0.2 y 1679.4x + 0.0783 
0.1 R2 . 0.8422 
0 
0.0001 0.00015 0.0002 0.00025 0.0003 0.00035 0.0004 
Averaged normallsed rms error In cummulative gas produced 
Figure 16c: Averaged C,. in Sg vs. averaged normalised rms 
error in cumulative gas produced (CASE V) 
U) 
E 
211 
CASE V: HOMOGENEOUS 
i 
APPENDIX Il ý 
SPE 59452 
Society of Petroleum Engineers 
Upscaling Immiscible Gas Displacements: Quantitative Use of Fine Grid Flow Data in 
Grid Coarsening Schemes - N. H. Darman, SPE, Petronas Research and Heriot-Watt University, L. J. Durlofsky, SPE, Chevron Petroleum Technology 
Company and Stanford University, K. S. Sorbie, SPE, and G. E. Pickup, SPE, Heriot-Waft University 
Copyright 2000, Sooety of Petroleum Engineers Inc. 
This paper was prepared for presentation at the 2000 SPE Asia Pacific Conference on 
Integrated Modelling for Asset Management held in Yokohama, Japan, 25-26 April 2000. 
This paper was selected for presentation by an SPE Program Committee following review of 
Information contained in an abstract submitted by the authori(s). Contents of the paper, as 
presented, have not been reviewed by the Society of Petroleum Engineers and are subject to 
correction by the author(s). The material. as presented, does not necessarily reflect any 
position of the Society of Petroleum Engineers, its officers. or members. Papers presented at 
SPE meetings are subject to publication review by Editorial Committees of the Society of 
Petroleum Engineers. Electronic reproduction. distribution, or storage of any part of this paper 
for commercial purposes without the written consent of the Society of Petroleum Engineers is 
prohibited. Permission to reproduce in print is restricted to an abstract of not rnore than 300 
words; illustrations may not be copied. The abstract must contain conspicuous 
acknowledgment of where and by whom the paper was presented Write Librarian, SPE. P. O. 
Box 833836, Richardson, TX 75083-3836, US A., fax0l. 972-952-9435. 
Abstract 
Grid coarsening schemes based on the quantitative use of fine 
scale two-phase flow information are presented and assessed. 
The basic approach is motivated froni a volume average 
analysis of the fine scale saturation equation including 
gravitational effects. Extensive results for layered systems are 
presented. It is shown that coarse grid simulation error 
correlates closely with specific sub-grid quantities involving 
higher moments of fine grid variables, which can be computed 
from the fine scale simulations. By forming a coarse grid that 
minimises the appropriate sub-grid quantity, optimal coarse 
scale descriptions can be generated. The overall approach is 
shown to be applicable to coarse scale descriptions using 
either rock or pseudo relative permeability curves. The 
accuracy of the coarse grid calculations is, however, 
significantly better when pseudo functions are used. The 
method is applied to determine the optimal number and 
configuration of coarse grid layers in more general cases and it 
is shown that coarse grid results do not always improve as the 
number of coarse layers is increased. 
Introduction 
In modern reservoir characterisation, the spatial resolution that 
may be incorporated into geological models often exceeds the 
computational capabilities of fluid flow simulators by a 
significant margin. Therefore, some level of upscaling must 
be applied to the fine scale geological models before they can 
be used for practical flow calculations. This upscaling may be 
a simple block averaging of the single-phase permeability or it 
may involve the application of a complex upscaling procedure. 
When the degree of upscaling is very large, the use of a 
dynamic technique, which may involve the generation of 
upscaled or pseudo relative permeabilities, is generally 
required. 
Several such upscaling methods have been developed and 
described in the literature; 
3 
e. g. the Kytc and Berryl, Stone 2, 
Vertical Equilibrium (VE) and TW4-' methods. Hewett and 
coworkers have also suggested approaches based on 
streamline mcthodS5'6. In general, all of these dynamic 
methods (except VE) involve some procedure for using the 
fine grid flows to generate modified pseudo relative 
permeability and capillary pressure curves at the coarse block 
scale. 
When successfully applied, these pseudo functions will 
accurately incorporate the interaction between small-scale 
multi-phase fluid flow and heterogeneity, as well as correcting 
for the numerical dispersion in the coarse grid models. The 
principal metric is that the upscaling method provides a 
coarsc-scale flow model that accurately reproduces the results 
(recovery profiles, breakthrough times, etc. ) computed using 
the fine grid model. Pseudo functions do have costs and 
limitations associated with them, however, and these must be 
considered when such an approach is applied. Pseudo relative 
permeabilities may be subject to so-called process 
dependence, meaning the coarse scale pseudo functions vary 
with varying global boundary conditions. This in turn can 
result in a lack of robustness in the coarse scale model. In 
addition, when pseudo functions are generated through the 
simulation of a global fine scale flow problem, the 
computational requirements can be excessive in some cases. 
In recent work, Darman ct al. 4 have described a new 
pseudo generation scheme known as the transmissibility 
weighted (TW) method. " This was found to be particularly 
suitable for upscaling immiscible gas processes where large 
adverse mobility ratios and high gravity numbers arc 
commonly encountered. It was also found that the error in the 
coarse grid model predictions (relative to the reference fine 
This method was originally referred to as the TPW method 
(Transmissibility-Potential-Weighted) but, since the potential is non- 
unique, we now use transmissibility weighting only. Numerically, the 
TW method gives virtually identical results to those in Ref. 4. 
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grid results) correlated closely with the sub-grid variability in 
the gas saturation. This variability was expressed as the 
coefficient of variation in the gas saturation, which we refer to 
as the C., in S. (this quantity is computed as the pore volume 
average of the Cýb in each of the coarse grid blocks, over all 
the calculated time steps). Because of the close correlation 4 between the coarse grid error and the C, in S. Darman et al 
were able to approximately minimise the coarse grid 
simulation error by choosing the coarse grid that minimises the 
C, in Sg. This result forms the basis for a npw grid coarsening 
scheme. 
This method differs from conventional coarsening schemes 
in that it takes into account not only the static properties of the 
fine grid models but also the dynamic properties of the fine 
grid simulation runs. This in turn can lead to more accurate 
predictions of important quantities such as the recovery factor 
and gas-oil ratio when pseudo functions are applied. The idea 
of this coarsening method is to identify regions of the fine grid 
models where there is low variability of gas saturation, and to 
take such regions as the corresponding coarse grid blocks. As 
a result, the final composite coarse grid model may include 
both finely gridded and coarsely gridded regions. 
This criterion (minimising the C, in S. ), is not the only 
one that might be applied in developing the grid coarsening 
scheme. In previous work, Durlofsky '8 developed volume 
averaged saturation equations for viscous dominated 
immiscible displacements (i. e. gravity and capillary pressure 
effects were absent). There, it was shown that the coarse grid 
volume averaged equations contain terms involving higher 
moments of certain fine grid quantities. The specific higher 
moments that appear are the variance of saturation' d (a2s) and 
the veloc ity- saturation covariancec (crs). Because these higher 
moments are not explicitly modelled in coarse grid 
simulations, it might be expected that coarse grid errors could 
be reduced by minimising the terms containing these higher 
moments. This could be accomplished by forming the coarse 
grid such that cýs and crs are minimised. This expectation is in 
fact quite consistent with previous results using a non-uniform 
coarsening procedure for viscous dominated displacements. 7 
There is clearly a close link between the numerical 4 findings of Darman et al. and the volume averaging results of 
Durlofsky 7 in that both have identified sub-grid variability in 
saturation as an important quantity to consider in forming the 
coarse grid. However, to more directly apply predictions from 
volume averaging to coarse scale simulations of immiscible 
gas displacements, it is necessary to introduce gravitational 
effects into the volume averaged saturation equation. This will 
then allow a direct comparison to be made between the 
theoretical predictions and the numerical experiments. 
'The coefficient of variation, C, is equal to the standard deviation 
divided by the mean. 
Durlofsky used S. instead of S. 
Note that the difference between a2, and the C, in S. is that the C, in 
S, takes the square root of a, and then divides the number by the 
averaged saturation value for that particular coarse grid block. 
Our intent in this paper is to explore the relationship 
between the volume averaged saturation equation and coarse 
scale numerical simulations for several model problems. We 
will also study the performance of coarse grid models 
developed using our new coarsening scheme in more general 
cases. This paper proceeds towards these goals as follows. We 
first introduce gravitational effects into the volume averaging 
procedure to allow us to assess the coarse scale numerical 
simulations in light of the volume averaged saturation 
equation. We consider many different aggregations of 20-layer 
systems to equivalent 2-layer systems and study the 
relationship of sub-grid variability to error in the coarse scale 
simulation results. We assess the use of both pseudo relative 
permeabilitics and rock curves in these coarse scale 
simulations and determine which measure of sub-grid 
variability is most appropriate for use with each of these 
approaches. In the second part of the paper, we apply these 
findings to more general multi-laycred cases (i. e. the coarse 
grid contains more than 2 layers). In addition, we apply our 
coarsening method in association with both the TW and Kyte 
and Berry methods to study the effect of using other pseudo 
generation methods with our coarsening technique. It is shown 
that the scheme continues to provide accurate coarse grid 
results in these more general cases. 
Effects of Sub-Grid Quantities on Coarse Grid Error 
The objective of this part of our study is to suggest a grid 
coarsening scheme which uses more than the static properties 
of the fine grid models, such as permeability distribution, net- 
to-gross ratio etc. Such a coarsening scheme should use the 
dynamic properties of the fine grid model such as the flood 
pattern, pressure and saturation distribution. It is hoped that 
this approach will result in more accurate predictions of 
important quantities such as total oil recovery and gas-oil ratio 
in coarse grid models. We proceed by first developing the 
volume averaged saturation equation and then discuss our 
numerical simulation results. 
Coarse scale . saturation equation. As indicated in the 
Introduction, the moments appearing in the averaged 
saturation equation for viscous dominated displacements are 
cr 1) sand c;, s , de Fined as: 
2= (Sg 2) 
_ 
(SS)2 
= 
37S-7 
= 
(SS) crs 
a, s=(vs, 
)-(v)(S, )= 7's'=(vs) (2) 
where Sg or S (we use the two interchangeably) represents gas 
saturation, v represents the component of the total velocity in 
the dominant flow direction, the prime denotes a spatially 
fluctuating quantity and an overbar indicates a volume 
averaged quantity (see below). To determine the relevant 
moments for the case of immiscible gas displacement, for 
which gravitational effects are important, we must include the 
gravitational terms in the derivation of the volume averaged 
saturation equation. 
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To develop the volume averaged saturation equation with 
gravity effects included, we proceed as in Ref. 7. We express 
all fine grid quantities as the sum of a volume averaged or 
coarse grid component (designated by an overbar) and a 
fluctuating component (designated by a prime). Specifically, 
for any fine grid variable 0, we write O(x, z)=; 5+V(x, z) 
(see Appendix). Capillary pressure and compressibility effects 
are neglected. The coarse scale saturation equation is then 
derived by inserting these expressions into the fine grid 
equation, volume averaging, and retainiiig terms involving 
products of two fluctuating quantities. Then, by expanding 
terms involving relative permeability and fractional flow 
around the average gas saturation S and again retaining only 
first order terms, we arrive at the volume averaged saturation 
equation. A detailed derivation is provided in the Appendix. 
The final form of the equation is as follows: 
ds 
. Vf -ä-+V (S 
g"p V- -I(kI7(S)+117,. (S)ZFS'+17., (S)7S1-i. 
l= 
0. 
M. 
where the functions f and il are defined as: 
(S) = 
k"Ip, 
-, krgl, u, r +k,, 
lp. 
17 (S) = k,,,, f. 
In Eqs. (3)-(5), t is time, v is the total Darcy velocity, 
Ap-ps - p. (p. is gas density and p,, is the oil density), g is 
gravitational acceleration (acting in the z-direction), A, is the 
oil viscosity, k is the local permeability tensor, i, is the unit 
vector in the z-direction, k,, is the relative permeability to oil, 
krg is the relative permeability to gas, and f.,, q,, f,, and t7,, are 
the first and second derivatives of f and j7 with respect to Sg. 
There are several interesting aspects to Eq. (3). First, we 
note that the fine scale functions f and t7 appear explicitly in 
the coarse scale equation. These functions are not modified 
for use in the coarse scale models; i. e. the f and tj have the 
same functional forms on both the fine and coarse scales. 
Second, the coarse scale equation is seen to contain three 
additional terms involving higher moments that account for 
the sub-grid effects. The moments that appear explicitly are 
S'S', vS'and kS', and these terms are always multiplied by 
derivatives of f or 17. The moments appearing in the 
gravitational terms (the terms multiplied by gAplp. ) are SS' 
and kS' only; vS' does not appear. From Eq. (3), we can 
determine the form of the error that will result from using rock 
curves (and neglecting the higher moment terms) on the coarse 
scale. Specifically, because such a scheme neglects all terms 
involving higher moments, the error can be expected to 
correlate with the magnitudes of the neglected terms, i. e. with 
SY, vS'and kS'. 
Note that pseudo functions do not appear in Eqs. (3)-(5). 
Were we to use pseudo functions, the coarse scale equation 
would be of the same form as the fine grid equation but with 
upscaled (pseudo) parameters, computed from fine grid 
simulations, appearing in place of the fine scale f and 
functions; i. e. 
ds 'v 
JUO 
where the ' superscript indicates functions derived from 
pseudo relative permeability. Comparing Eq. (6) with Eq. (3), 
we see that the pseudo functions attempt to capture sub-grid 
variability (which involves the higher moments SY, vS'and 
k'S') through use of coarse grid functions that depend on 
S only. Because the functional dependence of the pseudo 
functions is limited relative to the actual sub-grid effect (i. e. 
the pseudo functions depend on S only but the sub-grid effect 
additionally involves 37,77and kS), this procedure will 
in general introduce some error. The magnitude of this error 
can be expected to correlate with the magnitude of the sub- 
grid terms themselves, i. e. with the higher moment terms. 
Thus we see that the error using either the rock curves (and 
neglecting the higher order moment terms) or pseudo 
functions (where the pseudo functions approximately account 
for the sub-grid effects) will be related to the moments SY. 
7S-; and kS'. However, because the pseudo functions 'are 
specifically introduced to capivire the suh-grid effe.:,, we 
expect that the error using pseudo 'functions will be 
considerably less than that using rock curves for the highly 
coarsened models that we will consider. Further, we also 
expect that the exact functional dependence of the coarse grid 
error on the higher moments will vary depending if we use 
rock curves or pseudo functions in the coarse grid model. We 
will test these speculations through detailed numerical 
calculations below. 
We note that, in all the calculations below, fine grid 
simulations are required to compute the sub-grid quantities 
that will ultimately be used to determine the 'optimal' coarse 
grid structure. Thus, the need for a coarse scale description 
might be questioned in such cases; i. e. why do we need a 
coarse scale model if the fine scale result is already known. 
Because our intent in this paper is to understand the 
relationship between the accuracy of the coarse scale model 
and sub-grid terms, we are not particularly concerned with this 
issue here. However, before our method can be used in 
practice, we will need to establish that the grid structure (and 
the pseudo functions) determined from the 'base case' are 
applicable in other, similar problems as well. If this is indeed 
the case, then our coarse grid description will be more robust 
with respect to the global boundary conditions and could be 
quite useful in practice. We note finally that this issue is 
analogous to that surrounding the use of global fine scale 
simulations to compute coarse scale pseudo functions. 
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Description of the numerical models. Four cross sectional 
models with 100 xIx 20 fine grid blocks were- used to 
compare the effectiveness of the sub-grid moments discussed 
above in different flow scenarios. The permeability trends for 
these four models are shown in Figure 1. Cases I and II were 
chosen to provide models with no cross flow between. the fine 
grid layers. Cases III and IV were used to evaluate scenarios 
with free cross flow between the fine grid layers. The 
properties of the fine grid models are as f6l1qws: 
Porosity, 0=0.2; 
Grid block sizes, Ax AY = Az = 25 ft or 7.63 m; 
Viscosities, P. 10 cp, pg = 0.1 cp 
Densities, p. 43.68 lb/ft3 or 700 kg/M3, 
pg 0.0624 1 b/ft3 or 1.0 kg/m3. 
The fluids are ý assumed to be incompressible and 
immiscible. The rock relative permeabilities are power law 
curves as given by Guzman et al. 9: 
k, = ((I -Sg - S,,, s - 
S,, 
c I. 
S 
"'C ýS org 
))2.7 t 
k, 
g = (( Ss - Ss. ) / (I - Sgc - S., ))'-o , 
(7) 
where S,, c = 0.15 (connate water saturation), 
Sg, = 0.05 
(connate gas saturation) and S(,,, = 0.1 (residual oil to gas). 
Capillary pressure was assumed to be negligible in all cases, 
although the "rock" curves may be derived from a capillary 
equilibrium tipscaling ca! culation when appropriatelo. Gas. was 
injected, from an injector located at the left of the model and 
dead oil was produced from a well on the right of the model. 
Both wells were completed vertically throughout the model 
and the injection rate was set to give a frontal velocity of 0.3 
m/d (about I ft/day). 
Coarsening schemes. The four test cases described above 
(Cases I- IV) were run to establish the correlation between 
coarse grid error and C, in S,, C, in vS, C,, in kS, SS', 
ýT 
and 
iT. We note that C,, in vS and C, in kS are defined 
analogously to C,, in S.. We further note that we will 
subsequently refer to 
TS, 
v, Sand 
ýS 
as (12 s, cys and crks. 
In computing c;, s and C,, in vS, we use the x-component of 
velocity; for cyks and C, in kS, we use the z-component of 
absolute permeability. Error is computed as the normalised 
root mean square (rms) error in oil recovery factor. For each 
sub-grid quantit 1,1 we determine the coefficient of 
determination (R ) between the sub-grid quantity and the 
coarse grid rms error in oil recovery factor. Three upscaling 
scenarios are considered: 
1. The coarse grid models are run using the "rock" curves. 
2. The coarse grid models are run with pseudo functions 
generated using the TW method. 
3. The fine grid models are run using the coarse grid 
absolute permeabilities together with the rock relative 
permeabilities. This is done to quantify the effects of 
numerical dispersion in our models. 
Our assessment proceeds as follows. For a given model, 
we first simulate the 20-layer fine grid model. We then 
consider the generation of equivalent 2-layer coarse grid 
models. With a 20-layer fine grid model, there are 19 different 
coarsening combinations that provide 2-laycr models (plus one 
option for 2D -* ID). The possible coarsening schemes are 
listed in Table 1. In order to reduce the number of runs 
required, only coarsening options 5,7.9,10,11,13,15,17 
and 20 were considered. In the x-direction, we uniformly 
coarsen the 100 fine grid blocks to 20 coarse blocks. The 
dimensions of our coarse grid models are then 20 XIX2. 
Before each of these options was run, the values of the six 
sub-grid quantities were calculated based on the saturation, 
velocity and permeability distributions of the fine grid model. 
Each of the 2-layer coarse models was then run and the results 
were compared with the fine grid performance to quantify the 
error. The results for the four cases are discussed below. 
Coarse grid models using rock curves. The results in Table 2 
summarise the performance of each coarsening method (using 
rock curves) for each of the test cases. Figures 2a and 2b 
present graphically the performance for representative Case 
IV. In Cases I and 11, ký = 0, and hence gravitational effects are 
absent. The corrclati3ns between rms error and sub-grid 
quantities (R. 2) f. -. )r these cascP are for the most part highcr for 
., 7, s and a2s (, Tky-- 0 ir. this case) than for C, in vS and C. in Ss. 
The high correlati, o is observed f6r c;, s and -cýs arc consistent 
with previous resul tS. 7.8 
The tendencies observed for Cases I and II are less 
apparent in Cases III and IV. In fact, Case III shows higher 
correlations with the C, quantities than for the corresponding 
quantities computed in terms of cr. However, the differences 
are relatively slight (average R2 of 0.97 versus 0.84). For Case 
IV, we observe the opposite behavior; namely, the error shows 
higher correlations with cr quantities than with C, quantities. In 
this case, the differences in R2 for the measures are more 
significant; 0.88 versus 0.51. Taken in total, we can conclude 
from Cases I-IV that the error in general correlates more 
closely with cy,. s, cýs and crks. Were we to use all three 
moments together, we could generate relationships between 
rms error and sub-grid quantities of greater R2 than those in the 
Table 2. 
Coarse grid models using pseudo functions. The procedure 
here is the same as that applied in the previous section except 
that the coarse grid models now use pseudo functions 
generated by the TW method. The results in Table 3 
summarise the performance of the six sub-grid measures for 
each of the test cases and Figures 3a and 3b show the same 
results graphically for the representative Case IV. Several 
interesting observations emerge from these data. 
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Most notably, the magnitude of the error produced using 
the TW pseudo functions is less in all cases than that observed 
when using the rock curves directly. In fact, the error using 
pseudo relative permeabilities for any coarsening of the 20- 
layer system to a 2-layer coarse grid model is less than the 
error in the best case using rock curves. This is illustrated in 
Figure 4 for Case III (for which the rock curves are the least 
accurate of any of the four cases). The results in this figure 
clearly demonstrate the sensitivity of the coarse scale 
simulation results to the grid structure when rock curves are 
used. However, when pseudo functions are used, the 
magnitude of the error is much smaller. This might be 
expected, since the pseudo functions are computed for each 
specific grid from global fine scale simulations. This finding is 
consistent with the results of Wallstrom et al. ' 1 who found that 
the use of non-uniform coarsening methods 12 together with 
renormalised relative permeabilities 13 (computed from local 
fine scale problems) gave better results compared to the use of 
non-uniform coarsening alone. 
Having demonstrated that the error using pseudo functions 
is relatively small, we now consider the correlations of this 
error with the C, and a quantities. A summary of these results 
is shown in Table 3. Although there are a few exceptions, 
errors using pseudo functions correlate more closely in general 
with the C, quantities than with the cr quantities. This is most 
apparent for Case IV, for which the a quantities display 
particularly low R2 values. This observation is in contrast to 
the results using rock curves presented above. 
The reason why the error correlates more closely with cr 
quantities when rock curves are used but more closely with C, ' 
quantities when pseudo functions are used is not entirely clear. 
It is however quite reasonable that the precise forms of the 
sub-grid effects that best correlate with the error change when 
we go from rock curves to pseudo relative permeabilities. This 
is because pseudo functions are specifically designed to 
capture sub-grid effects, so the exact form of the error using 
pseudo functions would be expected to differ from that 
observed when sub-grid effects are not modelled at all. Further 
work will be required, however, to better understand these 
differences. 
Fine grid models using coarse grid permeabilities and rock 
curves. As discussed in the Introduction, pseudo functions act 
both to capture the effects of sub-grid heterogeneity on the 
fluid flow and to correct for numerical dispersion. In this 
section, we evaluate and quantify the effects of numerical 
dispersion in our coarse grid models. 
This is accomplished as follows. For each coarsening 
scheme, we make an additional run of fine grid models using 
coarse scale absolute permeability (defined over the same 
regions as in the coarse models) and the rock curve relative 
permeabilities. The difference in the results between these 
models and the coarse grid models using rock curves described 
above will reflect the effect of numerical dispersion. On the 
other hand, the difference between these models and the 
coarse-scale models using pseudo functions will quantify the 
effect of sub-grid heterogeneity on two-phase flow. Thus, 
from these results we can distinguish the extent to which the 
pseudo functions correct for numerical dispersion versus the 
degree to which they capture the effects of heterogeneity. 
Detailed results comparing the errors due to numerical 
dispersion to the errors caused by using rock curves rather 
than pseudo functions are listed in Table 4. The results in 
Table 4 show quite clearly that numerical dispersion plays a 
relatively minor role in these test models. Most of the 
improvement is due to the ability of pseudo functions to 
capture the interactions between the small-scale multi-phase 
fluid flow and the heterogeneity of the porous media. This 
point is illustrated in Figure 5 for Case I (for the 2D -+ ID 
coarsening scheme). From this figure, we see that there is only 
a slight difference between the performance of the coarse grid 
model using rock relative permeability curves and the fine grid 
model using the averaged absolute permeability and rock 
relative permeability curves. However, if we use pseudo 
functions in the coarse grid model, significant improvement is 
observed. 
Application of the Non-uniform Coarsening Scheme 
in Multi-layered 2D -+ 2D Upscaling 
In the previous section, we considered the coarsening of 20- 
layer (fine grid) models to 2-layer (coarse grid) models, using 
both rock curves and pseudo functions on the coarse scale. In 
this section, we consider coarsening these same 20-laycr 
models to systeras containing more than 2 layers. Our intent 
here is to de, erm; ne if the coarsening approach used in the 
prcviousý section applies equally to multi-layer systems. We 
c *der only the use of pseudo functions at the coarse scale in ons, 
this portion of the study. 
The results of the previous section (Table 3) demonstrate, 
in general, reasonably good correlations of rms error with C, 
in vS , C, in S, and, in cases involving gravitational effects, C, in kS . The use of all three of these quantities together would 
probably provide the most accurate estimation of rms error. 
However, rather than form a correlation involving all three 
quantities, for present purposes we will simply use C, in S, to 
estimate error. We choose C,, in S. because it is applicable in 
cases both with and without gravity and because it always 
provides at least a moderate coefficient of determination 
(minimum R2 of 0.60 for the cases considered). In this section, 
we will test the conjecture that C, in S. can be used to 
correlate error in more general multi-laycr cases. 
Our approach here is to use C,, in S., determined from Fine 
grid simulations, to guide the determination of the number of 
coarse grid layers as well as their configuration. We assess the 
applicability and accuracy of this approach through detailed 
numerical calculations. In order to investigate the 
compatibility of this coarsening scheme with other dynamic 
pseudo generation methods, both the TW and the Kyte and 
Berry methods are used. 
Coarsening scheme. The same four test models described in 
the previous section were used for this purpose. A simple 
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computer programme was developed to determine every 
possible layering combination of the fine grid model, given the 
number of layers specified for the coarse grid model. Based 
on a single fine grid calculation, this program also calculated 
the corresponding C, in S. for each of the coarsening options 
and then sorted these values to obtain the maximum and the 
minimum. The number of possible coarsening options can be 
obtained using the following expression: 
(n - 1)! _ No. of possible coarsening options - (m 1)! (n m)! 
(8) 
where m is the number of the coarse grid layers and n is the 
number of the fine grid layers (in all of these cases, n= 20). It 
is clear from Eq. (8) that the number of possible coarsening 
options increases sharply (from both directions) toward a 
maximum at m= 10. Therefore, to reduce the total number of 
simulations, no attempt was made to vcrify the new coarsening 
method using more than seven layers in the coarse grid model. 
The results for all the test models are discussed below. 
Discussion of the results. Tables 5 and 6 summarise the layer 
combinations that produce the minimum and the maximum C, 
in S., respectively, for each of the test cases (for 2,3 and 4 
coarse grid layers). In these two tables, sl denotes the number 
of the fine grid layer at the start of the first coarse grid layer, 
eI denotes the number of the fine grid layer at the end of the 
first coarse grid layer, and so on. For comparative purposes, 
the gas saturation plots for all of the fine grid runs (Case I to 
Case IV) are shown in Figures 6a to 6d. 
For Cases III and IV, where klkh > 0, no attempt was made 
to coarsen the fine grid models into 3-layer (or 5-layer) coarse 
models. This was because these coarsening schemes produce 
at least one coarse grid layer containing an even number of 
fine grid layers, but both pseudo generation methods require 
an odd number of layers in calculating pseudo functions in the 
vertical direction. Though the methods could be modified to 
handle these situations, the required averaging process may 
introduce an additional source of error. We note that in Cases I 
and 11, where klkh = 0, pseudo functions are not required in 
the vertical direction, so coarse grids with even numbers of 
layers were considered. 
Taking Case I as a representative case, we plot two figures 
to illustrate our findings (Figures 7a and 7b). In Figure 7a, we 
plot the average C, in S. together with the normalised rms 
error in oil recovery factor using the Kyte and Berry (KB) and 
the TW pseudo generation methods versus the number of 
coarse grid layers. This is shown using two examples of 
possible coarsening schemes. Specifically, we use the layer 
combinations that produce the maximum and the minimum 
values of C, in S.; i. e. the predicted worst and best layer 
combinations for upscaling. In Figure 7b, we plot the rms error 
calculated using both of the pseudo methods (KB and TW) 
versus their respective C, in S. for both of the coarsening 
options. Results for the other three cases are summarised and 
tabulated in Table 7. We now consider each case in more 
detail. 
Case 1, klkl, = 0.0: This case was selected to show gas 
over-riding (Figure 6a) and no cross flow between the 20 fine 
grid layers. Figure 7a shows the C, in S. and the rms error 
versus the number of coarse grid layers for the best and worst 
grouping of layers in the coarse grid calculations. These 
results show that the performance of the pseudo functions does 
not necessarily improve as the number of the coarse grid 
layers is increased. The accuracy of both of the pseudo 
methods (KB and TW) in this 2D --* 2D coarsening scheme 
will also depend on the configuration of the layering scheme 
adopted for the coarse grid models. For this particular case, the 
performance of the 2-layer coarse grid model using the 
layering scheme with the minimum value of C, in S, is far 
better than the 7-layer coarse grid model with the maximum 
value of C, in S,. The performance trend versus the number of 
coarse grid layers for both of the pseudo methods is very 
similar. 
The results can be seen from another perspective as shown 
in Figure 7b where the rms error versus the C,, in S, is plotted. 
This figure demonstrates that both of the pseudo methods 
produce errors that correlate directly with the calculated C', in 
Sii. In this case, both of the pseudo methods produced an R2 of 
more than 0.9; the TW method produces a slightly 
2 
better R2 
(0.99) compared to the Kyte and Berry method (R = 0.9 1). 
Therefore, we can conclude that this new dynamic grid 
coarsening scheme can be used in conjunction not only with 
the TW method but also with the Kyte and Berry method (with 
slightly less accuracy). 
Case 11, kAj, = 0.0: This case shows gas under-running 
(Figure 6b) with no cross flow between the 20 fine grid layers. 
As above, the results indicate that the accuracy of the coarse 
grid model depends not only on the number of coarse grid 
layers but also on the configuration of the layering scheme. 
The actual values of the rms error calculated using the Kyte 
and Berry method are again quite comparable to those 
calculated using the TW method. Table 7 shows that the Kytc 
and Berry method produced an R2 of about 0.74 (an acceptable 
number) compared to the TW method of 0.98. The results 
from this case are therefore consistent with our conclusions for 
Case 1. 
Case 111, klkh = LO: This model is similar to Case .1 
except that the kJkh ratio is increased to unity. Therefore, 
gravity cross-flow will reinforce the tendency of the 
permeability distribution to segregate the injected gas from the 
reservoir fluid (oil). In this case, the performance of both of 
the pseudo methods follows a similar trend. The R2 value of 
about 0.99 for both methods, as shown in Table 7, indicates 
again that C, in S, can provide reasonable estimates of rms 
error for both methods. 
Case IV, klkk = LO: This is a difficult case because the 
flow here is controlled by the opposing effects of the 
permeability distribution (decreasing upward) and gravity 
segregation due to the large difference in fluid densities. The 
R2 values for both of the methods are relatively low; for the 
TW method, R2=0.63 and for the Kytc and Berry method, R2 
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= 0.48. However, if we compare the performance of Case IV 
to that of Case III above (in terms of the rms error), we see 
that the overall results are actually better for Case IV. Refer to 
Table 4 for further detail, where the rms error in Case IV is 
seen to be a factor a 3-6 less than that for Case III (for the 2- 
layer coarse grid models). This occurs because the combined 
effect of the permeability distribution and the difference in 
fluid densities causes the front to be much more uniform in 
Case IV compared to Case III (see Figures 6c and 6d). 
Summary and Conclusions 
In this work, we studied the relationship between sub-grid 
effects and the accuracy of coarse scale simulation models for 
layered systems. The actual sub-grid measures considered 
represent higher moments of fine scale variables (C, in S,, C, 
in vS, C, in U, a2s, crks and cr, s) and derive from a volume 
averaging of the fine grid saturation equation. The coarse scale 
simulation results, taken in total, demonstrate that the volume 
averaging procedure can be used to model the form of the 
coarse grid error. Further, we showed that the coarse grid error 
can be minimised by designing the coarse grid models such 
that certain of these higher moments are minimised. The 
specific sub-grid measure that best correlated with the coarse 
grid error was shown to vary depending on whether rock 
curves or pseudo functions were used in the coarse grid model. 
The use of pseudo functions together with the new grid 
coarsening scheme provides results of significantly better 
accuracy than does the use of rock curves alone for the cases 
considered. The effects of numerical dispersion in the coarse 
grid models were found to be relatively small, indicating that 
the effectiveness of the pseudo functions results from their 
ability to capture the effects of fine scale heterogeneity. It is 
not surprising that the pseudo functions provide accurate 
coarse grid results for the problems considered. This is 
because the pseudo functions were generated through the 
solution of a global fine grid problem and the global boundary 
conditions imposed on the coarse scale problem were identical 
to those for the fine scale problem. It would be of interest to 
assess the accuracy of the pseudo functions in other cases; e. g. 
for coarse grid boundary conditions that differ from those used 
on the fine grid or in the case where the pseudo functions are 
computed from local (rather than global) fine scale 
simulations. 
We also demonstrated the applicability of the new grid 
coarsening scheme in more general cases, where we coarsened 
20 layer systems to models containing more than 2 layers. For 
this portion of the study, both the TW and Kyte and Berry 
methods were considered. We showed that the accuracy of the 
coarse grid descriptions for these problems depended on both 
the number and configuration of the layers and that the coarse 
grid error continued to correlate with C, in S. (as in the 2-layer 
cases). The performance of the pseudo functions for these 
problems did not always improve as we increased the number 
of coarse grid layers. The results from this portion of the study 
suggest that a user could optimally select the number and 
configuration of the coarse scale layers from a single fine grid 
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solution. This means that the various coarse grid models need 
not all be simulated to determine the optimum coarse grid 
representation. 
In future work, we plan to apply our coarsening scheme to 
more general heterogeneous systems. We also hope to gauge 
the degree of process dependence of the coarse scale 
descriptions generated using this methodology. This will allow 
us to assess the applicability of the scheme to practical 
reservoir simulation problems. 
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Nomenclature 
C, = coefficient of variation 
f = fractional flow of gas 
first and second derivatives of f with respect 
to Sg 
i, = unit vector in the z-direction 
k = permeability tensor 
k, j = relative permeability of phascj (j = oil, gas) 
R2 = correlation coefficient 
rms erro r= normalised root mean square error in oil 
recovery factor 
S, sg - gas saturation 
SIrI = crftical gas saturation 
15.19 = residual oil saturation relative to gas S, = connate water saturation 
t = time 
V = total Darcy velocity 
/Ij = viscosity of phasej 
A = density of phasej 
17 =oil relative permeability times fractional flow 
of gas 
lb. 17.,, first and second derivatives of q with respect 
to S9 
(32S = variance of gas saturation 
(TVs = covariance of vclocity-gas saturation 
CTks = covariance of permeability-gas saturation 
<> = volume averaged property 
Superscripts 
= functions derived from pscudo relative 
permeability 
= fluctuating property 
Overbar 
= volume averaged property (same as < >) 
References 
1. Kyte. J. R. and Berry, D. W.: "New Pseudo Functions to Control 
Numerical Dispersion", SPE J., pp 269-275, August 1975. 
218 
SPE 59452 UPSCALING IMMISCIBLE GAS DISPLACEMENTS: QUANTITATIVE USE OF FINE GRID FLOW DATA IN GRID COARSENING SCHEMES 219 
2. Stone, H. L.: "Rigorous Black Oil Pseudo Functions", SPE 
21207, Proceedings of the II th SPE Symposium on Reservoir 
Simulation, Anaheim, CA, 17-20 February 199 1. 
3. Coats, K. H., Dempsey J. R. and Henderson J. H.: "Me Use of 
Vertical Equilibrium in Two-Dimension Simulation of Three- 
Dimensional Reservoir Performance", SPE J., March 197 1. 
4. Darman, N. H., Sorbie, K. S. and Pickup, G. E.: "The 
Development of Pseudo Functions for Gravity-Dominated 
Immiscible Gas Displacements", SPE 51941, Proceedings of the 
15th SPE Reservoir Simulation Symposium, Houston, TX, 14- 
17 February 1999. 
5. Hewett, T. A. and Archer, R. A.: "Scale-Averaged Effective Flow 
Properties for Coarse-Grid Reservoir Simulation", SPE 37988, 
Proceedings of the 14th SPE Reservoir Simulation Symposium, 
Dallas, TX, 8-11 June 1997. 
6. Hewett, T. A. and Yamada, T.: "Tbeory for the Sen-d-Analytical 
Calculation of Oil Recovery and Effective Relative 
Permeabilities Using Strearntubes", Adv. Water Resources, 20, 
pp 279-292,1997. 
7. Durlofsky, L. J.: "Coarse Scale Models of Two Phase Flow in 
Heterogeneous Reservoirs: Volume Averaged Equations and 
their Relationship to Existing Upscaling Techniques". 
Computational Geosciences, 2, pp 73-92,1998. 
8. Durlofsky, LL: "Use of Higher Moments for the Description of 
Upscaled, Process Independent Relative Permeabilities", SPE J., 
December 1997. 
9. Guzman, R. E., Giordano, D., Fayers, J., Godi, A. and Aziz, K.: 
"The Use of Dynamic Pseudo Functions in Reservoir 
Simulation". Presented at the 5th International Forum on 
Reservoir Simulation, Muscat, Oman, 10- 14 December 1994. 
10. Pickup, G. E. and Stephen, K. D.: "Steady-State Scale-up 
Methods". Presented at the 6th European Conference on the 
Mathematics of Oil Recovery, Peebles, Scotland, 8-11 
September 1998. 
11. Wallstrom, T. C., Hou, S., Christie, M. A., Durlofsky, L. J. and 
Sharp, D. H.: "Application of a New Two-Phase Upscaling 
Technique to Realistic Reservoir Cross Sections", SPE 51939, 
Proceedings of the 15th SPE Reservoir Simulation Symposium, 
Houston, TX, 14-17 February 1999. 
12. Durlofsky, L. J., Jones, R. C. and Milliken, W. J.: 6'A Nonuniform 
Coarsening Approach for the Scale Up of Displacement 
Processes in Heterogeneous Porous Media", Adv. Water 
Resources, 20, pp 335-347,1997. 
13. Christie, M. A., Mansfield, M., King, P. R., Barker, J. W. and 
Culverwell, I. D.: "A Renormalisation-Based Upscaling 
Technique for WAG Floods in Heterogeneous Reservoirs", SPE 
29127, Proceeding of the 13th SPE Reservoir Simulation 
Symposium, San Antonio, TX, 12-15 February 1995. 
Appendix: Derivation of Averaged Saturation 
Equation with Gravitational Effects Included 
We consider an incompressible two phase system of gas and 
oil. With gravitational effects included, the fine scale 
saturation equation can be written as: 
context are volume averages (area averages in two 
dimensions) over the fine grid region to be coarsened into a 
single coarse grid block. We define averaged and fluctuating 
quantities via: 
(D(x, Z) = q) + CD'(x. Z) , (A2) 
where (D represents any variable. The overbar indicates a 
volume averaged quantity (constant throughout the averaging 
region) and the prime denotes a spatially varying fluctuating 
quantity. The volume average in two dimensions is defined as 
I 
4)(x, z)dA (M) Af 
D 
where D denotes the region within the coarse grid block and A 
is the area. Introducing the fine scale variables as the sum of 
averaged and fluctuating components into Eq. (A I) gives: 
dS dS" 
Y+- , 5i-+V. 
Vf +V. Vf'+V". Vf +V. vf 
(M) 
gAPV-j(iý+Z7'+k'ý+k'i7')-izj=O. 
PO 
Averaging Eq. (M), and noting that averages of singly primed 
terms are zero, gives the equation for ý, 
ds Ap 
+V. Vf +V'-Vf'-. ýL V. 0. (M) 7 PC 
We wish 4Lu express th-. averaged . 'erms involvingf and 11 in 
terms of 37S-', ýTand kS'. We proceed by expanding. AS) in 
a Taylor series about ý J. e. 
f (S) _f (S) + f, (ý)(S + _I f,., (ý)(S 
2 (A6) 
2 
where f, (ý) df IdS evaluated at 3 and 
f,., (ý) =d2fldS2 evaluated at 3. Now, neglecting higher 
order terms, identifying S'=S-ý, and averaging, we can 
obtain the following expression for7: 
+If, (S)SS, 
2. 
Similarly, f'can be computed as 
f'-f, (S)S'+-f,, (S)(S'S'-S'S') (A8) 
2 
as 
V-Vf --L, 
Ap V- (17 k-i. ) = 0, at , pl, 
where all quantities are as defined in the Nomenclature. 
In order to develop the volume averaged equations, we 
express the saturation, velocity and permeability in Eq. (A I) in 
terms of averaged and fluctuating quantities. Averages in this 
7ým From Eq. (M), we can approximate f as: 
Vý' (S) vS+- f" (S) V'S'S'. (A9) 2 
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We can express using a similar approach. This allows us 
to write: 
T1 = 17 (S) +- Ilss (S)s S', (AIO) 2 
ll'-17., (S)S'+-177. (S)(S'S'-S'S') (All) 2 
Introducing the above expressions into the averaged 
saturation equation (M) and retaining terms to first order in 
fluctuating quantities (i. e. we neglect terms involving the 
products of three fluctuating quantities) gives the following 
equation: 
dý 
+ýV-Vf a (A12) 
F) gAPV-I(iý(ý)+-li7. (S)kS'S'+il, (S)i7S -i. 0. 
. U. 
21= 
This equation, identical to Eq. (3) in the main text, is the 
desired result; i. e. the averaged saturation equation expressed 
in terms of the moments 
3T, ýT 
and kS'. 
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Option Coarse grid layer 1 is from 
fine grid : 
Coarse grid layer 2 is 
from fine grid : 
Layer I through I layer 2 through 20 
19 Layer I through 19 layer 20 through 20 
20 Fine grid layer I through 20 
Table 1: Possible options in 20-layer -+ 2-layer coarsening. 
Cases CIS crks C. in S, C, in vS C, in kS 
Case 1 0.9899 0.9406 0.4848 0.9583 
Case 11 0.6447 0.9099 - 0.3965 0.3600 
Case 111 0.8161 0.8109 0.9058 0.9856 0.9755 0.9547 
Case IV 0.8254 0.8711 0.9503 0.5176 0.6474 0.3776 
Average 0.8190 0.8831 0.9281 0.5961 0.7353 0.6662 
Table 2: Coefficient of determination (112) between rms error and sub-grid quantities using rock 
curves in the coarse grid models. 
Cases all G. S 
C. in S. C, in YS C, in kS 
Case 1 0.8757 0.6792 0.7754 0.9518 
Case 11 0.8774 0.3723 0.9691 0.8883 
Case 111 1 0.8725 1 0.8673 -1 
0.9470 1 0.9604 1 0.9443 --- I 
0.912 
Case IV 0.2274 0.0001 0.0451 0.6017 0.3975 0.7059 
Average 
1 
0.7133 
1 
0.4797 
1 
0.4961 0.8267 
1 
0.7955 
1 
0.809 
Table 3: Coefficient of determination (R') between rms error and sub-grid quantities using pseudo 
functions in the coarse grid models. 
Coarsening options 5 7 9 11 13 15 17 20 
Coarse grid Case I 6.23e-3 9.38e-3 1.87e-2 3.08e-2 4.46e-2 5.95e-2 7.49e-2 9.80c-2 
with rock Case 11 5.50e-2 4.1 Oe-2 2.83e-2 1.74e-2 9.53e-3 1.23c-2 3.35e-2 9.16e-2 
curve Case III 6.45e-2 8.66e-2 1.1 le-I I. 38e-I 1.65e-I 1.94c- I 2.23c- I 2.67c- I 
Case IV 2.23e-2 1.83e-2 1.59e-2 1.58e-2 1.85e-2 2.39c-2 3.19e-2 3.33e-2 
Coarse grid Case I 2.04e-3 5.9 1 e-4 9.34e-4 1.26e-3 2.2 1 e-3 3.12e-3 4.03e-3 5.29e-3 
with pseudo Case II 2.9le-3 2.08e-3 1.37e-3 1.06e-3 1.99c-3 3.12c-3 4.20c-3 5.11 e-3 
functions Case III 2.07e-3 3.77e-3 6.28e-3 8.20c-3 1.00e-2 1. l9e-2 1.37c-2 1.64e-2 
Case IV 4.69e-4 6.56e-4 1.05e-3 1.62e-3 2.46e-3 3.56c-3 2.74e-3 1.09c-3 
Fine grid with Case I 9.13e-3 1.05e-2 2.00e-2 3.24e-2 4.64c-2 6.14e-2 7.70c-2 I. OOC- I 
averaged Case 11 5.67e-2 4.26e-2 2.96e-2 1.84e-2 1.06e-2 1.55e-2 3.77e-2 9.40c-2 
absolute Case III 5.47e-2 7.93e-2 1.07e-I 1.36c-l 1.65e-I 1.95e- I 2.25c- I 2.71c-I 
permeability Case IV 1.93e-2 1.38e-2 1.15e-2 1.50c-2 2.17e-2 2.78c-2 2.96c-2 3.49c-2 
Effect of Case 1 29.00 10.51 6.58 5.04 4.00 3.17 2.87 2.58 
numerical Case 11 3.08 3.74 4.40 5.37 11.10 20.41 11.19 2.67 
dispersion Case 111 15.61 8.81 4.54 1.71 0.006 0.70 1.00 1.75 
(absolute %) Case IV 13.41 25.24 29.58 5.71 14.29 13.86 7.81 4.52 
Effect of sub-gnd Case 1 71.00 89.49 93.42 94.96 96.00 96.83 97.13 97.42 
heterogeneity Case 11 96.92 96.26 95.60 94.63 88.90 79.59 88.81 97.33 
on 2-phase now Case 111 84.39 91.19 95.46 98.29 99.9, 93.30 99.00 98.25 
(absolute %) Case IV 86.59 74.76 70.42 94.29 85.71 86.14 92.119 9 =. 48 
Table 4: Rms error and quantification of effects of using pseudo functions for all the test cases 
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2-layer coarse 
grid models 
3-layer coarse grid 
models 
4-layer coarse grid models 
S1 el s2 e2 S1 el s2 I e2 s3 e3 sl el s2 e2 0 e3 s4 e4 
Case 1 1 9 10 20 1 4 5 10 11 20 1 3 4 7 8 11 12 20 
Case 11 1 8 9 20 1 
.6 
7 11 12 20 1 5 6 9 10 13 14 20 
Case 111 1 5 6 20 - - - 1 3 4 4 5 7 8 20 
Case IV 1 5 6 20 - II 11 2 4 5 91 10 1 20 
Table 5: The best coarsening options (configurations that produce the minimum C, in S. ) 
2-layer coarse 
grid models 
3-layer coarse grid 
models 
4-layer coarse grid models 
sl el s2 e2 sl eI s2 e2 s3 I e3 sl eI s2 e2 s3 e3 s4 e4 
Case 1 1 19 20 20 1 18 19 19 20 120 1 17 18 18 19 19 20 20 
Case 11 1 19 20 20 1 18 19 19 20 20 1 17 18 18 19 19 20 20 
Case III 11 19 20 20 - 1 17 18 18 1 
19 
1 
19 20 20 
Case IV 11 17 18 20 - Ii 17 
"18 
18 1 19 LI 9 20 20 
Table 6: The worst coarsening options (configurations that produce the maximum C, in S, ) 
Cases Kyte and Berry TW 
Case 1 0.9145 0.9873 
Case Il 0.7392 0.9843 
Case 111 0.9897 0.9916 
Case IV 0.4763 0.6297 
Table 7: The R2 of rms error vs. C, in Sg for Case I through Case IV 
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Figure 1: Permeability distributions for Case I 
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Figure 2b: Fluctuating moments in the form 
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Figure 3b: Fluctuating moments in the form 
of C, vs. rms error (Case IV, using pseudo) 
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Figure 4: Oil recovery factor vs. total gas 
injected for Case 111. 
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Figure 6a: Gas saturation plot at 4 PVI (Case 
1) 
Fi, (,, Lire 6b: Gas saturation plot at 4 PVI (Case 
11) 
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