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ABSTRACT

Simulation of Oxygen Control Technology in Applications of Liquid Lead and Lead–
bismuth Eutectic Systems for Mitigating Materials Corrosion Using the Lattice Boltzmann
Method
by
Emad Pouryazdanpanah Kermani
Dr. Yitung Chen, Examination Committee Chair
Professor, Department of Mechanical Engineering
University of Nevada, Las Vegas

This dissertation is a study of material corrosion, along with solving momentum, energy, and mass
transport equations by using the Lattice Boltzmann method (LBM) for the mesoscale modeling of
oxygen transfer in liquid metals within a non-isothermal domain. One of the main goals of the
project, proposed by the U.S. Department of Energy (DOE), is to control and decrease the
corrosion of materials, which are often a common problem in advanced nuclear reactors and
accelerator driven systems (ADS). One of the most efficient ways to decrease the corrosion rate is
to add oxygen to the coolant to create an oxide layer, which it can act as a shield over the contact
surface. The concentration of oxygen is the key in creating an effective protective layer. In the
associated tasks spanning throughout this project, liquid lead and lead-bismuth eutectic (LBE)
have been selected to serve as liquid metal coolants because of their suitable physical properties
like high heat capacity, high thermal conductivity, high boiling point, low melting point, and low
vapor pressure. Specifically, LBE is chemically safe in contact with water or moist air. However,
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the corrosiveness of lead and lead alloys has put a huge limitation on their applications in the
nuclear industry.
The LBM was the basis for the numerical modeling, which includes momentum, energy and mass
transport of turbulent flow associated with dissolution of steel, the growth of oxide layer, low
Prandtl (Pr) fluids, and inherently slow corrosion process. Generally, the LBM solves the fluid
problem in mesoscale, limited to the incompressible fluid only. However, several research works
have improved this method to include multiphase flow, turbulent problems, particulate flows, and
supersonic flow phenomena. In the present study the new development of Double multi-relaxation
time model has been accomplished, which can stabilize the numerical simulation in turbulent
regions, to couple heterogeneous chemical reactions at the surface and account for corrosion and
oxide layer growth.
The study of oxygen distribution in the LBE flow in the presence of nano particles and under
magnetic field comprises the first and second objectives of this dissertation, respectively. An
improvement in oxygen distribution for the LBE system has been achieved by adding nano
particles to the base fluid. The results indicate that oxygen diffuses throughout the coolant faster,
which results in lower equilibrium time for the LBE system. The magnetic force effect on the
oxygen distribution is also a focus of this study. The results show that the magnetic field would be
a barrier for oxygen transfer in an LBE system and would increase the equilibrium time. On the
other hand, different flow patterns occurred by applying different magnetic force magnitudes. A
certain flow pattern can deliver oxygen more efficiently to the exposed surfaces than other flow
patterns. Finally, a Double multi-relaxation time model (Double-MRT) has been developed to
couple with the reactive boundary condition to study steel corrosion in LBE flow, because the
single-relaxation time (SRT) or multi-relaxation time (MRT) LBM models present numerical
iv

instability in dealing with turbulent low Prandtl number liquid flows. The obtained numerical
results were benchmarked with experimental data and good agreement has been achieved. The
developed Double-MRT model is a robust, efficient, and accurate computational tool to determine
steel dissolution and precipitation of the oxide layer related to corrosion in advanced nuclear
reactors.
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CHAPTER 1 INTRODUCTION AND BACKGROUND

1.1 Lead and LBE
The first use of liquid metals were in engineering applications during the 1930s as a working fluid
to increase thermal power plant efficiency by 1.5 times [1-4]. In traditional liquid metal cooled
fast reactors, liquid sodium is the coolant, which imposes a chemical safety concern due to the
exposure of sodium to air and moisture. Lead and other alloys, e.g., lead-bismuth eutectic (LBE),
can eliminate these safety concerns due to their inert natures, and represent an attractive candidate
in liquid metal systems. Furthermore, these materials possess favorable physical properties, such
as high thermal conductivity and high heat capacity. Additionally, LBE displays the advantage of
a low boiling point of 123.5°C compared to 327°C of pure lead, and it is an excellent candidate
for advanced nuclear reactors and accelerator driven systems (ADS) [1, 5, 6]. The chemical
reactivity of these materials is low with air and moisture, but lead and its alloys may cause
corrosion on exposed common steel materials, which are used in nuclear heat exchangers. This
inherent property of lead and its alloys can lead to deterioration of the mechanical integrity of
structural materials [2, 4, 7]. The passivation or activation of structural materials can lead to their
interaction with oxygen, hydrogen, and other non-metal impurities. Products from corrosion may
transfer along the flow path and cause the formation of deposits that negatively impact processes
such as hydrodynamics and heat transfer, and lead to severe flow-path inhibitions, blocking flow
and compromising the safety of the ADS.
Therefore, it is necessary to address the corrosion and precipitation of these materials in the coolant
system when LBE is directly applied in ADS [2, 7-9]. A comprehensive understanding of the
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properties in corrosion induced by flow is crucial for developing the safe operation of lead and
LBE coolant systems.
Preliminary studies of these materials in metal cooled fast reactors and ADS have been initiated;
however, understanding the systematic manipulation of properties is imperative for the direct
application of these materials [10].

Figure 1. Pb-Bi phase diagram obtained by IPPE, Obninsk, Russia [11].

A considerable volume of work in understanding the properties of LBE was conducted in the
former USSR when the Soviet Federation used LBE as a coolant in their submarine reactors [10].
Figure 1 displays the phase diagram of LBE that was updated by the Institute of Physics and Power
Engineering (IPPE) in Obninsk, Russia [11]. It shows that the eutectic point occurs at a
2

composition of 44.8 wt% of Pb with a melting temperature observed at 123.5°C. All heavy liquid
metals (HLM) behave as Newtonian liquids [12, 13]. The thermo-physical properties of lead and
LBE are available in material data handbooks published in 1950-60 [10, 12, 13]. As seen in the
phase diagram of Figure 1 and in the Table 1, the melting point of LBE is significantly lower than
that of pure lead. If pure lead, which the melting point is 327ºC, is used as a nuclear power plant
coolant, then higher operating temperatures are required to manipulate the process. Higher
temperatures will, in turn, increase the corrosion rate of the structural materials; the consequences
of higher temperatures will be illustrated further in the next sections.

Table 1. Melting and boiling points of lead and LBE
Melting Point (°C)

Boiling Point (°C)

Lead

327

1725

LBE

123.5

1670

One of the important physical parameters to be considered in the ADS is the density (ρ) of the
nuclear coolant. Previously published data provides the linear regressions of the lead and LBE
density values, which are shown in Figure 2. From this correlation, the following expression for
density can be derived:

𝜌(𝑇)[𝑘𝑔⁄𝑚3 ] = 𝐴𝜌 − 𝐵𝜌 𝑇[𝐾]

(1-1)
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where 𝐴𝜌 and 𝐵𝜌 are constants given in Table 2. The densities of lead and its alloys are inversely
proportional to temperature: i.e. the densities of lead and LBE decrease with increasing
temperature [10, 12].

Figure 2. Dependence of the density of molten lead and LBE on temperature at atmospheric
pressure [12].

Table 2. The costants for calculating density and viscosity
𝐴𝜌 (𝑘𝑔⁄𝑚3 )
Lead
LBE

11,367
11,096

𝐵𝜌 (𝑘𝑔⁄𝑚3 𝐾)
1,1944
1,3236

𝐴𝜇 (𝑘𝑔⁄𝑚 𝑠)
4.55
4.94

4

E(𝐽⁄𝑚𝑜𝑙 )
8,888
6,270

An Arrhenius formula can be used to derive the temperature dependence of dynamic viscosity (μ)
in LBE [12]:

(1-2)

𝜇(𝑇)[𝑃𝑎 ∙ 𝑠] = 𝐴𝜇 𝑒𝑥𝑝(𝐸 ⁄𝑅𝑔 𝑇[𝐾])

where 𝑅𝑔 =8.314 J/mol-K is the universal gas constant, 𝐴𝜇 is a coefficient, and E is the activation
energy (J/mol). The dynamic viscosity of molten Pb and LBE are dependent on temperature, and
can be attained by analyzing the previous data, as given in Figure 3. The parameters for fitting data
for 𝐴𝜇 and E are given in Table 2.

Figure 3. The dynamic viscosity of molten Pb and LBE dependence on temperature at
atmospheric pressure [12].

5

At a given temperature, pure liquid lead has a larger dynamic viscosity than LBE. The effect is
pronounced at lower temperatures, with both dynamic viscosities decreasing as temperature
increases. When the kinematic viscosities of the two materials are compared, molten lead has a
larger kinematic viscosity as compared to LBE. The kinematic viscosity 𝜐 is calculated from 𝜐 =
𝜇 ⁄𝜌. The Reynolds number of a flow in a circular pipe is expressed by Re = VD⁄𝜐 . When the
theoretical kinematic viscosities of molten lead and LBE, derived from Equations (1-1) and (1-2),
are compared with the experimental data, the molten lead has a larger kinematic viscosity than
LBE [14]. The theoretical kinematic viscosity is in agreement with the experimental viscosity, as
shown in Figure 4 [2]. The temperature dependence of viscosity can be explained by the fact that
a low kinematic viscosity yields a large Reynolds number, which leads to an inversely proportional
dependence on kinematic viscosity and temperature. The increased temperatures, in turn, lead to
higher corrosion rates, which results in penetration of liquid metal into solid materials, causing
granular corrosion and transport of dissolved materials along the loop [10].

6

Figure 4. Comparison of the theorerical kinematic viscosities of molten lead and LBE with
experimental data ]2[.

Further studies have been performed to evaluate the effects of temperature on the molecular
diffusivity of iron in pure lead and LBE. The following formula, developed by Robertson [15], is
used for deriving the molecular diffusivity of iron in pure lead and LBE:

𝐷𝑚 [𝑚2 ⁄𝑠] = 4.9 × 10−7 𝑒𝑥𝑝 (𝑅

−𝑄

𝑔 𝑇[𝐾]

(1-3)

)

where Q = 44,100 ± 6,300 J/mol. Here, the molecular diffusivity is also a function of temperature.
The upper and lower limits of molecular diffusivities are set by the manipulation temperature, as
given in Figure 5. As the temperature increases, the mass diffusivities of both molten lead and
7

LBE increase. The higher mass diffusivity is directly correlated to higher diffusion rate for the
chemical products of corrosion, making it a critical parameter for manipulating the nuclear coolant
[10].

Figure 5. The mass diffusivity of pure lead and LBE as a function of temperature [2].

1.2 Corrosion on Stainless Steel by Pure Lead and LBE
One of the primary concerns of using LBE as a coolant in ADS is the degradation of structural
materials through corrosion. The solubility of the main elements in the structural material is high
in LBE. Corrosion may occur through mass transfer, selective dissolution, compound formation,
or liquid penetration, and it is dependent on temperature, exposure duration, temperature gradient,
and LBE velocity. For example, studies show the experimental effects on the depth of corrosion
8

as an effect of time of exposure. After 3,000 hrs of exposure time, the local liquid metal corrosion
depth could reach 220 μm for an austenitic steel specimen 316L (“L” stands for the low carbon
version of steel) at 550°C with velocity 1.9 m/s, as shown in Figure 6 [15]. In addition to global
corrosion, significant corrosion of stainless steel 316L in liquid lead through severe intergranular
attack has been observed by the American Iron and Steel Institute (AISI) [16], which is shown in
Figure 6. The primary mode for structural material corrosion in molten Pb or LBE occurs when
the elements of steel dissolve and transport into the liquid metals/alloys. The driving force for the
reaction is the chemical potential of the liquid metal to dissolve the structural solid surfaces [10,
17]. Furthermore, material failures along with the destruction of the structure can be caused by the
compositional and microstructural changes due to selective dissolution and intergranular corrosion
[2, 7, 18]. Therefore, further investigations are needed to comprehend the mechanisms of corrosion
resulting from LBE coolant.

Figure 6. The microstructure of severe corrosion in stainless steel 316L [15].
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1.2.1 LBE corrosion mechanism
The reaction of LBE with stainless steel is investigated separately as uniform and local corrosion
depend on the compromise of the structural material, as shown in Figure 7 [19]. The process of
uniform corrosion, as shown in Figure 7 (a), occurs when the LBE uniformly corrodes along the
surface of the solid phase steel structural material. Since the damage occurs at an equal depth from
the surface, uniform corrosion is easy to be identified. Local corrosion, as shown in Figure 7 (b)(f), occurs when LBE penetrates along the grain boundaries and defects in the steel, which reach
the surface of the structure. The penetration of LBE along specific directions can be identified
through the crystallographic structure on grain boundaries, and along the vacancies of the pores,
as seen in Figure 7 (b), (c), and (d). The penetration of the corrosive liquid metal through the
defects on the structural material leads to the development of deep corrosions, as shown in Figure
7 (e) and (f). Severe damage may occur on the structural material from local corrosion, which may
be difficult to be identified visually.
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Figure 7. Uniform corrosion and local corrosion [19].

Glasbrenner et al. [20] have reported local corrosion observed on stainless steel from diffusion on
LBE along the grain boundaries. Through their experiments, it was observed that with 5,000 hrs
of exposure to stainless steel 316L, LBE could reach to over 50 μm inside the material, which
could lead to local corrosion and uniform corrosion occurring concurrently on the material, as
shown in Figure 8.
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Figure 8. Diffusion of LBE along the grain boundaries of stainless steel 316L after 5000 hrs of
exposure time [20].

When liquid metal flows in a high temperature environment, flow conditions display a significant
effect on corrosion. Flow accelerated corrosion (FAC) is a measurement of the LBE flow velocity
impact effect on the corrosion of the steel structural material [21]. When the flow velocity
approaches zero, mass transfer is only affected by natural convection, leading to no impact from
the mechanical flow. As the flow velocity increases, at a moderate velocity, mechanical flow still
has no bearing, while mass transfer continues to be accelerated by forced convection. When the
flow velocity increases to that of a turbulent flow, mass transfer rises significantly, and the
mechanical flow becomes a factor that affects FAC. At the flow velocity of a turbulent flow, the
oxide layer and the structural material may be damaged by mechanically induced flow [22].

At a moderate liquid metal flow, the corrosion of the structural material occurs through direct
dissolution, which can be examined through two steps: (1) the surface dissolution reaction, and (2)
the mass transport of the products from corrosion through convection and diffusion. The literature
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reports four main types FAC that result from flow and corrosion, as shown in Figure 9 (a)-(d):
corrosion controlled through mass transport, corrosion controlled through phase transport,
corrosion occurring from erosion, and corrosion through cavitation [23, 24].

Figure 9. Four types of corrosion affected by liquid flow [23].

Figure 9 (a) shows that at a low flow velocity, the combined mass transport convection rate and
diffusion rate is smaller than the rate of the solid metal dissolving into the liquid metal, at which
the rate of corrosion is controlled by the combined rate of mass transfer. At the solid or liquid
interface, the concentration of product formed by corrosion is the equilibrium concentration.
13

Figure 9 (b) shows the phase transport-controlled corrosion, which occurs when multi-phase
systems are involved in transport. An example is water droplets, which carry hydrocarbons and
products from corrosion, that will adhere to the structural surface and lead to additional corrosion.
At turbulent flow velocities, when multi-phase transport systems are involved, aggressive flow
will strip the oxide layer of the surface, exposing the material and leading to erosion [10, 24]. An
additional form of corrosion occurs when cavitation, caused by collapsing cavitation bubbles,
causes mechanical damage through cavitation corrosion. Figure 10 shows the relationship between
the flowing LBE and a stainless steel surface. In Figure 10 (a,b), at a single-phase flow, the
interactions between the liquid metal and structural material are controlled by shear stress and
pressure variation. Shear stress will increase as the structural material’s roughness, flow velocity,
and turbulence increase. The onset of erosion-corrosion can be caused by the increase of the above
factors, leading to a high shear stress.

Mechanical damage of the structural material can be produced through pressure variations when a
disturbed flow moves through the solid surface with the surface roughness higher than the
thickness of the laminar sub-layer. The pressure deviations on the liquid or solid surface induce
shear stress, which in turn contributes to the total sheer stress. Further deformations of the surface
may be caused when solid particles in the flow cause interactions between the particles and the
solid. This process leads to a transport of energy, which impacts the wear rate of the structural
material. Figure 10 (c) shows additional erosion caused by local mechanical damage on the
structure, which occurs when the flow direction changes sharply at sudden pipe expansions or
elbows. Figure 10 (d) shows cavitation-corrosion when micro-jets of liquid metal are created on
the structural surface, resulting in the collapsing of bubbles, which generates high local pressure
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on the metal leading to deterioration of the surface. The increase of local pressure induces high
stress on the structure, leading to localized corrosion fatigue damage and micro-fractures, which
are environmentally induced [24]. Corrosive reactions are heterogeneous, where a medium is
needed for transporting the reactants toward the metal surface and for transporting products from
corrosion away from the surface. Convective diffusion and convective heat transfer control the
processes of mass transfer and heat transfer. Mass transfer is directly impacted by liquid flow [24].
The mass transfer in the corrosion process involves; a) molecular diffusion of metallic ions through
the concentration gradient from the structural material to the surface, b) convection or diffusion of
oxygen in the liquid media, c) molecular transport of oxygen within the material and the oxide
layer, and d) removing of corrosion products from the structural material into liquid metal.

Figure 10. Relations of the stainless steel surface with the flowing liquid [24].
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Metal diffusion and oxygen transport within the oxide layer or metal/alloys involves complicated
processes. The point defect theory is often used to explain the diffusion of iron into the solid oxide
layer [25], which is affected by oxygen pressure, system temperature, and point defects. A
thorough understanding of the oxygen transport mechanism on the structural oxide layer is
currently not available through the literature. It is known that the oxygen self-diffusion coefficient
in the oxide layer is significantly low. However, a high rate of inner layer growth indicates fast
paths for oxygen to reach it [26]. The corrosion of structural material in LBE takes place through
low concentration oxygen dissolution as observed in the oxygen control technique and corrosion
takes place at a fast rate regardless of the pathway. Mass transfer of oxygen is the main limiting
factor for corrosion [18].

Corroded elements dissolved and transported in LBE cease corrosion as the product concentration
approaches saturation limits. The transport process is dependent on the diffusion, concentration
gradient, and LBE corrosion product diffusion coefficient in a static isothermal system. Corrosion
halts when corrosion products are at equilibrium with the liquid and there is no concentration
gradient. The reaction rate in a non-flowing solution is low, as the diffusion coefficient in liquids
is low. The corrosion rate is dependent on the rate of dissolution, as the rate of dissolution is less
than the rate of diffusion. Diffusion is the primary process that is triggered for removing dissolved
products. If the rate of dissolution is higher than the diffusion rate, the liquid-metal interface
concentration is always at equilibrium and the rate of corrosion is a direct measurement of the rate
of diffusion.
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However, in a flowing LBE system, corrosion elements are transported through diffusion and
convection. Since convective mass transfer is more efficient than molecular diffusion, the mass
transport rate is significantly increased. In a non-isothermal flowing system, the flowing liquid
transports the corrosion products, which may lead to their deposition. In nuclear coolant
application designs, flow velocities should be controlled to avoid fast and uncontrolled corrosion
or erosion-corrosion, as shown in Figure 11, which illustrates the relationship between the velocity
and corrosion rate [27].

Figure 11. Dependence of corrosion rate on velocity [27].

In addition to flow velocity, temperature is another factor that affects the rate of corrosion. Since
the rates of chemical reactions, coefficients of corrosion product diffusion, and LBE viscosity are
dependent on temperature, raising the temperature leads to the elevation of product dissolution,
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solubility, and diffusion coefficients, but lowers viscosity. Deviations in these parameters may
cause to increase the corrosion rate. In closed loop structures, if thermal gradients are removed,
corrosion product species’ concentrations would eventually reach an equilibrium and prevent
further corrosion. With the presence of a temperature gradient, stainless steel elements’ corrosion
takes place at the hot legs and moves to sites where precipitation occurs. Hot sections of loops
become severely exposed as the thermal gradient rises, while deposition in the cold regions may
quicken corrosion in the hot regions [28].

A third parameter that affects the corrosion rate is the metal solubility in Bi, Pb, and LBE. As
structural material elements dissolve into LBE media, the dissolution rate is dependent upon the
surface area ratio of the stainless steel to the volume of the LBE and the content of interstitial
impurities such as oxygen [23]. Corrosion on stainless steel in LBE occurs through the dissolution
of elements even at small oxygen concentrations, supported by surface steel oxidation and the
reduction of surface steel element oxides at large oxygen concentrations. Corrosion is dependent
on the mass transfer process since the reaction occurs at a fast pace, which keeps the corrosion
product concentrations at equilibrium level at the structural-LBE interface [18, 29-31]. Due to
these effects of concentration, the determination of the solubility of iron, chromium, and nickel in
molten lead and LBE requires a deeper understanding of the liquid metals/alloys used as nuclear
coolants. The saturation solubility (𝑐𝑆 ) of a stainless steel in LBE, Pb and Bi can be written as:

(1-4)

𝑙𝑜𝑔𝑐𝑠 [𝑤𝑝𝑝𝑚] = 𝐴1 + 𝐵1 ⁄𝑇[𝐾]
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where 𝐴1 and 𝐵1 are constant coefficients which are based on experimental, and the values for Fe,
Cr, and Ni in liquid LBE and Pb are shown in Table 3 [29, 32].

Table 3. Solubility coefficients of Ni, Fe, and Cr in LBE [28] and Pb [33] (temperatures are in
the unit of Kelvin)
Fe

Lead

Cr

𝐴1

𝐵1

673<T<873

4.34

-3450

873<T<1020

5.82

-4860

LBE

6.10

-4380

Ni

𝐴1

𝐵1

𝐴1

𝐵1

5.08

-2280

7.53

-843

The theoretical solubility chart for metals Fe, Cr, and Ni in LBE and Pb is given in Figure 12. The
theoretical solubility is compared with the experimental solubility of Fe in LBE. The comparison
shows the agreement of experimental data with the empirical equation [32]. Solubility increases
with increasing temperature; the solubility of Ni in LBE is much higher than that of Fe and Cr,
which indicates that for corrosion resistance the Ni content in stainless steel needs to be reduced.
The solubility of a metal in LBE depends on the compositions of the liquid alloy. Since the Fe
solubility in pure liquid lead is lower than the Fe solubility in LBE, pure liquid lead is less corrosive
than LBE in the presence of Fe.
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Figure 12. Comparison of solubility of Fe in LBE and Pb, solubility of Cr and Ni in LBE, with
the experimental data [32] of solubility of Fe in LBE.

1.3 Oxidation Process in Stainless Steel - Lead/LBE Systems
To understand the oxidation states of stainless steel in LBE, and their mechanisms, it is first
important to understand the oxidation states of a simpler system, such as pure iron. Here, oxygen
dissolves into the alloy, ionizing iron, followed by iron ion and electron transport through the oxide
film. In high temperature lead or LBE flow systems, metal atoms and atomic oxygen react on the
oxide-metal interface, or on the oxide-LBE interface, and inside the oxide layer. Based on the
chemical and chemical thermodynamics, oxide layer structure and oxide layer forming mechanism
will be further discussed in the following section. The oxide layer structure of stainless steel is
dependent on; a) structural material composition, b) oxygen concentration, c) flow temperature,
and d) flow conditions.
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1.3.1 Chemical and chemical thermodynamics basis
Oxygen flows in the atomic phase, rather than in molecular phase, in high temperature metal flow
[39]. Oxygen dissolution in the LBE metal flow is given by the following equation:

1
2

(1-5)

𝑂2 (𝑔𝑎𝑠) ↔ 𝑂(𝑎𝑙𝑙𝑜𝑦)

Since chemical reactions occur more rapidly than mass transfer when oxidation occurs, it can be
assumed that local equilibrium states have been reached in all chemical reactions, and are
thermodynamically reversible [26]. However, in ADS, mass transport in the oxide layer dominates
the oxide process and this is widely acceptable because of the LBE coolant flow in a real situation
is fully turbulent and the corrosion product is mixing quickly with the main flow, thus the rate of
mass transfer in the boundary layer dominates the mass transport in the liquid [26].

Oxidation reaction happens in three different locations: oxide-metal inner interfaces, inside the
oxide layer, and outside of the oxide layer toward the main flow. In the oxide-metal inner interface,
oxygen atoms react with the iron atoms as given in Equation (1-6):

(1-6)

3𝐹𝑒 + 4𝑂 = 𝐹𝑒3 𝑂4

This is the main reaction causes the growth of the inner oxide layer. Additionally, ionization or
oxidation of the iron atoms takes place in the inner interface:

21

𝐹𝑒 ⇋ 𝐹𝑒 2+ + 2𝑒 −

(1-7)

Once formed, the iron ions and electrons migrate toward the oxide layer, and new iron atoms are
formed through a reversible reaction.

𝐹𝑒 2+ + 2𝑒 − ⇋ 𝐹𝑒

(1-8)

All species in the preceding reactions, such as reactants and ions, react with the migrated oxygen
in the oxide as given in Equation (1-6), and lead to redistribution and volume growth in the oxide
layer. At the outer oxide-LBE interface, reactions at the surface (Equations (1-6) and (1-8)) take
place leading to the outward growth of volume in the oxide layer [16]. The inward and outward
transport of oxygen and iron ions are investigated, and the overall chemical reaction can be written
as Equation (1-9):

𝑦

(1-9)

𝑥𝑀 + 2 𝑂2 = 𝑀𝑥 𝑂𝑦

The reaction is driven by the Gibbs free energy change that occurs from oxide formation. The
transport of steel elements and oxygen in the oxide layer is not fully comprehended. The point
defect theory is used for the explanation of the iron migration in the oxide layer. Factors that affect
the diffusion rate of iron are oxygen pressure, thermal gradient, and point defects. It is assumed
that the oxygen transports through the oxide layer by mechanisms that are not well defined [25,
26]. The mass transport rates of iron and oxygen are of the same order, and both control the
oxidation rates. With the addition of alloying materials, the oxidation of stainless steel becomes
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complicated due to rising impurities and defects. The oxidation phenomenon is further complicated
by considering the temperature, flow conditions, and oxide film of the material. Further
investigation of the oxide layer growth mechanism is needed to comprehend the oxidation process,
which is outlined in the next section.

1.3.2 The oxide structure from experimental results
Alloying elements, impurities, and crystal structure defects increase the convolution in its
oxidation process. Temperature and hydraulic factors affect the oxide layer in contact with LBE.
The addition of anti-corrosive chrome as an alloying element protects the steel by increasing the
electrode potential of iron. Martensitic stainless steel and austenitic stainless steel, often used with
LBE, consist of 13 wt% to 18 wt% and above 17 wt% of chrome, respectively, to ensure decent
corrosion resistance. Martensitic stainless steel consists of 0.1 wt% to 1.0 wt% of carbon, and
present excellent mechanical properties such as hardness, mechanical strength, abrasion resistance,
and machinability. Austenitic stainless steel, which is commonly used in industry, is composed of
17 wt% of carbon in addition to titanium, niobium, molybdenum, and copper, leading to excellent
corrosion resistance [34]. The following section examines the properties of the oxide film.

(a). Oxide film of stainless steel in pure molten Pb
Muller et al. [35] reported the corrosion experiments in pure molten Pb in plate specimens of
martensitic steel OPTIFER (Fe-9Cr) and austenitic steel 1.4970 (16Cr-15Ni); experiments were
conducted in specimens of plates of 115 mm×10 mm× 2 mm dimension, a temperature of 550℃,
and oxygen concentration at 8×10−6 wt% in molten lead. The scanning electron microscope
(SEM) of a cross-section of the OPTIFER specimen from 3000 hrs of exposure is given in Figure
23

13, which shows a brittle outer layer, with low Cr concentration and a Cr abundant spinel inner
film. Oxide precipitates are along the grain boundaries in the oxygen transport zone.

Figure 13. SEM of OPTIFER specimen- 3000 hrs of exposure at 550℃ [35].

Figure 14 shows the SEM of a cross-section of an austenitic steel 1.4970 specimen after 3000 hrs.
Beneath the surface, a substrate with diffused oxygen is observed here with an oxide structure
close to martensitic stainless steel, with layers of magnetite and Fe-Cr spinel. The corrosion and
oxidation resistance in austenitic stainless steels stems from the high Cr and Ni content, and
displays a much thinner oxide layer of austenitic steel 1.4970, compared to martensitic stainless
steel. A spinel zone is present, which consists of lead and oxygen penetrated along grain
boundaries 20 𝜇𝑚 in the metal matrix. The results suggest that austenitic stainless steel 1.4970
displays higher oxidation resistance in LBE than martensitic stainless steel under the controlled
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levels of oxygen. A thin oxide layer is unable to prevent the penetration of oxygen; however,
surface treatment can enhance the corrosion oxidation resistance of the stainless steel.

Figure 14. SEM of cross-section- 1.4970 specimen with 3000 hrs of exposure at 550℃ [35].

(b). Oxide layer of stainless steel in LBE
Barbier et al. [36] reported the compatibility tests on eight types of stainless steels in LBE in a
non-isothermal experimental environment [36]. Austenitic stainless steels (AISI 316L and 1.4970)
and six martensitic steels (Optifer IVc, T91, Batman 27, Batman 28, EP823, and EM10) are
subjected to flowing LBE for 1000, 2000, and 3000 hrs of exposure time, and at 300℃ and 470℃,
with an oxygen concentration of 10−6 𝑤𝑡% and a flow velocity of LBE at 1.9 ± 0.1 𝑚/𝑠. Zhang
et al. [15] reported that the tube and rod specimens of austenitic steels 316/316L and D-9 and
martensitic steels HT-9 and T410 were investigated in LBE flow under the same conditions at
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460℃ and 550℃ with exposure times of 1000, 2000, and 3000 hrs. The flow velocity was set to
1.9 m/s and the oxygen level in LBE was set to 0.03-0.05 wppm [15].
Generally, three structures were identified for martensitic steels at three different temperature
ranges [37].

Figure 15. SEM of oxide layer structure of the T91 steel at 470℃ exposure for 3000 hrs. [36].

The oxide scale is not uniformly distributed and the thickness of the oxide layer is too thin to be
measured in T91 steel at 300℃. This thin oxide layer provides a good corrosion resistant on
martensitic steel. In temperature between 460-470℃, a duplex structure is observed on Batman27, Batman-28, EM10 steel, T91 steel, Optifer IVc, and EP823 after 1000 hrs. An external
magnetite layer, Fe3O4, and a Fe-Cr spinel oxide layer compose the oxide layer in this temperature
range. Figure 15 shows the SEM of T91 steel with 3000 hrs exposure time.
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Figure 16. Cross-section of HT-9 with exposure to LBE for 2000 hrs of exposure at 460℃ [15].

The external magnetite layer is absent in some SEM, while diffusions of lead are seen in the outer
layer. With 2000 hrs and 3000 hrs of exposure, an oxidation zone, where oxide deposits are located
along the grain boundaries, formed underneath the spinel layer in Batman 27 and 28 [36]. With
longer exposure time LBE penetration in the outer layer and inner layer was observed in EM 10
and becomes more evident in outer layer for even more exposure time. A duplex-layer protects the
steel from dissolution and is investigated by Zhang et al. [15] for HT-9 steel at 460℃ as shown in
Figure 16. Neither Barbier et al. [36] nor Zhang et al. [15] reported observations of liquid metal
corrosion; however, a non-uniform single oxide layer of Cr-rich spinel was seen in a rod of T410,
with local damage subsequent to 2000 hrs of exposure [15]. The oxide layer thicknesses reported
by both Barbier et al. [36] and Zhang et al. [15] are in good agreement, confirming the
consistencies of the experiments. From Figure 15 and Figure 16, the similarity in oxide layer
thickness confirms the reliability of the experiments performed by Barbier et al. [36] and Zhang
et al. [15]. At the temperature greater than 500℃, a layer with diffused oxygen under the layer of
oxide was seen by Zhang et al. [15] after 3000 hrs of exposure and in HT-9 at 550℃ as shown in
Figure 17, while T-410 displayed heavy LBE corrosion.
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Figure 17. Cross-section of HT-9 with LBE exposure for 3000 hrs at 550℃ [15].

Austenitic stainless steels are composed of more Cr and Ni than are martensitic. The austenitic
steel oxide layer thus displays the following structures [26]; at temperature lower than 500℃, a
thin oxide layer made up of a single Fe-Cr spinel layer prevents direct dissolution as it can be seen
in stainless steel 316L and 1.4970 in Barbier’s experiments [36]. Similar results were reported by
Zhang et al. [15]. Figure 18 shows the SEM image of austenitic steel 1.4970 after 3000 hrs
exposure where the cross section of tube specimen 316 is exposed to flowing LBE for 2000 hrs at
T = 460℃. In Figure 18 and Figure 19, similar thicknesses in the oxide layers confirm the reliability
of the two experiments conducted by Barbier et al. [36] and Zhang et al. [15].
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Figure 18. SEM of the oxide layer in austenitic steel 1.4970 at 470℃, 3000 hrs exposure [36].

Figure 19. Cross-section of steel 316 with flowing LBE exposure for 2000 hrs at 460℃ [15].

The thickness of oxide film in steel D-9 is very thin even after 3000 hrs [15] Also, slot corrosion
is detected on the exterior of an 316L rod after 2000 hrs of exposure at 460℃. as shown in Figure
20.
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Figure 20. Slot corrosion of stainless steel 316L at 460℃ for 2000 hrs. [15]

The oxide layer, which can thwart the dissolving of steel elements, is usually seen at 550℃ in tube
specimens 316 and D-9 steel [15]. Figure 21 shows the cross-section of a stainless steel 316 (tube),
with a duplex-layer, after being exposed to 2000 hrs of flowing LBE at 550℃.

Figure 21. Steel 316 tube cross-section with flowing LBE exposure for 2000 hrs at 550℃ [15].

Surface treatments, fabrication procedures, and LBE flowing conditions affect the structure of the
oxide layer. For example, Zhang et al. [15] reported a single oxide layer in the stainless steel 316L
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rod specimen, while Muller et al. [9] reported an oxide layer with a duplex structure. In 316L
austenitic stainless, LBE and slot corrosion are both observed at 550℃ [15]. The presence of a
single oxide layer is insufficient for protection against corrosion and heavy dissolution corrosion
is observed. At temperatures higher than 550℃, significant effects from dissolution corrosion are
observed and mitigation through controlling the oxygen concentration is required [15].

1.3.3 The mechanism of the oxide layer growth
The mechanism of the oxide film growth in martensitic or austenitic steels in LBE and Pb with
controlled concentrations of oxygen is discussed in the following section [15, 35, 36].

(a) For static molten lead or LBE
In static lead or LBE the effects of flow conditions are negligible. The components of steel are
dissolved in the molten lead and lead alloys due to their high solubility [15]. Figure 22 shows that
when the oxygen concentration is insufficient to develop the protective layer of metal oxide,
corrosion occurs through dissolution, which is also possible at elevated temperatures when the
oxide film cannot avert steel component dissolution from exposure [38].
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Figure 22. Dissolution corrosion in unsaturated static lead or LBE [38].

When the concentration of steel components reach the saturation limit in liquid or when steel
components are released to the solution at equilibrium with those from the structural surface,
corrosion will halt, as shown in Figure 23. If pre-corrosion is observed there will be no further
change on the surface.

Figure 23. Corrosion ceases when dissolution is in balance with deposition [38].
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Figure 24. Deposition induces a single layer of (Fe,Cr)3O4[38].

The equilibrium changes with increasing in the oxygen concentration. If the oxygen concentration
in the lead or lead alloys is sufficient, protective oxide films will begin to form along the surface.
Precipitation of the product from the reaction of dissolved oxygen and steel components takes
place at the surface. The process starts with a single oxide layer as shown in Figure 24, since all
components of the stainless steel are pre-dissolved into the molten lead or LBE, and a depositioninduced single-layer structure of oxide layer, mainly (Fe,Cr)3O4, can be observed.

Figure 25. Duplex-layer structure without oxygen transported into the stainless steel [38].
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The concentration of dissolved steel components will be diluted when the controlled oxygen
concentration is not high enough to diffuse into the oxide layer or steel structure. Then the
remained steel concentration will participate in reaction in molten/alloys environment. This will
lead to the commencement of steel component migration into the lead and lead alloys again. The
oxide layer works as an efficient barrier for the diffusion of Cr and other elements, since the
diffusion rates of Cr and other elements in the oxide layer are lower than the rate of iron diffusion
in the oxide layer. With the low diffusion rate of Ni, Cr and other elements compared to Fe, in FeCr steels, Fe-Cr spinel can retain Cr and Ni [39], which allows the diffusion of Cr and other
components into the lead or lead alloy through the oxide layer to be negligible in oxide film
thicknesses of 2-3 nm [39]. Figure 25 shows the formation of a new layer of the magnetite (Fe3O4)
on the top of the layer (Fe,Cr)3O4 when all the dissolved Cr is consumed, through outward-diffused
iron and oxygen surface reactions. Oxidation is limited by the iron diffusion in the oxide film and
at a higher oxygen concentration the surface reaction of the outwards diffused iron cannot consume
all oxygen in the molten lead or LBE. At this point, oxygen migrates through the oxide layer and
reacts with both Fe and Cr beneath the oxide film leading to a spinel thickness increase. Figure 26
shows the oxygen and iron controlled duplex-layer oxide formation.
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Figure 26. Duplex-layer structure oxide controlled by transports of iron and oxygen [38].

When the oxygen concentration is high, a surface oxide reaction occurs on the clean stainless steel
surface in LBE, and does not contain steel components. The process starts with the formation of a
thin Fe3O4 layer, through the reaction of Fe and O, consuming Fe in the material instead of the
deposition of Fe3O4 and Cr2O3 from liquid. When iron, which is the main element of stainless steel,
is consumed, redistribution of the material and volume contraction takes place and the metal
movement is bi-directional; outward movement of the oxide-liquid interface and inward movement
of the oxide-steel interface. Figure 27 shows the single layer structure oxide induced by the surface
reaction in clean static lead or LBE.

Figure 27. Single layer structure oxide induced by surface reaction in clean static lead or LBE.
[38].
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The inward reaction at the interface of oxide-steel is induced when oxygen transports inward to
the material and at thicknesses of 2-3 nm the protective film will impede the oxidation process by
slowing down the transport of oxygen and iron through the oxide film [39]. The oxidation is limited
by the transport of oxygen and iron and their transpors will increase the outer interface reaction.
A spinel of (Fe,Cr)3O4 is formed at the interface of oxide rich with Cr and Fe, which diffuses out
and generates the oxide layer, forming a duplex oxide layer. Figure 27 shows that the inner
interface of oxide/steel will move faster than the single layer case. Figure 28 shows the duplex
oxide layer.

Figure 28. Duplex layer structure of oxide with oxygen transported inward to material [38].

(b) For flowing lead or LBE
The process of oxidation and corrosion is different in the case of flowing lead and lead alloys; it
is affected by non-isothermal conditions and it starts by removing the oxide layer at the outer
surface adding complexity to the corrosion and oxidation process. If the removal rate of the product
is greater than the metal diffusion rate, an oxide will be formed only on the oxide-steel surface and
no new oxide layer will be formed on the outer oxide layer. If removal rate is large enough to
36

remove an outer layer, only a single structure oxide layer will be formed. With an extremely large
removal rate, erosion-corrosion may occur, removing the structural material as shown in Figure
29. Steel components will be dissolved in the molten lead and lead alloys if the oxygen
concentration is close to zero. When the mass transfer rate of dissolved components is high the
dissolution corrosion rate is increased.

Figure 29. Dissolution corrosion in unsaturated flowing lead or LBE [38].

In a non-isothermal system, when the steel components saturate the LBE, the dissolution corrosion
ceases upon reaching equilibrium in dissolution and precipitation while the scale removal process
remains similar to static lead/LBE with pre-corrosion. As shown in Figure 30, erosion-corrosion
may be observed due to the lack of protection on the metal surface and scale fragments in the
flowing lead/LBE.
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Figure 30. Dissolution is in balance with deposition and scale removal [38].

Figure 31. Corrosion and oxidation in a non-isothermal lead/LBE system with balance of
dissolution and deposition in total quantity [38].

The corrosion process in a non-isothermal lead/LBE is different, as shown in Figure 31, where the
net dissolution occurs in the high temperature region and net deposition occurs at the lower
temperature region. Total dissolution and deposition is equal. In the cold region, if the scale
removal rate is larger than the deposition rate, deposition may not be observed. This happens
because the concentration of the dissolved products exceeds saturated concentration and solid
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phase particles or corrosion products can be found in flowing lead or LBE. These floating solid
particles enhance the erosion corrosion.

1.3.4 Oxygen control technique
The protective layer on the surface of the steel can be maintained by oxygen control in the liquid
lead-alloy system. As discussed previously, when the pressure of oxygen exceeds the equilibrium
oxygen partial pressure, lead oxide precipitates will contaminate the coolant. Prevention of lead
oxide is an additional motivation for controlling oxygen [30].

The following reaction occurs during precipitation:

1
2

(1-10)

𝑂2 + 𝑃𝑏 ⇋ 𝑃𝑏𝑂

The range of partial pressure of oxygen is given by:

0
𝐺𝐹𝑒
3 𝑂4

2𝑅𝑔 𝑇

≤ 𝑙𝑛𝑃𝑂2 ≤

0
2𝐺𝑃𝑏𝑜

(1-11)

𝑅𝑔 𝑇

where 𝐺 𝑜 is standard Gibbs free energy of formation (𝐽/𝑚𝑜𝑙), 𝑅𝑔 is the universal gas constant
(𝐽⁄𝑚𝑜𝑙 𝐾 ), and T is absolute temperature (K). The range for controlling oxygen concentration
should be [𝐶𝑜,𝑚𝑖𝑛 , 𝐶𝑜,𝑠 ] [30, 35].
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The oxygen solubility in liquid lead and LBE [30, 40] in wt% are given as:

𝐶𝑂,𝑠[𝑃𝑏] [𝑤𝑡%] = 103.2−5000⁄𝑇

(1-12)

𝐶𝑂,𝑠[𝐿𝐵𝐸] [𝑤𝑡%] = 101.2−3400⁄𝑇

(1-13)

where T is the absolute temperature in K.
The lower limit concentration of oxygen to form 𝐹𝑒3 𝑂4, is:

0
0
𝛥𝐺𝐹𝑒
−𝛥𝐺𝑃𝑏𝑂
3 𝑂4

𝐶𝑂,𝑚𝑖𝑛 = 𝐶𝑂,𝑠 𝑎𝑃𝑏 𝑒𝑥𝑝 (

4𝑅𝑇

(1-14)

)

0
where 𝛥𝐺𝑃𝑏𝑂
(J/mol) is the standard Gibbs free energy of the formation of PbO and it can be
0
calculated by using 𝛥𝐺𝑃𝑏𝑂
(J/mol) = −218720 + 99.35T for the temperature range from 400 to

1000 K [41]. 𝑎Pb is the activity of lead: for pure liquid lead is 1, and for LBE 𝑎Pb =
0.4232𝑒𝑥𝑝( −135.2/𝑇) [30, 38].

For pure liquid lead:

𝐶𝑂,min[𝑃𝑏] [𝑤𝑡%] = 102.1012−8048⁄𝑇

(1-15)

For LBE:

𝐶𝑂,min[𝐿𝐵𝐸] [𝑊𝑡%] = 10−0.2722−6508⁄𝑇

(1-16)
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The temperature is not uniform in the LBE flow and it is fully turbulent. Turbulent mixing effect
leads to have nearly uniform oxygen concentration in the system. Since 𝐶𝑂,𝑠 and 𝐶𝑂,𝑚𝑖𝑛 are
functions of temperature, and the uniform concentration should be less than 𝐶𝑂,𝑠 at the lowest
temperature (𝑇min ) and greater than 𝐶𝑂,𝑚𝑖𝑛 at the highest temperature (𝑇max ).

In a typical system, the temperature ranges from 350ºC to 550ºC, with a target oxygen range
of

6.63 × 10−9 𝑤𝑡% ≤ 𝐶𝑂 [𝐿𝐵𝐸] < 5.5 × 10−5 𝑤𝑡% . The liquid lead system operates

between 450ºC to 650ºC, with a target oxygen concentration range of 2.4 × 10−7 𝑤𝑡% ≤
𝐶𝑂 [𝑃𝑏] < 1.9 × 10−4 𝑤𝑡% , and is further illustrated in Figure 32 [36].

Figure 32. Typical oxygen control range in non-isothermal liquid lead and LBE flow systems
[30].
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1.4 Purpose of Study
The corrosion of structural steel material in molten lead or LBE occurs in nuclear power plant
applications. The precipitation of corrosion products in cold regions blocks the flow of lead or
LBE, which can generate a safety hazard. Studies suggest that corrosion caused by flow velocity
depends on factors such as exposure time, thermal gradient, flow velocity conditions, and
structural material, as well as heat and surface treatments of material, and many other factors [2,
3, 10, 18, 42]. Experimental data on LBE corrosion is limited [10, 23, 25]. Developing robust
numerical modeling is important to understand oxygen distribution, corrosion, and oxide layer
formation in lead/LBE systems. This study has three main objectives. Firstly, the improvement of
oxygen distribution in lead/LBE by adding nanoparticles to the base fluid is investigated.
Secondly, the oxygen distribution pattern is studied by imposing a magnetic field in order to
achieve the best pattern for covering the contact surfaces more efficiently. Finally, a numerical
approach by using the lattice Boltzmann method (LBM) is developed to handle reactive boundary
conditions in turbulent, low Prandtl number liquid metal flows and the obtained numerical results
are benchmarked with available experimental data.
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CHAPTER 2 OXYGEN TRANSFER IN LIQUID LEAD UNDER INFLUENCE OF
NANOPARTICLES BY USING LATTICE BOLTZMANN METHOD

2.0 Introduction
Heat is carried by fluids in most common types of heat transfer equipment such as cooling systems
in vehicle, aviation and other transportation industries. Fluids paly as a main component in heat
transfer equipment in other industries such as textile, food, construction, chemical and power
plants. To develop more energy-efficient heat transfer equipment, thermal conductivity of working
fluids become an important part of design. Due to fast pace of change in needs of industries,
advanced heat transfer fluids with higher thermal conductivity are required. Although many studies
and developments have been done on improving the heat transfer devices, cooling capabilities
devices suffer from limitation of low thermal conductivity of conventional working fluids such as
air and water. The idea of using fluids with suspended solid metallic particles was developing
based of simple comparison of metals thermal conductivity at room temperature with liquids at the
same temperature. For example, thermal conductivity of copper was recorded as ~700 and 3000
times greater than that of water and engine oil at room temperature respectively. Therefore,
Thermal conductivity of enhanced liquids with metallic particles are expected to have orders-ofmagnitude larger than conventional pure fluids.
Chol [43] was the first to introduce engineered fluids by adding metallic nanoparticles to improve
the thermal properties of the base fluids. However, Wang et al.’s [44] results show that the volume
fraction of nanoparticles applies restriction on their application. Since then, many research works
have been devoted to the investigation of heat transfer enhancement in nanofluids by using LBM.
Nemati et al. [45] utilized LBM and presented the thermal characteristic enhancement of various
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nanofluids in a lid driven cavity. Sheikholeslami et al. [46] studied heat transfer from a heated
cylinder enclosure for different Rayleigh numbers, volume fractions, and aspect ratios. Copper
(Cu) was found to be the most efficient nanoparticle for heat transfer enhancement based on their
results. Ashorynejad et al. [47] simulated natural convection in a cylindrical annulus filled with
silver (Ag) nanoparticles under magnetic field effects. It was found that the thermal properties are
reduced because a magnetic field is developed by adding Ag nanoparticles to a base fluid of water.
More details related to this kind of research are available in a review paper done by Sidik and
Razali [48].

In the next section, the lattice Boltzmann method (LBM), as a numerical method, is used to analyze
the effects of nanofluids on oxygen transport in a simplified two-dimensional container with
different temperature boundaries. Two different thermal boundary conditions are applied to
generate natural convection mixing. Containers are filled with liquid Pb added by aluminum oxide
(Al2O3) or Cu nanoparticles.

2.1 Lattice Boltzmann Method (LBM)
Recently, the lattice Boltzmann method (LBM) became the first choice in comparing with
conventional numerical approaches for complex fluid problems. It has been successfully proven
to provide accurate results for problems involving complex multiphase flows. The LBM deals with
the probability of particle existence at a regular grid in space. Features like easy implementation
and clear physics, as well as the intrinsic parallelism of the algorithm, give LBM clear advantages
over conventional methods [49]. Within the LBM framework, the flow of a single-phase fluid can
be described with the following evolution equation:
44

1

𝑒𝑞
𝑓𝑖 (𝑥 + 𝑒𝑖 ∆𝑡, 𝑡 + ∆𝑡) − 𝑓𝑖 (𝑥, 𝑡) = − 𝜏 (𝑓𝑖 (𝑥, 𝑡) − 𝑓𝑖 (𝑥, 𝑡)) + ∆𝑡𝐹𝑖 ,
𝑣

(2-1)

where 𝑓𝑖 is the density distribution function along the i direction, 𝑓𝑖𝑒𝑞 is the corresponding
equilibrium distribution function, ∆𝑡 is the time increment, 𝑒𝑖 is the discrete lattice velocity, 𝐹𝑖 is
external force, and 𝜏𝑣 is the collision time related to the kinematic viscosity (𝜐). The solute
transport and heat transfer in the fluid can be described by the following equations:

1

𝑔𝑖 (𝑥 + 𝑒𝑖 ∆𝑡, 𝑡 + ∆𝑡) − 𝑔𝑖 (𝑥, 𝑡) = − 𝜏 (𝑔𝑖 (𝑥, 𝑡) − 𝑔𝑖𝑒𝑞 (𝑥, 𝑡)),
ℎ

1

ℎ𝑖 (𝑥 + 𝑒𝑖 ∆𝑡, 𝑡 + ∆𝑡) − ℎ𝑖 (𝑥, 𝑡) = − 𝜏 (ℎ𝑖 (𝑥, 𝑡) − ℎ𝑖𝑒𝑞 (𝑥, 𝑡)),
𝑠

(2-2)
(2-3)

where 𝑔𝑖 and ℎ𝑖 represent the density distribution function for temperature and concentration along
𝑒𝑞

𝑒𝑞

the 𝑖 direction, respectively; 𝑔𝑖 and ℎ𝑖 are the corresponding equilibrium distribution functions;
𝜏ℎ and 𝜏𝑠 represent the collision time related to the thermal diffusivity (𝛼) and mass diffusivity
(𝐷), respectively.
Macroscopic proprieties are related to the following mesoscale variables:

𝜌 = ∑𝑖 𝑓𝑖 ,

(2-4)

𝜌𝑢 = ∑𝑖 𝑒𝑖 𝑓𝑖 ,

(2-5)

𝜐0 = 𝐶𝑠2 (𝜏𝑣 − 0.5) ,

(2-6)

𝛼 = 𝐶𝑠2 (𝜏ℎ − 0.5) ,

(2-7)

𝐷 = 𝐶𝑠2 (𝜏𝑠 − 0.5) ,

(2-8)
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𝐶𝑠 is the sound velocity in LBM lattice unit.
It is important to mention that LBM lattice units, or mesoscale units, are derived as follows:

𝑅𝑒,𝐿0 ,𝑡0

Physical system (PS) ↔

𝑅𝑒,𝛿𝑥 ,𝛿𝑡

Dimensionless system (DS) ↔

Discrete system (LB)

where Re represents the Reynolds number, which is constant through this conversion. The
transition between (PS) and (DS) happens by choosing the characteristic length scale 𝐿0 and time
scale 𝑡0 . By setting discrete space step 𝛿𝑥 and time step 𝛿𝑡 , DS can be converted to the lattice
Boltzmann (LB) system.

2.1.1 Domain discretization
As similar with all numerical methods, physical domains need to be discretized into a
computational domain. There are different lattice configurations for domain discretization in LBM.
Figure 33 shows the most common used configurations in 2-D and 3-D domains [50].

`

Figure 33. (A) Lattice configuration for 2-D problems, D2Q9 [50], (B) Lattice configuration for
2-D problems, D2Q5 [50], and (C) Lattice configuration for 3-D problems, D3Q19 [50].
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2.1.2 Boundary conditions
Some of distribution functions are unknown after the stream step at the boundaries in the LBM
algorithm. The calculation of the unknown’s distribution functions will depend on the type of the
boundary. The velocity, temperature, and concentration boundary conditions (BCs) are needed to
solve the momentum, energy, and mass transport in this study.

2.1.3 Boundary conditions for velocity field
The bounce back scheme [50] is the most common boundary condition to replicate stationary or
moving boundary conditions, like flow-over obstacles, or nonslip conditions at stationary walls. It
is quite simple for stationary boundaries, and simply indicates that incoming particles toward a
solid boundary would return into the 2-D flow domain as shown in Figure 34.

𝑓2 = 𝑓4

(2-9)

𝑓5 = 𝑓7

(2-10)

𝑓6 = 𝑓8

(2-11)

Figure 34. Simple bounce back scheme for the 2-D flow domain [49].

A fix inlet velocity is a common example for an inlet boundary condition [51], as seen in Figure
35.
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2

𝑓1 = 𝑓3 + 3 𝜌𝑤 𝑢𝑤

(2-12)

1

(2-13)

𝜌𝑤 = 1−𝑢 [𝑓0 + 𝑓2 + 𝑓4 + 2[𝑓3 + 𝑓6 + 𝑓7 ]]
𝑤

1

1

1

(2-14)

1

1

1

(2-15)

𝑓5 = 𝑓7 − 2 (𝑓2 − 𝑓4 ) + 6 𝜌𝑤 𝑢𝑤 + 2 𝜌𝑤 𝑣𝑤
𝑓8 = 𝑓6 + 2 (𝑓2 − 𝑓4 ) + 6 𝜌𝑤 𝑢𝑤 − 2 𝜌𝑤 𝑣𝑤

Figure 35. Inlet boundary condition for the 2-D flow domain [50].

2.1.4 Boundary conditions for temperature field
An adiabatic boundary condition is used on the 2-D flow domain. With constant temperature
boundary conditions, the only unknown distribution functions are evaluated as [50]:

(2-16)

𝑔𝑖 = (𝜔𝑖 + 𝜔−𝑖 ) ∗ 𝑇𝑤𝑎𝑙𝑙 − 𝑔−𝑖

where ‘i’ and ‘-i’ show opposite directions, and 𝑤 are the weight coefficients, which are defined
as 𝜔0 = 4/9, 𝑤𝑖 = 1/9 for i = 1, 2, 3, 4, and 𝑤𝑖 = 1/36 for i = 5, 6, 7, 8 for D2Q9 configuration.

2.1.5 Concentration boundary conditions
In LBM, both temperature and concentration boundary conditions are considered as scalar
functions. Boundary conditions for impermeable and constant concentrations are similar to
adiabatic and isothermal boundary conditions, respectively. The boundary condition for the total
concentrations is described as follows:
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D

∂Ψ𝑗
𝜕𝑛

𝑁

𝑁

𝑚
∗
𝑅
= ∑𝑚=1
𝛽𝑗𝑚 𝐼𝑚
, and Ψ𝑗 = 𝐶𝑗 + ∑𝑚=1
𝛽𝑗𝑚 𝐶𝑚

(2-17)

where D is the mass diffusion coefficient, 𝛽𝑗𝑚 is the stoichiometric coefficient, and 𝐶𝑗 and 𝐶𝑚 are
solute concentrations for primary and secondary species respectively. Moreover, 𝑁𝑚 and 𝑁𝑅 are
the number of independent homogeneous reactions or secondary species. Equation (2-17)
represents the heterogeneous reactions taking place at a solid interface. In addition, 𝑛 is the
∗
direction normal to the interface pointing toward the fluid phase and 𝐼𝑚
is the reaction rate for the

𝑚𝑡ℎ reaction at the solid interface. It is assumed to have the form derived from transition state
theory as follows:

∗
𝐼𝑚
= −𝑘𝑚 (1 − 𝐾𝑚 𝑄𝑚 )

(2-18)

where 𝑘𝑚 and 𝐾𝑚 are the reaction rate and equilibrium constant, respectively. The ion activity
product (IAP), which has the same structure as the equilibrium constant while involved the
measured activities. 𝑄𝑚 , is defined by:

𝑁

𝑐
𝑄𝑚 = ∏𝑗=1
(𝛾𝑗 𝐶𝑗 )

𝛽𝑗𝑚

(2-19)

where 𝛾𝑗 is the activity coefficient.
ℎ𝑖 in Equation (2-3) represents the distribution function for concentration, which can be broken
down into the equilibrium and non-equilibrium parts as seen below [52]:

ℎ𝑖 = ℎ𝑖𝑒𝑞 + ℎ𝑖𝑛𝑒𝑞

(2-20)
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𝑒𝑞

By choosing the appropriate definition for equilibrium distribution function ℎ𝑖

and district

velocity 𝑒𝑖 , Equation (2-3) can recover from the mesoscale to the macroscale advection diffusion
equation for Ψ𝑗 [52]:

∂Ψ𝑗
𝜕𝑡

(2-21)

+ ∇. Ω𝑗 = 0

with
(2-22)

Ψ𝑗 = ∑𝑖 ℎ𝑖
and

(2-23)

Ω𝑗 = 𝑢Ψ𝑗 − 𝐷∇Ψ𝑗

which 𝑗𝑡ℎ primary species’ total concentration flux is caused by both diffusion and advection.

Based on Noble [53], another definition of Equation (2-22) can be added as:
∑𝑖 ℎ𝑖 𝑒𝑖 = 𝑢Ψ𝑗 −

𝜏𝑠 (𝛿𝑥)2
2𝛿𝑡

(2-24)

∇Ψ𝑗

By using the definition of diffusivity 𝐷 =

𝜏𝑠 (𝛿𝑥)2
2𝛿𝑡

, Equation (2-24) becomes:
(2-25)

∑𝑖 ℎ𝑖 𝑒𝑖 = 𝑢Ψ𝑗 − 𝐷∇Ψ𝑗
Based on definition 𝑒𝑖 for D2Q9 scheme (as seen in Figure 36) at the boundary node:
ℎ2 + ℎ5 + ℎ6 − (ℎ4 + ℎ7 + ℎ8 ) = −𝐷

∂Ψ𝑗

(2-26)

𝜕𝑦

𝑁

𝑚
∗
ℎ2 + ℎ5 + ℎ6 − (ℎ4 + ℎ7 + ℎ8 ) = ∑𝑚=1
𝛽𝑗𝑚 𝐼𝑚

(2-27)

In a two-dimensional case, four unknowns need to be determined at every the reactive boundary
node, specifically ℎ2 , ℎ5 , ℎ6 , and Ψ𝑗 . Researchers have applied the assumption of that the non-
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equilibrium part of the distribution function at a stationary boundary is equal to the value of the
opposite direction in order to close the problem [52] as seen below:

Figure 36. Schematic illustration of a wall node.

ℎ2𝑛𝑒𝑞 = −ℎ4𝑛𝑒𝑞 , ℎ5𝑛𝑒𝑞 = −ℎ7𝑛𝑒𝑞 , ℎ6𝑛𝑒𝑞 = −ℎ8𝑛𝑒𝑞

(2-28)

ℎ2 + ℎ4 = ℎ2𝑒𝑞 + ℎ4𝑒𝑞 = 2/9Ψ

(2-29)

ℎ5 + ℎ7 = ℎ5𝑒𝑞 + ℎ7𝑒𝑞 = 1/18Ψ

(2-30)

ℎ6 + ℎ8 = ℎ6𝑒𝑞 + ℎ8𝑒𝑞 = 1/18Ψ

(2-31)

By eliminating ℎ2 , ℎ5 , and ℎ6 in Equation (2-27) using the above equations, the following equation
can be obtained:
2(ℎ4 + ℎ7 + ℎ8 ) =

Ψ𝑗
3

𝑁

𝑚
− ∑𝑚=1
𝛽𝑗𝑚 𝑘𝑚 (1 − 𝐾𝑚 𝑄𝑚 )

(2-32)

The above equation is generally a nonlinear algebraic equation dependent on the order of the
reaction rate 𝑘𝑚 . The solution of Equation (2-32) is Ψ𝑗 . Then, by knowing Ψ𝑗 and Equations (228) to (2-31), unknown distribution functions (ℎ2 ,ℎ5 , ℎ6 ) can be determined.
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2.1.6 Lattice Boltzmann model with nanofluids
A nanofluid is treated as single phase fluid, and many studies have modified the properties of the
base fluid in order to consider interparticle potential and other forces on the particles. Therefore,
the density of nanofluids can be estimated as:

(2-33)

𝜌𝑛𝑓 = (1 − 𝜙)𝜌𝑓 + 𝜙𝜌𝑠

The volume fraction of nanoparticles is represented by 𝜙 in the above equation, and the
subscripts 𝑛𝑓,𝑓 and 𝑠, denote nanofluid, pure fluid, and solid particle, respectively. The thermal
expansion coefficient and heat capacity of nanofluid can be evaluated as:

(𝜌𝑐𝑝 )𝑛𝑓 = (1 − 𝜙)(𝜌𝑐𝑝 )𝑓 + 𝜙(𝜌𝑐𝑝 )𝑠

(2-34)

(𝜌𝛽)𝑛𝑓 = (1 − 𝜙)(𝜌𝛽)𝑓 + 𝜙(𝜌𝛽)𝑠

(2-35)

where ρ , 𝑐𝑝 , and 𝛽 are the density, thermal capacitance, and the thermal expansion, respectively.
Nanofluid dynamic viscosity is obtained from the viscosity of the base fluid and particle volume
fraction, as below:
𝜇

𝑓
𝜇𝑛𝑓 = (1−𝜙)
2.5

(2-36)

In the present study, the Maxwell–Garnett’s (MG) model [54] is adopted to calculate effective
thermal conductivity, 𝑘𝑛𝑓 , in the following equation:
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𝑘𝑛𝑓
𝑘𝑓

=

𝑘𝑠 +2𝑘𝑓 −2𝜙(𝑘𝑓 −𝑘𝑠 )

(2-37)

𝑘𝑠 +2𝑘𝑓 +𝜙(𝑘𝑓 −𝑘𝑠 )

2.2 Problem Description
In this study, a simulation of natural convection in liquid metal, as well as mass transfer, is carried
out on a two-dimensional cavity as shown in Figure 37. It is assumed that the concentration of
oxygen throughout the domain is too low to have an impact on the main flow. A bounce-back
boundary condition is applied on all walls, except at the top one, which is treated as free surface
boundary.

Figure 37.Schematic of the problem

2.3 Parameter Identification and Self-Developed LBM Code Validation
Table 4 presents the temperature boundary conditions that are used in the simulation.
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Table 4. Temperature boundary conditions for two different simulation cases.
Left Wall

Right Wall Top Wall Bottom Wall

Case A 𝑇 = 𝑇ℎ𝑖𝑔ℎ 𝑇 = 𝑇𝑙𝑜𝑤

adiabatic

adiabatic

Case B 𝑇 = 𝑇ℎ𝑖𝑔ℎ 𝑇 = 𝑇ℎ𝑖𝑔ℎ

𝑇 = 𝑇𝑙𝑜𝑤

adiabatic

In the present study, the properties of liquid lead at 500°C and the nanoparticles are shown in Table
5. According to results obtained by Zhang et al.[31], the oxygen diffusion coefficient in the liquid
lead or lead–bismuth eutectic is about 10−8 𝑚2 ⁄𝑠. Thus, the Schmidt number is set to 4.5,
corresponding to the value of 𝐷𝑜 ≈ 4 × 10−8 𝑚2 ⁄𝑠.

Table 5. Physical properties of lead, copper and alumina
𝐶𝑝 ⁄𝐽 ∙ 𝑘𝑔−1 ∙ 𝐾 −1

𝛽 × 105 ⁄𝐾 −1

𝜌⁄𝑘𝑔 ∙ 𝑚−3

𝑘⁄𝑤 ∙ (𝑚 ∙ 𝑘)−1

Lead

0.14e3

11.16

1.0476e4

14.1

Copper (Cu)

385

1.67

8933

401

Alumina (Al2O3 )

765

0.58

3970

40

The developed LBM code for this problem is validated by comparing the Nusselt (Nu) number
with an available result obtained by Lai [55] for nanofluid modeling. The comparison is presented
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in Table 6. To ensure the results’ independence of lattice and time step, simulations were repeated
by using 160×160, 200×200, and 240×240 lattice, with dimensionless time steps of 𝛥𝑡 = 10−3 and
10−4. No significant difference was found. Therefore, the results presented here refer to the
160×160 lattice size with 𝑅𝑎 = 1500, 𝑃𝑟 = 1.75 × 10−2 , and a dimensionless time step of 10−3.

Table 6. Nu number comparison in simulation of 4% Al2O3/water
𝑅𝑎/Domain size

103 /40 × 40

104 /60 × 60

105 /80 × 80

Present Study

1.238

2.4531

5.012

Lai [55]

1.223

2.455

4.99

2.4 Simulation Results
The velocity vectors are shown in Figure 38. Two different flow patterns were obtained for
different thermal boundary conditions.

55

Figure 38. Velocity vector graph for Case (a) and Case (b) with 0% nanoparticles.

The effect of the solid volume fraction on the vertical component of velocity is shown in Figure
39. Adding more nanoparticles results in higher velocity. This result can be justified by Figure 40,
which presents an isotherm and average Nusselt number. As was expected, adding nanoparticles
to the base fluid can improve the heat transfer characteristics of the base fluid. Additionally, the
average Nusselt number increases as the volume fraction increases. This is an indication of
improvement in heat transfer performance as a result of adding nanoparticles. The average number
is lower for 𝐴𝑙2 𝑂3-lead than that of Cu-lead for the same volume fraction, which makes Cu-lead a
better candidate to be used.
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Figure 39. The effect of solid volume fraction on the vertical component of velocity at the
middle section of cavity for case (a) (first row case) and case (b) (second row).
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Figure 40. Isotherms and average Nu number for different solid volume fractions (Case (a) is on
left side and Case (b) is on right column)

Figure 41 presents oxygen diffusion at different time steps, which are tied with velocity vectors in
Figure 38. Figures 42 and 43 show the oxygen diffusion rate in liquid lead by checking the value
of 𝐶𝑏𝑢𝑙𝑘 . Figure 42 shows that oxygen molecules diffused faster in Cu-lead nanofluid than in
𝐴𝑙2 𝑂3-lead, as was expected, and the higher heat transfer rate leads to a higher mass transfer rate
based on the results of an average Nu number.
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Figure 41.Concentration contours at different times step (10 s, and 100 s and converge time) at
Ra=1500 and Sc=4.5. (Case (a) (first row) and Case (b) (second row)).

Figure 42. 𝐶𝑏𝑢𝑙𝑘 value comparison between nanoparticles.
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Figure 43. The bulk (average) oxygen concentration in the lead with Cu/Al2O3 as a function of
time.

The equilibrium time is calculated based on oxygen concentration (90% of inlet concentration) in
the liquid lead enclosure. The equilibrium time is reduced by using nanofluids instead of using
pure base fluid due to the variation of the thermal properties of fluids. As shown in Figure 44, for
Case (a), by using Cu/Pb and Al2O3/Pb equilibrium time reduces from 1569 s for pure liquid Pb to
1265 s and 1237 s, respectively. For Case (b), the oxygen concentration reaches to equilibrium
value faster by using Cu/Pb and Al2O3/Pb from 850 s for the pure base fluid to 702 s and 716 s,
respectively. Therefore, the most efficient case regarding equilibrium time is Case (b), filled with
8% Cu nanoparticles. The kinematic viscosity of the nanofluid mixture is higher than the pure base
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fluid; the mass diffusivity of oxygen in the nanofluid mixture is greater than in the pure liquid
metal based on the definition of the Schmidt number. On the other hand, the Sherwood number
has an inverse relation with mass diffusivity (Sh = hL/D). This relationship can be observed from
Figures 45 and 46. An increase in the amount of nanoparticles leads to higher mass diffusivity and
a lower Sherwood number. Local and average Sherwood numbers are calculated at the oxygen gas
interface.

Figure 44. The equilibrium time as function of solid volume fraction.
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Figure 45. The local Sherwood number at t = 100 s for both Case (a) (first row) and Case (b)
(second row).
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Figure 46. The average Sherwood number vs. time for different solid volume fraction for both
Case (a) (first row) and Case (b) (second row).

2.5 Conclusion
The natural convection in the two-dimensional simplified container filled with Pb containing Cu
or Al2O3 nanoparticles at different solid volume fractions is solved by using the Lattice Boltzmann
method. The obtained simulation results indicate that adding nanoparticles lead to an improvement
in natural convection by increasing the velocity gradients of liquid Pb, which provides better
oxygen transfer and shorter equilibrium time. The Case (b), with 8% Cu/Pb nanofluid presents the
most efficient scenario based on its equilibrium time and 𝐶𝐵𝑢𝑙𝑘 results.
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CHAPTER 3 STUDY OF MAGNETIC FIELD EFFECTS ON THE OXYGEN TRANSFER IN
LIQUID LEAD CAVITY FLOW USING THE LATTICE BOLTZMANN METHOD

3.0 Introduction
Magnetohydrodynamic (MHD) is defined as the study of specific fluids that are capable of
conducting electricity in magnetic fields. Considerable studies have been devoted to electrically
conductive fluids, due to their abundant presence in geophysical and industrial processes. Magneto
fluid dynamics or (MHD) is applied to the investigation of the structures of stars, the planetary
core, and solar plasma. In addition, these fluids can be found in industrial practices such as MHD
pumps, as well as crystal growth in semiconductors by controlling oxygen distribution, and MHD
generators in nuclear reactors. The magnetic effect on fluid flow induced by concentration and
temperature difference has been chosen for study by many researchers. Molki et al. [56] studied a
naphthalene sublimation technique for heat transfer and an analogy to mass transfer at the entrance
region of the concentric annulus. Hadid and Henry [57] performed a numerical analysis to
investigate the relationship between different magnetic field directions and buoyancy force in a
three-dimensional cylindrical domain. Singh et al. [58] presented an analytical solution for the
temperature and velocity field of an open-ended annulus under the radial magnetic field.

Kahveci and Oztuna [59] applied the polynomial differential quadratic method (PDQ) to study
MHD buoyancy-driven flow in a partially heated cavity. The magnetic field is categorized as a
damping factor regarding heat transfer and it could cause a reduction of around 80% in the heat
transfer rate. Pirmohammadi and Ghassemi [60] tested different Hartmann numbers (Ha), Rayleigh
numbers (Ra), and cavity inclination angles on Nusselt number. As a result, they pointed out that
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at a Rayleigh number of 105 , the Nusselt number (Nu) would increase by increasing inclination
of the angle up to 45° and then start to decrease if the angle is greater 45° . Sathiyamoorthy and
Chamkha [61] employed the penalty function methods in the finite element analysis with using
rectangular elements to analyze the behavior of liquid gallium in square containers. They found an
oscillating behavior of the average Nu number with increasing Ha number.

The mixing convection was studied in a square enclosure under the influence of a magnetic field
by Sivasankaran et al. [62]. The continuity, momentum, and energy equations were solved by
using the finite volume method (FVM). They determined that the heat transfer rate is improved for
𝜋

𝜋

a phase deviation (∅) lower than 2 . While an inverse relation was observed for ∅ higher than 2 .
Aberkane et al. [63] indicated that the magnetic field imposed a negative effect on concentration,
the local Nu number, and the Sherwood number (Sh) when increasing the Hartman number (Ha).
Their research was focused on a rotating concentric annulus. Venkatachalappa et al. [64] applied
a radial and axial magnetic field to study mass and heat transfer numerically in a ring-shaped
geometry. The convection heat transfer was suppressed intensely when the magnetic field was
applied perpendicular to the direction of flow.

The lattice Boltzmann method (LBM) has been used as a powerful mesoscopic substitute for
macroscopic methods to solve different types of fluid problems. LBM is a discrete computational
method that solves the Boltzmann equation [65]. Since LBM does not consider a single particle,
and dealing with a cluster of particles as a unit, more computational time could be saved as
compared to the microscopic methods. The robustness and compatibility of the LBM have been
verified through many publications in different flow problems such as turbulence [66, 67], multi65

component flows [68], multiphase flow [69], porous media [70], magnetohydrodynamic flows [71]
and nanofluids [72].

Various investigations on MHD flows have been done by researchers using LBM. For instance,
Ashorynejad et al. [47] studied natural convection under the effect of magnetic force and nanoparticles in a horizontal cylinder. Their results indicated that the radial magnetic field could
suppress the flow oscillation effectively. Furthermore, they found an adverse effect of the Hartman
number on the average Nusselt number, while the Nusselt number is improved by adding more
nano-particles or increasing the Ra number. Javaherdeh et al. [73] applied a vertical magnetic force
on a water-𝐴𝑙2 𝑂3 nano-fluid and used the LBM to study the vertical magnetic field effect on water𝐴𝑙2 𝑂3 nanofluid flow in a horizontal channel, which is partially filled with porous media. They
found that the average temperature and outlet velocity are increased by increasing the nanoparticle
volume fraction. Sheikholeslami et al. [74] performed a three-dimensional simulation of the
natural convection of 𝐴𝑙2 𝑂3-water in a cubic cavity in the presence of the magnetic field. They
established a direct relation between the Nu number and volume of nanoparticles, while an
opposing relation was found between the Nu number and Ha number.

Natural convection was the main factor in the distribution of oxygen in the flow domain. This was
one of the findings in the previous section. Therefore, this section examines the effect of the
magnetic force on oxygen distribution in order to determine if the magnetic force can be used to
distribute oxygen more efficiently in the flow domain and how fast it can reach the exposed
surfaces. In this part, oxygen transport is studied in liquid lead under the existence of a magnetic
field in the cavity.
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3.1 The Macroscopic Governing Equations for MHD Fluids
The classical governing equations with macroscopic variables are presented in this section. The
two-dimensional steady state continuity, momentum, energy, and convection–diffusion equations
are written as below:

𝜕𝑢
𝜕𝑥

𝜕𝑣

(3-1)

+ 𝜕𝑥 = 0
𝜕𝑢

𝜕𝑢

𝜕𝑃

𝜕2 𝑢

𝜕2 𝑢

𝜕𝑣

𝜕𝑣

𝜕𝑃

𝜕2 𝑣

𝜕2 𝑣

(3-2)

𝜌 (𝑢 𝜕𝑥 + 𝑣 𝜕𝑦) = − 𝜕𝑥 + 𝜇 (𝑢 𝜕𝑥 2 + 𝑣 𝜕𝑦 2 ) + 𝐹𝑥

(3-3)

𝜌 (𝑢 𝜕𝑥 + 𝑣 𝜕𝑦) = − 𝜕𝑦 + 𝜇 (𝑢 𝜕𝑥 2 + 𝑣 𝜕𝑦 2 ) + 𝐹𝑦
𝜕𝑇

𝜕2 𝑇

𝜕𝑇

𝜕2 𝑇

(3-4)

𝑢 𝜕𝑥 + 𝑣 𝜕𝑦 = 𝛼 (𝑢 𝜕𝑥 2 + 𝑣 𝜕𝑦 2 )
𝜕𝐶𝑂
𝜕𝑡

𝜕𝑢

+ (𝜕𝑥 𝐶𝑂 + 𝑢

𝜕𝐶𝑂

𝜕𝑣

) + (𝜕𝑦 𝐶𝑂 + 𝑣
𝜕𝑥

𝜕𝐶𝑂

𝜕2 𝐶

) = D ( 𝜕𝑥 2𝑂 +
𝜕𝑦

𝜕2 𝐶𝑂
𝜕𝑦 2

)

(3-5)

The total body forces in both x and y directions are expressed as 𝐹𝑥 and 𝐹𝑦 in Equations (3-2) and
(3-3), respectively. They are expanded as follows:

𝐹𝑥 =

𝐻𝑎2 𝜇
𝐿2

(𝑣𝑠𝑖𝑛𝜃 cos 𝜃 − 𝑢𝑠𝑖𝑛2 𝜃)

𝐹𝑦 = 𝜌𝑔𝛽(𝑇 − 𝑇𝑚 ) +

𝐻𝑎2 𝜇
𝐿2

(3-6)

(𝑢𝑠𝑖𝑛𝜃 cos 𝜃 − 𝑣𝑐𝑜𝑠 2 𝜃)

(3-7)

Ha is defined as:
𝜎

(3-8)

𝐻𝑎 = 𝐿𝐵 √𝜇
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where 𝜎 is the specific conductance (S/m); B is the intensity of the magnetic field (T); L is the
characteristic length (m), which is equal to the length of the cavity; 𝜇 is dynamic viscosity (Pa. s).
The transportation of oxygen concentration (𝐶𝑂 ) can be described by Equation (3-5). The
derivation of classical equations from the LBM equation goes through Champman-Enskog
expansion, which is explained thoroughly in reference [75]. 𝜃 is the magnetic field direction in
Equations (3-6) and (3-7) which is set 0° for this study; g stands for the gravitational force; 𝛽 is
the volumetric thermal expansion coefficient (1⁄𝐾 ). Temperature and reference temperatures are
shown as 𝑇 and 𝑇𝑚 (𝑇𝑚 =

𝑇ℎ𝑖𝑔ℎ +𝑇𝑙𝑜𝑤
2

) in Equation (3-7).

3.2 LBM Model for MHD Fluids
Buoyancy and magnetic forces are added to the LBM Equation (2-1) as below:
(3-9)

𝐹 = 𝐹𝑥 + 𝐹𝑦
𝐹𝑥 = 3𝑤𝑖 𝜌(𝐴(𝑣𝑠𝑖𝑛(𝜃)cos(𝜃)) − (𝑢𝑠𝑖𝑛2 (𝜃)))

(3-10)

𝐹𝑦 = 3𝑤𝑖 𝜌(𝑔𝛽(𝑇 − 𝑇𝑚 ) + (𝐴(𝑢𝑠𝑖𝑛(𝜃) cos(𝜃) − (𝑣𝑐𝑜𝑠 2 (𝜃))))

(3-11)

4

1

1

where 𝑤𝑖 are 𝑤0 = 9 , 𝑤1,2,3,4 = 9 and, 𝑤5,6,7,8, = 36. These values are dependent on the domain
𝜇

discretization. A is define as 𝐴 = (𝐻𝑎2 ) (𝑀2 ) where M is the number of lattice in y-direction,
which is set as L. Additionally, the external force in Equation (2-1) is defined based on the lattice
gas automata (LGA) scheme [75], as follows:

𝐹𝑖 = 𝑤𝑖

𝑒𝑖 ∙𝐹

(3-12)

𝑐𝑠2
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where 𝑐𝑠 is the speed of sound in LBM units in media and it equals to

1

. The LGA scheme is one

√3

of the most common methods for implementing the force term into the LBM, while as mentioned
in [75], this scheme adds some additional errors due to the force field. The accuracy of this method
was tested by [76].

Heat and oxygen domains can be assessed by solving following scalar equation:

1

𝑁
𝑔𝑖𝑁 (𝑥 + 𝑒𝑖 ∆𝑡, 𝑡 + ∆𝑡) − 𝑔𝑖𝑁 (𝑥, 𝑡) = − 𝜏 [𝑔𝑖𝑁 − 𝑔𝑖,𝑒𝑞
]
𝑁

(3-13)

𝑁
where 𝑔𝑖,𝑒𝑞
and 𝜏𝑁 are the equilibrium distribution and relaxation time, respectively. The

equilibrium distribution is defined as follows:

𝑁
𝑔𝑖,𝑒𝑞
= 𝑤𝑖 𝐶 𝑁 (1 + 3𝑒𝑖 ∙ 𝑢)

(3-14)

where 𝐶 is the corresponding scalar value for the temperature and oxygen fields. The superscript
𝑁 can be denoted as 1 and 2, which are equivalent to temperature and oxygen, respectively.

The distribution function as a microscopic property converts to macroscopic properties such as,
density, velocity, temperature, and oxygen concentration through Equations (3-15), (3-16), and (317):

(3-15)

𝜌 = ∑ 𝑓𝑖
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𝑈 = 𝜌 ∑ 𝑒𝑖 𝑓𝑖

1

(3-16)

𝐶 𝑁 = ∑ 𝑔𝑖𝑁

(3-17)

The lattice Boltzmann values for kinematic viscosity 𝜈, thermal diffusivity 𝛼, and oxygen mass
diffusivity 𝐷 are defined based on corresponding relaxation coefficients, which can be calculated
by using the Equations (3-18), (3-19), and (3-20):

1

1

(3-18)

1

1

(3-19)

1

1

(3-20)

𝜈 = 3 (𝜏𝑓 − 2) Δ𝑥
𝛼 = 3 (𝜏1 − 2) Δ𝑥
𝐷 = 3 (𝜏2 − 2) Δ𝑥

The relaxation coefficients for fluid, temperature and oxygen are 𝜏f, 𝜏1 and 𝜏2 , respectively. Δ𝑥 is
space discretization in lattice unit. Then the nondimensional Schmidt, Prandtl, and Rayleigh
numbers used in this study are defined as follows:

𝜈

(3-21)

Prandtl number (Pr = 𝛼)

(3-22)

Schmidt number (Sc) = 𝐷
𝜈

Rayleigh number (Ra) =

𝛽𝑔𝐿3 Δ𝑇

(3-23)

𝜈𝛼

where Δ𝑇 is the characteristic temperature difference. The local and average Sherwood numbers
are evaluated as:
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𝑆ℎ = 1−𝐶

1

𝜕𝐶

(3-24)

𝐵𝑢𝑙𝑘 (𝑇) 𝜕𝑛

where 𝐶𝐵𝑢𝑙𝑘 denotes the average concentration of oxygen in the liquid lead cavity flow domain.
The average Sherwood number is evaluated on the top surface.

(3-25)

𝑆ℎ𝐴𝑣𝑒 = ∫ 𝑆ℎ 𝑑𝑥

The average and local Nusselt number are calculated using Equations (3-26) and (3-27):

𝜕𝑇

𝑁𝑢 = − 𝜕𝑛

(3-26)

𝑁𝑢𝐴𝑣𝑒 = ∫ 𝑁𝑢𝑑𝑦

(3-27)

3.3 Formulation of Problem
In the present study, a numerical simulation of oxygen transfer in liquid lead cavity flow is carried
out in a two-dimensional enclosure. Buoyancy-driven flow or natural convection could happen
due to the presence of temperature gradients. Figure 47 shows the schematic of the oxygen
transport in the liquid lead cavity flow. No impact of oxygen transfer on the main liquid lead cavity
flow is assumed based on a low level of oxygen concentration. The bounce back boundary
condition is applied on solid walls and the free surface boundary condition is set on the top surface.
The scalar boundary condition proposed by Inamuro et al. [70] is applied for the mass and heat
transfer domain. In this developed LBM model the residual amount of concentration 𝐶 ′ replaces
𝐶 in Equation (3-14). The residual amount of concentration needs to be calculated based on the
specified wall temperature or concentration. Thus, the unknown distribution function for the
streaming step in LBM is obtained from Equations (3-28) and (3-29), as shown below:
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𝑔𝑖𝑁 = 𝑤𝑖 𝐶 ′ 𝑁 (1 + 3𝑒𝑖 ∙ 𝑢)

(3-28)

(𝐶 −∑ 𝑔𝑁 )

𝑁
𝑖̅
𝐶 ′ 𝑁 = 𝑤 (1+3𝑒
∙𝑢)
𝑖

(3-29)

𝑖

where 𝑔𝑖̅𝑁 and 𝐶𝑁 are the known distribution function and fixed value on the boundary,
respectively. The temperature boundary conditions are specified in Table 7. For oxygen, a constant
oxygen concentration value and an impermeable boundary condition are used for the top surface
and solid walls, respectively.

Figure 47. Schematic of the oxygen transport in liquid lead cavity flow.

Table 7. Temperature boundary conditions.

B.C.

Left wall

Right wall

Top surface

Bottom wall

𝑇 = 𝑇ℎ𝑖𝑔ℎ

𝑇 = 𝑇𝑙𝑜𝑤

adiabatic

adiabatic
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3.4 Parameter Identification and Verification
In the present study, the thermal and physical properties of liquid lead used in the numerical
simulation are shown in Table 8. According to results obtained by Zhang et al. [77], the oxygen
diffusion coefficient in liquid lead or lead–bismuth eutectic is in the order of 10−8 𝑚2 ⁄𝑠.
Therefore, the Schmidt number is set to 4.5, 6.8, and 13.6 corresponding to 𝐷𝑜 ≈ 4 ×
10−8 , 2.5 × 10−8 𝑎𝑛𝑑 1.3 × 10−8 𝑚2⁄𝑠, respectively. A uniform magnetic field is applied to a
liquid lead cavity flow with zero inclination.

Table 8. Thermal and physical properties of liquid lead at 500℃ [14].
Lead

𝐶𝑝 ⁄𝐽 ∙ 𝑘𝑔−1 ∙ 𝐾 −1
140

𝛽 × 105 ⁄𝐾 −1
11.16

𝜌⁄𝑘𝑔 ∙ 𝑚−3
10476

𝑘⁄𝑤 ∙ (𝑚 ∙ 𝑘)−1
14.1

In this study, the LBM code was validated by the previous article published by Professor Chen’s
group [78]. Furthermore, the code is tested for MHD flow modeling through making the
comparison of the Nusselt number with numerical results obtained by the study of Kefayati [71].
In Table 9, the comparisons of the Nusselt number for different Rayleigh numbers are presented.
To confirm that the results are independent of the lattice and time steps, we have performed all
simulations on different lattices, with dimensionless time steps 𝛥𝑡 = 10−3 and 10−4 as seen in
Table 9. There were no significant differences. Therefore, the results presented in this study are all
referred to a 160×160 lattice size with 𝑅𝑎 = 1500, 𝑃𝑟 = 1.75 × 10−2 , and a dimensionless time
step of 10−3.
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Table 9. Comparisons of Nusselt number for various Rayleigh number and grid independence
study.
103

𝑅𝑎

104

105

Present study of Nu number 1.043

1.062

1.9017

Kefayati [71]

1.0397

1.056

1.9

Error %

0.32

0.57

0.09

Grid Independence study
Grid size
Average Nu number

100 × 100
1.567

160 × 160
1.612

200 × 200
1.632

240 × 240
1.631

3.5 Flow Structure and Temperature Distribution

Figure 48 shows the streamlines of liquid lead cavity flow for different Ha numbers. By assuming
that low oxygen concentration does not affect the flow, different Sc numbers have no influence on
the main flow. Therefore, the velocity field is only under the influence of the Ha number at the
fixed value of the Ra number and Pr number was considered. In the absence of a magnetic field,
𝐻𝑎 = 0, vortices are presented at corners and the main circulation cell is formed at the center of
the container. By adding the magnetic field, a vortex does not occur at the corners due to lower
velocity throughout the domain. Additionally, the vortex core starts to change its shape and
stretches vertically by increasing the Ha number. These changes occurred because of the magnetic
force, which is against the main flow direction and decreases the velocity considerably. At Ha =
90, a single circulation cell is divided into two parts due to a higher magnetic force. The negative
effect of the magnetic force on the velocity field is shown in Figure 49. The maximum
nondimensional velocity magnitude in the cavity enclosure is obtained at Ha=0, which is in
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absence of the magnetic force. The nondimensional velocity magnitude is decreased as the
magnetic field is increased. Moreover, it is noticed that two circular vortices are not symmetric for
Ha = 90. This is because the top and bottom boundary conditions are not the same. The free surface
boundary condition is applied on the top surface and the no-slip boundary condition is applied at
the bottom wall.

Figure 48. Counterclockwise streamlines of liquid lead cavity flow for different Ha numbers at
Sc = 4.5.
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Figure 49. Nondimensional velocity magnitude of liquid lead cavity flow for different Ha
numbers.

Figure 50 illustrates the influence of the magnetic field on temperature contours for different Ha
numbers. As it can be seen, the buoyancy force decreases by increasing the magnetic force to the
liquid lead cavity flow domain. The magnetic field has caused the damping effect on the buoyancy
force and decreases the liquid lead flow motion. This negative effect has reduced the natural
convection of heat transfer. From Figure 50, isothermal lines start with a non-parallel pattern in
the case of Ha = 0 and are almost parallel at Ha = 90. To explore the impact of the magnetic force
on heat transfer, the average Nusselt number on the heated wall needs to be calculated. It is found
that as the stronger magnetic field is applied, the Nu number is decreased significantly. Figure 51
shows the inverse relation of the decreasing Nu number with the increasing Ha number.
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Figure 50. Isotherms of liquid lead flow for different Ha numbers.
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Figure 51. Nu number of liquid lead cavity flow for different Ha numbers.
3.6 Oxygen Transport

Oxygen transport is examined in the cavity filled with liquid lead under the influence of the
magnetic field. In order to study oxygen distribution through liquid lead, the instantaneous oxygen
concentration for different Ha numbers at a Sc number of 4.5, and at different times, are presented
in Figure 52. It can be clearly seen that oxygen is carried from the top surface by convection flow
and then circulated from the right to the left. This circulation pattern has caused oxygen to reach
the walls faster than to the core region. For different Ha numbers, concentration contours at
equilibrium, which is defined as the oxygen concentration reaching to 90% of the inlet, are similar
to their velocity patterns. This indicates that natural convection is the primary driving force for
oxygen transport in liquid lead cavity flow. In addition, by comparing oxygen concentrations at
the same time step for different Ha numbers, it is clear that oxygen concentration decreases by
increasing Ha numbers. This phenomenon is clear by comparing 𝐶𝐵𝑢𝑙𝑘 for each case. To examine
the oxygen transfer speed, the bulk (average) oxygen concentration is calculated for different Ha

78

numbers and Sc numbers over a period of time. The 𝐶𝐵𝑢𝑙𝑘 is increased by increasing time because
oxygen is continuously diffused into the liquid lead cavity enclosure from the top surface.

Figure 52. Concentration contours of liquid lead cavity flows at different times steps (20s, 40s,
80s, 160s and equilibrium time) at Ra=1500 and Sc=4.5.
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Figure 53 (A)-(C) show that the average oxygen concentration is decreased by adding and
increasing the magnetic field or Ha number. Moreover, the effect of the Sc number can be studied
by comparing the increase of 𝐶𝐵𝑢𝑙𝑘 for different Sc numbers at the fixed time step. A higher Sc
number means lower mass diffusivity, which leads to the low oxygen concentration in the cavity
container. The inverse effect of the Sc number on 𝐶𝐵𝑢𝑙𝑘 can be seen obviously in Figure 53 (D).
The equilibrium time is calculated based on the oxygen concentration (90% of inlet concentration)
in the cavity enclosure. The equilibrium time increases by adding and increasing the magnetic
force, and this increase is directly related to the increment of Ha number and Sc number. For
instance, at a Sc number of 4.5, the required time for the oxygen concentration to reach to 90% of
the inlet concentration without applying the magnetic field is 1568 seconds. The time increases to
1808 seconds, 1907 seconds, and 1871 seconds for Ha numbers at 30, 60, and 90, respectively.
From Figure 53, it is noted that the required time for a Ha number of 90 is slightly lower than for
a Ha number of 60, due to different flow patterns. Figure 54 shows the required equilibrium time
for all cases.
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Figure 53. Average concentration of oxygen for different Ha numbers with (A) Sc = 4.5, (B) Sc
= 6.8, (C) Sc = 13.6, and (D) comparison of bulk concentrations for different Sc numbers at Ha =
30.

Figure 54. The required equilibrium time of oxygen transport in liquid lead cavity flow for
different Ha and Sc numbers.
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To study oxygen transfer through liquid lead cavity flow, the local and average Sherwood numbers
at the free surface (i.e., top boundary) are calculated. Figure 55 (A)-(D) shows the local Sherwood
number as a function of time, Sc number, and Ha number.

As time elapses the oxygen concentration throughout cavity increases, which has caused a decrease
in the local Sherwood number. The effect of time on oxygen concentration is shown in Figure 55
(A). Based on the definition of the Sc number, an increase in Sc number means the mass diffusivity
of oxygen is decreased if the kinematic viscosity is fixed. The Sherwood number has an inverse
relation with mass diffusivity. Therefore, a lower mass diffusivity leads to a higher Sherwood
number. This pattern can be seen in Figure 55 (B). The effect of the Ha number on the local Sh
number is also shown in Figure 55 (C). The distribution patterns of the local Sherwood numbers
for different Ha numbers appear different from each other, due to different velocity patterns.

For the weak magnetic field (Ha = 30) the pattern is almost the same as Ha = 0, but for Ha = 60
and Ha=90 the maximum value of the local Sherwood number moves from the center of the cavity
container to the left wall. This maximum happens where the clockwise convection flow initially
hits the free surface. The convection flow brings liquid with low oxygen concentrations from the
core region to the highest region (free surface), and therefore, the maximum mass transfer rate
happens where the clockwise flow hits the free surface. Similar results are obtained for the average
Sh number. Figure 55 (D) shows the average Sh numbers for different Sc numbers and Ha
numbers.
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Figure 55. Local Sherwood number at (A) different time steps with Sc = 4.5, (B) different Sc
numbers with Ha = 30, (C) different Ha numbers with Sc number 4.5, and (D) average Sherwood
number for different Ha and Sc numbers at equilibrium time.

3.7 Conclusions

To form a protective oxide layer over the steel surface, active oxygen control is an effective method
to reduce the corrosion rate. The stability of the oxide layer depends on oxygen concertation in the
liquid lead cavity flow enclosure. Oxygen transfer with different Sc numbers through liquid lead
cavity flow is investigated numerically under the magnetic field with different Ha numbers in this
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section. The lattice Boltzmann method of a two-dimensional D2Q9 model was used to study flow,
heat transfer, and mass transfer. The results indicate that the applied magnetic field could reduce
the flow circulation in the liquid lead cavity container. The circulation intensity of the liquid lead
flow with oxygen gas depends on the strength of the magnetic field. When the Ha number is
increasing, the circulation intensity is decreasing. Additionally, the magnetic field has a negative
effect on natural convection; a stronger magnetic field could result in weaker natural convection.
The obtained numerical results from this study can provide the relationship between oxygen
transfer characteristics and strength of the magnetic field. Higher Ha numbers could cause lower
natural convection, which could lead to a low oxygen transfer rate. This phenomenon happens
because natural convection is the primary driving force for oxygen transfer. In addition, the effect
of the Sc number on oxygen transfer is analyzed. The results show that by increasing the Sc number
the oxygen concentration decreases. In the active oxygen control method, the required time for the
oxygen concentration to reach the desired value is essential. The required time is increased by
increasing the Sc number and Ha number.
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CHAPTER 4 OXIDE LAYER FORMATION AND EVOLUTION IN LEAD-BISMUTH
EUTECTIC AND STRUCTURE BY USING LATTICE BOLTZMANN METHOD

4.0 Introduction

Within the international research community of nuclear energy, lead-bismuth eutectic (LBE) and
liquid lead nuclear reactor systems have drawn high attention and interest from scientists due to
the fact of that they are relevant to the transmutation of spent nuclear fuel. When using these LBE
systems, material selection is very crucial. This is because those materials are exposed under high
neutron fluxes, high temperatures, and corrosion risks. The lack of knowledge of the corrosive
behavior of lead and lead alloys puts a limitation on their usage. Russian scientists are the pioneers
of utilizing LBE systems and have provided the majority of available experimental data on LBE
systems. They have been using LBE coolants in their alpha-class submarine reactors for over 60
years. This long-term experience makes them the leading experts in LBE systems. Russian
scientists have found that in order to significantly reduce material corrosion, it is essential to keep
the ratio of oxygen low in the liquid metal (on the order of parts per million, ppm).

Despite their research, there is a lack of fundamental understanding of the corrosion process, so
more detailed information related to oxygen’s role in the corrosion of steels in LBE coolant is
highly needed. Therefore, in nuclear coolant systems it is necessary to compile a complete
knowledge in the U.S. regarding: the crucial features in flow-induced and flow-accelerated
corrosions, oxygen concentration control, and the safe operations of lead and LBE. Presently, the
limited systematic understanding is preventing many research and design efforts to test the effects,
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which in turn, impedes the development of materials and technologies. There are many efforts
underway to rectify this deficit, including the creation of a handbook on LBE materials by an
international expert group [4].

One method found to be effective, initiated in Russia, is creating and maintaining a shield of
protective film on the surface of the metal/alloy structure. This technique, called the “active oxygen
control technique,” can encourage the development of a “self-healing” oxide layer on the contact
area of the surface. In turn, it can drastically reduce steel corrosion and coolant contamination. The
oxygen concentration is the key to having an effective shield layer [4]. There have been many
studies conducted on various steels being effected by lead-alloys to study the rates of corrosion
and the behaviors of the shield layer [15, 36, 77]. Despite the volume of studies, the experimental
data are still very scarce. Thus, researchers cannot conclude how dependent the oxide behaviors
are on the system operating temperature, oxygen concentration, flow velocity, and temperature
profiles along the lead-alloys loop, etc. [15, 36, 77]. Researchers also do not quite understand the
mechanism of oxygen transport within the oxide layer and structural materials [26].

Accurate studies and simulations are challenging with all hydrodynamic, thermal, and
concentration conditions in real coolant loop systems, which makes these efforts difficult and
expensive. The experimental corrosion research in LBE loop systems conducted by different
institutes has showed that the flow-affecting corrosion influences strongly depend on temperature
distribution, exposure time, flow velocity conditions, structural material, material heat and surface
treatment, and many other factors [15, 23, 79]. When these systems are operated in a real situation,
there are many different values that may be applied for each thermal and hydraulic parameter.
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Therefore, it is expensive, time-consuming, and impossible to do experiments on each value for
every variable or parameter. Because of the difficulty in conducting these experiments,
experimental data are currently scarce and scattered [23, 31, 80].

The relationships of corrosion/precipitation in both closed and open pipe flow have been studied
by Zhang and Li [31]. They proposed a kinetic model in order to correlate the axial temperature
profile on corrosion/precipitation. The local and axial temperature profile influence was also
studied by Dasika et al. [81, 82]. Both studies illustrated the dependence of the
corrosion/precipitation rate on the axial and local temperature profile. Thickness of the boundary
was ignored, despite its important role on the corrosion products; the researchers only considered
the mass transfer. The authors also neglected the eddy mass diffusivity, based on their assumption
of that all effects occur in the laminar sub-layer, not in the turbulent boundary layer, which is very
small compared to the laminar sub-layer. However, the local temperature has a significant effect
on the molecular diffusivity and the kinematic viscosity [36].

The duplex oxide layer formation mechanism is very complicated and has not been understood to
date. Essentially, a reaction between the oxygen and metal elements creates the porous outer layer.
The surface material can be easily oxidized if the metal has a high mass diffusivity. Then the
interior layer is formed by the remaining material of the steel, combined with inward oxygen
diffusion. According to the study by Wagner [83] and Coates and Dalvi [84], it is difficult to
resolve the oxidation problem because it contains a complex dynamic-boundary, where the
material density is changed along the interface between the metal and oxide. Ding and
Lagoudas [85] suggested an oxidation model for titanium liquid, in which the equation of diffusion
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was resolved for oxygen, and the titanium volume was simply substituted by the oxide. A kinetic
model was developed by Tan et al. [79], in which they added a scale removal effect as constant
value to the liquid/surface and ignored the surface changed due to steel dissolution. Further, Tan
et al. [86] proposed mesoscale scale cellular automaton (CA) removal scheme to model metal
oxidation in LBE. Their results showed that increasing the average scale removal probability has
a negative effect on the oxide layer thickness.

4.1 Physicochemical Models and Numerical Methods

The degree of corrosion is greatly affected by the conditions of the flow, especially at high velocity.
Flow accelerated corrosion (FAC) is a condition where flow velocity has a direct effect on the
evaluation of the oxide layer [21]. When liquid metal starts to flow over the structure’s surface,
corrosion begins by direct dissolution and the mechanism of corrosion is categorized by two steps:
i) the dissolution reaction at the metal’s surface; and ii) the transport of dissolved metal by
convection and diffusion into the main fluid flow. At a very high velocity flow, erosion can be
considered in this mechanism, while deformation of the structure due to erosion is neglected in
this study. The oxygen appears in its atomic form instead of molecular phase in liquid metal flow,
which it was described in Equation (1-5) and presented here again as follows [32]:

1
2

𝑂2 (𝑔𝑎𝑠) ↔ 𝑂 (𝑎𝑙𝑙𝑜𝑦)

(4-1)

Iron dissolution in absence of a protective layer can be described as Equation (4-2), shown below:

(4-2)

𝐹𝑒(𝑠) ↔ 𝐹𝑒 (𝑠𝑜𝑙)
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The iron mass flux toward the main flow can be defined as Equation (4-3), shown below:

(4-3)

𝐽𝐹𝑒 = 𝐾𝐹𝑒 (𝐶𝑤 − 𝐶𝑏 )

where 𝐾𝐹𝑒 , 𝐶𝑤 , and 𝐶𝑏 are the iron mass transfer coefficient, the concentration of iron at the steel’s
surface, and the concentration of iron in the bulk liquid metal flow, respectively. On the other
hand, the iron mass flux between the steel surface and the first node can be defined by using the
Fick’s law:

𝐽𝐹𝑒 =

𝐷𝑚,𝐹𝑒
ℎ

(4-4)

(𝐶𝑤 − 𝐶0 )

where h is the distance of first node to the wall, which is equal to one in LBM; 𝐷𝑚,𝐹𝑒 is the
molecular diffusion coefficient of Fe; and the concentration of iron at the first node is denoted by
𝐶0 . By equating Equations (4-3) and (4-4), the iron mass transfer coefficient can be calculated
from Equation (4-5) [87]:

𝐾𝐹𝑒 =

𝐷𝑚,𝐹𝑒 (𝐶𝑤 −𝐶0 )
ℎ

(4-5)

(𝐶𝑤 −𝐶𝑏 )

When the concentrations of iron and oxygen at the boundary node (the closest node to the surface)
reach the nucleation threshold, the oxide layer is formed based on the following Equation (4-6) of
precipitation reaction [77]:
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3𝐹𝑒 + 4𝑂 ⇋ 𝐹𝑒3 𝑂4 (s)

(4-6)

The reactive transport phenomena of iron (Fe) and oxygen (O) before and after the formation of
the oxide layer is quite different, leading to different rates of oxide layer formation. Iron and
oxygen diffusions are very slow through the oxide layer compared to the liquid metal, so these
diffusion coefficients are the main factors to control the corrosion phenomenon.

A three-dimensional channel as shown in Figure 56 is set up for the computational domain for this
study. The channel dimensions are 40 × 50 × 440 in a lattice unit. The fluid area is 30 × 40 in
the lattice unit. The portion of the computational domain with size of 20 × 40 demonstrates the
steel part of the field. In this study, LBE and oxygen enter the flow domain from the inlet. Then
steel dissolution starts in the presence of LBE according to Equation (4-1). Oxygen and iron react
to form an iron oxide and precipitation of the oxide layer happens over the steel surface based on
Equation (4-2). The mass transfer of oxygen and iron species can be described by the microscale
convection-diffusion Equations (4-7a) and (4-7b), respectively, as below:

𝜕𝐶𝐹𝑒(𝑙)
𝜕𝑡
𝜕𝐶𝑂(𝑙)
𝜕𝑡

= ∇ ∙ (𝐷𝐹𝑒(𝑙) ∇𝐶𝐹𝑒(𝑙) ) − ∇ ∙ (𝑉𝐶𝐹𝑒(𝑙) ) + 𝑆𝐹𝑒

(4-7a)

= ∇ ∙ (𝐷𝑂(𝑙) ∇𝐶𝑂(𝑙) ) − ∇ ∙ (𝑉𝐶𝑂(𝑙) ) + 𝑆𝑂

(4-7b)

where time, gradient ,and divergence are shown by t , ∇ and (∇ ∙), respectively. The value of D,
which is the mass diffusivity, is different in LBE and inhibition layer (IL). The source term is
demonstrated by 𝑆 and needs to be calculated at the boundary nodes at the IL-LBE interface where
a reaction happens based on Equations (4-8a) and (4-8b):
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3

𝑖𝑓 (𝐶𝐹𝑒 )3 (𝐶𝑂 )4 < (𝐶𝐹𝑒,𝑠𝑎𝑡 ) (𝐶𝑂,𝑠𝑎𝑡 )
(
𝑜𝑟
𝐶𝑂(𝑙) < 𝐶𝑂(𝑙),𝐶𝑟𝑖𝑡𝑖𝑐𝑎𝑙

0
𝑆𝐹𝑒 =

3

3𝐾𝑝 [1 −
{

(𝐶𝐹𝑒 )3 (𝐶𝑂 )4
3

4

(𝐶𝐹𝑒,𝑠𝑎𝑡 ) (𝐶𝑂,𝑠𝑎𝑡 )

]

4

𝑖𝑓 (𝐶𝐹𝑒 )3 (𝐶𝑂 )4 ≥ (𝐶𝐹𝑒,𝑠𝑎𝑡 ) (𝐶𝑂,𝑠𝑎𝑡 )
(
𝑎𝑛𝑑
𝐶𝑂(𝑙) ≥ 𝐶𝑂(𝑙),𝐶𝑟𝑖𝑡𝑖𝑐𝑎𝑙

3

𝑆𝑂 =

3

4𝐾𝑝 [1 −
{

(𝐶𝐹𝑒 )3 (𝐶𝑂 )4
3

4

(𝐶𝐹𝑒,𝑠𝑎𝑡 ) (𝐶𝑂,𝑠𝑎𝑡 )

]

(4-8a)

4

𝑖𝑓 (𝐶𝐹𝑒 )3 (𝐶𝑂 )4 < (𝐶𝐹𝑒,𝑠𝑎𝑡 ) (𝐶𝑂,𝑠𝑎𝑡 )
(
𝑜𝑟
𝐶𝑂(𝑙) < 𝐶𝑂(𝑙),𝐶𝑟𝑖𝑡𝑖𝑐𝑎𝑙

0

4

4

𝑖𝑓 (𝐶𝐹𝑒 )3 (𝐶𝑂 )4 ≥ (𝐶𝐹𝑒,𝑠𝑎𝑡 ) (𝐶𝑂,𝑠𝑎𝑡 )
(
𝑎𝑛𝑑
𝐶𝑂(𝑙) ≥ 𝐶𝑂(𝑙),𝐶𝑟𝑖𝑡𝑖𝑐𝑎𝑙

(4-8b)

The reaction rate for the precipitation reaction is 𝐾𝑝 (mol/s). Figure 56 shows the schematic of the
computational domain where the source term needs to be calculated. Blue lines show the interface
of solid/IL with the LBE, where the precipitation reaction occurs. As mentioned in Equation (48), there are two conditions that need to be met to induce a precipitation reaction, both of which
are in accordance with experimental data. The first condition was reported that the oxygen
concentration 𝐶𝑂(𝑙),𝐶𝑟𝑖𝑡𝑖𝑐𝑎𝑙 needs to be at least 10−7 wt.% in LBE in order to generate the oxide of
𝐹𝑒3 𝑂4 [88]. Second, the oversaturated concentration requirement needs to be overcome, otherwise
the oxide layer cannot be stable based on the phase diagram [89].
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Figure 56. Problem schematic to demonstrate the numerical model with a chemical reaction

As shown in Figure 56, the boundary node is the node that has at least one fluid neighbor node. At
the boundary node, a precipitation reaction described by Equation (4-9) takes place, where oxygen
and the iron species are consumed while the volume of that node is increased:

3

𝑖𝑓 (𝐶𝐹𝑒 )3 (𝐶𝑂 )4 < (𝐶𝐹𝑒,𝑠𝑎𝑡 ) (𝐶𝑂,𝑠𝑎𝑡 )
(
𝑜𝑟
𝐶𝑂(𝑙) < 𝐶𝑂(𝑙),𝐶𝑟𝑖𝑡𝑖𝑐𝑎𝑙

0
𝜕𝑉𝑏
𝜕𝑡

=

3

−𝑀𝑏 𝐾𝑝 [1 −
{

(𝐶𝐹𝑒 )3 (𝐶𝑂 )4
3
4
(𝐶𝐹𝑒,𝑠𝑎𝑡 ) (𝐶𝑂,𝑠𝑎𝑡 )

] (∆𝑥)3

4

𝑖𝑓 (𝐶𝐹𝑒 )3 (𝐶𝑂 )4 ≥ (𝐶𝐹𝑒,𝑠𝑎𝑡 ) (𝐶𝑂,𝑠𝑎𝑡 )
(
𝑎𝑛𝑑
𝐶𝑂(𝑙) ≥ 𝐶𝑂(𝑙),𝐶𝑟𝑖𝑡𝑖𝑐𝑎𝑙

4

(4-9)

where 𝑉𝑏 is the boundary node volume, 𝑀𝑏 is the molar volume of 𝐹𝑒3 𝑂4, and (∆𝑥)3 is the volume
of a computational node in the LBM method.

At the specific temperature, the relationship for the saturated concentration of 𝐶𝐹𝑒,𝑠𝑎𝑡 and
𝐶𝑂,𝑠𝑎𝑡 wt. % are calculated by Equations (4-10a) and (4-10b), respectively [89]:
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4382

(4-10a)

log(𝐶𝐹𝑒,𝑠𝑎𝑡 ) = 2.012 − 𝑇(𝐾)
4416

(4-10b)

log(𝐶𝑂,𝑠𝑎𝑡 ) = 2.62 − 𝑇(𝐾)

One of the main purposes of this study is to present a mesoscale model to estimate the behavior of
steel in contact with LBE for a long period of time. The boundary conditions are set as same as
Ref. [36], where specimens of U.S. martensitic steel of Batman 28 were exposed to flowing LBE
for a total 3000 hrs, and the thickness of the oxide layer was used to verify the model with previous
work [29]. The inlet flow of LBE to the channel is at 1.9 ± 0.1 𝑚/𝑠, with an oxygen concentration
of 1 × 10−6 𝑡𝑜 2 × 10−6 𝑤𝑡%. The temperature was kept at 743 K. The iron concertation at the
steel surface 𝐶𝑤 wt. % was set by the following Equation (4-11) [29]:

−4/3

𝐶𝑤 = 𝑚𝑖𝑛(106.01−4380/𝑇 , 𝐶𝑂

1011.35−12488/𝑇 )

(4-11)

At the exposed steel boundary node the dissolution of iron takes place based on the first-order
chemical reaction as expressed in Equation (4-2) at dissolution rate (m/s) of 𝐾𝐹𝑒 according to
Equation (4-5) occurring at the steel/LBE interface.

4.2 Lattice Boltzmann Method with Double-Multi Relaxation Time (Double-MRT)

The lattice Boltzmann method has been growing into an alternative numerical tool for simulating
fluid problems and transport phenomena. Its robustness and accuracy have been proven through
different studies such as turbulent flow [67] and multiphase flow [90], as well as complex
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geometries of fluid flowing through porous media [91]. The LBM analyzes the probability of
mesoscopic pseudo-fluid particle units through a discretized Boltzmann equation, implementing
discrete velocities onto a rigid square grid in space. It has clear physics with ease of programming
code implementation and a parallelism algorithm, which makes LBM attractive for use. The LBM
has been effectively used to study heat transfer and mass transport phenomena [52, 92-97]. In this
study, the double-MRT method coupled with reactive transport model, which was developed by
[52, 92-97], is used in order to overcome the instability occurring in LBM dealing with low Pr
number fluids.

The three-dimensional double-MRT model is selected to solve the velocity, temperature, and
concentration domains. The D3Q19 scheme is applied to calculate the velocity field and the D3Q7
scheme is used to solve for the temperature and concentration field. Lattice configurations are
shown in Figure 57.

Figure 57. Lattice Boltzmann domain discretization schemes: (a) D3Q19 and (b) D3Q7 lattice
models.
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4.2.1 Double D3Q19-MRT for fluid flow

The statistical properties of the flow can be described by the lattice Boltzmann equation, as shown
in Equation (4-12):

(4-12)

𝑓(𝑟 + 𝑒𝑖 ∆𝑡, 𝑡 + ∆𝑡) − 𝑓(𝑟, 𝑡) = Ω𝑖 + 𝐹𝑖

where 𝑓 is the density distribution, ∆𝑡 is the time step, Ω is the collision term, and 𝐹 is the body
force.
The particle velocities 𝑒𝑖 in D3Q19 are defined by Equation (4-13):

𝑐(0,0,0)
𝑒𝑖 = { 𝑐(±1,0,0), c(0, ±1,0), c(0,0, ±1)
𝑐(±1, ±1,0), c(±1,0, ±1), c(0, ±1, ±1)

𝑖=0
𝑖 = 1, 2,3, … . ,6
𝑖 = 7, … . ,18

(4-13)

where 𝑐 = 1 is the lattice speed. The force term in Equation (4-12) contains gravitational, pressure
difference, or other external forces. The collision term in the MRT scheme is defined as:

Ω𝑖 = −𝑀−1 ∙ 𝑆 ∙ [𝑚𝑖 (𝑟, 𝑡) − 𝑚𝑖𝑒𝑞 (𝑟, 𝑡)], 𝑖 = 0,2, … . . ,18

(4-14)

where moments (𝑚𝑖 ), equilibrium moments (𝑚𝑖𝑒𝑞 ), transform matrix (𝑀), and collision matrix (𝑆)
are defined as follows:
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𝑚0 = 𝛿𝜌, Density fluctuation
𝑚1 = 𝑒, Related to the energy
𝑚2 = 𝜀, Related to the energy square
𝑚3,5,7 = 𝒋𝒙,𝒚,𝒛 , Momentum components = ρ0 𝑈
𝑚𝑖 = 𝑚
4,6,8 = 𝒒𝒙,𝒚,𝒛 , Heat flux 𝑐𝑜𝑚𝑝𝑜𝑛𝑒𝑛𝑡𝑠
𝑚9 = 3𝑃𝑥𝑥 , 𝑚11 = 𝑃𝑤𝑤 𝑎𝑛𝑑 𝑚13,14,15 = 𝑃𝑥𝑦,𝑦𝑧,𝑧𝑥 , Symmetric and traceless strain rate tensor components
𝑚10 = 3𝜋𝑥𝑥 and 𝑚12 = 𝜋𝑤𝑤 , Fourth order of moments
( 𝑚16,17,18 = 𝑚𝑥,𝑦,𝑧 , Third order of moments
)

(4-15)

𝑚𝑖 can also be expressed as below:
𝑚𝑖 = (𝛿𝜌, 𝑒, 𝜀, 𝑗𝑥 , 𝑞𝑥 , 𝑗𝑦 , 𝑞𝑦 , 𝑗𝑧 , 𝑞𝑧 , 3𝑃𝑥𝑥 , 3𝜋𝑥𝑥 , 𝑃𝑤𝑤 , 3𝜋𝑤𝑤 , 𝑃𝑥𝑦 , 𝑃𝑦𝑧 , 𝑃𝑥𝑧 , 𝑚𝑥 , 𝑚𝑦 , 𝑚𝑧 )
𝑒𝑞

𝑒𝑞

𝑚0 = 𝛿𝜌; 𝑚1 = −11𝛿𝜌 +
𝑒𝑞

𝑒𝑞

𝑒𝑞

{

=

1

𝑗
𝜌0 𝑧

∙

𝑒𝑞
𝑗𝑥 ; 𝑚16

=

𝜌0

𝑒𝑞

𝐣 ∙ 𝐣; ; 𝑚2,3 = −2𝜀 +

1
𝑒𝑞
(J2 − J𝑧2 ); 𝑚12
𝜌0 𝑦
𝑒𝑞
𝑒𝑞
𝑚17 = 𝑚18 = 0.

𝑚10 = π𝑤𝑤 𝑚9 ; 𝑚11 =
𝑒𝑞
𝑚15

19

13
𝜌0

𝑒𝑞

𝑒𝑞

𝐣 ∙ 𝐣; 𝑚4,6,8 = −
𝑒𝑞

= π𝑤𝑤 𝑚11 ; 𝑚13 =

1
𝑗
𝜌0 𝑥

2

𝑒𝑞

3J𝑥,𝑦,𝑧
𝑒𝑞

; 𝑚9 =

∙ 𝑗𝑦 ; 𝑚14 =

1
𝑗
𝜌0 𝑦

1
𝜌0

𝑇

(4-16)

(3J𝑥2 − 𝐣 ∙ 𝐣);

∙ 𝑗𝑧 ;

(4-17)

where 𝛿𝜌 is the fluctuation of density, 𝜌0 is the bulk density, U is the velocity vector, and j is the
momentum density:
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(4-18)

𝑆 = 𝑑𝑖𝑎𝑔(0 , 𝑆2 , 𝑆3 , 0, 𝑆5 , 0, 𝑆5 , 0, 𝑆5 , 𝑆10 , 𝑆3 , 𝑆10 , 𝑆3 , 𝑆10 , 𝑆10 , 𝑆10 , 𝑆17 , , 𝑆17 , , 𝑆17 )

(4-19)

Parameters in the equilibria moments 𝑚i𝑒𝑞 and collision matrix 𝑆 have an effect on the stability of
the problem and are chosen according to [98].

The moments and macroscopic properties are related to the distribution functions as follows:

𝑚 = 𝑀−1 ∙ 𝑓

(4-20)

𝜌 = 𝛿𝜌 + 𝜌0 , 𝜌0 = 1, 𝛿𝜌 = ∑ 𝑓𝑖

(4-21)

𝜌0 𝑈 = ∑ 𝑓𝑖 𝑒𝑖

(4-22)
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4.2.2 Double D3Q7-MRT for heat and mass transfer

The particle velocities in D3Q7 are:

(4-23)

The passive scalar distribution functions similar to fluid field are used to define temperature and
concentration, as follows:

g 𝑖 (𝑟 + 𝑒𝑖 ∆𝑡, 𝑡 + ∆𝑡) − g 𝑖 (𝑟, 𝑡) = −𝑁 −1 ∙ 𝑄 ∙ [n𝑖 (𝑟, 𝑡) − n𝑒𝑞
𝑖 (𝑟, 𝑡)], 𝑖 = 1,2, … ,7

(4-24)

Moments (𝑛𝑖 ), equilibrium moments (𝑛𝑖𝑒𝑞 ), transform matrix (𝑁) and collision matrix (𝑄) are:

(4-25)

𝑒𝑞
𝑒𝑞
𝑒𝑞
𝑒𝑞
𝑒𝑞
2
𝑛1𝑒𝑞 = 𝐶; n𝑒𝑞
2 = 𝑢𝐶; n3 = 𝑣𝐶; n4 = wC ; n5 = 𝜖 𝐶; 𝑛6 = 𝑛7 = 0

(4-26)

𝑛 = 𝑁 −1 ∙ g

(4-27)

where 𝜖 has to be less than unity to avoid instability. The concentration is computed as:
𝐶 = ∑7𝑖=1 g 𝑖

(4-28)
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The 𝜖 is related to the mass diffusivity D:

𝐷=

(4+𝜖)
10

1

1

(4-29)

(𝜎 − 2)
𝑘

4.3 Double-MRT LBM Couples with Reactive Boundary Condition and Verification

For the temperature and concentration fields, only one distribution function needs to be determined
at each boundary. For the sake of brevity, only the unknown bottom wall is considered. On the
𝑗

bottom wall, 𝑔2 is unknown after the streaming step. By knowing the values of temperature or
concentration on the bottom wall, the unknown value can be calculated by the following Equation
(4-30) [52]:

g 𝑖 −1 (𝑥𝑓 , 𝑡 + ∆𝑡) = −𝑔𝑖∗ (𝑥𝑓 , 𝑡) +

4+𝜖
10

∅

(4-30)

where ∅ can be either the wall’s concentration or temperature, 𝑥𝑓 is a node next to the wall node,
and 𝑔∗ is post-collision distribution function. In the concentration field, a heterogeneous chemical
reaction at boundary is considered, and the concentration of species should be calculated after each
chemical reaction step [52]. The total concentration boundary at the wall is 𝜓, which is described
in Equation (4-31):

𝜕𝜓

𝑁

𝑚
−𝐷 𝜕𝑛 = ∑𝑚=1
𝜇𝑚 𝑘𝑚 (1 − 𝐾𝑚 𝑄𝑚 )

(4-31)
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where 𝑁𝑚 is number of reactions, 𝜇𝑚 is the stoichiometric coefficient, 𝑘𝑚 is the reaction rate
constant, and 𝐾𝑚 is the equilibrium constant. By knowing that the non-equilibrium part of the
distribution function takes equal value but an opposite sign on the opposite direction, and based
on the Noble’s work ]53[ Equation (4-30) for the bottom wall becomes:

2𝑔5 =

𝜓

1

𝑁

𝑚
− 𝑐 ∑𝑚=1
𝜇𝑚 𝑘𝑚 (1 − 𝐾𝑚 𝑄𝑚 )
2

(4-32)

After solving the above equation for 𝜓, Equation (4-30) can be used to determine the unknown
distribution for the lower wall.

To verify the heterogeneous reaction boundary in the double-MRT scheme, diffusion and reaction
are simulated based on the following governing equation and boundary conditions in a twodimensional 𝑎 × 𝑏 computational domain where a and b are width and length of the domain:
𝜕2 𝐶

𝜕2 𝐶

+ 𝜕𝑦 2 = 0,
𝜕𝑥 2

(4-33)

The boundary conditions are:

𝜕𝐶

−𝐷 𝜕𝑦 = 𝑘(𝐶𝑏 − 𝐶𝑒𝑞 ) at y=b
𝜕𝐶
𝜕𝑦

(4-34)

= 0 at 𝑦 = 0

(4-35)

𝐶(0, 𝑦) = 𝐶0 at x=a
𝜕𝐶
𝜕𝑥

(4-36)

= 0 at 𝑥 = 0

(4-37)
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By using the separation variable technique and neglecting the geometry deformation, an analytical
solution for 𝐶 is obtained and the contours of solute concentration are compared with the current
double-MRT model for a Damköhler number (𝐷𝑎 =

𝑘𝑏
𝐷

,where k is the reaction rate) of 48, as

shown in Figure 58. Neglecting the geometry change is necessary to have an analytic solution. At
initial time, the domain concentration is kept at equilibrium concentration 𝐶𝑒𝑞 = 1
left boundary, where 𝑥 = 0, wall concentration is set as 𝐶0 = 10

𝑚𝑜𝑙
𝐿

𝑚𝑜𝑙
𝐿

and at the

. Then reaction and diffusion

start accordingly. Figure 58 indicates that there is a very good agreement between the SRT and
MRT models.

𝐶(𝑥, 𝑦) = (𝐶0 − 𝐶𝑒𝑞 ) ∑∞
𝑛=1

𝑏

𝛼𝑛2 = 2 (1 +

sin(𝜔𝑛 𝑏) cosh[𝜔𝑛 (𝑥−𝑎)]
2𝜔
𝛼𝑛
cosh[𝜔𝑛 𝑎]
𝑛

∙ 𝑐𝑜𝑠(𝜔𝑛 𝑦) + 𝐶𝑒𝑞

𝑠𝑖𝑛(2𝜔𝑛 𝑏)

(4-39)

)

2𝜔𝑛 𝑏

(4-38)

From transcendental function, 𝜔𝑛 can be defined as:

(𝜔𝑛 𝑏)𝑡𝑎𝑛(𝜔𝑛 𝑏) =

𝑘𝑏
𝐷

(4-40)

= 𝐷𝑎
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Figure 58. Contours of the nondimensional solute concentration. Red dashed lines are the
analytical solution; black solid lines are the double-MRT results.

4.3.1 Turbulent model development verification

To verify and turbulent flow in LBM, two problems were studied. First, the lid driven cavity for a
high Reynolds number is simulated and the results are shown in Table 10. Then flow in a 3D
channel, which is known as wall-bounded flow, was studied. The results are compared with the
direct numerical simulation (DNS) results, which are shown in Figure 59.

4.3.2 Lid driven cavity simulation

The objective of this section is to benchmark a popular fluid flow problem: the lid driven cavity
for high Reynolds numbers of 5,000 , 10,000, 𝑎𝑛𝑑 20,000. A moving boundary condition is
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applied as the same boundary condition used by Zho and He [99], which was explained previously
as a known velocity boundary, is applied on the top wall. A bounce back boundary condition is
applied on the rest of the walls. Locations of the center (Xc , Yc), left (Xl , Yl), and right (Xr , Yr)
vortices are calculated and shown in Table 10 and Figure 59.

Table 10. Comparison of center, left and right location of vortices
Re=5000
Present study
Ghia et al. [100]
Hou et al. [99]
Erturk et al. [101]
Chai et al [102]
Chen [103]
Re=10000
Present study
Ghia et al. [100]
Hou et al. [99]
Erturk et al. [101]
Chai et al [102]
Chen [103]
Re=20000
Present study
Ghia et al. [100]
Hou et al. [99]
Erturk et al. [101]
Chai et al. [102]
Chen [103]

Xc
0.517718
0.5117
0.5176
0.515
0.5156
0.504
Xc
0.510721
0.5117
0.5117
0.5117
Xc
0.507927
0.51
0.5078
0.5078

Yc

Xl

Yl

Xr

Yr

0.543713
0.5352
0.5373
0.535
0.5352
0.5001
Yc
0.539598
0.53
0.5313
0.5313
Yc
0.535902
0.5267
0.6094
0.5313

0.085279
0.0901
0.0703
0.0784
0.0742
0.095
Xl
0.071993
0.0583
0.0469
0.0585
Xl
-

0.139499
0.1367
0.1373
0.1367
0.1328
0.11
Yl
0.162159
0.1633
0.1593
0.1655
Yl
-

0.797367
0.8086
0.8078
0.805
0.8086
0.8285
Xr
0.759492
0.7767
0.7773
0.7813
Xr
-

0.087205
0.0742
0.0745
0.0733
0.0742
0.0745
Yr
0.073216
0.06
0.0586
0.0625
Yr
-
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Figure 59. Streamline contours of primary and secondary vortices for different Reynolds

4.3.3 Turbulent flow in confined channel

This section is focused on the performance of LBM in regards to turbulent flow simulations using
the double-MRT model. First, the popular benchmark case of a fully developed turbulent flow in
an infinite channel was simulated using a periodic domain. Then, the time averaged velocity was
compared against the DNS results in order to assess the validity of the double-MRT code used for
simulating turbulent flows. The fully developed turbulent flow in a plane channel is one of the
most fundamental cases for studying the nature of turbulence; in fact, it has been extensively
studied both experimentally and numerically. It is an ideal benchmark test case for turbulence
models because the DNS data is available for lower Reynolds numbers. For this turbulent flow, it
is customary to define the flow in terms of the shear Reynolds number:

𝑅𝑒𝑡 =

𝛿𝑈𝑡
𝜗

= 180

(4-41)
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where δ is half of the channel height H; and 𝑈𝑡 is the friction velocity. The friction velocity is
related to the wall shear stress 𝜏𝑤 and it is calculated by:

𝜏

𝑈𝑡 = √ 𝜌𝑤

(4-42)

For this study, the shear Reynolds number was set to 180 [104]. The dimensions of the
computational domain were set according to the comprehensive work done by Koda et al. [104]
with 2πH in the stream-wise direction,

2
3

𝜋𝐻 in the spanwise direction, and H in the vertical

direction. In this work, 62 lattice nodes were allocated along H, yielding a mesh of 400×130×62
lattice nodes in the stream-wise, span-wise, and vertical directions, respectively. The upper and
lower surfaces of the domain were set to be no-slip by using the bounce back boundary condition,
and the stream-wise and span-wise boundaries were set to be the periodic condition. 𝑈𝑡 was set to
0.005 in lattice unit which leads to a

𝜕𝑝
𝜕𝑥

of 4.03 × 10−7in lattice unit. The flow was initialized

with a uniform stream-wise velocity, and a cubical obstruction was placed to initiate turbulence.
The simulation was run for three million time steps. An additional run with six million time steps
was also carried out to check for statistical convergence. This developed code was run on a GPU
and got the speed up by around 100X as compared to a CPU code version. Each iteration took 2.3
seconds on a CPU, while every 100 iterations on a GPU only took 2.286 seconds. Figure 60 shows
good agreement results between benchmark mean velocity to the current study result.
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Figure 60. Comparison of mean velocity profiles from the wall towards the channel half width
with DNS and LES methods [104]

4.4 The Volume of Pixel Method (VOP)

Equation (4-9) is solved by applying the forward difference at each time step to capture the IL
evaluation. The VOP was applied through different studies to evaluate the layer growth [92, 94,
95, 97]. When precipitation happens at the interface node, the volume of that node (parent node)
increases, and when it exceeds a certain value (2𝑉0 , where the volume of the computational node
is 𝑉0), the fluid node, which is close to it (child node), turns into a solid node. There is more than
one child node for each parent node. So different ways of choosing the child node result in new
patterns in the growth structure. This gives the current model an extra degree of freedom. In the
study the closest nodes are chosen to become solid. After solidifying the fluid nodes, the parent
node’s and child nodes’ volume are set to the 𝑉0, while dissolution happens when the volume of
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the solid nodes reach zero. After the formation of the first layer, new layers toward the fluid
domain, called outer and inner layers is at the steel side.

4.5 Results and Discussion

The behavior of steel is estimated after 3000 hrs of exposure to the lead–bismuth eutectic (LBE).
In the current study, the scale removal rate can be approximated as 7.0 × 10−13 𝑚/𝑠 [26]. One
lattice unit is equal to the 1 𝜇𝑚 in macroscopic scale. The evolution of the IL layer is evaluated
and the results are compared to the experimental results [26]. Figure 61 shows the comparison for
total, inner and outer oxide layer thickness with numerical simulation [105] and experimental data
[36]. The inner and total thickness show the parabolic growth patterns. The outer portion of the
oxide layer expanded fast in the initial stage, but growth slowed down over time. This shows the
effect of scale removal as well as the decrease of the oxygen concentration through the oxide layer
by increasing the thickness. The IL thickness was calculated to be around 12 𝜇𝑚, 15 𝜇𝑚, and
17𝜇𝑚 after 1000, 2000, and 3000 hrs, respectively. The inner layer thicknesses are calculated to
be around 10 𝜇𝑚, 12.5 𝜇𝑚, and 14𝜇𝑚, and the outer part of IL to be 2 𝜇𝑚, 2.5 𝜇𝑚, and 3 𝜇𝑚
for the 1000, 2000, and 3000 hr time steps, respectively.
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Figure 61. Comparison between current results (colored lines) and references [36, 105].

Figure 62 presents the oxygen diffusion in the channel and through the oxide layer for different
time steps at the Re number of 11,7843 according to the [36]. It shows the middle cross section
cut of the channel along the z axis. The black part shows the steel part of the geometry. Circles
and triangles represent inner and outer oxide layer, respectively. It can be seen that the oxygen
concentration through the channel reaches convergence and distributes uniformly throughout the
channel. Low oxygen concentrations can be observed inside the IL and close to it on the fluid side
near the IL and top boundary. Inside the IL, oxygen diffusivity is lower compared to the oxygen
diffusivity in the LBE. Close to the IL, the oxygen concentration decreases due to lower velocity
close to the wall, as well as diffusion of oxygen into the IL. The growth of the oxide layer at
different time steps can be seen in Figure 62 each row of circles or triangles demonstrates 1 𝜇𝑚
thickness in microscale unit.
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Figure 62. Oxygen concentration (wt%) at different time steps A) 1000 hrs, B) 2000 hrs, and C)
3000 hrs.
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Figure 63. Iron concentration (wt%) at different time steps A) 1000 hrs, B) 2000 hrs, and C)
3000 hrs.

Figure 63 shows the iron concentration in the middle cross section of the channel along the z axis
at different time steps. Iron is produced from the dissolution of the steel base, which is calculated
by using Equation (4-2). The iron boundary thickness decreases by increasing the thickness of the
IL. This happens due to lower iron diffusion through the IL.
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Figure 64. Total oxide layer thickness for different 𝐾𝑟 .

The IL thickness is studied for the different parameters 𝐾𝑟 , 𝐷𝑜 , and 𝐷𝐹𝑒 . The influence of the scale
removal is presented in Figure 64, which indicates a parabolic growth tendency for the growth of
IL. The thickness of the oxide layer grows faster at a lower scale removal rate. The thickness
continues to increase unless the high scale removal rate affects the growth, and stop the growth
after a certain time. This indicates the dynamic equilibrium between the scale removal rate and
oxide layer thickness. This equilibrium causes a constant thickness of the protective layer. This
phenomenon happens in many methods of metal passivation. Especially the case, it causes fluid
flow jams in pipes due to the fast growth of IL to overcome the damage from erosion.

Figures 65 and 66 present the effects of 𝐷𝑜 and 𝐷𝐹𝑒 on the IL growth, respectively. As it was
expected, by increasing the value of diffusivity the total thickness grew faster. This is reasonable
since the diffusion of oxygen and iron through the oxide layer is the main obstacle to control the
growth of IL.

111

Figure 65. Total thickness of IL (µm) vs. time (hrs) for different values of
𝐷𝑜 (𝑐𝑚2 ⁄𝑠).
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Figure 66. Total thickness of IL (µm) Vs time (hrs) for different value of
𝐷𝐹𝑒 (𝑐𝑚2 ⁄𝑠).

In order to check the impact of the diffusivity on the inner and outer thickness, Figure 67 and
Figure 68 show the comparison of two different values for both 𝐷𝑜 (10−7 & 10−6 𝑐𝑚2⁄𝑠)
and 𝐷𝐹𝑒 (10−8 & 10−7 𝑐𝑚2 ⁄𝑠), along with the growth of the inner and outer layers. For a fixed
value of 𝐷𝐹𝑒 (10−8 𝑐𝑚2 ⁄𝑠), Figure 67 shows the inner layer grows faster than the outer layer since
more oxygen and iron are available to react for the inner layer to growth. While this trend is
reversed when the 𝐷𝑜 is set at fixed value (10−7 𝑐𝑚2 ⁄𝑠), and increase the value of the 𝐷𝐹𝑒 . The
outer layer grows faster than the inner layer since more iron concentration is available at the outer
surface of IL to react with oxygen.
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Figure 67. Effects of 𝐷𝑜 on inner and outer layer growth over time.

Figure 68.Effects of 𝐷𝐹𝑒 on inner and outer layer growth over time
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4.6 Conclusion
A 3-D mesoscalemodel based on the lattice Boltzmann method double-MRT is presented to oxide
layer evolution under the influence of scale removal. The model is benchmarked with experimental
results and good agreement was obtained for the thickness of the oxide layer after 3000 hrs. The
structure of the oxide layer was analyzed, and the outer and inner parts of the oxide layer were
successfully captured. Results depict the effect of scale removal on the corrosion rate and the oxide
layer thickness. Scale removal is able to provide dynamic equilibrium for the oxide layer.
Parametric study indicates the effects of the main parameters on the oxide layer. Different effects
of higher diffusivities of iron and oxygen were studied. Oxygen diffusivity has the dominant effect
on the inner layer, while iron diffusivity has the greater effect on the outer layer. Finally, it is
important to mention that the double-MRT model has successfully demonstrated the growth of the
oxide layer in two directions and obeyed the parabolic law.
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CHAPTER 5 CONCLUSIONS AND FUTURE WORK
5.1 Conclusion

Corrosion of materials has been recognized as main concern of using liquid lead bismuth eutectic
(LBE) in advanced nuclear reactors and accelerator driven systems. The most effective way to
control the corrosion rate is to maintain the oxygen concentration in coolant in order to create
oxide layer as a protective layer over the material surfaces. This study treated this phenomenon in
two different aspects. In first aspect, two new ways were presented to possibly enhance the oxygen
distribution in domain. As a first method, different nanoparticles were used to improve natural
convection as a main means of oxygen distribution. The results showed that Cu/Pb is the more
efficient than Al2O3 /Pb mixture. There were around 22% increase in velocity gradient by adding
8% Cu nanoparticle into the liquid Pb which would lead to faster oxygen distribution and shorter
equilibrium time.
As a second method, the pattern of the oxygen distribution was studied under magnetic force.
Although the results showed the magnetic field as a barrier for oxygen transfer in an LBE system,
different patterns were observed that can help the oxygen reach to the specific exposed surfaces
more efficiently. The distribution of oxygen at different magnetic force magnitude was studied
and showed the inversed effect of the magnetic force on natural convection.
The third aspect of this study is to develop a numerical method to study oxide layer formation in
meso-scale by using the lattice Boltzmann method (LBM). In order to use LBM as numerical
method for simulating the oxide layer formation in liquid lead/LBE, the Double-MRT method and
heterogeneous chemical reaction boundary condition have been successfully coupled and
developed. In addition, the influence of scale removal was added to the simulation in order to
compare the results with the available experimental data. The developed method was able to
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capture both the inner and outer layer growths of the oxide layer. The oxide layer thickness
obtained from numerical results was in good agreement with the experimental value after 3000
hrs. The scale removal was identified as a main factor to make dynamic equilibrium between oxide
layer growth and thickness of oxide layer.
This present work provides a possible meso-scale numerical method to study liquid metals as
coolant flows with chemical reaction under different operating conditions for advanced nuclear
power plant applications. The computational speed of the developed numerical method was
enhanced by using parallel programming architecture. This feature gives the ability to run faster
and able to solve for more complex geometries. Also, the obtained reasonable good numerical
simulation results can provide accurate estimation for lifespan of materials.

5.2 Future Work

Only two most common nanoparticles were simulated in this study and there are many different
nanoparticles can be used so that it is highly recommended to study more cases. Also, experimental
works need to be done for liquid metals with higher solid volume fraction to ensure the limitation
of solid particle usage to avoid agglomeration and sedimentation of nanoparticles.
Regarding effect of magnetic force, more works are needed to be done on different angles of
magnetic force in order to capture the most effective angle for different container shapes while this
study only focused on the relationship of magnetic force magnitude with oxygen distribution
patterns.
Additionally, corrosion is very complicated in turbulent flows and it can cause different
phenomena such as erosion, agglomeration and pipe jamming, which are excluded in this study.
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Finally, numerical simulation of whole heat exchanger inside reactor needs to be studied to see the
effect of temperature on corrosion in cold and hot sections of heat exchangers in the future.
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