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GODEMENT-JACQUET L-FUNCTIONS AND FULL THETA
LIFTS
YINGJUE FANG, BINYONG SUN, AND HUAJIAN XUE
Abstract. We relate poles of local Godement-Jacquet L-functions to distribu-
tions on matrix spaces with singular supports. As an application, we show the
irreducibility of the full theta lifts to GLn(F) of generic irreducible representa-
tions of GLn(F), where F is an arbitrary local field.
1. Introduction
Let F be a local field and let D be a central division algebra over F of finite
dimension d2 (d ≥ 1). Fix an integer n ≥ 1. As usual, let Mn(D) denote the space
of n× n matrices with coefficients in D. Put
G := GLn(D) ⊂ Mn(D).
Write S for the space of Schwartz or Bruhat-Schwartz functions on Mn(D), when
F is respectively archimedean or non-archimedean. View it as a representation of
G×G by the action
(1) ((g, h).φ)(x) := |det(g−1h)|
dn
2
F φ(g
−1xh), g, h ∈ G, φ ∈ S, x ∈ Mn(D).
Here “det” stands for the reduced norm on Mn(D), and “| · |F” stands for the
normalized absolute value on F. Write G1 for the subgroup G × {1} of G × G,
and likewise write G2 for the subgroup {1} × G of G ×G. When no confusion is
possible, we will identify these two groups with G.
Let σ be an irreducible admissible smooth representation of G. By an “admis-
sible smooth representation”, we mean a Casselman-Wallach representation when
F is archimedean, and a smooth representation of finite length when F is non-
archimedean. The reader may consult [Ca], [Wal, Chapter 11] or [BK] for details
about Casselman-Wallach representations.
Define the full theta lift of σ by
(2) Θ1(σ) := (S⊗̂σ
∨)G1 ,
which is a representation of G2 and is also viewed as a representation of G via the
identification G ∼= G2. Here “⊗̂” denotes the completed projective tensor product
in the archimedean case, and the algebraic tensor product in the non-archimedean
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case; a superscript “ ∨” indicates the contragredient representation; σ∨ is viewed
as a representation of G1 via the identification G1 ∼= G; and a subscript group
indicates the maximal (Hausdorff in the archimedean case) quotient on which the
group acts trivially.
Similar to (2), view σ as a representation of G2 and define
(3) Θ2(σ) := (S⊗̂σ
∨)G2,
which is a representation of G. The following proposition is well known. See [Ho],
[Ku] and [MVW], for examples.
Proposition 1.1. Both Θ1(σ) and Θ2(σ) are admissible smooth representations
of G.
It is also well known that Θ1(σ) has a unique irreducible quotient, which is
isomorphic to σ∨, and likewise Θ2(σ) has a unique irreducible quotient, which
is also isomorphic to σ∨ (cf. [Mi, The´ore`me 1]). This assertion is equivalently
formulated as in the following theorem.
Theorem 1.2. Let σ, σ′ be irreducible admissible smooth representations of G.
Then
dimHomG×G(S, σ⊗̂σ
′) =
{
1, if σ′ ∼= σ∨;
0, otherwise.
For applications to representation theory and automorhic forms, it is desirable
to know whether or not the full theta lift itself is irreducible. This is known
affirmatively for supercuspidal representations in the non-archimedean case, in a
general setting of dual pair correspondences (see [Ku]). However, not much is
known beyond the supercuspidal case.
Write S◦ for the space of Schwartz or Bruhat-Schwartz functions on G when F
is respectively archimedean or non-archimedean. By extension by zero, we view it
as a subrepresentation of S. The following is the key result of this note.
Theorem 1.3. The following assertions are equivalent.
(a). The Godment-Jacquet L-function L(s, σ) has no pole at s = 1/2.
(b). HomG1(S/S
◦, σ) = 0.
(c). HomG2(S/S
◦, σ∨) = 0.
(d). HomG×G(S/S
◦, σ⊗̂σ∨) = 0.
If one of the above conditions is satisfied, then both Θ1(σ) and Θ2(σ
∨) are irre-
ducible.
The following result will be proved in Section 3 by using the Fourier transform.
Proposition 1.4. As representations of G, Θ1(σ) and Θ2(σ) are isomorphic to
each other.
Theorem 1.3 and Proposition 1.4 have the following obvious consequence.
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Corollary 1.5. Assume that L(s, σ) has no pole at s = 1/2, or L(s, σ∨) has no
pole at s = 1/2. Then as representations of G, Θ1(σ) ∼= σ
∨ ∼= Θ2(σ).
Example. Assume that F is non-archimedean and G = GL2(F). If σ is not the
trivial representation, then L(s, σ) has no pole at s = 1/2, or L(s, σ∨) has no pole
at s = 1/2. Thus by Corollary 1.5, Θ1(σ) and Θ2(σ) are irreducible. On the other
hand, it is shown in [Xue] that Θ1(σ) and Θ2(σ) are reducible when σ is the trivial
representation of GL2(F).
We are particularly interested in generic representations of GLn(F) since they
appear as local components of cuspidal automorphic representations. The follow-
ing proposition asserts that the assumption in Corollary 1.5 does hold for generic
representations of GLn(F).
Proposition 1.6. Assume that D = F and σ is generic. Then L(s, σ) has no pole
at s = 1/2, or L(s, σ∨) has no pole at s = 1/2.
By Corollary 1.5 and Proposition 1.6, we get the following result.
Theorem 1.7. Assume that D = F and σ is generic. Then as representations of
G, Θ1(σ) ∼= σ
∨ ∼= Θ2(σ).
As one step towards the proof of Proposition 1.6, in Section 5 we will prove the
following result which is interesting in itself.
Proposition 1.8. Let σ1, σ2 be irreducible admissible smooth representations of
GLn1(F) and GLn2(F) (n1, n2 ≥ 1), respectively. Assume that both L(s, σ1) and
L(s, σ2) have a pole at s = 1/2. Then the Rankin-Selberg L-function L(s, σ1 × σ2)
has a pole at s = 1.
Remark. By using local Langlands correspondence for both GLn(F) and GLn(D),
Proposition 1.8 implies the similar result with F replaced by D (The Rankin-
Selberg L-function for GLn1(D) × GLn2(D) is defined via the Jacquet Langlands
correspondence).
2. A proof of Theorem 1.3
We continue with the notation of the Introduction. The local Godement-Jacquet
zeta integral attached to σ is defined by
Z(φ, λ, v; s) :=
∫
G
φ(g)〈g.v, λ〉|det(g)|
s+ dn−1
2
F dg, φ ∈ S, λ ∈ σ
∨, v ∈ σ, s ∈ C,
where dg is a fixed Haar measure on G. It is clear that if φ ∈ S◦, then the integral
is absolutely convergent and is holomorphic in the variable s ∈ C.
We summarize the basic results of local Godement-Jacquet zeta integrals as in
the following theorem (cf. [GJ, Theorems 3.3 and 8.7]).
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Theorem 2.1. When the real part of s is sufficiently large, the integral Z(φ, λ, v; s)
is absolutely convergent for all φ, λ and v. Moreover, there exists a (continuous
in the archimedean case) map
Z◦ : S × σ∨ × σ × C→ C
which is linear on the first three variables and holomorpic on the last variable such
that
• when the real part of s is sufficiently large,
Z◦(φ, λ, v; s) =
Z(φ, λ, v; s)
L(s, σ)
, for all φ, v, λ; and
• for each s ∈ C, the trilinear form Z◦(·, ·, ·; s) yields a generator of the one
dimensional vector space
HomG×G(S⊗̂σ
∨⊗̂σ, |det|
s− 1
2
F ⊗ |det|
1
2
−s
F ).
Let Z◦ be as in Theorem 2.1. Write Z
1
2 for the generator of the one dimensional
space
HomG×G(S, σ⊗̂σ
∨)
produced by the trilinear form Z◦(·, ·, ·; 1
2
).
Lemma 2.2. The Godement-Jacuqet L-function L(s, σ) has a pole at s = 1
2
if and
only if
Z◦ |S◦×σ∨×σ×{ 1
2
} = 0, or equivalently, Z
1
2 |S◦ = 0.
Proof. Denote by cr(s−
1
2
)−r the leading term of the Laurent expansion of L(s, σ)
around s = 1
2
. Then r ≥ 0 as all local L-functions have no zero. Now we have that
Z◦(φ, v, λ;
1
2
) = lim
s→ 1
2
(
s−
1
2
)r
· c−1r ·
∫
G
φ(g)〈g.v, λ〉|det(g)|
dn
2
F dg
for all φ ∈ S◦, λ ∈ σ∨, v ∈ σ. This is identically zero if and only if r > 0. Thus
the lemma follows. 
Lemma 2.3. If
(4) HomG1(S/S
◦, σ) 6= 0 or HomG2(S/S
◦, σ∨) 6= 0,
then Z
1
2 |S◦ = 0
Proof. First assume that HomG1(S/S
◦, σ) 6= 0. By Proposition 1.1, we know that
there is an irreducible admissible smooth representation σ′ of G such that
HomG×G(S/S
◦, σ⊗̂σ′) 6= 0.
Then Theorem 1.2 implies that σ′ ∼= σ∨. Therefore, there is a nonzero element
of HomG×G(S, σ⊗̂σ
∨) which vanishes on S◦. Since dimHomG×G(S, σ⊗̂σ
∨) = 1,
this implies that Z
1
2 |S◦ = 0. If HomG2(S/S
◦, σ∨) 6= 0, a similar proof shows that
Z
1
2 |S◦ = 0. 
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Lemma 2.4. Parts (a), (b), (c) and (d) of Theorem 1.3 are equivalent to each
other.
Proof. If Z
1
2 |S◦ = 0, then Z
1
2 descends to a nonzero element of HomG×G(S/S
◦, σ⊗̂σ∨).
Therefore
Z
1
2 |S◦ = 0 =⇒ HomG×G(S/S
◦, σ⊗̂σ∨) 6= 0.
It is obvious that
HomG×G(S/S
◦, σ⊗̂σ∨) 6= 0 =⇒
{
HomG1(S/S
◦, σ) 6= 0, and
HomG2(S/S
◦, σ∨) 6= 0.
Together with Lemma 2.2 and Lemma 2.3, this proves the lemma. 
Lemma 2.5. Let σ0 be a smooth representation of G when F is non-archimedean,
and a smooth Fre´chet representation of G of moderate growth when F is archimedean.
Then
(5) (S◦⊗̂σ0)G1
∼= σ0
as representations of G.
Proof. We prove the lemma in the archimedean case by assuming that F is archimedean.
The non-archimedean case is similar but less involved, and we omit its proof. Write
D◦ := S◦ dg, which is a topological vector space of measures on G. It is a rep-
resentation of G × G such that (g, h) ∈ G × G acts on it by the push-forward of
measures through the translation map
G→ G, x 7→ gxh−1.
Using the topological linear isomorphism
S◦ → D◦, φ 7→ φˇ · |det|
− dn
2
F · dg, (φˇ(g) := φ(g
−1))
we know that (5) is equivalent to
(6) (D◦⊗̂σ0)G2
∼= σ0.
The bilinear map
(7) D◦ × σ0 → σ0, (φ dg, v) 7→ (φ dg).v :=
∫
G
φ(g)g.v dg
is continuous and yields a G-homomorphism
(8) (D◦⊗̂σ0)G2 → σ0.
The theorem of Dixmier-Malliavin [DM, Theorem 3.3] implies that the map (8) is
surjective. It is thus an open map by the Open Mapping Theorem. In order to
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show that the map (8) is an isomorphism, it suffices to show that its transpose is
a linear isomorphism. This transpose map is the composition of
σ∗0 → HomG2(σ0, (D
◦)∗)
∼= HomG2(D
◦⊗̂σ0,C) [Tr, Formula (50.16)]
∼= ((D◦⊗̂σ0)G2)
∗,
where the first homomorphism is given by
(9) λ 7→ (v 7→ (η 7→ λ(η.v))).
By definition, (D◦)∗ is the space of tempered generalized functions on G. Let
ν ∈ HomG2(σ0, (D
◦)∗). Since the convolution of a tempered generalized function
on G with an element of D◦ is a smooth function, using the theorem of Dixmier-
Malliavin, we know that ν(v) is a smooth function on G for each v ∈ σ0. Let
λν(v) ∈ C be its evaluation at 1 ∈ G. Then λν is a linear functional on σ0. It is
easy to check that the diagram
(10)
D◦ × σ0
the map (7)
−−−−−−→ σ0
(identity map)×ν
y yλν
D◦ × (D◦)∗
the natural paring
−−−−−−−−−−→ C
commutes. Note that the bottom horizontal arrow is separately continuous. Thus
the composition of
D◦ × σ0
the map (7)
−−−−−−→ σ0
λν−→ C
is separately continuous, which is automatically continuous by [Tr, Corollary of
Theorem 34.1]. This implies that λν is continuous. Using the commutative diagram
(10), it is routine to check that the map
HomG2(σ0, (D
◦)∗)→ σ∗0 , ν 7→ λν
is inverse to the map (9). Therefore the map (9) is bijective. This finishes the
proof of the lemma. 
Remark. The proof of the above lemma shows that the isomorphism (6) holds
when G is replaced by an arbitrary totally disconnected locally compact Hausdorff
topological group, or an arbitrary almost linear Nash group. See [Sun1] for the
notion of almost linear Nash groups, and [Sun2, Sections 2.2, 2.3] for the notion
of smooth representations of moderate growth for almost linear Nash groups.
Lemma 2.6. If HomG1(S/S
◦, σ) = 0, then the representation Θ1(σ) of G is irre-
ducible.
Proof. The exact sequence
0→ S◦ → S → S/S◦ → 0
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yields an exact sequence
(S◦⊗̂σ∨)G1 → (S⊗̂σ
∨)G1 → ((S/S
◦)⊗̂σ∨)G1 → 0.
The assumption of the lemma implies that ((S/S◦)⊗̂σ∨)G1 = 0. Thus we have a
surjective homomorphism
(S◦⊗̂σ∨)G1 → Θ1(σ)
of representations of G. By Lemma 2.5,
(S◦⊗̂σ∨)G1
∼= σ∨.
Since Θ1(σ) is nonzero, we conclude that Θ1(σ) ∼= σ
∨ is irreducible. 
A similar argument as in the proof of Lemma 2.6 shows the following lemma.
Lemma 2.7. If HomG2(S/S
◦, σ∨) = 0, then the representation Θ2(σ
∨) of G is
irreducible.
Combining Lemmas 2.4, 2.6 and 2.7, we finish the proof of Theorem 1.3.
3. A proof of Proposition 1.4
Lemma 3.1. There is a (topological in the archimedean case) linear automorphism
F : S → S such that
F((g, h).φ) = (h, g).(F(φ)) for all g, h ∈ G, φ ∈ S.
Proof. Define a symmetric bilinear form
〈 , 〉 : Mn(D)×Mn(D)→ F, (x, y) 7→ the reduced trace of xy.
Fix a non-trivial unitary character ψ on F. Define the Fourier transform F : S → S
by
(F(φ))(x) :=
∫
Mn(D)
φ(y)ψ(〈x, y〉) dy, φ ∈ S, x ∈ Mn(D),
where dy is a Haar measure on Mn(D). It is routine to check that F fulfills the
requirement of the lemma. 
Lemma 3.1 clearly implies Proposition 1.4, namely
Θ1(σ) ∼= Θ2(σ).
4. A proof of Proposition 1.6
We first treat the case of essentially square integrable representations. Recall
that an irreducible admissible smooth representation of GLn(F) is said to be es-
sentially square integrable if all its matrix coefficients are square integrable when
restricted to SLn(F). Note that essentially square integrable representations of
GLn(C) exist only when n = 1, and essentially square integrable representations
of GLn(R) exist only when n ≤ 2.
Lemma 4.1. Proposition 1.6 holds when G = GL1(R).
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Proof. The representation σ corresponds to a character of R× of the form
(11) x 7→ χm,r(x) :=
(
x
|x|
)m
|x|r,
where m ∈ {0, 1} and r ∈ C. Then (cf. [Ja, Section 16])
L(s, σ) = π
−(s+m+r)
2 Γ(
s+m+ r
2
),
and
L(s, σ∨) = π
−(s+m−r)
2 Γ(
s+m− r
2
).
Recall that the poles of the gamma function are 0,−1,−2,−3, · · · . Thus, if both
L(s, σ) and L(s, σ∨) have a pole at 1
2
, then
1
2
+m+ r,
1
2
+m− r ∈ {0,−2,−4,−6, · · · }.
This implies that m < 0, which contradicts to the fact that m ∈ {0, 1}. 
Lemma 4.2. Proposition 1.6 holds when G = GL1(C).
Proof. The representation σ corresponds to a character of C× of the form
(12) z 7→ χm,r(z) := z
m(zz¯)r−
m
2 ,
where m ∈ Z and r ∈ C. Then (cf. [Ja, Section 16])
L(s, σ) = 2(2π)−s−r−
|m|
2 Γ(s+ r +
|m|
2
),
and
L(s, σ∨) = 2(2π)−s+r−
|m|
2 Γ(s− r +
|m|
2
).
The lemma then follows as in the proof of Lemma 4.1. 
Lemma 4.3. Proposition 1.6 holds when G = GL2(R) and σ is essentially square
integrable.
Proof. Under the local Langlands correspondence, the representation σ corre-
sponds to a representation of the Weil group WR of R of the form Ind
WR
C×
χm,r,
where χm,r is as in (12) with m 6= 0. Then (cf. [Ja, Section 16])
L(s, σ) = L(s, χm,r) and L(s, σ
∨) = L(s, χ−1m,r),
and the lemma follows by Lemma 4.2. 
Given an admissible smooth representation σi of GLni(F) for each i = 1, 2, · · · , ℓ
(ℓ ≥ 1, ni ≥ 1), let σ1×˙σ2×˙ · · · ×˙σℓ denote the normalized smooth induction
Ind
GLn1+n2+···+nℓ(F)
Pn1,n2,··· ,nℓ(F)
(σ1⊗̂σ2⊗̂ · · · ⊗̂σℓ),
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where Pn1,n2,··· ,nℓ(F) denotes the block-wise upper triangular parabolic subgroup of
GLn1+n2+···+nℓ(F) which has GLn1(F)×GLn2(F)× · · · ×GLnℓ(F) as a Levi factor,
and σ1⊗̂σ2⊗̂ · · · ⊗̂σℓ is viewed as a representation of Pn1,n2,··· ,nℓ(F) as usual.
Assume that F is non-archimedean for the moment. Let τ be a supercuspidal
irreducible admissible smooth representation of GLm(F), where m is a positive
divisor of n. Suppose n = ℓm. Then the representation
(τ · |det|1−ℓF )×˙(τ · |det|
2−ℓ
F )×˙ . . . ×˙τ
has a unique irreducible quotient representation, which we denote by σn,τ . It is
an essentially square integrable irreducible admissible smooth representation of
GLn(F). Conversely, every such representation is uniquely of the form σn,τ . See
[BZ, Ze] for more details.
Lemma 4.4. Assume that F is non-archimedean, and σ = σn,τ is essentially
square integrable as above. If L(s, σ) has a pole at 1
2
, then m = 1 and τ is the
character | · |−
1
2 of GL1(F).
Proof. The lemma follows by noting that (cf. [JPSS, Theorem 8.2])
L(s, σn,τ) = L(s, τ).

By Lemma 4.4, σ
n,| · |−
1
2
is the only essentially square integrable irreducible ad-
missible smooth representation of GLn(F) whose L-function has a pole at
1
2
. Since
the representation σ
n,| · |−
1
2
is not self-dual, we conclude that Proposition 1.6 holds
when F is non-arhimedean and σ is essentially square integrable. Together with
Lemmas 4.1, 4.2 and 4.3, this implies the following lemma.
Lemma 4.5. Proposition 1.6 holds when σ is essentially square integrable.
Now F is archimedean or non-archimedean, as in Lemma 4.5. Recall that a
unitary representation of GLn(F) is said to be tempered if it is weakly contained
in the regular representation (see [CHH]), and an irreducible admissible smooth
representation ρ of GLn(F) is said to be essentially tempered if there is a real
number e(ρ) such that ρ · |det|
−e(ρ)
F is unitarizable and tempered. Note that the
real number e(ρ) is uniquely determined by ρ. It is evident that all essentially
square integrable irreducible admissible smooth representations of GLn(F ) are
essentially tempered. The following lemma is well-known and easy to check. See
[HO, Theorem 1.1] for a more general statement.
Lemma 4.6. Let σi be an irreducible admissible smooth representation of GLni(F)
which is unitarizable and tempered (i = 1, 2, ni ≥ 1). Then the Rankin-Selberg
L-function L(s, σ1 × σ2) has no pole in the domain where the real part of s is
positive.
To prove Proposition 1.6 in the general case, we need the following result.
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Proposition 4.7. Let σ1, σ2 be essentially tempered irreducible admissible smooth
representations of GLn1(F) and GLn2(F) (n1, n2 ≥ 1), respectively. Then the
Rankin-Selberg L-function L(s, σ∨1 × σ2) has a pole at s = 1 if and only if e(σ1) ≥
e(σ2) and σ1×˙σ2 is reducible.
Proof. Lemma 4.6 implies that if e(σ1) < e(σ2) then L(s, σ
∨
1 × σ2) has no pole at
s = 1. Thus we may assume that e(σ1) ≥ e(σ2), and then the proposition is an
instance of [CS, Proposition 5.3]. 
Now we come to the proof of Proposition 1.6. As in Proposition 1.6, let σ be a
generic irreducible admissible smooth representation of GLn(F). Write
σ ∼= σ1×˙σ2×˙ · · · ×˙σℓ (ℓ ≥ 1),
where σi (i = 1, 2, · · · , ℓ) is an essentially square integrable irreducible admissible
smooth representation of GLni(F) (ni ≥ 1), with n1 + n2 + · · ·nℓ = n. Then
L(s, σ) =
ℓ∏
j=1
L(s, σj) and L(s, σ
∨) =
ℓ∏
j=1
L(s, σ∨j ).
Assume by contradiction that both L(s, σ) and L(s, σ∨) have a pole at s = 1
2
.
Using Lemma 4.5, we know that both L(s, σi) and L(s, σ
∨
j ) have a pole at s =
1
2
,
for some i 6= j. Proposition 1.8 (which will be proved in Section 5) then implies
that L(s, σ∨j ×σi) has a pole at s = 1. Hence by Proposition 4.7, σj×˙σi is reducible,
which contradicts the fact that σ is irreducible. This proves Proposition 1.6.
5. A proof of Proposition 1.8
Let σ1, σ2 be as in Proposition 1.8 so that both L(s, σ1) and L(s, σ2) have a pole
at s = 1
2
. We are aimed to show that L(s, σ1 × σ2) has a pole at s = 1. Using
the Langlands classification for general linear groups, we assume without loss of
generality that both σ1 and σ2 are essentially square integrable. We further assume
without loss of generality that n1 ≥ n2.
Lemma 5.1. Assume that F is non-archimedean. Then L(s, σ1 × σ2) has a pole
at s = 1.
Proof. By Lemma 4.4,
σ1 ∼= σ
n1,| · |
− 12
and σ2 ∼= σ
n2,| · |
−12
.
Thus by [JPSS, Theorem 8.2] (see also [CPS, Theorem 2.3]),
L(s, σ1 × σ2) =
n2−1∏
j=0
L(s+ j, | · |−n2).
Hence s = 1 is a pole of L(s, σ1 × σ2).

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Lemma 5.2. Assume that F is archimedean and n1 = n2 = 1. Then L(s, σ1× σ2)
has a pole at s = 1.
Proof. Fist assume that F = C. Write σ1 ∼= χm1,r1 and σ2
∼= χm2,r2 as in (12).
Then
|m1|+ 1
2
+ r1,
|m2|+ 1
2
+ r2 ∈ {0,−1,−2, · · · }.
This implies that
|m1 +m2|
2
+ 1 + r1 + r2 ∈ {0,−1,−2, · · · }.
Thus
L(s, σ1 × σ2) = 2(2π)
−s−(r1+r2)−
|m1+m2|
2 Γ(s+ r1 + r2 +
|m1 +m2|
2
)
has a pole at s = 1.
When F = R, the same proof shows that L(s, σ1 × σ2) has a pole at s = 1. 
Lemma 5.3. Assume that F = R and (n1, n2) = (2, 1). Then L(s, σ1 × σ2) has a
pole at s = 1.
Proof. Under the local Langlands correspondence, the representation σ1 corre-
sponds to a representation of the Weil group WR of R of the form Ind
WR
C×
χm1,r1 ,
where χm1,r1 is as in (12), with m1 6= 0. Write σ2
∼= χm2,r2 as in (11). Then
|m1|+ 1
2
+ r1 ∈ {0,−1,−2, · · · }
and
1
2
+m2 + r2 ∈ {0,−2,−4, · · · }.
This implies that
|m1|
2
+ 1 + r1 + r2 ∈ {0,−1,−2, · · · }
Thus
L(s, σ1 × σ2) = 2(2π)
−s−(r1+r2)−
|m1|
2 Γ(s+ r1 + r2 +
|m1|
2
)
has a pole at s = 1. 
Lemma 5.4. Assume that F = R and (n1, n2) = (2, 2). Then L(s, σ1 × σ2) has a
pole at s = 1.
Proof. Under the local Langlands correspondence, the representation σi (i = 1, 2)
corresponds to a representation of the Weil groupWR of R of the form Ind
WR
C×
χmi,ri,
where χmi,ri is as in (12), with mi 6= 0. Then
|mi|+ 1
2
+ ri ∈ {0,−1,−2, · · · } (i = 1, 2),
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which implies that
(13)
|m1 +m2|
2
+ 1 + r1 + r2 ∈ {0,−1,−2, · · · }.
We have that
IndWR
C×
χm1,r1 ⊗ Ind
WR
C×
χm2,r2
∼= Ind
WR
C×
(
χm1,r1 ⊗ (Ind
WR
C×
χm2,r2)|C×
)
∼= Ind
WR
C×
(χm1,r1 ⊗ (χm2,r2 ⊕ χ−m2,r2))
∼= Ind
WR
C×
χm1+m2,r1+r2 ⊕ Ind
WR
C×
χm1−m2,r1+r2.
Thus
L(s, σ1 × σ2) = L(s, χm1+m2,r1+r2) · L(s, χm1−m2,r1+r2).
It has a pole at s = 1 by (13). 
Proposition 1.8 is now proved by summarizing Lemmas 5.1, 5.2, 5.3 and 5.4.
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