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Abstract
We construct families of squeezed quantum states on an interval (depending on
boundary conditions, we interpret the interval as a circle or as the infinite square
potential well) and obtain estimates of position and momentum dispersions for these
states. A particular attention is paid to the possibility of proper localization of a
particle in nanoscale space domains. One of the constructed family of squeezed states
is based on the theta function. It is a generalization of the known coherent and squeezed
states on the circle. Also we construct a family of squeezed states based on truncated
Gaussian functions and a family of wave packets based on the discretization of an
arbitrary continuous momentum probability distribution.
The problem of finiteness of the energy dispersion for the squeezed states in the
infinite well is discussed. Finally, we perform the limit of large interval length and the
semiclassical limit.
As a supplementary general result, we show that an arbitrary physical quantity has
a finite dispersion if and only if the wave function of a quantum system belongs to the
domain of the corresponding self-adjoint operator. This can be regarded as a physical
meaning of the domain of a self-adjoint operator.
1 Introduction
Coherent states on the real line are well-known in quantum mechanics; they were introduced
by Schro¨dinger [1,2]. The behaviour of a quantum system in such states is in a sense close to
the behaviour of appropriate classical systems. A more general class of states is formed by
squeezed states, which are obtained from coherent states by the dilation transformation [3].
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Coherent and squeezed states on manifolds and bounded space domains are studied as
well, the definitions and properties of these states are still being discussed in the literature
[4–11]. In this paper, we are interested in one-dimensional systems like a quantum particle
on a circle [12–18] and in the infinite square potential well [19–22].
The aim of this work is to obtain estimates on position and momentum dispersions for
such states, other words, to research their localization properties. A particular attention
is paid to the possibility of proper localization of a particle in nanoscale space domains
[23]. To deal with nanoscale systems, one should be able to localize quantum particles
with high accuracy in an acceptable range of momenta. Recall that the possibility of such
localization in an infinite volume is restricted by the Heisenberg uncertainty principle. It
was established that for a finite volume the uncertainty principle needs essential modification
(see the discussion in Subsection 2.2). It is not obvious without additional analysis that in
a bounded volume there exist quantum states for which quantum particles can be localized
with an accuracy necessary for nanotechnological operations.
To this aim, we adopt the notion of squeezed states as states such that the uncertainty
principle is saturated. However, there is no consensus about the “right” form of the uncer-
tainty principle for bounded domains. By this reason, we demand squeezed states on an
interval to saturate the usual uncertainty relation on the line asymptotically.
We construct families of squeezed quantum states on an interval and study their asymp-
totic behaviour. We obtain estimates for the position and momentum dispersions of a quan-
tum particle on an interval in such states; these estimates can be applied, in particular, to
nanoscale systems. We examine the localization properties of squeezed states on an interval.
The following text is organized as follows. In Section 2 we define the model and formulate
the problem. Namely, in Subsection 2.1, we introduce the operators of energy, position,
and momentum for a quantum particle on a circle and in the infinite potential well. In
Subsection 2.2, we review some facts about the uncertainty relations and coherent and
squeezed quantum states on the line. We remind the known fact that the usual Heisenberg
uncertainty relations does not hold for a quantum particle on an interval. In Subsection 2.3,
we give our definition of squeezed states on an interval.
In Section 3, we introduce various families of squeezed states on an interval. In Subsec-
tion 3.1, we introduce a family of squeezed states on an interval based on truncated Gaussian
functions. The main result of this subsection is Theorem 1, which gives estimates on mean
values and dispersions of position and momentum of a particle in these states. In Subsec-
tion 3.2, we introduce a family of squeezed states on an interval based on the theta function.
They generalize the known circular coherent and squeezed states introduced in [12–16]. The
main result is Theorem 2 with estimates of mean values and dispersions. In Subsection 3.3,
we introduce a family of quantum states on an interval based on the discretization of an
arbitrary continuous momentum probability distribution (the construction is similar to that
of [17]). The required estimates are given in Theorem 3.
We obtain the following numerical estimates: on an interval of order 100 nm, there
exist wave packets with a standard deviation of the position of order 0.1 nm and a standard
deviation of the momentum of order 10−24 kg·m/s. This is a result of Subsections 3.1 and 3.2.
So, we prove that the proper localization of quantum particles in nanoscale space domains
is possible. The corresponding numerical result of Subsection 3.3 is rougher: Theorem 3 can
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guarantee the condition ∆xα . 0.1 nm only when ∆pα ∼ 10−20 kg·m/s. But this is still
enough for the localization of a quantum particle in a nanoscale space domain.
Section 4 is devoted to further related problems. We want a particle to be localized not
only in the position and momentum spaces, but in the energy space as well. In Subsection 4.1,
we discuss the energy localization of a quantum particle. We address an additional difficulty
that arises when dealing with quantum wave packets in the infinite square well: in this case
the momentum and energy operators do not commute.
As a supplementary general result, in Subsection 4.2, we establish the relation between
the finiteness of the dispersion of an arbitrary physical quantity and the domain of the cor-
responding self-adjoint operator. This relation is not obvious: the “mathematical” questions
concerning the domains of self-adjoint operators are often omitted in physical literature on
quantum mechanics. Here we establish the physical meaning of the domain of a self-adjoint
operator: an arbitrary physical quantity has a finite dispersion if and only if the wave func-
tion of a quantum system belongs to the domain of the corresponding self-adjoint operator.
In Subsection 4.3, we perform the limit of the large interval length. We obtain the
well-known squeezed quantum states on the line in this limit. Also we also show that in
the semiclassical limit both momentum and position dispersions of squeezed states on an
interval vanish.
The most cumbersome calculations for the proofs of Theorems 1–3 are given in Ap-
pendixes.
2 Formulation of the problem
2.1 Quantum particle on an interval
A quantum particle on an interval [−l, l] is associated with the Hilbert space L2(−l, l) (see
[2]). A (pure) state of a particle is given by a unit vector from this space. If a particle moves
freely between the ends of the interval, then the Hamiltonian on the subspace C∞0 (−l, l) (of
infinite differentiable functions with support in a subinterval of [−l, l]) is given by
Hˇ = − ~
2
2m
d2
dx2
,
where m > 0 is the mass of the particle and ~ is the Planck constant. The operator Hˇ with
the domain D(Hˇ) = C∞0 (−l, l) is symmetric but not self-adjoint. It has various self-adjoint
extensions corresponding to different physical situations [24] (see also [25–29]). Each self-
adjoint extension is defined on functions from AC2(−l, l) and satisfy a linearly independent
pair of boundary conditions of the form
Aψ(l) +Bψ(−l) + Cψ′(l) +Dψ′(−l) = 0, (1)
where A,B,C,D ∈ C. Here AC2(−l, l) is the set of differentiable functions from L2(−l, l)
whose derivatives belong to AC(−l, l), and AC(−l, l) is the set of absolutely continuous
functions whose derivatives (which exist almost everywhere according to the properties of
absolutely continuous functions) lie in L2(−l, l). Each self-adjoint extension Hˇ acts on its
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own domain as (− ~2
2m
d2
dx2
). Note that not all (even linearly independent) pairs of boundary
conditions of the form (1) correspond to self-adjoint extensions of the operator Hˇ . Necessary
and sufficient conditions on the coefficients under which such a pair of boundary conditions
induces a self-adjoint extension are given, for example, in [30] and [26–29]; however, these
conditions are inessential in this study.
Let us notice two self-adjoint extensions of the operator Hˇ . For a particle in the infinite
square potential well with rigid walls, the corresponding Hamiltonian
Hˆ1 = − ~
2
2m
d2
dx2
is defined on the domain
D(Hˆ1) = {ψ ∈ AC2(−l, l)|ψ(−l) = ψ(l) = 0}.
The eigenvalues and eigenfunctions of this operator can easily be found, and they are
well-known [34]:
E(1)n =
~2
2m
(πn
2l
)2
, ψ(1)n =
1√
l
sin
(πn
2l
(x− l)
)
, n = 1, 2, . . . .
It is easily seen that the probability current for the eigenfunctions of Hˆ1 vanishes at every
point. We can express them as
1√
l
sin
(πn
2l
(x− l)
)
=
1
2i
√
l
[e
iπn
2l
(x−l) − e−iπn2l (x−l)].
The densities of two counterpropagating waves e
iπn
2l
(x−l) and e−i
πn
2l
(x−l) are the same; upon
reflecting from the walls, these waves change the direction of propagation. One can say that,
upon reflection from the walls, they turn into each other.
For a particle on a circle (of length 2l), the corresponding Hamiltonian
Hˆ2 = − ~
2
2m
d2
dx2
is defined on the domain
D(Hˆ2) = {ψ ∈ AC2(−l, l)|ψ(−l) = ψ(l), ψ′(−l) = ψ′(l)}.
The (doubly degenerate) eigenvalues and eigenfunctions of the operator Hˆ2 can easily be
found as well:
E(2)n =
~2
2m
(π
l
n
)2
, ψ(2)n =
1√
2l
ei
π
l
nx, ψ
(2)
−n =
1√
2l
e−i
π
l
nx, n = 0, 1, 2, . . . .
It is easily seen that the probability current for the eigenfunctions of Hˆ2 is constant and
different from zero at every point. This means that such an eigenfunction corresponds to a
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stream of particles that move in the same direction: the part of the wave function that goes
beyond the interval appears on the other side.
Define the momentum operator. Let a wave packet does not touch the endpoints of the
interval and belongs to C∞0 (−l, l). Then the momentum operator for this particle must be
the same as for a particle on the line. That is, on the subspace C∞0 (−l, l), the momentum
operator has the form
pˇ = −i~ d
dx
.
The operator pˇ with the domain D(pˇ) = C∞0 (−l, l) is also symmetric but not self-adjoint.
All self-adjoint extensions of this operator are parametrized by real numbers θ ∈ [0, 2π) as
follows [24]:
pˆθ = −i~ d
dx
, D(pˆθ) = {ψ ∈ AC(−l, l)|ψ(−l) = eiθψ(l)}.
As the momentum operator, we will consider pˆ0 ≡ pˆ. In fact, our further results can easily
be carried over to the case of an arbitrary θ.
The eigenvalues and eigenfunctions of the momentum operator pˆ are as follows:
pk =
π
l
~k, ϕk =
1√
2l
ei
π
l
kx =
1√
2l
ei
pk
~
x, k = 0,±1,±2, . . . .
Note that in the case of a particle in the infinite well, the energy and momentum operators
do not commute, because, being operators with purely discrete spectra, they do not have a
common set of eigenfunctions. In the case of a particle on a circle, these operators commute,
just as in the well-known case of a particle on the line.
Remark 1. There are different views on whether the spectrum of the momentum of a particle
in an infinite well is discrete or continuous, and there are different approaches to defining
the corresponding operator. We define the momentum operator according to the standard
formalism of quantum mechanics. In this case, the spectrum of the momentum turns out to
be discrete.
However, one may argue that the momentum in this case should have a continuous
spectrum, and the standard formalism does not fully comply with physics. This is justified
as follows. The infinitely deep potential well is an idealization, an approximation of a
potential well of very large but finite depth. In the case of a well of any finite depth one
deals with the space L2(R); i.e., the momentum spectrum is continuous. As the depth of
the well tends to infinity, the momentum spectrum does not become discrete. Thus, the
momentum spectrum in the infinite well should also be continuous.
From the other side, in this case one faces the problem of formally defining a self-adjoint
momentum operator in the Hilbert space for the infinite well. An attempt to solve this
problem was made in [31], where one can also find a review of relevant literature.
In this paper, we apply the standard formalism of quantum mechanics, according to
which the momentum operator is defined as above and its spectrum is discrete. In any case,
this formalism can be used to describe a quantum particle on a circle.
The motion of a Bloch particle in a crystal under the influence of a magnetic field was
considered in [32].
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As is usual in quantum mechanics, the position operator xˆ is the multiplication of a
function in the position representation by the variable x, xˆψ(x) = xψ(x), and the domain of
xˆ is the whole L2(−l, l). In this Hilbert space, in contrast to the case of a quantum particle
on the line, the position operator is bounded and defined on the whole space L2(−l, l).
Therefore, in contrast to the operators of energy and momentum, it is self-adjoint just
because it is symmetric.
Remark 2. In the case of a particle on a circle it is more preferable to use the operator ei
π
l
xˆ
instead of the operator xˆ, because the last is not periodic in x (that is, xˆ + 2l 6= xˆ, but
ei
π
l
(xˆ+2l) = ei
π
l
xˆ). However, we will be interested in wave functions localised near some point.
We will denote this point as x = 0. In this case, we can use the usual operator xˆ since the
wave function is essentially non-zero only in some neighbourhood of the point x = 0.
2.2 Uncertainty principle on the line and an interval
Heisenberg uncertainty relation for a particle on the line is well-known:
∆x∆p ≥ ~
2
, (2)
where ∆x and ∆p are, respectively, the position and momentum standard deviations of the
particle in a state ψ ∈ L2(R):
∆x2 =
∫
R
(x− x)2|ψ(x)|2 dx, ∆p2 =
∫
R
ψ(x)(−i~ d
dx
− p)2ψ(x) dx, (3)
x =
∫
R
x|ψ(x)|2 dx, p =
∫
R
ψ(x)(−i~) d
dx
ψ(x) dx. (4)
The states that minimize this uncertainty relation are also well-known. These are Gaus-
sian wave packets parametrized by three real numbers x∗, p∗, and α > 0:
ψ(x) =
1
4
√
2πβ2
e
− (x−x∗)2
4β2
+i p
∗(x−x∗)
~ =
1√
2π~
∫ +∞
−∞
ψ˜(p)e
ipx
~ dp, (5)
ψ˜(p) =
1
4
√
2πα2
e−
(p−p∗)2
4α2
−i px∗
~ ,
In this case x¯ = x∗, p¯ = p∗, ∆x = β = ~
2α
, and ∆p = α. Thus,
∆x∆p =
~
2
. (6)
That is, Gaussian wave packets minimize the uncertainty relation. These states are called
squeezed (or coherent, if the parameter α is fixed). One of the fields of application of these
states is the classical approximation of quantum mechanics: since these states are the closest
to classical states, a classical particle with arbitrary position x∗ ∈ R and momentum p∗ ∈ R
is associated with a coherent state that minimizes the uncertainty relation and has the same
average values x∗ and p∗ of the position and momentum, respectively.
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The above relations for a Gaussian wave packet imply that ∆x can be made arbitrarily
small at the cost of increasing ∆p but keeping ∆p finite. On the other hand, one can make ∆p
arbitrarily small at the cost of increasing ∆x but keeping ∆x finite. One can also choose ∆x
and ∆p such that both these quantities are small compared with macroscopic scales. Since
~ ∼ 10−34 J·s, we find, for example, that there exist wave packets satisfying the following
estimates: ∆x ∼ 0.1 nm and ∆p ∼ 10−24 kg·m/s.
We want to investigate analogous problems for a quantum particle on an interval. This
case differs from the case of a particle on the line in the following essential aspects.
First, the momentum spectrum of the particle on an interval is discrete rather than
continuous. This implies, as we will see, that there exist wave functions such that
∆x∆p = 0, (7)
For example, for the momentum eigenstates ϕk =
1
2l
ei
π
l
kx, we have ∆p = 0, ∆x = l√
3
(see
below) and, hence, (7) holds.
Therefore, the well-known uncertainty relation (2) is not valid on an interval. Instead,
some authors [33,34]1 propose (along with many other variants, see, for example, [5,35–37])
the relation
∆x∆p ≥ ~
2
(
1− 3
l2
∆x2
)
. (8)
Hence, one can see that ∆x ≥ l/√3 for ∆p = 0, which will be also shown in the next section.
On the other hand, when ∆x→ 0 or l →∞, we again obtain the usual relation on the line
(2).
Second, as mentioned in Subsection 2.1, the energy operator for a particle in the infinite
well does not commute with the momentum operator. Usually a quantum particle with small
position and momentum dispersions is associated to a classical particle (for example, in the
semiclassical limit). But a classical particle is characterized not only by well-defined position
and momentum but also by a well-defined energy. Hence, the corresponding quantum particle
must have a small energy dispersion as well. Of course, a particle in a nanoscale domain
is also expected to have small (or, at least, finite) energy dispersion. For a particle on the
line, the energy dispersion is small whenever the momentum dispersion is small, because the
momentum and energy operators commute. This is not the case for a particle in the infinite
well; therefore, the energy dispersion should be analysed separately.
2.3 Squeezed quantum states on an interval: definition
We are going to construct an analogue of squeezed states for a quantum particle on an
interval. To a classical particle with arbitrary position x∗ ∈ (−l, l) and momentum p∗ ∈ R,
we should assign a quantum wave packet ψx∗p∗ (henceforth we will omit the indices x
∗ and
p∗, assuming that they are arbitrary but fixed) for which the following second moments of
the position and momentum distributions are small:
1It is relevant here to note that relation (8) is not proved in D. Judge’s paper [33], to which A. S. Davydov
refers in [34]. Judge proved only the weaker relation ∆x∆p ≥ 0.16~(1 − 3
l2
∆x2) and conjectured that (8)
holds.
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∆∗x
2 =
∫ l
−l
(x− x∗)2|ψ(x)|2 dx = ‖xˆψ − x∗ψ‖2, (9)
∆∗p2 =
+∞∑
k=−∞
(pk − p∗)2|ak|2. (10)
Here ak, k = 0,±1,±2, . . . are the coefficients of the expansion of ψ in the momentum
eigenfunctions:
ψ(x) =
1√
2l
+∞∑
k=−∞
ak e
iπ
l
kx =
1√
2l
+∞∑
k=−∞
ak e
i
pk
~
x. (11)
The following two normalization conditions are equivalent:∫ l
−l
|ψ(x)|2 dx = 1,
+∞∑
k=−∞
|ak|2 = 1.
If the vector ψ belongs to the domain of the momentum operator pˆ, then formula (10)
can be compactly rewritten as ∆∗p = ‖pˆψ − pψ‖ or as
∆∗p2 =
∫ l
−l
ψ(x)(−i~ d
dx
− p∗)2ψ(x) dx. (12)
However, the original formula (10) is more general because it does not assume that the wave
packet belongs to the domain of the operator, but only requires that the dispersion should
be finite (which is a necessary condition for assigning a quantum wave packet to a classical
particle).
The mean values of the position and momentum are calculated by the formulae:
x =
∫ l
−l
x|ψ(x)|2 dx, p =
+∞∑
k=−∞
pk|ak|2, (13)
Again, if ψ ∈ D(pˆ), then
p =
∫ l
−l
ψ(x)(−i~ d
dx
)ψ(x) dx. (14)
We do not require the exact equalities x = x∗ and p = p∗; we only require that the
quantities |x− x∗| and |p− p∗| should be small. Accordingly, the above moments ∆∗x2 and
∆∗p2 are not, generally speaking, the position and momentum dispersions. However, the
smallness of precisely these moments defined by formulae (9) and (10) was considered in [2]
as a condition for legitimately assigning a quantum wave packet ψ to a classical particle with
position x∗ and momentum p∗.
Denote the standard deviations of the position and momentum by ∆x2 and ∆p2 respec-
tively:
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∆x2 =
∫ l
−l
(x− x)2|ψ(x)|2 dx, ∆p2 =
+∞∑
k=−∞
(pk − p)2|ak|2. (15)
One can easily show that
∆∗x
2 = ∆x2 + (x− x∗)2, ∆∗p2 = ∆p2 + (p− p∗)2. (16)
Thus, the smallness of the moments ∆∗x and ∆∗p implies both the smallness of |x − x∗|
and |p− p∗| and the smallness of the position and momentum dispersions. Conversely, if the
mean values of the position and momentum are close to the values of x∗ and p∗, and the
position and momentum dispersions are small, then ∆∗x and ∆∗p are also small.
Note that, for the case of a circle, first formulae (for position) of (9), (13), and (15) have
a meaning only if the considered wave functions are negligible near the point x = ±l (remind
that the points ±l are identified on the circle). Otherwise it is possible that, for example, a
particle is localized near the point x∗ = ±l with nearly zero dispersion, but formula (13) gives
x = 0 and formulae (9) and (15) gives a significant dispersion of position. But this is not
our case, since we consider wave functions localized near the point x∗ = 0 (see Remark 2).
In case of the infinite well, x∗ ∈ (l, l) is arbitrary.
As we have already mentioned above, since the momentum spectrum is discrete, there
exist wave functions with definite momentum and a finite position dispersion. For example,
for the function ψ(x) = 1√
2l
ei
π
l
kx, k ∈ Z, the standard deviations in position and momentum
are ∆x = l/
√
3 and ∆p = 0, respectively. This implies (7).
We will construct a family ψx∗,p∗,α, x
∗ ∈ [−l, l], p∗ ∈ R, α > 0 (we will omit indices x∗
and p∗ in the subsequent), of functions in L2(−l, l) that possess the following properties:
1) The position and momentum standard deviations ∆xα and ∆pα defined by (15) for the
state ψα are finite for all α and satisfy the relation
∆xα∆pα → ~
2
, (17)
as α → ∞; i.e., the minimal uncertainty relation for coherent states on the line holds
asymptotically.
2) ∆xα → 0 as α → ∞ (i.e., the position dispersion can be made arbitrarily small at the
cost of increasing the momentum dispersion).
3) x→ x∗ and p→ p∗ as α→∞ (i.e., the mean values of the position and momentum tend
to prescribed values).
4) As l →∞, the functions ψα tend to the squeezed states on the real line (5).
The states in such a family will be called squeezed states on an interval. Let us comment
property (17). According to one of the definitions, squeezed states are states for which
the uncertainty principle is saturated. However, as we said above, there is no consensus
about the “right” form of the uncertainty principle for bounded domains. By this reason,
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we demand squeezed states on an interval to saturate the usual uncertainty relation on the
line asymptotically.
We can apply such states to the theory of nanoscale systems [23]. The spatial dimensions
of nanoscale systems usually range from 1 nm to 100 nm. We will see that there exist
values α such that ∆xα and ∆pα are simultaneously small while the interval length l is
equal to, say, 100 nm. In particular, there exist squeezed states such that ∆x ∼ 0.1 nm and
∆p ∼ 10−24 kg·m/s (which corresponds to a minimum energy on the order of 10−2 eV for
the hydrogen atom mass m ∼ 10−27 kg). Such a packet is well localized in the sense that
the position dispersion of a particle is less than 0.1 nm and the energy needed for forming
such a state is rather small.
3 Families of squeezed states on an interval
3.1 Squeezed states given by truncated Gaussian functions
As a candidate for the considered family of wave functions, we can consider“truncated Gaus-
sian functions” of the form
ψ0β(x) =
1
4
√
2πβ2
e
− (x−x∗)2
4β2
+ixp
∗
~ χ[−l,l](x), β > 0,
where χ[−l,l](x) is the characteristic function of the interval [−l, l] and x∗ ∈ (−l, l) and p∗ ∈ R
are given position and momentum of the particle. However, this does not seem to be the
best choice, because we have ψ′0β(−l) 6= ψ′0β(l) for the functions of this family. If x∗ 6= 0
or p∗ 6= 0, then also ψ0β(−l) 6= ψ0β(l). At the same time, if the momentum coefficients ak
decrease rapidly (for example, if ak = O(k
−2−ε), ε > 0), then series (11) converges uniformly
together with the series of derivatives
ψ′(x) =
1√
2l
+∞∑
k=−∞
i
π
l
k ak e
iπ
l
kx.
Then it is obvious that ψ(−l) = ψ(l) and ψ′(−l) = ψ′(l), because the general term of the
series for ψ(x) possesses these properties.
Notice that since the functions ψ0β(x) do not belong to the domain of the operator pˆ
2 and,
when x∗ 6= 0 or p∗ 6= 0, do not belong even to the domain of pˆ, one cannot employ formulae
like (12) or (14) in order to calculate the mean value and dispersion of the momentum.
Moreover, as we will see in Subsection 4.2 the energy dispersions of such states cannot
be finite. In case x∗ 6= 0 or p∗ 6= 0, the momentum dispersion is also infinite.
Consider another family of “truncated Gaussian functions”, which vanish smoothly in
small neighbourhoods of the endpoints of the interval:
ψβ(x) =
Bβ
4
√
2πβ2
e
− (x−x∗)2
4β2
+ixp
∗
~ ηǫ(x), β > 0, (18)
where
ηǫ(x) =
∫ +∞
−∞
χǫ(y)ωǫ(x− y) dy,
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ωǫ(x) =
{
Cǫ e
− ǫ
ǫ−|x| , |x| < ǫ,
0, |x| ≥ ǫ.
is a bump function (the constant Cǫ is chosen so that
∫ +∞
−∞ ωǫ(x) dx = 1), and χǫ(x) is the
characteristic function of the interval [−l + 2ǫ, l − 2ǫ]. It is obvious that 0 ≤ ηǫ(x) ≤ 1 and
η(x) =
{
1, y ∈ [−l + 3ǫ, l − 3ǫ],
0, y /∈ [−l + ǫ, l − ǫ].
In (18), Bβ is a real normalization constant and ǫ > 0 is chosen arbitrarily. We will always
choose ǫ so small that at least |x∗| < l − 3ǫ, i.e., ηǫ = 1 in a neighbourhood of the point x∗.
Unlike ψ0β(x), the functions ψβ(x) belong to the domain of the operator pˆ
m for every
m = 1, 2, . . ..
Lemma 1. If
∫ l
−l |ψβ(x)|2 dx = 1, then
Bβ = 1 +O
(
e
− (l−|x∗|−3ǫ)2
2β2
)
, β → 0. (19)
Proof.
1 =
∫ l
−l
|ψβ(x)|2 dx ≥
B2β√
2πβ2
∫ l−3ǫ
−l+3ǫ
e
− (x−x∗)2
2β2 dx,
hence
Bβ ≤ 1√
1 +O(βe
− (l−|x∗|−3ǫ)2
2β2 )
= 1 +O
(
βe
− (l−|x∗|−3ǫ)2
2β2
)
,
where we used the asymptotic formula (A.1) for the Gaussian integral (see Appendix A
below).
Theorem 1. The following asymptotic formulae are valid for the wave functions ψβ(x),
β > 0, defined by (18) as β → 0:
xβ = x
∗ +O
(
βe
− (l−|x∗|−3ǫ)2
2β2
)
, (20)
pβ = p
∗, (21)
∆∗x2β = β
2 +O
(
βe
− (l−|x∗|−3ǫ)2
2β2
)
, (22)
∆∗p
2
β =
(
~
4β
)2
+O
(
β−3e−
(l−|x∗|−3ǫ)2
2β2
)
. (23)
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Proof.
xβ =
∫ l
−l
x|ψβ(x)|2 dx = x∗ +
∫ l−x∗
−l−x∗
x|ψβ(x+ x∗)|2 dx
= x∗ +
B2β√
2πβ2
∫ l−x∗−3ǫ
−l−x∗+3ǫ
xe
− x2
2β2 dx+
B2β√
2πβ2
(∫ −l−x∗+3ǫ
−l−x∗
+
∫ l−x∗
l−x∗−3ǫ
)
xe
− x2
2β2 ηǫ(x) dx
= x∗ +O
(
βe
− (l−|x∗|−3ǫ)2
2β2
)
,
where we used the asymptotic formula (A.1) for the Gaussian integral, formula (19), and
the estimate |ηǫ(x)| ≤ 1. Formula (20) is proved.
pβ =
∫ l
−l
ψβ(x)(−i~)ψ′β(x)dx
=
∫ l
−l
|ψβ(x)|2(p∗ + i~(x− x
∗)
2β2
)dx− i~B
2
β√
2πβ2
∫ l
−l
e
− (x−x∗)2
2β2 ηǫ(x)η
′
ǫ(x)dx.
The imaginary terms must cancel each other out because the diagonal matrix elements of a
self-adjoint operator must be real. Therefore, pβ = p
∗; i.e., we have obtained formula (21).
∆∗x2β =
∫ l
−l
(x− x∗)2|ψβ(x)|2 dx =
∫ l−x∗
−l−x∗
x2|ψβ(x+ x∗)|2 dx = β2 +O
(
βe
− (l−|x∗|−3ǫ)2
2β2
)
.
Here we applied the asymptotic formula (A.2) from Appendix A. Formula (22) is proved.
∆∗p2β = −~2
∫ l
−l
ψβ(x)ψ
′′
β(x)dx− (p∗)2
=
∫ l
−l
|ψβ(x)|2
[
(p∗)2 − ~
2(x− x∗)2
4β4
+
~2
2β2
− ip
∗~(x− x∗)
β2
]
dx
+
B2β√
2πβ2
∫ l
−l
e
− (x−x∗)2
2β2
[
−~2ηǫ(x)η′′ǫ (x) + 2ηǫ(x)η′ǫ(x)
(
~(x− x∗)
2β2
− i~p∗
)]
dx− (p∗)2.
Again, the imaginary terms must cancel each other out because the diagonal matrix elements
of a self-adjoint operator must be real. We have
∆∗p2β =
∫ l
−l
|ψβ(x)|2
(
~2
2β2
− ~
2(x− x∗)2
4β4
)
dx+
+
B2β√
2πβ2
∫ l
−l
e
− (x−x∗)2
2β2
[
ηǫ(x)η
′
ǫ(x)
~(x− x∗)
β2
− ~2ηǫ(x)η′′ǫ (x)
]
dx.
Here ∫ l
−l
|ψβ(x)|2~
2(x− x∗)2
4β4
dx =
(
~
2β
)2
+O
(
β−3e−
(l−|x∗|−3ǫ)2
2β2
)
.
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Since the functions ηǫ(x), η
′
ǫ(x), and η
′′
ǫ (x) are bounded (for a fixed ǫ) and since η
′
ǫ(x) and
η′′ǫ (x) are different from zero only on the intervals [−l + ǫ,−l + 3ǫ] and [l − 3ǫ, l − ǫ], we
obtain the following estimate:
B2β√
2πβ2
∫ l
−l
e
− (x−x∗)2
2β2
[
ηǫ(x)η
′
ǫ(x)
~(x− x∗)
β2
− ~2ηǫ(x)η′′ǫ (x)
]
dx = O
(
β−1e−
(l−|x∗|−3ǫ)2
2β2
)
.
Therefore,
∆∗p
2
β =
(
~
2β
)2
+O
(
β−3e−
(l−|x∗|−3ǫ)2
2β2
)
.
This proves formula (23) and completes the proof of the theorem.
Corollary 1. The following asymptotic relation holds for the wave functions ψβ(x), β > 0,
defined by formula (18) as β → 0
∆x2β∆p
2
β =
~2
4
+O
(
β−1e−
(l−|x∗|−3ǫ)2
2β2
)
(24)
(i.e., relation (17) holds).
Thus, we have ∆xβ → 0 and ∆pβ → ∞ as β → 0. It is obvious that ∆pβ → 0 and
∆xα → l/
√
3 as β →∞ and ǫ→ 0 (because ψ(x)→ 1/√2l in L2(−l, l)).
For sufficiently small β (such that one can apply the asymptotic estimates from Theo-
rem 1), ∆x and ∆p, are estimated by quantities of the same order as for coherent states on
the line: ∆x ∼ 0.1 nm and ∆p ∼ 10−24 kg·m/s.
3.2 Squeezed states in the form of the theta function
Here we present another method for constructing a family of wave functions with required
properties. Given a position x∗ ∈ (−l, l) and a momentum p∗ ∈ R, define a family of
functions in L2(−l, l) for α > 0 as follows:
ψα(x) =
1√
2l
+∞∑
k=−∞
a
(α)
k e
iπ
l
k(x−x∗),
where
a
(α)
k = Aαe
− (k−k∗)2
4α2 ,
k∗ is the nearest integer to l
π
p∗
~
, and Aα is a real normalization constant.
Such a wave function can be represented by the theta function as:
ψα(x) =
Aα√
2l
θ
(
x− x∗
2l
,
1
4πα2
)
ei
π
l
k∗(x−x∗) (25)
(see formula (B.1) and Appendix B). These quantum states generalize (by means of an
arbitrary α) the coherent and squeezed states on the circle introduced in [12–16].
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Lemma 2. If
∫ l
−l |ψα(x)|2 dx = 1, then
Aα =
1
4
√
2πα2
+O
(
1√
α
e−2(πα)
2
)
, α→∞. (26)
Proof. We have
1 =
+∞∑
k=−∞
|a(α)k |2 = A2α
+∞∑
k=−∞
e−
(k−k∗)2
2α2 = A2α θ
(
0,
1
2πα2
)
= A2α [
√
2πα2 +O(αe−2(πα)
2
)]
as α→∞. Here we used formula (B.3). Hence,
Aα =
1√√
2πα2 +O(αe−2(πα2))
=
1
4
√
2πα2
+O
(
1√
α
e−2(πα)
2
)
, α→∞.
Theorem 2. The following asymptotic estimates hold for the wave functions ψα(x), α > 0,
defined by formula (25) as α→∞:
ψα(x) =
4
√
2πα2
l2
e
−
(
απd(x−x
∗
l
)
)2
+iπ
l
k∗(x−x∗)
+O(
√
αe−(πα)
2
), (27)
xα − x∗ = l O
(
α−1e−2
[
πα
(
1− |x∗|
l
)]2)
, (28)
|pα − p∗| ≤
π
l
~, (29)
∆∗x
2
α =
(
l
2πα
)2
+ l2O
(
α−1e−2
[
πα
(
1− |x∗|
l
)]2)
, (30)
∆∗p
2
α =
(π
l
~α
)2
[1 +O(e−2(πα)
2
)]. (31)
Here 0 ≤ d(x) ≤ 1
2
is the distance on the real line from the point x to the nearest integer.
Proof. Substituting formulae (26) and (B.3) into (25), we obtain
ψα(x) =
1√
2l
ei
π
l
k∗(x−x∗)
[
1
4
√
2πα2
+O
(
1√
α
e−2(πα)
2
)]
×
[√
4πα2 e−4παd(
x−x∗
2l
)]2 +O
(
αe
−4
[
πα
(
1−d(x−x∗
2l
)
)]2)]
=
4
√
2πα2
l2
e
−
(
απd(x−x
∗
l
)
)2
+iπ
l
k∗(x−x∗)
+O(
√
α e−(πα)
2
).
We get formula (27).
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xα =
∫ l
−l
x|ψα(x)|2 dx =
∫ l
−l
x∗|ψα(x)|2 dx+
∫ l
−l
(x− x∗)|ψα(x)|2 dx
= x∗ +
∫ l−x∗
−l−x∗
x|ψα(x+ x∗)|2 dx = x∗ + A
2
α
2l
∫ l−x∗
−l−x∗
x
∣∣∣∣θ( x2l , 14πα2
)∣∣∣∣2 dx
= x∗ + 2lA2α
∫ 1
2
−x∗
2l
− 1
2
−x∗
2l
y
∣∣∣∣θ(y, 14πα2
)∣∣∣∣2 dy = x∗ + l O (α−1e−2[πα(1− |x∗|l )]2)
(we used formulae (26) and (B.5) in the last equality). Thus, formula (28) is proved.
Estimate (29) follows from the fact that
pα =
π
l
~
+∞∑
k=−∞
k|a(α)k |2 =
π
l
~k∗,
and the definition of k∗ as the nearest integer to ( l
π
p∗
~
).
∆∗x2α =
∫ l
−l
(x− x∗)2|ψα(x)|2 dx =
∫ l−x∗
−l−x∗
x2|ψα(x+ x∗)|2 dx
=
A2α
2l
∫ l−x∗
−l−x∗
x2
∣∣∣∣θ( x2l , 14πα2
)∣∣∣∣2 dx = (2l)2A2α ∫ 12−x
∗
2l
− 1
2
−x∗
2l
y2
∣∣∣∣θ(y, 14πα2
)∣∣∣∣2 dy
= (2l)2
[
1√
2πα
+O
(
1
α
e−(πα)
2
)] [
1
4π
√
8πα2
+O
(
e−2[πα(1−
|x∗|
l
)]2
)]
=
(
l
2πα
)2
+ l2O
(
α−1e−2
[
πα
(
1− |x∗|
l
)]2)
(here we used formulae (26) and (B.6)). Formula (30) is proved.
∆∗p2α =
(π
l
~
)2 +∞∑
k=−∞
(k − k∗)2|a(α)k |2 = A2α
(π
l
~
)2 +∞∑
k=−∞
k2e−
k2
2α2
=
(π
l
~
)2 [ 1√
2πα
+O
(
1
α
e−(πα)
2
)]
[
√
2πα3+O(α3e−2(πα)
2
)] =
(π
l
~
)2
[α2+O(α2e−2(πα)
2
)]
(here we used formulae (26) and (B.4)). Formula (31) is proved. This completes the proof
of the theorem.
Corollary 2. The following asymptotic formula holds for the wave functions ψα(x), α > 0,
defined by formula (25) as α→∞
∆x2α∆p
2
α =
~2
4
+O
(
αe
−2
[
πα
(
1− |x∗|
l
)]2)
(32)
(i.e., relation (17) holds).
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Comparison of formulae (22) and (23) with (30) and (31) respectively shows that there is
a correspondence between the parameters α and β given by the relation α = l
2πβ
. Therefore,
we can write (32) as
∆x2β∆p
2
β =
~2
4
+O
(
β−1e−
(l−|x∗|)2
2β2
)
.
Comparing with (24), we see that the left-hand side tends to ~2/4 somewhat faster than the
truncated Gaussian function, because ǫ > 0. At the same time, ǫ can be arbitrarily small;
therefore, the difference between the rates of convergence can be made arbitrarily small.
However, one can notice the faster decrease of the remainder term for ∆∗p2 in the case
of the theta function (the exponential function in the remainder term is multiplied by α2 in
(31) and by β−3) in (23)).
Thus, ∆xα → 0 and ∆pα → ∞ as α → ∞. It is obvious that ∆pα → 0 as α → 0,
because ak → δkk. Then ∆xα → l/
√
3. For sufficiently large α (such that one can apply the
asymptotic estimates from Theorem 2), the estimates ∆x ∼ 0.1 nm and ∆p ∼ 10−24 kg·m/s
again hold.
We have established asymptotic minimization of uncertainty relation (17). It would be
interesting to find states with finite ∆x and ∆p that turn the uncertainty relation (8) into
an equality. We suppose that this uncertainty relation may be minimized by functions ψα
from the family constructed here on the basis of the theta function.
3.3 The case of an arbitrary density function
In the previous subsection, the construction of a family of wave functions with required prop-
erties was based on the density of the Gaussian distribution of momentum. Here we describe
a general method for constructing such a family, where the distribution of momentum is
rather arbitrary.
Let, again, x∗ ∈ (−l, l) and p∗ ∈ R be given position and momentum of a particle. Denote
k∗ =
l
π
p∗
~
.
Let ϕ(q) be a density function on the line with zero mean, i.e., a function such that ϕ(q) ≥ 0
for q ∈ R and ∫ +∞
−∞
ϕ(q) dq = 1,
∫ +∞
−∞
qϕ(q) dq = 0.
We also require that the second moment of ϕ(q) be finite, denote it by
∆q2 =
∫ +∞
−∞
q2ϕ(q) dq.
Introduce a family of functions {ϕα(k)}α>0 by the formula
ϕαl(q) =
1
α
ϕl
(
q − k
α
)
, (33)
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ϕl(q) =
π
l
ϕ
(π
l
q
)
(34)
where k is the nearest integer to k∗. Then
|p− p∗| ≤ π
l
~. (35)
The following relations hold:∫ +∞
−∞
ϕαl(q) dq = 1,∫ +∞
−∞
qϕαl(q) dq = k,
∆q2α ≡
∫ +∞
−∞
(q − k)2ϕαl(q) dq = (αl
π
)2∆q2.
(36)
Thus, {ϕαl}, α > 0, is a family of density functions with the same means and with standard
deviations that increase proportionally to α.
Set
a
(α)
k =
[∫ k+ 1
2
k− 1
2
ϕαl(q) dq
]1
2
, (37)
where k = 0,±1,±2, . . .;
ψα(x) =
1√
2l
+∞∑
k=−∞
a
(α)
k e
iπ
l
k(x−x∗), (38)
where x∗ ∈ (−l, l). This construction is similar to that proposed in [17].
Denote the mean values and the standard deviations of the position and momentum for
the wave functions ψα by xα, pα, ∆xα, and ∆pα.
Theorem 3. Suppose that the density function ϕ(q) is even, has a maximum at zero and
does not increase as |q| increases (in particular, this means that the local maximum at the
point q = 0 is also a global maximum).
Then the following inequalities and relations hold:
∆∗x2α ≤
9πϕ(0)l
2α
∫ 1
−1
(y − x∗
l
)2
sin2
(
π
2
(y − x∗
l
)
) dy, (39)
lim
α→∞
∆∗pα
α
= C 6= 0, (40)
|xα − x∗| ≤ x
∗
αl
18πϕ(0)
cos2 πx
∗
2l
, (41)
pα =
π
l
~k ≡ p. (42)
To prove this theorem, we will need two lemmas.
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Lemma 3. For an arbitrary function ϕ(k) satisfying the conditions of Theorem 3,
1) the mean momentum satisfies the relation
pα =
π
l
~k ≡ p;
2a) the momentum standard deviation can be estimated as
− 1
12
(π
l
~
)2 [
1 +
2
α
ϕl(0)
]
≤ ∆∗p2α − ∆˜p2α ≤
1
6
(π
l
~
)2 [
1 +
2
α
ϕl(0)
]
,
where ∆˜pα = (
π
l
~∆qα)
2 = (α~∆q)2.
2b) if the function ϕ(k) is twice continuously differentiable, ϕ′′(k) = O(1/k2) as k → ±∞,
and ϕ′′(k) has a finite number of local extrema, then the following sharper result is valid:
∆∗p2α = ∆˜p
2
α +
(π
l
~
)2 [ 1
12
+O
(
1
α2
)]
, α→∞.
The proof of the lemma is given in Appendix C.
Lemma 4. Let {ak}∞k=0 be a nonzero monotonic square-summable (i.e.,
∑∞
k=0 a
2
k < ∞)
sequence of real numbers. Then the function
χ(x) =
+∞∑
k=−∞
ak cos kx (43)
satisfies the estimate
|χ(x)| ≤ |a0|| sin x
2
| (44)
for x 6= 2πn, n = 0,±1,±2, . . ..
The proof of the lemma is given in Appendix D.
Proof of Theorem 3. First of all, notice that formula (37) and evenness of ϕ(q) imply
a
(α)
k+k
= a
(α)
k−k (45)
for all k and α.
Let us prove estimate (39). In view of (45), we have
ψα(x) =
1√
2l
+∞∑
k=−∞
a
(α)
k e
iπ
l
k(x−x∗) =
1√
2l
+∞∑
k=−∞
a
(α)
k+k
ei
π
l
(k+k)(x−x∗)
=
1√
2l
[
2
+∞∑
k=0
a
(α)
k+k
cos
(π
l
k(x− x∗)
)
− a(α)
k
]
ei
π
l
k(x−x∗). (46)
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Then it follows form Lemma 4 that
|ψα(x)| ≤ 1√
2l
3|a(α)
k
|
| sin π(x−x∗)
2l
|
=
3√
2l
[
1
α
∫ k+ 1
2
k− 1
2
ϕl
(
q − k
α
)
dq
]1
2
1
| sin π(x−x∗)
2l
|
≤
≤ 3
√
1
2αl
ϕl(0)
1
| sin π(x−x∗)
2l
|
= 3
√
π
2αl2
ϕ(0)
1
| sin π(x−x∗)
2l
|
(47)
for any x ∈ [−l, l]\{x∗}. Hence, by formula (9),
∆∗x2α ≤
9πϕ(0)
2αl2
∫ l
−l
(x− x∗)2
sin2 π(x−x
∗)
2l
dx =
9πϕ(0)l
2α
∫ 1
−1
(y − x∗
l
)2
sin2
(
π
2
(y − x∗
l
)
) dy.
Formula (40) follows immediately from Lemma 3 and the third relation in (36).
Let us prove inequality (41)
x =
∫ l
−l
x|ψ(x)|2 dx =
∫ l
−l
(x− x∗)|ψ(x)|2 dx+ x∗ =
∫ l−x∗
−l−x∗
x|ψ(x+ x∗)|2 dx+ x∗.
Let x∗ ≥ 0. By virtue of (46) |ψ(x∗+x)| = |ψ(x∗−x)| for any x ∈ [l−x∗, l+x∗]. Therefore,
x− x∗ =
∫ −l+x∗
−l−x∗
x|ψ(x+ x∗)|2 dx.
On the one hand, the integral on the right-hand side is nonpositive because x ≤ 0 on the
integration interval. On the other hand, using (47), we get∫ −l+x∗
−l−x∗
x|ψ(x+ x∗)|2 dx ≥ 9πϕ(0)
2αl2
∫ −l+x∗
−l−x∗
x dx
sin2 πx
2l
≥ 9πϕ(0)
2αl2
1
sin2 π(l+x
∗)
2l
∫ −l+x∗
−l−x∗
x dx
≥ −x
∗
αl
18πϕ(0)
cos2 πx
∗
2l
.
Thus,
−x
∗
αl
18πϕ(0)
cos2 πx
∗
2l
≤ x− x∗ ≤ 0.
Similarily, if x∗ ≤ 0, we obtain
0 ≤ x− x∗ ≤ x
∗
αl
18πϕ(0)
cos2 πx
∗
2l
.
Estimate (41) is proved. Equality (42) is proved as assertion 1) of Lemma 3.
This completes the proof of the theorem.
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Corollary 3. The following estimate holds for the wave functions ψα(x), α > 0, defined by
formula (38):
∆x2α∆pα ≤
9
2
πl~ϕ(0)∆q
∫ 1
−1
(y − x∗
l
)2
sin2
(
π
2
(y − x∗
l
)
) dy
√
1 +
(
π
lα∆q
)2
δ. (48)
Here δ = 1
6
+ 1
3α
ϕl(0). If the conditions of assertion 2b) of Lemma 3 hold, then δ =
1
12
+O(α−2)
as α→∞.
Proof. According to Lemma 3
∆∗p2α = ∆˜p
2
α +
(π
l
~
)2
δ.
In view of (36), we have
∆˜p2α =
(π
l
~∆qα
)2
= (~α∆q)2 ,
hence
∆∗p2α = (~α∆q)
2 +
(π
l
~
)2
δ,
Since ∆xα ≤ ∆∗xα and ∆pα ≤ ∆∗pα due to (16), the required estimate (48) follows from
the above relation and (39).
As α→∞ (and since ~ is small), we can neglect the last factor (square root expression)
on the right-hand side of (48), then we obtain
∆x2α∆pα .
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2
πl~ϕ(0)∆q
∫ 1
−1
(y − x∗
l
)2
sin2
(
π
2
(y − x∗
l
)
) dy. (49)
Let ϕ(k) = 1√
2π
e−
k2
2 (then ϕ(k) = 1/
√
2π, ∆q = 1), l = 100 nm, x∗ = 0. Then, taking
into account that ~ ≈ 1.05 · 10−34 J·s and∫ 1
−1
y2
sin2 πy
2
dy ≈ 1.12,
we see that formula (49) can guarantee the condition ∆xα . 0.1 nm only when
∆pα ∼ 10−20 kg·m/s. Comparing this with analogous results obtained in the two previ-
ous subsections, where we used specific techniques for the Gaussian integral and the theta
function, we see that the estimate obtained for ∆xα is rather rough. But it is still enough
for nanoscale systems. Moreover, Theorem 3 gives estimates for finite α, rather than only
asymptotic estimates as α→∞.
As above, we have ∆xα → 0 and ∆pα → ∞ as α → ∞, whereas ∆xα → l/
√
3 and
∆pα → 0 as α→ 0.
20
4 Further problems
4.1 Energy dispersion
As we know, a classical particle is characterized not only by well-defined position x∗ and
momentum p∗, but also a well-defined energy E∗. For a free particle, we have E∗ = p∗2/2m.
Hence, to associate a classical particle with a quantum wave packet, the latter must have
small dispersions not only in the position (∆∗x) and momentum (∆∗p) but also in energy.
The energy dispersion ∆∗E is defined similarly to (9) and (10):
∆∗E2 =
∞∑
n=0
(En −E∗)2|bn|2. (50)
Here {En}∞n=0 are the energy eigenvalues and {bn}∞n=0 are the coefficients in the expansion
of the wave function ψ in the energy eigenfunctions {ψn}∞n=0:
ψ(x) =
∞∑
n=0
bnψn.
For a particle on the line the energy dispersion is small whenever the momentum dis-
persion is small, because the momentum and energy operators commute and the energy is a
function of momentum:
Hˆ =
pˆ
2m
. (51)
As we pointed out in Subsection 2.1, in bounded domains this is not always the case. For the
Hamiltonian Hˆ2 (a particle on a circle), the momentum and energy operators still commute,
relation (51) holds; therefore, the smallness of ∆∗p implies the smallness of ∆∗E.
However, for the Hamiltonian Hˆ1 (a particle in the infinite well), the position and momen-
tum operators do not commute. Counterintuitively, relation (51) does not hold. Therefore,
the energy dispersion should be analysed separately.
Let us expand the wave function ψ(x) in the position representation in terms of the
momentum eigenfunctions and in terms of the energy eigenfunctions:
ψ(x) =
1√
2l
+∞∑
k=−∞
ak e
iπ
l
kx (52)
=
1√
l
∞∑
n=1
bn sin
(πn
2l
(x− l)
)
. (53)
Then, using the expression
1√
2l
∫ l
−l
sin
(πn
2l
(x− l)
)
ei
π
l
kx dx =

±(−1)n2 i√
2
for even n and k = ±n
2
,
0 for even n and k 6= ±n
2
,
(−1)k√
2π
n
k2−(n
2
)2
for odd n
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we express the coefficients {bn} in terms of the coefficients {ak}:
bn =

(−1)n2 i√
2
(an
2
− a−n
2
) for even n,
n√
2π
+∞∑
k=−∞
(−1)kak
k2−(n
2
)2
for odd n.
Proposition 1. If the momentum dispersion of a quantum particle in the infinite well in a
state ψ ∈ L2(−l, l) is finite, then ψ(l) = ψ(−l) (i.e., the boundary condition included in the
domain of the operator pˆ is satisfied).
Proof. The convergence of series (10) implies the convergence of the series
+∞∑
k=−∞
k2|ak|2 <∞.
By Lemma 5 (see below), the convergence of this series implies the convergence of the series∑+∞
k=−∞ |ak|. Then, according to Weierstrass criterion, the series in the Fourier expansions
(52) converge to the function ψ not only in the mean square sense but also absolutely and
uniformly. Then, substituting the values x = ±l into (52), we obtain the required boundary
condition.
Proposition 2. If the energy dispersion of a quantum particle in the infinite well in a state
ψ ∈ L2(−l, l) is finite, then ψ(l) = ψ(−l) = 0 (i.e., the boundary conditions included in the
domain of the operator Hˆ1 is satisfied).
Proof. The proof is similar. The convergence of series (50) implies the convergence of the
series
∞∑
n=1
n4|bn|2 <∞.
Again, by Lemma 5, the convergence of this series implies the convergence of the series∑∞
n=1 |bn|. The series in the Fourier expansions (53) converge to the function ψ absolutely
and uniformly. Then, substituting the values x = ±l into (53), we obtain the required
boundary conditions.
Lemma 5. Let
∑∞
n=1 c
2
n be a convergent number series. Then the series
∞∑
n=1
|cn|
n
(54)
is also convergent.
Proof. Indeed, since the geometric mean of two numbers is no greater than the arithmetic
mean of these numbers, it follows that
∞∑
n=1
|cn|
n
≤ 1
2
∞∑
n=1
c2n +
1
2
∞∑
n=1
1
n2
.
Both series on the right-hand side converge.
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In the next subsection we will see that these propositions are particular cases of a general
relation between the finiteness of dispersion and the domain of the corresponding self-adjoint
operator.
We can see that all three families of quantum wave packets satisfy the boundary condition
ψα(l) = ψα(−l), but the only squeezed states given by (18) satisfy the condition ψα(±l) = 0.
Since the theta function θ(x, τ) (see (B.1)) has not zeros with real x and real τ 6= 0, the
condition ψα(±l) = 0 cannot be satisfied by squeezed states given by (25). The functions
ψα given by (38) also cannot satisfy this condition for all x
∗ and p∗.
Hence, the quantum wave packets states ψα given by formulae (25) or (38) correspond
to infinite energy dispersion and, by this reason, are not satisfactory for the infinite well.
But one can suggest the following their improvement. Consider a family states ψ
(2l)
x∗,p∗,α,
x∗ ∈ (−2l, 2l), p∗ ∈ R, α > 0, given by formulae (25) or (38) for even ϕ(q) with l replaced
by 2l. Other words, this is a family of quantum wave packets for the interval [−2l, 2l]. Now
consider the family of states on L2(−l, l) given by the formula
Ψx∗,p∗,α(x) = ψ
(2l)
x∗+l,p∗,α(x+ l)− ψ(2l)−x∗−l,−p∗,α(−x− l).
From formulae (25) or (38) for even ϕ(q), it can be shown that Ψx∗,p∗,α(±l) = 0. Hence, these
states have finite energy dispersion (see the next subsection) and can be used as squeezed
states in the infinite well.
4.2 Domain of a self-adjoint operator and finiteness of dispersion
of the physical quantity
One may notice that whether the dispersion of a physical quantity for a certain state is finite
or infinite depends on whether or not this state belongs to the domain of the operator of
this physical quantity. Let us show that the following general fact is true: the dispersion of
an arbitrary physical quantity (self-adjoint operator) Aˆ in a certain state is finite if and only
if this state belongs to the domain of Aˆ. Namely, we prove the following theorem.
Theorem 4. Let A be a self-adjoint operator in some Hilbert space H and let a quantum
system be in a state ψ ∈ H. Then the physical quantity corresponding to the operator A has
a finite dispersion if and only if ψ belongs to the domain of A.
Proof. Represent A by the spectral decomposition [38]:
A =
∫ +∞
−∞
λ dPλ,
where dPλ is a projector-valued measure. The domain of A can be expressed as
D(A) = {ψ|
∫ +∞
−∞
λ2 d(ψ, Pλψ) <∞}.
The dispersion of the observable corresponding to A for an arbitrary state ψ is
∆A =
∫ +∞
−∞
λ2 d(ψ, Pλψ)−A2,
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where
A =
∫ +∞
−∞
λ d(ψ, Pλψ).
Obviously, the condition ψ ∈ D(A) implies ∆A <∞ and vice versa.
Physically, the established relation is not obvious: the “mathematical” questions concern-
ing the domains of self-adjoint operators are often omitted in physical literature on quantum
mechanics. Here we establish the relation between the finiteness of the dispersion of some
physical quantity and the domain of the corresponding self-adjoint operator. This relation
can be regarded as a physical meaning of the domain of a self-adjoint operator.
4.3 The limit of large interval length and the semiclassical limit
Let us pass to the limit as l→∞. We will follow the general construction of quantum wave
packets given in Subsection 3.3. According to formulae (37) and (38)
a
(l)
k =
[∫ k+ 1
2
k− 1
2
ϕl(q) dq
]1
2
,
ψl(x) =
1√
2l
+∞∑
k=−∞
a
(l)
k e
iπ
l
k(x−x∗).
Here we supplement a
(l)
k and ψl with the index l rather than α (which was used before)
because now α is a fixed parameter while l varies. Without loss of generality, we assume
that α = 1 because a fixed parameter α can be included in the function ϕ.
Theorem 5.
lim
l→∞
ψl(x) = ψ(x) ≡ 1√
2π
∫ +∞
−∞
√
ϕ(q) eiq(x−x
∗) dq.
The limit is understood in the pointwise sense.
Thus, as l → ∞, the quantum state on the interval constructed by means of a “dis-
cretized” momentum distribution tends to a state on the real line with the corresponding
continuous momentum distribution.
Proof. Firstly, we give a heuristic proof. By (34), we have
ψl(x) =
1√
2l
+∞∑
k=−∞
{∫ π
l
(k+ 1
2
)
π
l
(k− 1
2
)
ϕ(q) dq
}1
2
ei
π
l
k(x−x∗)
=
1√
2π
+∞∑
k=−∞
√
ϕ(κ
(l)
k )
π
l
ei
π
l
k(x−x∗)
→ 1√
2π
∫ +∞
−∞
√
ϕ(q) eiq(x−x
∗) dq,
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where κ
(l)
k ∈ [πl (k − 12), πl (k + 12)].
But, of course, during this calculations, we interchanged the limits:
lim
l→∞
+∞∑
k=−∞
√
ϕ(κ
(l)
k )
π
l
ei
π
l
k(x−x∗) = lim
l→∞
lim
K→∞
K∑
k=−K
√
ϕ(κ
(l)
k )
π
l
ei
π
l
k(x−x∗)
= lim
K→∞
lim
l→∞
K∑
k=−K
√
ϕ(κ
(l)
k )
π
l
ei
π
l
k(x−x∗).
If this interchanging the limits is legitimate, we can perform the passage to the limit as
l →∞ and obtain
lim
K→∞
lim
l→∞
K∑
k=−K
√
ϕ(κ
(l)
k )
π
l
ei
π
l
k(x−x∗) = lim
K→∞
∫ K
−K
√
ϕ(q)eiq(x−x
∗)dq =
∫ +∞
−∞
√
ϕ(q)eiq(x−x
∗)dq.
To justify the interchanging the limits, it suffices to show that the following double limit
exists:
lim
l→∞
K→∞
1√
2l
Kl∑
k=−Kl
{∫ π
l
(k+ 1
2
)
π
l
(k− 1
2
)
ϕ(q) dq
}1
2
ei
π
l
k(x−x∗) =
1√
2π
∫ +∞
−∞
√
ϕ(q)eiq(x−x
∗)dq. (55)
Let us prove this. By condition, density ϕ(k) has a finite second moment, i.e.,
+∞∫
−∞
q2ϕ(q)dq <∞. According to assertion (2a) of Lemma 3, this implies that the series
+∞∑
k=−∞
k2
l2
∫ π
l
(k+ 1
2
)
π
l
(k− 1
2
)
ϕ(q)dq
converges uniformly in l ∈ [l0,∞), where l0 > 0 is arbitrary. Then, in the same way as in
the proof of Lemma 5, we conclude that the series
+∞∑
k=−∞
{
1
l
∫ π
l
(k+ 1
2
)
π
l
(k− 1
2
)
ϕ(q) dq
}1
2
as well as the series
+∞∑
k=−∞
{
1
l
∫ π
l
(k+ 1
2
)
π
l
(k− 1
2
)
ϕ(q) dq
}1
2
ei
π
l
k(x−x∗)
converge uniformly in l ∈ [l0,∞). Then, for any ε > 0, there exists a number K0 such that
1√
l
( −K0l∑
k=−∞
+
+∞∑
k=K0l
){∫ π
l
(k+ 1
2
)
π
l
(k− 1
2
)
ϕ(q) dq
}1
2
ei
π
l
k(x−x∗) < ε (56)
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for any l ∈ [l0,∞). Let us require that K0 be so large that
1√
2π
(∫ −K0
−∞
+
∫ +∞
K0
)√
ϕ(q) dq < ε (57)
(the integral of
√
ϕ(q) converges at infinity because
√
ϕ(q) ≤ 1
2
(q2ϕ(q)+ 1
q2
) and the integrals
of both functions on the right-hand side converge at infinity).
For a fixed K0 we have
lim
l→∞
1√
2l
K0l∑
k=−K0l
{∫ π
l
(k+ 1
2
)
π
l
(k− 1
2
)
ϕ(q)dq
} 1
2
ei
π
l
k(x−x∗) =
1√
2π
∫ K0
−K0
√
ϕ(q)dqei
π
l
k(x−x∗).
In this relation, the passage to the limit is legitimate because here we deal with ordinary
integral sums on a finite interval. Other words, for any ε > 0, there exists L such that∣∣∣∣∣∣ 1√2l
K0l∑
k=−K0l
{∫ π
l
(k+ 1
2
)
π
l
(k− 1
2
)
ϕ(q)dq
} 1
2
ei
π
l
k(x−x∗) − 1√
2π
∫ K0
−K0
√
ϕ(q)ei
π
l
k(x−x∗)dq
∣∣∣∣∣∣ < ε. (58)
for all l > L.
From (56), (57), and (58), we conclude that, for any ε > 0, there exist K0 and L such
that we have∣∣∣∣∣∣ 1√2l
Kl∑
k=−Kl
{∫ π
l
(k+ 1
2
)
π
l
(k− 1
2
)
ϕ(q) dq
}1
2
ei
π
l
k(x−x∗) − 1√
2π
∫ +∞
−∞
√
ϕ(q)eiq(x−x
∗)dq
∣∣∣∣∣∣ < 3ε
for allK > K0 and l > L. We get formula (55) which completes the proof of the theorem.
Thus, we obtain a wave packet on the line. In particular, if ϕ(k) = 1√
2π
e−
k2
2 , then the
limit wave packet on the line is Gaussian.
Similar arguments, with slight modifications, can be carried over to squeezed states
constructed by means of the theta function (see Subsection 3.2). For squeezed states given
by truncated Gaussian functions (see Subsection 3.1), the assertion of the theorem is obvious
by construction. Thus, the last property mentioned in the statement of the problem (see the
end of Subsection 2.3) also holds for the constructed states.
Now, let ~→ 0. Simultaneously, let α→∞ so that ~α→ 0. Then the formulae proved
above (see Theorems 1, 2, and 3) for all of three families of wave packets imply that xα → x∗,
pα → p∗, ∆xα → 0, ∆pα → 0; i.e., in the semiclassical limit we obtain a point-like particle
with prescribed position and momentum.
5 Conclusions
We constructed a family of squeezed quantum states on an interval based on the theta
function, a family of such states based on truncated Gaussian functions, and a family of
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quantum wave packets based on the discretization of an arbitrary continuous momentum
probability distribution. Estimates on position and momentum dispersion was obtained.
By means of these states, we showed that proper localization of quantum particles in
nanoscale space domains is possible. Namely, we saw that, on an interval of order 100 nm,
there exist wave packets with a standard deviation of the position of order 0.1 nm and a
standard deviation of the momentum of order 10−24 kg· m/s. Also the constructed states
have finite energy dispersions.
As a supplementary general result, we showed that an arbitrary physical quantity has a
finite dispersion if and only if the wave function of a quantum system belongs to the domain
of the corresponding self-adjoint operator. This can be regarded as a physical meaning of
the domain of a self-adjoint operator.
A continuation of this work is performed in [41], where we consider the dynamics of the
constructed states (those based on the theta function) on a circle and in the infinite well.
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Appendix
A Asymptotic relations for Gaussian integrals
The estimate ∫ ∞
x
e−γt
2
dt = O
(
e−γx
2
x
)
, x→∞. (A.1)
is well-known.
Lemma A.1. The following asymptotic formula holds:∫ ∞
x
t2e−γt
2
dt = O(xe−γx
2
), x→∞, (A.2)
Proof. Let us differentiate the function
Φ(
√
γx) =
∫ ∞
√
γ x
e−t
2
dt =
√
γ
∫ ∞
x
e−γt
2
dt
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with respect to the parameter γ at the point γ = 1. On the one hand,
∂Φ(
√
γx)
∂γ
∣∣∣∣
γ=1
=
1
2
∫ ∞
x
e−t
2
dt−
∫ ∞
x
t2e−t
2
dt.
On the other hand,
∂Φ(
√
γx)
∂γ
∣∣∣∣
γ=1
=
x
2
Φ′(x).
Hence, ∫ ∞
x
t2e−t
2
dt =
1
2
[Φ(x)− xΦ′(x)]. (A.3)
The required asymptotic formula follows from the fact that Φ(x) = O( e
−x2
x
) and
Φ′(x) = −e−x2 .
B Asymptotic formulae related to the theta function
Let us adopt the following (convenient for us) definition of the theta function:
θ(x, τ) =
+∞∑
k=−∞
e−πτk
2+2πikx, (B.1)
where x and τ are complex numbers with Re τ > 0.
Using the modular property (the Jacobi identity) for the theta function [39, 40]
θ
(
x
iτ
,
1
τ
)
=
√
τe
πx2
τ θ(x, τ). (B.2)
one can prove a number of useful estimates.
Lemma B.1. The following asymptotic relations hold for an arbitrary real x and for |a| < 1
2
as τ → 0:
θ(x, τ) =
1√
τ
e−
πd(x)2
τ +O
(
1√
τ
e−
π(1−d(x))2
τ
)
, (B.3)
+∞∑
k=−∞
k2e−πτk
2
=
1
2πτ 3/2
+O
(
1
2πτ 3/2
e−
π
τ
)
, (B.4)
∫ 1
2
−a
− 1
2
−a
x |θ(x, τ)|2 dx = O
(
e−
2π
τ
( 1
2
−|a|)2
)
, (B.5)∫ 1
2
−a
− 1
2
−a
x2|θ(x, τ)|2 dx = 1
4π
√
τ
2
+O
(
e−
2π
τ
( 1
2
−|a|)2
)
. (B.6)
Here 0 ≤ d(x) ≤ 1
2
is the distance on the real line from x to the nearest integer.
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Proof. Using the modular property (B.2), we obtain
θ(x, τ) =
1√
τ
e−
πx2
τ θ
(
x
iτ
,
1
τ
)
=
1√
τ
+∞∑
k=−∞
e−
π(k−x)2
τ =
1√
τ
e−
πd(x)2
τ +O
(
1√
τ
e−
π(1−d(x))2
τ
)
.
Estimate (B.3) is proved.
+∞∑
k=−∞
k2e−πτk
2
= −1
π
∂θ(0, τ)
∂τ
= −1
π
∂
∂τ
[
1√
τ
θ
(
0,
1
τ
)]
=
1
2πτ
3
2
+∞∑
k=−∞
e−
πk2
τ − 1
τ
5
2
+∞∑
k=−∞
k2e−
πk2
τ =
1
2πτ 3/2
+O
(
1
2πτ 3/2
e−
π
τ
)
.
Estimate (B.4) is proved.
To prove estimate (B.5), we use the asymptotic formula (A.1) for the Gaussian integral
and formula (B.3), which is already proved. Then we have∫ 1
2
−a
− 1
2
−a
x |θ(x, τ)|2 dx = O
(
1
τ
∫ 1
2
−a
− 1
2
−a
xe−
2πd(x)2
τ dx
)
Let a ≥ 0. Then d(x) = |x| for |x| ≤ 1
2
and d(x) = x+ 1 for x ≤ −1
2
. Therefore, in view of
(A.1),
1
τ
∫ 1
2
−a
− 1
2
−a
xe−
2πd(x)2
τ dx =
1
τ
∫ − 1
2
− 1
2
−a
xe−
2π(x+1)2
τ dx+
1
τ
∫ 1
2
−a
− 1
2
xe−
2πx2
τ dx = O(e−
2π
τ
( 1
2
−a)2),
Similarily, if a ≤ 0, then
1
τ
∫ 1
2
−a
− 1
2
−a
xe−
2πd(x)2
τ dx = O(e−
2π
τ
( 1
2
+a)2).
Thus, for an arbitrary a we obtain∫ 1
2
−a
− 1
2
−a
x |θ(x, τ)|2 dx = O(e− 2πτ ( 12−|a|)2).
To prove (B.6), we use asymptotic formulae (A.2) and (B.3). We have
∫ 1
2
−a
− 1
2
−a
x2|θ(x, τ)|2 dx = 1
τ
∫ 1
2
−a
− 1
2
−a
x2e−
2πd(x)2
τ dx+
1
τ
O
(∫ 1
2
−a
− 1
2
−a
x2e−
π
τ
(d(x)2+(1−d(x))2) dx
)
=
1
τ
∫ 1
2
−a
− 1
2
−a
x2e−
2πd(x)2
τ dx+
1
τ
O
(∫ 1
2
−a
− 1
2
−a
x2e−
2π
τ
(d(x)− 1
2
)2 dx e−
π
2τ
)
.
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Let a > 0. Then, in view of (A.1) and (A.2),
1
τ
∫ 1
2
−a
− 1
2
−a
x2e−
2πd(x)2
τ dx =
1
τ
∫ − 1
2
− 1
2
−a
x2e−
2π(x+1)2
τ dx+
1
τ
∫ 1
2
−a
− 1
2
x2e−
2πx2
τ dx
=
1
4π
√
τ
2
+O
(
e−
2π
τ
( 1
2
−a)2
)
,
1
τ
∫ 1
2
−a
− 1
2
−a
x2e−
2π
τ
(d(x)− 1
2
)2 dx e−
π
2τ
=
e−
π
2τ
τ
[∫ − 1
2
− 1
2
−a
x2e−
2π
τ
( 1
2
+x)2 dx+
∫ 1
2
−a
− 1
2
x2e−
2π
τ
( 1
2
−x)2 dx
]
= O
(
e−
π
2τ
)
,
∫ 1
2
−a
− 1
2
−a
x2|θ(x, τ)|2 dx = 1
4π
√
τ
2
+O
(
e−
2π
τ
( 1
2
−a)2
)
.
Similarily, for the case of an arbitrary a we have∫ 1
2
−a
− 1
2
−a
x2|θ(x, τ)|2 dx = 1
4π
√
τ
2
+O
(
e−
2π
τ
( 1
2
−|a|)2
)
.
Formula (B.6), as well as the whole lemma, is proved.
C Proof of Lemma 3.
1. By formulae (13) and (45) we have
pα = ~
+∞∑
k=−∞
pk|a(α)k |2 =
π
l
~
+∞∑
k=−∞
(k + k)|a(α)
k+k
|2 = π
l
~k
+∞∑
k=−∞
|a(α)k |2 =
π
l
~k.
Assertion (1) of the lemma is proved.
2. Let us prove assertion (2a). Without loss of generality, we assume that p∗ = 0. Then
∆∗p2α =
+∞∑
k=−∞
p2k|a(α)k |2 =
1
α
+∞∑
k=−∞
∫ k+ 1
2
k− 1
2
(π
l
~k
)2
ϕl
( q
α
)
dq,
∆˜p2α =
∫ +∞
−∞
(π
l
~q
)2
ϕαl(q) dq =
1
α
+∞∑
k=−∞
∫ k+ 1
2
k− 1
2
(π
l
~q
)2
ϕl
( q
α
)
dq.
Let us prove the inequality∫ k+ 1
2
k− 1
2
(k2 − q2)ϕl
( q
α
)
dq ≥ ϕl
(
k
α
)∫ k+ 1
2
k− 1
2
(k2 − q2) dq (C.1)
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for an arbitrary integer k. Let, for definiteness, k > 0 (the case of k < 0 is considered
analogously; for k = 0, the inequality is obvious because this is a maximum point of the
function ϕl). Then the function ϕl(
q
α
) decreases on the interval q ∈ [k − 1
2
, k + 1
2
]. On the
interval q ∈ [k − 1
2
, k], we have k2 − q2 ≥ 0 and ϕl(πl qα) ≥ ϕl(πl kα); therefore,∫ k
k− 1
2
(k2 − q2)ϕl
( q
α
)
dq ≥ ϕl
(
k
α
)∫ k
k− 1
2
(k2 − q2) dq.
On the interval [k, k+ 1
2
], contrarily, k2−q2 ≤ 0 and ϕl( qα) ≤ ϕl( kα); therefore, again we have∫ k+ 1
2
k
(k2 − q2)ϕl
( q
α
)
dq ≥ ϕl
(
k
α
)∫ k+ 1
2
k
(k2 − q2) dq,
which proves the required inequality.
Thus, we have
∆∗p2α − ∆˜p2α =
~2
α
(π
l
)2 +∞∑
k=−∞
∫ k+ 1
2
k− 1
2
(k2 − q2)ϕl
( q
α
)
dq ≥
≥ ~
2
α
(π
l
)2 +∞∑
k=−∞
ϕl
(
k
α
)∫ k+ 1
2
k− 1
2
(k2 − q2) dq = −~
2
α
(π
l
)2 1
12
+∞∑
k=−∞
ϕl
(
k
α
)
to−
(π
l
~
)2 1
12
∫ +∞
−∞
ϕl(k) dk = − 1
12
(π
l
~
)2
, α→∞.
Let us justify the passage to the limit and estimate the rate of convergence of the series to
the integral. By the mean value theorem,
min
q∈[k− 1
2
,k+ 1
2
]
ϕl
( q
α
)
≤
∫ k+ 1
2
k− 1
2
ϕl
( q
α
)
dq ≤ max
q∈[k− 1
2
,k+ 1
2
]
ϕl
( q
α
)
;
therefore ∣∣∣∣∣ϕl
(
k
α
)
−
∫ k+ 1
2
k− 1
2
ϕl
( q
α
)
dq
∣∣∣∣∣ ≤ maxq∈[k− 1
2
,k+ 1
2
]
ϕl
( q
α
)
− min
q∈[k− 1
2
,k+ 1
2
]
ϕl
( q
α
)
.
Since
max
q∈[k− 1
2
,k+ 1
2
]
ϕl
( q
α
)
= ϕl
(
k − 1
2
sgn k
α
)
, k 6= 0,
min
q∈[k− 1
2
,k+ 1
2
]
ϕl
( q
α
)
= ϕl
(
k + 1
2
sgn k
α
)
, k 6= 0,
max
q∈[− 1
2
, 1
2
]
ϕl
( q
α
)
= ϕl(0), min
q∈[− 1
2
, 1
2
]
ϕl
( q
α
)
= ϕl
(
1
2α
)
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it follows that
∑
k>0
[
max
q∈[k− 1
2
,k+ 1
2
]
ϕl
( q
α
)
− min
q∈[k− 1
2
,k+ 1
2
]
ϕl
( q
α
)]
=
[
ϕl
(
1
2α
)
− ϕl
(
3
2α
)]
+
[
ϕl
(
3
2α
)
− ϕl
(
5
2α
)]
+ . . . = ϕl
(
1
2α
)
.
Similarily,
∑
k<0
[
max
q∈[k− 1
2
,k+ 1
2
]
ϕl
( q
α
)
− min
q∈[k− 1
2
,k+ 1
2
]
ϕl
( q
α
)]
= ϕl
(
− 1
2α
)
= ϕl
(
1
2α
)
.
We have∣∣∣∣∣πl
+∞∑
k=−∞
ϕl
(
k
α
)
−
∫ +∞
−∞
ϕl(q) dq
∣∣∣∣∣ ≤ 1α
+∞∑
k=−∞
∣∣∣∣∣ϕl
(
k
α
)
−
∫ q+ 1
2
k− 1
2
ϕl
( q
α
)
dq
∣∣∣∣∣
=
1
α
[
ϕl(0) + ϕl
(
1
2α
)]
≤ 2
α
ϕl(0). (C.2)
Thus,
∆∗p2α − ∆˜p2α ≥ −
1
12
(π
l
~
)2 [
1 +
2
α
ϕl(0)
]
.
We have obtained a lower estimate. Let us find an upper estimate. Arguing as when
deriving inequality (C.1), we obtain
∆∗p
2
α − ∆˜p2α =
~2
α
(π
l
)2 +∞∑
k=−∞
∫ k+ 1
2
k− 1
2
(k2 − q2)ϕl
( q
α
)
dq ≤
≤ ~
2
α
(π
l
)2∑
k 6=0
sgn k
{
max
q∈[k− 1
2
,k+ 1
2
]
ϕl
( q
α
)∫ k
k− 1
2
sgn k
(k2 − q2) dq
+ min
q∈[k− 1
2
,k+ 1
2
]
ϕl
( q
α
)∫ k+ 1
2
sgn k
k
(k2 − q2) dq
}
− ~
2
12α
(π
l
)2
ϕl
(
1
2α
)
=
~2
α
(π
l
)2∑
k 6=0
{
1
4
|k|
[
max
q∈[k− 1
2
,k+ 1
2
]
ϕl
( q
α
)
− min
q∈[k− 1
2
,k+ 1
2
]
ϕl
( q
α
)]
− 1
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[
min
q∈[k− 1
2
,k+ 1
2
]
ϕl
( q
α
)
+ max
q∈[k− 1
2
,k+ 1
2
]
ϕl
( q
α
)]}
− ~
2
12α
(π
l
)2
ϕl
(
1
2α
)
.
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Since
1
α
∑
k 6=0
|k|
[
max
q∈[k− 1
2
,k+ 1
2
]
ϕl
( q
α
)
− min
q∈[k− 1
2
,k+ 1
2
]
ϕl
( q
α
)]
=
[
ϕl
(
1
2α
)
− ϕl
(
3
2α
)]
+ 2
[
ϕl
(
3
2α
)
− ϕl
(
5
2α
)]
+ . . .
= ϕl
(
1
2α
)
+ ϕl
(
3
2α
)
+ . . . =
1
α
+∞∑
k=−∞
ϕl
(
k + 1
2
α
)
, (C.3)
1
α
∑
k 6=0
1
2
[
min
q∈[k− 1
2
,k+ 1
2
]
ϕl
( q
α
)
+ max
q∈[k− 1
2
,k+ 1
2
]
ϕl
( q
α
)]
+
1
α
ϕl
(
1
2α
)
=
1
α
+∞∑
k=−∞
ϕl
(
k + 1
2
α
)
,
∣∣∣∣∣ 1α
+∞∑
k=−∞
ϕl
(
k + 1
2
α
)
−
∫ +∞
−∞
ϕl(q) dq
∣∣∣∣∣ ≤ 2αϕl(0), (C.4)
it follows that
∆p2α − ∆˜p2α ≤
1
6
(π
l
~
)2 [
1 +
2
α
ϕl(0)
]
.
Returning from the case of k = 0 to the case of an arbitrary k, we should replace ϕl(0)
by ϕl(0). Assertion (2a) of the lemma is proved.
3. Under the conditions of assertion (2b), we can apply the Taylor formula to the function
ϕαl(k):
ϕl
( q
α
)
= ϕl
(
k
α
)
+
1
α
ϕ′l
(
k
α
)
(q − k) + 1
2α2
ϕ′′l
(
κk(q)
α
)
(q − k)2,
where κk(q) ∈ [q, k] if q ≤ k and κk(q) ∈ [k, q] if q ≥ k;
∆ϕl
(
k
α
)
≡ ϕl
(
k + 1
2
α
)
− ϕl
(
k − 1
2
α
)
=
1
α
ϕ′l
(
k
α
)
+
1
8α2
[
ϕ′′l
(
κ2k
α
)
− ϕ′′l
(
κ1k
α
)]
,
where κ1k ∈ [k − 12 , k] and κ2k ∈ [k, k + 12 ].
First, let us improve the estimate for the modulus of difference:∣∣∣∣∣ϕl
(
k
α
)
−
∫ k+ 1
2
k− 1
2
ϕl
( q
α
)
dq
∣∣∣∣∣ ≤ 18α2 maxq∈[k− 1
2
,k+ 1
2
]
∣∣∣ϕ′′l ( qα)∣∣∣ .
Since ϕ′′l (k) = O(k
−2) as k →∞, we have
1
α
+∞∑
k=−∞
max
q∈[k− 1
2
,k+ 1
2
]
∣∣∣ϕ′′l ( qα)∣∣∣→ C. (C.5)
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Hence, estimate (C.2) is also improved:∣∣∣∣∣ 1α
+∞∑
k=−∞
ϕl
(
k
α
)
−
∫ +∞
−∞
ϕl(q) dq
∣∣∣∣∣ ≤ 1α
+∞∑
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∣∣∣∣∣ϕl
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k
α
)
−
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2
ϕl
( q
α
)
dq
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(
1
α2
)
.
(C.6)
For the difference ∆∗p2α − ∆˜p2α we have
∆∗p2α − ∆˜p2α = ~2
(π
l
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2
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2
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12α
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(
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α
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k∆ϕl
(
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α
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}
, (C.7)
where
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2
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1
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2 1
80α3
ϕ′′l
(
1
2α
)
.
Here we used the estimate
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1
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Similarly,
∆∗p
2
α − ∆˜p2α ≥ ~2
(π
l
)2{ +∞∑
k=−∞
[
− 1
12α
ϕl
(
k
α
)
− 1
6α
k∆ϕl
(
k
α
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− A1 + A2 + A3
}
. (C.8)
Taking into account (C.6) and (C.3), we obtain
+∞∑
k=−∞
[
− 1
12α
ϕl
(
k
α
)
− 1
6α
k∆ϕl
(
k
α
)]
=
(
− 1
12
+
1
6
)∫ +∞
−∞
ϕl(k) dk +O
(
1
α2
)
=
1
12
+O
(
1
α2
)
, (C.9)
The sign of the second term has changed because, in view of the monotonicity,
∆ϕl
(
k
α
)
= − sgn k
[
max
q∈[k− 1
2
,k+ 1
2
]
ϕl
( q
α
)
− min
q∈[k− 1
2
,k+ 1
2
]
ϕl
( q
α
)]
(in particular, ∆ϕl
(
k
α
)
and k have opposite signs).
By calculations similar to (C.3) and (C.4), one can easily show that A1 = O(1/α
2) (in
the present case, calculations are more cumbersome because ϕ′′l may have more than one
extremum; however, one can divide the whole line into segments between the extremum
points and consider separately these segments and the extremum points; the number of
extremum points is finite by the hypothesis).
According to (C.5), A2 = O(1/α
2). Obviously, A3 = O(1/α
3). Then, taking into account
(C.7), (C.8) and (C.9), we obtain
∆αp = ∆˜αp+
(π
l
~
)2 [ 1
12
+O
(
1
α2
)]
.
The lemma is proved.
D Proof of Lemma 4.
It follows from the hypothesis of the lemma that there are two possibilities: (1) all ak ≥ 0
and a0 = max ak > 0, and (2) all ak ≤ 0 and a0 = min ak < 0. In any case, |a0| = max |ak|.
Since one case can be reduced to the other by changing the signs of all ak, which does not
effect any side of inequality (44), we assume without loss of generality that the first variant
takes place: all ak ≥ 0.
Take a natural K and consider the first K elements. a0 ≤ a1 ≥ . . . ≥ aK , a0 > 0, in the
sequence. We will construct step by step a new subsequence of (K + 1) elements. At the
zeroth step, we have
a
(0)
0 ≡ a0, a(0)1 ≡ a1, a(0)2 ≡ a2, . . . , a(0)K ≡ aK , a(0)K+1 ≡ 0.
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At each step we will keep the sequence monotonic. For any step m ≥ 0, we define two
numbers K
(m)
1 ≥ 1 and K(m)2 ≥ K(m)1 ≥ 1 in the following manner:
a
(m)
0 = a
(m)
1 = . . . = a
(m)
K
(m)
1 −1
6= a(m)
K
(m)
1
, a
(m)
K
(m)
1
= a
(m)
K
(m)
1 +1
= . . . = a
(m)
K
(m)
2
6= a(m)
K
(m)
2 +1
.
The partial sum of the series at step m is
S
(m)
K = a
(m)
0
K
(m)
1 −1∑
k=0
cos kx+ a
(m)
K
(m)
1
D
(m)
K +
K∑
k=K
(m)
2 +1
a
(m)
k cos kx, (D.1)
where
D
(m)
K =
K
(m)
2∑
k=K
(m)
1
a
(m)
k cos kx = a
(m)
K
(m)
1
K
(m)
2∑
k=K
(m)
1
cos kx.
Now, let us directly describe the iteration rule for constructing the sequence
a
(m+1)
0 , a
(m+1)
1 , . . . , a
(m+1)
K+1 from a
(m)
0 , a
(m)
1 , . . . , a
(m)
K+1, m ≥ 0.
If D
(m)
K ≥ 0, then the terms of the sequence with indices from K(m)1 to K(m)2 inclusive
take the value a
(m)
0 (i.e., they increase up to the preceding term of the sequence), other terms
remaining unchanged:
a
(m+1)
k =
{
a
(m)
0 for K
(m)
1 ≤ k ≤ K(m)2 ,
a
(m)
k otherwise.
In this case, K
(m+1)
1 = K
(m)
2 + 1 and K
(m+1)
2 ≥ K(m)2 + 1.
If D
(m)
K ≤ 0, then the terms of the sequence with indices from K(m)1 to K(m)2 inclusive
take the value a
(m)
K
(m)
2 +1
(i.e., they decrease down to the subsequent term of the sequence),
other terms remaining unchanged:
a
(m+1)
k =
{
a
(m)
K
(m)
2 +1
for K
(m)
1 ≤ k ≤ K(m)2 ,
a
(m)
k otherwise.
In this case K
(m+1)
1 = K
(m)
1 and K
(m+1)
2 ≥ K(m)2 + 1.
One can notice that in either case the sequence remains monotonic. In addition,
a
(m)
0 ≡ a0 does not change its value, since K(m) ≥ 1. Therefore, a(m)0 = a0 = max a(m)k
and a
(m)
k ≤ a(m)K(m)2 +1 for k ≤ K
(m)
2 . Consequently, if D
(m)
K ≥ 0, then a(m+1)K(m)1 ≥ a
(m)
K
(m)
1
, and if
D
(m)
K ≤ 0, then a(m+1)K(m)1 ≤ a
(m)
K
(m)
1
. Then in either case the term a
(m)
K
(m)
1
D
(m)
K in sum (D.1) does
not decrease, while the other two terms remain unchanged. Thus, the whole partial sum
does not decrease: S
(m+1)
K ≥ S(m)K .
After a certain number M ≤ K of steps we obtain K(M)2 = K + 1, 1 ≤ K(M)1 ≤ K(M)2 ,
and
a
(M)
k =
{
a(0), 0 ≤ k ≤ K(M)1 − 1,
0, k ≥ K(M)1
(D.2)
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(the last line is correct because a
(M)
K+1 = a
(0)
K+1 = 0). Thus,
SK ≡ S(0)K ≤ a0
K
(M)
1 −1∑
k=0
cos kx.
Using the well-known formula
K−1∑
n=0
cos kx =
sin Kx
2
cos (K−1)x
2
sin x
2
, (D.3)
we obtain
SK ≤ a0
sin
K
(M)
1 x
2
cos
(K
(M)
1 −1)x
2
sin x
2
.
In a similar way one can deduce a lower estimate for the partial sum. To this end, one
should run the iteration process from right to left, rather than from left to right. K
(m)
1
is the number after which all terms of the sequence are equal to aK+1 (i.e., vanish), and
K
(m)
2 ≤ K(m)1 is the number starting from which the terms of the sequence have equal values
up to the K
(m)
1 th term. D
(m)
K is defined as before except that the summation limits are
interchanged. If D
(m)
K ≥ 0, then the values of the terms with numbers from K(m)2 to K(m)1
decrease down to a
K
(m)
1 +1
= 0, and if D
(m)
K ≤ 0, they increase up to aK(m)2 −1. Then the value
of the partial sum does not increase. After a finite 2 number of iteration steps, we again
obtain formula (D.2) in which K
(m)
1 is replaced by K
(m)
2 and the estimate
SK ≥ a0
sin
K
(M)
2 x
2
cos
(K
(M)
2 −1)x
2
sin x
2
.
Combining the upper and lower estimates, we obtain
|SK | ≤ |a0|| sin x
2
| .
Note that the estimate of the partial sum does not depend on K. This yields estimate (44)
for the sum of the whole series.
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