Introduction
After the work of V. G. Kac ([Ka] ), it became clear that the structure theory of Kac-Moody algebras and the algebro-geometric study of varieties of representations are valuable tools for the study of representations of quivers. This insight was even strengthened by C. M. Ringel's Hall algebra approach to quantum groups ( [Ri2] ).
The aim of this paper is to develop an algebraic tool, namely the monoid structure on families of quiver representations as stated in the title, which is directly related both to quantized Kac-Moody algebras, and to geometric properties of varieties of representations. Although this new structure is far from being understood in detail, it it easily accessible to explicit calculations, and it produces a lot of interesting new examples for natural families of quiver representations.
The motivation for the definition of this structure comes from the paper [Re] , where the author defined a monoid structure on representations of Dynkin quivers given by so-called generic extensions. This structure turned out to be interesting for two reasons: on the one hand, it provides a computational tool for controlling extensions of two given representations. On the other hand, this monoid of generic extensions relates to quantum groups: its monoid ring is isomorphic to a degenerate version of the quantized enveloping algebra (see [KT] ) corresponding to the quiver.
For these reasons, it was desirable to extend this monoid construction to arbitrary quivers. The main obstacle is the non-existence of generic extensions for non-Dynkin quivers. Intuitively, one gets the idea to extend not only individual representations, but whole families of them to overcome this obstacle.
In the present paper, this idea is made precise: we define a monoid structure on irreducible, closed subvarieties of the varieties of representations of an arbitrary quiver without cycles by taking a 'variety of extensions' as their product. For Dynkin quivers, this notion coincides with the one used in [Re] .
To retain the relation to quantum groups, it is neccessary to consider the submonoid generated by simple representations. This is motivated by an analogous method in Hall algebra theory (see [Ri2] ), where the so-called composition algebra (the subalgebra of the Hall algebra generated by the simple representations) is isomorpic to a quantized Kac-Moody algebra by [Gr] .
In fact, the monoid ring of this submonoid turns out to be a factor of a degenerate quantized Kac-Moody algebra. But in contrast to the Dynkin case, it seems to be a proper factor in general. This is a rather surprising fact, which remains to be understood.
But this submonoid, called the composition monoid, is also interesting for other reasons. Its elements correspond to families of quiver representations posessing a composition series with prescribed factors in prescribed order.
Although such families are a very natural object, it seems that they were never considered before. The composition monoid thus provides an algebraic tool for their study: relations in this monoid yield a wealth of information on identities, inclusions, etc. of these families.
Due to these results, the original use of the monoid of generic extensions and its generalizations is complemented by its role in the study of the geometry of quiver representations. An interesting interaction of algebraic and geometric methods evolves: on the one hand, the extension monoid and the composition monoid provide a rich source of examples of natural families of quiver representations, and they allow some of their geometric properties to be controlled.
On the other hand, geometric results, especially the generic properties of representations as studied in [Sc] , translate into algebraic facts shading light on the quite mysterious nature of the composition monoid. This paper is organized as follows:
In section 2, we develop some tools which allow us to define the extension monoid (Definition 2.4). We show that it coincides with the monoid of generic extensions for Dynkin quivers and give some basic examples. Under the assumption of zero characteristic of the ground field, we develop a formula for the behaviour of the dimension of a 'family' of representations under the product structure (Proposition 2.5, Corollary 2.6), generalizing a result of A. Schofield from [Sc] . This formula and its complements (Theorem 2.7, Proposition 2.8) are the main tools for the more detailed study in section 5.
In section 3, we define the composition monoid (Definition 3.1). We analyse its elements, the varieties of representations posessing a composition series of prescribed type, giving a description in terms of matrices (Lemma 3.4), a dimension estimate (Theorem 3.5), and a criterion for inclusions of such families (Lemma 3.7). Various examples of their behaviour are described.
The main result of section 4 is the existence of a surjective comparison map (Proposition 4.3) between a degenerate version of a quantized Kac-Moody algebra (Lemma 4.2) and the monoid ring of the composition monoid. The surprising differences between the Dynkin case and the general case are discussed (Theorem 4.4).
Section 5 presents a more detailed study of the structure of the composition monoid. We show how the dimension formulae of section 2 and results from [Sc] provide us with a wealth of relations holding in this monoid (Proposition 5.2). Several explicit types of relations are developed (Corollaries 5.4, 5.5, 5.6) . Finally, we develop a 'partial normal form' for elements of the composition monoid (Theorem 5.8), using tools from the geometric study of quiver representations like Schur roots and the generic decomposition of a dimension vector.
This work was done while the author participated in the TMR network 'Algebraic Lie Representations' (TMR ERB FMRX-CT97-0100).
I would like to thank K. Bongartz, C. M. Ringel, A. Schofield and A. Zelevinsky for interesting discussions concerning this paper.
A monoid structure on families of quiver representations
For all standard notations and results in the representation theory of quivers and in quantum group theory, we refer the reader to the books [Ri1] , [Lu] , and to [Ka] , [Sc] for geometric aspects.
Let Q be a finite quiver without oriented cycles. We denote its set of vertices by I. The free abelian group ZI generated by coordinate vectors σ i for i ∈ I carries a non-symmetric inner product, the Euler form of Q, which is defined by
Here and in the following, the sum i→j is meant to run over all arrows in Q.
Let k be an algebraically closed field of characteristic 0. For d ∈ NI, we denote by
the affine k-variety of k-representations of Q of dimension vector d. In the following, we will always identify k-points M = (M α ) α of R d with the corresponding representations of Q. The variety R d is acted upon by the connected reductive algebraic group
tα ) α , where for an arrow α in Q from i to j, we denote by tα and hα its tail and head, respectively.
Note that, by definition, we have A * B = { X ∈ R d+e : there exists an exact sequence 
where M = (M α ) α and N = (N α ) α belong to R d and R e , respectively, and ζ α belongs to k dtα×e hα for all arrows α. Via the obvious projection p : Z d,e → R d × R e , the variety Z d,e becomes a trivial vector bundle of rank i→j d i e j over R d × R e . Furthermore, the group action of G d+e on R d+e induces a morphism m : G d+e × Z d,e → R d+e . Thus, we have the following diagram of varieties and morphisms:
By definition of an extension between representations, we have:
Thus, A * B is nothing else than the G d+e -saturation of p −1 (A × B). It follows that A * B is always G d+e -stable.
Since p is a trivial bundle, this also proves that A * B is irreducible, provided A and B are so. To prove that A * B is closed, we just have to note that p −1 (A× B) is closed in R d+e , and that it is stable under the induced action of the parabolic
Proof: Both terms in the above equation are easily seen to equal the set of all representations X ∈ R d+e+f posessing a filtration Note that M(Q) is naturally NI-graded by setting
Examples: 
where M * N denotes the so-called generic extension of M by N , i.e. the unique (up to isomorphism) extension X of M by N with minimal kdimension of its endomorphism ring End kQ (X).
In this case, the monoid M(Q) was related in [Re] to degenerate forms of quantized enveloping algebras. In fact, the definition 2.4 arose from the wish to generalize the methods of [Re] to arbitrary quivers.
2. Assume that Q is the simplest non-Dynkin quiver, namely the Kronecker quiver 1 → → 2. The varieties R σ1 amd R σ2 consist of a single point, and we have R σ2 * R σ1 = {0} ⊂ R σ1+σ2 and R σ1 * R σ2 = R σ1+σ2 .
But the variety R σ1+σ2 is the union of a P 1 (k)-family of orbit closures intersecting in the single point 0 corresponding to the semisimple representation:
where in the representation M λ , the arrows are represented by λ 1 , λ 2 , respectively, for λ = (λ 1 : λ 2 ) in homogeneous coordinates.
This shows that the concept of generic extensions cannot be generalized to non-Dynkin quivers. Instead, we have to replace individual representations by 'families' of representations, a notion which we formalize by considering irreducible, closed, G d -stable subvarieties of the R d .
3. Continuing the above example, it is easily seen that
The first two elements can be realized as products of other elements of M(Q) as shown above, which is obviously not possible for the O M λ . This shows that even to write down a set of generators for M(Q) will be difficult in general.
It is an interesting problem to retrieve geometric information on A * B from the geometry of A and B. As a first result in this direction, we will now develop a formula for the dimension of A * B. It will be the main tool needed in section 5.
Given subvarieties
which is well defined since the function (A, B) → dim Hom kQ (B, A) is upper semicontinuous on R d × R e by [Bo] . We also define
To make the formula easier to read, we will formulate it in terms of the codimension
Proposition 2.5 Given A and B as above, we have
where r ∈ N is such that 0 ≤ r ≤ hom(B, A).
Remark: Using the notations to be developed in the proof of this proposition, we give a precise formula for r in Corollary 2.6. The formula is difficult to handle in general; several special cases where r (and hom(B, A)) can be computed explicitely are listed in Theorem 2.7.
Proof: The main idea of the proof is to generalize the methods of A. Schofield in [Sc] , who considers the special case A = R d , B = R e . But instead of passing to a scheme-theoretic viewpoint as in [Sc] , we use the concept of generic smoothness, as suggested by K. Bongartz.
Recall the notations of the proof of Lemma 2.2. We start by choosing subvarieties A ′ ⊂ A, B ′ ⊂ B which are smooth, open, and stable under the corresponding group actions. Consider the subvariety
By the triviality of p, the variety G d+e × Z ′ is irreducible, smooth, and open
By the theorem on generic smoothness (see [Ha] , III, 10.7), there exists an open subvariety V ⊂ A * B, such that
is a smooth morphism. (Note that at this point, we need the standing assumption char k = 0.) We can also assume this smooth subset V to be G d+e -stable, since m is G d+e -equivariant for the actions on G d+e × Z ′ and A * B given by left multiplication on the left factor and by the natural action, respectively. It
On the other hand, by the upper semicontinuity of the function (A,
Again by the triviality of p, the inverse image
But since Z ′ is irreducible, the open subsets U and U ′ have non-zero intersection; we choose a point
By ( [Ha] , III, 10.4), the differential
between the Zariski tangent spaces is surjective since m ′ is smooth in the point (1, z). We have to compute dm (1,z) .
First, we will view the tangent spaces T A A and T B B as affine subspaces of the vector spaces R d and R e , respectively. The tangent space T (1,z) (G d+e × U ) can thus be viewed as the affine subspace
, where g denotes the Lie algebra of G d+e .
To compute dm (1,z) , we make a calculation using k[ǫ]/(ǫ 2 )-valued points:
(In this and the following formulae, the multiplication of I-tuples is component-wise multiplication of matrices). We compute the kernel of dm (1,z) :
we can calculate:
We see that we have a projection
given by
We have
But the map x 1 → Bx 1 − x 1 B is just the differential of the map
analogously for x 4 → Ax 4 − x 4 A), thus the two conditions in the description of Ker F are automatically fulfilled.
This means that Ker F ≃ p, the Lie algebra of the parabolic P d,e ⊂ G d+e . Furthermore, we can now identify the image of F as
We define r := dim Im F . Putting everything together, we can calculate:
(by the surjectivity of dm (1,z) )
(by the description of Ker F and Im F )
(by the properties of p)
(using again the above formula).
This proves the proposition. 2 Using the definition of r and following the construction of the special point z in the proof, we get: 
Corollary 2.6 Under the assumptions of Proposition 2.5, we have
Let us record some special cases where r can be computed.
Theorem 2.7 Under the assumptions of Proposition 2.5, we have:
If hom(B, A) = 0, equality holds.
codim A * B ≤ codim A + codim B + ext(B, A).
If ext(A, B) = 0, or A = R d and B = R e , equality holds.
Proof: The inequality of the first part follows immediately from Proposition 2.5 using r ≥ 0. If hom(B, A) = 0, then Hom kQ (B, A) = 0 for a tuple (A, B, ζ) as in Corollary 2.6. So, the explicit formula for r yields r = 0.
The inequality of the second part follows immediately from Proposition 2.5 using r ≤ hom(B, A). If ext(A, B) = 0, we can assume additionally that Ext 1 kQ (A, B) = 0 for a special tuple (A, B, ζ) as in Corollary 2.6. But this means that we can also assume ζ = 0. Thus, the condition on f in the formula for r becomes void, yielding r = hom(B, A).
The same happens in the case A = R d , B = R e , since then, the tangent spaces
2 Remarks:
1. The second part of Theorem 2.7 immediately implies:
which is Theorem 3.3 of [Sc] .
This last result was generalized by W. Crawley-Boevey to the case of arbitrary characteristic of the ground field in [CB] . One can expect a similar generalization to hold here.
2. It would be interesting to have a similar formula for the 'generic number of parameters' of A * B, i.e. of dim A * B − max{dim O X : X ∈ A * B} in terms of those for A and B. However, this seems to be a difficult problem.
Since the dimension formulae make essential use of the values ext(B, A), we add a formula which allows their inductive calculation in special cases. We thus have an induced exact sequence
since the category of representations of a quiver has global dimension at most one. From this sequence, we get the desired estimate
Now assume that hom(A, B) = 0 (resp. ext(B, C) = 0). Then we can assume additionally that Hom(A, B) = 0 (resp. Ext 1 (B, C) = 0). In both cases, we can assume ∂ to be the zero map, thus equality holds in the above estimate. 2
The composition monoid
As the last example following Definition 2.4 already indicates, the extension monoid M(Q) seems to be 'too big' to allow for a reasonable understanding of its algebraic structure. Therefore, we will now consider a reasonable submonoid, namely the one generated by the varieties R σi for i ∈ I. Note that R σi is just the orbit of the simple representation E i of Q corresponding to the vertex i.
This restriction is also motivated by the analogy of M(Q) to quantized enveloping algebras and Hall algebras (which will be explained in detail in section 4). In this context, one usually considers the subalgebra of the Hall algebra (the composition algebra, see [Ri2] ) which is generated by the isomorphism classes of simple representations. It is isomorphic to the quantized enveloping algebra of the Kac-Moody algebra corresponding to Q by [Gr] , whereas the Hall algebra itself is the quantized enveloping algebra of some rather mysterious Borcherds algebra by [SV] .
Definition 3.1 The submonoid of M(Q) generated by the R σi for i ∈ I is called the composition monoid of Q and is denoted by C(Q).
Obviously, C(Q) inherits the NI-grading from M(Q).
Let Ω be the set of finite words in the alphabet I, which is NI-graded by defining the degree of the word (i) of length one as σ i for i ∈ I. We denote the degree of an arbitrary word ω ∈ Ω by |ω| ∈ NI.
Trivially, we have a surjective map of (graded) monoids
But this map is never an isomorphism. This will be proved in the next section; for the moment, let us only write down some simple relations between the R σi which can be verified directly.
Lemma 3.2 The following relations hold in C(Q):

If there is no arrow between i and j, then
R σi * R σj = R σi+σj = R σj * R σi .
If there is exactly one arrow from i to j, then
Thus, it becomes neccessary to understand the kernel of the map π. Some results in this direction will be the content of section 5.
We denote the image of a word ω ∈ Ω under the map π by E ω . We will now discuss the structure of the subvarieties E ω ⊂ R |ω| .
From the definition of the multiplication * and the fact that R σi consists of the single orbit O Ei , the next result follows immediately.
Lemma 3.3 For a word ω = (i 1 . . . i s ) ∈ Ω, the irreducible, closed, G |ω| -stable subvariety E ω of R |ω| consists of those representations X of Q which admit a composition series of type ω, i.e. a filtration
Remark: This description makes it even more important to know the kernel of π, since we now know that this provides interesting information on the existence of composition series of prescribed type.
We can also describe the varieties E ω in terms of matrices, as follows:
Given a word ω = (i 1 . . . i s ), we define a function v : {1, . . . , s} → N as follows:
In other words: each i appears at position k for the v(k)-th time, reading ω from right to left.
Lemma 3.4 The variety E ω consists of all representations of Q which are conjugate to a representation X satisfying the following:
for all α ∈ Q 1 and 1 ≤ k < l ≤ s such that i k = t(α), i l = s(α), we have
Proof: Recall from Lemma 2.2 that A * B is the saturation of p −1 (A × B) under the natural group action. Applying this fact repeatedly, we see that E ω = R σi 1 * . . . * R σi s is the G |ω| -saturation of the set of all representations X in R |ω| of the form
Now we note that the formats of the matrices representing E i are given by
Simplifying the above shape of X using this information, we arrive easily at the description of X as in the statement of the lemma. From the above description of the subvarieties E ω , it is clear that they are a very natural object to study when considering the geometry of quiver representations. As a first step, we give an estimate for their (co-)dimension using Theorem 2.7.
Proof: Repeatedly applying the inequality of the first part of Theorem 2.7, we get:
where we could drop the assumption i k = i l from the second sum since there are no loops in Q. 2
Remark: Surprisingly, this simple estimate is in fact an equality in a lot of examples. It would be important to know a sufficiently general class of words where equality could be proved.
Now we discuss inclusions and intersections of the varieties E ω .
We choose a total ordering on I such that the existence of an arrow from i to j implies i < j (note that this is possible since Q has no oriented cycles). This order is extended to a partial ordering on each Ω d for d ∈ NI by the following definition.
such that for all k = 1 . . . t, there exist words ω l , ω r ∈ Ω and vertices i < j in I such that
With this definition, we have:
Proof: Choose a sequence of words ω = ω 0 , ω 1 , . . . , ω t = ω ′ as in the definition. Then, for all k = 1 . . . t, we have:
where the inclusion is obvious: since i < j, there is no arrow from j to i, so R σj * R σi = {0} ⊂ R σi+σj . 2 The converse statement does not hold, as can already be seen in simple examples.
Examples:
1. If i < j, and there is no arrow between i and j, then
2. A more interesting example is the following: suppose there is a single arrow from i to j. Then, using Lemma 3.2, we have
Nevertheless, we can ask whether the following partial converse to Lemma 3.7 holds:
Question: Suppose E ω ⊃ E ω ′ . Does it then follow that there exist words ω, ω
Turning to intersections of the E ω , we construct an example where E ω ∩ E ω ′ is not of the form E ω ′′ .
Example: Consider the quiver
We order the vertices by i < j < k and consider the dimension vector d =
A representation of Q of dimension vector d is given by a tuple (v 1 , v 2 , φ 1 , φ 2 ), where
. We represent such a tuple as a pair of 2 × 2-matrices
Using e.g. Lemma 3.4, it is easily verified that
and
Thus, we have a strict inclusion E (jijk) ∩ E (ijkj) ⊃ E (jikj) , finishing the example.
The ascending chain of closed subvarieties 
1. If Q is a Dynkin quiver, then we will see in the next section that S d is precisely the open orbit, so we always have a geometric quotient consisting of a single point.
2. If Q is the Kronecker quiver, then S σ1+σ2 /G σ1+σ2 ≃ P 1 (k) and
but the latter is not a geometric quotient, since the fibre of the quotient map above the diagonal consists of two orbits, corresponding to a fourdimensional indecomposable representation and a direct sum of two copies of a two-dimensional indecomposable representation.
3. If Q is the quiver i → → j → → k, then, in the notations of the example above, we have
Definition 4.1 Let U + (Q) be the Q[q]-algebra with generators E i for i ∈ I and relations
if there is no arrow from j to i, and n is the number of arrows from i to j.
This algebra is NI-graded by defining the degree |E i | of the generator E i as σ i ∈ NI. This is possible, since the defining relations above are obviously homogeneous for this grading.
We consider three variants of this algebra:
First, we view the function field
, together with the twisted multiplication x * y := v |x|,|y| x · y for homogeneous elements x, y. If we apply this twist to the defining relations of U + (Q), we see that U + v (Q) is defined by the relations
where n denotes the number of arrows between i and j, and E (n) i denotes the usual quantized divided powers. By ( [Lu] , 33.1.4), these are precisely the defining relations of the quantized enveloping algebra of the Kac-Moody algebra of the unoriented diagram corresponding to Q.
Next, we can specialize the variable q to any prime power to obtain Q-algebras U + q (Q). Combining [Ri2] and [Gr] , these algebras are precisely the Hall algebras H(F q Q) of the quiver Q over the finite fields F q with q elements.
Finally, we can specialize the variable q to 0 to obtain the Q-algebra U + 0 (Q). 
Proof:
We have to consider the constant term of the polynomial
appearing in the defining relations for U + (Q). By definition, the constant term of p+p ′ p always equals 1. Thus, the only non-zero constant terms appear for p ′ (resp. p) equal to 0 or 1. In this case we arrive immediately at the claimed relations in U + 0 (Q).
2 Borrowing a result from the next section, we get the promised relation between quantized enveloping algebras and the composition monoid:
The assignment E i → R σi for i ∈ I extends uniquely to a surjective homomorphism of Q-algebras
where QC(Q) denotes the monoid ring of the monoid C(Q).
Proof: By Corollary 5.4, the defining relations of U + 0 (Q) also hold in C(Q). Thus, η is a well-defined homomorphism of Q-algebras. It is surjective since C(Q) is generated by the R σi for i ∈ I by definition.
2 Once this is known, it is reasonable trying to understand C(Q) by studying the comparison map η, since this possibly allows for application of quantum group techniques. A basic result in this direction is the following: Proof: Assume that Q is of Dynkin type. From the first example following Definition 2.4, we know that M(Q) is isomorphic to the monoid of generic extensions of [Re] . The composition of the comparison map η and the natural inclusion QC(Q) ⊂ QM(Q) maps the generator E i to the orbit of the simple representation E i . But this map is shown to be an algebra isomorphism in ( [Re] , Theorem 4.2). Thus, both η and the inclusion are actually isomorphisms themselves.
2 It is reasonable to assume that Dynkin quivers are in fact the only quivers where η is an isomorphism. This is motivated by the following example:
Example: Let Q be the Kronecker quiver. By Corollary 5.5, we have
, since the defining relations are of degree 3σ 1 + σ 2 and σ 1 + 3σ 2 , respectively.
In fact, one can expect this example to generalize to arbitrary extended Dynkin quivers. But then, it already generalizes to arbitrary non-Dynkin quivers, since we can always find a subquiver of extended Dynkin type.
5 The structure of the monoid C(Q)
In this section, we take a closer look at the relations holding in C(Q). We will mainly use Theorem 2.7 and the notions hom(R d , R e ), ext(R d , R e ).
Recall the total ordering on I from section 3. Without loss of generality, we can thus assume I = {1, . . . , n} with the natural ordering. Using this notation, it is easy to see that all varieties R d belong to C(Q):
Once this is known, the first remark following Theorem 2.7 becomes important for our study since it produces a wealth of relations in C(Q). For this reason, we record this observation as a separate proposition.
Proposition 5.2 The following relations hold in C(Q):
To use this proposition, it is neccessary to have a precise criterion for the vanishing of ext(e, d) . Fortunately, such a criterion is provided by A. Schofield's work, although it is difficult to handle in practice due to its recursive nature:
Theorem 5.3 ( [Sc] , Theorem 5.4) For d, e ∈ NI, the following statements are equivalent:
Nevertheless, we can apply this result in several special cases. We note two such cases which were used in the previous section to establish the relation of C(Q) to quantum groups.
Corollary 5.4
The following relations hold in C(Q):
Proof: To prove the first relation, let i, j ∈ I be as above and define d = nσ i + σ j , e = σ i . We apply the second condition of Theorem 5. for all m, n ∈ N. By Proposition 5.2, we are done. 2 The role of Proposition 5.2 is quite ambivalent: on the one hand, we have potentially a big number of relations in C(Q). On the other hand, this abundance is difficult to control: several examples show that most of the relations of the given kind are redundant, i.e. they already follow from relations of smaller degree as in the next example.
Example: Let Q be the quiver with two vertices i < j and three arrows from i to j. Using Theorem 5.3, one can see by a direct calculation that ext(2σ i + 3σ j , 3σ i +σ j ) = 0. But the corresponding relation R 3σi+σj * R 2σi+3σj = R 5σi+4σj can already be seen using only the relations of Corollary 5.4:
To see how Proposition 5.2 and Theorem 5.3 can be used in calculations, let us analyse the case d = σ i + kσ j for 1 ≤ k ≤ n and e = xσ i + yσ j , where n is the number of arrows from i to j, assuming there is no arrow from j to i. Using both the proposition and the theorem, we see that
′ ) = 0, using the proposition again. We have to distinguish two cases, namely d ′ being of the form lσ j or σ i + lσ j for 0 ≤ l ≤ k. In the first case, the theorem yields
which is only fulfilled in case l = 0 due to the assumption k ≤ n. For the second case, we get
which is fulfilled for all l = 0 . . . k. Thus, we have
This last condition is computed to
We arrive at two cases: if nx ≤ y, the above condition is obviously fulfilled, thus we get the relations
but all these relations are easily seen to follow from
The other case is more interesting: if nx > y, we have the extra condition x ≥ (nx − y)k. These inequalities are easily reformulated as
Such an y can only be found in case x ≥ k, so we get the following new relations:
Now we come back to the general analysis of the structure of C(Q).
Recall that a dimension vector d ∈ NI is called a Schur root if there exists a representation X ∈ R d such that End kQ (X) ≃ k. The Schur roots play a prominent role in the study of generic properties of the varieties R d .
Define the generic decomposition of a dimension vector d to be the unique (unordered) tuple (d 1 , . . . , d s ) of dimension vectors such that representations of the form 
This criterion has an immediate application to the structure of C(Q). 
2 Question: Is the canonical decomposition already characterized by this algebraic property?
As a more important application of the notion of a Schur root to the structure of C(Q), we will now derive a 'partial normal form' for its elements. If this is not possible, the desired normal form is already reached and we are done. Let f 1 , . . . , f t be the generic decomposition of the dimension vector d k + d k+1 . By Proposition 5.2 and Lemma 5.7, we have:
Thus, we can replace the tuple d * by 
To estimate the summands on the right hand side, we first apply Proposition 2.8 to A = R dp , B = R d k , C = R d k+1 for p = 1 . . . k − 1. This yields
Next, we apply the same proposition repeatedly to A = R dp , B = R fq , C = R f q ′ . Since all ext(f q , f q ′ ) for q = q ′ vanish (by the properties of the generic decomposition), we get the equality The same works for the second summand by duality. Moreover, ext(d k , d k+1 ) is non-zero by assumption. The desired inequality N ( d * ) < N (d * ) is proved and we are done.
2 Remark: The above theorem gives only a 'partial normal form' in at least two respects: first, in case ext(d k , d k+1 ) = 0 = ext(d k , d k+1 ), the elements R d k and R d k+1 commute, and there is no obvious choice for their ordering in a normal form. Second, and more important, we only use the relations provided by Proposition 5.2 to obtain this normal form. But it is by no means clear in which cases these relations suffice to present C(Q).
Nevertheless, everything can be made to work in the Dynkin case: in this case, we can choose an ordering on the finite set of positive roots d 1 , . . . , d s (which are automatically Schur roots) such that ext(d k , k l ) vanishes for k ≤ l (since the category of representations is directed). Using this notation, C(Q) coincides with the set of products R * a1 d1 * . . . * R * as ds for arbitrary a 1 , . . . , a s ∈ N. This follows easily from Theorem 4.4.
Completing our present discussion of the structure of C(Q), we end this section with the following questions:
