ABSTRACT A Petri net based framework is proposed for automatic high level video event description, recognition and reasoning purposes. In comparison with the existing approaches reported in the literature, our work is characterized with a number of novel features: (i) the high level video event modeling and recognition based on Petri net are fully automatic, which are not only capable of covering single video events but also multiple ones without limit; (ii) more variations of event paths can be found and modeled using the proposed algorithms; (iii) the recognition results are more accurate based on automatic built high level event models. Experimental results show that the proposed method outperforms the existing benchmark in terms of recognition precision and recall. Additional advantages can be achieved such that hidden variations of events hardly identified by humans can also be recognized.
I. INTRODUCTION
With the rapid development of artificial intelligence [1] , [2] , computerized video content analysis is moving towards high level semantics based approaches, where video event recognition and reasoning remain to be one of the actively researched topics over the past decades. To narrow the gap between low level visual features and high level semantics, existed methods focus on two levels of video event analysis. The low level is to recognize atomic actions. Researches on this area are often key-frame based. Global and local features are extracted from those key frames and semantic concept classifiers are applied to capture crucial patterns for event recognition. There are many ways to extract low level features which have been successfully applied in many areas [3] - [5] . Hasan and Roy-Chowdhury [6] propose a framework for continuous activity learning using deep hybrid feature models and active learning. Samanta and Chanda [7] use threedimensional facet model to detect and describe space time interest points in videos. Those methods can extract low level
The associate editor coordinating the review of this manuscript and approving it for publication was Huimin Lu. semantics for action recognition and event analysis based on key actions or scenes. They give no or less consideration about temporal and logical relations among actions when they are used to classify events. Some improvement researches are done. Wang et al. [8] propose a new motion feature to compute the relative motion between visual words and present approaches to select informative features. Cui et al. [9] propose a novel unsupervised approach for mining categories from action video sequences. They use pixel prototypes quantized by spatially distributed dynamic pixels to represent video data structuration. Abbasnejad et al. [10] present a model based on the combination of semantic and temporal features extracted from video frames. The model is able to detect the events with unknown starting and ending locations.
The work in this paper focuses on the high level of video event recognition. The high level is conducted on the results of the low level to recognize events with complex action sequences. Veeraraghavan and Papanikolopoulos [11] present semi supervised event learning algorithms. The models of events are represented as stochastic context-free grammars. Kitani et al. [12] create a hierarchical Bayesian network by combining stochastic context-free grammar and Bayesian network. They apply the network on action sequences via deleted interpolation to recognize events. Shet et al. [13] use Prolog based reasoning engine to recognize events from log of primitive actions and predefined rules. Song et al. [14] present a multi-modal Markov Logic framework for recognizing complex events. Liu et al. [15] present an interval-based Bayesian generative network approach to model complex activities. The approach constructs probabilistic interval-based networks with temporal dependencies in complex activity recognition. Song et al. [16] present a framework for high-level activity analysis. It consists of multi-temporal analysis, multi-temporal perception layers, and late fusion. The method can handle temporal diversity of high-level activities. Nawaz et al. [17] propose a framework for predictive and proactive complex event reasoning. It processes, integrates, and provides reasoning over complex events using the logical and probabilistic reasoning approaches. Skarlatidis et al. [18] present a system for recognizing human activity given a symbolic representation of video content. They use a dialect of the Event Calculus for probabilistic reasoning. Cavaliere et al. [19] employ semantic web technologies to encode video tracking and classification data into ontological statements. It allows the generation of a high-level description of the scenario through activity detection. By semantic reasoning, the system is able to connect the simple activities into more complex activities. Azorin-Lopez et al. [20] propose a predictive method based on a simple representation of trajectories of a person in the scene. It allows a high level understanding of the global human behavior. Their method does not need predefined models and rules to evaluate behaviors.
Since Castel et al. [21] introduce Petri nets for high level representation of image sequences, Petri nets and its variations are widely used in modeling video events for their detection and recognition. Petri net is a powerful event model tool that supports the representation of high level events. While places denote different states of objects inside videos, transitions represent switches of states that are usually caused by primitive actions performed by the tracked objects. When such a model is used to recognize an event, each tracked object will be modeled as a token moving in the Petri net model according to its action sequence. If any token reaches the end place of the event model, the event is claimed to have happened. During the tracking process, event reasoning can be done to predict which event has the biggest possibility to happen.
Albanese et al. [22] propose an extended Probabilistic Petri Nets. They present the PPN-MPS algorithm to find the minimal sub-videos that contain a given activity with a probability above a certain threshold. Ghanem et al. [23] and Ghanem [24] address the advantages of using Petri nets for event recognition. They propose a framework which provides a graphical user interface for user to define objects and primitive events. Then it expresses composite events using logical, temporal and spatial relations. Lavee et al. [25] propose the Particle Filter Petri Net to model and recognize activities in videos. They also propose a method to transform semantic descriptions of events in formal ontology languages to Petri net event models [26] . The surveillance event recognition framework they proposed uses a single Petri net for recognition of event occurrences in video. It allows modeling of events having variances in duration and predicting future events probabilistically [27] . Borzin et al. [28] present video event interpretation approach using GSPN. Through adding marking analysis into a GSPN model, their methods provide better scene understanding and next marking state prediction using historic data. Ghrab et al. [29] present an approach to automatically detect abnormal high-level events in a parking lot. A Petri net model is used to describe and recognize high-level events or scenarios that incorporate simple events with temporal and spatial relations. Hamidun et al. [30] translate the event sequence in the crossing scenario to the PN model. The combined effects of spatial and temporal information are analyzed using the steady state analysis built in the model. They point out that modeling with Petri Nets also allows the development of model in hierarchical structure. Szwed [31] , [32] proposes Fuzzy Semantic Petri Nets (FSPN) as a tool aimed at solving video event modeling and recognition problems. Linear Temporal Logic is used as a language for events specification and FSPN is used as a tool for recognition. SanMiguel and Martínez [33] use Petri nets in the long-term layer, which is in charge of detecting events with a temporal relation among their counterparts. They extend the basic PN structure to manage uncertainty obtained by the sub-events.
Existing researches focus on event recognitions, video event modeling is often ignored and remains as one of the unsolved research problems. Existing efforts are primarily limited to manual modeling approaches, including knowledge-based or rule-based schemes through semantics extractions. Although significant progress has been achieved, it is stated by many researchers [34] - [37] that automatic event modeling is still a challenge. In this paper, we introduce a high level video event modeling, recognition and reasoning approach based on Petri net to forward the existing state of the arts on Petri net based video event recognition, providing a pioneering framework for computerized high level video content interpretation, analysis and understanding. To this end, our main contribution can be highlighted as:
(i) We systematically propose a Petri net based high level video event description model, which can be expanded for describing any high level video event for video content analysis and semantics organization;
(ii) We present algorithms which can directly build up a video event model from the labeled video training dataset automatically without any intermediate entities such as ontology, etc.
(iii) More variations of event paths can be captured and the recognition results can be more accurate based on automatic built high level event models.
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The rest of the paper is organized as follows. Section 2 presents some concepts of the Petri net based video event modeling, in order to pave the way for our proposed work. Section 3 describes our proposed algorithms for high level video event modeling and recognition based on Petri net, and Section 4 reports the experimental results. Comparative analysis of the results is also included in this section to evaluate the performance of the proposed methods, and finally, a conclusion and proposals for future research are addressed in Section 5.
II. PETRI NET BASED VIDEO EVENT MODELING
Petri net is a directed graph constructed with four essential elements: place, transition, arc and token. While the first three elements are used to model the static structures, token is designed to reflect the dynamic states of a Petri net.
Definition 1(PN):
A Petri Net is a 5-tuple, PN = (P, T , F,W,M 0 ) where:
. . } is the initial marking; 6) P ∩ T = and P ∪ T = For a detailed Petri net introduction, we refer to [38] . Let the places representing possible states of tracked objects, the transitions representing possible primitive actions of tracked objects, and tokens standing for tracked objects, we can define a single event model(SE-Tree) as follows based on the concept of a classical Petri net.
Definition 2 (SE-Tree):
A PN is a SE-Tree if and only if: 1) There exists one and only one source place p 0 ∈ P, and ·p 0 = , and for ∀p ∈ P-{p 0 }, | · p| = 1; 2) P e ⊂ P is a finite set of end places. An end place denotes a final state of the object that conducted an event.
3) If p is an end place, |p · | ≥ 0; otherwise, |p · | ≥ 1; 4) For ∀t ∈ T , |t · | = 1 and | · t| = 1; Since there are many uncertainties inside an event, a SE-Tree often needs to model all its possible variations, and each of such variations is referred as an instance. To provide efficient and effective coverage of all the possible uncertainties, we introduce the concept of a path to describe the route of an event instance.
Definition 3 (Path): A Path, path =< p 0 , t 0 , p 1 ,. . . , t i , p i+1 . . . , t n1−1 , p n1 >, is a sequence of nodes, which connects the source place p 0 to one of the end place p n1 (p n1 ∈ P e ).
A SE-Tree modeling all paths of an event has a tree structure. We choose the tree structure other than net because there is less ambiguity and inaccuracy. For example, as shown in Fig. 1(a 25 , p 5 >, it will be misjudged that the specific event has happened in terms of net representation. But if the tree structure is used as shown in Fig. 1(b) , however, no path like path 3 could be included in the model. For the same reason, the loop structures are converted to sequence structures.
Based on the concept of SE-Tree as described above, a Petri net based multi event model is defined as follows.
Definition 4(ME-Tree): A PN is a ME-Tree if and only if: 1) Each p ∈ P has an attribute called par_event. The value of this attribute is the ids of all possible events that the place participated;
2) Each p ∈ P e has an attribute called end_event. The value of this attribute is the id of the most possible event that the place is the end place.
III. HIGH LEVEL VIDEO EVENT MODEL BUILDING
The process of high level video event model building is depicted in Fig. 2 .
To build a high level event model, a certain amount of video segments containing specific high level events should be prepared as the training dataset. Here we suppose that all objects and their primitive actions and states are recognized and target events are labeled. Our work focuses on the last two steps. The symbols used are explained in Table 1 .
A. SINGLE EVENT MODEL BUILDING
The places and transitions of SET k are created based on following rules.
Rule 1: A process of creation will be fired for f u in a video segment if and only if: representing o v will be moved from p i to p j , and the values of o v 's attributes of o v will be updated.
Rule 2: A place is marked as an end place in SET k if and only if the place is the final state of an object conducted e k .
In order to support the certainty reasoning of video event, the probability distribution over the places in an event model needs to be learned to estimate the likelihood of an event's occurrence. The number of tokens that once stay in each place and the number of tokens that fire each transition will be counted. If a place is marked as an end place, it will count the number of tokens who end in this place and which event each token ends. Specific values of those numbers are learned for generating the probability of the event's occurrence.
Based on the above rules, the algorithm for SE-Tree building can be described as follows.
The computational complexity of the algorithm for SE-Tree building depends on the number of frames in a video segment and the number of tracked objects conducting event e k in each frame. Given on i represents the number of objects conducting event e k in the ith frame of a video (i = 1, 2, . . . fm, fm is the number of frames in a video segment), the computational complexity of Algorithm 
, where fm j is the number of frames in the jth(j = 1, 2, . . . N ) video segment.
B. MULTI EVENT MODEL BUILDING
A ME-Tree can be built up by combining and refining several given single event models. Not all places in all SE-Trees are added to ME-Tree. Those duplicated places will be composed into one place to simplify the combined model. Let p' be the current place considered in SET k , p i is the corresponding place of p' in MET, a new place will only be created in MET according to the following rule.
Rule 3: A process of creation will be fired for MET if and only if:
(1) ∃t t ∈ T k ∧ t ∈ p , and
∧ FGP p j , label = FGP t , label Condition (1) considers if there is a transition which is an output transition of current place p'. If condition (1) is satisfied, for an output place of t', condition (2) checks if the corresponding place has already existed in MET that is derived from the same source place p i (p' in SET k is modeled as p i in MET). According to rule 3, those transitions connecting the same source and destination places will only be added to the multi event model once.
The algorithm for ME-Tree building is described as follows.
According to Algorithm 2, the ME-Tree will be simplified by eliminating those unnecessary nodes as soon as the number of events in the checking list of end_event is narrowed to a unique one.
The computational complexity of the algorithm for ME-Tree building depends on the number of SE-Trees and the number of places and transitions in each SE-Tree. Given tn i represents the number of transitions in the ith SE-Tree(i = 1, 2, . . . m, m is the number of SE-Trees, i.e. The number of events), the computational complexity of Algorithm 2 is O( m i=1 tn i ). Based on the numbers learned during single event modeling, the probabilities for event reasoning can be calculated as follows.
Algorithm 2 ME-Tree Building (Multi Events Modeling) Input: SET: A set of single event models, each of which models a single event. Output: MET: A ME-Tree Initialize empty P, T , P × T and T × P of MET Create a place p 0 as the source place and add it to P p = p 0 for each 
This information about event reasoning is added as attributes' values of places and transitions of a ME-Tree, which can be used to make predictions. 
C. VIDEO EVENT RECOGNITION AND REASONING
A marking is a distribution of tokens over places in a ME-Tree. A token in a ME-Tree denotes a tracked object. The events that tracked objects in a video segment have conducted or will conduct can be recognized by observing the distribution of tokens in the ME-Tree. The initial marking has no token. As soon as a tracked object appears in a video segment, a token will be added to the source place. This will change the marking. The marking will also be changed along with the moving of tokens. The firing of transitions will cause the moving of tokens. A transition is enabled if and only if there are tokens in the input place of the transition as defined in rule 4.
Rule 4: t ij is enabled if and only if
M (p i ) is the number of tokens stay in p i under marking M . G(t ij ) denotes the set of the guard functions on transition t ij for firing. Here, the main guard function for firing a transition is a state change caused by a primitive action of an object or a group of objects.
If a change of the vth object's state is detected in current frame, the transition will be fired. The token representing the vth object will be moved from p i to p j with the firing of t ij . After the firing of transition t ij , a new marking is generated according to rule 5.
Rule 5: t ij is fired for the vth object in the uh frame and the marking M is replaced by a new marking M ' produced according to Eq.(11) and (12) .
An instance of an event is happened if there is a token(an object) reached one of the end places.
The probabilities for event reasoning can be updated and deduced for each object in each frame. The algorithm for event recognition based on a ME-Tree can be described as follows. The computational complexity of the algorithm mainly depends on the number of frames in a video segment, the number of objects in each frame. Given on i represents the number of objects in the ith frame of a video(i = 1,2,. . . fm, fm is the number of frames in a video segment), the computational complexity of Algorithm 3 is O( fm i=1 on i ).
IV. EXPERIMENTAL RESULTS AND DISCUSSION
In this section, we report experimental results to demonstrate the performance of the proposed method. In order to compare our method with the existing research, we select the published work [27] using manual event model as the benchmark and the CAVIAR [39] dataset as one of our experimental dataset. The CAVIAR dataset contains 52 clips of videos of a shopping center in Lisbon. This set of sequences contains 1500 frames on average. The ground truth and labels are provided. Half of videos in a dataset are randomly chosen as the training dataset, and the other half are used as the test dataset.
A. RESULTS OF AUTOMATIC SINGLE EVENT MODEL BUILDING
Seven different contexts are considered here which are numbered and referred as given in Table 2 . The ground truth information, including context and situation information provided by the CAVIAR dataset, is used to build SE-Tree for each high level event, from which the context of each object is treated as a video event, and the situation information is used to define the contexts. Seven SE-Trees built for those events are shown in Fig. 3 .
B. RESULTS OF AUTOMATIC MULTI EVENTS MODEL BUILDING
After all the SE-Trees are built from the training dataset, algorithm for building ME-Tree will be called to create a ME-Tree for all events involved. The ME-Tree built up in VOLUME 7, 2019 this way is depicted in Fig. 4 . The source place and the end places are marked in Fig. 4 . The values of attribute PT ij of transitions are also labeled in Fig. 4 . Other details are described in Table 3 , which lists all the attributes of places. As mentioned in Definition 4, the value of the end_event attribute is the id of the most possible event that ends in the place.
Compared to the model depicted in [27] , our model captures more hidden variations of events. For example, there is no direct ''unknown'' to ''shop enter'' sequence for ''shop enter'' in the model presented in [27] , which is captured by our method. As a result, precision rates and recall rates for event recognition are both improved. The reason is that there is less manual intervention during the building process of event models using the proposed method, which can find some hidden variations of events that are often ignored by human.
As stated in Section 3.2, the complexity of ME-tree depends on two factors: the number of SE-Trees and the number of places and transitions in each SE-tree. A ME-Tree will combine and refine SE-Trees. If SE-Trees have similar or same paths or sub-paths, the ME-Tree will combine them. It will decrease the scale of the model. But under this circumstance, event recognition will be more difficult due to the often conflicts.
If SE-Trees contain many different paths from each other, the complexity of ME-tree will increase since there are few nodes can be combined. But event recognition will be much easier. If those paths have unique actions to distinguish themselves from others, then the rest nodes of those paths after the unique actions can be eliminated according to Algorithm 2, which can bring down the complexity of the model. However, if the unique actions appear at the end or near the end of the path, then there are not too many nodes left to be eliminated.
Another limitation of the proposed framework is that it only considers events that involve one object. But there are many events in reality that involve more than one object. To model this kind of event, extensions should be done on the proposed framework.
C. RESULTS OF VIDEO EVENT RECOGNITION BASED ON DIFFERENT MODELS
A token will be created and added to the ME-Tree for each tracked object. According to the firing rules described in section 3.3, tokens will be moved from places to places. An instance of an event is happened if there is a token reaches one of the end places. Fig. 5 shows the recognition results of our proposed methods applied to the test dataset.
As seen in Fig. 5 , there exist some false negatives and false positives, especially for ''browsing'' and ''windowshop''. The main reason is that they are similar events, which lead to similar sub-paths of the two events in the model. Actually, it is also very hard for human to distinguish the two events. When a conflict occurs, we choose the event with the largest probability according to our model building algorithm.
In order to compare to the results reported in [27] on the same test dataset, we conduct event recognition on the whole dataset(including training dataset and test dataset). Table 4 compares the recognition results of our proposed method to the results listed in [27] .
Since our model captures more event paths, there are improvements in terms of precision rates, recall rates, and the overall accuracy. The results of ''browsing'' and ''windowshop'' are also the worst due to the similar paths in the model. According to the experimental results, we can draw a conclusion that the more unique actions the events have, the more accuracy the results are. The reason is less similar paths will exist among those events in the model if each event has its own unique actions.
We also conduct a series of experiments to compare the sensitivity, specificity, and accuracy of Petri net based methods and non-Petri net based method [20] . The definitions of the three performance indicator can be found in [20] .
As shown in Table 5 , our method outperforms the other two methods, while both Petri net based methods outperform the non-Petri net based one. The main reason is the method in [20] uses a pattern recognition approach assigning an event for just a trajectory instead of a predefined, semantic model of event. Hence, the semantic gap between the input and the output could be very large.
V. CONCLUSION
A framework for high level video event modeling, recognition and reasoning is proposed in this paper to facilitate the video content analysis. Experimental results show that Petri net based model is a good choice for high level event modeling. The proposed method can capture variants of paths inside a high level event and achieve improved performances in comparison with the benchmark. The accuracy of event recognition is improved based on the proposed automatic model in comparison with that based on manual models.
With a simple extension of our method, it can be applied to build models of multiple high level events that involve more than one object. That is one of the future research directions. In addition, the proposed method provides an efficient tool for managing video content analysis and interpretation in terms of high level events, leading to potential applications for high level understanding of the video content by computers. How to apply the proposed method into those areas deserves further efforts.
