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Abstract
This paper presents a new UNIfied pre-trained
Language Model (UNILM) that can be fine-
tuned for both natural language understanding
and generation tasks. The model is pre-trained
using three types of language modeling ob-
jectives: unidirectional (both left-to-right and
right-to-left), bidirectional, and sequence-to-
sequence prediction. The unified modeling is
achieved by employing a shared Transformer
network and utilizing specific self-attention
masks to control what context the prediction
conditions on. We can fine-tune UNILM as
a unidirectional decoder, a bidirectional en-
coder, or a sequence-to-sequence model to
support various downstream natural language
understanding and generation tasks.
UNILM1 compares favorably with BERT on
the GLUE benchmark, and the SQuAD 2.0
and CoQA question answering tasks. More-
over, our model achieves new state-of-the-
art results on three natural language genera-
tion tasks, including improving the CNN/Dai-
lyMail abstractive summarization ROUGE-L
to 40.63 (2.16 absolute improvement), push-
ing the CoQA generative question answering
F1 score to 82.5 (37.1 absolute improvement),
and the SQuAD question generation BLEU-4
to 22.88 (6.50 absolute improvement).
1 Introduction
Language model (LM) pre-training has substan-
tially advanced the state of the art across a vari-
ety of natural language processing tasks (Dai and
Le, 2015; Peters et al., 2018; Howard and Ruder,
2018; Radford et al., 2018; Devlin et al., 2018;
Baevski et al., 2019). Pre-trained LMs learn con-
textualized text representations by predicting word
tokens based on their context. After pre-training
∗Equal contribution. † Contact person.
1The code and pre-trained model will be made publicly
available at http://github.com/xx/xx.
ELMo GPT BERT UNILM
Left-to-Right LM X X X
Right-to-Left LM X X
Bidirectional LM X X
Seq-to-Seq LM X
Table 1: Comparison between language model (LM)
pre-training objectives. Seq-to-Seq is short for
sequence-to-sequence.
on large amounts of text data, the model can be
fine-tuned to adapt to downstream tasks.
Different prediction tasks and training objec-
tives have been used for pre-training LMs of dif-
ferent types, as shown in Table 1. ELMo (Peters
et al., 2018) learns two unidirectional LMs based
on long short-term memory networks (Hochreiter
and Schmidhuber, 1997). A forward LM reads the
text from left to right, and a backward LM encodes
the text from right to left. GPT (Radford et al.,
2018) uses a left-to-right Transformer (Vaswani
et al., 2017) to predict a text sequence word-by-
word. In contrast, BERT (Devlin et al., 2018) em-
ploys a bidirectional Transformer encoder to fuse
both the left and the right context to predict the
masked words. Moreover, BERT can explicitly
model the relationship of a pair of texts, which
has shown to be beneficial to many pair-wise nat-
ural language understanding tasks, such as natu-
ral language inference. Although BERT signifi-
cantly improves the performance of a wide range
of natural language understanding tasks (Devlin
et al., 2018), its bidirectionality nature makes it
difficult to apply BERT to natural language gener-
ation tasks (Wang and Cho, 2019).
In this work, we propose a new UNIfied pre-
trained Language Model (UNILM) that can be ap-
plied to both natural language understanding and
generation tasks. UNILM is a deep Transformer
network, jointly pre-trained on large amounts of
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LM Objectives of
Unified Pre-training What Unified LM Learns Example Downstream Tasks
Transformer
with shared
parameters
for all LM
objectives
Bidirectional LM Bidirectional encoding GLUE benchmarkExtractive question answering
Unidirectional LM Unidirectional decoding Long text generation
Sequence-to-Sequence LM
Unidirectional decoding
conditioned on
bidirectional encoding
Abstractive summarization
Question generation
Generative question answering
Table 2: The unified LM is jointly pre-trained by multiple language modeling objectives, sharing the same pa-
rameters. We fine-tune and evaluate the pre-trained unified LM on various datasets, including both language
understanding and generation tasks.
text, optimized for three types of unsupervised
language modeling objectives as shown in Table 2.
In particular, we design a set of cloze tasks (Tay-
lor, 1953) for language models in Table 2, where
a masked word is predicted based on its context.
These cloze tasks differ in how the context is de-
fined. For a left-to-right unidirectional LM, the
context of the masked word to be predicted con-
sists of all the words on its left. For a right-to-left
unidirectional LM, the context consists of all the
words on the right. For a bidirectional LM, the
context consists of the words on both the right and
the left (Devlin et al., 2018). For a sequence-to-
sequence LM, the context of the to-be-predicted
word in the second (target) sequence consists of
all the words in the first (source) sequence and the
words on the its left in the target sequence.
Similar to BERT, the pre-trained UNILM can
be fine-tuned (with additional task-specific layers
if necessary) to adapt to various downstream tasks.
But unlike BERT which is used mainly for nat-
ural language understanding tasks, UNILM can
be configured, using different self-attention masks
which will be detailed in Section 2, to aggregate
context for different types of language models, and
thus can be used for both natural language under-
standing and generation tasks.
The proposed UNILM has three main advan-
tages. First, the unified pre-training procedure
leads to a single Transformer LM that uses the
shared parameters and architecture for different
types of LMs, alleviating the need of separately
training and hosting multiple LMs. Second, the
parameter sharing makes the learned text represen-
tations more general because they are jointly opti-
mized for different language modeling objectives
where context is utilized in different ways, miti-
gating overfitting to any single LM task. Third,
in addition to its application to natural language
understanding tasks, the use of UNILM as a
sequence-to-sequence LM, which will be detailed
in Section 2.3.3, makes it also a natural choice for
natural language generation tasks, such as abstrac-
tive summarization, and question generation.
We pre-trained UNILM on a large corpus, and
fine-tuned the pre-trained model on the tasks as
described in Table 2. Experimental results show
that our model, used as a bidirectional encoder,
compares favorably with BERT on the GLUE
benchmark and two extractive question answering
tasks (i.e., SQuAD 2.0 and CoQA). In addition,
we demonstrate the effectiveness of UNILM on
three natural language generation tasks, where it
is used as a sequence-to-sequence model, creat-
ing new state-of-the-art results on CNN/DailyMail
abstractive summarization, SQuAD question gen-
eration, and CoQA generative question answer-
ing. We also present text examples generated by
UNILM for a case study.
2 Unified Language Model Pre-training
UNILM is based on a multi-layer Transformer
network (Vaswani et al., 2017). Given an input
sequence x = x1 · · ·x|x|, the model obtains a con-
textualized vector representation for each token.
The input tokens are represented according to the
word, the position, and the text segment it belongs
to. Next, the input vectors are fed into a stack of
multi-layer Transformer blocks, which uses self-
attention to compute the text representations by
considering the whole input sequence.
As shown in Figure 1, the unified LM pre-
training optimizes the shared Transformer net-
work with respect to several unsupervised lan-
guage modeling objectives, namely, unidirectional
LM, bidirectional LM, and sequence-to-sequence
LM. In order to control the access to the context
of the word token to be predicted, we employ dif-
x1 x2 x3 x4 x5
Transformer
Transformer
Transformer
Position Embedding
Token Embedding
Segment Embedding
Transformer Block 1
Transformer Block 2
Transformer Block L
...
h1 h2 h3 h4 h5
Transformer
Transformer
Transformer
SOS S1 EOS S2 EOS
SOS S1 S1 S1 EOS
SOS S1 EOS S2 EOS
Unified LM with 
Shared Parameters
Self-attention Masks
Segment 1 Segment 2
Segment 1 Segment 2
Segment 1
Left-to-Right LM
S1&S2: attend to all tokens
S1: attend to left context
S1: attend to S1 tokens
S2: attend to left context
S1
S2
S1 S2
S1
S2
S1 S2
Allow to attend
Prevent from attending
Figure 1: Overview of unified LM pre-training. The model parameters are shared across the LM objectives (i.e.,
bidirectional LM, unidirectional LM, and sequence-to-sequence LM). We use different self-attention masks to
control the access to context for each word token. The right-to-left LM is similar to the left-to-right one, which is
omitted in the figure for brevity.
ferent masks for self-attention. In other words, we
use masking to control how much context the to-
ken should attend to when computing its contextu-
alized representation. Once the unified LM is pre-
trained, we can fine-tune it on task-specific data
for various downstream tasks.
2.1 Input Representation
The input x is a word sequence, which can be ei-
ther a text segment for unidirectional LMs or a pair
of segments packed together for bidirectional LM
and sequence-to-sequence LM. We always add a
special start-of-sequence ([SOS]) token at the be-
ginning of input. The corresponding output vec-
tor can be used as the representation of the whole
input. Moreover, we append a special end-of-
sequence ([EOS]) token to the end of each seg-
ment. The token indicates the boundary of a pair
of segments. [EOS] not only marks the sentence
boundary in natural language understanding tasks,
but also is used for the model to learn when to ter-
minate the decoding process in natural language
generation tasks.
The input representation follows that of
BERT (Devlin et al., 2018). Texts are tokenized to
subword units by WordPiece (Wu et al., 2016). For
instance, the word “forecasted” is split to “fore-
cast” and “##ed”, where “##” indicates the the
pieces are belong to one word. For each input to-
ken, its vector representation is computed by sum-
ming the corresponding token embedding, posi-
tion embedding, and segment embedding. We use
absolute position embedding, which assigns dif-
ferent vectors for positions. In addition, we em-
ploy segment embeddings to differentiate a pair
of text. To be specific, the first and the second
segments are assigned with two different segment
embeddings. We also use different segment em-
beddings for the LM objectives, so that they can
play a role of LM identifier.
2.2 Backbone Network: Transformer
We use a deep Transformer consisting of stacked
self-attention layers (Vaswani et al., 2017) as the
backbone network to encode contextual informa-
tion. Given the input vectors {xi}|x|i=1, we first pack
them together into H0 = [x1, · · · ,x|x|]. Then, an
L-layer Transformer is used to encode the input:
Hl = Transformerl(H
l−1) (1)
where l ∈ [1, L], and HL = [hL1 , · · · ,hL|x|]. We
use the hidden vector hLi as the contextualized rep-
resentation of the input token xi.
Self-attention Masks In each Transformer
block, there are multiple self-attention heads used
to aggregate the output vectors of the previous
layer. For the l-th Transformer layer, the output of
a self-attention head Al is computed via:
Q = Hl−1WQl , K = H
l−1WKl (2)
Mij =
{
0, allow to attend
−∞, prevent from attending (3)
Al = softmax(
QKᵀ√
dk
+M)(Hl−1Vl) (4)
where the previous layer’s output Hl−1 ∈ R|x|×dh
is linearly projected to a triple of queries, keys and
values using parameter matrices WQl ,W
K
l ,Vl ∈
Rdh×dk , respectively, and the mask matrix M ∈
R|x|×|x| determines whether a pair of tokens can
be attended to each other.
We use different mask matrices M to control
what context a token can attend to when com-
puting its contextualized representation. As illus-
trated by the examples in Figure 1, in the case of
bidirectional LM, the elements of the mask matrix
are all 0s, indicating that all the tokens have access
to each other.
2.3 Pre-training Objectives
We employ multiple LM objectives to pretrain
UNILM in an unsupervised manner. The main
difference among these LMs is what context they
encode for each word token. This is implemented
using different self-attention masks as described in
Equation (3).
We pretrain UNILM using four cloze tasks for
the different language modeling objectives. In a
cloze task, we mask some percentage of input to-
kens at random, and predict only those masked
tokens using UNILM. Specifically, we randomly
choose some WordPiece tokens in the input, and
replace them with special token [MASK]. Then,
we feed their corresponding output vectors com-
puted by the Transformer network into a softmax
classifier to predict the masked token. The param-
eters of UNILM are learned to minimize the cross-
entropy loss computed using the predicted tokens
and the original tokens.
2.3.1 Unidirectional LM
We include both left-to-right and right-to-left LM
objectives in the pre-training procedure. During
unidirectional LM pre-training, we use one seg-
ment (i.e., a span of contiguous text) for the input.
Take the left-to-right LM as an example. The
representation of each token encodes only the left-
ward context tokens and itself. For instance, to
predict the masked token of “x1x2 [MASK] x4”,
only tokens x1, x2 and itself can be used. This
is done by using a triangular matrix for the self-
attention mask M (as in Equation (3)). As shown
in Figure 1, we set the upper triangular part of the
self-attention mask to−∞, and the other elements
to 0, which allows tokens to only attend to their
earlier (left) positions. Similarly, a right-to-left
LM makes the prediction of a token conditioned
on its future (right) context.
Compared with standard unidirectional LMs
(such as ELMo, and GPT), UNILM uses cloze
tasks for pre-training, thus there is no position shift
between input tokens and predictions. In other
words, the conventional left-to-right LM predicts
the next token by feeding the previous tokens (i.e.,
either the ground-truth tokens or the ones sam-
pled by the model), while the proposed LM uses
the [MASK] symbol to emit a predicted token.
In terms of input and output token positions, the
modification makes it possible to use the same
training procedure for all LMs, unidirectional and
bidirectional alike.
2.3.2 Bidirectional LM
Following (Devlin et al., 2018), a bidirectional LM
allows all tokens to attend to each other in pre-
diction. The bidirectional LM encodes contextual
information from both directions, and can gener-
ate better contextual representations of text than its
unidirectional counterpart. As indicated in Equa-
tion (3), the self-attention mask M is set to a zero
matrix, so that every token is allowed to attend
over all positions in the input sequence.
2.3.3 Sequence-to-Sequence LM
A sequence-to-sequence LM takes two text seg-
ments as input. As shown in Figure 1, the tokens in
the first (source) segment can attend to each other
from both directions within the segment. The to-
kens of the second (target) segment can only at-
tend to the leftward context in the target segment
and itself, as well as all the tokens in the source
segment.
For example, given input sentence t1t2 and its
next sentence t3t4t5, we feed the whole sequence
“[SOS] t1 t2 [EOS] t3 t4 t5 [EOS]” into the
model. Both the tokens t1 and t2 have access to the
first four tokens, including [SOS] and [EOS].
The token t4 can only attend to the first six tokens,
but neither t5 nor the last [EOS]. Figure 1 shows
the self-attention mask M used for the sequence-
to-sequence LM objective. To be specific, the left
part of M is set to 0 so that all tokens can attend
to the first segment. The upper right part is set to
−∞ in order to block attentions from the source
segment to the target segment. Moreover, for the
lower right part, we set its upper triangular part to
−∞, and the other elements to 0, which prevents
tokens in the target segment from attending their
future (right) positions.
During training, we randomly choose tokens in
both segments, and replace them with the special
token [MASK]. The model is learned to recover
the masked tokens.
Since the pair of source and target texts are
packed as a contiguous input text sequence in
training, we implicitly encourage the model to
learn the relationship between the two segments.
In order to better predict tokens in the target seg-
ment, UNILM learns to effectively encode the
source segment. Thus, the cloze task designed for
the sequence-to-sequence LM, also known as the
encoder-decoder model, simultaneously pre-trains
a bidirectional encoder and an unidirectional de-
coder. The pre-trained model, used as an encoder-
decoder model, can be easily adapted to a wide
range of conditional text generation tasks (such as
abstractive summarization).
2.3.4 Next Sentence Prediction
For the bidirectional LM, we include the next sen-
tence prediction task for pre-training, as in (De-
vlin et al., 2018). We take a pair of segments
(S1, S2) as input, and predict whether S2 is the
next segment that follows S1. To be specific, for
the segment S1, 50% of the time we choose the
text span that follows S1 as the second segment
S2, and 50% of the time a span randomly sam-
pled from the corpus is used as S2. As described
in Section 2.1, the packed input is “[SOS] S1
[EOS] S2 [EOS]”. We then feed the encoding
vector of [SOS] into a softmax classifier to make
the prediction.
2.4 Pre-training Setup
The training objective function is the sum of the
mean likelihood of different types of LMs. Specif-
ically, within one training batch, 1/3 of the time
we used the bidirectional LM objective, 1/3 of the
time we employed the sequence-to-sequence LM
objective, and both left-to-right and right-to-left
LM objectives had a sampling rate of 1/6. For
the bidirectional LM examples, we also added the
mean likelihood of next sentence prediction.
We followed the similar model size and pre-
training settings as BERTLARGE (Devlin et al.,
2018) for comparison purposes. Specifically, we
used a 24-layer Transformer with 1, 024 hidden
size, and 16 attention heads, which contains about
340M parameters. The weight matrix of the
softmax classifier was tied with token embed-
dings. The model parameters were initialized by
BERTLARGE. The gelu activation (Hendrycks and
Gimpel, 2016) was used as GPT (Radford et al.,
2018).
We used documents of English Wikipedia2 and
BookCorpus (Zhu et al., 2015) for the pre-training
data, following the preprocess and the WordPiece
tokenization of Devlin et al. (2018). The vocab-
ulary size was 28, 996. The maximum length of
input sequence was 512. The token masking prob-
ability was 15%. Among masked positions, 80%
of the time we replaced the token with [MASK],
10% of the time with a random token, and keeping
the original token for the rest. In addition, 80%
of the time we randomly masked one token each
time, and 20% of the time we masked a bigram or
a trigram.
We used Adam (Kingma and Ba, 2015) with
β1 = 0.9, β2 = 0.999 for optimization. The
learning rate was set to 3e-5, with linear warmup
over the first 40, 000 steps and linear decay. The
dropout rate was 0.1. The weight decay was 0.01.
The batch size was set to 330 to fully utilize the
GPU memories.
We ran the pre-training procedure for about
770, 000 steps3. It took about 7 hours for 10, 000
steps using 8 Nvidia Telsa V100 32GB GPU cards
with mixed precision training.
2Wikipedia version: enwiki-20181101.
3More pre-training steps tend to yield better performance
on downstream tasks.
2.5 Fine-tuning on Downstream Tasks
We can fine-tune the pre-trained UNILM (with
additional task-specific layers if necessary) for
various downstream tasks. Compared to previous
pre-trained LMs (such as GPT, and BERT), we use
different self-attention masks (as in Equation (3))
to adapt the same pre-trained model to both natural
language understanding and generation tasks.
UNILM for Natural Language Understanding
Similar to the pre-training procedure, we use the
pre-trained model as a bidirectional Transformer
encoder by setting the self-attention mask M to
a 0 matrix. Take text classification as an exam-
ple. During fine-tuning, we use the encoding vec-
tor of [SOS] as the representation of the input se-
quence, denoted as hL1 . We feed it to a randomly
initialized softmax classifier (i.e., the task-specific
output layer). The classification probabilities are
computed by softmax: softmax(hL1W
C), where
WC ∈ Rdh×C is a parameter matrix, C the num-
ber of categories. We maximize the likelihood of
the labeled training examples by updating the pa-
rameters of the pre-trained LM and the added soft-
max classifier.
UNILM for Natural Language Generation
Consider the sequence-to-sequence generation
task, where we need to produce the desired tar-
get sequence conditioned on a given source se-
quence. The fine-tuning procedure is similar to
pre-training using the self-attention masks as de-
scribed in Section 2.3.3. The source sequence is
encoded by a bidirectional Transformer, and the
target sequence is generated by an unidirectional
decoder from left to right, word-by-word. Let S1
and S2 denote source and target sequences, re-
spectively. We pack them, together with special
tokens, to form the input sequence “[SOS] S1
[EOS] S2 [EOS]”. The model is fine-tuned by
masking some percentage of tokens in the target
sequence at random, and learning to recover the
masked words. The objective is to maximize the
likelihood of masked tokens given context. It is
worth noting that [EOS], which marks the end
of the target sequence, can also be chosen and
masked during fine-tuning, thus when this hap-
pens, the model also learns when to emit [EOS]
to terminate the generation process of the target
sequence.
3 Experiments
We have conducted experiments on both natural
language understanding (i.e., the GLUE bench-
mark, and extractive question answering) and nat-
ural language generation tasks (i.e., abstractive
summarization, question generation, and genera-
tive question answering). We also present text
samples generated from UNILM, which is used as
a left-to-right unidirectional LM, for a case study.
3.1 Abstractive Summarization
Automatic text summarization produces a concise
and fluent summary conveying the key informa-
tion in the input (e.g., a news article). We focus
on abstractive summarization, a generation task
where the summary is not constrained to reuse the
phrases or sentences of the input text. We use the
non-anonymized version of the CNN/DailyMail
dataset (See et al., 2017) for model fine-tuning and
evaluation.
We fine-tune UNILM as a sequence-to-
sequence model following the procedure de-
scribed in Section 2.5. We concatenate the doc-
ument (the first segment) and the summary (the
second segment) into one input sequence, and
truncate it according to a pre-defined maximum
length. We randomly replace the words in the
summary with [MASK] to generate training sam-
ples. In addition, we use extractive summarization
as an auxiliary training task. We identify the ap-
proximate extractive oracle for training using the
method described in (Zhou et al., 2018). For each
input sentence, we feed the output vector of the
first token into a classifier, and predict whether the
sentence appears in the extractive oracle.
We fine-tune our model on the CNN/DailyMail
training set for 30 epochs. We reuse most of the
hyper-parameters from pre-training, except that
we set the batch size to 32, the masking probabil-
ity to 0.7 and extend the maximum position em-
bedding length from 512 to 768. We also use label
smoothing (Szegedy et al., 2016) with rate of 0.1.
During decoding, we use beam search with beam
size of 5, and truncate the input document to the
first 640 tokens. We remove duplicated trigrams
in beam search, and tweak the maximum summary
length on the development set (Paulus et al., 2018;
Edunov et al., 2019).
In Table 3, we compare UNILM against the fol-
lowing models:
• LEAD-3: a baseline model that extracts the first
ROUGE-1 ROUGE-2 ROUGE-L
Extractive Summarization
LEAD-3 40.42 17.62 36.67
Best Extractive 43.25 20.24 39.63
Abstractive Summarization
PGNet 39.53 17.28 37.98
Bottom-Up 41.22 18.68 38.34
S2S-ELMo 41.56 18.94 38.47
UNILM 43.47 20.30 40.63
Table 3: Evaluation results on CNN/DailyMail. Mod-
els in the first block are extractive systems listed here
for reference, while the others are abstractive models.
The results of the best reported extractive model are
taken from (Liu, 2019).
three sentences in a document as its summary.
• PGNet (See et al., 2017): a sequence-to-
sequence model based on the pointer-generator
network.
• S2S-ELMo (Edunov et al., 2019): a sequence-
to-sequence model augmented with pre-trained
ELMo representations, which is termed as SRC-
ELMO+SHDEMB in (Edunov et al., 2019).
• Bottom-Up (Gehrmann et al., 2018): a
sequence-to-sequence model augmented with a
bottom-up content selector for selecting salient
phrases.
We also include in Table 3 the best reported ex-
tractive summarization result (Liu, 2019) on the
dataset.
Following (See et al., 2017; Gehrmann et al.,
2018), we use the F1 version of ROUGE (Lin,
2004) as the evaluation metric. As shown in Ta-
ble 3, our model outperforms all previous ab-
stractive systems, creating a new state-of-the-art
abstractive summarization result on the dataset.
Our model also outperforms the best extractive
model (Liu, 2019) by 1 point in ROUGE-L.
3.2 Question Answering
We evaluate the model on reading comprehension
style question answering, which answers ques-
tions from a given passage (Rajpurkar et al., 2016,
2018). A recent survey is (Gao et al., 2019). Read-
ing comprehension has been mainly tackled with
two types of approaches. First, extractive mod-
els extract a subspan from the input passage as the
answer to the question. Second, generative mod-
els use the question and passage as inputs, and
generate a free-form answer with a sequence-to-
sequence model. We evaluate UNILM in both
settings.
3.2.1 Extractive Question Answering
Extractive question answering extracts a contin-
uous span from the given passage to answer the
question. The task is usually formulated to pre-
dict the start and end positions of the answer spans
within the passage.
We apply our pre-trained LM as a bidirectional
encoder for the task. Following (Devlin et al.,
2018), we pack the input question and passage into
one sequence “[SOS] question [EOS] passage
[EOS]”. The question is used as the first segment,
and the passage is the second one in UNILM.
The final hidden vector of each token is fed into
two softmax classifiers to predict the probability
of the token being the start or end positions of the
answer span. The training objective is to maxi-
mize the likelihood of the correct start and end po-
sitions.
We conduct experiments on the Stanford Ques-
tion Answering Dataset (SQuAD) 2.0 (Rajpurkar
et al., 2018), and Conversational Question An-
swering (CoQA) (Reddy et al., 2018) datasets.
SQuAD 2.0 extends SQuAD 1.1 (Rajpurkar
et al., 2016), which contains more than 100,000
answerable questions whose answers are con-
strained to be sub-spans of input passages, with
over 50,000 unanswerable questions that are ad-
versarially written by crowdworkers. In addition
to predicting positions of the answer span, we em-
ploy the final hidden vector of the first [SOS] to-
ken to predict a probability of whether the question
is answerable or not.
We fine-tune our model on the SQuAD 2.0
dataset for 3 epochs. We set the batch size to
24, and the maximum length to 384. We reuse
most hyper-parameters as the pre-training proce-
dure. We compare our method against the follow-
ing models:
• RMR+ELMo (Hu et al., 2018): an LSTM-
based question answering model augmented
with pre-trained language representation.
• BERTLARGE: the BERTLARGE cased model
fine-tuned in the same way as described above.
For SQuAD 2.0, two metrics are used to eval-
uate model performance: Exact Match (EM) and
F1 score. EM measures the percentage of the pre-
diction that exactly matches one of the ground-
EM F1
RMR+ELMo (Hu et al., 2018) 71.4 73.7
BERTLARGE 78.9 81.8
UNILM 80.5 83.4
Table 4: Extractive question answering results on the
SQuAD development set.
truth answers. F1 scores measure the overlap be-
tween the prediction and ground truth answers. As
shown in Table 4, our unified LM performs com-
petitively with BERTLARGE.
CoQA is a conversational question answering
dataset that contains over 8,000 conversations and
more than 127,000 question-answer pairs. Com-
pared with SQuAD, CoQA has several unique
characteristics. First, the examples in CoQA are
conversational, so we need to answer the input
question based on previous histories. Second, the
answers in CoQA can be free-form texts. Among
all questions with free-form answers, a large por-
tion is of yes/no questions.
We make the following modifications based
on the model used for SQuAD. Firstly, in addi-
tion to the asked question, we concatenate the
question-answer histories to the first segment, so
that the model can capture conversational infor-
mation. Secondly, for yes/no questions, we use
the final hidden vector of the [SOS] token to pre-
dict whether the input is a yes/no question, and
whether the answer is yes or no. For other exam-
ples, we select a passage subspan with the highest
F1 score for training.
We fine-tune the unified model on the CoQA
dataset for 2 epochs with 16 as the batch size. The
other hyper-parameters are the same as in the pre-
training stage.
We compare our system against two extractive
question answering models:
• DrQA+ELMo (Reddy et al., 2018): an LSTM-
based question answering model augmented
with pre-trained ELMo representation.
• BERTLARGE: the BERTLARGE cased model
fine-tuned with the extractive method described
above. We fine-tune BERTLARGE model for 3
epochs on the CoQA dataset.
F1 score is used as the metric to evaluate model
performance on CoQA. As shown in Table 5, our
method achieves competitive performance com-
pared with BERTLARGE.
F1
Extractive question answersing
DrQA+ELMo (Reddy et al., 2018) 67.2
BERTLARGE 82.7
UNILM 84.9
Generative question answersing
Seq2Seq (Reddy et al., 2018) 27.5
PGNet (Reddy et al., 2018) 45.4
UNILM 82.5
Table 5: Question answering results on the CoQA de-
velopment set.
3.2.2 Generative Question Answering
Generative question answering generates free-
form answers for the input question and pas-
sage, while extractive methods can only pre-
dict subspans of the input passage as answers.
On the CoQA dataset (as described in Sec-
tion 3.2.1), Reddy et al. (2018) show that the
vanilla sequence-to-sequence models still lag be-
hind extractive methods by a wide margin.
We adapt UNILM to generative question an-
swering as a sequence-to-sequence model. The
first segment (i.e., the input sequence) is the con-
catenation of conversational histories, the input
question, and the passage. The second segment
(i.e., the output sequence) is the answer.
We fine-tune the pre-trained LM on the CoQA
training set for 10 epochs. We set the batch size to
32, the mask probability to 0.5, and the maximum
question length to 96. We also use label smoothing
with rate of 0.1. The other hyper-parameters are
kept the same as pre-training.
During decoding, we use beam search with
beam size of 3. The maximum length of input
question and passage is 470. For passages that are
longer than the maximum length, we split the pas-
sage into several chunks with a sliding window ap-
proach, and select a chunk with the highest word
overlap over the question.
We compare our method with the generative
question answering models Seq2Seq and PGNet
as described in (Reddy et al., 2018). The Seq2Seq
baseline is a sequence-to-sequence model with a
attention mechanism. The PGNet model augments
Seq2Seq with a copy mechanism. As shown in
Table 5, our generative question answering model
outperforms previous generative methods by a
wide margin, which closes the gap between gen-
erative method and extractive method.
BLEU-4 METEOR ROUGE-L
CorefNQG (2018) 15.16 19.12 -
MP-GSN (2018) 16.38 20.25 44.48
UNILM 22.88 24.94 51.80
Table 6: Question generation results on the SQuAD
dataset.
3.3 Question Generation
We conduct experiments for the answer-aware
question generation problem (Zhou et al., 2017).
Given a input passage and an answer span, our
goal is to generate a question that asks towards the
answer. The SQuAD 1.1 (Rajpurkar et al., 2016)
dataset is used for evaluation. Following (Zhao
et al., 2018; Du and Cardie, 2018), we regard the
original development set as test set, and split the
original training set into training and development
sets with ratio 90%/10%.
The question generation task is formulated as
a sequence-to-sequence problem. The input pas-
sage, the answer, and the generated question are
packed together into a sequence “[SOS] passage
[EOS] answer [EOS] question [EOS]”. Both
the input passage and answer are regarded as the
first text segment, while the generated question is
the second segment in the unified LM.
We fine-tune our model on the SQuAD training
data for 10 epochs. We set batch size to 32, and
mask probability to 0.7. The rate of label smooth-
ing is 0.1. The other hyper-parameters are the
same as pre-training. During decoding, we trun-
cate the input to 456 tokens by selecting a passage
chunk which contains the answer. We use beam
search with beam size of 3 to generate questions.
We compare our model against the following
models:
• CorefNQG (Du and Cardie, 2018): a sequence-
to-sequence model with attention and a feature-
rich encoder.
• MP-GSN (Zhao et al., 2018): an attention-
based sequence-to-sequence model with a max-
out pointer mechanism, and a gated self-
attention encoder.
Following (Du and Cardie, 2018; Zhao et al.,
2018), we use the BLEU-4, METEOR and
ROUGE-L metrics for evaluation. As shown in
Table 6, our system outperforms previous question
generation systems, and set a new state-of-the-art
for question generation on the SQuAD 1.1 dataset.
EM F1
UNILM QA Model (Section 3.2.1) 80.5 83.4
+ UNILM Generated Questions 84.7 87.6
Table 7: Question generation based on UNILM im-
proves question answering results on the SQuAD de-
velopment set.
Corpus #Train/#Dev/#Test Metrics
Single-Sentence Classification
CoLA (Acceptability) 8.5k/1k/1k Matthews corr
SST-2 (Sentiment) 67k/872/1.8k Accuracy
Pairwise Text Classification
MNLI (NLI) 393k/20k/20k Accuracy
RTE (NLI) 2.5k/276/3k Accuracy
QNLI (NLI) 108k/5.7k/5.7k Accuracy
WNLI (NLI) 634/71/146 Accuracy
QQP (Paraphrase) 364k/40k/391k F1 score
MRPC (Paraphrase) 3.7k/408/1.7k F1 score
Text Similarity
STS-B (Similarity) 7k/1.5k/1.4k Spearman corr
Table 8: Summary of the GLUE benchmark.
Generated Questions Improve QA The ques-
tion generation model can automatically harvest
a large number of question-passage-answer exam-
ples from a text corpus. We show that the aug-
mented data generated by question generation im-
proves the question answering model.
We generate five million answerable examples,
and four million unanswerable examples by mod-
ifying the answerable ones4. We fine-tune our
question answering model on the generated data
for one epoch. Then the model is fine-tuned on
the SQuAD 2.0 data for two more epochs.
As shown in Table 7, the augmented data gen-
erated by UNILM improve our question answer-
ing model introduced in Section 3.2. Note that we
use bidirectional masked language modeling as an
auxiliary task for both generated data and SQuAD
2.0 during fine-tuning, which brings 2.3 absolute
improvement compared with directly using auto-
matically generated examples. A possible reason
is that the auxiliary task alleviates catastrophic for-
getting (Yogatama et al., 2019) when fine-tuning
on augmented data.
3.4 GLUE Benchmark
We evaluate UNILM on the General Lan-
guage Understanding Evaluation (GLUE) bench-
mark (Wang et al., 2019). GLUE is a collection of
4Please refer to the appendix section for more details.
Model CoLA SST-2 MRPC STS-B QQP MNLI-m/mm QNLI RTE WNLI AX Score
MCC Acc F1 S Corr F1 Acc Acc Acc Acc Acc
GPT 45.4 91.3 82.3 80.0 70.3 82.1/81.4 87.4 56.0 53.4 29.8 72.8
BERTLARGE 60.5 94.9 89.3 86.5 72.1 86.7/85.9 92.7 70.1 65.1 39.6 80.5
UNILM 61.1 94.5 90.0 87.7 71.7 87.0/85.9 92.7 70.9 65.1 38.4 80.8
Human Performance 66.4 97.8 86.3 92.6 59.5 92.0/92.8 91.2 93.6 95.9 - 87.1
Table 9: GLUE test set results scored using the GLUE evaluation server. The number below each task denotes the
number of training examples. All the results are obtained from https://gluebenchmark.com/leaderboard on April
30, 2019. “-” denotes the missed result of the latest GLUE version.
nine language understanding tasks as in Table 8,
including question answering (Rajpurkar et al.,
2016), linguistic acceptability (Warstadt et al.,
2018), sentiment analysis (Socher et al., 2013),
text similarity (Cer et al., 2017), paraphrase de-
tection (Dolan and Brockett, 2005), and natural
language inference (NLI) (Williams et al., 2018;
Levesque et al., 2012).
Our model is fine-tuned as a bidirectional LM.
We used Adamax (Kingma and Ba, 2014) as our
optimizer with a learning rate of 5e-5 and a batch
size of 32. The maximum number of epochs was
set to 5. A linear learning rate decay schedule with
warmup of 0.1 was used. The dropout rate of the
last linear projection for each task is set to 0.1,
except 0.3 for MNLI and 0.05 for CoLA/SST-2.
To avoid the gradient explosion issue, the gradi-
ent norm was clipped within 1. We truncated the
tokens no longer than 512.
Table 9 presents the GLUE test results obtained
from the benchmark evaluation server. The results
show that our unified model obtains comparable
performance on the GLUE tasks compared with
BERTLARGE.
3.5 Long Text Generation: A Case Study
Our model can generate text samples using the
left-to-right setting. We picked three text sam-
ples sampled from left to right using our model,
as shown in Table 10. We use the top-40 trun-
cating sampling strategy (Radford et al., 2019),
and forbid duplicate 4-grams during generation.
For each example, we sampled 10 times from the
same input and we hand-picked the best one; as
such, these samples should be considered to be
better than the average model output. From the
examples, we find that the model can produce
fluent output with somewhat consistent contents
which fits the inputs’ genres and topics. In the
first example, given a modified excerpt from the
novel “1984” as input, the model’s output is like a
short paragraph in an fantasy novel; for the other
two with input from Wikipedia, the model makes
up “facts” with plausible names, time stamps and
events written in the Wikipedia style.
4 Conclusion and Future Work
We propose a unified pre-training model which is
jointly optimized for several LM objectives with
shared parameters. The unification of bidirec-
tional, unidirectional, and sequence-to-sequence
LMs enables us to straightforwardly fine-tune the
pre-trained LM for both natural language under-
standing and generation tasks. Experimental re-
sults demonstrate that our model compares favor-
ably with BERT on the GLUE benchmark and two
question answering datasets. In addition, our uni-
fied pre-trained LM outperforms previous state-
of-the-art models on three natural language gen-
eration tasks: CNN/DailyMail abstractive summa-
rization, SQuAD question generation, and CoQA
generative question answering.
The work can be advanced from the following
perspectives:
• We will push the limit of current method by
training more epochs and larger models on web-
scale text corpus. At the same time, we will
also conduct more experiments on end applica-
tions as well as ablation experiments to inves-
tigate the model capability and the benefits of
pre-training multiple LMs with the same net-
work.
• We are focusing on monolingual NLP tasks in
our current experiments. We are also interested
in extending the unified pre-training model to
support cross-lingual tasks, such as machine
translation.
• We will conduct multi-task fine-tuning on both
natural language and generation tasks, which is
a natural extension of the Multi-Task Deep Neu-
ral Network (MT-DNN) (Liu et al., 2019).
Input Output
Winston sat back. A
sense of complete help-
lessness had descended
upon him.
Winston sat back. A sense of complete helplessness had descended upon him.
He was now helpless and unmoving. What would that mean? To become a
monk under her mother’s rule. What would it mean for him to be put at the
center of the most dangerous of all of demons, the demon known as Azrael?
He would never know exactly what that was, or even how it would end,
unless he could sense the strength of Azrael’s mind and soul. It wasn’t only
the existence of his mother, it was all he knew, and every moment. He was
trapped within her embrace, a trapped, torn, battered, crippling presence he
only knew it would mean was eternity. And in the instant that he was lost
his life changed forever, when Azraelis’ spirit touched his mind, he was
engulfed in this dark and mystical, so enchanting and beautiful force. (...)
Bert is a yellow Muppet
character on the long run-
ning children’s television
show, Sesame Street.
Bert is a yellow Muppet character on the long running children’s television
show, Sesame Street. He would typically appear as a sidekick or as a villain
in the show; he is usually portrayed as a cowardly and untrustworthy figure
that tends to intrude on the normal life of the street, such as “The Story of the
Mole” , “The Story from the Side”, and “Bump the Bush”. His voice was
provided by Michael Combs. Bert was a regular cast member of Sesame
Street, and his appearance was always played throughout the series by two
of his regular cast members, Frank Laughner and Michael Combs. (...)
Maurice Ravel (7 March
1875 - 28 December
1937) was a French com-
poser, pianist and con-
ductor.
Maurice Ravel (7 March 1875 - 28 December 1937) was a French composer,
pianist and conductor. He was born in Paris, and studied piano with Eugene
Massenet. In the early 1900s Ravel became interested in the composition of
music, and he composed much of his early music for the piano. Ravel’s early
work is marked by a marked sense of lyricism, but in the later years of his
career he developed a strong preference for orchestral forms. His first work,
“le Grand Cours d’ Auvergne”, was composed in 1909 by Maurice Ravel,
a student of Jules Massenet, and was published by A.F.A. in 1912. It was
re-published in 1912 by the publisher J.S.D.M. de l’Etablissement Musicale
de la Musique Francaise. Ravel wrote the piano concerto “la Tragedie et la
Chanson Dans le Theatre des Champs Elysees” in 1916. (...)
Table 10: Text samples generated by our model using left-to-right generation.
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A Details of Applying Question
Generation to Question Answering
As described in Section 3.3, we use UNILM to
generate question-passage-answer triples for the
SQuAD 2.0 questions answering model:
a) Sample passages. We randomly sample 0.2
million documents from Wikipedia. We fil-
ter the passages whose lengths are within 80
and 500. Finally, we keep about 0.355 mil-
lion passages.
b) Predict answer candidates. In order to pre-
dict possible answer spans for each passage,
we train a candidate answer prediction model
on SQuAD 1.1 (Rajpurkar et al., 2016). We
use the question answering (QA) model de-
scribed in Section 3.2.1, and set the input
question as [UNK] during training and in-
ference. We keep the top 30 answer spans
according to their scores. The candidate an-
swers are then used for question generation.
c) Generate questions. Given a passage and its
candidate answer spans, our question genera-
tion model automatically generates question-
passage-answer triples as described in Sec-
tion 3.3.
d) Filter examples. The QA model (introduced
in Section 3.2.1) is used to filter the generated
examples (Devlin, 2019). The QA model pre-
dicts a answer span for each generated exam-
ple. We discard the instance if the F1 score
of the answer span is less than 0.6. Then we
replace the answer of the triple with the one
predicted by the QA model.
e) Generate unanswerable questions. Be-
cause SQuAD 2.0 contains unanswerable
questions. We use two rules to convert gen-
erated answerable questions to unanswerable
ones. First, we substitute the question enti-
ties with the entities of the same type in the
passage. Second, we insert the negative word
“not” behind the verbs “be” , “do”, “have”,
and modal verbs (such as “can”, “must”).
We finally generate five million answerable and
four million unanswerable examples in our exper-
iments.
