ABSTRACT The main purpose of this study is to examine the incremental information content of operating cash flows in predicting financial distress and thus develop reliable failure prediction models for UK public industrial firms. Neural networks and logit methodology were employed to a dataset of fifty-one matched pairs of failed and non-failed UK public industrial firms over the period 1988-97. The final models are validated using an out-of-sample-period ex-ante test and the Lachenbruch jackknife procedure. The results indicate that a parsimonious model that includes three financial variables, a cash flow, a profitability and a financial leverage variable, yielded an overall correct classification accuracy of 83% one year prior to the failure. In summary, our models can be used to assist investors, creditors, managers, auditors and regulatory agencies in the UK to predict the probability of business failure.
Introduction
One of the most significant threats for many businesses today, despite their size and the nature of their operations, is insolvency. Extant evidence shows that in the past two decades business failures have occurred at higher rates than at any time since the early 1930s. It is also interesting to note that during the 1980s certain sectors of the UK economy, such as small industrial businesses in depressed areas, experienced failure rates as high as 50% over a five-year period (Rees, 1995) .
The factors that lead businesses to failure vary. Many economists attribute the phenomenon to high interest rates, recession-squeezed profits and heavy debt burdens. Furthermore, industry-specific characteristics, such as government regulation and the nature of operations, can contribute to a firm's financial distress. Studies of patterns of business failure in the UK, US, Canada and Australia found that small, private and newly founded companies with ineffective control procedures and poor cash flow planning are more vulnerable to financial distress than large well-established public firms.
The economic cost of business failures is significant; evidence shows that the market value of the distressed firms declines substantially prior to their ultimate collapse (Warner, 1977; Charalambous et al., 2000) . Hence, the suppliers of capital, investors and creditors, as well as management and employees, are severely affected by business failures. The auditors also face the threat of a potential lawsuit if they fail to provide early warning signals about failing firms through the issuance of qualified audit opinions (Zavgren, 1983; Jones, 1987; Boritz, 1991; Laitinen and Kankaanpaa, 1999) .
Indeed, the need for reliable empirical models that predict corporate failure promptly and accurately is imperative to enable the parties concerned to take either preventive or corrective action. Although a substantial volume of failure prediction studies has been published worldwide since Beaver's (1966) pioneering work, research interest has declined in the past few years. The majority of current UK failure prediction studies employ multiple discriminant analysis (MDA). However, despite the popularity of the MDA technique in constructing failure classification models, questions were raised regarding the restrictive statistical requirements imposed by the models (Ohlson, 1980) . Also, the researchers did not examine the usefulness of operating cash flow information in explaining financial distress, despite the increased interest in cash flow reporting in the UK during the past decade (Accounting Standards Board FRS1, 1991 /1996 Charitou and Vafeas, 1998) .
Thus, the main objectives of this study are to develop reliable failure prediction models for UK public industrial firms using a more recent dataset, and to explore the incremental information content of operating cash flows in explaining and predicting financial collapse. Logit analysis and neural networks (NNs) are used to develop alternative prediction models and several cash flow-based financial ratios are tested in order to examine whether they have the potential to provide warning signals over more conventional, accrual-based variables.
The present study differs from prior UK failure studies in the following respects. First, the usefulness of operating cash flows in predicting corporate failure is examined. Second, neural networks are used to predict financial distress. Third, there is a methodological refinement of prior UK studies by using a more recent sample of failed and non-failed firms. Fourth, an out-of-sampleperiod ex-ante test as well as the Lachenbruch jackknife procedure are used to validate the classification results.
The dataset consists of fifty-one matched pairs of failed and healthy UK public industrial firms over the period 1988 -97. Logistic regression analysis and neural networks are used to develop bankruptcy prediction models for one, two and three years prior to the event. The models are validated by means of a future-dated holdout sample and the Lachenbruch jackknife procedure. The results indicate that a parsimonious model, which includes two accrual-based financial ratios, representing the gearing and the profitability position of a firm, and an operating cash flow variable, can yield an overall correct classification accuracy of 83% one year prior to failure. The statistical significance of the operating cash flow variable in the final models contrasts the findings of many prior insolvency prediction studies.
The study proceeds as follows. Section 2 provides a brief literature review and the motivation for the study; the research design is presented in section 3; the empirical results are presented and analysed in section 4; conclusions are presented in section 5.
Literature Review and Motivation for the Study
The UK is considered a major worldwide economic market. The London Stock Exchange has a huge daily volume of transactions, competing with other major international stock exchanges, such as the New York, NASDAQ, Tokyo and Toronto stock exchanges. Researchers contend that the UK provides a financial environment 'ideal' for the successful development of statistical models that could facilitate the assessment of company solvency and performance (Taffler, 1984) .
However, a substantial volume of the corporate failure literature has mainly employed US data to extend Beaver's (1966) early univariate approach and Altman's (1968) subsequent linear multiple discriminant analysis model. 1 The extensions include among others: (a) the assignment of prior probability membership classes (Deakin, 1972) ; (b) the use of a more appropriate quadratic classifier (Altman et al., 1977) ; (c) the use of cash flow-based models (Casey and Bartczak, 1985) ; (d) the use of quarterly information (Baldwin and Glezen, 1992) ; and (e) the use of current cost information (Aly et al., 1992) . Even though the aforementioned studies provided high classification accuracy, they were criticized because MDA models are based on certain assumptions that are frequently violated in the context of failure prediction. 2 Because of the well-documented limitations of the linear discriminant analysis approach, Ohlson (1980) employed logistic regression to predict company failure, a technique that avoids some of the problems of the MDA approach. 3 Since then, logistic regression has been extensively used for the development of bankruptcy models. Extensions to Ohlson's study include, among others, the following: (a) the investigation of the effect of industry-related ratios on the likelihood of corporate failure (Platt and Platt, 1990) ; (b) the attempt to discriminate between firms in financial distress and failed firms (Gilbert et al., 1990) ; (c) the development of industry-specific models (Platt et al., 1994) ; and (d) the adoption of a multinomial logit approach to reduce misclassification error by adding, to the outcome space used to predict bankruptcy, a 'weak' state of financial distress (Johnsen and Melicher, 1994) . Table 1 presents the main features of the major US bankruptcy-related studies. Specifically, features such as the technique used, the period studied, the matching procedure, years prior to failure tested, the estimation sample as well as the validation methods are presented for each study.
The popularity of the early MDA studies in the US had a substantial influence on subsequent British failure prediction studies. Several MDA models were developed in the UK during the 1970s and the 1980s and, despite the major statistical advancements that occurred in this area in the years that followed, MDA still remains the most popular and most widely used failure prediction technique in the UK. The best-known UK applications of linear discriminant analysis are the models developed by Taffler (Morris, 1997) . 4 Peel et al. (1986) were among the first to apply logit analysis in the UK. In an attempt to refine the 'classic' financial ratio-based failure model, they added a number of non-conventional ratios and variables. Keasey and Watson (1987) applied a similar framework in order to predict small company failure. Subsequently, Peel and Peel (1988) and examined whether it is possible to discriminate simultaneously between healthy and failing firms for a number of reporting periods prior to failure, by applying multi-logit models. Lennox (1999) demonstrated that the industry sector, company size and the economic cycle have important effects on the likelihood of corporate failure, which is expected to increase when the company in question is unprofitable, is highly leveraged and it has liquidity problems. Table 2 presents the main features of the major UK bankruptcy-related studies. Specifically, features such as the technique used, the period studied, the matching procedure, years prior to failure tested, the estimation sample as well as the validation methods are presented for each study.
In addition to the aforementioned statistical models, an alternative simulation approach, neural networks (NN), has emerged in recent years. NNs have been applied extensively to an increasingly wide variety of business areas, including financial forecasting, credit analysis, bond ratings, bankruptcy prediction and fraud detection. NNs are computer systems that take their inspiration from known facts about how the brain works and they can be 'trained' to solve certain problems or identify specific patterns. Empirical evidence to date using the NN methodology shows that it can provide at least as good results as those produced by the more traditional statistical methods, such as discriminant analysis and conditional probability models (Coats and Fant, 1993; Wilson and Sharda, 1994; Charalambous et al., 2000) . Although the neural network approach has been applied extensively in the US, research on bankruptcy prediction using neural networks has been very limited in the UK.
The majority of researchers who conducted failure prediction studies admit that one of the major reasons that organizations fail is their inability to repay their debt and interest obligations, i.e. lack of sufficient cash flows from operating activities. None the less, very few researchers examined the role of operating cash flows in predicting the probability of default. One of the first studies to examine the incremental information content of operating cash flow variables in predicting bankruptcy was the study by Casey and Bartczak (1985) . They concluded that cash flow variables do not provide incremental predictive power over accrualbased ratios. In contrast, Gentry et al. (1987) demonstrated that cash-based funds flow ratios could serve as a viable alternative to accrual accounting financial ratios when trying to establish the financial health of a firm. Gilbert et al. (1990) investigated the discriminating ability of cash flow variables, concluding that they can significantly add to the explanatory power of insolvency prediction models. Ward (1994) argued that the usefulness of cash flow information is industry specific and his empirical results suggested that cash flow variables might be better predictors of corporate failure in the mining and oil and gas industries. Bernard and Stober (1989) also argue that operating cash flows rather than accrual earnings are expected to play an important role in predicting the probability of default, as cash flows provide a direct link to the liquidity ability of the organization to repay its debt and interest obligations. On the other hand, accrual earnings represent only indirect links to expected cash flows, since accruals are subject to arbitrary allocations and manipulation by managers.
It is indeed a fact that the majority of the bankruptcy-related studies thus far have emphasized more either the method used (i.e. MDA, logit, neural networks) or the financial variables that should be used for predicting purposes. Very few researchers make reference to a specific theory that might explain why a certain number of businesses might be expected to fail, despite the fact that such theories have been discussed in the broad business literature, e.g. disequilibrium models, financial models, management theory, agency theory and option theory (Morris, 1997; Charitou and Trigeorgis, 2003) . The reasons that urge failure researchers to ignore these normative theories vary: some of the models derived from such theories are essentially descriptive, many others are not really operational in an economic context since they make unrealistic assumptions, while some of them were found to yield similar or even inferior results from the so-called 'ad hoc' financial ratio models (Morris, 1997) .
Whilst normative theories attempt to explain by deductive reasoning why a certain proportion of businesses might be expected to fail, positive theories attempt to explain by inductive reasoning why in practice they do fail. These theories are usually supported by empirical results. Although the majority of bankruptcy studies were conducted in line with the positivistic paradigm, very few researchers clearly identified an underlying theory. Instead, they chose to select the potential predictor variables based on their intuition, popularity and predictive success in previous similar studies. However, the weakness that relates to the lack of theoretical analysis is mitigated to some extent by validating the model against a holdout sample from a future time period. This approach was followed in designing the present study.
As has already been discussed, the main motivation for this study is the limited research in the insolvency prediction area during the past decade in the UK, and in particular, the lack of research examining the usefulness of operating cash flow information when assessing the financial position of UK companies. The following question, however, can justifiably be raised: why not use a model developed from US financial data to predict a UK company failure? There exists evidence that: (a) there are significant financial reporting differences between the two countries (Nobes and Parker, 1999) , and (b) the UK and US also have different insolvency codes (Franks et al., 1996) .
As far as UK research in corporate insolvency prediction is concerned, evidence shows that such research was undertaken mainly in the 1980s and early 1990s.
5 It can thus be argued that the models developed in those studies may not be currently applicable, given that various economic changes have occurred in the UK since then. This study employs a more recent UK dataset to develop and test a number of alternative insolvency classification models. In addition, since the majority of the existing UK failure classification models were based on the MDA approach, a method that was shown to suffer from certain limitations, the research is extended by applying more contemporary approaches; namely, logit analysis and the neural network methodology.
Furthermore, because organizations cannot survive without generating cash from their normal everyday operating activities, several operating cash flowrelated ratios are constructed in order to evaluate their usefulness in predicting corporate failure. 6 As presented above, prior US studies provided some evidence that these variables may add to the explanatory power of insolvency prediction models (Gentry et al., 1987; Gilbert et al., 1990; Ward, 1994) . In contrast, an examination of the existing UK failure literature reveals that operating cash flow variables have not been used in UK insolvency models, despite the fact that there has been increasing interest in cash flow reporting in the UK in the past decade (Accounting Standards Board FRS1, 1991 /1996 Charitou and Vafeas, 1998 ).
Methodology
In this section the following issues are discussed: (a) the dataset, (b) the selection of the predictor variables, and (c) the statistical models applied.
Dataset
The majority of bankruptcy prediction studies defined failure legalistically. The main reason for a legal definition is that it provides an objective criterion that allows researchers to easily classify the population of firms being examined. The legal definition of failure is also adopted in this study. According to the UK Insolvency Act of 1986, 'a company is said to be insolvent if it either does not have enough assets to cover its debts (i.e. the value of assets is less than the amount of the liabilities), or it is unable to pay its debts as they fall due'. Once a company has become insolvent, the Act provides five courses of action: administration, company voluntary arrangement (CVA), receivership, liquidation and dissolution.
The companies that comprised the failed sample group for the study followed the three most common routes, i.e. administration, receivership and liquidation. They were identified from the Wall Street Journal Index (Europe) and the UK Bankruptcy & Insolvency Website. For a failed company to be included in the sample, it had to satisfy the following criteria: (a) the company's shares must have been publicly traded, i.e. the company was a public limited one (plc) according to the UK Companies Act of 1985; (b) the company must have been classified as industrial: utilities, banks and other financial institutions were excluded from the dataset, since firms in these industries are structurally different and their financial reporting practices generally preclude combining them with non-financial firms in models using financial ratios (Gilbert et al., 1990) ; (c) the company must have failed between the ten-year period from 1988 to 1997; and (d) it must have had at least three years of full financial statement data prior to its formal failure year.
The application of the above criteria resulted in a sample of fifty-one failed companies. Table 3 presents a list of the company names. For each company, the formal year of failure, the US Standard Industrial Classification Code (SIC), the total asset size, expressed in US dollars, and the nature of the failure, are also presented.
The financial statement information for the failed companies was collected from the Global Vantage database, the Worldscope European Disclosure database and the Silverplatter (UK Corporations) database. The Global Vantage database was also used to obtain a control sample of healthy companies from the same time period. The company names of the healthy group are also shown in Table 3 .
Consistent with the majority of prior insolvency prediction studies, the healthy companies were chosen to match with the failed companies in terms of industry classification and total asset size. The main reason for matched pairing the companies when developing bankruptcy models is to isolate key factors which distinguish otherwise similar firms (Morris, 1997) . 7 The final dataset was subsequently split into two sub-samples. The first subsample was used for estimating (training) the prediction models and included companies that failed between 1988 and 1994. The validation (testing or forecasting) sub-sample was comprised of companies that failed during the threeyear period, 1995 -97. Each sub-sample also included the respective matched healthy companies.
Selection of Predictor Variables
The study employs a relatively large number of financial ratios, proved to be successful in predicting bankruptcy in prior studies. Table 4 presents these ratios along with their definitions.
The first step in identifying the most significant variables was to perform a univariate logistic regression for each ratio in turn. 8 In addition, the forward selection and backward elimination methods, both available in SPSS, were applied, and the incremental information content of the operating cash flow variables over accrual-based ratios was examined using a formal statistical test. More information regarding the selection of the predictor variables is provided in section 4 below.
The Logit Model
The logit model utilizes the coefficients of the independent variables to predict the probability of occurrence of a dichotomous dependent variable (Dielman, 1996) . In the context of failure prediction, the technique weighs the financial ratios and creates a score for each company in order to be classified as either failed or healthy. The function in logit analysis is called the logistic function and can be written as follows:
where P jt (Y ¼ 1) ¼ probability of failure for entity j at the end of year t;
The critical value used for classifying companies between the two groups (i.e. the cutoff probability), was left to the default value of 0.50, which assumes an equal probability of group membership. Two important issues influenced this decision. The first reason was to achieve consistency between the estimation and validation samples, which included equal observations of failed and non-failed companies. The use of the critical value to minimize the classification errors would have probably resulted in sample-specific results, overstating the power of the prediction models. Jones (1987) states that adjusting the probability cutoff provides a means of incorporating the costs of misclassification. However, these costs are likely to differ across user groups. As the models developed in this study are intended for general application by a wide range of user groups, no attempt was made to include the costs of misclassification in the analysis. This is consistent with a number of previous bankruptcy studies (e.g. Keasey and Watson, 1986; Gilbert et al., 1990) .
Neural Networks
To validate and complement the prediction performance of the logit model, feedforward neural network models with a conjugate gradient training algorithm were employed. 9 A feedforward artificial neural network consists of a set of input nodes that constitute the input layer, one or more hidden layers of neurons, and an output layer of neurons (Tam and Kiang, 1992; Boritz et al., 1995; O'Leary, 1998; Charalambous et al., 2000) . Figure 1 shows the neural network architecture applied in this study. The network consists of three layers: the input layer, the hidden layer, with a number of hidden neurons, and the output layer with a single neuron. The hidden layer uses the hyperbolic tangent sigmoid activation function f H ( . ), while the output layer uses the log-sigmoid activation function f 0 ( . ). The neurons in any layer of the network are connected to all neurons in the previous layer.
The model of a single neuron is similar to that of the logistic model. A set of ninput signals x 0 , x 1 , x 2 , . . . , x n (x 0 ; 1) are applied to a corresponding set of weights (multipliers) w 0 , w 1 , w 2 , . . . , w n . The weighted signals are then summed to produce z, which is applied to the activation function to produce the output y. In mathematical terms, the performance of a neuron is described by the following pair of equations: Two basic types of activation function may be identified. One is the hardlimiter function, described by:
The second is the sigmoid function, which is defined as a strictly increasing function that exhibits smoothness and asymptotic properties. An example of the sigmoid function is the logistic function:
where b is the slope parameter.
The logit model is a special case of a neural network model that consists of a single neuron, with the logistic activation function having b ¼ 1. Since the hardlimiter function is non-differentiable, the logistic function, which is differentiable, is most widely used in practice, usually with b ¼ 1.
Consider a neural network with a single output unit and n-input signals. The network tries to correctly classify the m-input samples by minimizing the least squares error function:
where y k ¼ the output of the network corresponding to the kth input sample x (k) ;
W ¼ the weight vector, whose elements are the weights of the network.
In this work, the conjugate gradient algorithm (Charalambous, 1992 ) was used to minimize S(W).
Empirical Results
This section discusses the following: (a) descriptive statistics, (b) univariate logit analysis, (c) estimation of the multivariate logit models, (d) validation of the logit models, (e) application of Altman's (1968) variables, (f) neural network results, and (g) comparison of the validation results.
Descriptive Statistics
An important initial step is the identification of any possible differences between the two groups of companies. To achieve this, several main descriptive statistics were calculated (i.e. mean, median, standard deviation, minimum and maximum). Figure 2 presents the median of three representative financial ratios over the three-year period prior to the failure event. First, it can be clearly observed that the medians of all three ratios differ significantly between the two groups of companies. Second, the medians of the CFFOTL (cash flows from operations to total liabilities) and EBITTL (earnings before interest and taxes to total liabilities) ratios for the bankrupt group reveal a decreasing trend as the year of failure approaches, whereas the medians of the healthy companies do not follow any specific pattern. These observations confirm the findings of previous failure research, which indicated that the cash flow and profitability measures are inversely correlated to the probability of company failure. Finally, the median of the financial leverage variable, TLTA (total liabilities to total assets), increases for the failed company sub-sample as the failure year approaches, whereas it remains relatively stable over the three-year period for the healthy company sub-sample. Again, this observation is consistent with the findings of previous failure studies, i.e. that financial leverage is positively related to the probability of failure.
Univariate Logit Analysis
The objective of the univariate logistic regression analysis was to evaluate the predictive ability of the individual variables. Data for the last year prior to failure for the failed companies and the latest financial data for the healthy companies were used for this purpose. Table 5 shows the financial ratios that were found statistically significant in univariate analysis.
Results indicate that a number of financial leverage, operating cash flow, liquidity, profitability and activity ratios are good univariate predictors of business failure. Several financial ratios demonstrate very high classification ability, ranging from 80% to 90%. Financial leverage variables provide the highest univariate classification accuracy. Specifically, the retained earnings to total assets (REAT ) and the shareholders' equity to total assets (SEQAT ) ratios achieve a nearly 90% overall correct classification in the first year prior to failure. These findings suggest that financial leverage variables possess a strong discriminatory power, consistent with the argument that one of the major reasons of company failure is their inability to meet their heavy debt burdens.
Relatively high overall classification accuracy is also produced by profitability ratios. The earnings before interest and taxes to total liabilities (EBITTL) ratio provides the highest classification rate, while the rest of the profitability ratios follow closely. Moreover, the operating cash flow to total liabilities (CFFOTL) ratio yields a high classification accuracy of 69% and it is statistically significant at the 5% level. The operating cash flow to current liabilities (CFFOLCT ) ratio is significant at the 10% level and classifies correctly 67% of the observations. The fact that operating cash flow ratios have a good univariate predictive ability suggests that they have the potential to add significantly to the explanatory power of a multivariate model. It should be stressed that statistically significant variables in a univariate model may not necessarily enter in a multivariate model, due to the presence of some other key variables in the multivariate model, which may prevent the particular variable from displaying incremental information content. Univariate analysis is none the less considered a useful tool for the identification of the potential predictor variables that will ultimately become part of a multivariate model.
Estimation of the Multivariate Logistic Regression Model
In order to find the best combination of financial variables for predicting company failure, we employ stepwise logistic regression analysis. The SPSS statistical package provides two variations of this method: the forward selection and backward elimination techniques. These techniques are considered particularly useful since they select variables based on a formal test, called the likelihood ratio test, and they avoid the multicollinearity problems that may arise with the inclusion of a number of highly correlated variables in a multivariate model (Dielman, 1996) . The forward selection procedure was first applied on the most recent set of financial data of the companies comprising the estimation sample, in order to select the combination of accrual-based financial ratios that would yield the highest prediction accuracy. The resulting multivariate model included a financial leverage variable, total liabilities to total assets (TLAT), and a profitability variable, earnings before interest and taxes to total liabilities (EBITTL). The backward elimination procedure resulted in the same set of financial ratios.
The second step was to test if either of the two operating cash flow variables found to be significant in the univariate analysis, i.e. cash flows from operations to total liabilities (CFFOTL) and cash flows from operations to current liabilities (CFFOLCT ), significantly adds to the explanatory power of the accrualbased prediction model. This was achieved by performing a likelihood ratio test (Pampel, 2000) . Only the former variable, cash flows from operations to total liabilities (CFFOTL) was found to convey incremental information content. The respective likelihood ratio test for the CFFOTL variable is presented below:
where b 3 is the coefficient of the operating cash flow variable (CFFOTL). With one degree of freedom, which is the difference between the numbers of parameters in the two models, the critical x 2 value at the 1% level of significance equals 6.6349. Consequently, the null hypothesis is rejected, confirming the proposition that operating cash flow considerations are significant when evaluating a company's probability of failure.
Panel A of Table 6 presents the multivariate logistic regression results for the first, second and third year prior to failure for the estimation sample, which covers the years from 1988 to 1994. The predictor variables that entered the final TLAT ¼ total liabilities to total assets; EBITTL ¼ earnings before interest and taxes to total liabilities; CFFOTL ¼ cash flows from operations to total liabilities; WCAT ¼ working capital to total assets; REAT ¼ retained earnings to total assets; EBITAT ¼ earnings before interest and taxes to total assets; MKVALDT ¼ market value of equity to total debt; SALEAT ¼ sales to total assets. multivariate model are: cash flows from operations to total liabilities (CFFOTL), earnings before interest and taxes to total liabilities (EBITTL), and total liabilities to total assets (TLAT ). Interestingly, this is a parsimonious model that includes only three variables, which represent the main categories of financial ratios, i.e. operating cash flow, profitability and financial leverage. Consistent with prior expectations and past empirical evidence, the debt ratio (TLAT ) is positively associated with the probability of failure, whereas the profitability (EBITTL) and the operating cash flow (CFFOTL) ratios are negatively related to the failure probability. Moreover, in line with the univariate analysis results, the debt ratio (TLAT ) appears to be the most significant variable in the multivariate model. The overall correct classification of the model for the first year prior to bankruptcy is 94%. The type I and II error rates are 8% and 4%, respectively.
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Multivariate results for the logit model two years prior to bankruptcy show that the model correctly classifies 84% of the sample companies. The type I and II error rates are 18% and 14%, respectively. Finally, as expected, multivariate logit results three years prior to bankruptcy indicate that, overall, the classification accuracy of the model drops to 70%. Again, as expected, the type I and II error rates increase to 33% and 28%, respectively.
Panel A of Table 6 also presents the likelihood ratio test statistics for the yearly multivariate logit models along with their respective significant levels. The likelihood ratio statistic tests whether the null model, i.e. the model that only includes the constant term, fits the data as well as the full (final) model. In other words, it tests whether the set of variables included in the final model explains a significant portion of the variability in the data. In all three models, the test is significant at the 1% level, indicating that the three-variable set adds significantly to the explanatory power of the model.
To assess the concordance between the observed and predicted groups of companies, Goodman -Kruskal's g-coefficient of association was calculated (Goodman and Kruskal, 1954) . This is a symmetric measure of association for observations measured on an ordinal scale. The measure ranges from 21 to þ1 and it is calculated as follows:
where n s ¼ the number of concordant (agreeing) pairs of observations; n d ¼ the number of discordant (deviant) pairs of observations:
Results indicate that the coefficient is close to 1, i.e. 0.99 and 0.93, for the first two years prior to failure, respectively, and 0.68 for the third year. The p-values indicate significance at the 1% level, suggesting that the models classify correctly a relatively large number of the sample companies between the two groups, i.e. failed and non-failed.
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However, in order to test for overfitting and to check how robust a model's discriminatory power is, the model should be tested either by using the Lachenbruch jackknife procedure or by using a holdout sample of companies, either randomly selected from the same time period as the data from which the model was derived, or better still, from a future-dated time period (Morris, 1997) . A discussion of the model validation follows.
Validation of the Logit Model
Validation tests examine the ability of the classification models to predict failure among a new set of companies. Prior studies used various validation methods, including (a) an out-of-sample-period ex-ante test (forecast test), and (b) the Lachenbruch jackknife procedure. These methods are also applied in the present study.
Forecast validation test. The external validity of the multivariate logit model discussed in the previous section is tested using an out-of-sample-period ex-ante test.
12 The validation sample consists of companies that failed during the threeyear period, 1995 -97, and their matched healthy companies. Table 7 presents the validation results of the logit model. The overall correct classification results for one, two and three years prior to failure are 81%, 74% and 73%, respectively. Goodman -Kruskal's g-statistic also yields high values (0.90, 0.79 and 0.82, respectively), all statistically significant at the 1% level, indicating a strong association between the observed and predicted groups of companies. It is interesting to note that in all three years tested, the type I error rates are much lower than the type II error rates. Specifically, the average type I error rate is about 15%, whereas the average type II error rate is 32%. To summarize, the forecast validation test indicates that a parsimonious logit model that includes three financial ratios (a financial leverage, a profitability and an operating cash flow ratio) can yield relatively high classification results when used to predict the probability of financial distress for UK companies. Another merit of the model is that it produces much lower type I errors than type II errors. The type I error is typically considered more costly than the type II error. Specifically, Altman et al. (1977) estimated type I error rates to be thirty-five times as costly as type II error rates.
The above results differ from prior UK evidence in the following respects. First, prior UK studies did not find operating cash flows to be an important variable in predicting the probability of default. Second, the majority of prior UK studies did not use the forecasting approach in validating their model results.
Lachenbruch jackknife procedure. A statistical technique widely used in the literature for the validation of bankruptcy prediction models is the Lachenbruch jackknife procedure. The technique is considered particularly useful to researchers who deal with relatively small sample sizes, since the entire sample can be used to derive the parameters and a model is then constructed using n 2 1 observations. The model is then used to predict the remaining observation. The process is repeated n times and the misclassified observations are used to estimate the misclassification rate. According to Lachenbruch (1975) , the method gives an almost unbiased estimate of the misclassification rate so that the statistical overfitting problem will be accounted for.
The entire sample of companies covering the ten-year period from 1988 to 1997 was used to apply the jackknife procedure.
13 Table 7 presents the resulting classification rates along with the Goodman -Kruskal g-statistic. The overall correct predictions one, two and three years prior to bankruptcy are 82%, 72% and 70%, respectively. These results do not differ much from the forecast classification rates of the first logit model (i.e. Logit Model I).
Application of Altman's (1968) Variables
The bankruptcy prediction model developed by Altman (1968) has been commonly applied in finance and accounting research. Furthermore, it has been used extensively by both academics and practitioners as a standard of comparison for subsequent failure studies (Coats and Fant, 1993; Wilson and Sharda, 1994) .
Five ratios are included in Altman's (1968) model: (a) working capital to total assets, a liquidity indicator; (b) retained earnings to total assets, which is considered as a rough indicator of a firm's age; (c) earnings before interest and taxes to total assets, a measure of the true productivity of the firm's assets; (d) market value of equity to book value of total debt, which shows how much the firm's assets can decline in value before the liabilities exceed the assets and the firm becomes insolvent; and (e) sales to total assets, which illustrates the salesgenerating ability of the firm's assets and can therefore be used as a measure of management's capability to deal with competitive conditions (Altman, 1968) .
The aim here was to examine whether the five-variable set developed by Altman can be used to predict the probability of bankruptcy in UK companies. Altman, however, tested the predictive ability of the variables by means of linear discriminant analysis. To avoid the limitations of this technique, the present study uses logistic regression analysis.
Panel D of Table 6 presents the estimation results and the relevant test statistics for the Altman model. Results indicate that only the market variable (MKVALDT ) and the retained earnings to assets total (REAT ) ratio are statistically significant in at least one year. The classification rates for the first year are similar to the classification rates of the first logit model. These rates are inferior (superior) for the second (third) year. Results also show that the type I error is lower than the type II error rate in the last two years. Consistent with the results of the two logit models, Goodman-Kruskal's g-statistic is statistically significant in all three years and the likelihood ratio test statistics indicate that the model explains a significant portion of the variability in the estimation dataset.
The external validity of the Altman model was also examined using the futuredated holdout sample for the period 1995-97, used to validate Logit Model I. Table 7 presents the resulting classification rates. The results in the first year prior to failure are comparable to the logit model results but they are inferior in the second and third years. Specifically, the overall correct classification rate is 83% for the first years before failure, but it declines substantially in the second and third years (63% and 68%, respectively). The deterioration of the model's predictive ability is also evident from the low values of the Goodman -Kruskal gstatistic. In summary, empirical evidence suggests that the logit model developed in the study provides superior results to those results derived from the Altman model.
Neural Networks (NNs)
Panel B of Table 6 presents the neural network estimation results for the three years prior to failure. The results indicate that they provide higher overall classification rates for the first and third years than Logit Model I (96% vs 94% and 75% vs 70%, respectively). The classification rate for the second year remains the same. Interestingly, NNs also reduce significantly the type I errors for all three years before the failure event, yielding no such error in the first year. The type II error rate, however, increases in the first and second years, but remains the same in the third year (28%). Table 8 shows the final weights of the training phase of the feedforward neural networks for all three years prior to bankruptcy. Annotation H represents the number of neurons included in the hidden layer of the network. The last column for W and V corresponds to the threshold weights.
To assess the ex-ante predictive power of the neural network models, intertemporal validation was performed using the future-dated dataset for the period 1995-97. The resulting classification rates of the models are presented in Table 7 under the 'NNs forecast' heading. As anticipated, the overall classification rates for the first two years are significantly lower than those achieved with the training dataset. The correct classification percentage, however, remains the same in the third year (75%). Moreover, in all three years, the overall classification rates of the NN models are slightly higher than the respective classification rates produced by Logit Model I.
Comparison of Validation Results
This section compares the validation results (overall correct classification, type I and type II error rates) of the four different models developed in the study. These results are presented in Table 7 .
As far as the overall correct classification is concerned, results in Table 7 indicate that the neural network model provides the highest percentage in all 14 Regarding the Altman model, the five-variable set seems to achieve a satisfactory overall classification rate when applied to a future-dated holdout sample for the first year prior to failure, but its performance declines substantially in the second and third years prior to failure.
Moreover, since the type I error is arguably more costly than the type II error, researchers consider models to be superior if they minimize type I error rates. Table 7 shows that the Altman (1968) variable set yields the lowest type I error percentage in the first two years prior to failure. Nonetheless, type II error rates are extremely high (59% on average) and therefore this model may not be considered reliable for practical application purposes. Results in Table 7 and in Figure 3 also reveal that the forecasting test of Logit Model I provides the lowest type I error rates (on average 15% in all three years tested). In summary, comparing the validation results of the different failure prediction models developed in the study, we can conclude that the Logit Model I and the NN model results are considered the most reliable for predicting UK corporate failure. One of the arguments in favour of these models is that, in spite of the fact that they were tested against an intertemporal sample, they still yield high overall prediction rates with relatively low type I error rates.
Summary and Conclusions
The primary objectives of this study were to develop failure prediction models for UK public industrial firms using a recent company sample, via logit analysis and the neural network (NN) methodology, and also to explore the incremental information content of operating cash flows in predicting the probability of business failure.
Although many researchers developed failure prediction models using a variety of statistical techniques, they have mainly used US company data. In the UK, several failure prediction studies were conducted in the 1970s and 1980s, using linear discriminant analysis, but they ignored the potential incremental explanatory power of operating cash flow-based variables in assessing a firm's financial status. Therefore, we were motivated to develop corporate failure prediction models using recent UK company data and to examine the usefulness of operating cash flows.
The dataset consists of fifty-one matched pairs of bankrupt and healthy UK public industrial firms. The bankrupt companies failed between the years 1988 and 1997. A parsimonious logit model with three financial ratios, a financial leverage, a profitability and an operating cash flow, was built. The variable set was subsequently used to develop an alternative bankruptcy prediction model using feedforward neural networks. An intertemporal test was performed to validate the two models. A second logit model was also constructed using the entire sample of companies and it was then validated using the Lachenbruch jackknife technique. All three models yielded high classification results one, two and three years prior to bankruptcy.
Nevertheless, it has been argued that the first logit model and the NN model are superior, as their overall ex-ante predictive ability is comparatively high and they result in low type I error rates. NNs achieved the highest overall classification rates for all three years prior to insolvency, with an average classification rate of 78% (see Figure 3 ). The logit model, although it achieved overall a lower correct classification (average of 76%), produced slightly lower type I error rates (average of 16% vs 17% for the NNs). Hence, it is argued that the two models can be viable alternatives for bankruptcy prediction in practical applications.
Furthermore, the predictive ability of the Altman model was also examined for our UK dataset but it did not perform that well compared to the other models tested, and thus it may not be that appropriate for predicting UK business failure. Moreover, contrary to prior studies, the results indicate that operating cash flows possess discriminatory power when it comes to predicting UK company failure.
In summary, this study extends prior studies in the following respects. First, the usefulness of operating cash flow-based variables to predict corporate failure was examined. Second, it methodologically refines prior UK studies by using a more recent company sample. Third, it employs logistic regression to develop a classification model and it uses an out-of-sample-period ex-ante test, as well as the Lachenbruch jackknife procedure, to validate the results. Fourth, it uses neural network methodology to predict the probability of business failure.
However, the main limitation of the present study and almost all previous failure prediction studies is the lack of a sound theoretical framework to guide the selection of variables with the best potential to discriminate corporate bankruptcy. Thus, the need for a sound economic theory of corporate failure still remains.
performed well in terms of classification accuracy and they have become widely accepted tools for practical financial analysis in the UK. 5. For a review of the failure-related literature undertaken prior to the mid-1980s, see Taffler (1984) . 6. The cash flow from the operations variable was defined as operating earnings plus non-cash expenses/revenues (non-current accruals) plus changes in working capital except for changes in cash and cash equivalents (current accruals). This definition of cash flows differs from the traditional one, which approximates cash flows by adding only depreciation to earnings (Laitinen, 1994) . The traditional measure was shown in prior studies to be a measure of profitability (Ali and Pope, 1995) . 7. Jones (1987) states the advantages of matching: 'Bankrupt firms are often disproportionately small and concentrated in certain failing industries. If nonbankrupt firms were drawn at random, there would probably be substantial differences between the two groups in terms of size and industry. The result is that the model attempting to discriminate between failing and healthy firms may actually be distinguishing between large and small firms, or between railroads and other industrials'. 8. Statistical analysis was performed with the SPSS (version 8.0) statistical package. 9. The neural network analysis was performed using the Matlab programming language. 10. Type I error is the misclassification of a failed firm as non-failed and the type II error is the misclassification of a non-failed firm as failed. 11. Nagelkerke's adjusted R 2 for each model is also shown in , which is the direct counterpart to the global F-test in linear regression analysis. N is the number of observations. 12. As Jones (1987) comments, if a holdout sample is obtained from a later period, one can test for both overfitting and a violation of the stationarity assumption. The stationarity assumption implies that the relationship between the independent variables and the dependent variable will hold over time. However, only a small number of researchers tested their models on a sample obtained from a later period (e.g. Peel and Peel, 1988; Platt and Platt, 1990; Charalambous et al., 2000) . 13. Panel C of Table 6 presents the estimation results of the logit model developed using the entire sample of companies and which, for convenience, is referred to as Logit Model II. To achieve consistency with the first logit model (referred to as Logit Model I), the same explanatory variables were used. The overall estimation results of Logit Model II for the first two years before the failure are much lower than the respective results of Logit Model I (86% and 73% vs 94% and 84%). Both models provide equal classification rates for the third year. 14. Cross-validation means verification using a time-coincident holdout sample.
