A new numerical method for two-point boundary value problems associated to differential equations with deviating argument is obtained. The method uses the fixed point technique, the trapezoidal quadrature rule, and the cubic spline interpolation procedure. The convergence of the method is proved without smoothness conditions, the kernel function being Lipschitzian in each argument. The interpolation procedure is used only on the points where the argument is modified. A practical stopping criterion of the algorithm is obtained and the accuracy of the method is illustrated on some numerical examples of the pantograph type.
Introduction
The existing numerical methods for two-point boundary value problems associated to second order functional differential equations are based on variational methods (see [1] ) or use finite differences (see [2, 3] ), Runge-Kutta procedures (see [4, 5] ), Lagrange interpolation (see [6, 7] for Fredholm integral equations which generalize the integral equation equivalent with such two-point boundary value problems), spline functions (see [8] [9] [10] ), extrapolation schemes (see [11] ), the shooting methods (see [12, 13] , and [1, 14] ), collocation methods (see [15, 16, 8, 9, 17] ) etc. In the survey of Cahlon and Nachman [18] concerning the numerical methods for boundary value problems of differential equations with deviating argument, it is mentioned that only a few papers on this subject are published. In this context, we can mention the following papers: [2, 19, 20, 11, 21, 18, 8, 22, 12, 3, 23, 9, 13, 17, 24, 10, 25] . The papers [19, 20, 22] present the same one-intervalone-point boundary value problem approached with successive and Pade approximations (in [19, 22] ), and with successive and modified successive approximations (in [20] ). In [2, 3] , the numerical method for boundary value problems of differential equations with deviating argument is based on finite differences, in [11] , the Richardson extrapolation is used, whereas in [24] , this problem is approached by projection methods using polynomial splines. The performing methods for the numerical solution of boundary value problems associated to differential equations with deviating argument are frequently focused on finite differences (see [2, 3] ), shooting techniques (see [21, 12, 13] ), and collocation (see [8, 9, 17] , and [10] ). In [21] , a shooting method based on the Runge-Kutta procedures and on the Newton method is constructed, while in [13] , the shooting method is based on the Euler procedure (better accuracy being obtained in [21] ). The collocation method is usually based on spline functions (see [8, 9, 17, 10] ) and better accuracy is obtained in [17] . The more efficient methods with the best accuracy have the order of error O(10 −5 ÷ 10 −6 ) for stepsize h = 0.1, and are obtained in the papers of Bartoszewski [21] and Qu and Agarwal [17] . In [21] , the two-point boundary value problems are presented as particular cases of a fixed point problem and for the numerical solution a shooting technique is used.
In this paper, we construct a new numerical method that has the order of error O(10 −5 ÷ 10 −6 ) for stepsize h = 0.1 and does not require smoothness conditions in the proof of convergence. The convergence of the shooting and finite differences methods usually involves the continuity of the first order partial derivatives of the kernel function, while in the case of the collocation method, it is necessary that the kernel function is sufficiently smooth. Here, we propose the method of successive interpolations for two-point boundary value problems associated to second order differential equations with variable modification of the argument. The principles of this method were introduced in [26] for the first order pantograph equation. The method combines Picard's sequence of successive approximations (given by the fixed point technique) with a quadrature rule and uses a natural cubic spline interpolation procedure only on the points where the modified argument appears. The interpolation procedure is repeated at each step of iteration using the values computed at the previous step. All the procedures included in the algorithm are recurrent and therefore easy to program. The method is thought to be an alternative to the well-known spline functions, collocation, shooting, finite differences, and variational methods in the situations uncovered by these methods (most of them require at least first order smoothness conditions, i.e. to be continuous and bounded on [0, a] × R × R). In the present paper, the convergence of the method is obtained without smoothness conditions (the kernel function being only Lipschitzian in each argument).
Consider the two-point boundary value problem:
where
The particular case ϕ(t) = λt corresponds to the second order pantograph equation. We suppose that ϕ is Lipschitzian and f is Lipschitzian in each argument. Under these conditions, the proposed method is convergent and numerically stable. The a priori error estimate leads to the convergence and to the numerical stability of the method, whereas the a posteriori error estimate gives a practical stopping criterion of the algorithm. Finally, the accuracy, the convergence, and the numerical stability of the method are tested on two numerical examples of the pantograph type.
Existence, uniqueness and approximation
In the functional space C [0, a] the boundary value problem (1) is equivalent to the Fredholm integral equation
The above integral equation can be written in the form
Consider the following conditions:
Consider the following supplementary condition:
, we apply the fixed point technique based on the Picard-Banach's principle to the operator A :
and obtain sufficient conditions for the convergence of the sequence of successive approximations:
to the unique solution x * , of the boundary value problem (1). So, we obtain: 
Proof. We get
From condition (iii), the operator A is a contraction having a unique fixed point
Using the Picard-Banach's fixed point principle, we obtain the estimates:
This last inequality leads us to (5). Since
, from the continuity of f , ϕ, x 0 the inequality (4) follows. This inequality offers the a priori error estimation in the approximation on (C[0, a], ‖ · ‖ C ) of the solution x * by the terms of the sequence of successive approximations. Moreover, after elementary calculus (two times differentiation with respect to t), from
[0, a] and x * is the unique solution of the two-point boundary value problem (1).
Remark 2.
Under the hypotheses of Theorem 1, it follows that
and we get
Moreover,
The numerical method
Consider the functions F k given by
It is easy to see that the functions x ′′ k and F k have the same properties.
In order to compute the terms of the sequence of successive approximations, we consider the uniform partition of [0, a] given by the knots t i = i·a n , i = 0, n. Let h = a n . On these knots, the relations (3) become
Define the functions 
Remark 4.
As it can be observed in the proof of Proposition 3 and in the inequality (6), the boundedness condition (v) is used only to estimate |f (t, x k (t), x k (ϕ(t)))|. However, we can avoid the boundedness condition (v) and by using only the conditions (i)-(iii), we can obtain an upper bound for |f (t,
and L instead of the value mentioned in condition (v) and therefore the boundedness condition (v) is not necessary.
In order to compute the integrals from (7), we apply the trapezoidal quadrature rule with a recent remainder estimation obtained in [27] for Lipschitzian functions:
where L > 0 is the Lipschitz constant of F .
Applying the quadrature rule (8) and (9) to the integrals from (7), we obtain the following numerical method:
for all i = 0, n and k ∈ N * . Since the functions F k,i , i = 0, n, k ∈ N, are Lipschitzian with the same constant L, for the remainder estimation in (11), we have
The algorithm
First, we present a result on error estimation in cubic spline interpolation of uniformly continuous functions. 
are the solutions of the system
Lemma 5 (see [28, 1] 
The relations (10) and (11) lead to the following algorithm:
and
where 
Here M 
and for i = 2, n − 1, 
By induction, for k ≥ 3, we obtain:
where s k−1 : [0, a] → R, is the natural cubic spline of interpolation as in (13) 
The values M 
The convergence analysis Theorem 6. Under the conditions (i)-(iv)
where V k−1 is defined below in (22) .
Proof. From (4), (15) , (16) and (18), we get
and according to (12) , we have 
We see that 
and for k ≥ 3, analogously it follows
These lead us to the necessity to estimate |x k−1 (t) − s k−1 (t)| for t ∈ [0, a] and k ≥ 2. For this purpose, we have,
So, from (21), (23) and (25) it follows,
for any i = 1, n − 1. By induction, for k ≥ 3, we obtain from (21) and (24)- (26): (α + β) < 1, the inequality (20) can be derived.
Remark 7.
From the error estimate (20) , since lim h→0 ω(V k−1 , h) = 0, we see on the one hand that for k → ∞, n → ∞ it follows that |x * (t i ) − x k (t i )| → 0 for any i = 1, n − 1. This is the convergence of the proposed method and algorithm. On the other hand, the differences between the conditions in Theorems 1 and 6 are: the contraction condition
is replaced by the convergence condition
(α + β) < 1 and the supplementary Lipschitz condition (iv) is included. We observe that in order to obtain the result of Theorem 6 no smoothness or boundedness conditions are needed.
Remark 8.
Under the conditions of Theorem 6, we can obtain continuous approximation of the solution. This is obtained
Remark 10. Now, we can see that the 'a posteriori' (5) and 'a priori' (20) error estimates can give a practical stopping criterion of the algorithm. This can be stated as follows: for given ε ′ > 0 and given n ∈ N * (previously chosen) it determines the first natural number k ∈ N * for which,
and we stop to this k, retaining the approximations x k (t i ), i = 0, n, of the solution. A demonstration of this criterion is the following:
We denote:
.
For given ε > 0, we require
and (a 2 /8)(α + β)
we can choose the smallest natural number n, for which the inequality (31) holds. Afterward, we find the smallest natural number k (this is the last iterative step to be made) for which
With these, we obtain |x
The numerical stability analysis
Consider the two point boundary value problem with the same second order differential equation, but with modified boundary values:
Applying the above presented numerical method to the boundary value problem (32), we obtain the sequence of successive approximations on the knots t i = i·a n , i = 0, n:
The effective computed values are
way as in (14)- (16), (18) and
Definition 11. We say that the above numerical method constructed is numerically stable if there exist p ∈ N * , a sequence of continuous functions µ k : [0, a] → [0, ∞), k ∈ N * with the property lim h→0 µ k (h) = 0, ∀k ∈ N * and the constants
Theorem 12.
Under the conditions of Theorem 6, the numerical method and its algorithm (10) , (11) and (14)- (19) are numerically stable.
Proof. We have:
and in the context of Theorem 6,
In an inductive manner, according to the condition
(α + β) < 1, we get:
and for k ≥ 2,
(α+β)
Under the same conditions, the continuous dependence of the solution by the data f and ϕ can be obtained similarly.
Numerical results
Example 13. Consider the following two-point boundary value problem:
Here, a = 1 2
, b = 1, c = √ e, ϕ(t) = λt with λ = Table 1 are presented in Table 2 . As it can be observed, the order of error is O(10 
, has the exact solution x * (t) = 
According to all examples presented in [17] , the order of error is O(10 −5 ÷ 10 −6 ) for stepsize h = 0.1. In the same paper, Example 5 is in the form of (1) interpolating the values b, x k−1 (t i ), i = 1, n − 1, c, the obtained numerical method is convergent and numerically stable, but for n = 20 and ε ′ = 10 −12 , we get k = 18, and observe that the errors are varying between 0.0083 and 0.0858. Despite that, by using quadratic spline interpolation generated by initial conditions (see [1, p . 39]), we obtain a numerical method that is not convergent.
Conclusions
A new numerical method for second order differential equations with deviating argument is proposed. This method combines the Picard sequence of successive approximations, the trapezoidal quadrature rule and natural cubic spline interpolation. The interpolation procedure is used only on the points where the modification of the argument appears and it is repeated at each step of iteration using the values computed at the previous step. The algorithm has a recurrent form easy to program, while a practical stopping criterion of the algorithm is obtained by using the error estimates. Moreover, the numerical stability of the method is proved and tested. The main results of the paper are Theorems 6 and 12, which prove its convergence and numerical stability. The method presented above is convergent even in the case of the Lipschitzian kernel function (in each argument), so that no smoothness condition is necessary. These extend the applicability of the method. The presented numerical examples illustrate the accuracy of the method and confirm its convergence and numerical stability. The principle of the method (the use, in the numerical integration, of an interpolation procedure only on the points where the argument is modified) gives its generality, being extensible to other types of functional equations with modified argument. These justify the name of the successive interpolations method.
