Fractals are mathematical or natural objects that are made of parts similar to the whole in certain ways. In this paper a software reliability forecasting method of software failure is proposed based on predictability of fractal time series. The empirical failure data (three data sets of Musa's) are used to demonstrate the performance of the reliability prediction. Compared with other methods, our method is effective.
Introduction
Software reliability, namely the capability that a given component or system within a specified environment will operate correctly for a specified period of time, has been one of the most important requirements. The important problem of the software reliability models is to calculate and predict the next failure time in advance. It was mainly treated as random and statistical problem. The Jelinski-Moranda model is based on time measurement and maximum likeness estimation. The Kalman filter is an efficient recursive filter that estimates the state of a linear dynamic system from a series of noisy measurements. The ARIMA models are the most general class of models for forecasting a time series which can be stationarized by transformations such as differencing and logging. Recently Bayesian networks, recurrent neural networks, and support vector machine are applied in time series analysis, which afford good results.
The term fractal, which means broken or irregular fragments, was originally coined by Mandelbrot to describe a family of complex shapes that possess an inherent selfsimilarity or self-affinity in their geometrical structure. It belongs to geometrical category. A fractal has a self-similar structure that occurs at different scales. Fractal objects, by definition, contain infinite detail, i.e., they contain the same degree of detail in each part as is contained in the entire object, no matter how many times its sections are enlarged. For example, a small branch of a tree looks like the whole tree due to the existence of branching structures. Fractal objects are self-similar under some changes in scale, either strictly or statistically.
A power law is a relationship between two scalar variables x and y, which can be written as follows: where C is the constant of proportionality and k is the exponent of the power law. Such a power law relationship appears as a straight line on a log-log plot since, taking logs of both sides, the above equation is equivalent to
which has the same form as the equation for a straight line
The equation f (x) = C, x k has a property that relative scale change f (sx)/ f (x) is independent of x. In this sense, f (x) is scale invariant or lacks a characteristic scale. Consequently, f (x) can be related to fractal because of its scale invariance. The k is called Fractal Dimension.
For Strictly Self-Similar Fractal, two scalar variables x and y fit power law strictly described as Eq. (2); for Statistically Self-Similar Fractal, the x and y fit power law statistically and fractal dimension k is slope of linear regression on a log-log plot described as Eq. (2) .
Fractals have been applied to analyze some random events like earthquakes, random walks and Brownian motions etc. Hughes et al. [1] has discovered that there exists interrelationship between random events and fractal. Software failures are also random events and the key of studying fractal is self-similarity. If self-similarity exists in time series then we may investigate the relationship between software failures and fractal.
The outline of this paper is the following: Section 2 presents sliding-window fractal forecasting model of software failure and validates the model through analyzing the empirical failure data. Section 3 concludes this paper and describes the future research.
The Software Failure Prediction Based on Fractals
Fractals can be characterized by dimensional measures, such as the Hausdorff dimension etc. The fractal dimension is often noninteger and smaller than the embedding topological dimension. Previously we always adopt "scale variation" method to analyze fractal dimension of data such as earthquakes etc. We select time section t as scale ε, divide the time section into some time subsections and take count of N(ε) which is the number of subsections the earthquake happen. Then we change the time section ε to obtain a new N(ε) and we repeat the above steps to obtain a series of ε − N(ε) pairs. We regard a ε − N(ε) pair of the series as Copyright c 2010 The Institute of Electronics, Information and Communication Engineers a point in log − log coordinates and draw a log ε − log N(ε) graph to analyze the data. This method is inapplicable to analyzing the data of software failure time because there will make a lot of waste if we adopt "scale variation" to analyze the data of software failure. According to Eq. (2), let y = N(r) = i which is the accumulative number of software failure and x = T i which is the cumulative time of the ith software failure. The formula will be described as:
where let s = C −d . When software failures happen, the time fractal dimension k will be computed.
where i m , i n denote the ordinal number of software failure and t i m , t i n denote corresponding failure time.
At first, we compute double log coordinates of the cumulate time of software failure and the accumulative number of software failure log t − log i in Musa's data set 1, namely Table A·1 (The results see Fig. 1 ) [2] . The slope k (fractal dimension) of each beeline connects point pairs (3, 20) , (3, 21) , (3, 22) , . . ., (3, 80 ) is between 0.65 − 0.03 and 0.65 + 0.03. All points are almost in a beeline, which implies there exist good self-similarity in time series and fractal relationship between the cumulate time of software failure and the accumulative number of software failure.
After software failure happens, maintenance personnel will repair software system, correct mistakes and software reliability will be changed. The fractal dimension k will change and d will also change.
Prediction of scalar time-series {x(n)} refers to the task of finding an estimate x(n + 1) of the next future sample x(n + 1) based on the knowledge of the history of the time series. Introducing a general nonlinear function f (.): Fig. 1 The double logarithmic log t -log i of Musa's failure data set 1.
1))]
T of past samples, we arrive at the nonlinear prediction approach:
In this way, We adopt method of sliding-window to compute. The algorithm will be described as follow: 
The forecasting algorithm and a one-step-ahead forecasting policy are applied in three examples. The software failure data are obtained from Musa's data set 1, 2, and 3 (Table A·1, Table A·2 and Table A·3 ) [2] , [3] . The performance of the proposed model is compared with the normal distribution [3] , Kalman filter [3] , adaptive Kalman filter [3] , and ARIMA [4] , [5] forecasting methods. The experimental results are shown in Fig. 2, Fig. 3 , Table 1 and Table A·4 . In the investigation, the values of Mean Absolute Error
, where T i is the ith actual failure time and T i is forecasting time (Table 1) . Similarly, Mean Abso-
n is the number of forecasting periods, p i is actual value of period i (actual interval time between the (i−1)th failure and ith failure) and p i is forecasting value (Table A·4) . We adopt different sliding-window sizes to compute forecasting values. When the exponential d of fractal model is steady, namely hardly change, the greater the size of the sliding-window the better the linearity and the predictability becomes better. After maintenance personnel fix the software system, d may change sharply. At this time the less size of sliding-window will keep up with the change of the exponential d. When sliding-window size m = 5, 3, and 9, fractal model provides the smallest MAE and NRMSE values in Musa set 1, 2, and 3 respectively. Good self-similarity is the key of fractal forecasting accuracy. We can make better prediction through the similarity between parts and whole. We have discovered the good self-similarity of time series in Musa set 1. The self-similarities are also discovered in Musa set 2 and 3, which lead to the better goodness-of-fit than other methods (Table 1 and Table A·4 ). The exponential d of fractal model can be used to evaluate and characterize software quality. As the maintenance personnel continue to improve software system, d increases. Software system will operate correctly for longer time, namely the software quality becomes better. Therefore positive correlation exists between d and software quality.
Conclusion
This paper proposes the software reliability model based on fractals to forecasting the next software failure time which almost fit the actual failure time. Studying the empirical data (three data sets of Musa's) and comparison with other models validate our method. Our model is different from existing forecasting approaches for it is based on geometrical notion and method. We will research the mechanism behind fractals further in future work. 
