In this paper, the model for multimedia transmission over downlink in 3.5G wireless network in terms of a queue with two priority classes, one of which has time priority while the another has space priority, is formulated. The input is described by the Batch Marked Markov Arrival Process (BM M AP ). Service time distributions are of PH (phase) type dependent on the class of a customer. The buffer is finite, but the customers of a class having higher priority for taking into the service from a buffer (time priority) can occupy only a part of this buffer. Queueing system's behavior is described in terms of multi-dimensional continuous time skip-free to the left Markov chain. It allows to exploit an effective algorithm for calculation of the stationary distribution of the queueing system. Loss probability for customers of both classes is calculated.
Introduction
While Third Generation (3G) wireless systems are being intensively deployed worldwide, new proposals for enhanced data rates and quality of service provision are being standardised. One of the most promising enhancements to the widely deployed Universal Mobile Telecommunication System (UMTS) which is based on Wideband Code Division Multiple Access (W-CDMA) is called High Speed Downlink Packet Access (HSDPA) (3GPP TS, 2001 ) which is also referred to as 3.5G. HSDPA aims at providing data rates around 2-10Mbps on the downlink to mobile users mainly for multimedia services such as realtime and streaming video in packet-switched common channel.
On one hand, modelling of multimedia traffic over shared channel is rather complicated. Therefore, most of the studies typically investigate the problem using packet-level simulation (Bonald and Proutiere, 2003) or as data flows which can be real-time (voice or video) or non-real-time (www browsing, e-mail, ftp, or data access). Other works considered performance study of the HSDPA system taking into account system details rather than the multimedia traffic characteristics (van der Berg et al, 2005) . Attempts to capture some characteristics of the multimedia traffic analytically were made by several authors such as using self-similar traffic (Crovella and Bestavros, 1995) , (Kim and Hwang, 2004) , Generalised Exponential (GE) Distribution , or Batch Markov Arrival Process (Chakravarthy, 2001) , (Dudin and Chakravarthy, 2002) , (Lucantoni, 1991) . A common weakness in all previous models is that even if they capture correlation which an important feature of the multimedia traffic (GE does not even capture correlation), they consider the two flows independent of each other. However, even the single multimedia stream is composed of two types of traffic; real-time (voice and/or video) and non-real-time (data) traffic flows. These flows cannot be considered as independent flows. This implies the necessity of considering two types of correlation; intra-flow and inter-flow correlation within the same multimedia stream.
On the other hand, providing Quality of Service (QoS) for multimedia traffic requires differentiated consideration of the different flows within the single multimedia stream. The real-time traffic flow requires low delay and low jitter but can tolerate some packet loss while the data component (non-real-time) is very sensitive to packet loss but can tolerate some delay or jitter. In , the authors presented a multi-service class buffer model that can provide time and space prioritization based on thresholds Both priorities, however, can only be given to the same service or flow. In addition, the multimedia traffic was modelled by the GE distribution.
The paper reports on initial results of a new line of research that will bring new dimension to the analytical modelling of multimedia traffic over wireless channels. We consider a multimedia stream that is composed from two types of traffic; real-time (voice and/or video) and non-real-time (data) traffic streams (See Figure 1) . Unlike most recent studies, our models present two novel features that aims at providing necessary prioritization for QoS provisioning of multimedia services. First, we consider a novel queuing model for the buffer in which the two classes of traffic that compose the one multimedia stream enjoy different priority types that suits their QoS requirement; namely time priority for real-time traffic which a threshold to control the delay and jitter while we provide space priority for the data in order to minimise packet loss. In our project, we consider a number of distributions to model both the arrival process and the service process of the multimedia traffic. In this paper, we consider a novel application of the Batch Marked Markov Arrival Process (BM M AP ) (He, 1996) to represent the multimedia stream that consists of two classes of traffic. The main advantage of using BM M AP is that it is capable of capturing both the intra-flow and inter-flow correlation.
This paper represents the first report on the results of this project, and only contains the formulation of the model and the analysis. It provides the solution and formulae for calculating packet loss probabilities for both classes. Programming of software package for numerical solution is underway. Additionally, derivation of waiting time distribution for Class 2 flow (real-time) will provide the tool to calculate the delay and jitter. This will then be the base for our optimisation goal in which we use the threshold value to obtain desirable QoS for the multimedia traffic.
Mathematical model
We have a single-server queue with a finite buffer of a capacity R, R > 0. The input flow is described by the Batch Marked Markovian Arrival Process (BM M AP )(see, e.g., (He, 1996) ). Customers arrival in the BM M AP is directed by the irreducible continuous time Markov chain ν t , t ≥ 0, with a finite state space {0, 1, . . . , W }. Sojourn time of the chain ν t , t ≥ 0 in the state ν has exponential distribution with a parameter λ ν . After this time expires, with probability p 0 (ν, ν ) the chain jumps into the state ν without generation of customers and with probability p (l) k (ν, ν ) the chain jumps into the state ν and a batch consisting of k customers of type l (type-l customers) is generated, k ≥ 1. Here we will assume that only two types of customers are served in the system, so l = 1, 2. The introduced probabilities satisfy conditions:
The parameters defining the BM M AP can be kept in the square matrices D 0 , D
k , k ≥ 1 of sizeW = W + 1 defined by their entries:
, θ is the stationary probability vector of the states of the Markov chain ν t , t ≥ 0.
Vector θ is the unique solution to the system θ = θD(1), θe = 1.
Here and below e is the column vector of appropriate dimension consisting of all 1's.
Intensity λ l of type-l customers arrival is calculated by
Type-1 customers are accepted into the system if the buffer is not full. If the size of arriving batch exceeds the available space in a buffer we assume that the corresponding part of the batch is accepted into the buffer while the rest is lost. Such a discipline is called partial admission. Disciplines of complete admission or complete rejection where the whole batch is accepted or rejected correspondingly can be handled in a similar way.
Type-2 customers have a priority with respect to type-1 customers. If at least one type-2 customers presents in the system at the service completion epoch, then type-2 customer will get the service. Type-1 customers have a chance to get service only if no one type-2 customer presents in the system. Interruption of the service is not allowed.
However, type-2 customers have more restricted access into the system. No more then N, 1 ≤ N < R, type-2 customers can be accepted into the buffer. Discipline of partial admission is applied as well. = −S (k) e. The average service time is given by β k (−S (k) ) −1 e. For more details about the P H type distribution see (Neuts, 1981) .
Assumption that the arriving flow is the BM M AP allows to catch correlation in the input process what is very important in modelling multi-media traffic. Assumption about PH type service time distribution is some kind of trade-off between desire to consider the most general service process and possibility to have still analytically tractable Markov process as the model of the system behavior.
The proper selection of the buffer size R and the threshold N , which restricts access of the priority customers, can allow effectively control the main performance measures of the system (delay and jitter for type-2 customers and loss probability for type-1 customers). As a first step in this direction, the problem of calculation of the stationary state distribution of the Markov chain, which will be described in the next section, should be solved. Mention that this stationary distribution exists always as the state space of the Markov chain is finite, the process ν t t ≥ 0, is assumed to be irreducible and the so called (β k , S k ) representations of PH are suggested to be irreducible.
3
Markovian process of the system states Let i (k) t be the number of type-k customers presenting in a system at the epoch t, k = 1, 2, ξ t be the type of the customer is service at epoch t, ν t be the state of the directing process of the BM M AP , and η (ξt) t be the state of the process which defines the service at the epoch t.
In is clear that the process
Denote the stationary state probabilities of this Markov chain by:
To simplify operation with the probabilities, we enumerate the states of the processes in the lexicographic order and introduce the vectors of stationary probabilities:
So, the row vector p(0, 0, 0) has dimensionW , the row vector p(i 2 , i 1 , r) has dimensionW M r , r = 1, 2.
In what follows, we use the following denotations: I. is the indentity matrix of dimension defined by the suffix, 0 is the row vector of dimension which should be clear from context, ⊗ and ⊕ are the symbols of Kronecker product and sum of the matrices correspondingly, δ i,j is Kronecker delta:
Theorem 1. The vectors p(0, 0, 0), p(i 2 , i 1 , r) satisfy the following system of equations:
Proof of the theorem is implemented by means of analysis of intensity of transition of the process ζ t , t ≥ 0.
Combine now the states corresponding to a fixed value of components i 2 and r and introduce macrovectors of stationary probabilities:
Introduce the following denotations of matrices:
• B is the square matrix of dimension (R − i + 1)W M r , i = 0, N − 1, r = 1, 2, defined as follows:
. . . D
(1)
• A (r)
N is the square matrix of dimension (R − N + 1)W M r , r = 1, 2, having the same structure, as the matrix (10) • T (r) has dimension (R + 1)W M r ×W and is defined as the block column having zero blocks except the first block which is equal to IW ⊗S (r) 0 ;
• Z
(1) has dimensionW × (M 1 (R + 1)W ) and is defined by
Corollary 1. The macro-vectorsp(0), p(i, r), r = 1, 2 satisfy the following system of equations:
Denote
Corollary 2. The macro-vector p satisfies equation:
where Q is generator of the Markov chain ζ t , t ≥ 0 having the following structure:
where
i,N −i }, i = 0, N − 1,
1 ),
i+1 ), i = 1, N, diag{C 1 , . . . , C N } denotes the block diagonal matrix with the diagonal entries {C 1 , . . . , C N }. 
However, the blocking matrix (17) (generator of the process ζ t , t ≥ 0) has only non-zero blocks below the sub-diagonal. So, the effective and stable algorithm for solving system (16),(18), which is presented in (Klimenok and Dudin, 2003) , (Klimenok and Dudin, 2005) , can be applied for solving this system.
Having the stationary distribution of the Markov chain ζ t , t ≥ 0 been computed, different performance measures of the system can be calculated and optimization problems can be solved. In particular, probabilities P (l) loss that the arbitrary type-l customer, l = 1, 2 is lost is calculated as given in the following statement.
Theorem 2. The loss probabilities P 
