Cheap does not imply cost-effective -this is rule number one of zeitgeisty system design. The initial investment accounts only for a small portion of the lifecycle costs of a technical system. In fluid systems, about ninety percent of the total costs are caused by other factors like power consumption and maintenance. With modern optimization methods, it is already possible to plan an optimal technical system considering multiple objectives. In this paper, we focus on an often neglected contribution to the lifecycle costs: downtime costs due to spontaneous failures. Consequently, availability becomes an issue.
Introduction
In times of planned obsolescence private and corporate consumers call for more sustainable products and systems. Energy efficiency is key to ecological sustainability. To achieve economical sustainability investment costs and availability have to be considered as well. Thus, system designers are confronted with a multi-criterial optimization problem.
The decision whether to buy a specific component or not affects the economic value of the system: A component can be cheap regarding investment costs. However, if its energy consumption is high, it might be worthy to invest in a more efficient one. Given a diverse load spectrum, investing in several components which share the load might also be well spent money if the reduction in energy costs in a given deprication period outweighs the additional investment costs. If components have to be renewed or repaired often due to high failure rates, the downtime of the system increases. In this case, it might be beneficial to invest in more expensive, but also more robust components.
Uncertainty in the load and in the availability of the components due to random failures impede the assessment of expected energy and downtime costs during system planning. In this paper, we present a method for the design of technical systems named Technical Operations Research (TOR). With TOR we are able to find the global optimal system layout which fulfills multiple load scenarios and consists of the optimal combination of optional components. Given different availability scenarios with probabilities which depend on the purchase decisions, this layout incurs the minimum total cost of investment, energy, and failure.
Technical Application and Load Scenarios
We illustrate our method by designing a pump system. The planner has to find the optimal combination of pumps which fulfills the required function while minimizing costs. In this example, optional pumps with characteristic curves as illustrated in Fig. 1 are given. We want to find the parallel connection of up to four pumps which incurs the minimum sum of investment, energy, and failure costs. The required function of the pump system is a distribution of different loads, subject to uncertainty. We assume a set of discrete load cases λ ∈ L, which we call load scenarios, cf. Fig. 2 . To each of them a probability p λ is assigned. It represents the assumed portion of the system's life time in which the load corresponding to λ is supposed to occur. The power consumption of the system depends on a given load scenario. The overall power consumption is the weighted sum over the different scenarios. To calculate the energy costs of the system, the power consumption P λ,pump of each pump in load scenario λ is taken into account. Given a deprication period τ and electricity costs ζ the energy costs are
However, the power consumption and thus the energy costs of the system are not only dependent on the load scenario, but also on the number of available pumps. On the one hand, if one of the purchased pumps fails, the other pumps may have to run in an operating point which is less energy efficient in order to still fulfill the load. On the other hand, given low penalty costs during system downtime, one could also deliberately switch off the pumps if they had to run in a highly energy consuming operating point. Therefore, we consider not only different load scenarios, but also the different system states which arise if some of the components fail.
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? Figure 3 : Planning the optimal pump system. How many and which optional pumps should be bought to build the system which incurs the minimum sum of investment, energy and failure costs?
System Availability
If we put n new, statistically identical and independent items into operation at time t = 0, at the time t a portionṽ(t) of these items have not yet failed.
is the empirical reliability which converges to the reliability function R(t) for n → ∞ [1] . This equation describes the probability that the item will perform its required function under given operating conditions, i.e., that it will not fail in the interval (0, t]. For an arbitrary time interval (t, t + δt], the empirical failure rateλ(t) is given by [1] 
The combination of Eq. 2 and 3 yieldŝ
Given R(t) differentiable, Eq. 4 converges for n → ∞ to the (instantaneous) failure rate
For a large population of new, statistically identical and independent items, often a so-called bathtub curve with three phases is observed (cf. Fig. 4 ). In phase 1, early failures due to randomly distributed weaknesses in the items occur and the failure rate λ(t) decreases rapidly with time. Stochastic failures are observed in phase 2 and λ(t) is approximately constant. In phase 3, failures due to wearout or aging occur and λ(t) increases with time.
In case of stochastic failure and constant time independent failure rate λ(t) = λ, the reliability is given by
The mean of the expected failure free time, i.e., the Mean Time To Failure (M T T F ), is
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Figure 4:
The time-dependency of the failure rate λ can often be represented by a bathtub curve with three phases. For most of the item's life the failure rate is constant and its reliability can be described by an exponential distribution.
For a constant failure rate this yields
A repairable item goes through a sequence of failure and repair events. Instead of M T T F , the term Mean Time Between Failures (M T BF ) is used. When only considering two states of an item (good/failed), and assuming that it is as-good-as-new after each repair action, successive failure-free times are independent random variables. Given a constant failure rate λ, the mean of the exponentially distributed successive failure-free times is given by
The Point Availability P A(t) describes the probability that an item performs its required function at a given time t, i.e., that it is not in a failure state or undergoing a repair action when requested for use. High reliability promotes high availability, but does not imply so. Even a highly reliable item can still be poorly available if the required repair is very time-consuming. If we assume the maintenance time to be exponentially distributed according to e −µt with constant repair rate µ, the Mean Time To Repair (M T T R) is given by:
The point availability P A(t) of an item converges to the stationary value of the average availability
A gives the expected value for the fraction of time during which the item is operational. Assuming the availability of the components of a system to be independent, the fraction of time during which two components P 1 and P 2 are both available can be calculated by
Based on this assumption, different availability scenarios arise which are dependent on the purchase decision. If we buy three components P 1 , P 2 and P 3 with corresponding availabilities A 1 , A 2 , A 3 there are 2 3 possible system states with different probabilities which we call availability scenarios:
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avail. scen. P 1 P 2 P 3 time fraction description
High availability at the system level is often achieved by redundancy. By providing more components than actually needed in order to fulfill the required function, the reliability is increased. In a parallel connection of n identical pumps, of which k ≤ n are necessary to provide the demanded volume flow, n − k are in reserve. This structure is called a k-out-of-n redundancy [1] . If we assume the pumps to be as-good-as-new after a repair action we can describe the system by states S 1 , S 2 , …, S n−k , S n−k+1 where S i represents the system state in which i of the identical pumps have dropped out, cf. Fig. 5 . For a constant failure and repair rate and statistically identical and independent pumps, this system can be described by a Markov process. In case of n − k + 1 failed pumps, the system is down. Since this state can only be left if one of the pumps is repaired, the probability to stay in this state is 1 − µ δt. The transition probabilities for the other states are given by v k δt, where v k = λ n−k+1 n! (k−1)! for k = 1, . . . , n − k [1] . Figure 5 : A system of n parallel pumps out of which k are necessary to fulfill the load is an example for a k-out-of-n redundant system. Under certain assumptions, it can be described by a Markov process.
Systems of pumps which have different failure rates λ, cannot be described by the above process. A growing number of states makes the representation of the system's availability more difficult. In this paper, we deal with pumps with different M T BF and thus we do not only consider n − k states, but all possibilities which can arise if different combinations of the pumps fail.
Mixed Integer Linear Program
We model the multicriterial optimization problem by a Mixed Integer Linear Program consisting of two stages: First, find a low-priced investment decision in an adequate set of optional pumps. Secondly, find energy-efficient operating settings for the selected pumps and ensure low failure costs. However, instead of optimizing investment, failure and energy costs separately, we compare all possible systems and minimize the weighted sum of investment costs I, of system downtimes D and of power consumption U simultaneously, given a deprication period τ , electricity costs ζ and downtime penalty costs per hour ξ:
The pumps available in the construction kit have different MTBF and prices: According to [2] , all possible systems are modelled by the complete graph G = (V, E) with edges E corresponding to the optional pumps and pipes, and vertices V representing the connection points between these components. In this study we want to compare all possible parallel connections which can be built with N given pumps, see Fig. 3 
Out of a set of N optional pumps, 2 N different systems can be built. These purchase possibilities B are represented by the power set P(P). Each set-up β ∈ B results in a set of availability scenarios A β . If we decide to buy n pumps, 2 n availability scenarios exist. Note that the number of availability scenarios depends on a first stage decision. This dependency can be resolved by a redundant enumeration of all possible purchase decisions in the scenario set. In general, this results in a set of combined purchase and availiability scenarios A = {(β, α) : β ∈ B, α ∈ A β } . The number of combined scenarios equals the cardinality of the binary relation S on the power set of pumps, such that xSy iff x ⊆ y for all x, y ∈ P (P ). Haye [3] calculated this to be |A| = 3 N . For instance, for the case of four optional pumps which is considered in this study, 81 different scenarios exist. Given a set of load scenarios L this results in a set of scenarios Sc = A × L, cf. Fig 6. For each scenario sc = (β, α, λ) ∈ Sc and each pump (i, j) ∈ P, a binary variable a sc, i, j is introduced. This makes it possible to deactivate purchased pumps during operation in each scenario separately.
A physical constraint imposed on the fluid system is the conservation of the volume flow. In each scenario sc the sum of the flow Q sc, i, v going into vertex v must be equal to the sum of the flow Q sc, v, j going out of vertex v:
An additional constraint with an adequate upper limit Q max ensures that only components (i, j) which operate in scenario sc contribute to the volume flow conservation:
Another physical constraint is the pressure propagation Figure 6 : k different load scenarios and N optional pumps yield k · 3 N different scenarios. which has to be fulfilled along each edge (i, j) if the component is active in scenario sc. The parameter M is an adequately chosen number allowing to activate the constraint if the component is operating (a sc, i, j = 1) and to deactivate the constraint if the component is switched off (a sc, i, j = 0). The variable ∆H represents the change in pressure when passing through component (i, j). For pumps, the increase of pressure ∆H depends on the rotational speed n of the pump and on the volume flow Q which is conveyed. This dependency is given for each pump by its head curve, cf. Fig. 1 . For pipes, a negative ∆H represents the pressure loss due to friction, increasing with the volume flow to the power of two. The head curves of the pumps and the pipes have been piecewise linearly approximated and represented by a convex combination formulation [4] . The second characteristic curve in Fig.  1 represents the relationship between power consumption P of the pump and the volume flow Q conveyed at a given rotational speed n. It is also piecewise linearly approximated with the help of a convex combination formulation and is zero for a sc, i, j = 0.
For each scenario sc = (β, α, λ), a binary variable f sc indicates whether a given combined purchase and availability scenario (β, α) fulfills the load specified by load scenario λ. If the load is not fulfilled in scenario sc, all pumps (i, j) ∈ P shall be deactivated:
Once the purchase decisions are made, i.e., one purchase possibilityβ is chosen, all scenarios corresponding to other purchase possibilities are to be excluded. This is achieved by the following constraints: Firstly, if a pump is part of the set-up of a given purchase possibilityβ, the load in any scenario (β, α, λ) can only be fulfilled if this pump is bought:
Secondly, the load can only be fulfilled by one purchase possibility:
Each scenario sc = (β, α, λ) occurs during a time fraction p sc = p λ · p α . We calculate the system's power consumption U by summing up the power consumption P sc,i,j of all pumps (i, j) ∈ P in every scenario:
With Eqs. 18, 19 and 20 we ensure, that only pumps which have been bought, are available, and active contribute to the energy costs. The failure costs are calculated by
Optimization Result Table 4 shows the optimal purchase and operating decisions for different magnitudes of downtime penalties. Once the purchase decisions are made, this results in specific availability scenarios. For each availability scenario the operating strategy in load scenario λ i is given. For downtime penalties of 0.13 e/hour, the purchase decision which incurs the minimum sum of investment, energy and failure costs is to buy none of the pumps. In this case, the initial investment and the operation of the system cause more costs than simply accepting downtime during the whole deprication period.
If we double the downtime penalties to 0.26 e/hour, the optimal decision is to buy the cheapest pump P1 and to operate it during the scenario with the highest time portion and the minimum energy costs, λ 1 . Pump P1 is not able to fulfill the load in scenarios λ 3 and λ 4 , but it can provide the volume flow required in λ 2 . However, it is not operated in λ 2 . Reducing the downtime costs is not profitable due to resulting energy costs. This yields an average uptime of ca. 41 %, as given in the following Table: 
When further raising downtime penalties, pump P2 is bought. This pump has the same characteristic curve as P1, but a higher price and eight times higher M T BF , cf. Table 2 . Pump P2 is also only operated in scenario λ 1 , but due to its lower failure rate, the average uptime of the system reaches about 73 %, cf. Table 3 .
For downtime penalties of 0.91 e/hour, pumps P1 and P2 are bought. Now, the required volume flow can also be provided in scenarios λ 3 and λ 4 by operating P1 and P2 in parallel. Whenever the system can fulfill the load in an availability scenario, it does so. The average uptime of the system rises to more than 98 %.
For the highest downtime penalties of 26.00 e/hour, pumps P1, P2 and P4 are bought. Since two of the three pumps can fulfill the load in each scenario λ i , this results in a 2-out-of-3 redundancy and the average uptime increases slightly to ca. 99.96 %. In this case, higher investment costs are profitable, regarding the otherwise high failure costs.
Summary
Downtime costs can account for a substantial share of the lifecycle costs of a technical system. We showed how to consider its availability in a multicriterial optimization. The magnitude of the failure costs determines the optimal system topology. We observed three distinct cases:
If downtime costs are small, the system's availability is not the optimization's prime directive. The resulting topology consists of few components, even though the load cannot be fulfilled in certain scenarios. This saves investment and energy costs. For average downtime costs, the optimal system and operating strategy is similar to one which results when optimizing without considering failures at all. All load scenarios are fulfilled with minimum energy costs, higher investment costs are balanced by energy savings. If system downtime incurs high costs, it is worthwhile to invest in more components than crucially necessary. The system's redundancy is increased.
We solved our MILP with the standard optimization software CPLEX based on the branch and cut algorithm. For further research it would be interesting to formulate the model as a two stage stochastic program and to evaluate if dual decomposition methods [5] provide a speed-up.
