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Summary 
 This thesis contains a theoretical investigation on ion-selective sensors for the 
alikali metal cations, halides and the biologically important nitrates. The ion sensors in 
our studies are typically molecular receptors/hosts which potentially act as transducers 
for the transformation of chemical information into measurable signals. For example, in 
the molecular recognition of the common alkali metal ions, an amide functional group is 
incorporated into the side-arm of an aza-crown ether. Besides the usual selectivity 
exercised by the cavity size of the macrocyclic ring, the interaction between the carbonyl 
functional group and the encapsulated cation is studied for differential selectivity.  
 Theoretical investigations have also been carried out on several proposed sensors 
for the selective detection of halides. Some of these receptors exhibit a dramatic colour 
change upon complexation with the anions and are therefore prominent sensing agents for 
the species involved. Finally a theoretical study is performed on a selective nitrate sensor 
that has been developed recently. The receptor boasts multiple sites for hosting metal 
cations and in particular, a curious anion-π interaction scheme has been proposed for the 












Chapter 1  
Introduction 
 
1.1 Cation sensing 
 The importance of cations in quintessential biological processes can hardly be 
overstated. For example, the concentration gradients of cations across cell membranes 
maintain potentials that are used to transport organic substrates into cells.1, 2 In addition, 
cations trigger muscle contraction and are involved in the transmission of nerve impulses. 
More importantly, many metal cations are present at the active site of numerous enzymes 
and play catalytic roles in biochemical processes.3 For example, complexes of 
paramagnetic lanthanide cations (e.g. Gd3+) have been found in medicinal uses as contrast 
agents in magnetic resonance imaging of soft tissue, while complexes of platinum (e.g. 
cis-platin) have been shown to coordinate to DNA, disrupting replication and, therefore, 
hinder the growth of tumor cells.4 
 The design of receptors to selectively bind a particular metal ion in the presence 
of other cations also finds relevance in current mining technology, where it is crucial to 
extract a specific metal ion from a solution phase mixture (e.g. isolation of copper from 
copper ores containing mixtures of copper, iron and cadmium).5 Clearly, it is important to 
develop sequestering agents for toxic or pollutant metals such as lead, cadmium, mercury 
or plutonmium in chelation therapy for poisoning victims or in systems designed to 
remove such pollutants from the environment.5 Similar sequestering agents are also used 
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to remove excess iron from patients suffering from haemophilia.5 These are but a few of 
the many important reasons behind the current push and advance towards the production 
of selective receptors for cationic guest species. 
 
 
1.2 Anion sensing 
 
In the chemistry of life processes, anion binding plays a central role, as evidenced by 
the fact that the substrates of a large majority of characterized enzymes are anionic in 
nature.6 In spite of this, the design and synthesis of anion binding hosts has been 
relatively slow to develop, in contrast to the analogous chemistry of cation receptors. 
This discrepancy may readily be traced to a number of inherent difficulties in anion 
binding: 7, 8 
1. Anions are relatively large and therefore require receptors of considerably greater 
size than cations. 
2. Even simple inorganic anions occur in a range of shapes and geometries, for 
example, spherical in the case of halides , tetrahedral (PO43-, SO42-), planar (NO3-), 
linear (SCN-, N3-), as well as more complicated examples as in the case of 
biologically important oligophosphate anions.8,9 
3. In comparison to cations of similar size, anions have higher free energy of 
solvation and, hence, anionic hosts must compete more effectively with the 
surrounding medium.10-15 
 The feature distinguishing anions from other guest species is their negative 
electrostatic charge. Therefore, this is the prime property to address if specific 
complexing agents for these species are to be constructed. Apart from the halides and 
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alkalides, which are monoatomic and have a spherical charge distribution, all others, 
especially the biologically important members, have distinct covalent structures and 
are frequently complexes with concomitant stereoelectronic properties. These form 
the basis for the distinction between, for example sulphate and hydrogen phosphate, 
which is vital to all biological processes involving these oxoanions. 
 Due to the polyatomic structure of most anions, their sizes are much larger 
compared to common metal cations.16 Table 1.1 lists some values for ionic radii of 
common anions. It is important to note that these numbers vary considerably with the 
method of determination, probably owing to the nonspherical shape.17 Solvation of 
anions  is dominated by electrostatic interactions with solvent molecules, 18,19 and huge 
amounts of energy are involved in these interactions, particularly in protic solvents, 
which can form multiple and strong hydrogen bonds to the anion. The thermodynamic 
parameters of hydration given in Table 1.1 indicate that this binding mechanism is likely 
to stabilize anions to a greater extent than it does to cations of equal charge density. A 
further demonstration of how powerful and effective hydrogen bonding solvation of 
anions may be is provided by the observation that two anions may overcome Coulombic 
repulsion to form stable dimeric aqua complexes in water.19 Essential to hydrogen 
bonding stabilization of anions is their Lewis-base character. The presence of lone 
electron pairs serving as H-bond acceptor sites is common to most anions but their Lewis 
bascity, however varies within broad limits. Nevertheless, Lewis basicity is a common 




Table 1.1 Ionic Size and Experimental Enthalpies (kJ mol-1) and Gibbs Free 
Energies of Hydration (kJ mol-1) for selected ions19 
 
 r (pm) Hhy  Ghy  
F- 133 -510 -465 
Cl- 181 -367 -340 
Br- 196 -336 -315 
I- 220 -291 -275 
HCOO- 156 -432 -335 
NO3- 179 -312 -300 
H2PO4- 200 -522 -465 
ClO4- 250 -246 -430 
CO32- 178 -1397 -1315 
SO32- 200 -1376 -1295 
SO42- 230 -1035 -1080 
PO43- 238 -2879 -2765 
Li+ 69 -531 -475 
Na+ 102 -416 -365 
K+ 138 -334 -295 
Cs+ 170 -283 -250 
NH4+ 148 -329 -285 
Ca2+ 100 -1602 -505 
Zn2+ 75 -2070 -1955 
Al3+ 53 -4715 -4525 




 Compared to Coulombic forces between charged host-guest partners, ion-dipole 
interactions have the same dependence on the dielectric environment, but are much 
weaker and have a steeper falloff with distance. However, they are directional and orient 
the ion and dipole vector with respect to each other. This is a structure-making property 
vastly exploited in all biological structures.19 The prototypical example here is the 
hydrogen bonds, which by virtue of their cumulative power warrant the defined 
secondary and tertiary structure of the proteins and nuclei acids. Taken alone an average 
single hydrogen bond between electronegative atoms can contribute up to about 30-40 kJ 
mol-1 to bind two partners,20 roughly one tenth the bond dissociation energy of a typical 
carbon-carbon or carbon hydrogen single bond. In solution, however, the maximum 
attainable interaction energy between host and guest interacting exclusively via hydrogen 
bonding is severely attenuated by the dielectric permittivity of the solvent. In extreme 
cases, the attraction between host and guest, doubtlessly existing in less polar solvents, 
vanishes completely when the solvent is switched to water.21,22 The special attraction of 
hydrogen bonding to the construction of abioic hosts derives from its electroneutrality 
and from the overwhelmingly rich chemistry from incorporation of appropriate structural 
elements into molecular frameworks. Electroneutrality is a very desirable property if 
applications like membrane transport and potentiometric ion sensing are envisaged. The 
versatility of construction in combination with the weak but non-specialized nature of 
hydrogen bonding interactions opens a wide arena for receptor design and encompasses 




1.3 Theoretical Studies 
Theoretical studies of supramolecular systems have provided much needed insight 
to the conformational preferences of the hosts complexed with different guests, as well as 
ligand selectivity.23 In addition to molecular mechanics modeling of host guest systems, 
molecular dynamics simulations have become increasingly popular in recent years, 
providing even greater understanding of the solution structure, as well as the 
preorganization and complexation mechanisms of host-guest systems.24 However 
theoretical studies have mainly focused on macrocyclic receptors for cations, since anion 
chemistry has developed more slowly. Hence most of the investigations have been 
carried out for crown ethers,25,26 thia crown ethers,27 cryptands,25 and cavitands28,29 as 
receptors for cations and neutral molecules. Nevertheless, there have been growing 
numbers of reported studies on anion receptors including positively charged 
polyammonium macrocycles30,31 which interact via both electrostatic and hydrogen 
bonding, calixarenes,32-35 as dual cation-anion receptors, neutral Lewis acids such as 
boron and tin macrocycles36 as well as the intriguing case of electrides,37 isolated 
electrons stabilized by the macrocyclic crown ethers. 
In the subsequent chapters, theoretical calculations will be carried out on 
molecular receptors which bear potential as useful hosts for important cationic and 
anionic species. In Chapter 3, an infra-red tag is incorporated into an 18-membered aza-
crown ether in the form of an amide functional group. Captive metal cations in the 
macrocyclic cavity may induce different shifts in the C=O stretch of the neighbouring 
amide functionality. This may herald the use of such systems as an infra-red based 
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cationic sensor. The calculated properties will be compared with experimental results to 
access the capacity of such a system to perform as a selective cation sensor. 
 In Chapter 4, several neutral molecular receptors for common anionic species like 
the halides will be investigated. In particular, an azodye backbone is common to each of 
these proposed receptors, acting as the chromophore responsible for the colour change 
upon complexation to the halides. TD-DFT calculations were used to follow any such 
shifts in the absorption bands.   
 The last chapter consists of a theoretical investigation into a recently proposed 
bifunctional nitrate sensor consisting of a macrocyclic ring and an azodye backbone. The 
authors of the work proposed a curious anion-pi bonding scheme involving that of a 
nitrate stacked on top of the electron-rich azo double bond. The plausibility of such a 
interaction scheme will be probed and other sites of hosting cationic and anionic species 
























1. I. Pedersen, J. Am. Chem. Soc., 1967, 89, 7017. 
2.  M. Szwarc, Acc. Chem. Res., 1969, 2, 87. 
3.  J. Christensen, R. M. Izatt, Chem. Rev., 1974, 74, 251. 
4. J. M. Lehn, Acc. Chem. Res., 1978, 11 , 49. 
5. I. M. Kolfthoff, Anal. Chem. Reo., 1979, 51, 11. 
6. L. G. Lange III, J.F. Riordan, and B.L.Vallee, Biochem., 1974, 13, 4361.  
7. B. Dietrich, Pure Appl. Chem., 1993, 23, 1457.  
8. J. L Sessler, H. Furata, and V. Kral, Supramol. Chem., 1993,  1, 209.  
9. R. D Hancock, Acc. Chem. Res., 1990, 23, 253.  
10. W. F. van Gundteren, H. J. C. Berendsen, Angew. Chem. Int. Ed. Engl., 1990, 29, 
992 . 
11. (a) G. Rangino, M. S. Romano, J. M. Lehn and G. Wipff, J. Am. Chem. Soc., 1985,  
12.  L. Troxler, G. Wipff, J. Am. Chem. Soc, 1994, 116, 1468. 
13. G. A. Forsyth , J. C. Lockhart, J. Chem. Soc. Dalton Trans, 1994, 697. 
14. (a) C. Bayly and P. Kollman, J. Am. Chem. Soc, 1994, 116, 697. 
 (b) B. E. Thomas, P. Kollman, J. Am. Chem. Soc., 1994, 113, 3449.  
15. R. M. Izatt, J. S. Bradshaw, K. Pawlak, R. L. Breuning, and B. J. Tarbet, Chem.  
Rev., 1992,  92, 1261.  
16. I. Marcus, Chem. Rev., 1988,  88, 1475. 
17. H. D. B. Jenkins, K. P. Thakur, J. Chem. Edu., 1979,  56, 576. 
18. Y. Marcus, Pure Appl. Chem., 1987,  59, 1093.  
19. Y. Marcus, J. Chem. Soc. Faraday Trans., 1991, 187, 2995.  
 14
20. J. Macro, J. M. Orza, R. Notario, and J. L. M. Abboud, J. Am. Chem. Soc., 1994, 
116, 8841.  
21. W. L. Jorgensen, J. Am. Chem. Soc., 1989, 111, 3770.  
22. A. Bianchi, K. Bowman-James, E. García-Espaňa, The Supramolecular Chemistry 
of Anions, 1997, Wiley-VCH, Chichester ,  p. 461. 
23. W. F. van Gunsteren, H. J. C. Berendsen, Angew. Chem. Int. Ed., 1990, 29, 992. 
24. G. Rangino, M. S. Romano, J. M. Lehn, G. Wipff, J. Am. Chem. Soc., 1985, 107, 
7873. 
25. L. Troxler, G. Wipff, J. Am. Chem. Soc., 1994, 116, 1468. 
26. G. A. Forsyth, J. C. Lockhart, J. Chem. Soc., Dalton Trans., 1994, 697. 
27. C. I. Bayly, P. Kollman, J. Am. Chem. Soc., 1994, 116, 697. 
28. R. M. Izatt, J. S. Bradshaw, K. Pawlak, R. L. Breuning, B. J. Tarbet, Chem. Rev., 
1992, 92, 1261. 
29. S. Boudon, G. Wipff, J. Chim. Phys., 1991, 88, 2443. 
30. S. Boudon, A. Decian, J. Fischer, M. W. Hosseini, J. M. Lehn, G. Wipff, J. Coor. 
Chem., 1991, 23, 113. 
31. W. Verboom, R. H. Vreekamp, D. M. Rudkevich, D. N. Rudkevich, D. N. 
Reinhoudt, NATO ASI Ser., 1995, 456, 119.  
32. R. Ungaro, A. Arduini, A. Casnati, O. Ori, A. Pochini, F. Ugozzoli, NATO ASI 
Ser, 1994, 426, 277. 
33. D. M. Rudkevich, W. T. S. Huck, F. C. J. M. van Veggel, D. N. Reinhoudt, NATO 
ASI Ser, 1994, 448, 329.  
 15
34. J. Scheerder, M. Fochi, J. F. J. Engbersen, D. N. Reinhoudt, J. Org. Chem., 1994, 
59, 7815. 
35. S. Jacobsen, R. Pizer, J. Am. Chem. Soc., 1993, 115, 11216. 
36. M. Simard, J. Vaugeois, J. D. Wuest, J. Am. Chem. Soc., 1993, 115, 370. 





















Chapter 2  
Theoretical Methodology 
 
2.1  Introduction 
 Methods that do not include empirical or semi-empirical parameters in their 
equations and are derived directly from theoretical principles, with no inclusion of 
experimental data are generally called ab initio methods. Most of the time, this is 
referring to approximate quantum mechanical calculations. The approximations made in 
these cases, however, are usually mathematical in nature, such as using a simpler 
functional form or getting an approximate solution for a complicated differential equation. 
The simplest kind of ab initio calculation is the Hartree-Fock (HF) calculation. Modern 
molecular HF calculations grew out of calculations first performed on atoms by Hartree 
in 1928.1 The problem that Hartree addressed arises from the fact that for any atom (or 
molecule) with more than one electron, an exact analytical solution of the Schrödinger 
equation is not possible, because of the electron-electron repulsion terms. For a two 

























    (2.1) 
where m is the mass (kg) of the electron, e is the charge (coulombs, positive) of the 
proton, the variables, 1r , 2r  and 12r  are the distance (meters) of electrons 1 and 2 from the 
nucleus and from each other, Z=2 is the number of protons in the nucleus, and 0ε  refers 
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1       (2.2) 
It consists of five terms, signifying from left to right: the kinetic energy of electron 1, the 
kinetic energy of electron 2, the potential energy of the attraction of the nucleus for 
electron 1, the potential energy of the attraction of the nucleus for electron 2 and the 
potential energy of the repulsion between electron 1 and 2. This is however not the exact 
Hamiltonian as it neglects effects due to relativity and to magnetic interactions such as 
spin-orbit coupling.2 The effects are rarely important in calculations involving lighter 
atoms. The problem of solving the Schrödinger equation lies with the 1/r12 term which 
makes it impossible to separate the Schrödinger equation for helium into two one-
electron equations which like the hydrogen atom equation can be solved exactly. The 
impossibility of an analytic solution to many electron systems prompted Hartree’s 
approach to calculating wavefunctions and energy levels for atoms. 
  Hartree’s methods were to write a plausible approximate wavefunction for an 
atom as the product of one-electron wavefunctions: 
Ψ0 = ψ0(1)ψ0(2)ψ0(3)…..ψ0(n)        (2.3) 
This function is called a Hartree product. Here ψ0 is a function of the coordinates of all 
the electrons in the atom, ψ0(1) is a function of the coordinates of electron 1, ψ0(2) is a 
function of the coordinates of electron 2, etc; these one electron functions are called 
atomic orbitals (molecular orbitals, if the system under discussion is a molecule).  
 In the first instance, one first solve for electron 1, a one electron Schrödinger 
equations in which the electron-electron repulsion comes from one and an average, 
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smeared out electrostatic field calculated from ψ0(2)ψ0(3)…..ψ0(n), due to all the other 
electrons. The only moving particle in this equation is electron 1. Solving this equation 
gives ψ0(1), an improved version of ψ0(1). One then proceeds to solve for electron 2 , a 
one-electron Schrödinger equation with electron 2 moving in an average field due to the 
electrons of ψ0(1),ψ0(3),…..ψ0(n), continuing to electron n moving in a field due to 
ψ0(1),ψ0(2),ψ0(3),…..ψ0(n-1). This completes the first cycle of calculations and gives: 
Ψ1 = ψ1(1)ψ1(2)ψ1(3)…..ψ1(n)        (2.4) 
The process is continued for k cycles till a wavefunction ψk and/or an energy calculated 
from ψk that are essentially the same(subject to some threshold) as the wavefunction and 
/or energy from the previous cycle. This happens when the functions 
ψ(1),ψ(2),ψ(3)…..ψ(n) are changing so little from one cycle to the next that the smeared-
out electrostatic field used for the electron-electron potential has ceased to change. At this 
stage, the field of cycle k is essentially the same as that of cycle k-1 i.e it is consistent 
with this previous field and so the Hartree procedure is called the self consistent field 
procedure which is usually abbreviated as the SCF procedure.3 
   The immediate problem with the Hartree product is apparent; electrons are 
indistinguishable and the overall wavefunction should be symmetric to exchange but this 
is clearly not the case in the Hartree product. This major defect was corrected by Slater 
and Fock in 1930. Slater devised a way to construct a total wavefunction ψ from one 
electron functions (i.e orbitals) such that ψ will be anti-symmetric to electron switching. 
Hartree’s iterative, average-field approach supplemented with electron spin and anti-
symmetry leads to the HF equations. 
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2.2  The HF Equations 
The Hartree wavefunction is a product of one-electron functions called orbitals or 
more precisely, spatial orbitals; these are functions of the usual space coordinates, x, y, z. 
The Slater wavefunction however, is composed not just of spatial orbitals but of spin 
orbitals. A spin orbital ψ(spin) is the product of a spatial orbital and a spin function α or β: 
the spin orbitals corresponding to a given spatial orbital are  
Ψ(spin α) = ψ(spatial) α = ψ(x,y,z)α          (2.6) 
 Ψ(spin β) = ψ(spatial)β = ψ(x,y,z)β        (2.7) 
The Slater wavefunction differs from the Hartree function not only in being composed of 
spin orbitals rather than just spatial orbitals. In addition, the Slater wavefunction is not a 
simple product of one electron functions, but rather a determinant whose elements are 
these functions.  
Slater determinants enforce the Pauli exclusion principle, which forbids any two 
electrons in a system to have all quantum numbers being the same. This is readily seen 
for an atom: if the three quantum numbers, n, l, mm of ψ(x,y,z) and the spin quantum 
number ms of  α or β were all the same for any electron, two rows (or columns, in the 
alternative formulation) would be identical and the determinant, hence, the wavefunction, 
would vanish. 
For systems with 2n electrons, the general form of a Slater determinant is the 2n x 
2n determinant: 





















MMMMM  (2.8) 
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The determinant (total molecular wavefunction) just described will lead to n occupied 
and a number of unoccupied, component spatial molecular orbitals ψ. These orbitals from 
the straightforward Slater determinant are called canonical molecular orbitals. Since each 
occupied spatial ψ can be thought of as a region of space which accommodates a pair of 
electrons, it might be expected that when the shape of these orbitals are displayed, each 
one would look like a bond or lone pair. However, this is often not the case but it is 
possible to combine the canonical MOs to get localized MOs which look like the 
conventional bonds and lone pairs. This is can be achieved by using the columns (or rows) 
of the Slater determinant ψ to create a ψ with modified columns (or rows). If a column or 
row of a determinant is multiplied by a constant k and added to another column/row, the 
determinant is unchanged. Essentially, a new determinant is formed which also 
corresponds to the same total wavefunction. The appropriate manipulation of the 
columns/row of the colums/rows ψs can be made to correspond to our ideas of bonds and 
lone pairs since such localized MOs are often useful. 
 
2.2.1  Calculating the Atomic or Molecular Energy 
 The next step in deriving the HF equations is to express the energy of the 
molecule or atom in terms of the total wavefunction ψ; the energy will then be minimized 
with respect to each of the component molecular (or atomic) spin orbitals ψα and ψβ. 
 From the Schrödinger equation, ψψ EH =ˆ , we  have ψψψψ EH ** ˆ = . Integrating 









     (2.9) 
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The integration variable dv indicates integration with respect to spatial coordinates (x, y, z 
in a Cartesian coordinate system).When orthonormal functions are used, the denominator 
equals unity and ∫= dvHE ψψ ˆ* . Applying the Dirac notation for integrals gives 
ψψ HE ˆ=            (2.10) 
 
 2.2.2  The Variational method 
The variational theorem4 states that if φ is any well-behaved function that satisfies 
the boundary conditions associated with the problem of interest, then the expectation 





          (2.11) 
where 0E  is the exact ground-state energy. The φ ’s are termed trial wavefunctions and 
the expectation value is trialE . To prove this theorem, one rearranges the inequality to 
yield 00 ≥−= φφ EHI (a). Expanding φ in terms of exact eigenfunctions of H i.e these 
eigenfunctions sastify kkk EH ψψ = , one obtains ∑=
k









lklk −=−=−= ∑∑∑ δψψ    (2.12) 
Each term in the last sum is inherently positive or zero, because the absolute square 
therein cannot be negative and the energy difference )( 0EEk − is also positive or zero, 
given that 0E is the ground state energy. The variational theorem is very powerful in that 
it enables the determination of the trial wavefunction which gives the most accurate 
energy. The variational theorem, therefore, provides a criterion that needs to be satisfied 
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to achieve optimization and the way it can be implemented can be shown through the 
simpler albeit limited Hartree theory. Ignoring the Pauli principle , the wavefunciton can 
be written as a product of spherical orbitals, as in  
)....2()1( 21 uu=ψ       where )(),(1 iiilm rgYu φθ=       (2.13) 
Considering the effective Hamiltonian associated with each electron, which is the total 
Hamiltonian averaged over the other electrons, electron 1, for example, will have a 
kinetic energy and a coulomb attraction to the nucleus and will be expelled by the other 
electrons. The average repulsion experienced by electron 1 due to the charge distribution 
associated with electron j is given by the integral of the product of 1/r1j and the charge 
density of j. This charge density is simply the electron’s charge e, multiplied by the 
square of the spatial wavefunction uj. In atomic units, this becomes 
2








1)(∫= . This repulsion is generally written as )1(1 jj J=ν where jJ is called 
the coulomb operator. The overall effective one-electron Hamiltonian for the first 

























Z     (2.14) 
 Once this Hamiltonian is obtained, the variationally best wavefunction for 
electron 1 can be obtained by solving the one electron Schrödinger equation 
)()()( 1111111 rurur
eff ε=h          (2.15) 
In order to solve this equation, one needs to have the wavefunctions uj of all the electrons 
except electron 1. However, to obtain those functions, equations equivalent to (2.15) have 
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to be solved for the other orbitals uj. The widely accepted approach towards solving this 
problem is by iteration i.e. making a guess for all the uj and substituting them back into 
the one-electron Hamiltonians to define Schrödinger equations like (2.15) for each orbital. 
These equations are then solved and the results are cycled back to redefine the one-
electron Hamiltonians. The iteration is continued until it becomes self consistent, which 
means that the orbitals and energies that are obtained from one step of the iteration to the 
next are the same to within some tolerance. This procedure is called the self-consistent 
field (SCF) approximation and its implementation using a wavefunction written as a 
product of spatial orbitals is called the Hartree theory. Once self-consistency is achieved, 
the total electronic energy is obtained by calculating the expectation value of the many-
electron Hamiltonian as follows: 
ψψψψ ∑ ∑ ∑∑
<
+−∇−==








= ψψ ∑ ∑ ∑ ∑ ∑




































uu 11ε        (2.16) 











uuJ =         (2.17) 
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The total energy is not just the sum of orbital energies; it is necessary to subtract off the 
sum of coulomb integrals because sum of orbital energies double counts the coulomb 
interactions. 
 
2.3  Hartree-Fock Method 
 The SCF or Hartree theory is actually an old theory often used to describe the 
problems in classical mechanics, such as the motions of planets in which the Pauli 
principle is not relevant. The theory that obeys the Pauli principle while still letting each 
electron have its own orbital is known as Hartree-Fock theory.5,6  The assumed form of 
the wavefunction is a Slater determinant. For a closed shell singlet in which there are α 
and β spins for each spatial orbital, then the Slater determinant can be written as 
).....1()1()1()1()1( 32211 uuuuu=ψ        (2.18) 
where the ui’s are the spatial orbitals analogous to what was used in the Hartree theory 
At this point, the Hartree-Fock theory uses the variational theorem to optimize the spatial 
orbitals ui’s, with the trial energy evaluated by means of the determinant and the full 















ε        (2.19) 
The operator in brackets on the right-hand side of this equation is called the Fock 
operator. It consists of a kinetic energy operator, a nuclear coulomb potential and a 
coulomb operator Ji(i) similar to that in Hartree theory. Kj(i) is a new term called the 
exchange operator. The set of equations, one for each distinct spatial orbital are called the 
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Hartree-Fock equation. As in the Hartree Fock theory, these equations must be solved by 
iteration until self-consistency is achieved. Once the self-consistency is obtained, the total 
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duiKuK ijjiijiij ττ       (2.21) 
As with the Hartree theory, the (2Jij – Kij) correction term arises because of double 
counting. 
 
2.4 Basis Sets 
  A basis set is a set of mathematical functions (basis functions). The functions are 
usually though not invariably centered on atomic nuclei. Thus, a linear combination of 
basis functions (atomic orbitals) yield a molecular orbital. Approximating molecular 
orbitals as linear combination of basis functions is usually called the linear combination 
of atomic orbitals approach(LCAO), although the functions are not necessarily the 
conventional atomic orbitals ; they can be any set of mathematical functions that are 
convenient to manipulate and which in linear combination yield useful representations of 
MOs. 
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 In LCAO calculations, it is necessary to choose a set of functions ub to represent 
the atomic orbitals. In principle, the atomic orbitals can be chosen to be hydrogen-like 
wavefunctions, or even Hartree-Fock orbitals, for the atoms. However, neither of these is 
often used, as their complicated functional form (with lots of nodes near the nucleus for 
high n and small l functions) makes them cumbersome for evaluating integrals.7,8,9 A 
more commonly used set of functions is the set of Slater orbitals which have the form  
),( φθξ lmnr YrAeb −=          (2.22) 
and thus resemble hydrogen orbitals, but without the complicated nodal structure. The 
parameters ξ and n are chosen to make the large r (valence) part of the orbitals look like 
atomic Hartree-Fock orbitals. 
 Slater orbitals have often been used for the Hartree-Fock calculations on linear 
molecules and they are commonly used in semi-empirical MO calculations, but the 
complexity of doing multi-center electron repulsion integrals makes their more general 
use for HF calculations difficult.5,6 
 The most commonly used atomic orbitals are Gaussian orbital, which have the 
form  
),(
2 φθα lmrcba Yezyxg −=         (2.23) 
where a, b and c are integers and α is a parameter that is usually fixed. The above 
equation defines a primitive Gaussian function. Normally, several of these Gaussians are 
summed to define a more realistic AO basis functions, as in the formula, 
 ∑=
p
pp gkb µµ          (2.24) 
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The coefficients pkµ in this expansion are chosen to make the basis functions look as 
much like Slater orbitals as possible. In the simplest version of this basis, n Gaussians  
are superimposed with fixed coefficients to form one Slater-type orbital(STO). Such a 
basis is denoted STO-nG, and n = 3,4,5…. have been used. The exponent parameters in 
STO-nG basis sets are chosen so that one Gaussian is sharply peaked near the nucleus, 
thereby approximating the cusp in the STO. Other exponents are smaller, so as to 
describe the large r parts of the wavefunctions. 
 Split valence basis sets10,11 use sums of Gaussians such that there is more than one 
set of basis functions for each subshell. Thus a 3-21G basis set uses three Gaussians, 
grouped into two Gaussians that are summed with fixed relative coefficients and on hat is 
used directly. These are commonly known as double-zeta-quality basis functions, as they 
are summed using two Slater functions with different ξ s. However, the split valence 
character of basis functions is applied only to the valence subshell and in the 3-21G basis 
set, the inner shell orbitals are represented using three Gaussians with fixed coefficients. 
Similarly, a 6-31G basis uses six Gaussians to represent the inner-shell orbitals and a 
split-valence set of four Gaussians(grouped into subsets of three and one) for the valence 
orbitals. 
 Another improvement to STO-nG basis sets involves using polarization functions. 
These are Gaussians similar to ),(
2 φθα lmrcba Yezyxg −= except that the orbital angular 
momentum l is one (or more) larger than is appropriate for the orbital being described. 
Thus in describing a 2p orbital on an atom, a polarization function would have 3d 
character. The purpose of a polarization function is to describe distortion of the orbital by 
the other atomic centers away from what would be expected for a spherically symmetric 
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atomic environment. In Gaussian orbitals, it is typical to denote basis sets that allow for 
polarization functions using an asterisk (*) e.g. a split-valence-plus polarization basis 
might be 6-31G* (if polarization functions are to be added to atoms other than hydrogen) 
or 6-31g**12,13 (if polarization are to be added to hydrogen as well). A more explicit 
notation that differentiates between the orbital angular momentum used for H atoms with 
that for heavier atoms is 6-31G(kp ,ld), where k and l are integers that indicate the 
number of p (for H) and d (for other atoms) polarization functions included in the basis. 
 One other set of orbital basis functions that is commonly used is the set of diffuse 
functions- Gaussian orbitals that have very small exponent parameters α, so that they 
allow the wavefunction to extend far from the nucleus. Diffuse functions are important in 
describing weakly bound electronic states, such as for anions. A more commonly used 
notation for diffuse functions is 6-31+G, where the “+” indicates that one diffuse function 
is included for each valence orbital. 
 
2.5  Post-HF calculations: Electron Correlation 
 Electron correlation5- 8,13 is the phenomenon of the motion of pairs of electrons in 
atoms and molecules being correlated. The purpose of post-HF calculations is to treat 
such correlated motion better than the HF method. In the HF method, electron-electron 
repulsion is handled by having each electron move in a smeared-out average electrostatic 
field due to all the other electrons and the probability that an electron will have a 
particular set of spatial coordinates at some moment is independent of the coordinates of 
the other electrons at that moment. However, this neglects the situation whereby each 
electron at any moment moves under the influence of the repulsion, not of an average 
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charged cloud, but rather of individual electrons. Because of this enhanced effect 
whereby each electron has a tendency to stay away from the path of the neighboring 
electron. The electron-electron repulsion energy is thus consistently over-estimated by a 
HF calculation and so produces higher electronic energies than the correct ones. Despite 
the common notion that HF ignores electron correlation, this method does provide for 
spin correlation6,7, where two electrons of the same spin cannot be in the same place at 
the same time because their spatial and spin coordinates would then be the same and the 
Slater determinant representing the total molecular wavefunction would vanish since a 
determinant is zero if two rows or columns are the same.  
 Hartree-Fock calculations give an energy that is too high. This is partly because of 
the over-estimation of the electronic repulsion and partly because of the fact that in any 
real calculation, the basis set is not perfect. For sensibly developed basis sets, as the basis 
set size increases, the HF energy gets smaller i.e more negative. The limiting energy that 
would be given by an infinitely large basis set is called the HF limit.  
A distinction is sometimes made between dynamic and non-dynamic (static) 
correlation energy.13,14 Dynamic correlation energy is the energy a HF calculation does 
not account for because it fails to keep the electrons sufficiently far apart; this is the usual 
correlation energy. Non-dynamic correlation is the energy not accounted for because a 
calculation uses a single determinant; this problem arises with singlet diradicals e.g 
where a closed-shell description of the electronic structure is qualitatively wrong. 
Dynamic correlation energy can be recovered from post-HF calculations while static 
correlation energy can be recovered by basing the wavefunction on more than one 
determinant as in the multi-reference configuration interaction method. 
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Although HF calculations are satisfactory for many purposes, there are cases 
where a better treatment of electron correlation is needed. This is particularly true for the 
calculation of relative energies. The inability of HF calculations to model correctly, 
hemolytic bond dissociation is commonly illustrated as a case in point. 
The fundamental issue here is that the wavefunction is represented as a single 
determinant and does not permit correct hemolytic dissociation to two radicals because 
while the H2 radical is a closed shell species, the products are two radicals, each with an 
unpaired electron. 
 
2.5.1  The Moller-Plesset Approach to Electron Correlation 
The Moller-Plesset (MP) treatment of electron correlation is based on perturbation 
theory, a very general method used in physics to treat complex systems; this particular 
approach was described by Moller and Plesset in 193415 and developed into a practical 
molecular computational method by Binkley and Pople et al in 1975. The basic idea 
behind perturbation theory is that if a simple, often idealized system can be suitably 
tackled then a altered version (perturbed) can be mathematically treated in a none too 
different manner. 
In particular, consider H = H0 + λV where H0 is a zeroth-order Hamiltonian for 
which solutions to the Schrödinger equation may be obtained easily and V is a time 
dependent perturbation that is small compared to H0. The eigenfunctions of H0 are then 
denoted by 0000 nnn EH φφ =  
In the perturbation theory approximation, the exact wavefunction nψ  may be expanded in 
powers of λ as  
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K+++= 2210 nnnn φλλφφψ         (2.25) 
The corresponding energy expansion is  
K+++= 2210 nnnn EEEE λλ         (2.26) 
Substituting these expressions into the full Schrödinger equation ( nnn EH ψψ =   ) and 
equating like powers of λ gives 
000




















1  (jth order, j ≥ 1)     (2.29) 
The zeroth-order equation is satisfied by assumption which is simply the original ‘zero-
order' approximation. The other equations permit us to obtain the corrections to this 
approximation. To solve the first order equation, 1nφ  is expanded in terms of the complete 
set of zeroth-order states, 011 k
nk
nkn C φφ ∑
≠
=  where nkC is a coefficient. 










    (2.30) 
It has been shown that expressions for higher orders can be developed in a similar 
manner. For example,  
∑








        (2.31) 
“MP0” would use the electronic energy obtained by simply summing the HF one-
electron energies. This ignores inter-electronic repulsion except for refusing to allow for 
more than two electrons in the same spatial MO. “MP1” corresponds to MP0 corrected 
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with the Coulomb and exchange integrals J and K i.e MP1 is plainly the HF energy. MP2 
is the first MP level to go beyond the HF treatment and it is the HF energy plus a 
correction term (a perturbation adjustment) that represents a lowering of the energy 




HFMP +=  
The HF term includes internuclear repulsions and the perturbation correction E(2) is a 
purely electronic term which is a sum of terms which models the promotion of pairs of 
electrons (double excitations) from occupied to unoccupied MOs. Formulas for the MP 
energy corrections E(3), E(4), and so on have been derived.16 The MP E(4) (ie. MP4) in 
particular, involves summation over single , double, triple and quadruple substitutions. 
In addition to their computational efficiency compared to other methods like CI, 
MP calculations truncated at any order have been shown to be size consistent. However, 
MP calculations are not variational and can produce energy below the true energy. 
Another limitation of MP calculations is that although they work well near the 
equilibrium geometry, they do not work well at geometries far from equilibrium. For 
example, calculations using double zeta basis sets on H2O showed that at the equilibrium 
geometry, an MP2 calculation yields 94% of the basis set correlation energy but at a 
geometry with the O-H bonds at twice their equilibrium lengths, an MP2 calculation 
yields only 83% of the basis set correlation energy.17,18 A third limitation is that MP 
calculations are not generally applicable to excited electronic states19. Because of its 
computational efficiency an good results for molecular properties, the MP2 method is one 
of the two most commonly used methods for including correlation effects on molecular 
ground state equilibrium properties, the other being the widely density functional method. 
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2.5.2  Density Functional Theory Methods 
Density functional theory (DFT)5-8 is not based on the wavefunction but rather on 
the electron probability density function or electron density function which is commonly 
called simply the charge density or electron density, designated by ρ(x, y, z). The electron 
density function is the basis of not only the DFT but also of a whole suite of methods of 
regarding and studying atoms and molecules1and unlike the wavefunction , is measurable 
e,g by X-ray diffraction.. Apart from being experimentally observable and being readily 
grasped intuitively, the electron density has another property particularly suitable for any 
method with claims to being an improvement on, or at least a valuable alternative to 
wavefunctional methods; it is a function of position only, that is of just three variables(x, 
y, z). On the other hand, the wavefunction of an n-electron molecule is a function of 4n 
variables, three spatial coordinates and one spin coordinate, for each electron. In contrast, 
no matter how large the molecule may be, the electron density remains a function of only 
three variables and density functional theory seeks to calculate all the properties of atoms 
and molecules from the electron density. 
 
2.5.3  Current DFT methods: The Kohn-Sham approach 
 Nowadays, DFT calculations on molecules are based on the Kohn-Sham approach, 
the stage for which was set by two theorems published by Hohengerg and Kohn in 1964. 
The first Hohengerg-Kohn theorem says that all the properties of a molecule in a ground 
electronic state are determined by the ground state electron density function ρ0(x, y, z). In 
other words, given ρ0(x, y, z), we can in principle calculate any ground state property , 
e.g. the energy, E0; we could represent this as  
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   ρ0(x, y, z) Æ E0      (2.32) 
where it is understood from the above that E0 is a functional of ρ0(x, y, z).  
The theorem is an existence theorem because the existence of the functional offers little 
clue on how to locate it and the omission is the main problem with DFT. The significance 
of this theorem is that it assures us that there is a way to calculate molecular properties 
from the electron density and any approximate functionals will give at least approximate 
answers. 
 The second Hohenberg-Kohn theorem is the DFT analogue of the wavefunction 
variation theorem where it says that any trial electron density function will give an energy 
higher than (or equal to, if it were exactly the true electron density function) the true 
ground state energy. The exact functional is unknown, so actual DFT calculations use 
approximate fucntionals and are thus not variational. 
 
2.5.4  The Kohn-Sham Energy and the KS equations 
 The two basic ideas behind the KS approach to DFT are: 
(i) To express the molecular energy as a sum of terms, only one of which , a 
relatively small term, involves the unknown functional. 
(ii) To use an initial guess of electron density ρ in the KS equations (analogous 
equations) to calculate an initial guess of the KS orbitals; this initial guess is 
then used to refine these orbitals, in a manner similar to that used in the HF-
SCF method. The final KS orbitals are used to calculate an electron density 
which in turn is used to calculate the energy. 
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In 1965, Kohn and Sham devised a practical method for finding ρ0 and finding E0 
from ρ0. Their method is capable, in principle, of yielding exact results, but because the 
equations of the KS method contain an unknown functional that must be approximated, 
the KS formulation of DFT yields approximate results. They considered a fictitious non-
interacting reference system, defined as one in which the ground state electron density ρ0 
is exactly the same as that in the real ground state system i.e. ρr = ρ0.  
The ground state electronic energy of a real molecule is the sum of the electron 
kinetic energies, the nucleus-electron attraction potential energies and the electron-
electron repulsion potential energies and each is a functional of the ground state electron 
density: 








ρψψ      (2.34) 
where ∑−= α αα ii rZrv /)( (in atomic units) and it defines the nuclear attraction 
potential energy for an electron located at point r. Thus VNe[ρ0] is known but the 
functionals  T[ρ0] and Vee[ρ0] are unknown and  
E0 = Ev[ρ0] = drrvr )()(0∫ ρ  +  T[ρ0] + Vee[ρ0] =  ][)()( 00 ρρ Fdrrvr +∫  (2.35) 
where the functional F[ρ0] is independent of the external potential. This, however, does 
not provide a practical way to calculate E0 from ρ0 because the functional F[ρ0] is 
unknown. 
However, Kohn and Sham defined the quantity  
∆ [ ] [ ] [ ]000 ρρρ rTTT −≡         (2.36) 
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Where ∆ [ ]0ρT  is the deviation of the real kinetic energy from that of the reference 
system, ∆ [ ]0ρeeV  is the deviation the real electron-electron repulsion energy from a 
classical charge cloud coulomb repulsion energy. The classical electrostatic repulsion 
energy is the summation of the repulsion energies for pairs of infintesimial volume 
elements ρ(r1)dr1 and ρ(r2)dr2 separated by a distance r12, multipled by half to avoid 
double counting the repulsion between similar entities. The sum of infinitesimals is an 
integral and so  









VV ∫∫−= ρρρρ      (2.37) 
Thus we can write  






1)()( ρρρρρνρ eer VTdrdrr
rrTdrrr ∫∫∫ ∆+∆+++  (2.38) 
The sum of the kinetic energy deviation from the reference system and the electron-
electron repulsion deviation from the classical system is called the exchange-correlation 
energy functional or the exchange-correlation energy, EXC: 
[ ] [ ] [ ]000 ρρρ eeXC VTE ∆+∆≡        (2.39) 
 The T∆  term represents the kinetic correlation energy of the electrons and the eeV∆  
term the potential correlation energy and the exchange energy. Further simplifying, we 
have : 
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2.5.5  The exchange-correlation energy functional: Local Density Approximation 
 The simplest approximation to [ ])(rEXC ρ  is within the framework of the local 
density approximation (LDA); this applies to a uniform (homogenous) electron gas. The 
term local was probably used because for any point, only the electron density at that point 
are considered, in contrast to so-called non-local methods in which for each point a 
gradient, which samples the region a bit beyond that point is taken into account. For the 
LDA, the exchange-correlation energy functional LDAXCE and its derivative 
LDA
XCν  can be 
accurately calculated. The Xα method of Slater is a special cse of the LDA, developed 
before the KS approach in which the correlation part of the exchange-correlation 
functional is neglected and the exchange functional used is  
[ ] drrEE XXLDAXC 34)()3(8
9 ∫−== ραπα  
The parameter α is empirical; values of 1 to 2/3 give reasonable results for atoms. 
 
2.5.6  The Local Spin Density Approximation(LSDA) 
Better results than with the LDA can be obtained by an elaboration of the LDA in 
which electrons of α and β spin in the uniform electron gas are assigned different spatial 
KS orbitals KSαψ  and KSβψ , from which different electron density functions αρ and 
βρ follow. This unrestricted LDA method is called the local spin density approximation, 
LSDA and has the advantages that it can handle systems with one or more unpaired 
electrons, like radicals and systems in which electrons are becoming unpaired , such as 
molecules far from their equilibrium geometries. For species in which all the electrons 
are securely paired, the LSDA is equivalent to the LDA. 
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2.5.7  Gradient-corrected functionals  
 Since the electron density in an atom or molecule varies greatly from place to 
place, it is not surprising that the uniform electron gas model has serious shortcomings. 
Most DFT calculations nowadays use exchange-correlation energy functionals XCE  that 
not only involve the LSDA, but also utilize both the electron density and its gradient. 
These functionals are gradient corrected or said to use the generalized-gradient 
approximation (GGA). Examples of these types of functionals are the Becke 88 
functional, Lee-Yang-Parr (LYP) functional and the Perdew 1986 (P86) functional 
 
2.5.8  Hybrid functionals 
 In actual practice, self-consistent Kohn-Sham DFT calculations are performed in 
an iterative manner that is analogous to an SCF computation. This similarity to Hartree-
Fock theory was also pointed out by Kohn and Sham. Hartree-Fock theory also includes 
an exchange term as part of its formulation and Becke has formulated functionals which 
include a mixing of mixture of Hartree-Fock and DFT exchange along with DFT 






hybrid EcEcE +=          (2.41) 
where the c’s are constant. For example, a Becke-style three parameter functional may be 

















LYPB EEcEEcEEcEE −++∆+−+=   (3.42) 
Here the parameter 0c allows any admixture of HF and LDA local exchange to be used. 
In addition, Becke’s gradient correction to LDA exchange is also included via a scaling 
parameter Xc . Similarly, the VWN2 local functional is used and it may be optionally 
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corrected by the LYP correction via the parameter Cc . In the B3LYP functional, the 
parameter values are those specified by Becke, which he determined by fitting to the 
atomization energies and first row atomic energies in the G1 molecule set: 0c = 0.20, Xc = 
0.72 and Cc = 0.81 
 
2.5.9  Time Dependent Density Functional Theory (TDDFT) 
 Time dependent density functional theory (TDDFT) extends the basic ideas of 
ground state density functional theory. TDDFT can be viewed as an alternative 
formulation of time-dependent quantum mechanics but in contrast to the normal approach 
that depends on wave functions and on the many body Schrödinger wave equation, the 
basic variable is the one body electron density. The scheme is general and can be applied 
to many time dependent situations. Two regimes can however be observed (i) If the time-
dependent potential is weak, it is sufficient to resort linear response theory to study the 
system e.g optical spectra (ii) If the time-dependent potential is strong, a full solution of 
the Kohn-Sham equations is needed. A canonical example of this treatment is the 
behaviour of atoms and molecules in intense laser field. In this instance, TDDFT is able 
to model non-linear phenomena like high harmonic generation or multi-photon ionization. 
While propagating the time-dependent Kohn-Sham equations i.e a full solution to the 
Kohn-Sham equations is computationally more demanding than linear response theory, 
this method is very flexible and is easily extended to incorporate temperature effects, 
non-linear phenomena, etc. 
 The application of TDDFT does, however, run into problems when applied to the 
calculation of optical properties of long conjugated molecular chains.20 For these systems, 
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it was found that the local or gradient corrected approximations can give over-estimations 
of several orders of magnitude. The problem has been traced to a non-local dependence 
of the exchange-correlation (xc) potential whereby in a system with an applied electric 
field, the exact xc potential develops a linear part that counteracts the applied field 
 
2.6  Solvent Effects 
The molecular properties of most calculations are appropriate only for gas-phase 
molecules at low pressure. However, most of chemistry and biochemistry occurs in 
solution, and the solvent can have a major effect on the position of chemical equilibrium 
and on reaction rates.21 While gas-phase predictions are appropriate for many purposes, 
they are inadequate for describing the characteristics of many molecules in solution. 
Indeed the properties of molecules and transition states can differ considerably between 
the gas phase and solution. For example, electrostatic effects are often much less 
important for species placed in a solvent with high dielectric constant than they are in the 
gas phase. The rigorous way to deal with solvent effects on molecular properties is to 
carry out quantum-mechanical calculations on a system consisting of a solute molecule 
surrounded by many solvent molecules; one repeats the calculations for various 
orientations of the solvent molecules and takes a suitable average over orientations to 
find average properties at a particular temperature and pressure. Such a calculation is 
however usually impractical because the primary problem with explicit solvent 
calculations is the significant amount of computer resources required. The most common 
way to calculate solvent effects is to use a continuum solvent model. In this model, the 
molecular structure of the solvent is ignored and the solvent is modeled as a continuous 
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dielectric of infinite extent that surrounds a cavity containing the solute molecule. The 
continuous dielectric is characterized by its dielectric constant εr, whose value is the 
experimental dielectric constant of the solvent at a particular temperature and pressure of 
the solution. The solute molecule can be treated classically as a collection of charges that 
interacts with the dielectric or it can be treated quantum mechanically. In a quantum-
mechanical treatment, the interaction between a solute molecule M and the surrounding 
dielectric continuum is modeled by a term intVˆ that is added to the molecular electronic 
(fixed-nuclei) Hamiltonian )0(ˆ MH where 
)0(ˆ
MH  is for M in the vacuum. 
 In the usual quantum-mechanical implementation of the continuum solvation 
model, the electronic wave function and electronic probability density of the solute 
molecule M are allowed to change on going from the gas phase to the solution phase, so 
as to achieve self-consistency between the M charge distribution and the solvent’s 
reaction field. Any treatment in which such self-consistency is achieved is called a self-
consistent reaction field (SCRF) model.22-25 Many versions of SCRF model exist. These 
differ in how they choose the size and shape of the cavity that contains the solute 
molecule M and in how they calculate intVˆ . 
 
2.6.1  The Onsager SCRF Method 
 In Onsager reaction field theory, the molecular cavity is a sphere of radius a and 
the interaction between the molecular charge distribution and the reaction field is 
calculated by approximating the molecular charge distribution as an electric dipole 
located at the cavity center with electric dipole moment µ . In 1936, Onsager26 showed 
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that the electric field in the cavity (the reaction field) produced by the polarization of the 










−= .          (2.43) 
The potential energy of electrostatic interaction between µ and the reaction field RE is 





i RZr ∑∑ +−=µˆ  
 In an SCRF implementation of Onsager’s theory, one starts by using a method 
such as HF, DFT, MP2 or whatever, to calculate an electron probability density, 
)()0( rρ  for the isolated molecule. The electric dipole moment is then evaluated from 
ααρµ RZdrr ∑∫ +−= )()0()0(        (2.45) 
Then )0(µ  is used in (2.43) to give an initial estimate )0(RE of the reaction field. From )0(RE , 
one calculates an initial estimate of the operator intVˆ as 
)0()0(
int ˆˆ REV ⋅−= µ . Using )0(intVˆ , one 
solves the equations of the quantum method being used and obtains an improved electron 
probability density )1(ρ . Subsequently, one new value of )1(µ is calculated and  an 
improved estimate )1(RE for the reaction field is obtained. Iterations are continued until 
there is no further change in µρ ,  and RE . An inherent limitation of the Onsager 
approach however arises for systems having a zero dipole moment where calculations 
performed on such models will not exhibit solvent effects and will instead give results 




2.6.2  The PCM method 
Accurate ab-initio calculation of solvent effects requires used of a molecular 
shape more realistic than spherical or ellipsoidal shapes. In the polarizable-continuum 
model (PCM)27 of Miertus, Scrocco and Tomasi, each atomic nucleus in the solute 
molecule M is surrounded by a sphere of radius 1.2 times the van der Waals radius of that 
atom. The cavity region is taken as the volume occupied by these overlapping atomic 
spheres. The isodensity polarizable continuum model (IPCM)28 is a modification of the 
PCM that defines the surface of the molecular cavity as a contour surface of constant 
electron probability density of the solute molecule M. An isodensity surface is a very 
natural, intuitive shape for the cavity since it corresponds to the reactive shape of the 
molecule to as great a degree as is possible (rather than being a simpler, pre-defined 
shape such as a sphere or a set of overlapping spheres). However, a cavity defined as an 
isosurface and the electron density are necessarily coupled. The Self-consistent 
Isodensity Polarized Continuum Model (SCI-PCM) was designed to take this effect fully 
into account. It includes the effect of solvation in the solution of the SCF problem. This 
procedure solves for the electron density which minimizes the energy, including the 
salvation energy- which itself depends on the cavity which depends on the electron 
density. In other words, the effects of solvation are folded into the iterative SCF 
computation rather than comprising an extra step afterwards. SCI-PCM thus accounts for 





2.7  Simulated Annealing 
As its name implies, Simulated Annealing (SA) exploits an analogy between the 
way in which a metal cools and freezes into a minimum energy crystalline structure (the 
annealing process) and the search for a minimum in a more general system. In the 
conventional annealing procedure, a solid is heated to a very high temperature , holding it 
at that temperature for a while and then very slowly cooling it, thereby relieving strains 
and  reaching the global minimum in the Gibbs free energy. Similarly, very slow cooling 
of a liquid favours formation of a single, highly ordered, low free energy crystal . 
Simulated annealing is a calculational procedure that uses a cooling process to obtain 
what is hoped will the global energy minimum.  In the simulated annealing (SA) method, 
each point s of the search space is compared to a state of some physical system, and the 
function E(s) to be minimized is interpreted as the internal energy of the system in that 
state. Therefore the goal is to bring the system, from an arbitrary initial state, to a state 
with the minimum possible energy. Another essential feature of the SA method is that the 
temperature is gradually reduced as the simulation proceeds. Initially, T is set to a high 
value (or infinity), and it is decreased at each step according to some annealing schedule 
— which may be specified by the user, but must end with T = 0 towards the end of the 
allotted time budget. In this way, the system is expected to wander initially towards a 
broad region of the search space containing good solutions, ignoring small features of the 
energy function; then drift towards low-energy regions that become narrower and 
narrower; and finally move downhill according to the steepest descent heuristic. The 
algorithm is based upon that of Metropolis et al.29, which was originally proposed as a 
means of finding the equilibrium configuration of a collection of atoms at a given 
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temperature. The connection between this algorithm and mathematical minimization was 
first noted by Pincus 30, but it was Kirkpatrick et al.31 who proposed that it form the basis 
of an optimization technique for combinatorial (and other) problems. Simulated 
annealing’s major advantage over other methods is an ability to avoid becoming trapped 
at local minima. The algorithm employs a random search which not only accepts changes 
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Chapter 3  
Cation Sensors 
 
3.1  Introduction 
 The importance of cations in quintessential biological processes can hardly be 
overstated. For example, the concentration gradients of cations across cell membranes 
maintain potentials that are used to transport organic substrates into cells.1,2 In addition, 
cations trigger muscle contraction and are involved in the transmission of nerve impulses. 
More importantly, many metal cations are present at the active site of numerous enzymes 
and play catalytic roles.3 
 Complexes of paramagnetic lanthanide cations (e.g. Gd3+) have also been found 
in medicinal uses as contrast agents in magnetic resonance imaging of soft tissue, while 
complexes of platinum (e.g. cis-platin) have been shown to coordinate to DNA, 
disrupting replication and, therefore, hindering the growth of tumor cells.4 
 The design of receptors to selectively bind a particular metal ion in the presence 
other cations also finds relevance in current mining technology, where it is crucial to 
extract a specific metal ion from a solution phase mixture (e.g. isolation of copper from 
copper ores containing mixtures of copper, iron and cadmium). Clearly, it is important to 
develop sequestering agents for toxic or pollutant metals such as lead, cadmium, mercury 
or plutonmium in chelation therapy for poisoning victims or in systems designed to 
remove such pollutants from the environment. Similar sequestering agents are also used 
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to remove excess iron from sufferers of haemophilia. These are but a few of the many 
reasons behind the current push and advance towards the production of selective 
receptors for cationic guest species.5 
3.2 Crown ethers 
   Among the various cation binding reagents, the crown ethers are among the 
simplest and most appealing macrocyclic ligands. They are ubiquitous in macromolecular 
chemistry as hosts for both cations and neutral molecules. A crown ether consists simply 
of a cyclic array of ether oxygen linked by organic spacers, typically –CH2CH2- groups. 
Nevertheless, its discovery was born entirely out of serendipity in the mid-1960s.6 
Charles Pedersen, a chemist working at DuPont, was trying to prepare a complexing 
agent 1, for divalent cations. His strategy was to link two catechols through one hydroxyl 
on each molecule. This would give him a compound that could partially envelop the 
cation and, by ionization of the phenolic hydroxyls, neutralize the bound dication. He was 
surprised to isolate a byproduct 2, that bound or complexed with potassium cation but 
had no ionizable hydroxyl group. Pedersen called the new material dibenzo-18-crown-6. 
Pedersen realized that the polyethers represented a new class of complexing agents that 
were capable of binding alkali-metal cations.7 The challenge to do so with a neutral 










Complexing agent for divalent ions dibenzo-18crown-6  
 1 2 
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3.3  Preliminary studies on crown ethers 
In this chapter, we carried out a theoretical investigation regarding the effect of 
ring size and heteroatom substitution on the binding of metal ions by macrocyclic rings in 
the gas phase. In particular, aza-crown ethers are intermediate between those of the all-
oxygen crowns, which strongly complex alkali and alkaline earth metal ions, and those of 
the all-nitrogen cyclams, which strongly complex heavy-metal cations. These mixed 
complexation properties make the aza-crowns interesting to researchers in many areas. 
The aza-crowns have important uses as synthetic receptors in molecular recognition 
processes and in some cases, anion complexation properties that are similar to those in 
certain biological systems.8-10 They have an enhanced complexing ability for ammonium 
salts and for transition-metal ions over the all-oxygen crown compounds. In addition, the 
aza-crowns are important intermediates for the synthesis of cryptands, nitrogen-pivot 
lariat crown ethers and other species requiring one or two nitrogens in the macrocyclic 
ring.11-14 There are a number of interesting uses of aza-crowns as catalysts in nucleophilic 
substitution and oxidation reactions, in the design of chromogenic reagents that are 
sensitive to alkali and alkaline earth metal cations, and in the chromatographic separation 
of metal cations.15-17 
Initially, the global energy minimum of each crown ether is located using a 
simulated annealing approach with force field parameters over an average of thirty runs. 
Simulated annealing (SA) is a generic probabilistic heuristic approach for the global 
optimization problem, namely locating a good approximation to the global optimum of a 
given function in a large search space. This method was largely developed and advanced 
by Kirkpatrick, Gelatt and Vecchi in 1983.18 The name and inspiration came from 
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annealing in metallurgy, a technique involving heating and controlled cooling of a 
material to increase the size of its crystals and reduce their defects. The heating causes 
the atoms to become unstuck from their initial positions (a local minimum of the internal 
energy and wander randomly through states of higher energy while the slow cooling 
gives these atoms more chances of finding configurations with lower internal energy than 
the initial one. The parameters of each run, namely initial temperature, final temperature, 
time step and equilibration time, were systematically varied. The selected few conformers 
for each crown ether which were predicted by the force fields to be energetically 
favoured were then further refined using DFT calculations. 
Admittedly, the crown ethers under consideration in this test set are inherently 
floppy and flexible. In the liquid phase, it is more likely that they are found in various 
conformations rather than predominantly in their most stable form. Nevertheless, the 
global minimum in the gas phase provides a reference for which the binding affinity of 
these crown ethers with various metal ions in the gas phase can be compared.19-22 All 
complexes are assumed to bind in a 1:1 fashion even though this cannot be strictly true 
but this model serves as convenient basis to compare the effect of ring size and 
hetronuclear atoms on the binding affinity of these crown ethers with the metal ions 
nevertheless. 


































   
Table 3.1 B3LYP/6-31G* Gas-Phase Binding Energies (kJmol-1) of the various 
crown ethers with M+ (M=Li, Na, K, Be, Mg, Ca) 
 
M+ 1a 1b 2a 2b 3a 3b 
Li+ 412.2 432.6 465.6 470.1 390.6 449.3 
Na+ 264.1 283.4 371.7 373.2 353.2 380.0 
K+ 182.0 181.7 250.8 246.2 306.6 312.9 
Be2+ 1,726.4 1,775.4 1,777.0 1,809.2 1,786.6 1,838.9 
Mg2+ 1103.4 1,112.3 1,247.0 1,273.7 1,320.5 1,328.8 









Table 3.2 MP2/6-311G* // B3LYP/6-31G* Gas-Phase Binding Energies (kJ mol-1) 
with ZPE of the various crown ethers with Mx+ (M=Li, Na, K, Be, Mg, Ca) 
 
Mx+ 1a…Mx+ 1b…Mx+ 2a…Mx+ 2b…Mx+ 3a…Mx+ 3b…Mx+ 
Li+ 420.1 436.2 467.9 472.5 388.1 452.9 
Na+ 257.0 277.0 340.8 343.0 340.2 371.4 
K+ 203.3 202.2 265.2 259.2 317.7 325.6 
Be2+ 1,725.8 1,779.8 1,795.6 1,811.2 1,787.8 1,857.9 
Mg2+ 1005.2 1,073.7 1,219.3 1,249.2 1,313.0 1,326.4 



















































































































































































































































































Fig 3.1  Representative optimized structures (B3LYP/6-31G*) of various crown 
ethers in their free and complexed forms 
 
The replacement of a donor O heteroatom with N would not in general be 
expected to cause a drastic alteration in the cavity size, especially for the larger 
macrocyles, which plays a part in the dynamics of the cation binding scheme. As can be 
seen in Table 3.1 and 3.2 the binding affinities for all alkali and alkali-earth metal cations 
generally increases for the series of crown ether considered when a nitrogen donor atom 
2b 2b…Na+ 





is substituted for an oxygen atom. The finding is consistent with the notion that nitrogen 
lone pairs are in general better Lewis bases than of the corresponding lone pairs on O as 
they are held less tightly by the nucleus. 
The only anomaly lies with that in the complexes of 1 and 3 with K+ where the 
binding affinity actually decreases slightly. A possible explanation may be due to the 
comparatively large K+ which already fits poorly into the cavity ring and a further 
reduction in the cavity size when an oxygen atom is replaced by nitrogen would be an 
additional impediment to effective binding. 
With regard to the influence of cavity size on the binding energy on the cations, it 
is apparent that Li+, Na+ and Be2+ favours the 15-membered macrocycles while the 
binding energies for K+, Mg2+ and Ca2+ are markedly improved when a 18-membered 
macrocycle is employed. Apart from substantial improvements in the binding affinity of 
these crown ethers with metal cations, the N heteroatom also offers an opportunity for the 
macrocyclic cycle to be extended via a hydrocarbon sidechain. A macrocyclic entity with 
a side-arm attached through the nitrogen atom and containing a carbonyl group may 






















Scheme 3.2 Encapsulation of the metal cation via (i) the carbonyl oxygen atom (ii)     
nitrogen atom on the sidearm  
 
One can envisage that the amide functional group may interact with a metal ion 
via the nitrogen donor atom and/or the carbonyl oxygen. Either mode of bonding may 
influence the inherent carbonyl C=O stretching frequency of the amide functional group. 
A typical C=O stretching frequency of a carbonyl compound such as ketones or aldehyde 
falls in the range from 1715-1730 cm-1. In amides however, its shifts substantially 
towards lower wavenumbers (typically 1640 –1680 cm-1) with a notable increase in the 
infrared band intensity, ostensibly due to the following resonance contribution: 








If an amide group were to interact with M+ via the nitrogen donor atom, then the C=O 
stretching frequency will move to higher wavenumbers due to the increasing contribution 
of resonance form a. On the other hand, interaction with the carbonyl oxygen will render 
the resonance form b to be the more dominant form which leads to a resultant decrease in 
the C=O stretching frequency. This in principle, might form the basis of a cation sensor 




the C=O stretching frequency. The earlier discussion have indicated that the alkali and 
alikali-earth metals will prefer interacting with the ‘harder’ O donor atom while ‘softer 
metals’ like Hg(II) and Ag(I) might favour the N donor atom. Nevertheless, the former 
should predominate since the interaction between the nitrogen donor and the metal cation 
disrupts the conjugative system of the amide functional group whereas it is preserved in 







Conjugation maintained Conjugation disrupted  
   An initial study is first performed to examine the mechanics of such bonding 
interactions between acetamide and Na+. The optimized structure shows that only the 
carbonyl oxygen is active in binding to the metal ion and the molecule is planar at the 
nitrogen atom which assumes a sp2 hybridization. The alternative structure where 
nitrogen binds preferentially to Na+ was not found for reasons highlighted previously i.e. 













Fig 3.2  Optimized structures (B3LYP/6-31G*) of free acetamide (4) and 
acetamide...Na+ (4…Na+) 
 
Table 3.3 Binding parameters for 4 and 4…Na+  
 4 4…Na+ 
r (C=O)/ Ǻ 1.221 1.250 
r (C-N)/ Ǻ 1.370 1.338 
C=O stretch/cm-1 1813.7 1738.7 
Binding energy/kJmol-1  179.0 
 
The binding interaction between Na+ and acetamide has led to a lengthening and 
concomitant shortening of the C=O and C-N bond which resulted in a shift in the 
stretching frequency of C=O by approximately 75 cm-1. 
 Subsequently, a DFT (B3LYP/6-31G*) study was conducted to investigate the 
viability of such an infra-red based cation sensor.  The model system 5, consists simply 
of a 18-membered macrocyclic entity (oxa-aza crown ether) with a carbonyl containing 
side-chain interacting with a metal cation (Li+, Na+, K+, Be2+, Mg2+and Ca2+) enclosed 
within the cavity. It is hoped that different metal cations are capable of inducing different, 
4 4…Na+
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resolvable shifts in the stretching frequency of the C=O functional group which would 
herald the capacity of such a system as a simple but specific cation sensor for commom 
metal cations. The effect of a corresponding counterion on the metal cation was not 
considered. While this situation is unlikely to be represented well to a large extent in the 
liquid phase, a chosen solvent with a high dielectric constant can effectively reduce the 
electrostatic interaction between the two opposite charged ions. Furthermore, we assumed 
that the solvent plays only a non-significant role in explicitly solvating the system under 
study, especially that of the metal cation which would otherwise jeopardize the validity of 
the model under study i.e. by competitive solvation of the metal ion  
The optimized structures of the metal complexes show that the carbonyl oxygen 
of the side-arm is active towards the encapsulation of the cation. The structural 
parameters and C=O stretching frequencies of the complexes are summarized in Table 
3.4 
Table 3.4 Binding energies (kJ/mol-1), bond lengths and stretching frequencies^    





r  (C=O) Ǻ r  (C-N)  Ǻ υ (C=O) cm-1 
IR intensity 
Km mol-1 
5  1.233 1.374 1667 253 
5…Li+ 469.5 1.245 1.363 1632 352 
5…Na+ 336.8 1.240 1.379 1629 245 
5…K+ 235.0 1.235 1.382 1649 240 
5…Be2+ 1909.7 1.282 1.334 1564 460 
5…Mg2+ 1346.1 1.271 1.348 1553 401 
5…Ca2+ 960.7 1.232 1.461 1662 209 







































































































Figure 3.3 Representative optimized structures (B3LYP/6-31G*) of 5 and 5…M+ 
Table 3.5 Calculated NBO charge analysis (B3LYP/6-31G*) of the (a) captive metal 
cation and (b), (c) the nitrogen and oxygen atom of the amide functional group  
 
 M+ N O 
 5…Li+ +0.88124 -0.45358 -0.77740 
 5…Na+ +0.88446 -0.49692 -0.67996 
 5… K+ +0.90832 -0.49819 -0.66723 





 5… Mg2+ +1.76088 -0.44941 -0.84545 
 5…Ca2+ +1.83606 -0.65830 -0.64697 
 
In summary, the simple model examined here reveals that the various metal 
cations are indeed capable of inducing red shifts to the C=O stretching frequency. The 
frequency shift is somewhat limited for the case of K+ and Ca2+ but more pronounced for 
the other test ions (30-100 cm-1). The decrease in the stretching frequency (C=O) of each 
system correlates well to an increase in the C=O bond length and a corresponding 
increase in the C-N bond distance which can be rationalized in terms of resonance 
structure a and b mentioned in our earlier discussion.  In addition, the bonding interaction 
between the cation and the carbonyl oxygen is predominantly electrostatic and there is 
little evidence of a charge transfer from the NBO analysis (Table 3.5). For the series from 
Li+ to K+, the potassium ion retain the most of its positive charge but the lithium ion has 
the highest ability to induce a negative polarization component on the carbonyl oxygen 
counterpart which favours a dipolar resonance form in the binding process and the pattern 
is similarly extended in the series from Be2+ to Ca2+.                                         
Ultimately, the ability of the proposed system to function as an effective infra-red 
sensor for metal cations depends intricately on the binding affinity of the carbonyl 
oxygen. In the case where the carbonyl oxygen is active in binding to the cation, the 
interaction of the side-arm of the macrocyclic entity may be too weak and too a low 
binding energy would lead to excessive lability and subsequent loss in capacity for the 
system to function as a IR-based sensor. Furthermore, this also gives indication that a 
judicious choice of the solvent is to made as protic solvents like methanol and acetonitrile 
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are indeed capable of solvating the cations and thus displacing the capping side-arm in 
the process . 
3.4 Experimental Aspects 
 The proposed aza-crown ether system was accordingly prepared from the 

















Scheme 3.3 Preparation of 5 by condensation of an aza crown ether with an acid 
chloride 
 
A three-fold excess of acid chloride were added to the 0.5 grams of the aza-crown ether 
and excess triethylamine in dichloromethane. The triethylamine functions as a base to 
neutralize the acid formed in the condensation process which would otherwise protonate 
the amine group of the unreacted aza-crown ether and thus render it inactive towards the 
nucleophilic substitution process. The open system was subjected to reflux at the boiling 
point of dichloromethane for a couple of hours for the reaction to proceed to completion. 
De-ionized water was subsequently added to hydrolyze the remaining acid chloride and 
the mixture was stirred for a further twenty minutes before several solvent extraction 
cycles were used to retrieve the organic layer which contained the target product, a 
viscous yellowish  liquid. 
 A TLC spot analysis yielded only a single spot and the final product was 





Table 3.6 Major IR peaks of 5 in acetonitrile 
Frequency (cm-1) Assignment 
3009.3, 2941.4, 2875.4 sp3 C-H stretches 
1629.6 Carbonyl C=O stretch 
1210.3, 1118.8 Asymmetric, symmetric C-O stretch 
 
Electrospray ionization23 (ESI) is essentially a method used to produce gaseous 
ionized molecules from a liquid solution by creating a fine spray of droplets in the 
presence of a strong electric field. In this MS method the, ionisation process is carried out 
at atmospheric pressure (API), and involves spraying a solution of the sample in a 
suitable solvent out of a small needle, to which a high voltage is applied. This process 
produces small charged droplets, and the solvent is evaporated which leave the sample 
molecule in the gas phase and ionised. This is then 'swept' into a MS that is held 
essentially in vacuum and the ions separated and detected using a reflectron-based time-
of-flight (TOF) analyzer. It is a soft ionization technique that does not lead not excessive 
fragmentation  
The binding capability of the crown ether derivative has to be established before it 
can be expected to interact with the metal cations via its carbonyl side-arm. A small 
portion of the crown ether derivative was dissolved in acetonitrile and further divided 
into several portions before they are stirred overnight with aqueous solutions of the 
chloride, bromide and nitrate salts of various alkali/alkali-earth metals. This is to allow 
sufficient time for the crown ethers to extract the metal ions from the aqueous phase into 
the organic phase 
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A small aliquot of each organic layer was subsequently submitted for ESI-MS 







+        MClx (aq)
 
Scheme 3.4 Complexation between 5 and M+ 
Table 3.7  Major Peaks of 5...M+ in the ESI-MS analysis 
Metal Ion (Mx+) Major Peaks (MIP = molecular ion peak, BP = Base Peak) 
Li+ 362, 368 (MIP/BP), 729 
Na+ 362, 384 (MIP/BP), 745 
K+ 362, 400 (MIP), 761 (BP) 
Mg2+ 362, 38 5 (MIP/BP), 746 






Fig 3.4 Representative mass spectrum for the 5…Na+ system 
In all cases, the crown ethers were found to bind to the respective metal cations. 
Except for potassium and calcium, the crown ether chelates to the metal in a primarily 1:1 
fashion. A 2:1 binding pattern predominates however, for the larger cations, most 
probably in the form of a sandwich structure. In the instance where the crown ether binds 
to the cation in a 2:1 fashion, one may perhaps expect this to interfere with the “capping” 
ability of the carbonyl functional group. 
The interaction of the crown ether side chain with the corresponding bound metal 
cations can be followed using IR spectroscopy by monitoring any shift in the C=O 
stretching frequency. The same aliquots used for ESI-MS are subsequently subjected to 
analysis by IR spectroscopy and the organic solvent medium in which the extraction is 
carried out is varied to investigate the effect of solvents on the system under probe. In the 
 
 66
preparation of the neat samples, the crown ether extracts were dried by rotary evaporation 
until only the liquid form of the crown ether remains 
Table 3.8  
(a) Carbonyl stretching frequencies (cm-1) of after mixing with MClx (aq) 
M+ 1 2 3 4 5 6 7 
Li 1632.3 1629.6 1637.6 1628.3 1630.1 1627.6 1625.5 
Na 1632.0 1629.6 1637.0 1628.6 1630.3 1627.2 1626.5 
K 1633.3 1629.0 1636.6 1627.9 1630.9 1626.9 1625.4 
Mg 1632.8 1630.9 1638.5 1626.2 1632.2 1628.2 1632.7 
Ca 1632.8 1632.2 1637.2 1628.3 1631.5 1627.9 1625.9 
  
(b) Carbonyl stretching frequencies (cm-1) of after mixing with MBrx (aq) 
M+ 1 2 3 4 5 6 7 
Na 1632.3 1629.6 1637.6 1628.3 1630.1 1627.6 1625.5 
 
(c) Carbonyl stretching frequencies (cm-1) of after mixing with M(NO3)x (aq) 
M+ 1 2 3 4 5 6 7 
Na 1632.3 1629.6 1637.6 1628.3 1630.1 1627.6 1625.5 
K 1632.0 1629.6 1637.0 1628.6 1630.3 1627.2 1626.5 
Mg 1633.3 1629.0 1636.6 1627.9 1630.9 1626.9 1625.4 
1=ethanol, 2=acetonitrile, 3=tetrahydrofuran, 4=diethyl ether,5=trichloromethane 
6=n-hexane ,7=neat 
The absence of an appreciable shift in the stretching frequency of the C=O 
functional group in all cases suggests that the sidearm is indeed active towards the 
encapsulation of the bound metal ions. The lack of a distinct frequency shift in some 
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instances may, however, have been mediated by the solvent used. For example, ethanol 
and acetonitrile, could have preferentially bound to the captive metal cation through the 
hydroxyl and nitrile functional group, respectively, instead of the carbonyl side-arm of 
the macrocycle. The current theoretical methods for solvation study generally follow one 
of two approaches. The first involves the explicit construction of a solvent shell, 
consisting of anywhere from several dozen to several hundred solvent molecules, about 
the solute. This supermolecular system serves as a basis for simulations from which 
thermodynamic data related to solvation can be extracted. The simulations typically 
involve either a Monte-Carlo pseudo-random sampling or solution of Newton's equations 
of motion to generate molecular dynamics trajectories. In either case, the size of the 
system usually prohibits analysis at the quantum mechanical level, and a classical 
mechanical force field is employed instead. The main alternative to these simulation 
procedures replaces the explicit solvent molecules with a continuum having the 
appropriate bulk dielectric constant. Here, molecular structure of the solvent is ignored 
and the solvent is modeled as a continuous dielectric of infinite extent that surrounds a 
cavity containing the solute molecule M. The continuous dielectric is characterized by its 
dielectric constant ε, whose value is the experimental dielectric constant of the solvent at 
the temperature and pressure of the solution. The solute molecule can be treated 
classically as a collection of charges that interact with the dielectric or it can be treated 
quantum mechanically. In a quantum-mechanical treatment, the interaction between a 
solute molecule M and the surrounding dielectric continuum is modeled by a term intVˆ  
that is added to the molecular electronic (fixed-nuclei) Hamiltonian )0(ˆ MH , where 
)0(ˆ
MH  is 
for M in vacuum. In the usual quantum-mechanical implementation of the continuum 
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solvation model, the electronic wave function and electronic probability density of the 
solute molecule M are allowed to change on going from the gas phase to the solution 
phase so as to achieve self-consistency between the M’s charge distribution and the 
solvent’s reaction field. Any treatment in which self-consistency is achieved is called a 
self-consistent reaction field (SCRF) model. Many versions of SCRF models exist. 
Theses differ in how they choose the size and shape of the cavity that contains the solute 
molecule M and how they calculate intVˆ . The effect of a solvent like acetonitrile on the 
proposed cation sensor is first introduced implicitly to the system via the Quantum-
Onsager solvation model: 
Table 3.9 Comparison of the C=O stretch in 5…M+ in the gas phase and acetonitrile 
(Onsager’s implementation) 
 
M+ Gas Phase 
C=O stretch (cm-1) 
Acetonitrile 
C=O stretch (cm-1 
Bare 1734 1729 
Li+ 1697 1697 
Mg2+ 1615 1622 




Be2+ 1627 1629 
K+ 1716 1715 
 
 Essentially, the introduction of a solvent reaction field implicitly via a continuum 
model through the SCRF procedure has predicted little structure changes in the various 
metal-crown ether complexes and almost no change in the stretching frequency of the 
C=O functional group.  Modeling the interaction between the system and the solvent in 
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question through a dipole moment is however somewhat inadequate to account for the 
intricate interaction between the solvent and the metal cation and the explicit introduction 
of the solvent may be required. Subsequently, the solvation effect is taken into account by 
the explicit inclusion of a single acetonitrile molecule surrounded by a continuum solvent 





























































Fig 3.5 Explicit inclusion of the solvent molecules to 5…M+ 
 Now, it is apparent that the solvent molecule has disrupted the capping process 
and caused the side-arm to be displaced. Nevertheless, any interference in the binding 
process by the solvents in question can be conveniently removed in the neat form and 
only a slight displacement of the C=O band was observed in the instance where MgCl2 
was used.  
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Putting the effect of solvation aside, the discrepancy in the predicted shifts of the 
carbonyl stretch between the calculated model and the experimental results could lie in 
the overly abbreviated model in the first instance; the effect of the counter-ion could have 
been overly trivialized which is somewhat untenable especially in a solvent with a low 
dielectric constant where the interaction between the opposite charged pair remains 
substantial A subsequent gas phase calculation where the effect of a counteracting ion is 
introduced reveals that anion has displaced the bound metal from the sidearm which 
would render it passive towards the binding of the metal ion and hence the lack of a 















































































































3.5  Conclusion 
 A possible ion-specific infra-red cation sensor model was proposed which utilizes 
the interaction between the C=O functional group and the captive metal cation to induce a 
shift in the C=O stretching frequency upon binding. Preliminary studies indicate that the 
binding interaction between the crown ether and the metal ion via the carbonyl side-arm 
should occur at the carbonyl oxygen rather than the nitrogen donor to preserve the 
conjugation of the system. DFT gas phase calculations performed on the proposed model 
with various major alkali/alkali-earth metal ions reveal that upon complexation, 
significant shifts in the C=O stretching frequencies were observed which could herald the 




[5…K+] [Cl-] [5…K+][NO3-] 
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(i) The non-interference of solvents in the binding process of the metal ions by the crown 
ethers, namely the solvation of the cations. 
(ii) A 1:1 complexation between the crown ether and the metal ion for effective capping 
by the crown sidearm 
(iii) The negligible interaction between the metal ion and its counterion which can be 
mediated by a solvent of a reasonably high dielectric constant. 
  Mass spectrometry studies in the gas phase reveal that a 1:1 binding is particularly 
dominant in the case of Li+, Na+, Mg2+ and the complex of the crown derivatives with 
such metal cations represent the best conditions for the ‘capping’ of the bound ions. In 
the neat form, the interfering effect of the solvents are kept and a small detectable shift in 
the C=O band is noted when MgCl2 is used. Nevertheless, there is a poor correspondence 
with predicted results from the gas phase calculations where the explicit solvent effects 
and counter-ions are left out. 
 An implicit solvent calculation reveals little change both in the ground state 
structure and the C=O stretching frequency of the complex  but explicit inclusion of the 
solvent and the counter-ion, furthered with the possibility of a 2:1 binding pattern limited 
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Anion Sensors for Halides 
 
 4.1 Introduction to anion hosts 
The current neutral anion binding receptors can approximately be divided into 
two classes: (1) receptors that bind anions exclusively by hydrogen bonding or ion-dipole 
interactions,1-6 and (2) receptors that coordinate to anions as Lewis acidic centers of a 
neutral organometallic ligand.7-12 Among the representatives of this group are Lewis 
acidic hosts connected by covalent bonds. At first, there were boron Lewis acids, 
combined with naphthalene or crown ethers. Such a construction of a host molecule 
provides selective binding of hydride and halide ions. Borane groups, replaced in 
macrocycles on trimethylsilyl moieties for example, exhibited selective interaction with 
fluoride ions.7 
 Compared to Coulombic forces between charged host-guest partners, ion-dipole 
interactions have the same dependence on the dielectric environment, but are much 
weaker and have a steeper falloff with distance.13 However, they are directional and 
orient the ion and dipole vector with respect to each other. This is a structure-making 
property vastly exploited in all biological structures. The prototypical example here is the 
hydrogen bonds, which by virtue of their cumulative power warrant the defined 
secondary and tertiary structure of proteins and nuclei acids. Taken alone, an average 
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single hydrogen bond between electronegative atoms is about 30-40 kJ mol-1, roughly 
one tenth the bond dissociation energy of a typical carbon-carbon or carbon hydrogen 
single bond.14 In solution, however, the maximum attainable interaction energy between 
host and guest exclusively interacting via hydrogen bonding is severely attenuated by the 
dielectric permittivity of the solvent. This applies even to the extent that the attraction 
between host and guest, doubtlessly existing in less polar solvents, vanishes completely 
when the solvent is switched to water.15 The special attraction of hydrogen bonding to the 
construction of abioic hosts derives from its electroneutrality and from the 
overwhelmingly rich chemistry from incorporation of appropriate structural elements into 
molecular frameworks. Electroneutrality is a very desirable property if applications like 
membrane transport or potentiometric ion sensing are envisaged. The versatility of 
construction in combination with the weak but non-specialized nature of hydrogen 
bonding interactions opens a wide arena for receptor design and encompasses almost any 
class of compounds in organic chemistry. In particular, the incorporation of a 
chromophore into such systems potentially provides for these receptors to act as optical 
sensors for various anions due to the electronic perturbation upon binding. 
The intense coloration of azo-dyes have been well characterized and especially 
exploited in the form of methyl orange, a common indicator in titration exercises which 






acidic form(red) basic form(yellow)  
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This feature is incorporated into our functional design of a halide selective sensor in 
organic solvents. In particular, TDDFT studies16-20 will be employed to investigate 
changes in the absorption of radiation in the UV-Vis region upon binding to halides.  
 
4.2 Template Studies 
 A small scale study was performed using TDDFT, CIS and ZINDO to calculate 
the UV excitation of the following template molecules. The results are compared against 
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9-Hydroxyacridinium 
             cation
2 31
 
Table 4.1 Experimental UV-Vis recordings of 1 (dilute HCl), 2 (water) and 3 (dilute 
NaOH) 
 
(1) Peak/nm ε/M-1cm-1 (2) Peak/nm ε/M-1cm-1 (3) Peak/nm ε/M-1cm-1 
420 3600 398 10200 435 7000 
400 5700 380 10000 411 10000 
380 4900 294 3700 390 8000 
337 7200 254 59000 340 3100 
325 4200   325 3200 
292 2200   267 74000 


























Table 4.2 Comparison of (a) TDDFT (B3LYP/6-31G*), (b) CIS (6-31G*), (c) TDDFT (B3LYP/6-31+G*), (d) CIS (6-31+G*), 



















388 0.050 276  0.172 393 0.051 280 0.175 388 0.168 
308  0.104 253  0.206 312 0.111 256 0.215 349 0.250 
295  0.002 222 0.200 298 0.002 225 0.197 309 0.232 
247  0.048 191 0.062 251 0.051 194 0.056 264 1.049 
238  0.959 185  2.473 242 1.024 190 2.458 253 0.075 
228  0.381 173 0.052 233 0.348 182 0.003 246 0.003 
215  0.027 170 0.031 219 0.049 175 0.040 239 0.286 






Table 4.3 Comparison of (a) TDDFT (B3LYP/6-31G*, SCRF PCM), (b) CIS (6-31G*, SCRF PCM ), (c) TDDFT (B3LYP/6-
31+G*, SCRF PCM), (d) CIS (6-31+G*, SCRF PCM ),  using optimized geometry of 1 from B3LYP/6-31G* in water modeled 

















367 0.075 265 0.232 372 0.080 270 0.240 
298 0.105 243 0.205 301 0.119 247 0.223 
282 0.002 215 0.271 285 0.002 219 0.264 
243 0.177 189 1.885 247 0.398 195 2.549 
240 1.314 189 0.811 245 1.219 193 0.093 
227 0.198 171 0.007 233 0.136 186 0.001 
213 0.019 166 0.107 216 0.004 175 0.013 
 82
 
Table 4.4 Comparison of (a) TDDFT (B3LYP/6-31G*), (b) CIS (6-31G*), (c) TDDFT (B3LYP/6-31+ G*), (d) CIS (6-31+G*), 



















388 0.050 276  0.172 393 0.051 280 0.175 388 0.168 
308  0.104 253  0.206 312 0.111 256 0.215 349 0.250 
295  0.002 222 0.200 298 0.002 225 0.197 309 0.232 
247  0.048 191 0.062 251 0.051 194 0.056 264 1.049 
238  0.959 185  2.473 242 1.024 190 2.458 253 0.075 
228  0.381 173 0.052 233 0.348 182 0.003 246 0.003 
215  0.027 170 0.031 219 0.049 175 0.040 239 0.286 
213  0.026 167 0.024     236 0.002 
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Table 4.5 Comparison of (a) TDDFT (B3LYP/6-31G*, SCRF PCM), (b) CIS (6-31G*, SCRF PCM ), (c) TDDFT (B3LYP/6-
31+G*, SCRF PCM), (d) CIS (6-31+G*, SCRF PCM ),  using optimized geometry of 2 from B3LYP/6-31G* in water modeled 

















341 0.097 243 0.284 353. 0.111 252 0.308 
277 0.041 226 0.013 283 0.034 232 0.014 
251 0.023 206 0.023 257 0.063 213 0.049 
246 0.027 197 0.028 253 0.002 207 0.003 
242 0.010 185 2.700 250 0.013 204 0.018 











Table 4.6 Comparison of (a) TDDFT (B3LYP/6-31G*), (b) CIS (6-31G*), (c) TDDFT (B3LYP/6-31+ G*), (d) CIS (6-31+G*), 



















402 0.062 282 0.213 385 0.261 419 0.071 297 0.217 
320 0.151 257 0.188 357 0.180 345 0.001 267 0.263 
297 0.018 221 0.352 318 0.290 330 0.193 252 0.026 
252 0.505 195 0.022 262 0.057 308 0.012 237 0.320 
  186 1.976 258 0.889 303 0.010   









Table 4.7 Comparison of (a) TDDFT (B3LYP/6-31G*, SCRF PCM), (b) CIS (6-31G*, SCRF PCM ), (c) TDDFT (B3LYP/6-
31+G*, SCRF PCM), (d) CIS (6-31+G*, SCRF PCM ),  using optimized geometry of 3 from B3LYP/6-31G* in water modeled 

















393 0.0910 280 0.2844 405 0.1107 292 0.3065 
324 0.0000 253 0.1541 319 0.1502 259 0.1741 
314 0.1493 218 0.4510 316 0.0000 247 0.0015 
285 0.0229 209 0.0000 290 0.0260 229 0.4527 
277 0.0005 196 0.0314 278 0.0005 215 0.0000 
255 0.8397 194 2.2912 275. 0.0000 215 0.0168 
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 The primary features of 1, 2 and 3 reveal 3 main bands in the region between 250 
and 440 nm.  The most intense peak at and around 260 nm shifts little upon changes in 
pH and is characteristic of the localized π-π* transition. Calculations using TDDFT/6-
31G* reproduce the transitions surprisingly well for all three cases in the gas phase and 
the results are further improved with augmentation of the basis sets with diffuse functions. 
Nevertheless π-π* transitions are known to be only slightly dependent on the solvent 
environment and the close resemblance of the gas phase to actual experimental results is 
not unexpected. For the case of 2 and 3, the inclusion of solvent effects implicitly via the 
PCM model using the 6-31+G* basis set further improve the calculated transition 
wavelengths. On the other hand, CIS calculations fail miserably in such circumstances. In 
certain instances, CIS predicts an oscillator strength in excess of one, i.e. predicting high 
electronic degeneracies in such systems. 
 Other than the π-π* transitions found in most organic compounds with double 
bonds, the most common type of transitions, albeit a formally forbidden one, is the n-π* 
transition. These are often much less intense and are found at higher wavelengths. These 
bands are readily seen in the spectra of 1, 2 and 3 which involve the excitation of lone 
pairs on N and O. These peaks are also sensitive to pH changes (Fig 4.1) which are 
characteristic of such transitions. Similar to what has been discussed; the calculated 
results reveal better correlation with experimental recordings with the extended basis sets 
using the TDDFT method. Inclusion of solvent effects to model actual experimental 
conditions also predictably led to better agreement with experimental observations. It can 
also be seen from the above tabulations that deviations from experimental results 
increases in general with higher transition wavelengths where the description of Rydberg 
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states during the electronic transition process are especially inadequate with the compact 
6-31G* basis set. It is also worth mentioning that the semi-empirical ZINDO, takes only 
a fraction of the time required for ab-initio calculations but produces results which rival 
the reliability of the more expensive methods. This benchmark study is further extended 
to a typical azodye, 4, which will be the chromophoric backbone of our studies in the 




















Table 4.8 Comparison of (a) TDDFT (B3LYP/6-31G*), (b) CIS (6-31G*), (c) TDDFT (B3LYP/6-31+ G*), (d) CIS (6-31+G*), 



















509 0.000 362 0.0001 510 0.0001 501 0.0000 358 0.0000 
444 0.9094 306 1.5052 508 0.0000 464 0.8875 315 1.4279 
340 0.0000 248 0.0000 451 0.0000 347   0.2279 231 0.0130 
332 0.2364 233 0.0001 448. 1.2723 341 0.0000 228 0.0514 
320 0.0001 224 0.0144 334 0.0061 326. 0.0001 223 0.0049 
312 0.0074 223 0.0266 319 0.0209 318 0.0080 215 0.0220 
309 0.0131 216 0.0037 314. 0.0020 501 0.0000 358 0.0000 
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Table 4.9 Comparison of (a) TDDFT (B3LYP/6-31G*, SCRF PCM), (b) CIS (6-31G*, SCRF PCM ), (c) TDDFT (B3LYP/6-
31+G*, SCRF PCM), (d) CIS (6-31+G*, SCRF PCM ),  using optimized geometry of 4 from B3LYP/6-31G* in water modeled 

















552 1.0104 359 0.0001 510 0.0001 552 1.0104 
513 0.0000 349 1.5968 508 0.0000 513 0.0000 
387 0.3501 240 0.0201 451 0.0000 387 0.3501 
351 0.0001 236 0.0665 448 1.2723 351 0.0001 
343 0.0174 232 0.0070 334 0.0061 343 0.0174 
335 0.0182 216 0.0158 319 0.0209 335 0.0182 
334 0.0000 202 0.1324 314 0.0020 334 0.0000 




The major characteristics of the experimental UV spectrum of the azo dye consist 
largely of the localized π-π* transition below 300 nm and a weak, forbidden n-π* 
transition which in this instance is obscured by the very intense non-local π-π* transition, 
also widely commonly recognized as an intra-molecular charge transfer from the phenyl 
moiety containing the nitrogen donor group to the phenyl moiety with the electron 
withdrawing nitro group. Previous computational studies have revealed that the HOMO 
of 4 consists largely of orbitals from the phenyl ring with the donor group while the 
LUMO draws a larger contribution from the phenyl ring with the electron withdrawing 
group. A transition as such can be viewed loosely as an intra-molecular charge transfer 
from the lone pair of the nitrogen atom to the nitro-group on the opposite end. Again, the 
calculated values for the first π-π* transition are in close agreement with experimental 
results for the different basis sets employed. However, with regard to the charge transfer 
transition, inclusion of diffuse functions improved the calculated value by more than 20 
nm.  
In summary, it is apparent that results on studies performed on the UV-Vis 
absorption of compounds with extended conjugation using TDDFT calculations are at 
least qualitatively correct. Furthermore, the results are almost always systematically 
improved with the augmentation of basis sets with diffuse functions so as to better 
describe the corresponding Rydberg states under consideration. This is especially critical 
for transitions at higher wavenumbers. In addition, ZINDO calculations represent a 
competitive alternative to TDDFT (B3LYP/6-31G*) for the molecules being investigated. 
Besides requiring very little computational time, the predicted results are well in tandem 
with that produced by TDDFT. Inclusion of solvent effects via implicit SCRF methods is 
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also more relevant for studies on delocalized π-π* charge transfer bands which can 
induce a huge change in the dipole moment of the molecules while the localized π-π* 
bands have a lesser dependence on the choice of solvents. 
 
4.3 Functional Design of Receptors for Halide Ions 
Various designs featuring azodyes as the chromophoric backbone enhanced with 
chelating side arms are included to investigate the feasibility of such systems as halide 
selective sensors. The halides are expected to bind to the receptors via hydrogen bonding 
and the inclusion of protic groups will invariantly improve the binding affinity towards 
various halides accordingly. It is also assumed that the receptors under investigation bind 
to the halides in a 1:1 fashion. In accordance to what has been previously mentioned, the 
visible absorption spectrum of the following compounds is largely dominated by (i) π-π* 
(ii) n-π* transitions. Through binding interactions with halides, especially in the instance 
where the receptor is enriched with phenolic OH’s, acing somewhat as molecular switch, 
the electronic perturbation is expected to alter the  delocalized π-π* transition (also 












































   
 
 




































Fig 4.2 Proposed halide sensors 5-11. 
 
Variations among the proposed candidates include the length of the sidearm and 
thus the binding cavity for the halides, inclusion of phenolic OH’s to the chromophoric 
backbone at the para position which heavily influence the intramolecular charge transfer 
band (delocalized π-π* transition). Finally, additional carbonyl groups found along the 
sidearm were added to enhance the acidity of the α-H’s to aid in the binding process. To 
understand the ground state conformational preference of such receptors, simulated 
annealing with force field parameters was employed. The structures were then 
subsequently refined using B3LYP/6-31G*.  In the uncoordinated form, these systems 
adopt conformations which maximize the favourable intravenous network of intra-
molecular hydrogen bonding. Furthermore, the gas-phase binding affinity of these 





9 10 11 
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Table 4.10 Study of the binding energies* (kJ mol-1)  of 5-11 with various halides 
(a) B3LYP/6-31G* (b) ^B3LYP/6-31+G*// B3LYP/6-31G* (c) ^B3LYP/6-311+G**// 
B3LYP/6-31G* 
 
Receptor (a) F- (a) Cl- (a) Br- (b) F- (b) Cl- (b) Br- (c) F- (c) Cl- (c) Br- 
5 547.2  
 
239.8  259.0 337.7 216.6 219.3 341.2 219.3 188.5 
6 474.7  
 






273.1 159.9 132.9 
7 558.0 237.7 254.0 343.0 207.2 217.4 349.6 212.3 180.9 
8 563.7 245.8 255.4 367.3 217.8 211.6 371.9 218.6 182.5 
9 538.3 204.8 222.8 330.9 177.4 183.4 338.3 179.6 147.2 
10 482.7 143.3 156.6 271.8 112.6 115.5 282.7 115.1 87.6 
11 536.6 196.2 208.2 320.3 168.1 173.7 327.8 170.7 136.5 
^Corrected with ZPE  (B3LYP/6-31G*) 
Upon complexation to the halides, the receptors re-orientate to encapsulate the 
anions via hydrogen bonding. This involves breaking up the intramolecular hydrogen 
bonding network and reorganizing into a new conformation whereby the protic H’s are 
orientated towards the cavity for hosting the anionic species. For 9, such an 
reorganization requires an initial energy outlay of 66.1 kJ mol-1 at B3LYP/6-31G*. 
 For 5, 6, 7 and 8, all of the hydrogens attached to electronegative atoms, N and O, 
are active towards the binding process. However, in 9, 10 and 11, conformation 
constraints limit the participation of the α-H’s in the binding process and only the 
hydroxyl H’s and phenolic OH’s appear to be active towards the encapsulation of the 
halides. Expectedly, the complexation energies between the receptors and the fluoride 
anion are larger than those of chlorides and bromides and this is in unison for 5-11. 
However an anomaly arises between chloride and bromide where the latter is found to 
bind stronger to 5-11 than chloride when the 6-31G* basis set is employed. The 
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importance of using basis sets augmented with diffuse functions for anions, compounds 
with lone pairs and hydrogen-bonded dimers has been well noted.). Single point 
calculations on the optimized geometries with the inclusion of diffuse functions (s, px, py 
and pz) on each of the non-hydrogen atoms using  a 6-31+G* basis set essentially repeats 
the trend seen using the smaller, un-augmented basis set. However, it might perhaps be 
appropriate to include diffuse functions on the hydrogen atoms as well since they are 
themselves participants in the hydrogen bonding network. For subsequent single-point 
calculations using the larger 6-311+G** basis set, which include diffuse functions on the 
hydrogen atoms, the complexation energies for all receptors clearly follow the trend F- > 
Cl- > Br-. As a countercheck, receptor 9 and its anion bound complexes are optimized at 
the B3LYP/6-311+G** level of theory. The binding energies are reproduced in the 
following table. 
Table 4.11 Binding energies (kJ mol-1) of  9…X- using optimized geometry at 
B3LYP/6-311+G** 
 





  141.4 
 
The binding energies evaluated using the fully optimized structures mirrors that 
calculated using B3LYP/6-311+G**// B3LYP/6-31G*. Furthermore, in the presence of a 
solvent, the binding energies will be further decreased due to the stabilization of the 
halide ions in a dielectric medium. For example, in a solvent with low dielectric constant 
like chloroform, the interaction energy of  9 to F − , Cl −  and Br −  evaluated at B3LYP/6-
311+G** (PCM) decreases sharply to 109.0, 21.3 and 5.0 kJ mol-1 respectively. In this 
instance, apart from the unfavourable entropic effects associated with the complexation 
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process, the molecular receptor 9 appears most suited to the hosting of fluoride ions 
among the three considered. 
Noticeably, inclusion of a phenolic OH does not improve the binding abilities of 
the receptors towards the halides and, in fact, somewhat impedes the process judging 
from the calculated binding energies. This is also apparent from the optimized structures 
where the α-H’s are often inactive towards the binding of the various halides. However, 
the OH functionality has a strong influence on the UV absorption spectra of the receptors 
and their anion complexes  
Table 4.12  TDDFT (B3LYP/6-31G*) UV-Vis excitation of 5-11 and their complexes  
 

















345  0.9710 408 0.2631 386 0.6980 387 0.6837 
  398 0.4901     
        
6  6…F-  6…Cl-  6…Br-  
346 0.8929 393 0.6360 396 0.2877 393 0.3002 
    383 0.3249 382 0.3385 
    362 0.1054 360 0.1888 
        
7  7…F-  7…Cl-  7…Br-  
341 1.0069 395 0.4190 378 0.7670 378 0.5619 
  381 0.1434 364 0.1026 370 0.2066 
  374 0.1297     
  370 0.1614     
        
8  8…F-  8…Cl-  8…Br-  
342 1.0022 386 0.5852 375 0.7990 378 0.2752 
  384 0.2118   374 0.5178 
        
9  9…F-  9…Cl-  9…Br-  
387 0.8416 484 0.8304 499 0.1725 524 0.2309 
291 0.2248 347 0.3294 449 0.3519 395 0.5220 
    380 0.2386 359 0.1005 
    362 0.1004   
        
10  10…F-  10…Cl-  10…Br-  
367 0.9760 473 0.8392 448 0.5862 490 0.3569 
329 0.1049 343 0.3013 354 0.3178 377. 0.3499 
      373 0.1248 
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11  11…F-  11…Cl-  11…Br-  
375 0.2630 465 0.8544 443 0.5537 504 0.1057 
370 0.5387 341 0.2467 365 0.2906 408 0.5436 
337 0.2577       
 
 
Table 4.13  TDDFT (B3LYP/6-31+G*) UV-Vis excitation of 5-11 and their 
complexes  
 

















354 0.9113 415 0.4604 409 0.2351 409 0.1538 
  405 0.2562 395 0.4758 402 0.1233 
      395 0.4372 
        
6  6…F-  6…Cl-  6…Br-  
355 0.9632 420 0.1523 398 0.5622 396 0.6129 
  415 0.1930     
  404 0.1916     
  389 0.2033     
        
7  7…F-  7…Cl-  7…Br-  
350 0.9442 405 0.4437 388 0.8375 388 0.7820 
  397 0.1902     
        
8  8…F-  8…Cl-  8…Br-  
402.71 0.1105 396 0.7598 501 0.2983 390 0.1823 
389.95 0.7472 306 0.1403 455 0.2070 387  0.6936 
295.40 0.2900   385 0.2762   
    352 0.1230   
        
9  9…F-  9…Cl-  9…Br-  
403 0.1105 502 0.8299 501 0.2983 523 0.2438 
390 0.7472 359 0.2879 455 0.2070 405 0.4396 
295 0.2900   385 0.2762   
    352 0.1230   
        
10  10…F-  10…Cl-  10…Br-  
376 0.9634 488 0.8385 461 0.4929 482 0.2292 
  355 0.2203 375 0.1505 401 0.4894 
  316 0.1487     
        
11  11…F-  11…Cl-  11…Br-  
381.97 0.7864 450 0.7531 452 0.5677 487 0.1170 
340.94 0.2545 333 0.1586 374 0.1978 469 0.2244 
      395 0.1839 








































































a = 1.9505 
b = 1.7925 
c = 1.6672 
d = 1.6553 
e = 1.8225 
a = 1.9734 
b = 1.7514 
c = 1.8198 
d = 1.8222 
e = 1.7475 
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a = 1.9398 
b = 1.7634 
c = 1.6280 
d = 1.6271 
e = 1.8235 
a = 2.0351 
b = 1.3412 
























































































a = 1.0187 
b = 1.8473 
c = 1.8791 
 
a = 0.9839 
b = 2.1884 
































































Figure 4.3  Representative optimized structures (B3LYP/6-31G*) of the receptors 
in their free and anion-bound form.            
     
                   While the incorporation of a phenolic OH group does little to improve the 
binding of the halides of interest, it has significant influence on the inherent UV 
absorption, the delocalized π-π* transition. Molecular receptors which incorporate a 
phenolic OH group to the chromophoric backbone inadvertently display a wider 
displacement of the intramolecular charge transfer absorption bands upon complexation 
to the halides (9, 10, 11) and the bathochromic shift is the largest (approx. 100 nm) when 
the anion in question is fluorine, where the phenolic H appears widely displaced from its 
equilibrium position. For comparison, only a small amount of red-shift of the charge 
transfer band is predicted for the three halide complexes with receptors 5-8. The 
11 11…F- 
a = 1.0103 
b = 1.8101 
c = 1.8813 
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discerning difference in these systems from 9-11 lies in the form of a molecular switch 
which can interact with the chromophoric backbone upon electronic perturbation. 
 On the basis on the UV excitation wavelengths calculated using a 6-31+G* basis 
set (Table 4.13), receptor 10 appears best suited for differentiation between the various 
halides under consideration. For example, the bare ground state of the molecule has a 
charge transfer band at 376 nm which shifts to 488 nm when it complexes with F − , a 
displacement in excess of 100 nm. In contrast the strongest absorption for 10…Cl −  occurs 
at 461 nm while that of 10...Br −  lies at  401 nm. 
 
4.4 Conclusion 
 Based on template studies on various conjugated systems (1-4), TDDFT is found 
to be a reliable method to study the UV-Vis absorption of molecules with extended 
conjugation. Using a modest basis set like 6-31G* produces qualitatively correct results 
and compares favourably with experimental findings but a basis set  augmented with 
diffuse functions is necessary to better describe the Rydberg states and particularly for 
electronic transition at higher wavelengths. Inclusion of solvent effects via PCM methods 
also leads to improved agreement with experimental results. 
 The series of proposed anion sensors, 5-11, binds halides through hydrogen 
bonding and while the inclusion of phenolic OHs onto the chromophore does not help to 
improve the binding process; its value is manifested in the influence on the UV-Vis 
absorption spectrum. Upon binding to halides, all proposed sensors showed a red shift for 
the delocalized π-π* charge transfer transition. The shift is somewhat limited for 
receptors 5-8 and lacks discernible shifts between different halides used. In contrast, the 
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OH functional group in the chromophore acts as a molecular switch to such electronic 
perturbation and results a larger displacement of the charge transfer band. 
 In the evaluation of binding energies, a 6-31G* basis set appears inept for our 
means as diffuse functions on hydrogen atoms appears necessary to describe such 
hydrogen bonding schemes properly. The use of a larger basis set like 6-311+G**  
readily reproduce the expected trend.  Furthermore, even the inclusion of a weakly polar 
solvent like chloroform greatly diminishes the interaction energy of the host and the 
anions due to dielectric environment. In the instance of 9…Br − , the binding energy is 
only 5 kJ mol-1 which somewhat indicates such a interaction scheme for hosting anions 
based largely on hydrogen bonding is more suitable for fluorides than its bigger 
counterparts. 
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Chapter 5  
A Selective Nitrate Sensor 
 
5.8 Introduction 
Recently, a selective chromogenic sensing reagent, 1, was developed for the 
nitrate anion, NO −3 .
1 Even though numerous chromogenic reagents for the selective 
detection of many inorganic and organic anions have been reported,2-8 it is still, however, 
a challenge to find chromogenic receptors for the selective sensing of poorly coordinating 












The proposed nitrate sensor turns out to be bi-functional in nature with a 5-
memerbed aza-oxa-thia macrocyclic entity designed primarily for the binding of the 
metal counterions while the π-base of the chromogenic entity found at the other end was 
proposed to play a major role in the binding of the nitrate anion. In particular, an anion-π 
interaction involving that of the nitrate anion stacked on top of the N=N double bond was 
proposed. The authors concluded that the bare molecule itself does not function as an 
anion sensor until it coordinates to specific transition metal cations (Cu2+, Hg2+, Fe3+).  
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The product 1 turns out to be a red-orange powder with a visible spectrum in 
acetonitrile characterized by an intense band centered at 490 nm and an extinction 
coefficient of ε = 26000 M-1cm-1. This has been arbitrarily assigned to the charge transfer 
from the lone pair of the nitrogen atom from the macrocycle to the nitro acceptor moiety 
at the other end.9 Accordingly, the binding capacity of the macrocycle for M+ will 
therefore have an effect on the UV absorption which depends intricately on the 
involvement of the nitrogen lone pair.  However, in the first instance, it was found that 
addition of the perchlorate salts of Li+, Na+, K+, Ca2+, Ba2+ and Mg2+ caused no changes 
to the recorded UV-Visble spectrum. Furthermore, the addition of 100 equivalents of the 
tetra-N-butylammonium salts of F − , Cl − , Br − , I − , HSO −4 , H 2 PO
−
4  and NO
−
3  also did 
not have any significant effects on the electronic spectrum. In addition, it was also found 
that while transition metal ions like Ni2+, Zn2+, Cd2+, Pb2+ and Fe2+ did not cause any 
significant shift in the UV absorption, Cu2+, Hg2+ and Fe3+ were found to induce a red 
shift of the visible spectrum of the macrocyclic ligand from 490 nm to 520-540 nm which 
resulted in a colour change from orange to red. Subsequently, the binding constants of the 
three metal ions to the macrocyclic ligand were determined by monitoring the evolution 
of the growing peak at 520-540 nm and the results are summarized in Table 5.1. 
Titration of the macrocyclic ligand with the three transition metal ions (Fe3+, Cu2+, 
Hg2+) also revealed that a 1:1 complex (ligand…Mx+) is formed in the case of Cu2+ while 
a 1:2 complex is formed when Hg2+ and Fe3+ bind to the ligand. These complexes were 
subsequently tested for anion sensing capabilities. While addition of every anion in the 




3 ) to the [Cu(1)]
2+ complex solution 
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resulted in a shift of the visible band of the complex and colour change, the [Fe(1)2]2+  
and [Hg(1)2]2+ complexes showed a more selective response. For [Fe(1)2]2+, only addition 
of  I − and NO −3  ions resulted in a shift of the 540 nm band to 490 nm with a concomitant 
change in colour from red to yellow, whereas the [Hg(1)2]2+ complex gave a specific 
response to NO −3  ions as this was the only anion which produced a colour change of the 
solution. Competitive experiments carried out using the [Hg(1)2]2+ further revealed the 
same spectral variation upon nitrate adition in solution containing a five-fold excess of 
chloride, bromide, iodide or sulfate.  
Evidence that a 1:1 complex is formed between the anions and specific metal 
bound receptors came from titration studies which gave isosbestic points in all cases. The 
stability constants of the formation of anion-receptor complexes10-12 were determined and 
summarized in the following table: 
Table 5.1 Stability constants from titration experiments in acetonitrile for the 
formation of 1:1 (anion : 1 …Mx+) complexes* 
 
Receptor NO −3
 F −  Cl −  Br −  I −  HSO −4




[Cu(1)]2+ 6.2(2) 7.5(5) 4.7(1) 3.4(1) 4.6(2) 3.7(1) 7.1(2) 
[Fe(1)2]2+ 5.7(1) - - - 4.8(1) - - 
[Hg(1)2]2+ 6.2(2) - - - - - - 
*Values in parenthesis are the standard deviations in the last significant digits. 
 
5.2 An Anion-π Interaction Bonding Scheme 
While the manner in which the metal cations bound to the ion sensor seemed 
apparent (via the macrocyclic ring), the authors have proposed an anion-π interaction 
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scheme (2) whereby the nitrate anion is stacked above the azo N=N double bond. The 
authors based their assertion of an anion-π bonding scheme on the follow grounds: 
N N
2  
(i) The same spectral variation was found upon nitrate addition in solutions 
containing a five-fold excess of F-, Cl-, Br- and I-.   
(ii) Titration data suggest that Cu2+...1 binds in a 1:1 fashion while Fe2+…1 and Hg2+...1 
binds in a 2:1 ratio, probably in a sandwich manner. In addition, F-, Cl-, Br- and I-  
do not bind with the sandwiched receptor probably because the metal ion is 
trapped by the two crown ether moieties. Nitrate anion, however, binds in all 
cases and therefore the nitrate is probably not adjacent to the metal counterion. 
(iii) A shift in the proton NMR ortho to the azo group was observed upon addition of 
tetra-N-butylammonium nitrate, suggesting perhaps proximity to this functional 
group. 
 
5.3 Binding of M+ 
      The represented macrocyclic ligand (1) shown has a few sites available for binding 
with M+. The macrocyclic entity (i) represents the first site where the heteroatoms can 
chelate to M+ via ion-dipole interactions. Such a scheme however is expected to be vastly 
different from one where the heteroatoms are all oxygen atoms which are known to 
coordinate better to 'hard ions'. The replacement of the oxygen atoms with sulfur and 
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nitrogen heteroatoms will modify the binding capacity of the cyclic host and lead to an 













      












Fig 5.1  Possible sites for binding to M+ 
Other sites available for binding to M+ include the phenyl ring adjacent to the crown 
ether (ii) and the terminal NO2 group (iii). For (ii), the phenyl base moiety may interact 
with M+ via cation-π interactions. The other phenyl ring with an electron withdrawing 
group can be expected to represent a less attractive alternative due to the electron 
withdrawing nature of the nitro group and the reduced π electron density would render 
the binding of the M+ somewhat less favourable. However, it can also be envisaged that 
the nitro group might also bind to the M+ via scheme (iii) , where the two oxygens of the 
electron-withdrawing nitro group coordinates to the metal centre. 
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5.4 The nature of Cation-π Interactions 
Compared to the more conventional interactions such as hydrogen bonds, ion pairs and 
the hydrophobic interaction, the importance of cation-π interaction13 has been relatively 
underappreciated. It is not a new effect and experimental support for a prominent 
interaction in the gas phase appeared more than 15 years ago,14 and the potential for such 
an interaction has always been evident from an electrostatic analysis of benzene. 
However, it was not until cation-π interactions were convincingly demonstrated and 
quantified in a condensed phase, and especially in aqueous media, that the potential for 
this broadly applicable and important non-covalent binding force was recognized. 
The first convincing evidence came from two sources: an analysis of protein 
crystal structures;15 and studies involving artificial, cyclophane receptors in aqueous 
media.15-18 These early observations have led to a detailed investigation of all 
manifestations of the cation-π interaction, from simple, gas-phase ion molecule 
complexes to large, multi-subunit protein systems. It is now clear that cation-π  
interactions are prominent in a wide range of systems and should be considered as an 
important and general noncovalent binding force.13,19 
 The electrostatic model is often sufficient to account for the role electrostatics 
play in many cation-π interactions. In the binding interactions between simple alkali 
metal ions (Li+, Na+, K+) and benzene, it was found that the binding energy decreases 
from Li+ to K+ which very much resemble what is expected if benzene were to be 
replaced by Cl-. The notion that dispersion or polarization forces are at most secondary is 
reinforced by the fact that the K+, being bigger, would then bind more strongly that Na+ 
or Li+ to benzene. 
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Table 5.2 Gas phase binding energies (kJ mol-1) of common metal ions with benzene 
M+ 
Bohr radius / 
Angstroms 
B3LYP/6-31G* MP2/6-31G* B3LYP/6-311+G* 
#MP2/6-311+G*// 
B3LYP/6-311+G* 
Li+     0.62     170.0 174.4 154.8 159.9 
Na+ 1.73 115.3 118.4 97.7 100.0 
K+ 2.00 74.7 82.8 66. 7 80.9 
Be2+ 1.00 984.6 982.5 950.9 943.3 
Mg2+ 1.11 518.7 505.1 491.3 478.3 
Ca2+ 1.43 302.4 299.3 332. 6 325.7 
Fe2+        1.82          967.7 808.4 827.5 706.1 
Ni2+ 1.49 966.9 797.3 954.4 821.2 
Cu2+ 1.48 845.7 766.4 860.5 843.6 
Zn2+ 1.25 729.3 655.4 722.2 730.3 
















































Fig 5.2  Optimized structures (B3LYP/6-311+G*) of the M+…benzene complexes 
 Our theoretical studies in the gas phase on such an interaction scheme clearly 
indicates that the binding interaction increases with charge i.e. comparing Li+ and Be2+, 
Na+ and Mg2+, K+ and Ca2+, and also with the decrease in size of the positive charge 
centre. However, quite a different picture emerges for the transition metals where the 
interaction energies are markedly larger in magnitude. For the four transition metal ions 
considered, despite having a similar charge, there is no clear correlation between the 
ionic radii and the resultant binding energy. Nevertheless, the inherent covalent nature in 
the interaction between most transition metal and π bases are well established e.g. 
ferrocene. Such a covalent bonding scheme is much better understood through a 
molecular orbital approach rather than simply adopting a picture of pure electrostatics. 
 
5.5 Binding sites for M+ in 1 
To determine the best site for hosting different metal cations, a theoretical study in 
the gas phase was performed using fragments as indicated on both alkali and transition 
metal ions. In Chapter 3, our studies suggested that macrocycles with different cavity 
sizes have different capacity in the hosting of metal cations, it is therefore reasonable to 
expect that some metal cations are more aptly encapsulated by the macrocyclic entity 
Fe2+…Benzene Ni2+…Benzene Cu2+…Benzene 
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than others. Besides, the inclusion of sulfur heteroatoms in the ring is also expected to 
improve the binding capability of the host towards transition metal cations. In all cases, 
the fragments are assumed to bind to the metal cation in a 1:1 ratio. The effects of 





















(i) (ii) (iii)  
Fig 5.3  Separate fragments of 1 to investigate the binding capacity of each to M+ 
Table 5.3 B3LYP Binding Energies (kJ mol-1) of M+ with respective fragments 
M+ 6-31G*   6-311+G* 6-31G*   6-311+G* 6-31G*   6-311+G* 
Na+ 302.7 279.3 163.2 147.5 172.6 149.0 
K+ 206.3 194.7 113.3 108.4 124.4 110.4 
Mg2+ 1206.2 1169.0 749.0 719.1 651.0 610.4 
Ni2+ 1750.8 1726.7 1361.2 1361.2 1048.0 1034.5 
Cu2+ 1572.2 1538.6 1221.6 1118.7 917.4 902.9 
Zn2+ 1470.0 1392.6 1049.0 1009.5 816.9 810.0 
 































































































































Fig 5.4 Representative optimized structures (B3LYP/6-311+G*) of the 
            M+…Fragment complex. 
 
In the optimized structure of the bare macrocyclic fragment, the hybridization of 
the N heteroatom closely resembles that of sp2 where the lone pair is delocalized into the 
aromatic ring. However, in scheme (i), upon encapsulation of the metal cation, the 
aromatic ring adopts a perpendicular conformation to the plane of the macrocyclic ring 
and the hybridization of the nitrogen changes to that of sp3. This is in sharp contrast to the 
Fragment 1 (i) Na+…Fragment 1 (i) Cu2+…Fragment 1 
(ii) Na+…Fragment 1 (ii) Cu2+…Fragment 1 
(iii) Na+…Fragment 2 (iii) Cu2+…Fragment 2 
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instance where cation-π interactions are involved in scheme (ii); the nitrogen donor is 
clearly planar and still sp2 hybridized before and after binding to the metal cations.  
From the tabulated interaction energies, it is apparent that cation binding by the 
macrocyclic ring is by far the most energetically favourable and may be assumed to be 
the most important site for cation binding as compared to cation-π interactions and 
chelation by the nitro functional group. Nevertheless, an important approximation here 
involves the 1:1 ratio in the association of the cation and its host. For example, it is 
equally likely that M+ may bind in a 2:1 fashion via cation-π  interaction in scheme (ii). 
 
5.6 Binding of NO −3  to 1
 
     Martinez et al have proposed an alternative interaction between the nitrate counter-ion 
and the macrocyclic ligand; contrary to popular opinion where the nitrate anion would be 
situated close to the encapsulated metal cation, an anion-π stacking interaction between 
the azo group and the nitrate anion has been proposed (2). The basis for such a proposal 
has arisen out of circumstantial evidence rather than direct observations or physical 
measurements that support such a scheme. Specifically, it was found that the stability 
constants of the binding between nitrate and the metal containing receptors of Cu2+, 
Fe3+and Hg2+ were almost invariant and this does not appear consistent with the picture 
whereby the nitrate is situated close to the metal since the bonding distances and binding 
energies are expected to be different and subsequently a different binding constant might 
be expected. 
 Furthermore, the change in UV spectra upon addition of NO3- displayed similar 
variation regardless of whether the metal cation was Cu2+, Fe3+ or Hg2+, which seems to 
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indicate that the metal centre has a limited role in the binding of the NO3- to the ligand. In 
addition, it was also revealed in NMR spectroscopic studies of the [Hg(1)2]2+ system, that 
there was a slight shift of the signals assigned to the protons assigned to the protons ortho 
to the azo group, in the presence of nitrate ions. It was further suggested that the π-
stacking interaction between the nitrate and the azo group is primarily responsible for the 
variation in the UV absorption. 
     
M+
X-





F F  
Fig 5.4 Anion-π interactions in recent reviews. 
The interaction between an anion and an electron rich π-base has undergone much 
analysis in recent reviews (Fig 5.4).20-23 To determine if such an interaction is indeed 
tenable, a template study would be performed at the B3LYP/6-31G* level of theory. A 
preliminary investigation involving F − , Cl − , Br − , I − and NO −3  and a pi base 
(benzene/ethylene) was conducted at B3LYP/6-31G* level of theory. In all cases, no 
minimum was found corresponding to the stacking of an anion on top of the electron π 
cloud of the benzene ring as similarly proposed by the authors  The study was extended 
to azobenzene and similarly there appears to be no evidence of anion-π interaction in this 
instance.   
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Nevertheless, minima were located which correspond to the binding of the anions 
to the aromatic hydrogens as shown below: 
 

















































































Fig 5.5  Optimized structures (B3LYP/6-31G*) of 3 and its anion bound complexes. 
For the halides complexes, the optimized structures indicate that interaction with 
the aromatic hydrogens on the phenyl ring that is deactivated by the nitro functional 
3 3…F −  
3...Cl −  3…Br −  
3...NO −3  
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group is preferred while in the case of azo-nitrobenzene, the nitrate anion binds to the 
ortho aromatic hydrogens through 3 oxygens and this has opened up a new avenue where 
the nitrate anion can interact with the ligand in question. This new model of binding of 
the nitrate anion with the aromatic hydrogens, far away from the metal center and not 
with the azo group which was indicated to be untenable based on calculations appears 
initially to be consistent with the following experimental data highlighted earlier: 
(i) the binding constant is invariant with different metal-ligand complexes 
(ii) the UV shift upon addition of nitrate ions showed similar shifts 
(iii) shifting of the aromatic protons ortho to the azo group 
Table 5.4 Binding energies (kJ mol-1) (a) B3LYP/6-31G* (b) B3LYP/6-311+G**// 
B3LYP/6-31G*  + ZPE 
 
 (a) (b) 
3…F −  372.8 86.0 
3...Cl −  213.2 42.0 
3…Br −  223.0  33.2 
 3...NO −3  228.4 41.7 
                  
 However, the calculated binding energies in the gas phase with diffuse functions 
on hydrogens reveal that such interactions are weak in nature at best. In the presence of 
metal counterions, such binding interactions are expected to be untenable. Further 
computation studies were therefore undertaken to investigate other possible bonding 
schemes whereby the nitrate would bind to the receptor. An obvious alternative is to have 
the nitrate anion situated next to the metal cation.  
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In the full scheme where M+ complexes to 1 (Fig 5.4), no minimum were found 
where the nitrate anion is bound to the aromatic H’s, separating itself from the metal 
counterion. Instead, they chelate to the metal cation in a bidentate fashion and in the 
process displaces the metal ion from the macrocylic cavity. In turn, the geometry at the 
nitrogen heteroatom of the macrocycle returns to a planar one and again adopting a planar 
conformation. This picture appears consistent with the functionality of the selective 
nitrate sensor 1. At first, binding to specific metal ions, the distortion of the geometry at 
the nitrogen centre of the macrocyclic ring inevitably affects that of the delocalized 
intramolecular charge transfer of the chromophore. Addition of the nitrate anion results in 
the displacement of the captive metal cation from the macrocyclic host and in the process 
returning the geometry of the nitrogen centre to a planar when the charge transfer band is 












































































































































































































      
Fig 5.6  Representative optimized structures (B3LYP/6-31G*) of 1…M+ and 
complexes of (1…M+)… NO −3
 
 
5.6  Conclusion 
 A selective chromogenic reagent for nitrate, 1, was designed and consists 
primarily of an aza-oxa-thia macrocycle and a chromophoric azodye backbone. In 
acetonitrile, the visible spectrum is characterized by an intense band centered at 490 nm 
which is responsible for the orange colouration. The macrocyclic ligand, 1, is not active 
towards nitrate until it complexes with specific transition metals (Fe3+, Cu2+, Hg2+), 
which induced a shift in the charge transfer band to 520 – 540 nm. Upon addition of 
nitrate anions, there is a concomitant change in colour from red to orange. Various 
circumstantial evidence has led the authors to propose an anion-π interaction between the 
nitrate anion and that of the azo functional group. Our computational studies using to 
locate such anion-π complexes with specific π-bases like benzene and ethylene were not 
successful. Interactions between the anions and aromatic hydrogens are inherently weak 
and are not likely to prevail in the presence of a metal counterion. 
(1…Cu2+)… NO −3  (1…Zn2+)… NO −3  
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 The receptor 1, has a few available sites for binding to metal cations, namely via  
(i) the macrocyclic ring (ii) the phenyl π base and (iii) chelation to the nitro function 
group. Calculations indicate that the macrocyclic ring is the best host for the metal 
cations considered under the approximations employed.  Complexation with the 
transition metal ions disrupts the delocalization of the lone pair on N into the aromatic 
system while the addition of nitrate anion displaces the metal cation from the macrocyclic 
host and  restores the original conformation at the nitrogen center. Subsequently, the 
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