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En este trabajo se introducen e investigan las corepresentaciones de posets equipa-
dos sobre una extensión cuadrática arbitraria de campos. Se enuncia y demuestra el
criterio de un parámetro para posets equipados con respecto a corepresentaciones.
Se presenta la lista de los posets equipados ciertos de un parámetro y una clasi-
ficación matricial completa de todas sus corepresentaciones indescomponibles. Se
construyen los algoritmos de diferenciación D-V̂II y de completación para corepre-
sentaciones de posets equipados ası́ como se desarrollan algunos métodos especia-
les de reducción de corepresentaciones. También se establecen relaciones entre las
dimensiones de las corepresentaciones indescomponibles y las raı́ces de la forma
cuadrática de Tits.
Abstract
In this work, corepresentations of equipped posets over an arbitrary quadratic field
extension are introduced and studied. The one parameter criterion for corepresenta-
tions is stated and proved. The list of sincere one parameter equipped posets is given
as well as a complete matrix classification of all their indecomposable corepresenta-
tions. The algorithm of differentiation D-V̂II and completion for corepresentations
of equipped posets are built, as well as some special methods of reductions of co-
representations are developed. Relations between dimensions of indecomposable
corepresentations and roots of the Tits quadratic form are also established.
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En la teorı́a moderna algebraica de representaciones se estudian representacio-
nes de álgebras de dimensión finita, de carcajes (grafos orientados), de posets
(conjuntos parcialmente ordenados), de ordenes (subanillos de álgebras especia-
les) y de otros objetos algebraicos (para ampliar esta perspectiva puede consul-
tarse [1, 2, 11, 29, 36]).
En los años cuarenta, los trabajos de Brauer y Thrall conllevaron a formular
dos conjeturas famosas denominadas Brauer-Thrall I y II sobre representacio-
nes de álgebras de dimensión finita. Las demostraciones de ambas conjeturas
fueron obtenidas entre los años 60 al 90 [3, 4, 8, 33], estimulando el estudio de
representaciones de diversas estructuras algebraicas, entre ellas de vectroides
(algunas categorı́as especiales de espacios vectoriales de dimensión finita) intro-
ducidas de hecho en [24], que tienen en algunos casos particulares importantes
una interpretación concreta como representaciones de posets.
En conexión con estas conjeturas, Nazarova y Roiter introdujeron las repre-
sentaciones matriciales de posets, que obtuvieron aplicaciones esenciales en va-
rias partes del álgebra moderna, en particular en teorı́a de representaciones de
álgebras de dimensión finita. Luego, Gabriel introdujo las representaciones de
carcajes [9], estudió las representaciones de algunos posets particulares y pro-
porcionó una interpretación de representaciones de posets en términos invarian-
tes (de espacios lineales), véase [10].
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Uno de los principales problemas que se consideran en la teorı́a de repre-
sentaciones de posets son de clasificación de representaciones indescomponibles
salvo isomorfismo. Todos los posets se dividen en dos clases disjuntas y se de-
nominan salvajes o mansos según donde estén. A grosso modo, un poset es del
primer tipo si la clasificación de sus representaciones indescomponibles se re-
duce al problema clásico no resuelto de la descripción de pares de matrices cua-
dradas del mismo tamaño por transformaciones de semejanza simultanea. Por
otro lado, los posets mansos se pueden caracterizar como tales que (en el caso
de representaciones sobre campos infinitos) para cada dimensión dada, se tiene
un número finito de series estándar que cubren casi todas las representaciones
indescomponibles de ésta dimensión.
Entre los posets de tipo manso se encuentran los posets de crecimiento fini-
to e infinito. Los del primer tipo son aquellos tales que la cantidad minimal de
series que describen casi todas las representaciones indescomponibles de cada
dimensión dada tienen una cota superior, a este tipo de posets pertenecen los de
tipo representación finito, de un (dos, o más generalmente, m) parámetro(s), que
respectivamente tienen, salvo isomorfismo, un número finito de representacio-
nes indescomponibles o a lo sumo una (dos o m) serie(s) en total.
Con el propósito de resolver estos problemas, se desarrollaron el algoritmo
de diferenciación de posets ordinarios y de sus representaciones con respecto a
un punto maximal [22], con el uso del cual Kleiner obtuvo el criterio de tipo
representación finito [15] y también describió todas sus representaciones indes-
componibles [14].
Luego, Nazarova [21] obtuvo el criterio de tipo representación manso y Otras-
hevskaya [28] el criterio de un parámetro, para posets ordinarios. A finales de
los años 70, Zavadskij [39] desarrolló el algoritmo de diferenciación de posets
con respecto a una pareja conveniente de puntos (que generaliza el algoritmo
de Nazarova-Roiter), con el cual se probó el criterio de crecimiento finito [48].
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Por otra parte, los posets mansos de crecimiento infinito fueron estudiados con
base en la solución de un problema matricial importante [23] llamado posterior-
mente “el problema de tipo Gel’fand ”(ya que tuvo sus raı́ces en investigaciones
anteriores de I.M. Gel’fand [12]).
Luego de este prolijo desarrollo de la teorı́a de representaciones de posets
ordinarios, las investigaciones se dirigieron a la clasificación de representaciones
de posets con estructuras adicionales, como por ejemplo de posets con involución
[25], con una relación de equivalencia [6, 25, 27, 40], diádicos [26, 34], triádicos
[5], etc.
A finales de los años 90, Zabarilo y Zavadskij [37, 38] introdujeron los po-
sets equipados (que distinguen los elementos del conjunto en débiles y fuertes,
al igual que las relaciones entre ellos) y comenzaron su estudio con el fin de
explorar algunos problemas matriciales categóricos schurianos de tipo mixto so-
bre el par de campos (R,C). Ellos encontraron un criterio para determinar que
posets equipados son de un parámetro y obtuvieron la lista completa de sus re-
presentaciones indescomponibles. Este fue el primer estudio sistemático sobre
representaciones de posets equipados de tipo infinito.
Anotamos que a comienzos de los años 90, Klemp y Simson [16] habı́an intro-
ducido los posets valuados y encontrado un criterio de tipo representación finito
para vectroides generales.
Después del año 2000, Zavadskij ha continuado el estudio de representacio-
nes de posets equipados, en particular obtuvo los criterios de tipo representación
manso [41] y crecimiento finito [42] sobre (R,C) para posets equipados, ası́ como
la respectiva lista de los posets equipados ciertos de crecimiento finito sobre el
mismo par de campos. Recientemente, los conceptos de los posets equipados y
sus representaciones fueron generalizados por él en [46].
4
En paralelo al estudio de representaciones de posets equipados, existe una di-
rección importante e interesante de la teorı́a de representaciones de estructuras
algebraicas. Esta consiste en investigar otro problema de tipo mixto sobre exten-
siones cuadráticas de campos F ⊂ G, que es en algún sentido intuitivo dual al
problema anterior, pero hasta ahora no tiene ninguna reducción formal directa
a ella. El problema es sobre corepresentaciones1 de posets equipados, relaciona-
da estrechamente con el problema de representaciones, ası́ como con problemas
planos de tipo mixto sobre la pareja (F,G).
Es actual entonces, desarrollar una teorı́a sistemática de corepresentaciones
y algoritmos de reducción de ellos en el caso de una extensión cuadrática arbi-
traria de campos F ⊂ G. Naturalmente (teniendo en cuenta los resultados de
[16]) se deben considerar los posets equipados de tipo corepresentación infinito,
en primer lugar de un parámetro. Como el caso de representaciones lo demues-
tra, el problema de clasificación de corepresentaciones de posets equipados de un
parámetro es un problema básico y bastante profundo entre problemas de tipo
manso.
De acuerdo con el desarrollo lógico de la teorı́a de representaciones, es ne-
cesario e indispensable obtener el criterio que permita decidir cuando un poset
equipado es de un parámetro con respecto a sus corepresentaciones, luego ob-
tener una clasificación de todas las corepresentaciones indescomponibles de los
posets equipados de un parámetro (incluso las series correspondientes) ası́ como
una lista de los posets ciertos.
Con el fin de lograr esos objetivos, en el presente trabajo se utilizan tanto
métodos de algebra lineal y combinatorial de la teorı́a clásica de representa-
ciones de posets ordinarios, como los métodos nuevos, en particular la técnica
de diferenciación para problemas matriciales de tipo mixto sobre extensiones
1Algunas investigaciones preliminares de este tipo fueron ejecutadas en [30] en el caso de la
pareja (R,C).
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cuadráticas F ⊂ G, desarrollada en [32] y algunos métodos especiales de reduc-
ción junto con propiedades estructurales de corepresentaciones de unos posets
crı́ticos y sus extensiones, desarrollados en [31].
Los resultados principales de la tesis son los siguientes:
Introducción (en lenguaje matricial e invariante) de las corepresentaciones
de posets equipados sobre una extensión cuadrática arbitraria de campos
F ⊂ G (los resultados listados en adelante también han sido obtenidos sobre
la pareja (F,G)).
Construcción del algoritmo de diferenciación D-V̂II y de la completación
para corepresentaciones.
Desarrollo de algunos métodos especiales de reducción de corepresentacio-
nes.
Propiedades estructurales de corepresentaciones de los posets crı́ticos K6 y
K8 y de otros posets que los contienen.
Obtención del criterio de un parámetro para corepresentaciones de los po-
sets equipados.
Clasificación matricial completa de todas las corepresentaciones indescom-
ponibles de los posets equipados de un parámetro.
Descripción de los posets equipados ciertos de un parámetro.
Establecimiento de relaciones entre las dimensiones de corepresentaciones
indescomponibles y las raı́ces de la forma de Tits asociada.
Los dos primeros resultados fueron obtenidos junto con el profesor Zavadskij,
los restantes son propios del autor.
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Además, en esta investigación se obtuvieron nexos con la teorı́a de formas
canónicas de operadores semilineales y pseudolineales [7, 35] (en la descripción
de las series de los posets crı́ticos de un parámetro).
El contenido del trabajo es el siguiente.
En el capı́tulo 2 se presentan la información básica concerniente a represen-
taciones de posets ordinarios (sección 2.1), a representaciones y corepresentacio-
nes de posets equipados (secciones 2.2 - 2.4), a la clasificación de corepresenta-
ciones de posets equipados de tipo finito (sección 2.5).
En el capı́tulo 3 se presentan (sin demostración) los resultados principales
de la investigación. En la sección 3.1, el criterio de un parámetro para posets
equipados con respecto a corepresentaciones (Teorema A), la lista de de los po-
sets equipados ciertos de un parámetro (Teorema B) y la clasificación de las
corepresentaciones indescomponibles de los posets equipados crı́ticos K6, . . . , K9
(Teoremas C1 a C4). Luego, en la sección 3.2, se establecen relaciones entre las
dimensiones de las corepresentaciones indescomponibles de los posets equipados
de un parámetro y las raı́ces de la forma cuadrática de Tits asociada (Teorema
D).
En el capı́tulo 4 se describen las técnicas desarrolladas y utilizadas. En la
sección 4.1 se presentan dos resultados básicos pero esenciales, uno sobre po-
sets escindibles y otro sobre la clasificación de corepresentaciones de una cadena
débil. En la sección 4.2 se recuerda el algoritmo de diferenciación D-I para re-
presentaciones de posets ordinarios y algunas de sus propiedades. En la sección
4.3 se construye el algoritmo de diferenciación D-V̂II para corepresentaciones de
posets equipados y se establecen sus propiedades más importantes. En la sección
4.4 se encuentran consideraciones análogas para el algoritmo de completación.
En el capı́tulo 5 se obtiene la clasificación de las corepresentaciones indes-
componibles de los posets equipados ciertos que contienen único poset crı́tico K6
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ó K7. Las notaciones necesarias están dadas en la sección 5.1. En la sección 5.2
se presenta la clasificación de las corepresentaciones de los posets equipados K6
y A25 que demuestra en particular el teorema C1. En las secciones 5.3, 5.4 y 5.6
se obtiene la clasificación de las corepresentaciones de los posets equipados cier-
tos de un parámetro que contienen al poset K6. En la sección 5.5 se enuncian
(sin demostración) dos propiedades estructurales sobre conjuntos bien inserta-
dos conteniendo al poset K6. Finalmente en la sección 5.7 se obtiene la clasifi-
cación de las corepresentaciones del poset crı́tico K7 (demostración del teorema
C2).
El capı́tulo 6 tiene una estructura análoga al anterior. En la sección 6.1 se
obtiene la clasificación de las corepresentaciones indescomponibles del poset K8
(demostración del teorema C3) y de los posets equipados ciertos de un paráme-
tro que contienen a K8 (sección 6.2). Luego, se enuncian (sin demostración) dos
propiedades estructurales para el caso del poset crı́tico K8 (sección 6.3). Final-
mente, en la sección 6.4 se encuentra la clasificación de las corepresentaciones
del poset K9 (demostración del teorema C4).
En el capı́tulo 7 se describen propiedades estructurales de posets equipados
con subconjuntos bien insertados de tipo K6 y K8 (sección 7.1) ası́ como la de-
mostración del criterio de un parámetro (Teorema A), la obtención de la lista de
los posets equipados ciertos de un parámetro (Teorema B) y el establecimiento
de relaciones entre las dimensiones de las corepresentaciones indescomponibles
y las raı́ces de la forma cuadrática de Tits (Teorema D).
Los apéndices A,...,E contienen el material con respecto a corepresentaciones
de los posets equipados de un parámetro.
En el apéndice A se presenta la lista de los posets equipados de tipo finito
(denotados como F13, . . . , F18) y la clasificación de sus corepresentaciones indes-
componibles.
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En el apéndice B se listan los posets equipados crı́ticos de un parámetro (tan-
to los posets crı́ticos de Kleiner K1, . . . , K5 como los posets crı́ticos no trivialmen-
te equipados K6, . . . , K9).
En los apéndices C y D se listan todos los posets equipados ciertos de un
parámetro y las dimensiones de sus corepresentaciones indescomponibles.
El apéndice E contiene todas las dimensiones de las corepresentaciones in-
descomponibles de los posets equipados crı́ticos K7 y K9 con valor no nulo de la
forma cuadrática de Tits.
Los resultados de la tesis fueron parcialmente publicados en [31, 32], un ar-
ticulo adicional está en preparación. Los resultados fueron presentados por el
autor (con ponencia) en los siguientes eventos nacionales e internacionales:
XV Congreso Colombiano de Matemáticas. Bogotá, Colombia, 2005.
XVII Coloquio Latinoamericano de Álgebra. Rio Negro, Colombia, 2007.
ALTENCOA-3. Bucaramanga, Colombia, 2008.
ICRA XIII (International Conference on Representations of Algebras). São
Paulo, Brazil, 2008.
XVIII Congreso Colombiano de Matemáticas. Bucaramanga, Colombia, 2011.
Capı́tulo 2
Representaciones y corepresentaciones de
posets equipados sobre una extensión
cuadrática de campos arbitraria
En este capı́tulo se presentan las definiciones básicas y necesarias para com-
prender los resultados principales del trabajo. El orden de las secciones se ase-
meja al desarrollo histórico de la teorı́a de representaciones de posets.
En la sección 2.1 se recuerda la definición de una representación de un poset
ordinario P y de la categorı́a de representaciones rep P ([1, 11, 29, 36] ofrecen
una versión más profunda y detallada de este tema). En la sección 2.2 se pre-
senta la definición de poset equipado, notaciones y ejemplos. La sección 2.3 trata
sobre las representaciones de posets equipados sobre una extensión cuadrática
arbitraria de campos F ⊂ G (concebida originalmente en [37, 38] para la pareja
clásica (R,C)) y la categorı́a de representaciones. Los resultados de la sección
2.4 fueron obtenidos por el autor en conjunto con el profesor Zavadskij [32], en
esta se introducen las corepresentaciones de posets equipados sobre la pareja de
campos (F,G), la categorı́a de corepresentaciones de un poset equipado y otros
hechos relacionados. En la sección 2.5 se recuerda el criterio de tipo finito para
posets equipados con respecto a corepresentaciones.
9
2.1. REPRESENTACIONES DE POSETS ORDINARIOS 10
2.1. Representaciones de posets ordinarios
El cardinal de un conjunto X se denota por |X|. En algunas ocasiones un con-
junto unitario {x} se escribirá simplemente x, siempre que sea claro que es un
conjunto. Un poset1 (P,≤), escrito más brevemente P, es un conjunto parcial-
mente ordenado. En este trabajo todos los posets son finitos. Es usual describir
un poset P mediante su diagrama de Hasse: si x < y y no existe x < z < y


















Figura 2.1. Descripción mediante un diagrama de Hasse de un poset
Dados dos subconjuntos X,Y ⊂ P, X ≤ Y significa x ≤ y para todo x ∈ X
y y ∈ Y . Denotamos por minX (resp. maxX) el conjunto de todos los puntos
minimales (resp. maximales) de X ⊂ P. Un subconjunto de P es una cadena
(resp. anticadena) si todos sus puntos son comparables (resp. incomparables)
dos a dos, en particular, una dı́ada (resp. triada) es una anti-cadena de dos (resp.
tres) puntos. La longitud de una cadena es el número de puntos que la componen.
Ejemplo 2.1. Sea P el poset dado por el diagrama de la figura 2.1. Entonces sus
relaciones estrictas son: 1 < 2 > 3 < 4; 5 < 6 < 7. En particular, {1, 3} < 2;
3 < {2, 4}.
Sea P un poset y K un campo arbitrario, una representación de P sobre K
es una colección U = (U0, Ux : x ∈ P ) donde, U0 es un K-espacio lineal de
dimensión finita y cada Ux es un K-subespacio de U0 (x ∈ P) con la condición
1Del inglés partially ordered set
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Ux ⊂ Uy siempre que x ≤ y en P. Un morfismo U
φ−→ V de representaciones es una
transformación K-lineal φ : U0 −→ V0 con φ(Ux) ⊂ Vx (x ∈ P), si la aplicación φ
es un isomorfismo y φ(Ux) = Vx (x ∈ P) las dos representaciones son isomorfas.
La categorı́a de representaciones de un poset P sobre K es repK(P,≤), se de-
nota brevemente por rep P y sus objetos y morfismos son los mencionados ante-
riormente.
La suma directa de dos representaciones U, V ∈ rep P es la representación U⊕
V = (U0⊕V0, Ux⊕Vx : x ∈ P ). Una representación W es indescomponible si W ≃
U ⊕ V implica que U = 0 o V = 0, en otro caso se dice que W es descomponible.
La categorı́a rep P es una categorı́a K-aditiva de Krull-Schmidt, esto impli-
ca que cada objeto U ∈ rep P se expresa de manera única como suma directa
de objetos indescomponibles (salvo permutación e isomorfismo), vea el teorema
1.2.2 [1]. Entonces, un problema importante en la teorı́a de representaciones de
posets consiste en clasificar los objetos indescomponibles en la categorı́a rep P
salvo isomorfismo.
Los resultados más importantes de la teorı́a de representaciones de posets
ordinarios (desarrollada principalmente por la escuela de Kiev durante 1970-
1990) pueden consultarse por ejemplo en los libros [11, 29, 36] y en los artı́culos
[10, 13, 15, 14, 21, 22, 25, 28, 39, 47]. Recordamos que el objeto de estudio en
este trabajo son las representaciones y corepresentaciones de posets equipados.
2.2. Los posets equipados
Definición 2.2. Un poset equipado es una tripla (P, ≤, ▹) donde (P, ≤) es
un poset con una relación binaria adicional ▹ sobre P llamada fuerte tal que la
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siguiente condición se satisface
x ≤ y ▹ z o x▹ y ≤ z implica x▹ z, (2.1)
es decir que una composición de una relación fuerte ▹ con cualquier otra relación
es fuerte.
Escribimos x ≺ y si x ≤ y y x 6 y, y decimos que ≺ es la relación débil. En
general ≺ y ▹ no son ordenes parciales sobre P (podrı́an ser no reflexivas).
Nota 1. De (2.1) se sigue que para cualquier relación débil x ≺ y, tanto x como y
son débiles, más aún, para cualquier punto x ≤ t ≤ y se tiene que x ≺ t ≺ y.
Por brevedad, de ahora en adelante escribiremos simplemente P en vez de
(P, ≤, ▹).
Un punto x ∈ P es llamado fuerte (resp. débil) si x ▹ x (resp. x ≺ x), y en
los diagramas será denotado por ◦ (resp. ⊗). Por P◦ (resp. P⊗) denotaremos el
conjunto de todos los puntos fuertes (resp. débiles) de P. Si P = P◦, el equipa-
miento es trivial y el poset P es ordinario. Cada subconjunto X ⊂ P que consiste
únicamente de puntos fuertes se llama ordinario.
Escribimos x ∥ y si los puntos son incomparables. Para cualquier subconjunto
X ⊂ P denotamos
N(X) = {a ∈ P : a ∥ x para todo x ∈ X}. (2.2)
Dado algunos subconjuntos X,X1, . . . , Xn ⊂ P (los cuales pueden tener ele-
mentos comparables en diferentes subconjuntos), denotamos su union disjunta
por X1 + · · ·+Xn y la llamamos la suma de X1, . . . , Xn.
Para un punto x ∈ P, denotamos x∨ = {y : x ≤ y}, x▽ = {y : x ▹ y} y
xg = {y : x ≺ y}. Observe que x∨ es un cono superior mientras que x▽ y xg no lo
son en general. Los subconjuntos x∧, x△, xf se definen dualmente.
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g y XH = X∨ \X, de manera dual se definen los conjuntos X∧, X△,
Xf y XN. Decimos que alguna relación xRy entre dos puntos es estricta si x ̸= y.
Dados los subconjuntos X, Y ⊂ P, X ≺ Y significa que x ≺ y para todo x ∈ X y
y ∈ Y , X ▹ Y se define análogamente.
Una guirnalda es una suma arbitraria de conjuntos unitarios y dı́adas. Una
cadena C = {a1 ≺ a2 ≺ · · · ≺ an} es llamada débil, si adicionalmente a1 ≺ an
entonces esta es completamente débil. Un subconjunto arbitrario X ⊂ P se dice
completamente débil si todos sus puntos y posibles relaciones entre ellos son
débiles.
El ancho generalizado w(x) de un punto x ∈ P es 1 si x es un punto fuerte y 2
si es un punto débil. Si X ⊂ P es una anticadena, su ancho generalizado se define
como la suma del ancho generalizado de todos los puntos que la componen y se
denota por w(X) =
∑
x∈X w(x). El ancho generalizado de un poset P es el máximo
de los anchos generalizados de sus anticadenas, y se denota por w(P).
Por un subposet Q de un poset equipado P entendemos un subconjunto equi-
pado completo Q ⊂ P, es decir que para cualquier par de puntos x, y ∈ Q se tiene






















Figura 2.2. Ejemplo de un poset equipado
Gráficamente cada poset equipado es presentado por su diagrama, el cual es
obtenido del diagrama de Hasse ordinario del poset P distinguiendo sus puntos
fuertes y débiles, y adjuntando lı́neas adicionales simbolizando aquellas relacio-
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nes estrictamente fuertes entre puntos débiles los cuales no son consecuencias
de sus otras relaciones.
Ejemplo 2.3. Sea P el poset equipado dado por el diagrama de la figura 2.2.
Entonces, entre las relaciones estrictas, las únicas débiles son: a ≺ {b, e} ≺ c, por
lo tanto todas las restantes son fuertes, a saber, a▹ c; {a, b, c, e, β}▹ d; {a, b}▹
α; {a, e, β}▹ γ; β ▹ {c, d, e, γ}. A lo largo de todo el trabajo se utilizarán letras
del alfabeto latino (resp. griego) para referirse a puntos débiles (resp. fuertes).
2.3. Representaciones de posets equipados
De ahora en adelante, en todo el texto, F ⊂ F(ξ) = G denotará una extensión
cuadrática de campos arbitraria (en situaciones especiales se encuentran algu-
nas restricciones que serán advertidas), es claro que cada x en G es expresado de
forma única x = a+ ξb (a, b ∈ F) donde a = Re(x) es la parte real de x y b = Im(x)
la parte imaginaria de x.
Cada poset equipado P define un problema matricial de tipo mixto sobre la
pareja (F,G) de forma natural. Considere una matriz rectangular M separada
en franjas verticales Mx, x ∈ P, con Mx estando sobre F (resp. sobre G) si el punto
x es fuerte (resp. débil):
M =
x y
. . . Mx . . . My . . .
(2.3)
Las matrices como M , particionadas en franjas verticales, son llamadas ma-
trices de representación de P sobre (F,G) y sus transformaciones admisibles son
las siguientes:
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(a) Transformaciones F-elementales de filas sobre toda la matriz M ;
(b) Transformaciones F-elementales (resp. G-elementales) de columnas de una
franja Mx si el punto x es fuerte (resp. débil);
(c) En el caso de una relación débil x ≺ y, adiciones de columnas de la franja
Mx a las columnas de la franja My con coeficientes en G;
(d) En el caso de una relación fuerte x ▹ y, adiciones de columnas tanto de la
parte real e imaginaria de la franja Mx (de forma independiente), a la parte
real e imaginaria (en cualquier combinación) de las columnas de la franja
My con coeficientes en F (asumiendo que, para y fuerte, no hay adiciones a
la parte imaginaria nula de My).
Dos representaciones se llaman equivalentes o isomorfas si ellas pueden ser
llevadas una en la otra con ayuda de las transformaciones admisibles. El corres-
pondiente problema matricial de tipo mixto sobre la pareja (F,G) consiste en
clasificar matrices indescomponibles en el sentido natural, salvo equivalencia.
Uno puede dar otra definición natural de representaciones, en términos de
espacios vectoriales sobre F y G. Identificando la suma directa U20 de dos copias
de un F-espacio U0 con un G-espacio U20 = U0 ⊕ ξU0, observe que, para cada G-
subespacio X ⊂ U20 , su parte real e imaginaria coincide ReX = ImX. Entonces
X esta contenido en su F-cápsula F(X) = (ReX)2, la cual es un G-subespacio en
U20 .
Un G-subespacio X ⊂ U20 es llamado fuerte si F(X) = X, o equivalentemente,
si X = Y 2 para algún subespacio real Y .
Una representación de un poset equipado P sobre la pareja (F,G) es cualquier
colección de la forma
U = (U0, Ux : x ∈ P ) (2.4)
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donde U0 es un F-espacio finito dimensional y Ux G-subespacios en U20 tales que
las siguientes condiciones se satisfacen
x ≤ y =⇒ Ux ⊂ Uy ,
x▹ y =⇒ F(Ux) ⊂ Uy .
(2.5)
En particular, si un punto x es fuerte, entonces el correspondiente subespacio
Ux = F(Ux) es fuerte.
Las representaciones son los objetos de la categorı́a rep (F,G)(P,≤,▹) (o de for-
ma corta rep P), los morfismos U φ−→ V son aplicaciones F-lineales φ : U0 → V0
tales que φ2(Ux) ⊂ Vx para cada x ∈ P. Dos representaciones U, V son isomorfas
(U ≃ V ) si y solo si para algún F-isomorfismo φ : U0 → V0 se tiene φ2(Ux) = Vx
para todo x.
El problema descrito ya fue investigado en [38, 42, 41] para la pareja de cam-
pos (R,C), allı́ se encuentran descritos los criterios para posets equipados de un
parámetro, mansos y de crecimiento finito respectivamente, el criterio de tipo
representación finito para una pareja arbitraria (F,G) se sigue de un resultado
reciente de [16] sobre categorı́as de espacios vectoriales schurianos.
El principal propósito de esta tesis de Doctorado es estudiar otro problema
matricial de tipo mixto sobre la pareja (F,G), el cual también se define para un
poset equipado P y que es en algún sentido dual al mencionado anteriormente.
Más aún, en esta investigación se han trabajado dichos problemas con técni-
cas similares. Sin embargo, no es conocido aún alguna construcción formal que
reduzca un problema en el otro.
En este trabajo se estudia el nuevo problema en base a la experiencia del an-
tiguo. Para evitar confusiones en la terminologı́a se ha adjuntado la partı́cula co
para algunos términos relacionados con el nuevo problema, se dirá por ejemplo
coproblema, corepresentation, etc.
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2.4. Corepresentaciones de posets equipados
Considere una matriz rectangular M sobre G separada en franjas verticales
Mx, x ∈ P con la misma forma que en (2.3). Las matrices M particionadas de
esa forma son llamadas corepresentaciones matriciales de P sobre (F,G). Las
transformaciones admisibles sobre M son:
(a′) Transformaciones G-elementales de filas de toda la matriz M ;
(b′) Transformaciones G-elementales (F-elementales) de columnas de una fran-
ja Mx si el punto x es fuerte (resp. débil);
(c′) En el caso de una relación fuerte (resp. débil) x ▹ y (x ≺ y), adiciones de
columna de la franja Mx a las columnas de la franja My con coeficientes en
G (F).
A cada corepresentación matricial M es asociado un vector dimension d =
dim M = (d0, dx : x ∈ P) donde d0 (resp. dx) es el numero de filas en M (resp. de
columnas en Mx). Para un subconjunto X ⊂ P y una corepresentación matricial
M , denotamos MX =
∪
x∈X Mx como la submatriz formada por las franjas Mx con
x ∈ P.
Dos corepresentaciones son equivalentes o isomorfas si ellas pueden ser lleva-
das cada una en la otra con ayuda de las transformaciones admisibles (a′)− (c′).
El correspondiente coproblema matricial de tipo mixto sobre la pareja (F,G) con-
siste en clasificar las corepresentaciones indescomponibles en el sentido matri-
cial, salvo equivalencia. En esta situación también es posible dar una interpre-
tación invariante en términos de F-subespacios y G-subespacios.
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Para cualquier F-subespacio U de algún G-espacio V , denotamos por U
∼
y U∼










donde W son G-subespacios de V . Es claro que U
∼
(resp. U∼ ) es el G-subespacio
minimal (resp. maximal) de V conteniendo a U (contenido en U ). Más aún, uno
puede considerar U
∼
como el subespacio G-generado de U es decir, U
∼
= GU .
Cuando U en si mismo es un G-subespacio entonces U
∼
= U∼ = U y se dice G-
fuerte o fuerte.
Definición 2.4. Una corepresentación de un poset equipado P sobre la pareja
(F,G) es una colección de la forma U = (U0, Ux : x ∈ P ) donde U0 es un G-espacio
finito dimensional conteniendo F-subespacios Ux tales que
x ≤ y =⇒ Ux ⊂ Uy ,
x▹ y =⇒ U
∼
x ⊂ Uy .
(2.6)
Observe que si x ∈ P◦ entonces Ux es un subespacio fuerte.
La dimension de U es un vector d = dim U = (d0, dx : x ∈ P) con d0 = dimG U0













es el subespacio radical de Ux. Una corepresentación U de P con vector dimensión
d se llama trivial si d0 = 1.
Definición 2.5. La categorı́a de corepresentaciones de un poset equipado P sobre
la pareja (F,G) se denota por corep (F,G)(P,≤,▹), escrita brevemente corep P,
donde los objetos son las corepresentaciones de P y los morfismos U φ−→ V aplica-
ciones G-lineales φ : U0 → V0 tales que φ(Ux) ⊂ Vx para cada x ∈ P.
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Las corepresentaciones U, V son isomorfas si y solo si existe algún G-isomorfismo
φ : U0 → V0 tal que φ(Ux) = Vx para todo x.
La suma directa de dos corepresentaciones U y V de un poset equipado P es
la corepresentación
U ⊕ V = (U0 ⊕ V0, Ux ⊕ Vx : x ∈ P ).
Una corepresentación U es descomponible si hay una descomposición de espacios
vectoriales U0 = V0 ⊕W0 tal que Ux = (V0 ∩ Ux) ⊕ (W0 ∩ Ux) para cada x y tanto
V0 como W0 G-espacios no nulos. Una corepresentación U es indescomponible
si 0 = (0, 0, . . . 0) y U son los únicos sumandos directos de U . Obviamente la
categorı́a corep P es F-aditiva ya que Hom(U, V ) es F-espacio. Además, corep P
es una categorı́a de Krull-Schmidt, esto puede ser establecido análogamente al
caso de los posets ordinarios (compárese con [11, 29, 36]).
Denotamos por Ind (F,G) P, o brevemente Ind P, a un conjunto completo de co-
representaciones indescomponibles no isomorfas dos a dos de P sobre la pareja
(F,G). Si escribimos Ind P \ X, para alguna colección de corepresentaciones de
X, siempre se supondrá que X ⊂ Ind P. La clasificación de objetos en Ind P co-
rresponde precisamente al coproblema matricial descrito anteriormente.
Más precisamente, si M es una corepresentación matricial de P con dim M =
(d0, dx : x ∈ P), uno puede considerar una base e1, . . . , ed0 de algún G-espacio U0 de
dimensión d0 e identificar cada columna (λ1, . . . , λd0)T de M con el elemento u =
λ1e1+ · · ·+λd0ed0 ∈ U0. Dado cualquier conjunto de columnas X ⊂M , denotamos
por F[X] y G[X] el espacio F-generado y G-generado de X en U0 respectivamente.





y▹x G[My], el cual satisface las condiciones (2.6).
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Desde este punto de vista, las columnas de cada franja vertical Mx represen-










Entonces, las transformaciones (a′)-(c′) de M reflejan tanto el cambio cambios
de base en U0 y cambios de generadores en los subespacios Ux. Conversamente,
comenzando desde U , uno puede asociar con U una corepresentación matricial
denotada por MU . Observe que dim UM ≤ dim M y dim U ≤ dim MU , en ambos
casos la igualdad se tiene si y solo si las columnas de cada franja Mx son lineal-
mente independientes modulo la columna radical. Cuando trabajamos con core-
presentaciones matriciales MU correspondientes a corepresentaciones U , siem-
pre seleccionaremos matrices M = MU tales que dim M = dim U .
El soporte de una corepresentación U de P con vector dimension d = dim U es
el subconjunto Supp U = {x ∈ P : dx > 0}.
Un vector d es cierto si no tiene coordenadas nulas. Una corepresentación
se llama cierta si su vector dimensión es cierto. Cada poset equipado teniendo
al menos una corepresentación indescomponible cierta es llamado cierto (con
respecto a corepresentaciones).
Vamos a denotar por P op o P∗ el poset anti-isomorfo al poset P (la doble nota-
ción es cómoda por razones técnicas).
Definición 2.6. Dada una corepresentación U de P, se define la corepresentación
dual U∗ de P op como
U∗ = (U∗0 , U
∗
x : x ∈ P op),





G = {φ ∈ HomG(U0,G) : Ux ⊂ Kerφ}, si x es fuerte;
(Ux)
⊥
F = {φ ∈ HomF(U0,F) : Ux ⊂ Kerφ}, si x es débil.
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El espacio U∗x , donde x es un punto débil, se identifica con un F-subespacio
de U∗0 . Más precisamente, sea {e1, . . . , en} una base para el G-espacio U0, enton-
ces este puede ser considerado como un F-espacio de dimensión 2n con U0 =
F{e1, ξe1, . . . en, ξen}. Un morfismo φ ∈ HomF(U0,F) está determinado por las
imágenes de la base φ(e1) = a1, φ(ξe1) = b1, . . ., φ(en) = an, φ(ξen) = bn (ai, bi ∈ F).
El morfismo φ se puede identificar con un morfismo φ ∈ HomG(U0,G) determi-
nado por φ(e1) = a1 + ξb1, . . ., φ(en) = an + ξbn.
El siguiente lema es muy útil para la descripción explı́cita de las corepresen-
taciones de posets duales, y se hará referencia a este frecuentemente.
Lema 2.1. Un poset equipado P arbitrario es cierto con respecto a corepresenta-
ciones si y solo si el poset dual P∗ lo es.
Prueba. Si U es una corepresentación indescomponible cierta de un poset P y
d = dim U , d∗ = dim U∗, entonces cambiando cada espacio Ux (que satisface la
condición d∗ = 0), por el subespacio radical Ux, se obtiene una corepresentación
U1 del conjunto P de codimensión d∗1 = dim U∗1 tal que (d∗1)x ̸= 0 para todo x ∈ P,
es decir U∗1 es una corepresentación cierta del poset dual P∗.
2.5. Los posets equipados de tipo corepresenta-
ción finito
Un poset equipado P es de tipo corepresentación finito (resp. infinito) si Ind P
es finito (resp. infinito). Los posets equipados de tipo corepresentación finito ya
han sido descritos, en un contexto más general, por Klemp y Simson [16], quienes
estudiaron categorı́as de espacios vectoriales Schurianos y consideraron repre-
sentaciones de posets valuados. La lista de los posets equipados finitos ciertos
y una descripción explı́cita matricial de todas sus corepresentaciones, descritos
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en términos más cercanos a los expuestos aquı́, se encuentra en [32], también
puede consultar la lista en el apéndice A. Ahora recordamos el criterio de tipo
corepresentación finito.
Teorema 2.2 (Criterio de tipo corepresentación finito). Un poset equipado P es
de tipo corepresentación finito si y solo si P no contiene ninguno de los posets
crı́ticos K1, · · · , K9 (vea el apéndice B).
Los posets crı́ticos K1, . . . , K5 se llaman crı́ticos de Kleiner quien descubrió el
criterio de tipo representación finito para posets ordinarios, [14, 15]. Los posets
equipados K6, . . . , K9 son crı́ticos y su numeración es una continuación de la de
Kleiner.
Capı́tulo 3
Formulación de los resultados principales
sobre la clasificación de corepresentaciones
indescomponibles de los posets equipados de
un parámetro
Aquı́ presentamos los resultados principales del trabajo sobre corepresentacio-
nes de posets equipados de un parámetro. En la sección 3.1 se introducen los
posets equipados de un parámetro con respecto a corepresentaciones y se for-
mulan los resultados correspondientes de clasificación de indescomponibles (las
demostraciones se presentarán más adelante en los capı́tulos 5, 6 y 7). En la
sección 3.2 se define la forma cuadrática de Tits asociada a un poset equipado y
se presenta una relación entre sus raı́ces reales e imaginarias (y ciertos vectores
especiales) y las dimensiones de las corepresentaciones indescomponibles de los
posets equipados de un parámetro.
3.1. Los posets equipados de un parámetro
Una corepresentación matricial de un poset P sobre la pareja de anillos de poli-
nomios (F[t],G[t]), se puede definir de manera análoga que una corepresentación
matricial de P sobre (F,G). Más precisamente, una (F[t],G[t])- corepresentación
23
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matricial de P es una matriz rectangular M [t] sobre G[t] separada en franjas
verticales (M [t])x (x ∈ P), las transformaciones admisibles son definidas análo-
gamente a las transformaciones (a′)-(c′), pero sobre la pareja (F[t],G[t]).
Una (F[t],G[t])-corepresentación de P es una colección U(t) = (U0, Ux : x ∈ P)
tal que U0 es un G[t]-modulo libre finitamente generado y cada Ux es un F[t]-
submódulo de U0 finitamente generado, en particular la G[t]-cápsula de cualquier
F-submódulo finitamente generado V es el G[t]-generado de V .
Una serie de corepresentaciones se obtiene de una matriz M [t] de (F[t],G[t])-
corepresentación sustituyendo cualquier G-matriz cuadrada A por la variable
t y matrices escalares λI, del mismo tamaño, por los coeficientes λ ∈ G. Una
serie de corepresentaciones de P es llamada cierta si esta induce al menos una
corepresentación indescomponible cierta de P.
Definición 3.1. Sea F un campo infinito. Un poset equipado P de tipo infinito es
de un parámetro con respecto a corepresentaciones sobre (F,G), si este tiene una
serie conteniendo casi todas las corepresentaciones indescomponibles de cada
dimensión dada.
Si el campo es finito, llamamos a P de un parámetro siempre que exista una
extensión cuadrática F′ ⊂ G′ tal que F ⊂ F′, G ⊂ G′ y P sea de un parámetro
con respecto a la pareja (F′,G′) (de hecho no depende de la elección de tal pareja,
como se sigue de la clasificación obtenida aquı́).
De ahora en adelante todos los resultados serán formulados con respecto a
corepresentaciones sin advertencia, siempre que no haya lugar a confusión.
Teorema A (Criterio de un parámetro). Sea P un poset equipado tal que w(P) ≤
4. Entonces, P es de un parámetro si y solo si este contiene precisamente un sub-
conjunto crı́tico, es decir uno de los conjuntos K1, . . . , K9.
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Teorema B (Posets ciertos). Un poset no trivialmente equipado de un parámetro
es cierto si y solo si es isomorfo o anti-isomorfo a uno de los 28 posets K6, . . . , K9,
A25, . . . , A48 listados en los apéndices B y C.
La clasificación de corepresentaciones indescomponibles de los posets crı́ti-
cos K6, . . . , K9 se encuentra con detalles en los teoremas 5.1, 5.11, 6.1, 6.10, sin
embargo, los enunciamos a continuación en forma breve como los teoremas C1
a C4. Para los posets equipados ciertos de un parámetro, la descripción de sus
corepresentaciones indescomponibles se encuentra en las proposiciones 5.2, 5.6,
5.9, 6.2, 6.3, 6.5 y 6.7.
Teorema C1. El poset crı́tico K6 = {a, b} posee 6 tipos de corepresentaciones
indescomponibles sobre la pareja (F, G) (salvo dualidad y permutación de los
puntos), listados junto con sus corepresentaciones duales en forma matricial en
la tabla 5.1, incluso la serie de corepresentaciones.
Teorema C2. El poset critico K7 = {a ≺ p ≺ q; θ} posee 48 tipos de corepresenta-
ciones indescomponibles sobre la pareja (F, G) con forma de Tits diferente de 0,
listados en las tablas 5.8 y 5.9, además tiene una serie de corepresentaciones, vea
el teorema 5.11.
Teorema C3. El poset crı́tico K8 = {ϱ, σ, a} posee 11 tipos de corepresentaciones
indescomponibles (incluso la serie) sobre una extensión cuadrática de campos
F ⊂ G arbitraria (salvo dualidad y permutación de los puntos fuertes ϱ, σ), se
encuentran listados en las tablas 6.1, 6.2, 6.3 y 6.4.
Teorema C4. El poset crı́tico K9 = {a ≺ b; ζ ▹ η} posee 48 tipos de corepresenta-
ciones indescomponibles sobre la pareja (F, G) con forma de Tits diferente de 0,
listados en las tablas 5.8 y 5.9, además tiene una serie de corepresentaciones, vea
el teorema 6.10.
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3.2. La forma cuadrática de Tits asociada a un
poset equipado
Existe una relación estrecha entre la teorı́a de formas cuadráticas y la teorı́a
de corepresentaciones de posets equipados. En esta sección se define la forma
cuadrática de Tits fP(d) de un vector d asociado a un poset equipado P, además
se presenta la relación entre las raı́ces de fP y los vectores dimensión de las
corepresentaciones indescomponibles de P (teorema D).
Dado un poset equipado P, tomamos P• = P ∪ {0} (0 es un sı́mbolo formal
incomparable con los puntos en P). Un vector ex ∈ ZP
• (x ∈ P•) es una raı́z simple
si (ex)x = 1 y (ex)y = 0 para x ̸= y. La forma cuadrática de Tits fP = f asociada a








donde lxy = 0, si x ∥ y; lxy = 1, si x ≺ y; lxy = 2, si x▹ y ó x = y = 0. Recuerde que
si ⟨x, y⟩ = 1
4
[f(x + y) − f(x − y)] es la correspondiente forma bilineal simétrica,
la reflexión en el punto x ∈ P• es una aplicación ρx : ZP
• 7−→ ZP• definida por
ρx(d) = d− 2lxx ⟨d, ex⟩ · ex.
Las raı́ces de la forma de Tits fP (de un poset P) son los vectores obtenidos
por reflexiones de las raı́ces simples. Sean d, d′ raı́ces de fP, escribimos d ≤ d′ si
dx ≤ d′x (x ∈ P•). De ahora en adelante trabajaremos con raı́ces admisibles las
cuales son raı́ces no negativas con d0 > 0.
Un vector µ ≥ 0 es una raı́z imaginaria de la forma cuadrática fP (o del poset
P) si fP(µ) = 0. Dos raı́ces d, d′ de fP son del mismo tipo si d = d′ + µ, donde µ es
una raı́z imaginaria, una raı́z minimal µ0 es una raı́z admisible minimal en el
conjunto de raı́ces del mismo tipo.
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Cuando un vector de dimensión d de una corepresentación indescomponible
de un poset P no es admisible ni imaginaria de fP se llama vector especial. El
siguiente resultado describe la estrecha relación entre la forma de Tits fP aso-
ciada a un poset equipado P y los vectores dimensión de sus corepresentaciones
indescomponibles.
Teorema D (Dimensiones de indescomponibles). Un vector d > 0, correspondien-
te a un poset equipado de un parámetro, es una dimension de una corepresenta-
ción indescomponible si y solo si este es una raı́z admisible, una raı́z imaginaria
o un vector especial, más aún
(a) Si d es una raı́z admisible o un vector especial, entonces existe precisamente
una corepresentación indescomponible (salvo isomorfismo) de dimension d.
(b) Si d es una raı́z imaginaria, entonces existe una cantidad infinita de core-
presentaciones indescomponibles no isomorfas entre sı́ (siempre que el cam-
po F sea infinito) de dimension d.
El vector dimensión d de un poset P que es raı́z admisible, tiene forma de Tits
fP(d) = 1 o fP(d) = 2. En el caso de los posets crı́ticos K6 y K8 se presentan las
raı́ces minimales asociadas a cada tipo de corepresentación en los cuadros 5.1,
6.1 - 6.4, para el caso de K7 y K9 se presentan en el apéndice E.
Capı́tulo 4
Descripción de las técnicas utilizadas y
desarrolladas
Casi desde el mismo momento en que las representaciones de posets se introdu-
jeron para estudiar álgebras de dimensión finita, se desarrollaron las técnicas
de diferenciación de posets para su estudio, estos algoritmos (como también se
conocen) actúan de dos formas, una combinatorial transformando un poset P en
otro poset derivado P′, y una funtorial transformando los objetos y morfismos de
corep P en corep P′.
Los algoritmos que presentamos aquı́ fueron útiles para la obtención del cri-
terio de un parámetro para corepresentaciones de posets equipados y la clasifi-
cación de sus corepresentaciones. Estos algoritmos son útiles porque permiten
reducir la dimensión de la corepresentación inicial, por esto los algoritmos son
una herramienta para hacer pasos inductivos sobre la dimensión de las corepre-
sentaciones.
En la sección 4.1 se describen algunas notaciones necesarias para entender
la construcción y propiedades de los algoritmos de diferenciación, además se
presentan dos resultados básicos que serán invocados en capı́tulos posteriores,
la clasificación de corepresentaciones de una cadena débil (lema 4.1) y un lema
sobre posets escindibles (lema 4.2) que será útil en algunas consideraciones com-
binatoriales. En la sección 4.2 se recuerdan las definiciones esenciales del algo-
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ritmo de diferenciación D-I para posets ordinarios y su completación. Por último
en las secciones 4.3 y 4.4 se presentan el algoritmo de diferenciación D-V̂II y
el algoritmo de completación para corepresentaciones de posets equipados, los
cuales fueron desarrollados en [32].
4.1. Notaciones y hechos básicos
Sean (X,Y ) cualquier par de subconjuntos de P tal que X es completamente
débil, Y es arbitrario y X ∩ Y ∨ = ∅. En lo sucesivo usaremos la siguiente core-
presentación indescomponible trivial T̂ (X,Y ) de la forma




G, si t ∈ X▽ ∪ Y ∨;
F, si t ∈ X∨ \ (X▽ ∪ Y ∨);
0, en otro caso.
Es claro que T̂ (X,Y ) = T̂ (minX,minY ), entonces en principio uno puede traba-
jar con objetos T̂ (X, Y ) suponiendo que X, Y son anticadenas. Tomando
T̂ (X,∅) = T̂ (X) y T̂ (∅, Y ) = P̂ (Y ),
se tiene en particular
T̂ (∅,∅) = T̂ (∅) = P̂ (∅) = (G, 0, . . . , 0).
En el caso X = {x} ó Y = {y}, escribimos simplemente T̂ (x, Y ) ó T̂ (X, y), ası́ por
ejemplo, los objetos T̂ (x), T̂ (x, y) con x ≺ y y P̂ (y) son casos parciales de T̂ (X, Y )
y tenemos las siguientes formas matriciales
T̂ (x) =
x
1 , T̂ (x, y) =
x ≺ y
1 ξ , P̂ (y) =
y
1 ξ .
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El elemento ξ puede ser borrado de la matriz P̂ (y) si el punto y es fuerte. Recor-
damos a continuación la clasificación de las corepresentaciones de una cadena
débil, su demostración sencilla se puede consultar en [32].
Lema 4.1. Las corepresentaciones indescomponibles de la forma
P̂ (∅), P̂ (x), T̂ (x), T̂ (x, y),
donde x ≺ y, son todas las posibles corepresentaciones indescomponibles de una
cadena débil arbitraria.
Un poset equipado P se llama escindible si P = A + B + C donde A, B son














Figura 4.1. Ejemplo de un poset equipado escindible
La razón por la cual se llama escindible es porque sus corepresentaciones siem-
pre se pueden separar como una suma directa de corepresentaciones indescom-
ponibles con soporte en A+ C ó B + C.
Suponga que M es una corepresentación matricial de P correspondiente a
U . Seleccionamos las columnas G-linealmente independientes de MA y haciendo
transformaciones G-elementales de filas podemos volver ceros el mayor núme-
ro de filas y ubicarlas en el bloque Q ∩MA ubicado en la parte superior de M .
Con adiciones de columnas adecuadas MA
G−→MB convertimos en cero el bloque
Q ∩ MB. Con el fin de preservar la forma de los bloques MA y MB (ya reduci-
dos), se deben restringir las transformaciones admisibles sobre filas (las trans-
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formaciones admisibles de columnas son los mismas) (1) Transformaciones G-
elementales de filas de las franjas Q y R de forma independiente, (2) adiciones
de filas con coeficientes en G de la franja R a la franja Q.
En el bloque R∩Mc1 seleccionamos las columnas G-linealmente independien-
tes y volvemos ceros el mayor número de filas en estas columnas, incluso en la
franja Q arriba de ellas, el bloque no nulo se puede convertir en una matriz iden-
tidad que ubicamos en una nueva franja horizontal R0, los bloques Mci∩R0 (i ̸= 1)
se pueden convertir en ceros con adiciones de columnas adecuadas Mc1
G−→ Mci,
este proceso se puede seguir efectuando sucesivamente hasta llegar a la franja
matricial Mcn , con lo cual la matriz de corepresentación M toma la forma (4.1).
Entonces tenemos el siguiente resultado sobre posets escindibles.
Lema 4.2. Cada poset equipado escindible P no es cierto. Más precisamente, da-
da una corepresentación indescomponible U de P o bien Supp U ⊂ A + C, o bien
Supp U ⊂ B + C.
A B c1 c2 cn










Nota 2. Todos los bloques vacı́os de aquı́ en adelante representan bloques de
ceros, los marcados con ∗ matrices arbitrarias, y los marcados con I (resp. In)
denotan una matriz identidad arbitraria (resp. de orden n).
4.2. EL ALGORITMO DE DIFERENCIACIÓN D-I PARA POSETS ORDINARIOS 32
4.2. El algoritmo de diferenciación D-I para po-
sets ordinarios
En 1972, Nazarova y Roiter [22] desarrollaron el algoritmo de diferenciación con
respecto a un punto maximal (respectivamente minimal) para posets ordinarios,
más adelante en 1977, Zavadskij [39] construyó un algoritmo más general con
respecto a una pareja de puntos adecuada, que también se llamó algoritmo D-
I (en cierta forma el algoritmo de diferenciación D-I factoriza el algoritmo de
Nazarova-Roiter). Estos algoritmos fueron planteados para estudiar represen-
taciones de posets ordinarios sobre un solo campo K. Sin embargo en el caso
de corepresentaciones de posets equipados son aplicables cuando el campo F es
superfluo, es decir, cuando todos los puntos son fuertes y todas las transforma-
ciones elementales de la corepresentación matricial M son sobre G.
Aquı́ presentamos las definiciones básicas del algoritmo D-I y las propieda-
des que conciernen a esta investigación, para una descripción más detallada y
reciente de este algoritmo puede consultarse [43].
Sea P un poset finito. Una pareja de puntos ordinarios (a, b) de P se dice I-
adecuada (es decir, adecuada para la diferenciación I) si
P = a∨ + b∧ + C,
donde C = {c1 < · · · < cn} es una cadena (posiblemente vacı́a) incomparable con
los puntos a y b. La pareja (a, b) se llama especial si C = ∅. Únicamente se admite
el caso en que b < a, no a ̸≤ b. El algoritmo se puede desarrollar sin la restricción
de incomparabilidad entre los subconjuntos {a, b} y C, pero se puede reducir al
caso considerado aquı́.
Sea L = L(P) el retı́culo modular libre generado por P definido naturalmente,
entonces este retı́culo contiene en particular, dos nuevas cadenas, C− = {c−1 <
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· · · < c−n } y C+ = {c+1 < · · · < c+n } formadas por los elementos c−i = ci · b y
c+i = a+ ci, además de la cadena inicial C = {c1 < · · · < cn}.
El poset derivado del poset P con respecto a la pareja (a, b) es un subposet en
L de la forma
P′ = P′(a,b) = (P\C) + C+ + C−,
es decir
P′(a,b) = (P\{c1, . . . , cn}) + {c1 + a, . . . , cn + a}+ {c1 · b, . . . , cn · b} ,


























































































Figura 4.2. Descripción combinatorial del algoritmo de diferenciación D-I.
Cada uno de los dos nuevos puntos c+i y c
−
i hereda todas las previas relaciones
de orden del punto original ci con los puntos del subconjunto P \ C, por lo tanto
P \ C y P \ (C− + C+) se identifican de forma natural.
El funtor de diferenciación D-I(a,b) : rep P −→ rep P′ denotado también bre-
vemente ()′ : rep P −→ rep P′ (si es claro que se refiere a D-I), es definido de
manera natural. Si U es un objeto en rep P entonces el objeto U ′ en rep P′ se elige
U ′ = UL|P′, es decir







U ′x = Ux para los puntos restantes x ∈ P′,
(4.2)
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recordamos que Ux+y = Ux + Uy y Ux·y = Ux ∩ Uy de acuerdo con la definición
del retı́culo L. Si φ es un morfismo en rep P (considerado como una aplicación
lineal φ : U0 7−→ V0) entonces se define el morfismo derivado φ′ = φ. Se tiene que
(U ⊕ V )′ = U ′ ⊕ V ′.
Observe que para cada objeto W ∈ rep P′, existe un objeto U ∈ rep P tal que
U ′ = W ⊕ Pm(a) para algún m ≥ 0 (vea el lema 4.5 en [43], adjuntamos su
demostración para ilustrar el proceso de integración). Considere el espacio Wc+1
con la suma directa Wc+1 = W c+1 ⊕ Fi ⊕Hi donde Fi y Hi son unos complementos
tales que Fi ⊂ Wb y Hi ∩ Wb = 0. Elija una base arbitraria f i1, . . . , f imi en cada
espacio Fi. Tome nuevos sı́mbolos ei1, . . . , eimi y suponga que ellos forman una
base de un G-espacio nuevo Ei. Entonces elija el conjunto E0 =
⊕n
i=1Ei y defina
la representación U como sigue
U0 = W0 ⊕ E0 ,
Ux = Wx ⊕ E0 si x ∈ a▽,
Ux = Wx ⊕ E0 si x ∈ b△,









Asumiendo que Uc0 = 0. Usando la definición (4.2) del funtor y (4.3) del proce-
so de integración, uno puede verificar que U ′ = W ⊕ P̂m(a). La forma matricial
(4.4) ilustra el proceso de integración que se describió anteriormente, seleccio-
nando bases adecuadas para el espacio U0 y cada Ux se puede identificar la re-
presentación W con la franja inferior W0, los espacios complementarios Fi y Hi
se identifican con los bloques del mismo nombre.
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La principal propiedad del algoritmo de diferenciación es que este induce una
equivalencia entre categorı́as cociente, la recordamos a continuación (también
puede consultar [43], teorema 4.7).
Teorema 4.3. Sea P = a∨+b∧+{c1 < · · · < cn} un poset ordinario con una pareja
de puntos adecuados (a, b). Entonces el funtor de diferenciación ()′ : rep P →
rep P′(a,b), induce una equivalencia de categorı́as cociente
rep P/⟨P̂ (a), P̂ (a, c1), . . . , P̂ (a, cn)⟩
→∼ rep P′(a,b)/⟨P̂ (a)⟩ ,
y en particular, biyecciones entre las representaciones indescomponibles
Ind P\{P̂ (a), P̂ (a, c1), . . . , P̂ (a, cn)} Ind P′(a,b)\P̂ (a). 
Esto significa que al aplicar el algoritmo D-I, se disminuyen en un número
finito las representaciones indescomponibles de rep P con respecto a rep P′, esto
permite realizar pasos inductivos y es una herramienta fundamental para es-
tudiar la clasificación de representaciones de posets ordinarios finitos y de un
parámetro, en particular, se tiene el siguiente resultado.
Corolario 4.4. | Ind P| = | Ind P′|+ n.
Denotaremos por P′(a,b) la completación del poset P′(a,b), es decir, el poset P
′
(a,b)
fortalecido por la relación a < b. La transición P 7−→ P′(a,b) (P 7−→ P′(a,b)) se llama
derivación con completación (sin completación). Cuando se aplica la completa-
ción a un poset equipado P se elimina una sola representación indescomponible
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trivial, salvo isomorfismo, en Ind P′, más precisamente se tiene la siguiente pro-
piedad.
Proposición 4.5. La diferenciación con completación P 7−→ P′(a,b) induce biyec-
ciones mutuamente inversas entre los conjuntos indescomponibles
Ind P\{P̂ (a), P̂ (a, c1), . . . , P̂ (a, cn)} Ind P(a,b). 
4.3. La diferenciación D-V̂II para posets equipa-
dos
La acción combinatorial del algoritmo de diferenciación D-V̂II coincide con la
del algoritmo de diferenciación VII descrito en [41]. A saber, una pareja de pun-
tos incomparables (a, b) de un poset equipado P es llamada VII-adecuada o V̂II-
adecuada si a es un punto débil, b un punto fuerte y
P = a▽ + b△ + {a ≺ c1 ≺ · · · ≺ cn}
donde {a ≺ c1 ≺ · · · ≺ cn} es una cadena completamente débil incomparable con
el punto b. Bajo el convenio de que a = c0, se asume entonces n ≥ 0. Denotamos
A = a▽, B = b△ \ b y C = {c1 ≺ · · · ≺ cn}.
El poset derivado P′ = P′(a,b) de P con respecto a tal pareja (a, b) tiene la forma
P′(a,b) = (P \ (a+ C)) + {a− < a+}+ C+ + C−
donde el punto a− es débil y el punto a+ es fuerte, C− = {c−1 ≺ · · · ≺ c−n } y
C+ = {c+1 ≺ · · · ≺ c+n } son cadenas completamente débiles, c−i ≺ c+i para todo
i = 1, . . . , n; a− ≺ c−1 ; a+ < c+1 ; c−n < b y las siguientes condiciones naturales son
satisfechas:
(a) Cada uno de los puntos a−, a+ (c−i , c
+
i ) hereda todas las relaciones de orden
previas del punto original a (ci) con los puntos del subconjunto P \ (a+ C).
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(b) La relación de orden en P′(a,b) es inducida por la relación de orden inicial en
el subconjunto P \ (a+ C) y por las relaciones listadas anteriormente.
El funtor de diferenciación D − V̂II(a,b) : corep P −→ corep P′ (denotado también
por ()′ : corep P −→ corep P′) del algoritmo V̂II asigna a cada corepresentación U
de P la corepresentación derivada U ′ de P′ por la regla
U ′0 = U0
U ′
c−i
= Uci ∩ Ub para i = 0, 1, . . . , n
U ′
c+i
= Uci + U
∼
a para i = 0, 1, . . . , n
U ′x = Ux para los puntos restantes x ∈ P′.
(4.5)
Y para un morfismo U φ−→ V de la categorı́a corep P (considerada como una
aplicación lineal φ : U0 −→ V0), tomamos φ′ = φ. Uno puede verificar fácilmente
que el funtor esta bien definido.
Los objetos P̂ (a), T̂ (a) y T̂ (a, ci), i = 1, . . . , n , juegan un papel importante en
la descripción de las propiedades del algoritmo V̂II. Todas sus derivadas coin-
ciden P̂ (a)′ = T̂ (a)′ = T̂ (a, ci)′ = P̂ (a+), entonces tenemos que considerar los
objetos reducidos de la categorı́a corep P (corep P′), es decir, aquellos que no con-






























































Figura 4.3. Descripción combinatorial del algoritmo de diferenciación D-V̂II .
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Señalamos, como una regla, que el objeto derivado U ′ contiene sumandos di-
rectos triviales P̂ (a+), incluso si U es indescomponible. Por eso el objeto reduci-
do derivado U↓ (el cual es único salvo isomorfismo) es definido para cualquier
objeto U ∈ corep P′ como el sumando directo de U ′ más grande que no con-
tiene sumandos directos P̂ (a+), es decir considerando U ′ = U↓ ⊕ P̂m(a+), con






a+Ub)/Ub. Evidentemente (U1⊕U2)↓ ≃ U↓1 ⊕U
↓
2 .
Una definición equivalente de U↓ es la siguiente: se toma cualquier (U
∼
a, Ub)-
separación de la pareja de subespacios (E0,W0) del G-espacio U0 y tomamos U↓ =
W = (W0;Wx | x ∈ P′) donde Wx = U ′x ∩W0 para cada x ∈ P′.
Es claro que el objeto reducido derivado U↓ puede ser visto no únicamen-
te como una corepresentación de P′(a,b) sino también como la corepresentación
derivada completada del poset equipado P ′(a,b) obtenida de P
′
(a,b) adicionando la
relación a+ < b (debido a la definición Wa+ ⊂ Wb).
El procedimiento de integración para el algoritmo V̂II (el cual es en algún
sentido inverso al de diferenciación) es descrito en la siguiente forma. para una
corepresentación dada W del poset derivado completado P ′(a,b), presentamos cada
F-espacio Wc+i (i = 1, . . . , n) en la forma Wc+i = W c+i ⊕ Si ⊕ Hi, donde Si, Hi son
algunos complementos tales que Si ⊂ Wb y Hi ∩ Wb = 0. Elegimos en cada Si
alguna F-base si1, . . . , simi. Análogamente presentamos el G-espacio Wa+ en la
forma Wa+ = W a+ ⊕ T0 donde T0 = G{t01, . . . , t0m0} es algún complemento para el
G-subespacio W a+.
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Tomando ahora un nuevo G-espacio E0 con una base {eij : i = 0, . . . , n; j =
1, . . . ,mi }, adjuntamos a W su objeto primitivo W ↑ = U = (U0, Ux : x ∈ P) donde
U0 = W0 ⊕ E0 ,
Ux = Wx ⊕ EA∩{x}0 para x ̸= a, ci ,
Ua = Wa− + F{s0j + ue0j : j = 1, . . . ,m0}+
+ F{eij : i = 0, . . . , n; j = 1, . . . ,mi} ,
Uci = Uci−1 +Wc−i +Hi + F{sij + ueij : j = 1, . . . ,mi} (i ≥ 1) ,
(4.6)
y Uc0 = Ua. El objeto primitivo W ↑ no depende, salvo isomorfismo, de la elección
de los subespacios Ti, Hi y sus bases, más aún (W1 ⊕W2)↑ ≃ W ↑1 ⊕W
↑
2 . Se tie-
nen también las igualdades dimG S0 = dimG(Wa+/W
∼




∩Wb) para i = 1, . . . , n.
El resultado principal de la diferenciación V̂II es el siguiente.
Teorema 4.6. En el caso de la diferenciación V̂II, las operaciones de integración
↑ y de reducción ↓ inducen biyecciones mutuamente inversas
Ind P \ [P̂ (a), T̂ (a), T̂ (a, ci), i = 1, . . . , n]  Ind P ′(a,b) = Ind P′(a,b) \ [P̂ (a+)] .
Prueba. Dadas las corepresentaciones U de P y W de P ′, uno tiene que probar
que [U↓]↑ ≃ U y [W ↑]↓ ≃ W . el segundo isomorfismo se puede verificar sin dificul-
tad procediendo rutinariamente usando las fórmulas (4.5) y (4.6).
Para probar el primer isomorfismo, considere la matriz M de una corepre-
sentación reducida U de P elegida en tal forma que las columnas de cada fran-
ja vertical Mx, x ∈ P, generan Ux. Aplicando a M adecuadas transformaciones
G-elementales de filas, colocamos en su parte inferior las filas linealmente inde-
pendientes correspondientes a alguna base del G-subespacio Ub obteniendo todo
cero arriba de ellas en el bloque Mb+B.
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Además, seleccionamos filas linealmente independientes sobre G en Ma arri-
ba de la franja horizontal Ub denotando la nueva franja horizontal por E0 y obte-
niendo (utilizando transformaciones G-elementales de filas adecuadas) ceros en
la franja horizontal intermedia Q ∩Ma. Aplicando transformaciones admisibles
de columnas adecuadas al bloque Q ∩ (Mc1 ∪ · · · ∪Mcn), podemos dejar allı́ úni-
camente aquellas celdas X1, . . . , Xn las cuales son F-linealmente independientes
por columnas (todas juntas).
Considere cada matriz Mci (i = 1, . . . , n) como una unión de dos franjas ver-
ticales Mci = M ′ci ∪M
′′
ci
donde M ′′ci es conformado por las columnas que contie-
nen el bloque Xi, y M ′ci consiste del resto de las columnas. Reducimos el bloque
E0∩(Ma∪M ′c1 · · ·∪M
′
cn) a la forma canónica considerándolo como una corepresen-
tación de una cadena completamente débil a ≺ c1 ≺ · · · ≺ cn y se aplica el lema
4.1 (seleccione las formas matriciales T̂ (a) = ξ 1 y T̂ (a, ci) = 1 ξ , i =
1, . . . , n). Omita los sumandos directos P̂ (a) los cuales son separados como su-
mandos directos de toda la matriz M . Haciendo adiciones de filas, vuelva ceros
bajo los bloques identidad I en Ma y obtendrá el bloque Ma como se muestra en
(4.7).
Entonces usando adiciones de filas Q G−→ E0 y adiciones de columna Ma
F−→
M{c1,...,cn} anulamos todos los bloques M ′′ci (esto es posible porque la matriz X1 ∪
· · ·∪Xn puede ser vista como una corepresentación de una cadena completamen-
te débil c1 ≺ · · · ≺ cn y entonces presentada como una suma directa de bloques
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triviales de la forma mencionada en el lema 4.1). Observe que los bloques ma-
triciales Si y Xi ∪ Yi corresponden a los subespacios Si y Hi respectivamente,
considerados arriba en el procedimiento de integración.
Finalmente anulamos el bloque E0∩A (haciendo adiciones de columna Ma
G−→
MA) y obtenemos la forma matrical que se muestra en (4.7). Una comparación
inmediata con las fórmulas (4.5) y (4.6) confirman evidentemente que en la fran-
ja horizontal W0 = Q ∪ Ub tenemos justamente la corepresentación derivada
reducida U↓ y el isomorfismo (U↓)↑ ≃ U se tiene. Con esto la prueba queda com-
pleta.
Nota 3. Si una corepresentación indescomponible U de un poset equipado P pro-
viene de integrar una corepresentación W (U = W ↑) no necesariamente cierta del
poset P′, entonces denotamos esta operación por U = IntQW1 donde Supp W = Q
y W |Q = W1, o simplemente U = Int W1 si es claro cual es el soporte de W .
4.4. La completación
Recordemos de [41] que una pareja de puntos débilmente comparables a ≺ b de
un poset equipado P es especial si P = a▽+b△+Σ, donde a ≺ x ≺ b para todo x ∈ Σ,
automáticamente Σ es un subconjunto de puntos débiles (posiblemente vacı́o).
La completación de P con respecto a la pareja especial (a, b) es una transición
de P a un poset equipado P = P(a,b) ligeramente distinto de P, obtenido de P
fortaleciendo la relación débil a ≺ b, es decir, convirtiéndola en la relación fuerte
a ▹ b. Los subconjuntos A = a▽\a y B = b△\b pueden ser vacı́os.
Note que corep P es una subcategorı́a plena de la categorı́a corep P, y la si-
guiente afirmación se cumple.




















Figura 4.4. Descripción combinatorial del algoritmo de completación.
Lema 4.7. La categorı́a corep P coincide con la subcategorı́a plena de corep P
formada por los objetos sin sumandos directos P̂ (a), en particular,
Ind P = (Ind P)\P̂ (a)
Prueba. Sea U ∈ corep P \ corep P, es decir que Ũa ̸⊂ Ub. Considere la matriz
M de U y seleccione en su parte inferior la franja horizontal correspondiente
al G-subespacio maximal UGb de el F-espacio Ub. Se tienen ceros arriba de esta
franja en el bloque MB. Asuma que la matriz M es escogida de tal forma que
las columnas de la franja Mb generan todo el espacio Ub. Reduzca las partes
superiores de las matrices Ma,Mb (situadas arriba de la franja horizontal UGb ),
como una corepresentación de una cadena completamente débil a ≺ b, a la forma
canónica de acuerdo al lema 4.1. En ese lugar se pueden poner únicamente los
bloques P̂ (a) y P̂ (b), en otro caso el G-espacio UGb se podrı́a extender más.
M =
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Como cada columna del bloque MΣ es una combinación F-lineal de las colum-
nas de las franjas Ma y Mb (teniendo el cuenta la suposición sobre la elección de
Ub), el bloque MΣ ∩ L esta sobre F y entonces puede ser anulado por adiciones
de columnas Ma
F−→ MΣ. Se pueden anular también los bloques MA ∩ L (por
adiciones de columnas Ma
G−→ MA), ası́ como también todos los elementos bajo
la matriz identidad I en Ma (por transformaciones de filas sobre G). Entonces la
matriz M toma la forma (4.8) y evidentemente contiene al menos un sumando
directo no trivial P̂ (a), es decir que U lo contiene.
Capı́tulo 5
Clasificación de las corepresentaciones de los
posets equipados de un parámetro
conteniendo a K6 ó K7
En este capı́tulo se presenta una clasificación completa (en forma matricial) de
las corepresentaciones indescomponibles ciertas de los posets equipados K6, K7,
A25, A28, A29, A33, A34, A38, A39, A41, A42, A45, A46 y sus posets duales, sobre cual-
quier extensión cuadrática de campos. La clasificación de las corepresentaciones
indescomponibles esta basada esencialmente en la del poset crı́tico K6.
En la sección 5.1 se da la notación necesaria para interpretar la clasifica-
ción de las corepresentaciones indescomponibles de K6. También se presentan
algunas convenciones que se usaran en adelante (incluso en el capı́tulo 6). En
la sección 5.2 se encuentra la clasificación de corepresentaciones de los posets
K6 y A25, además se dará la prueba del teorema C1 (escrito con detalles en este
capı́tulo como el teorema 5.1). En las secciones 5.3, 5.4 y 5.6 se presenta la cla-
sificación de las corepresentaciones indescomponibles de los posets ciertos de un
parámetro que contienen a K6. En la sección 5.4 se definen los posets equipados
con subconjuntos bien insertados de tipo K6 y se listan varias propiedades. Fi-
nalmente, en la sección 5.7 se prueba el teorema C3 (en esta sección se presenta




En todo el texto usaremos la siguiente notación para los tipos de corepresen-
taciones matriciales.
←−
A (resp. A↑) es una matriz que proviene de A adicionan-
do una columna (resp. fila) de ceros sobre el lado izquierdo (resp. por arriba),
análogamente son definidas
−→
A, A↓, incluso si A tiene varias flechas adicionamos
varias columnas o filas de ceros. Jn(λ) es un bloque de Jordan de orden n con
valor propio λ, las identidades pueden ser escritas tanto arriba como abajo de
la diagonal, y J+n (λ) (resp. J−n (λ)) significa el bloque de Jordan con identidades
escritas solamente arriba (resp. abajo) de la diagonal principal.















, (k ≤ 0).
Anotamos que cuando k = 0, P0 denota una matriz formal con cero columnas
y cero filas.







en particular, R2 = 1 ξ y R3 = I1⊕ 1 ξ .
Se asignará un número fijo m a cada tipo de corepresentación indescomponi-
ble de un poset P, y se denotará por (P−m). Cuando sea necesario referirse a un
tipo de corepresentación especı́fico de una cierta dimensión dada n, también se
adjuntara un subı́ndice y se escribirá n(P − m). Para las corepresentaciones de
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tipo finito se omitirán los paréntesis y los subı́ndices. Si el poset P tiene un solo
tipo de corepresentación indescomponible, esta se denotará por (P).
Sea P un poset equipado con un punto fuerte maximal (resp. minimal) ζ y
Q = P \ ζ. El subconjunto de todos los puntos comparables en Q con el punto
ζ se denota por K. Si una corepresentación indescomponible U del poset Q de
tipo (Q − m) satisface la condición U
∼
K ̸= U0 (resp. U∼ K ̸= 0), entonces U puede
ser extendido a una corepresentación V de P definida por Vx = Ux si x ∈ Q y





x∈K U∼ x). El tipo de corepresentación V del poset P construido en esta
forma es denotado por (Q − m)ζ (resp. (Q − m)ζ) bajo la suposición de que la
condición dimG Uζ/U
∼
K = 1 (resp. dimG U∼ K/Uζ = 1) y que la corepresentación no
depende, salvo isomorfismo, de la elección de Vζ .
Si P contiene puntos fuertes ζ y η maximal y minimal respectivamente, en-
tonces una combinación de dos de los pasos anteriores producirán una corepre-
sentación del tipo (Q −m)ζη donde Q = P \ {ζ, η}. En algunos casos se considera
un punto débil p ∈ P maximal o minimal, en esta situación se trabaja con F-
subespacios en vez de G-subespacios.
5.2. Clasificación de las corepresentaciones in-
descomponibles de los posets K6, A25
El cálculo de la serie de corepresentaciones para el poset K6 se reduce al
problema matricial del haz clásico, resuelto completamente por Kronecker [17]
(véase [11, 44] para soluciones cortas recientes). El resto de corepresentaciones
ciertas de K6 se obtienen mediante la diferenciación de las corepresentaciones
del poset A25. Por esto la clasificación de las corepresentaciones de ambos posets
se obtiene simultáneamente.
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Teorema 5.1. El poset crı́tico K6 = {a, b} posee 6 tipos de corepresentaciones
indescomponibles sobre la pareja (F, G) (salvo dualidad y permutación de los
puntos), listados junto con sus corepresentaciones duales en forma matricial en
la tabla 5.1.
tipo dmin paso f(d) A B k1 k2 k3 l1 l2 l3
1
1
1 2 µ 1 In
→
I n + ξ
←
I n 0 1 1 0 0 0
1∗
1




n 0 0 0 0 1 1
2
1
2 2 2µ 2 C2n+1 C2n+1 +
⇔↓
I2n 1 1 2 0 0 0
2∗
1






2n−1 0 0 0 1 1 2
3 = 3̃∗
1
2 0 2µ 2
→




2n 1 0 0 0 1 0
4 = 4∗
2
2 2 2µ 0 P2n R
↑
2n 0 1 0 0 1 0
5 = 5∗
1
1 1 µ 0 In In + ξJ
+
n (0) 0 0 1 0 0 1
6 = 6∗
1
1 1 µ 0 In ξIn +X 0 0 0 0 0 0
Tabla 5.1. Clasificación de las corepresentaciones indescomponibles del poset crı́tico K6.
En la tabla 5.1 µ es la raı́z imaginaria (1, 1, 1) de la forma cuadrática de Tits
asociada al poset K6. El bloque marcado con X de la serie de corepresentaciones
(K6 − 6) representa un bloque indescomponible de Frobenius sobre F. La core-
presentación K6 − ĩ se obtiene de K6 − i cambiando el punto a por b y viceversa.
además se utilizan las siguientes convenciones:
k1 = dimG U∼ a, k2 = dimG U∼ b, k3 = dimF Ua ∩ Ub,
l1 = codim G U
∼
a, l2 = codim G U
∼
b, l3 = codim F Ua + Ub.
Proposición 5.2. Cada uno de los posets A25 = {a; b▹ η} y A∗25 = {a; η ▹ b} tiene
5 tipos de corepresentaciones indescomponibles ciertas en el punto η y se listan
en la tabla 5.2
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n(A25 − 1) = n(K6 − 1∗)η n(A∗25 − 1) = n(K6 − 1)η
2n−1(A25 − 3) = 2n−1(K6 − 2∗)η 2n−1(A∗25 − 3) = 2n−1(K6 − 2)η
2n−1(A25 − 4) = 2n−1(K6 − 3)η 2n−1(A∗25 − 4) = 2n−1(K6 − 3∗)η
2n(A25 − 5) = 2n(K6 − 4)η 2n(A∗25 − 5) = 2n(K6 − 4)η
2(A25 − 2) = F14 − C
2n+2(A25 − 2) = Int 2n+1(A25 − 3) 2n(A∗25 − 2) = 2n(A25 − 2)∗
Tabla 5.2. Descripción de las corepresentaciones de A25. En todos los casos n ≥ 1.
Prueba. Considere una corepresentación U de K6 indescomponible y cierta.
Primer caso: U
∼
b ̸= U0. Entonces U se puede extender de forma natural a una
corepresentación V de A25, con V |{a,b} = U donde Vη = U
∼
b. Una corepresentación
como V no es cierta en η y se obtiene por integración V̂II de una corepresentación
W de menor dimensión con soporte en A′25 (observe que la pareja (a, η) de A25 es
V̂II-adecuada, la figura 5.1 muestra la acción combinatorial de A′25). Más pre-
cisamente la clasificación se obtiene inductivamente por integración de corepre-
sentaciones W tales que Supp W = {a+, b} y W |{a+,b} ∈ {F14−A, F14−B, F14−C},
es decir que la clasificación se obtiene integrado inicialmente las corepresenta-

















Figura 5.1. Descripción combinatorial de la diferenciación-V̂II aplicada al poset A25.
En particular se tienen tres definiciones recursivas (siguiendo la notación de
la página 41), la primera 2(K6 − 1∗) = Int (F14 − A); n(A25 − 1) = Int n(K6 − 1∗);
n(K6−1∗) = Int n−1(A25−1), vea el ejemplo de la tabla 5.3. La segunda 3(K6−2∗) =
Int (F14−C); n(A25−3) = Int n(K6−2∗); n(A25−2) = Int n−1(A25−3); n(K6−2∗) =
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Int n−1(A25 − 2). La tercera 2(K6 − 4) = Int (F14 −B); 2n(A25 − 5) = Int 2n(K6 − 4);











1 ξ 0 1




1 ξ 0 0 0
0 1 0 1 ξ




1 ξ 0 0 0 1
0 1 0 1 ξ 0
0 0 1 0 1 0
3(A25 − 1)
−→ · · ·
Tabla 5.3. Ejemplo de integración matricial de las corepresentaciones de K6 y A25, co-
menzando con F14 −A.
Segundo caso: U∼ b ̸= 0. Entonces U se puede extender a alguna corepresen-
tación de A∗25 (en forma análoga al caso anterior) y por consideraciones duales
se obtiene la clasificación de indescomponibles para A∗25 y las corepresentaciones
duales para K6 del primer caso. Otra forma de obtener esta clasificación es apli-
car directamente dualidad y el lema 2.1, a las corepresentaciones de A25 y K6
obtenidas en el caso anterior.
Tercer caso: U
∼
b = U0 y U∼ b = 0. Entonces la matriz M de corepresenta-
ción asociada a U tiene la forma
a b
∗ In . Para continuar reduciendo la corepre-
sentación M teniendo cuidado de no cambiar el bloque identidad en Mb solo es
permitido aplicar transformaciones F-elementales de filas sobre toda la matriz
y transformaciones F-elementales de forma independiente sobre los bloques Ma
and Mb.
Este problema corresponde precisamente al problema clásico del haz (Kro-
necker) sobre el campo F, a saber, como el bloque cuadrado Ma tiene coeficientes
sobre G, tomamos A = Re(Ma) y B = Im(Ma), estas matrices están sobre F y las
transformaciones elementales anteriores corresponden a las siguientes transfor-
maciones de similitud de forma simultanea
(A, B) 7−→ (X−1AY, X−1BY ),
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donde X, Y son matrices cuadradas no singulares sobre F.
Los cuatro tipos de soluciones de este problema (vea por ejemplo [11, 44])
inducen las corepresentaciones indescomponibles de K6 de los tipos 1̃, 1̃∗, 5, y 6
(la serie).
5.3. Clasificación de las corepresentaciones in-
descomponibles de los posets A28, A29, A33, A34,
A45 y sus duales
Los posets A28, A29, A34 y A45 tienen parejas V̂II-adecuadas (A45 se obtiene
por completación de A33) entonces sus corepresentaciones indescomponibles se
obtienen por V̂II-integración de corepresentaciones indescomponibles (no nece-
sariamente ciertas de su poset derivado). En particular, la pareja (a, η) del poset
A28 = {a ▹ ζ; b ▹ η} es V̂II-adecuada, vea la figura 5.2, y su único tipo de core-
presentación indescomponible se obtiene integrando corepresentaciones indes-
componibles de A′28 ciertas solamente en {a− ▹ ζ; b} del tipo (A25 − 3). En este
caso el tipo de corepresentación (A28) coincide con la corepresentación extendida





















Figura 5.2. Descripción combinatorial de la diferenciación V̂II aplicada al poset A28.
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Proposición 5.3. Cada uno de los posets A28 = {a▹ ζ; b▹ η}, A29 = {a; b▹ η▹ θ},
A33 = {a▹ ζ; η▹ b}, A34{a; η▹ b▹ θ}, A45{a▹ ζ◃ η▹ b} y sus posets duales tiene un
tipo de corepresentación indescomponible cierta en todos sus puntos fuertes que
se listan en la tabla 5.4.
2n−1(A28) = 2n−1(A25 − 3)ζ 2n−1(A∗28) = 2n−1(A∗25 − 3)ζ
2n(A29) = 2n(A25 − 2)θ 2n(A∗29) = 2n(A∗25 − 2)θ
2n−1(A33) = 2n−1(A∗25 − 4)ζ 2n−1(A45) = 2n−1(A∗25 − 4)ζ
2n(A34) = 2n(A∗25 − 5)θ
Tabla 5.4. Descripción de las corepresentaciones de A28, A29, A33, A34 y A45. En todos los
casos n ≥ 1.
5.4. Clasificación de las corepresentaciones in-
descomponibles de los posets A38, A39, A41, A46
y sus duales
Para calcular las corepresentaciones de los posets A38, A∗38 y A41 reducimos
el problema matricial mixto a un problema matricial sobre representaciones del
poset K8, esta clasificación se encuentra en [38]. Análogamente el problema ma-
tricial sobre corepresentaciones de K8 puede ser reducido a uno sobre represen-
taciones de posets equipados.
Sea U una representación indescomponible de K8 = {ϱ, σ, a} y M su respec-
tiva representación matricial1. Como {ϱ, σ} ⊂ K8 es un subposet ordinario, los
1Los bloques Mϱ, Mσ tienen coeficientes sobre F, y Ma sobre G, adicionalmente podemos apli-
car transformaciones F-elementales de filas sobre toda la matriz, ası́ como transformaciones
F-elementales (resp. G-elementales) de columnas, de manera independiente, a las franjas co-
rrespondientes a los puntos ϱ, σ (resp. al punto a).
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bloques Mϱ, Mσ pueden ser reducidos como una dı́ada ordinaria. Observe que Ma
debe ser indescomponible y que tiene coeficientes sobre G.
Asignamos a cada franja horizontal de M un punto del poset A41 como en
la figura 5.3. Para preservar los bloques reducidos Mr y Ms podemos aplicar
transformaciones G-elementales de columna al bloque Ma, transformaciones F-
elementales de filas independientes de cada franja horizontal y adiciones de fila
sobre F entre las franjas horizontales las cuales sugeridas por el poset A41.
Por lo tanto, podemos establecer una correspondencia biyectiva entre las re-
presentaciones indescomponibles de K8 y corepresentaciones indescomponibles
de los subposets de A41.
La matriz de la figura 5.3 corresponde a una representación matricial reduci-
da de K8. Los campos sobre los cuales se hacen las transformaciones elementales















Figura 5.3. Representación matricial reducida indescomponible M de K8 (los bloques
vacı́os denotan bloques de ceros).
Nota 4. Si M es una corepresentación matricial indescomponible de K8 podemos
reducirla como en el caso de representaciones. La matriz de la figura 5.3 también
corresponde a una corepresentación matricial reducida de K8 pero los campos
sobre los cuales se efectúan las transformaciones cambian, es decir, en vez de
hacer transformaciones sobre el campo F se hacen sobre el campo G y viceversa.
Entonces podemos establecer una relación análoga entre las corepresentaciones
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indescomponibles de K8 y las representaciones indescomponibles de A38, A∗38, A41
y K6.
Nota 5. Una representación indescomponible cierta no trivial de K8 solo corres-
ponde a alguna corepresentación indescomponible de A38, A∗38, A41 o K6. Además,
la serie de representaciones de K8 esta relacionada a la serie de corepresenta-
ciones de K6, entonces la serie se reduce al problema clásico del haz sobre F.
Nuestros cálculos son basados en la clasificación de representaciones de K8
sobre la pareja (R,C) dada en [38]. Esta clasificación fue obtenida (exceptuando
la serie de representaciones) usando la técnica de diferenciación VII y comple-
tación, que son validas para cualquier extensión cuadrática de campos (F,G).
De este modo, las formas matriciales de representaciones descritas obtenidas
allı́ coinciden con la clasificación matricial sobre la pareja (F,G).
Proposición 5.4. Cada uno de los posets A38 = {a ≺ q ≻ b} y A∗38 = {a ≻ q ≺ b}
tiene 4 tipos de corepresentaciones indescomponibles ciertas en el punto q (salvo
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Prueba. Basados en las consideraciones anteriores, es claro que las corepresen-
taciones indescomponibles de A38 están en biyección con las representaciones
indescomponibles U de K8 tales que Ur ∩Us ̸= 0 y Ur +Us = U0, de forma dual las
corepresentaciones de A∗38 están en correspondencia aquellas representaciones
de K8 que satisfacen Ur ∩ Us = 0 y Ur + Us ̸= U0.
n(A38 − 2) = n(K6 − 1̃∗)q n(A∗38 − 2) = n(K6 − 1̃)q
n(A38 − 3) = n(K6 − 5)q n(A∗38 − 3) = n(K6 − 5)q
2n−1(A38 − 4) = 2n−1(K6 − 2∗)q 2n−1(A∗38 − 4) = 2n−1(K6 − 2)q
Tabla 5.5. Descripción de algunas corepresentaciones indescomponibles de A38 en forma
breve. En todos los casos n ≥ 1.
Proposición 5.5. Cada uno de los posets A41 = {p ≺ {a, b} ≺ q}, y A46 = {p ≺
{a, b} ≺ q; p▹ q} tiene 1 tipo, salvo automorfismo de posets equipados, de corepre-
sentaciones indescomponibles ciertas en los puntos p y q teniendo las siguientes
formas matriciales:
n(A41) = n(A46) = n(K6 − 5)qp, donde n ≥ 2.
Prueba. Para el caso de A41 = {p ≺ {a, b} ≺ q} consideramos las representacio-
nes de K8 que satisfacen Ur ∩ Us ̸= 0 y Ur + Us ̸= U0. La pareja (p, q) de A41 es
especial para la completación y A41 = A46, por propiedades de la completación
(vea sección 4.4) la clasificación de corepresentaciones ciertas indescomponibles
de ambos posets coinciden.
Nota 6. Considerando las representaciones de K8 con la condición Ur ∩ Us = 0 y
Ur + Us = U0, se corrobora la clasificación de corepresentaciones de K6 obtenida
en el teorema 5.1.
Algunas corepresentaciones de A38 y A39 están relacionadas por medio de la
diferenciación V̂II, por esto, algunas corepresentaciones de A38 y A39 se pueden
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expresar en términos de la integración V̂II de manera recursiva, en particular
se tiene otra forma de expresar las corepresentaciones (A38 − i) con i = 1, 2, 4.
Proposición 5.6. Cada uno de los posets A39 = {a ≺ q ≻ b▹ θ} y A∗39 = {a ≻ q ≺
b◃ θ} tiene 10 tipos de corepresentaciones indescomponibles ciertas en los puntos
p y θ, en el caso de A39 se listan en la tabla 5.6.
2(A39 − 1) = F15 − A n+1(A39 − 1) = Int n(A39 − 1)
1(A39 − 2) = F15 −B n(A39 − 2) = Int n(A38 − 2̃)
1(A39 − 3) = F14 − A n(A39 − 3) = Int n(A38 − 1)
2(A39 − 4) = F15 − C n+1(A39 − 4) = Int n(A39 − 3)
2(A39 − 5) = F15 −D n+1(A39 − 5) = Int n(A39 − 5)
1(A39 − 6) = F14 −B 2n−1(A39 − 6) = Int 2n−1(A38 − 4)
2(A39 − 7) = F15 − E 2n(A39 − 7) = Int 2n−1(A39 − 6)
2(A39 − 8) = F14 − C 2n(A39 − 8) = Int 2n−1(A39 − 10)
3(A39 − 9) = F15 −G 2n+1(A39 − 9) = Int 2n(A39 − 8)
3(A39 − 10) = F15 − F 2n+1(A39 − 10) = Int 2n−1(A39 − 9)
Tabla 5.6. Clasificación de corepresentaciones de A39. En todos los casos n ≥ 2.
Prueba. Si U es una corepresentación indescomponible de A38 tal que U
∼
a ̸= U0 o
U
∼
b ̸= U0, entonces U puede ser extendida naturalmente a una corepresentación
indescomponible no cierta V de A39 (asuma por ejemplo que U
∼
b ̸= U0, el otro
caso es análogo), V se define de tal forma que V |A38 = U y Vθ = U
∼
b. La pareja
(a, θ) de A39 es V̂II-adecuada y una corepresentación como V se obtiene por V̂II-
integración de una corepresentación de menor dimensión con soporte en A′39. Las
corepresentaciones de A∗39 se obtienen por dualidad y aplicando el lema 2.1.
Para las corepresentaciones del poset A∗39 se tiene la siguiente convención,
(A39∗− i) = (A39− i)∗ siempre que i = 1, 4, 5, 8, 9, 10, para el caso (A∗39−7) se aplica
dualidad y el lema 2.1, el resto se obtiene como sigue: (A∗39 − 2) = (A∗38 − 2)θ;
(A∗39 − 3) = (A∗38 − 1)θ; (A∗39 − 6) = (A∗38 − 4)θ.
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Utilizando la clasificación de las corepresentaciones de A39 se obtiene una
nueva forma de expresar algunas corepresentaciones de A38, partiendo de las
corepresentaciones del poset finito F13 (vea el apéndice A) y son presentadas en
la tabla 5.7.
1(A38 − 1) = F13 − A n+1(A38 − 1) = Int n(A39 − 4)
1(A38 − 2̃) = F13 − A n+1(A38 − 2̃) = Int n(A39 − 2)
1(A38 − 4) = F13 −B 2n+1(A38 − 4) = Int 2n(A39 − 7)
Tabla 5.7. Otra descripción para algunas corepresentaciones de A38. En todos los casos
n ≥ 1.
Nota 7. Cuando estudiamos el caso en que U satisface la condición U
∼
a = U0 y
U
∼
b = U0, se obtiene la corepresentación (A38 − 3).
5.5. Posets con subconjuntos bien insertados de
tipo K6
Además de los algoritmos de diferenciación es importante establecer algunas
propiedades invariantes sobre las corepresentaciones de posets, en particular
sobre aquellas de posets que contienen a conjuntos crı́ticos. En esta sección se
definirán los posets con subconjuntos bien insertados de tipo K6, y posteriormen-
te en el capı́tulo 7 serán probadas, para ello se requiere conocer únicamente la
clasificación de corepresentaciones indescomponibles de los posets A28, A38 y de
una cadena débil (lema 4.1).
Un subposet K6 = {a, b} ⊂ P se llama bien insertado en P si los subconjuntos
(ag b) = {x ∈ P : a  x, b  x}, (af b) = {x ∈ P : x  a, x  b}
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son cadenas y cada uno de los subconjuntos N(a) y N(b) (de tipo (2.2)) es una
cadena con un único punto débil, observe la figura 5.4 en la cual c1, . . . , c4 son

























Figura 5.4. Ejemplo de un subconjunto bien insertado de tipo K6.
Teorema 5.7. Si un poset equipado P contiene un subconjunto bien insertado
K6, entonces cada corepresentación indescomponible (no necesariamente cierta)
U de P satisface las siguientes condiciones:





(2) Ua + Ub = U0 o U∼ a = U∼ b = 0.
El siguiente corolario y el corolario 6.9 generalizan el lema del zigzag para
representaciones de posets ordinarios, para el caso de corepresentaciones de po-
sets equipados y es útil para obtener la clasificación de corepresentaciones y el
criterio de un parámetro para posets equipados, la prueba del corolario es inme-
diata a partir del teorema 5.7.
Corolario 5.8. Asuma que un posets equipado P contiene un subconjunto bien
insertado K6 como antes y dos puntos p, q tales que q ▹ a y {a, b} < p, o q < {a, b}
y a ▹ p. Entonces cada corepresentación indescomponible de P no es cierta en uno
de los puntos p, q.
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5.6. Clasificación de las corepresentaciones in-
descomponibles del poset A42
Proposición 5.9. Cada uno de los posets A42 = {{a, b} ≺ q ≺ r} y A∗42 = {r ≻ q ≻
{a, b}} tiene 1 tipo de corepresentación indescomponible cierta en el punto r, salvo
automorfismo de posets equipados, teniendo las siguientes formas matriciales
1(A42) = F17 n(A42) = n(A38 − 1)r
1(A42)
∗ = F17 n(A
∗
42) = n(A42 − 0)∗
donde n(A42 − 0) := n(A38 − 1) con Supp n(A42 − 0) = {a, b, q} y n ≥ 2
Prueba. Sea U una corepresentación indescomponible cierta de A42, y descom-






como U es cierta en r entonces Ua + Ub ̸= U0, y aplicando el teorema 5.7, se tiene
que U∼ a = U∼ b = 0 y equivalentemente V∼ a = V∼ b = 0, por lo tanto cada sumando






= 0, adicionalmente V iq ̸= V i0 , de lo contrario V i
serı́a un sumando directo de U . En conclusión, cada sumando V i o bien es cierto
en el punto q y entonces es del tipo (A38− 1) o bien no es cierto en el punto q y de
hecho es del tipo (K6 − k) para k = 1∗, 1∗, 2∗, 5.
Considere la matriz de corepresentación M = MU , ponemos en las franjas
correspondientes a los puntos a, b, q las formas canónicas matriciales de las
corepresentaciones V i ya conocidas, y en la franja correspondiente al punto r
dejamos el mı́nimo número de bloques no nulos. En esta última franja se tie-
ne el problema de clasificar las representaciones de una guirnalda G ordenada
como en (5.1), más precisamente la franja del punto r es separada en franjas
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horizontales enumeradas de la siguiente forma
a1 < b1 < {c1, c̃1} < b2 < a2 < · · ·
< an < b2n < {cn, c̃n} < b2n+1 < an+1 < dn < · · · < d1
(5.1)
los bloques matriciales correspondientes a los puntos fuertes bi, ci, c̃i y di (i ≥ 1)
en la franja r tienen coeficientes sobre2 F, mientras los bloques correspondientes
a los puntos débiles ai en la franja r tienen coeficientes sobre G, las trasforma-
ciones admisibles entonces son de la forma (a)-(d) (vea sección 2.3) sugeridas por
el orden dado en (5.1), en la figura 5.5 se presenta un ejemplo de esta situación.
Nota 8. El problema de la guirnalda se obtiene asociando a cada una de las
franjas ak, bk, ck, c̃k y dk (k ≥ 1) las sumas de corepresentaciones matriciales de
2k−1(K6 − 2∗), k(A38 − 1), k(K6 − 1), k(K6 − 1∗), y k(K6 − 5) respectivamente.
Entonces el problema de encontrar corepresentaciones indescomponibles de
A42 se reduce al problema de clasificar las representaciones indescomponibles de










donde x puede ser cualquiera de las puntos ai, bi, ci, c̃i o di.
De todas estas representaciones indescomponibles la única que produce una
corepresentación indescomponible cierta de A42 en los puntos q, r es un bloque
identidad en alguna de las franjas bi, que esta asociada a una extensión de una
corepresentación de tipo (A38 − 1), como se querı́a probar. La corepresentación
del poset dual se obtiene bajo las las consideraciones del lema 2.1.
2Originalmente el bloque Mr tiene coeficientes sobre G sin embargo utilizando operaciones
de columna los coeficientes de esta franja pueden volverse sobre F
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a b q r
I I F
I 0 I ξI
0 I 0 I
ξI 0 ξI 0 0
0 ξI 0 ξI I F
0 0 I ξI 0
ξI I 0 0
0 ξI ξI 0 G












































Figura 5.5. Corepresentación de A42 y su relación con las representaciones de una guir-
nalda.
Lema 5.10. Si P es uno de los posets K6, A25, A28, A29, A38, A39 o A42, entonces
cada uno de las corepresentaciones indescomponibles de P satisface las siguientes
condiciones




b = U0 para P ̸= A39;






b = U0, para cualquier P;
U
∼
a + Ub = U0, si P ̸= A38, A39, A42;
U
∼
a + Up = U0, si P = A38, A42;
U
∼
θ + Up = U0, si P = A39;
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Este lema se puede verificar fácilmente haciendo una revisión exhaustiva de
la clasificación de corepresentaciones de esos posets.
5.7. Clasificación de las corepresentaciones in-
descomponibles del poset K7
En esta sección se presenta la clasificación de las corepresentaciones indes-
componibles del poset crı́tico K7. Además se prueba que no existen otros posets
equipados de un parámetro que contienen a K7.
El poset K7 = {a ≺ p ≺ q; θ} posee una pareja V̂II-adecuada (a, θ), vea la
figura 5.6, de este modo, su clasificación se obtiene por integración de las core-
presentaciones indescomponibles (no necesariamente ciertas) de los posets equi-
pados clasificados en este capı́tulo. Incluso la serie de corepresentaciones se ob-
tiene de la serie de K6. Observe que K7 es autodual y se tiene la convención
(K7 − i)∗ = (K7 − i∗) para las corepresentaciones duales.
Teorema 5.11. El poset critico K7 = {a ≺ p ≺ q; θ} posee 48 tipos de corepresen-
taciones indescomponibles sobre la pareja (F, G) con forma de Tits diferente de 0,
listados en las tablas 5.8 y 5.9, además este poset tiene infinitas corepresentacio-
nes indescomponibles (no isomorfas dos a dos) cuyas dimensiones son múltiplos
de la raı́z imaginaria µ = (2, 1, 1, 1, 1), casi todas ellas son generadas (de cada
dimensión dada) por la siguiente serie de corepresentaciones
a p q θ
I X I I
I ξI
donde X es un bloque indescomponible de Frobenius sobre F y d = (d0, da, dp, dq, dθ).
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(K7 − 1) = Int (K6 − 1) (K7 − 1∗) = Int (K6 − 1∗)
(K7 − 2) = Int (K6 − 1̃) (K7 − 2∗) = Int (K6 − 1̃∗)
(K7 − 3) = Int (A38 − 1) (K7 − 3∗) = Int (A38∗ − 1)
(K7 − 4) = Int (A38 − 2) (K7 − 4∗) = Int (A38∗ − 2)
(K7 − 5) = Int (A38 − 2̃) (K7 − 5∗) = Int (A38∗ − 2̃)
(K7 − 6) = Int (A38 − 3) (K7 − 6∗) = Int (A38∗ − 3)
(K7 − 7) = Int (A25 − 1) (K7 − 7∗) = Int (A25∗ − 1)
(K7 − 8) = Int (A39 − 1) (K7 − 8∗) = Int (A39∗ − 1)
(K7 − 9) = Int (A39 − 2) (K7 − 9∗) = Int (A39∗ − 2)
(K7 − 10) = Int (A39 − 3) (K7 − 10∗) = Int (A39∗ − 3)
(K7 − 11) = Int (A39 − 4) (K7 − 11∗) = Int (A39∗ − 4)
(K7 − 12) = Int (A39 − 5) (K7 − 12∗) = Int (A39∗ − 5)
Tabla 5.8. Corepresentaciones del poset K7 y forma de Tits con valor 1.
(K7 − 13) = Int (K6 − 2) (K7 − 13∗) = Int (K6 − 2∗)
(K7 − 14) = Int (K6 − 3) (K7 − 14∗) = Int (K6 − 3∗)
(K7 − 15) = Int (A38 − 4) (K7 − 15∗) = Int (A38∗ − 4)
(K7 − 16) = Int (A25 − 2) (K7 − 16∗) = Int (A25∗ − 2)
(K7 − 17) = Int (A25 − 3) (K7 − 17∗) = Int (A25∗ − 3)
(K7 − 18) = Int (A25 − 4) (K7 − 18∗) = Int (A25∗ − 4)
(K7 − 19) = Int (A39 − 6) (K7 − 19∗) = Int (A39∗ − 6)
(K7 − 20) = Int (A39 − 7) (K7 − 20∗) = Int (A39∗ − 7)
(K7 − 21) = Int (A39 − 8) (K7 − 21∗) = Int (A39∗ − 8)
(K7 − 22) = Int (A39 − 9) (K7 − 22∗) = Int (A39∗ − 9)
(K7 − 23) = Int (A39 − 10) (K7 − 23∗) = Int (A39∗ − 10)
(K7 − 24) = Int (K6 − 4)
(K7 − 25) = Int (A33)
Tabla 5.9. Corepresentaciones del poset K7 y forma de Tits con valor 2, los tipos de
corepresentación 24 y 25 son autoduales.






































Figura 5.6. Descripción combinatorial del algoritmo de diferenciación D-V̂II aplicado a
K7.
Los siguientes lemas establecen que solo existe un poset equipado cierto de
un parámetro que contiene a K7, él mismo. Los siguientes hechos y notaciones
se utilizan en sus pruebas.
Note que todo poset equipado cierto de un parámetro P conteniendo un sub-
conjunto critico K7 tiene la siguiente forma:
P = K7 + (K7)
H + (K7)N. (5.3)
Para x ∈ (K7)H ⊂ P, con la forma (5.3), se cumple una de las siguientes cuatro
condiciones: (1) q ▹ x; (2) {p, θ} ▹ x; (3) q ≺ x y θ ▹ x; (4) q ≺ x y p ▹ x. Para
la situación en que x ∈ (K7)N se cumple una de la cuatro condiciones duales: (1’)
a◃ x; (2’) {p, θ}◃ x; (3’) x ≺ a y θ ◃ x; (4’) x ≺ a y p◃ x.
Dada una corepresentación W de P, como en (5.3), denotamos por r = rW =
(r1, r2, r3, r4) un vector de codimensiones donde r1 = codim G W
∼
q; r2 = codim G W
∼
p+
Wθ; r3 = codim FWq + Wθ; r4 = codim FWq + W
∼









4) donde r∗1 = dimG W∼ a; r
∗
2 = dimG W∼ p ∩Wθ; r
∗
3 = dimFWa ∩Wθ;
r∗4 = dimFWa ∩ W∼ p.
Haciendo una revisión exhaustiva de las corepresentaciones de las tablas 5.8
y 5.9 se tiene que las corepresentaciones indescomponibles W de K7 para las cua-
les rW ̸= 0 son las listadas en la tabla 5.10 (denotadas por Wi con i ∈ {1, . . . , 9}),
también observe que para esas mismas corepresentaciones r∗W = 0.
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W1 ∼= 1(K7 − 2∗), rW1 = (0, 0, 0, 1); W6 ∼= 1(K7 − 12), rW6 = (0, 1, 1, 1);
W2 ∼= 2(K7 − 8), rW2 = (0, 0, 0, 1); W7 ∼= 1(K7 − 15), rW7 = (0, 2, 0, 0);
W3 ∼= 1(K7 − 9), rW3 = (0, 0, 1, 0); W8 ∼= 2(K7 − 21), rW8 = (0, 1, 0, 2);
W4 ∼= 2(K7 − 10), rW4 = (0, 0, 0, 1); W9 ∼= 1(K7 − 22), rW9 = (1, 1, 2, 2);
W5 ∼= 1(K7 − 11), rW5 = (0, 0, 1, 0);
Tabla 5.10. Corepresentaciones de K7 con r ̸= 0.
Lema 5.12. Si P es un poset equipado cierto de un parámetro conteniendo un
subconjunto crı́tico K7 entonces (K7)H = ∅ o (K7)N = ∅.
Prueba. Sea U ∈ Ind P cierta en x ∈ (K7)H. Tomamos V = U |K7 una corepresen-




Como U es cierta en x, para cada sumando V j ≃ Wi (i ∈ {1, . . . , 9}), entonces U
no es cierta en (K7)N porque r∗W = 0 para W = Wi. De manera análoga se prueba
que U no es cierta en (K7)H siempre que U ∈ Ind P se suponga cierta en (K7)N
Lema 5.13. Si P es un poset equipado cierto de un parámetro conteniendo un
subconjunto K7, entonces P = K7.
Prueba. Por las consideraciones hechas anteriormente se puede suponer que P
tiene la forma 5.3 y (K7)N = ∅. Sea x ∈ (K7)H ∩ maxP y U ∈ Ind P cierta con
d = dim U .
Consideramos la restricción V = U |P\x como una suma directa de corepresen-
taciones indescomponibles V =
⊕
i V
i y denotamos cada uno de sus soportes por
Si = Supp V i. Se puede asumir que Si ⊂ K7 o Si ≃ Fi con i = 13, . . . , 18 (uno de
los posets finitos), este último caso se da cuando Si contiene un punto débil.
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Utilizando la notación del lema anterior, para cada sumando W ≃ V i se tiene
que rW ̸= 0, entonces para Si ⊂ K7 cada corepresentación W es isomorfa a alguna
de las corepresentaciones descritas en el cuadro 5.10.
Si se analiza la forma del vector rW en esos casos, y también calculando para
los casos en que Si ̸⊂ K7 (haciendo algo de combinatoria, tomando en cuenta las
posibles inclusiones de Si en P) se reduce el estudio a los siguientes cuatro casos.
Primer caso: q ▹ x. Entonces para todos los sumandos W , los cuales son
ciertos en un punto débil, se tiene que r1 ̸= 0 y entonces dimF Wa = 0 lo que
implica que da = 0 y U no sea cierta en a, contradicción.
Segundo caso: {p, θ} ▹ x. Entonces para todos los sumandos W , los cuales
son ciertos en un punto débil, se tiene que r2 ̸= 0 y al igual que antes dimFWa = 0
lo que implica que U no sea cierta en a.
Tercer caso: q ≺ x y θ▹x (y también p ≺ x, en otro caso se tendrı́a el segundo
caso). Entonces r3 ̸= 0 y por lo tanto para todos los sumandos W se tendrı́a que
dimG Wθ = 0 (|Si| ≤ 2 si todos los puntos de Si son fuertes y θ ∈ Si) y U no serı́a
cierta en θ.
Cuarto caso: q ≺ x y p▹ x (y también x ∥ θ, en otro caso se tendrı́a el tercer
caso). Entones Si ⊂ K7 para todo i y P = K7 + x. Como en este caso r4 ̸= 0, los
sumandos W ≃ V i son isomorfos a alguno entre W1,W2,W4,W6,W8,W9.
Considere la realización matricial MU de U , luego de reducir en la restricción
MV se obtiene un problema matricial de tipo mixto sobre la franja vertical x. Las
columnas en esta franja se pueden reducir por transformaciones sobre G y las
filas, separadas en seis franjas (enumeradas según la corepresentación corres-
pondiente), están dadas por los puntos de la cadena 9 < 6 < 8 < 2 < 4 < 1.
Las franjas 9, 8 (1, 2, 4, 6) son reducidas por transformaciones G-elementales (F-
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elementales). Entonces el problema sobre la franja x es un problema sobre clasi-
ficación de representaciones de una cadena.
Los subconjuntos ciertos de esta cadena son conjuntos unitarios, y por lo tanto
da = 0 o db = 0 y en cualquier caso contradice la suposición inicial, que U es
cierta. Con esto finaliza la prueba.
Capı́tulo 6
Clasificación de las corepresentaciones
indescomponibles de los posets equipados de
un parámetro conteniendo a K8 ó K9
En este capı́tulo se presenta una clasificación completa (en forma matricial) de
las corepresentaciones indescomponibles ciertas de los posets equipados K8, K9,
A26, A27, A30, A31, A32, A35, A36, A37, A40, A43, A44, A47, A48 y sus posets duales,
sobre una extensión cuadrática arbitraria de campos.
La clasificación de las corepresentaciones indescomponibles de los posets equi-
pados mencionados anteriormente está basada esencialmente en la clasificación
de corepresentaciones matriciales del poset crı́tico K8 que se encuentra en la sec-
ción 6.1 junto con la prueba del teorema C2 (enunciado en esta sección como el
teorema 6.1).
Para hallar la clasificación de corepresentaciones del poset K8 se estudian
extensiones separables e inseparables y se tiene en cuenta la caracterı́stica del
campo F, esto conduce a que la serie de corepresentaciones para K8 sea expre-
sada en términos de la solución del problema del haz semilineal (véase [7]) o del
problema del haz pseudolinear (originalmente en [35]). Esos problemas también
fueron considerados recientemente con detalles en [44] y [45].
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6.1. Clasificación de las corepresentaciones in-
descomponibles del poset K8
La clasificación de corepresentaciones de K8 es inducida por la clasificación
de representaciones de A38, A∗38, A41, y K6. Hay que notar que la clasificación de
representaciones se obtuvo en [37] para la pareja (R,C), pero puede ser exten-
dida a una pareja de campos más general (F,G), debido a que las técnicas de
diferenciación que se utilizaron son independientes de la elección de la exten-
sión cuadrática. Sin embargo la serie de representaciones de K6 no puede ser
calculada con técnicas de diferenciación. Entonces la serie de representaciones
de K6 sobre la pareja (F,G) se reduce a un problema matricial bicuadrático sobre
F en el sentido de [44, 45].
Teorema 6.1. El poset crı́tico K8 = {ϱ, σ, a} posee 11 tipos de corepresentaciones
indescomponibles sobre una extensión cuadrática de campos F ⊂ G arbitraria
(salvo dualidad y permutación de los puntos fuertes ϱ, σ), se encuentran listados
en las tablas 6.1, 6.2, 6.3 y 6.4.
Para la tabla 6.1 considere la siguiente notación para la serie de corepre-
sentaciones. Si f(t) = a0 + a1t + · · · + an−1tn−1 + tn es un polinomio mónico no
constante sobre G, C(f) = (cij) denota su matriz acompañante usual de orden n
con ci,i+1 = 1, cni = −ai−1 y cij = 0 en otro caso.
Sea G[t, σ, δ] el anillo de polinomios torcidos que consisten de los polinomios
derechos en la variable t sobre G tal que at = taσ+aδ para cualquier a ∈ G, donde
σ es un automorfismo de G y δ es una σ-derivación sobre G. Se denota por I un
subconjunto maximal de los polinomios indescomponibles no similares dos a dos
en G[t, σ, δ].
La serie de K8 para una extensión de campos cuadrática separable F ⊂ G =
F(ξ) con car G ̸= 2 es dada por (K8-6i), entonces, se considera el polinomio mini-
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mal ℘(t) = t2 − q y la conjugación natural a+ ξb = a − ξb (a, b ∈ F). Para (K8-6i),
el polinomio f ∈ I en G[t, σ, δ] se toma el automorfismo σ(a+ ξb) = a− ξb y δ = 0.
La serie de corepresentaciones de K8, para una extensión de campos cuadráti-
ca separable con car G = 2, está dada por (K8-6ii), en este caso el polinomio mi-
nimal de ξ es ℘(t) = t2+ pt+ q con p ̸= 0. En este caso la conjugación natural esta
dada por a+ ξb = a− pb+ ξb y el polinomio f ∈ I en G[t, σ, 0] con σ la conjugación
natural.
Por último, la serie de corepresentaciones de K8 para una extensión insepa-
rable tiene la forma (K8-6iii), entonces car G = 2 y el polinomio minimal de ξ es
℘(t) = t2 + q. Para la serie de este tipo, se toma f ∈ I en G[t, σ, δ] donde σ es el
automorfismo identidad 1 y δ es la 1-derivación sobre G de modo que δ(a) = 0
(a ∈ F) y δ(ξ) = ξ.
MU tiene la forma matricial
ϱ σ a
R 0 A1 A2
0 S A′1 A′2
tipo dmin paso f(d) R A1 A2 S A′1 A′2
1
2







1 1 1 µ 1 In+1 I↓n ξIn+1 In+1 I↑n ξIn+1
2 = 2̃∗
1












0 1 0 µ 2 In In ξIn In+1 I↑n ξI↓n
4 = 4∗
2
1 1 2 µ 0 In In ξJn(0) In In ξIn
5 = 5∗
2
1 1 2 µ 0 In In ξJn(1) In In ξIn
6i
2
1 1 2 µ 0 In In ξIn In [In − C(f)] ξ[In + C(f)]
6ii
2
1 1 2 µ 0 In In ξIn In [In + C(f)] [ξIn + ξC(f)]
6iii
2
1 1 2 µ 0 In In ξIn In [C(f)] ξ[In + C(f)]
Tabla 6.1. Clasificación de corepresentaciones para K8, primera parte.
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MU tiene la forma matricial
ϱ σ a
1 0 . . . 0 1 0 . . . 0 T1 T2
R 0 A1 A2
0 S A′1 A′2
tipo dmin paso f(d) R A1 A2 S A′1 A′2 T1 T2
7
1








In ξIn 0 0 . . . 0 1 0 . . . 0
8
1












In 0 . . . 0 1 0 . . . 0 ξ
9
2








In+1 In+1 ξIn+1 0 0 . . . 0 1 0 . . . 0
10
1




In In ξIn 0 0 . . . 0 1 0 . . . 0
Tabla 6.2. Clasificación de corepresentaciones para K8, segunda parte.
MU tiene la forma matricial
ϱ σ a
R 0 A1 A2
0 S A′1 A′2
0 0 . . . 0 0 0 . . . 0 L1 L2
tipo dmin paso f(d) R A1 A2 S A′1 A′2 L1 L2
7∗
1
0 0 1 µ 1 In In ξ
←−
In In In ξ
−→
In 1 . . . 1 1 ξ . . . ξ ξ
8∗
1
0 0 0 µ 2 In Jn(0) ξIn In In ξJn(0) 1 . . . 1 1 ξ . . . ξ ξ
9∗
2




In 1 . . . 1 1 ξ . . . ξ ξ
10∗
1










In 0 . . . 0 1 0 . . . 0 ξ
Tabla 6.3. Clasificación de corepresentaciones para K8, tercera parte.
tipo
K8 − 11 = 11∗ MU ↔
ϱ σ a
In In 0 ξIn






Tabla 6.4. Clasificación de corepresentaciones para K8, cuarta parte.
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La tabla 6.5 muestra algunas dimensiones y codimensiones importantes que
más adelante harán evidente la relación que existe entre las corepresentacio-
nes indescomponibles de los posets equipados de un parámetro que contienen
a un subconjunto K8 y las de K8. En particular algunas corepresentaciones de
estos posets son simplemente extensiones de alguna corepresentación de K8. las
siguientes convenciones son utilizadas.
k1 = codim G U
∼
a, k2 = codim G(Uϱ + Uσ), k3 = codim F Ua + Uϱ, k4 = codim F Ua + Uσ,
l1 = dimG U∼ a, l2 = dimG(Uϱ ∩ Uσ), l3 = dimF(Ua ∩ Uϱ), l4 = dimF(Ua ∩ Uσ).
tipo k1 k2 k3 k4 l1 l2 l3 l4 tipo k1 k2 k3 k4 l1 l2 l3 l4
1 0 0 0 0 1 0 1 1 7 0 0 0 0 0 1 1 1
1∗ 1 0 1 1 0 0 0 0 7∗ 0 1 1 1 0 0 0 0
2 = 2̃∗ 0 0 0 1 0 0 1 0 8 0 0 0 0 1 1 2 2
3 0 0 0 0 1 0 2 0 8∗ 1 1 2 2 0 0 0 0
3∗ 1 0 2 0 0 0 0 0 9 0 0 0 0 0 1 0 2
4 = 4∗ 0 0 0 1 0 0 0 1 9∗ 0 1 0 2 0 0 0 0
5 = 5∗ 1 0 0 0 1 0 0 0 10 1 0 0 0 0 1 0 0
6 0 0 0 0 0 0 0 0 10∗ 0 1 0 0 1 0 0 0
11 = 11∗ 0 1 0 0 0 1 0 0
Tabla 6.5. Dimensiones de algunos subespacios especiales de K8.
Prueba del teorema 6.1. Sea F ⊂ F(ξ) = G una extensión cuadrática de campos
arbitraria con generador ξ y polinomio minimal ℘(t) = t2 + pt + q. Las raı́ces
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Como la serie de representaciones de K6 es obtenida en [38] por consideracio-
nes matriciales de la forma (6.1)(a), la serie de corepresentaciones de K8 tiene la
forma (6.1)(b).
Observe que los bloques A y B tienen coeficientes sobre G. Ası́, el proble-
ma consiste en encontrar una forma canónica matricial para los bloques A y B
usando transformaciones admisibles que preserven el bloque reducido
ξI
I .
El anterior problema es equivalente al siguiente problema matricial sobre
F. Considere una matriz de la forma (6.1)(c) donde Im(A) = A1, Re(A) = A2,
Im(B) = B1 y Re(B) = B2, entonces las transformaciones admisibles sobre el
bloque de la forma (6.1) (c) están dadas por las soluciones de las ecuaciones (6.2)


















· Z + ξT , (6.3)
donde U + ξV y Z + ξT son G-matrices cuadradas. El problema equivalente
consiste en encontrar una forma canónica para los bloques matriciales de tipo










Z − pT −qT
T Z
. (6.4)
A cada n× n G-matriz U + ξV corresponde una matriz formalmente compleja
U − pV −qV
V U la cual es una 2n × 2n F-matriz. Esta correspondencia induce un
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isomorfismo entre el anillo de matrices n × n sobre G y el anillo de matrices
formalmente complejas 2n× 2n.
Observe que la matriz formalmente compleja asociada a U + ξV tiene la for-
ma
U qV














(1) car G ̸= 2. Asuma que F ⊂ F(ξ) = G es una extensión separable, entonces
podemos considerar el polinomio minimal ℘(t) = t2 + q, en este caso la transfor-













Precisamente, la transformación (6.6) corresponde al problema bicuadrático ho-
mogéneo, el cual se reduce al problema semilineal de Kronecker, vea [44].
Sea G un campo con un automorfismo σ, entonces el problema semilineal
de Kroncker es encontrar la forma canónica matricial para la pareja (A,B) de
matrices sobre G de igual tamaño, utilizando las transformaciones
(A,B) 7−→ (X−1AY,X−1BY σ)
Djoković resolvió este problema en [7] y la solución del correspondiente problema
bicuadrático homogéneo que se encuentra en ([44], Teorema 3) induce la serie de
corepresentaciones matricial de K8 para una extensión separable con car G ̸= 2,
denotada por K8-6i.
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Nota 9. Si consideramos la forma matricial canónica dada en ([44], Teorema 4),
el tipo de corepresentación K8-6i coincide con la serie de corepresentaciones de
K8 dada en [32].
(2) car G = 2. Entonces, para el polinomio minimal ℘(t) = t2 + pt+ q, se tiene










Z − pT −qT
T Z
, (6.7)
este problema corresponde al problema bicuadrático homogéneo para una exten-
sión de campos cuadrática separable F ⊂ G con car G = 2 (véase [45], Teorema
3). Este induce la corepresentación matricial indescomponible K8-6ii.
El caso inseparable
Ahora, consideramos una extensión inseparable F ⊂ F(ξ) = G, entonces
car G = 2 y p = 0, es decir que el polinomio minimal tiene la forma ℘(t) = t2 + q,
ası́ (6.4) toma la forma (6.6), la cual también corresponde al problema bicuadráti-
co homogéneo considerado en [45], este puede ser reducido a un problema (σ, δ)-
pseudolineal de Kronecker, resuelto en [35] por Sergeichuk, se trata de encon-
trar alguna forma canónica matricial para la pareja de matrices (A,B) de igual
tamaño sobre un campo G sujetas a las transformaciones
(A,B) 7−→ (X−1AY,X−1(BY σ + AY δ))
donde σ es un automorfismo del campo G y δ es una σ-derivación derecha sobre
G tal que (ab)δ = abδ + aδbσ. La solución del problema bicuadrático homogéneo
asociado es dado en [45], Teorema 5, y esa forma canónica induce la serie de
corepresentaciones para el caso inseparable que denotamos K8-6iii.
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6.2. Clasificación de las corepresentaciones in-
descomponibles de los posets A26, A27, A30, A31,
A32, A35, A36, A37, A40, A43, A44, A47, A48 y sus dua-
les
El poset A′26 derivado completado con respecto a la diferenciación D-I es un
poset escindible. Las corepresentaciones ciertas del poset original A26 se obtie-
nen por integración de las corepresentaciones indescomponibles de K8 y A27.
Análogamente, el poset A′27 derivado con respecto a la diferenciación D-V̂II es
escindible e integrando las corepresentaciones indescomponibles ciertas de K8
y A26 se obtienen las del poset A27. Las corepresentaciones de los posets dua-
les se obtienen utilizando dualidad y el lema 2.1. La proposición 6.2 describe la





























































Figura 6.2. Descripción combinatorial de la diferenciación V̂II aplicada al poset A27.
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Proposición 6.2. Cada uno de los posets A26 = {ϱ, σ ; a▹ η}, A27 = {ϱ▹ ζ ◃σ ; a}
y sus posets duales tienen 6 tipos de corepresentaciones indescomponibles ciertas
en los puntos η y ζ respectivamente, expresados en las tablas 6.6 y 6.7.
2n(A26 − 1) = 2n(K8 − 1∗)η 2n(A∗26 − 1) = 2n(K8 − 1)η
2n−1(A26 − 2) = 2n−1(K8 − 3∗)η 2n−1(A∗26 − 2) = 2n−1(K8 − 3)η
2n(A26 − 3) = 2n(K8 − 5)η 2n(A∗26 − 3) = 2n(K8 − 5)η
2n−1(A26 − 4) = 2n−1(K8 − 8∗)η 2n−1(A∗26 − 4) = 2n−1(K8 − 8)η
2n−1(A26 − 5) = 2n−1(K8 − 10)η 2n−1(A26 − 5)∗ = 2n−1(K8 − 10∗)η
2(A26 − 6) = (F3 −B)
2n+2(A26 − 6) = Int 2n+1(A27 − 2) 2n+2(A∗26 − 6) = 2n+ 2(A26 − 6)∗
Tabla 6.6. Descripción de las corepresentaciones de A26. En todos los casos n ≥ 1.
2n−1(A27 − 1) = 2n−1(K8 − 7∗)ζ 2n−1(A∗27 − 1) = 2n−1(K8 − 7)ζ
2n−1(A27 − 2) = 2n−1(K8 − 8∗)ζ 2n−1(A∗27 − 2) = 2n−1(K8 − 8)ζ
2n(A27 − 3) = 2n(K8 − 9∗)ζ 2n(A∗27 − 3) = 2n(K8 − 9)ζ
2n−1(A27 − 4) = 2n−1(K8 − 10∗)ζ 2n−1(A∗27 − 4) = 2n−1(K8 − 10)ζ
2n(A27 − 5) = 2n(K8 − 11)ζ 2n(A∗27 − 5) = 2n(K8 − 11)ζ
2(A27 − 6) = (F14 − C)
2n+2(A27 − 6) = Int 2n+1(A26 − 4) 2n+2(A∗27 − 6) = 2n+ 2(A27 − 6)∗
Tabla 6.7. Descripción de las corepresentaciones de A27. En todos los casos n ≥ 1.
Los posets A31, A32, A37 y A47 tienen parejas V̂II-adecuadas y sus indescom-
ponibles se obtienen mediante V̂II-integración como en el caso anterior. Análo-
gamente, A30, A36 tienen parejas I-adecuadas y su clasificación se obtiene por
I-integración. Por otra parte, observe que A∗35 = A47 entonces ambos posets com-
parten las mismas corepresentaciones indescomponibles ciertas. La clasificación
de corepresentaciones de los posets duales se obtiene por dualidad y aplicando
el lema 2.1. De esto se sigue la proposición 6.3.
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Proposición 6.3. Cada uno de los posets A30, A31, A32, A35, A36, A37, A47 y sus
duales tiene un tipo de corepresentación indescomponible cierta en todos sus pun-
tos fuertes y expresados en la tabla 6.8
2n(A30) = 2n(A26 − 6)θ 2n−1(A31) = 2n−1(A26 − 4)ζ 2n(A32) = 2n(A27 − 6)θ
2n(A
∗
30) = 2n(A∗26 − 6)θ 2n−1(A∗31) = 2n−1(A∗26 − 4)ζ 2n(A∗32) = 2n(A∗27 − 6)θ
2n−1(A35) = 2n−1(A26 − 5)ζ 2n(A36) = 2n(A∗26 − 3)θ 2n(A37) = 2n(A∗27 − 5)θ
2n−1(A47) = 2n−1(A∗26 − 5)ζ 2n(A∗36) = 2n(A26 − 3)θ 2n(A∗37) = 2n(A27 − 5)θ
Tabla 6.8. Descripción de las corepresentaciones de A30, A31, A32, A35, A36, A37 y A47. En
todos los casos n ≥ 1. Observe que A47 = A∗35 es un poset completado, Por tanto, estos
tienen el mismo tipo de corepresentaciones indescomponibles ciertas.
El siguiente lema se sigue facilmente haciendo una inspección de las clasi-
ficaciones de corepresentaciones obtenidas hasta ahora y será utilizado en el
capı́tulo 7.
Lema 6.4. Sea P un poset equipado el cual coincide con uno de los posets K8,
A26, A27, A30, A31 o A32. Entonces cada corepresentación indescomponible (proba-
blemente no cierta) U de P satisface las siguientes condiciones
(a) Ua = 0 o U
∼
a + Uρ = U
∼
a + Uσ = U0;
(b) Ur = 0 o
Ua + Uρ + Uσ = U0 para cualquierP;U∼ a + Uρ = U0 para P = K8, A27, A32.
Proposición 6.5. Cada uno de los posets A40 = {ϱ; σ▹q ≻ a} y A∗40 = {ϱ; σ◃q ≺ a}
(donde ϱ, σ son puntos fuertes y q, a puntos débiles) tiene 15 tipos de corepresen-
taciones indescomponibles ciertas en el punto q, definidos recursivamente en las
tablas 6.9 y 6.10.
Prueba. La pareja (q, ϱ) del poset A∗40 es V̂II-adecuada, entonces nuevamente las
corepresentaciones indescomponibles de este se obtienen via integración de las
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corepresentaciones indescomponibles (no necesariamente ciertas) de (A∗40)′. En
la primera columna de la tabla 6.9 están las corepresentaciones de dimensión
minimal, en particular 2(A∗40 − 6) y 2(A∗40 − 11) son ciertas y entonces no pueden
ser expresadas en términos de corepresentaciones de tipo finito, en la segunda
columna se expresan los tipos de corepresentación matricial en términos de la
integración. Para la clasificación de las corepresentaciones del poset A40 se aplica
dualidad y el lema 2.1, en particular se tiene (A40 − i) = (A∗40 − i)∗ para i ∈
{1, 6, 8, 9, 11, 12, 13, 14, 15}, los otros casos se presentan en la tabla 6.10.
1(A
∗
40 − 1) = F17 2n+1(A∗40 − 1) = Int 2n(K8 − 1)
2(A
∗
40 − 2) = F15 −D 2n+2(A∗40 − 2) = Int 2n+1(A∗40 − 1)
2(A
∗
40 − 3) = F15 − A 2n+2(A∗40 − 3) = Int 2n+1(K8 − 2)
3(A
∗
40 − 4) = F15 − F 2n+3(A∗40 − 4) = Int 2n+1(K8 − 3)
1(A
∗
40 − 5) = F13 − A 2n+1(A∗40 − 5) = Int 2n(K8 − 4)
2(A
∗
40 − 6) 2n(A∗40 − 6) = Int 2n−1(K8 − 7)
1(A
∗
40 − 7) = F14 − A 2n+1(A∗40 − 7) = Int 2n(A∗40 − 6)
1(A
∗
40 − 8) = F13 −B 2n+1(A∗40 − 8) = Int 2n−1(K8 − 8)
3(A
∗
40 − 9) = F15 −G 2n+3(A∗40 − 9) = Int 2n+1(A∗40 − 8)
2(A
∗
40 − 10) = F14 − C 2n+2(A∗40 − 10) = Int 2n(K8 − 9)
2(A
∗
40 − 11) 2n(A∗40 − 11) = Int 2n−1(A∗40 − 13)
2(A
∗
40 − 12) = F15 − C 2n+2(A∗40 − 12) = Int 2n(A∗40 − 11)
1(A
∗
40 − 13) = F15 −B 2n+1(A∗40 − 13) = Int 2n(A∗40 − 12)
2(A
∗
40 − 14) = F15 − E 2n+2(A∗40 − 14) = Int 2n(A∗40 − 14)
1(A
∗
40 − 15) = F14 −B 2n+1(A∗40 − 15) = Int 2n−1(A∗40 − 15)
Tabla 6.9. Descripción de las corepresentaciones de A∗40. En todos los casos n ≥ 1.
2n(A40 − 2) = 2n(K8 − 1∗)q 2n(A40 − 3) = 2n(K8 − 4)q
2n+1(A40 − 4) = 2n+1(K8 − 3̃∗)q 2n−1(A40 − 5) = 2n−1(K8 − 2)q
2n−1(A40 − 7) = 2n−1(K8 − 7∗)q 2n−1(A40 − 8) = 2n−1(K8 − 8∗)q
2n(A40 − 10) = 2n(K8 − 9∗)q
Tabla 6.10. Descripción de las corepresentaciones de A40. En todos los casos n ≥ 1.
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La propiedad que se enuncia en el lema 6.6 sobre las corepresentaciones del
poset A40 es útil en la demostración del criterio de un parámetro y se sigue in-
mediatamente revisando exhaustivamente la clasificación que se obtuvo en la
proposición 6.5.
Lema 6.6. Si P es un poset equipado el cual coincide con A40 = {ϱ; σ ▹ q ≻ a}
entonces cada corepresentación indescomponible (probablemente no cierta) U de
P satisface las siguientes condiciones
(a) Ua = 0 ó U
∼
a + Uσ = U0;
(b) Uϱ = 0 , ó, Uq + Uσ = Uq + U
∼
a = U0 y U
∼
q = U0.
A43 = {ϱ; p▹ σ ▹ q ≻ a ≻ p} es un poset autodual, es decir que A43 = A∗43 y la
pareja (ϱ, θ) es VII-adecuada. por esto, sus corepresentaciones indescomponibles
se obtienen por integración de corepresentaciones indescomponibles ciertas en σ
y q del poset A′43 con soporte A40 y A44 que satisfagan dimF(Ua+ ∩ Uϱ)/Ua− ̸= 0, es
decir del tipo (A40 − 5). Otra forma de obtener este tipo de corepresentación es
extendiendo la corepresentación (K8−4), observe la tabla 6.5, y que (K8−4) es el
único tipo de corepresentación para el cual codim F Ua+Uσ ̸= 0 y dimF Ua∩Uσ ̸= 0.
(A43) = (K8 − 4)qp = (A40 − 3)p
Los posets A44 y A48 también son autoduales y adicionalmente A48 = A44 se
obtiene por completación, entonces ambos comparten corepresentaciones indes-
componibles ciertas no triviales. Su clasificación se obtiene al integrar corepre-
sentaciones de A′48 ciertas en ϱ y q, es decir de las corepresentaciones de los
posets A40 y A43 que satisfagan dim(Ua+ ∩ Uσ)/Ua− ̸= 0, solo el tipo (A40 − 3) lo
hace. Análogamente al caso anterior, existe otra forma de expresar este tipo de
corepresentación, en el cuadro 6.5 se observa que (K8 − 2) es la única corepre-
sentación que satisface
codim F Ua + Uσ ̸= 0 y dimF Ua ∩ Uϱ ̸= 0, entonces se tiene que
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(A44) = (A48) = (K8 − 2)qp = (A40 − 5)p.
Para terminar, observe que al integrar mutuamente los tipos de corepresen-
taciones de A43 y A44 en los casos anteriores, no se producen nuevas corepresen-
taciones, entonces se tiene la siguiente clasificación.
Proposición 6.7. Cada uno de los posets A43 = {ϱ; p ▹ σ ▹ q ≻ a ≻ p}, A44 =
{ϱ◃p ≺ a ≺ q◃σ} y A48 = {ϱ◃p ≺ a ≺ q◃σ; p▹q} tiene 1 tipo de corepresentación
indescomponible cierta en todos sus puntos débiles que se muestran en la tabla
6.11.
2(A43) = F18 2n+2(A43) = Int 2n+1(A40 − 5)
1(A44) = F17 2n+1(A44) = Int 2n(A40 − 3)
2n+1(A48) = Int 2n(A40 − 3)
Tabla 6.11. Descripción de las corepresentaciones de A43, A44 y A48. En todos los casos
n ≥ 1.
6.3. Posets con subconjuntos bien insertados de
tipo K8
Un poset P tiene un subconjunto bien insertado K8, si las siguientes condicio-
nes son satisfechas (vea la figura 6.3):
1. N(a) = {Γ− < {r, s} < Γ+} where Γ−,Γ+ son cadenas ordinarias.
2. N(r, s) = {∆− < a < ∆+} where ∆−,∆+ son cadenas ordinarias.
3. Los conjuntos
[r g a] = {x ∈ N(s) : r < x y a ≺ x},
[r f a] = {x ∈ N(s) : x < r y x ≺ a}
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y los conjuntos análogamente definidos [s g a] y [s f a] son cadenas, tales
que |[r g a] + [sg a]| ≤ 2 y |[r f a] + [sf a]| ≤ 2.
Denotamos Ω+ = [rga]+ [sga] y Ω− = [rfa]+ [sfa]. Ası́, uno puede suponer
que un poset P con un subconjunto bien insertado de tipo K8 tiene la forma
P = Ω+ + Ω− + Γ+ + Γ− +∆+ +∆− +X, (6.8)



































Figura 6.3. Ejemplo de un subconjunto bien insertado de tipo K8.
Teorema 6.8. Si un poset equipado P contiene un subconjunto bien insertado
de tipo K8, entonces cada corepresentación indescomponible (no necesariamente
cierta) U de P satisface las siguientes condiciones:
(1) Ua ∩ Ur = Ua ∩ Us = 0 o U
∼
a = Ur + Us = U0;
(2) Ua + Ur = Ua + Us = U0 o U∼ a = Ur ∩ Us = 0.
La prueba de este teorema se presenta en el capı́tulo 7 sección 7.1. El siguien-
te corolario se sigue inmediatamente del teorema 6.8.
Corolario 6.9. Sea P un poset equipado con un subconjunto bien insertado de
tipo K8, los puntos p, q satisfaciendo una de las dos condiciones:
(1) q ▹ a o q < {r, s}, y, {a, r} < p o {a, s} < p;
6.4. COREPRESENTACIONES DEL POSET K9 Y LA PRUEBA DEL TEOREMA C4 82
(2) q < {a, r} o q < {a, s}, y, a ▹ p o {r, s} < p.
Entonces cada corepresentación indescomponible del poset P no es cierta en uno
de los puntos p, q.
6.4. Clasificación de las corepresentaciones in-
descomponibles del poset K9
En esta sección se presenta la clasificación de las corepresentaciones indes-
componibles del poset crı́tico K9. Además se prueba que no existen otros posets
equipados de un parámetro que contienen a K9.
El poset K9 = {a ≺ p; ζ▹η} posee una pareja V̂II-adecuada (a, η), vea la figura
6.4, por esto, su clasificación se obtiene por integración de las corepresentaciones
indescomponibles (no necesariamente ciertas) de los posets equipados clasifica-
dos en este capı́tulo. Incluso la serie de corepresentaciones se obtiene de la serie
de K8 (para cada tipo de extensión cuadrática). Observe que K9 es autodual y se
tiene la convención (K9 − i)∗ = (K9 − i∗) para las corepresentaciones duales.
Teorema 6.10. El poset crı́tico K9 = {a ≺ p; ζ ▹ η} posee 48 tipos de corepre-
sentaciones indescomponibles sobre la pareja (F, G) con forma de Tits diferente
de 0, listados en los cuadros 6.12 y 6.13, además tiene una serie de corepresenta-
ciones indescomponibles cuyas dimensiones son múltiplos de la raı́z imaginaria
µ = (3, 2, 2, 1, 1) descrita a continuación.
a︷ ︸︸ ︷ p︷ ︸︸ ︷ ζ η
A B I
I I ξI I
I ξI
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A = [In − C(f)] y B = ξ[In + C(f)], si F ⊂ G es separable y car ̸= 2;
A = [In + C(f)] y B = [ξIn + ξC(f)], si F ⊂ G es separable y car = 2;
A = [C(f)] y B = ξ[In + C(f)], si F ⊂ G es inseparable. En la misma notación que
se utilizó para la serie de K8, vea la página 69.
(K9 − 1) = Int (K8 − 1) (K9 − 1∗) = Int (A40 − 6)
(K9 − 2) = Int (K8 − 1∗) (K9 − 2∗) = Int (A40∗ − 6)
(K9 − 3) = Int (K8 − 2) (K9 − 3∗) = Int (A40∗ − 3)
(K9 − 4) = Int (K8 − 2∗) (K9 − 4∗) = Int (A40 − 3)
(K9 − 5) = Int (K8 − 7) (K9 − 5∗) = Int (A40 − 1)
(K9 − 6) = Int (K8 − 7∗) (K9 − 6∗) = Int (A40∗ − 1)
(K9 − 7) = Int (A40 − 2) (K9 − 7∗) = Int (A40∗ − 7)
(K9 − 8) = Int (A40 − 7) (K9 − 8∗) = Int (A40∗ − 2)
(K9 − 9) = Int (A40 − 11) (K9 − 9∗) = Int (A40∗ − 13)
(K9 − 10) = Int (A40 − 12) (K9 − 10∗) = Int (A40∗ − 11)
(K9 − 11) = Int (A40 − 13) (K9 − 11∗) = Int (A40∗ − 12)
(K9 − 12) = Int (A40 − 5)
(K9 − 13) = Int (A40∗ − 5)
Tabla 6.12. Corepresentaciones del poset K9 y forma de Tits con valor 1, los tipos de































Figura 6.4. Diferenciación de K9
Todo poset equipado cierto de un parámetro P con un subconjunto crı́tico K9
tiene la forma:
P = K9 + (K9)
H + (K9)N, (6.9)
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(K9 − 14) = Int (K8 − 3) (K9 − 14∗) = Int (K8 − 9̃∗)
(K9 − 15) = Int (K8 − 3∗) (K9 − 15∗) = Int (K8 − 9̃)
(K9 − 16) = Int (K8 − 3̃) (K9 − 16∗) = Int (A40 − 10)
(K9 − 17) = Int (K8 − 3̃∗) (K9 − 17∗) = Int (A40∗ − 10)
(K9 − 18) = Int (K8 − 8) (K9 − 18∗) = Int (A40 − 8)
(K9 − 19) = Int (K8 − 8∗) (K9 − 19∗) = Int (A40∗ − 8)
(K9 − 20) = Int (K8 − 9) (K9 − 20∗) = Int (A40 − 4)
(K9 − 21) = Int (K8 − 9∗) (K9 − 21∗) = Int (A40∗ − 4)
(K9 − 22) = Int (A40 − 9) (K9 − 22∗) = Int (A40∗ − 9)
(K9 − 23) = Int (A40 − 14) (K9 − 23∗) = Int (A40∗ − 15)
(K9 − 24) = Int (A40 − 15) (K9 − 24∗) = Int (A40∗ − 14)
(K9 − 25) = Int (K8 − 10)
(K9 − 26) = Int (K8 − 10∗)
Tabla 6.13. Corepresentaciones del poset K9 y forma de Tits con valor 2, los tipos de
corepresentación 25 y 26 son autoduales.
o de lo contrario P contendrı́a más de un poset crı́tico y no serı́a de un parámetro.
Además, observe que x ∈ (K9)H si y solo si una de las siguientes condiciones se
satisface (1) p▹x; (2) {a, η}▹x; (3) p ≺ x y η▹x; (4) p ≺ x y {a, ζ}▹x (en la
situación en que x ∈ (K9)N se cumple una de las cuatro condiciones duales: (1’)
x▹ a; (2’) x▹ {p, ζ}; (3’) x ≺ a y x▹ ζ; (4’) x ≺ a y x▹ {p, η}).
Dada una corepresentación W de P, como en 6.9, es útil considerar el vector
de dimensiones r = rW = (r1, r2, r3, r4) donde r1 = codim G W
∼
p; r2 = codim G W
∼
a +
Wη; r3 = codim FWp+Wη; r4 = codim F W
∼
a+Wp+Wζ . También se define el vector
de dimensiones r∗ = r∗W = (r∗1, r∗2, r∗3, r∗4) donde r∗1 = dimG W∼ a; r
∗
2 = dimG W∼ p ∩Wζ ;
r∗3 = dimFWa ∩Wζ ; r∗4 = dimF W∼ p ∩Wa ∩Wη.
Revisando exhaustivamente la clasificación de las corepresentaciones del po-
set K9 que se dio anteriormente se sigue que las corepresentaciones W para las
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cuales r ̸= 0 es una de las mencionadas en la tabla 6.14. Note que r∗W = 0 para
W = Wi (i ∈ {1, . . . , 10}).
W1 ∼= 1(K9 − 6), rW1 = (0, 0, 0, 1); W6 ∼= 1(K9 − 16∗), rW6 = (0, 1, 0, 0);
W2 ∼= 1(K9 − 7), rW2 = (0, 0, 1, 0); W7 ∼= 1(K9 − 23), rW7 = (1, 1, 2, 2);
W3 ∼= 1(K9 − 9), rW3 = (0, 1, 1, 1); W8 ∼= 1(K9 − 15), rW8 = (1, 0, 0, 0);
W4 ∼= 2(K9 − 11), rW4 = (0, 0, 0, 1); W9 ∼= 1(K9 − 19), rW9 = (1, 0, 0, 2);
W5 ∼= 2(K9 − 18∗), rW5 = (0, 1, 0, 0); W10 ∼= 2(K9 − 24), rW10 = (0, 1, 0, 2);
Tabla 6.14. Corepresentaciones de K9 con r ̸= 0.
Esto significa que si P es cierto en KH9 entonces no es cierto en (K9)N. Análo-
gamente, para las corepresentaciones de K9 con r∗ ̸= 0 se tiene que r = 0, de lo
cual se obtiene el siguiente lema.
Lema 6.11. Si P es un poset equipado cierto de un parámetro conteniendo un
subconjunto crı́tico K9 entonces (K9)H = ∅ o (K9)N = ∅.
El lema anterior permite probar un resultado aún más fuerte, que conduce a
la descripción completa de los posets equipados de un parámetro que contienen
al poset crı́tico K9.
Lema 6.12. Si P es un poset equipado cierto de un parámetro, conteniendo un
subconjunto K9, entonces P = K9.
Prueba. Análogamente a las consideraciones hechas en el lema 5.13, y por el
lema anterior 6.11 se puede considerar que (K9)N = ∅ y x ∈ KH9 ∩ maxP. Sea
U una corepresentación cierta e indescomponible de P, con dim U = d. Se des-
compone la restricción V = U |P\x en una suma directa de corepresentaciones




i y el soporte de cada indescomponible se denota por
Si = Supp V i.
Observe que Si ⊂ K9 o Si ≃ Fi con i = 13, . . . , 18, esto último en la situación en
que Si contenga un punto débil. Utilizando la notación del lema 6.11, como rV i ̸=
0, para todo i entonces cada V i es isomorfo a alguno de las corepresentaciones
del cuadro 6.14.
Haciendo algo de combinatoria se pueden reducir los casos a estudiar a solo
cuatro (note que en el tercer y cuarto caso más adelante P \ x∧ es una cadena de
puntos fuertes).
Primer caso: p ▹ x. Entonces para todos los sumandos W = V i ciertos en
un punto débil, r1 = 0 y dimFWa = 0, entonces da = 0, que contradice que U sea
cierta.
Segundo caso: {a, η}▹ x. Entonces para todos los sumandos W = V i, r2 = 0
y dimFWa = 0, y nuevamente da = 0.
Tercer caso: p ≺ x y η ▹ x. Entonces r3 = 0 y dimG Wζ = 0, para todos los
sumandos W = V i, esto implica que dζ = 0, lo cual es imposible.
Cuarto caso: p ≺ x y {a, ζ}▹x. Entonces r4 = 0 y dζ = 0, contradictorio, como
antes. Con esto termina la prueba.
Nota 10. Es bien conocido que la teorı́a de representaciones de los posets ordina-
rios tiene aplicaciones esenciales en varias partes del álgebra moderna, como en
el estudio de grupos abelianos libres de torsión, la teorı́a de formas cuadráticas
y anillos y módulos (vea por ejemplo [1, 29, 47]). Análogamente los posets equi-
pados, sus representaciones y corepresentaciones tienen y tendrán aplicaciones
similares en las mismas áreas (vea por ejemplo [16, 36]).
Capı́tulo 7
Demostración de los teoremas A, B y D
7.1. Propiedades de subconjuntos crı́ticos K6 y
K8 bien insertados
7.1.1. Demostración del teorema 5.7 concerniente a K6
Prueba. Como las afirmaciones del teorema son autoduales, basta probar una de
ellas, nosotros consideraremos la afirmación (1). Partiremos la prueba en cuatro
casos.
Primer caso: P = K6 + (a g b). Considere U ∈ Ind P, usamos inducción
sobre el número dimU0, cuando dimU0 = 1 la condición se satisface trivialmente,
para ellos se deben inspeccionar todos las corepresentaciones indescomponibles.
Ahora asumimos que dimU0 > 1, y razonando por contradicción suponemos que
U
∼
a ̸= U0 y Ua ∩ Ub ̸= 0.
Elegimos V = (V0, Vx : x ∈ P) de tal forma que V0 = U
∼
a y Vx = U
∼
a ∩ Ux




W = (W0, Wx : x ∈ P) donde V0 ⊕ W0 = U0 y Wx = π(V ′x), donde V ′x es algún
complemento de Vx en Ux y π es la proyección natural.
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Como dimV0 < dimU0, cada sumando de V satisface la condición, entonces






0 (en otro caso Ua ∩ Ub = 0).
Afirmamos que V i es un sumando directo de U . Una forma simple de ver esto es
usando lenguaje matricial. MV ib = 1
η1⊕ 1 ξ η2, sin embargo el segundo sumando
es directo, entonces podemos considerar la siguiente matriz, correspondiente a




I ∗ ∗ ∗
W0
{
0 ∗ ∗ ∗
(7.1)
esta corepresentación matricial se descompone como una cadena débil, vea el
lema 4.1, pero adicionalmente cada espacio Wx no es nulo, entonces el bloque I ,
en (7.1), es un sumando directo.
Segundo caso: P = K6 + A− + B− donde A− = N(b) \ a∨ y B− = N(a) \
b∨. Para esto, razonamos análogamente al caso anterior pero considerando la
cadena fuerte B ▹ b en vez de una cadena débil.
Tercer caso: P = K6+(agb)+A−+B−, utilizando la misma notación anterior.
Descomponemos la restricción U |K6 = V =
⊕
i V
i en una suma directa de core-
presentaciones indescomponibles, cada una de las cuales satisface la condición
(1) del teorema para (ag b) = ∅, y por lo tanto también satisface (2), esto signifi-
ca que podemos descomponer V en una suma directa X ⊕Y , donde Xa+Xb = X0
y Y∼ a = Y∼ b = 0, como U es indescomponible entonces es cierta o bien sobre algún
subconjunto de K6 + (ag b) o sobre algún subconjunto de K6 + A− +B−.
Cuarto caso: P es cualquier poset con un conjunto bien insertado K6. Usa-
mos inducción sobre el número |P \ Q| donde Q = K6 + (a g b) + A− + B−. Con-
sideramos una corepresentación indescomponible U en el conjunto de todos los
puntos del subconjunto P \ Q. Primero considere P = Q, este es precisamente el
tercer caso.
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Ahora suponga que x ∈ P \ Q, pueden pasar tres cosas: (a) a▹ x o (b) b▹ x o
(c) x < {a, b}. Los primeros dos subcasos son análogos, por ejemplo asumamos el
primero a▹ x, entonces consideramos la restricción V = U |P\x y descomponemos
esto en una suma directa
⊕
i V
i, cada V i satisface la condición (1) pero V
∼ i
a ̸= V i0
para todo i, en otro caso V i serı́a indescomponible, entonces V ia ∩ V ib = 0 para
cada i, por lo tanto se tiene Va∩Vb = 0 y Ua∩Ub = 0. Para el subcaso (c) seguimos
el mismo razonamiento, consideramos U |P\x = V =
⊕
i V
i, pero V ia ∩ V ib ̸= 0 para










Hemos probado el paso inductivo y esto completa la prueba del teorema 5.7.
7.1.2. Demostración del teorema 6.8 concerniente a K8
Prueba. Las condiciones (1) y (2) del teorema son mutuamente duales, proba-
remos la primera tomando inducción sobre el número dimU0. Sea P un poset
equipados con un conjunto bien insertado de tipo K8 teniendo la forma (6.8).
Separamos la prueba en cuatro casos.
Primer caso: P = K8 + Ω+. Sea U una corepresentación indescomponible de
P, cuando dimU0 = 1, P satisface la condición trivialmente, se puede verificar
inspeccionando todas las formas de sus corepresentaciones indescomponibles.
Para una dimensión superior dimU0 = n, razonamos por contradicción, asuma
que (a) Ur + Us ̸= U0, y tomamos V0 = Ur + Us. Entonces construimos la una
corepresentación V = (V0, Vx : x ∈ P) tomando Vx = Ux ∩ V0 para x ∈ P y lo
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Sean W0, V ′x algunos complementos para V0 y Vx en U0 y Ux respectivamente,
de este modo obtenemos la corepresentación W = (W0, Wx : x ∈ P) con Wx =
π(V ′x) donde π : U0 → W0 es la proyección natural.
Para la primera parte de la condición (1), admitimos por ejemplo que Ua∩Ur ̸=
0 y elegimos un ı́ndice fijo i tal que V ia ∩ V ir ̸= 0, entonces por hipótesis de induc-








0 y podemos concluir que la corepresentación V i
es un sumando directo de U . Una forma de observar esta descomposición es por
consideraciones matriciales, para esto, reduzca el bloque matricial asociado a los
puntos en Supp W ⊂ a+ Ω+, es decir que reducimos los bloques matriciales aso-
ciados o bien al subposet A∗38 ⊂ P o bien a una cadena débil de longitud máxima.
Aplicando adiciones tanto de columnas desde los bloques MV i y de filas desde los
bloques MW , de manera adecuada, anulamos los bloques en la intersección.
Ahora asumimos (b) U
∼
a ̸= U0, en este caso tomamos V0 = U
∼
a, y construimos
la corepresentación V =
⊕
i V
i, y W análogamente y razonando similarmente
encontramos un sumando directo V i de V el cual también es un sumando directo
de U , sin embargo en este caso las consideraciones matriciales llevan a que el
soporte W sea o bien el conjunto A∗28 o un subconjunto adecuado de tipo finito del
conjunto {r ▹ p▹ q, s} donde p y q son puntos débiles.
Segundo caso: P = K8 +∆− + Γ−. Razonando como antes, podemos asumir
que (a) Ur + Us ̸= U0 (o (b) U
∼
a ̸= U0), de este modo, elegimos V0 = Ur + Us (o
resp. V0 = U
∼
a) y considerando la misma construcción para V y W , obtenemos
un sumando directo de U , sin embargo los cálculos matriciales son más simples
debido a que Supp W ⊂ {∆− ▹ a} es una cadena (o Supp W ⊂ Γ− ▹ {r, s} respec-
tivamente).
Tercer caso: P = K8+Ω++∆−+Γ−. El soporte de cualquier corepresentación
indescomponible U de P o bien es K8+Ω+ o K8+∆−+Γ−, y regresamos al primer
o segundo caso respectivamente respectively. Para ver esto descomponemos las
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cada uno de ellos satisface la condición (2), tenemos que V = X ⊕ Y donde Xa +
Xr = Xa + Xs = X0 y Y∼ a = Yr ∩ Ys = 0, entonces U es cierto o bien en algún
subconjunto de K8 + Ω+ o bien en algún subconjunto de K8 +∆− + Γ−.
Cuarto caso: P es un poset arbitrario. Considere U ∈ Ind P una corepresen-
tación cierta en el subposet P \ Q donde Q = K8 + Ω+ +∆− + Γ−. Probaremos la
condición por inducción sobre el número |P \ Q|, la afirmación base se tiene para
P = Q, esto fue probado precisamente en los casos anteriores.




i, entonces se tienen cuatro posibilidades: (a) a ▹ x, (b) {r, s} ▹ x,
(c) x < {r, a} y (d) x < {s, a}. Como U es cierta, para (a) se tiene V
∼ i
a ̸= V i0
y para (b) se tiene V ir + V is ̸= V i0 para todo i, ası́, en cualquier caso tenemos
V ia ∩ V ir = V ia ∩ V is = 0 para todo i, por lo tanto Ua ∩ Ur = Ua ∩ Us = 0. Para (c)
y (d) se tiene V ia ∩ V ir ̸= 0 y V ia ∩ V is ̸= 0 para todo i respectivamente, por lo que
U
∼
a = Ur + Us = U0. Con esto concluye la prueba.
7.2. Demostración del criterio de un parámetro,
la lista de los posets equipados ciertos y las
relaciones con la forma cuadrática de Tits
Los teoremas A y B del capı́tulo 3 se deducen de los resultados sobre clasi-
ficación de las corepresentaciones indescomponibles de los posets equipados de
un parámetro dados en los capı́tulos 5 y 6 ası́ como de los lemas 5.13, 6.12 y los
teoremas 7.5 y 7.7 dados en este capı́tulo. Primero se probaran algunos lemas
técnicos.
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Haciendo una inspección de la clasificación de corepresentaciones indescom-
ponibles de la lista de posets de tipo finito se verifica fácilmente la siguiente
propiedad.
Lema 7.1. Una corepresentación indescomponible U de un poset equipado finito









a + Uξ = U0, si P = F15 o F18;
U
∼
a + Ub = U0, si P = F18.
Lema 7.2. Sea P = K6 + (ag b) + (af b) un poset equipado con la forma
P = {pm ≺ · · · ≺ p1 ≺ {a, b} ≺ q1 · · · ≺ qn}.
Entonces, P es cierto si y solo si n+m ≤ 2.
Prueba. Primer caso: |(a f b)| = ∅ o |(a g b)| = ∅. Consideramos primero |(a f
b)| = ∅. Sea U una corepresentación indescomponible de P y descomponga su





Aplicaremos inducción sobre el número n, con caso inicial n = 3. Para n = 3,
primero observe que cada sumando V i es cierto a lo sumo en uno de los puntos
{q1, q2} ya que V i = (A42) serı́a un sumando directo de U (V iq2 = V
i
0 , vea la pro-
posición 5.9). Entonces haciendo consideraciones matriciales análogas como en
la proposición 5.9, obtenemos un problema matricial sobre representaciones en
la franja q3 correspondiente a una guirnalda G ′ la cual difiere de la guirnalda
G cambiando cada punto bi por la cadena de dos puntos bi < b′i, vea (5.1) en la
página 59, la clasificación de representaciones de la guirnalda G ′ son como en
(5.2) junto con bloques identidad de orden 1 en la franja correspondiente a b′i.
Esto sugiere que U no es cierta en más de dos puntos de la cadena q1 ≺ q2 ≺ q3.
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Ahora suponga que P = K6 ≺ q1 ≺ · · · ≺ qk, por hipótesis de inducción cada
sumando V i es cierto a lo sumo en un punto de la cadena q1 ≺ · · · ≺ qk−1 (recuer-
de que no puede ser una corepresentación de A42 o serı́a un sumando directo)
entonces razonando de manera similar al caso base, podemos reducir el proble-
ma matricial a uno sobre la clasificación de representaciones indescomponibles
de una guirnalda G ′ sobre la franja qk que difiere de la guirnalda G en (5.1) cam-
biando cada punto bi por la cadena bi1 < · · · < bik−1, la solución de este problema
es como la dada en (5.2) y en las franjas correspondientes a los puntos bnj bloques
identidad de orden 1. Con esto concluimos que si U es cierta entonces n = 2.
Observe que el caso en que |(ag b)| = ∅ se obtiene aplicando el lema 2.1 sobre
dualidad y el resultado anterior.
Segundo caso: |(af b)| ̸= ∅ y |(ag b)| ̸= ∅. Considere la matriz de corepresen-
tación indescomponible de U , MU del poset P cierta en el punto qn suponga por
inducción (sobre el número m+ n, con caso base m+ n = 2) que el lema es cierto
para el conjunto P \ qn. Ahora, descomponga la restricción V = U |P\qn en una
suma directa de indescomponibles V =
⊕
i V
i, entonces aquellas corepresenta-
ciones V i las cuales no son sumandos directos de U deben ser del tipo (K6 − j)
para j ∈ {1, 1∗, 2∗, 5} o (A38−1) en alguno de los subconjuntos K6+q1, . . . , K6+qn−1,
entonces en la franja qn aparece un problema matricial sobre representaciones
determinado por una guirnalda G ′′, la cual es obtenida de la guirnalda G ′ cam-
biando cada punto di por la cadena di < di1 < · · · < din−1 y din−1 < di+1. Las nuevas
franjas dij corresponden a corepresentaciones del tipo (A∗38 − 1). La clasificación
de corepresentaciones de la guirnalda G ′′ es como la de la guirnalda G ′ adicionan-
do bloques identidad de orden uno en las franjas correspondientes a los puntos
dij . Esto significa que m+ n = 2 o de lo contrario U no serı́a cierta en P.
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Si un poset equipado P contiene un subconjunto critico {a, b}, denotamos
A− = N(b) \ a∨, A+ = N(b) \ a∧, donde N(b) es el conjunto de puntos incom-
parables con b en P, B− y B+ son definidos análogamente.
Lema 7.3. Sea P un poset equipado conteniendo un subconjunto crı́tico K6 =
{a, b} y teniendo la siguiente forma
P = {A− ▹ a▹ A+, B− ▹ b▹B+}, (7.2)
entonces, P es cierto si y solo si |A−|+ |A+|+ |B−|+ |B+| = n ≤ 2.
Prueba. Primero observe que A−, A+, B−, B+ son cadenas de puntos fuertes ya
que K6 es un subconjunto critico correcto de P. Note que cuando n ≤ 2 un poset P
de la forma (7.2) corresponde a uno de los posets K6, A25, A28, A29, A33, A34, A45 o
sus duales. Probaremos que para n ≥ 3 toda corepresentación indescomponible U
de P no es cierta, lo haremos por inducción sobre n (con caso base n = 3) teniendo
en cuenta la dimensión de las corepresentaciones, utilizando la diferenciación
V̂II, la completación para puntos ordinarios (sección 4.2 ) y la clasificación de
corepresentaciones de los posets mencionados anteriormente ası́ como la de sus
duales.
Es suficiente considerar el caso en que P tiene un punto fuerte maximal x
(con este caso probado y utilizando el lema 2.1 se tiene el caso dual), en particu-
lar tomamos x ∈ B+, el caso x ∈ A+ es análogo, además podemos suponer que
A− ⊂ xN ya que de lo contrario P se puede completar tantas veces como sea nece-
sario entre x y los puntos en N(x) ∩A−, esto se ilustra en la figura 7.1, esta con-
sideración es necesaria para poder aplicar la diferenciación V̂II, adicionalmente
las corepresentaciones indescomponibles ciertas de P y el poset completado P
serı́an las mismas, vea la proposición 4.5.
Suponga que n = 3. Sea U una corepresentación indescomponible del poset
completado P con dim U = (d0, dx : x ∈ P). La pareja (a, x) de P es V̂II-adecuada
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y U ′ = U↓ ⊕ P̂m(a+) donde m = dimG(U
∼
a + Ub)/Ub entonces cuando aplicamos la
diferenciación pueden ocurrir dos cosas, o bien que la dimensión de la corepre-
sentación derivada reducida U↓0 sea menor que d0 o bien que la dimensión de U
↓
0
sea igual a d0.
Primer caso: m = dimG(U
∼
a + Ub)/Ub = 0. Entonces U ′ = U↓, más aún
Supp U↓ ⊂ (P)′ \ {x, a+}, como [U↓]↑ = U entonces una condición necesaria para
que U sea cierta en P es que Supp U↓ = (P)′ \ {x, a+}, y entonces W = U↓|Supp U↓
serı́a alguna de las corepresentaciones indescomponibles (A28), (A29), (A34), (A45)
o alguna de sus duales, pero al integrarlas U resulta no cierta en x.
Segundo caso: m = dimG(U
∼
a + Ub)/Ub ̸= 0. Entonces la dimensión de U↓0
es menor que la de U0 y Supp U↓ ⊂ P \ {x}, análogamente al caso anterior una
condición necesaria para que U sea cierta en P es que Supp U↓ = (P)′ \ {x} en-
tonces W = U↓|Supp U↓ puede derivarse nuevamente como corepresentación del
poset (P)′ \ {x} (si no posee una pareja V̂II-adecuada puede completarse como se
explicó anteriormente), sin embargo la dimensión no de las corepresentaciones
reducidas derivadas no puede decrecer indefinidamente, entonces en algún paso
de diferenciación se debe llegar al primer paso y podemos concluir que U no es
cierta.
Cuando n = k estudiamos los mismos dos casos anteriores, en el primero la
dimensión de U↓ no disminuye pero Supp U↓ ⊂ (P)′ \ {x, a+} aplicando la hipóte-
sis de inducción al conjunto (P)′ \ {x, a+} de la forma (7.2) con n = k − 1 tenemos
que U no puede ser cierta. En el segundo caso la dimensión de U↓ disminuye,
esta corepresentación puede derivarse nuevamente (bajo algunas consideracio-
nes) sin embargo este proceso no se puede realizar indefinidamente, por lo que
en algún paso caemos en el primer caso y de cualquier forma concluimos que U
no puede ser cierta.























































Figura 7.1. (Izquierda) Un poset P de la forma (7.2) es completado P (centro) tantas
veces como sea necesario entre el punto x y los puntos en N(x) ∩ A−, (derecha) el poset
completado derivado (P)′(a,x)
El siguiente corolario se deduce de forma inmediata del corolario 5.8 y los
lemas 7.2 y 7.3.
Corolario 7.4. Sea P un poset equipado de un parámetro de la forma
P = K6 + (ag b) + (af b) + A+ + A− +B+ +B−.
Entonces, P es cierto si y solo si |(ag b)|+ |(af b)|+ |A+|+ |A−|+ |B+|+ |B−| ≤ 2
Si P satisface las condiciones del corolario 7.4, la anterior equivalencia puede
ser reescrita diciendo que P es cierto si y solo si es isomorfo o antiisomorfo a
alguno de los posets K6, A25, A28, A29, A33, A34, A38, A39, A41, A42, A45 o A46.
Falta revisar el caso más general en que P contiene un subconjunto crı́tico de
tipo K6, el caso básico se resume en el corolario 7.4.
Teorema 7.5. Un poset equipado P de un parámetro conteniendo un subconjunto
crı́tico K6 es cierto si y solo si este es isomorfo o antiisomorfo a alguno de los
conjuntos K6, A25, A28, A29, A33, A34, A38, A39, A41, A42, A45 y A46.
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Prueba. La prueba de este teorema será por inducción, más precisamente, de-
notamos por P0 = K6 + (a g b) + (a f b) + A+ + A− + B+ + B− donde A±, B± son
como en el lema 7.3. La inducción se hará sobre el número |P \ P0| con caso base
P0 que fue probado en el corolario 7.4.
Sea x ∈ P \ P0 y U ∈ Ind P cierta de dimensión d. Se puede asumir que
x ∈ maxP (para el caso dual se puede aplicar el lema 2.1) y que x > K6 (utilizando
algo de combinatoria se pueden descartar los otros casos), observe que a ▹ x o
b ▹ x o de lo contrario a, b ∈ (ag b) o habrı́a dos subconjuntos crı́ticos en P.





b ̸= U0, entonces también se tiene que Ua ∩ Ub = U∼ a = U∼ b = 0, debido al lema
5.8 y en particular K6 = mı́nP.






y denotamos el soporte de cada sumando por Si = Supp V i, para todo i Si debe
ser un poset de tipo finito o de un parámetro, entonces por hipótesis de inducción
cada Si es isomorfo a alguno de los posets K6, A25, A28, A29, A38, A39, A42 o uno
finito (ya que estos no tienen puntos menores que K6).
Ahora podemos estudiar dos posibilidades (primero) K6 ▹ x y (segundo)
a ▹ x y b ≺ x.




b ̸= V i0 para todo i. Considere un ı́ndice para
el cual Si ∩ K6 ̸= ∅, entonces Si no puede ser isomorfo a K6, A25, A28, A29, A38
y A42, vea el lema 5.10(a), por la misma razón Si no es isomorfo a F13, F14 y F16
(porque estos posets corresponden a corepresentaciones no ciertas, de dimensio-
nes minimales, de los posets K6, A25 y A29 respectivamente, o también se puede
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verificar directamente de sus corepresentaciones). De manera similar, aplicando
el lema 7.1 y algo de combinatoria que Si no es isomorfo a F17 o F18.
para A39 y F15 (ya que P solo puede contener un poset crı́tico), se verifica que
P no puede contener más de un subconjunto Si ∼= A39 y no más de un subconjunto
Sj ∼= F15, adicionalmente Sj ⊂ Si, entonces como las corepresentaciones de F15
corresponden precisamente a corepresentaciones indescomponibles no ciertas,
de dimensiones minimales, de A39 (vea la proposición 5.6) se tiene por el lema
5.10(b) que V ia = 0 o V ib = 0, lo cual contradice la suposición inicial.
Segundo caso: Entonces x es un punto débil. Como en el primer caso proba-
mos que para K6 ▹ y la corepresentación U no es cierta en y, podemos suponer
que el conjunto C = (agb)+P\P0 es una cadena de puntos débiles, con x = maxC
además V ia +V ib ̸= V i0 para todo i, o de lo contrario V i serı́a un sumando directo de
U . Como U es cierto en a existe un ı́ndice i para el cual a ∈ Si. Se pueden hacer
algunas consideraciones según sea la forma de C.
(a) Si asumimos que (a g b) ̸= ∅ y p = mı́n(a g b), entonces |A+ + B+| ≤ 1 ya
que P no puede contener más de un poset crı́tico. Si A+ + B+ = ∅ entonces Si es
isomorfo a uno de los conjuntos K6, A38, A42, F13, F17, y entonces aplicando los
lemas 5.10(b) y 7.1 deberı́a ocurrir que V ia = 0, es decir que a ̸∈ Si contradiciendo
la suposición inicial.
Entonces |A+ + B+| = 1, si A+ = ζ y B+ = ∅ entonces para cualquier y > p
se tiene que ζ < y o de lo contrario K7 ⊂ P, en particular ζ < x, entonces
Si es isomorfo a alguno de los posets K6, A35, A38, A39, F13 = {a}, F17 = {a <
p}, teniendo en cuenta nuevamente los lemas 5.10(b) y 7.1 volvemos a V ai = 0,
contradiciendo que a ∈ Si. Si A+ = ∅ y B+ = ζ debido a la condición de que
K7 ̸⊂ P implica que C = {p < x} y P = A39 + x, ya que para p < y < x se debe
tener que p ▹ x y b ▹ x lo cual es una contradicción. Entonces la pareja (b, x)
es especial para la completación, como P no es cierto (corresponde al primer
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caso) entonces P tampoco es cierto, el lema 4.7 establece una relación entre las
corepresentaciones indescomponibles de P y P.
(b) Suponga que (agb) = ∅. Entonces b+P\P0 es una cadena completamente
débil y a ▹ y, donde y = mı́n(P \ P0) lo cual implica que Si no es isomorfo a A38,
A39, A42, F15, F17 y F18, más aún, como ya fue mencionado antes, si Si es isomorfo
a F13, F14 o F16 cada una de sus corepresentaciones puede considerarse como una
corepresentación no cierta, de dimensión minimal, de los posets K6, A25 y A29
respectivamente, entonces por el lema 5.10(b) V ia = 0 que es una contradicción.
Esto completa la prueba.
Lema 7.6. Un poset equipado P de un parámetro teniendo la siguiente forma
P = K8 + Ω
+ + Ω− + Γ− + Γ+ +∆− +∆+
(usando la misma notación de la fórmula (6.8) página 81) es cierto si y solo si
este es isomorfo o antiisomorfo a uno de los conjuntos K8, A26, A27, A30, A31, A32,
A35, A36, A37, A40, A43, A44, A47 o A48.
Prueba. Observe que K8 ⊂ P es un subconjunto bien insertado, entonces pode-
mos estudiar dos casos.
Primer caso: Ω+ + Ω− ̸= ∅ entonces Γ−,Γ+,∆−,∆+ = ∅, por el corolario 6.9,
adicionalmente |Ω+| ≤ 1 y |Ω−| ≤ 1 por que P debe contener solo un poset crı́tico.
En este caso concluimos que P es isomorfo o antiisomorfo a A40, A43, A44 o A48.
Segundo caso: Si Ω+ + Ω− = ∅ entonces suponiendo que Γ+ + ∆+ ̸= ∅ (el
caso Γ− + ∆− ̸= ∅ se tiene aplicando el lema 2.1) el poset P puede derivarse con
respecto al algoritmo D-V̂II o D-I, utilizando cualquiera de estos dos algoritmos
tenemos dos opciones, primero que la dimensión de la corepresentación reducida
derivada no disminuya, entonces volvemos a un poset del mismo tipo y pode-
mos argumentar inductivamente sobre el número n = |Γ+| + |∆+| con caso base
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3 (análogamente al lema 7.3). Segundo la dimensión de la corepresentación re-
ducida derivada disminuye pero no lo puede hacer indefinidamente y el algún
momento volvemos a la situación anterior, entonces P es isomorfo o antiisomorfo
a A26, A27, A30, A31, A32, A35, A36, A37 o A47.
Teorema 7.7. Sea P un poset equipado de un parámetro conteniendo un sub-
conjunto crı́tico K8 = {ϱ, σ, a}. Entonces, P es cierto si y solo si es isomorfo o
antiisomorfo a alguno de los conjuntos K8, A26, A27, A30, A31, A32, A35, A36, A37,
A40, A43, A44, A47 y A48.
Prueba. Denotamos por P0 = K8+Ω++Ω−+Γ−+Γ++∆−+∆+ como en el lema
7.6, aplicaremos inducción sobre el número |P \ P0|, donde el caso inicial P = P0
ya fue considerado en el lema 7.6. Sea U una corepresentación indescomponible
cierta del poset P, podemos considerar x ∈ (P\P0)∩maxP y luego aplicar el lema
2.1 para el caso dual, entonces por el lema 6.9 K8 = minP.
Descomponemos la restricción V = U |P\x en una suma directa de corepresen-
taciones indescomponibles V =
⊕
i V
i, denotamos por Si = Supp V i, por hipótesis
de inducción cada conjunto Si conteniendo al menos 1 punto débil es isomorfo a
alguno de los conjuntos K8, A26, A27, A30, A31, A32, A40 o alguno de los posets
finitos. Entonces podemos estudiar dos posibilidades para x.




ϱ ̸= V i0 para todo i, ası́ en el caso
A40 = {ϱ; σ ▹ q ≻ a} ̸⊂ P se puede establecer que V ia = 0 para todo i utilizando
el lema 6.6 y algo de combinatoria en el caso en que Si es isomorfo a un poset
finito.
En la situación en que F15 = {a ≺ b; y} ⊂ P (para algunos puntos b, y ∈ P)
entonces A26, A30, A31 ̸⊂ P y |Si| ≤ 2, si ϱ ∈ Si y todos los puntos de Si son
fuertes, es decir que Ua = 0 o Uϱ = 0 lo cual contradice la suposición inicial.
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Si A40 = {ϱ; σ ▹ q ≻ a} ⊂ P, entonces N(ϱ) = {a, σ} y Aj ̸⊂ P para j =
26, 27, 30, 31, 32, es decir que todos los conjuntos Si son del tipo K8, A40 o algún
poset finito, entonces (con ayuda del lema 6.6 y algo de combinatoria) obtene-
mos que V iϱ = 0 cuando q ▹ x y que V ia = 0 cuando y ∥ x para todo i, es decir
nuevamente Uϱ = 0 o Ua = 0, lo cual es imposible.
Segundo caso: Sea a ≺ x y {ϱ, σ} ▹ x. Entonces V ia + V iϱ + V iσ ̸= V i0 para todo
i. Como x es un punto débil, entonces P \ x△ es una cadena de puntos fuertes y
entonces cada Si contiene un punto débil. Aplicando los lemas 7.1 y 6.6, según
sea el caso tanto para A40 ̸⊂ P o A40 ⊂ P respectivamente, se tendrı́a que Uϱ = 0
contradiciendo la suposición inicial de que U es cierto, con esto finaliza la prueba.
Con los teoremas 7.5, 7.7, los lemas 5.13, 6.12, y los resultados sobre clasifi-
cación de las corepresentaciones ciertas dados en las proposiciones 5.2, 5.6, 5.9,
6.2, 6.3, 6.5 y 6.7 y los teoremas C1-C4 se concluye el criterio de un parámetro
para posets equipados (Teorema A) ası́ como la lista completa de posets equipa-
dos ciertos, con respecto a corepresentaciones (Teorema B).
Dado que la lista de posets equipados ciertos de un parámetro es la mencio-
nada en el teorema B y que las dimensiones de las corepresentaciones indes-
componibles de estos han sido calculadas, vea los apéndices C y D, se verifica
exhaustivamente que estas dimensiones corresponden a las raı́ces reales e ima-
ginarias de la forma cuadrática de Tits asociada a cada poset ası́ como a los
vectores especiales como se indica en el teorema D.
Apéndice A




F13 F14 F15 F16 F17 F18

































1 0 ξ ξ




0 1 ξ 1
1 0 0 1
D
1 0 ξ 0 ξ
0 1 0 ξ 1 E
0 0 1 ξ 1
1 0 0 0 ξ
0 1 0 0 1
F
0 0 1 ξ 1 0
1 0 0 0 0 ξ
0 1 0 0 1 1
G
1 0 ξ 1
0 1 1 0
1 ξ 1 0 0 10 1 ξ ξ
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Apéndice B
Los posets equipados crı́ticos
Los posets crı́ticos de Kleiner
K1






















































Los números que aparecen junto a los puntos de algunos posets corresponden
a las dimensiones de su único tipo de corepresentación junto con su forma de Tits
en la parte inferior derecha. Las dimensiones de los otros posets se encuentran
en el apéndice D.































































d0 = k + 1 f = 1
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d0 = 2k + 1 f = 1




















































d0 = 2k + 1 f = 2
Apéndice D
Dimensiones de las corepresentaciones























dim = (d0; da, db, dη) dim = (d0; da, db, dq)
T f dim A25 dim A∗25 T f dim A38 dim A∗38
1 1 (1,1,0,1) (1,1,0,1) 1 1 (1,0,0,1) (1,1,1,1)
2 2 (2,2,0,1) (2,2,2,1) 2 1 (1,0,1,1) (1,1,0,1)
3 2 (1,0,0,1) (1,2,0,1) 3 1 (1,1,1,1) (1,0,0,1)
4 2 (1,2,0,1) (1,0,0,1) 4 2 (1,0,0,2) (1,0,0,2)































dim = (d0; dϱ, dσ, da, dη) dim = (d0; dϱ, dσ, da, dζ)
T f dim A26 dim A∗26 T f dim A27 dim A∗27
1 1 (2,1,1,1,1) (2,1,1,1,1) 1 1 (1,0,0,1,1) (1,0,0,1,1)
2 2 (1,0,1,0,1) (1,1,0,0,1) 2 2 (1,0,0,0,1) (1,0,0,2,1)
3 2 (2,1,1,2,1) (2,1,1,0,1) 3 2 (2,0,1,2,1) (2,0,1,2,1)
4 2 (1,0,0,0,1) (1,1,1,0,1) 4 2 (1,0,0,2,1) (1,0,0,2,1)
5 2 (1,1,1,0,1) (1,0,0,0,1) 5 2 (2,1,1,2,1) (2,0,0,2,1)














dim = (d0; da, db, dq, dθ)
T f dim A39 dim A∗39 T f dim A39 dim A∗39
1 1 (2,1,0,1,1) (2,1,0,2,1) 6 2 (1,0,0,2,1) (3,2,0,2,1)
2 1 (1,1,0,1,1) (2,1,0,1,1) 7 2 (2,2,0,2,1) (2,0,0,2,1)
3 1 (1,0,0,1,1) (2,2,0,1,1) 8 2 (2,0,0,2,1) (2,2,0,2,1)
4 1 (2,2,0,1,1) (1,0,0,1,1) 9 2 (3,2,0,2,2) (1,0,0,2,1)















dim = (d0; dϱ, dσ, da, dq) dim = (d0; dϱ, dσ, da, dq)
T f dim A40 dim A∗40 T f dim A40 dim A∗40
1 1 (1,1,0,0,1) (1,0,0,1,1) 9 2 (1,0,0,0,2) (3,2,0,2,2)
2 1 (2,1,1,1,1) (2,1,0,2,1) 10 2 (2,1,0,2,2) (2,1,0,0,2)
3 1 (2,1,1,2,1) (2,1,0,1,1) 11 1 (2,1,0,1,2) (2,1,1,2,1)
4 2 (1,1,0,0,2) (3,1,0,2,1) 12 1 (2,1,0,1,1) (2,1,0,1,2)
5 1 (1,1,0,1,1) (1,1,1,0,1) 13 1 (1,0,0,0,1) (1,1,0,1,1)
6 1 (2,1,0,2,1) (2,1,1,1,1) 14 2 (2,1,0,0,2) (2,1,0,2,2)
7 1 (1,0,0,1,1) (1,1,0,0,1) 15 2 (3,1,0,2,2) (1,1,0,0,2)
8 2 (3,2,0,2,2) (1,0,0,0,2)
Apéndice E
Dimensiones de las corepresentaciones








K7 d = (d0, da, dp, dq, dθ) y tamaño de paso µ = (2, 1, 1, 1, 1).
f = 1 f = 1 f = 2 f = 2
1 (2,1,1,2,1) 1∗ (2,0,2,1,1) 13 (3,2,2,2,1) 13∗ (3,0,2,2,2)
2 (1,1,1,0,0) 2∗ (1,0,0,1,1) 14 (1,0,2,0,0) 14∗ (1,0,0,2,1)
3 (2,0,1,2,1) 3∗ (2,1,2,1,1) 15 (1,0,0,2,0) 15∗ (1,0,2,0,1)
4 (2,1,0,2,1) 4∗ (2,1,2,0,1) 16 (2,0,2,0,1) 16∗ (1,2,0,0,0)
5 (1,0,1,1,0) 5∗ (1,0,1,1,1) 17 (1,0,0,0,1) 17∗ (2,2,0,2,1)
6 (1,1,0,1,0) 6∗ (1,0,1,0,1) 18 (3,2,2,0,1) 18∗ (2,2,0,0,0)
7 (2,1,1,0,1) 7∗ (2,2,0,1,1) 19 (3,2,0,2,1) 19∗ (3,2,2,0,2)
8 (2,0,1,1,1) 8∗ (2,2,1,1,1) 20 (4,2,2,2,1) 20∗ (4,2,2,2,3)
9 (1,1,0,0,0) 9∗ (1,1,0,0,1) 21 (2,0,0,2,1) 21∗ (2,2,2,0,1)
10 (2,1,0,1,1) 10∗ (2,2,1,0,1) 22 (1,0,0,0,0) 22∗ (1,2,0,0,1)
11 (1,0,1,0,0) 11∗ (1,1,0,1,1) 23 (3,0,2,2,1) 23∗ (3,2,2,2,2)











K9 d = (d0, da, dp, dζ , dη) y tamaño de paso µ = (3, 2, 2, 1, 1).
f = 1 f = 1 f = 2 f = 2
1 (3,2,3,1,1) 1∗ (3,1,3,1,1) 14 (2,2,2,0,1) 14∗ (2,0,2,1,1)
2 (3,2,1,1,1) 2∗ (3,3,1,1,1) 15 (1,0,0,1,0) 15∗ (1,2,0,0,0)
3 (2,2,1,0,1) 3∗ (2,1,1,1,1) 16 (1,0,2,1,0) 16∗ (1,0,2,0,0)
4 (1,0,1,1,0) 4∗ (1,1,1,0,0) 17 (2,2,0,0,1) 17∗ (2,2,0,1,1)
5 (2,2,1,1,0) 5∗ (2,1,1,1,0) 18 (2,2,2,1,0) 18∗ (2,0,2,1,0)
6 (1,0,1,0,1) 6∗ (1,1,1,0,1) 19 (1,0,0,0,1) 19∗ (1,2,0,0,1)
7 (1,1,0,0,0) 7∗ (1,1,0,1,0) 20 (3,2,2,2,0) 20∗ (3,2,2,1,0)
8 (2,1,2,0,1) 8∗ (2,1,2,1,1) 21 (3,2,2,0,2) 21∗ (3,2,2,1,2)
9 (1,0,1,0,0) 9∗ (1,1,1,1,0) 22 (3,2,2,0,1) 22∗ (3,2,2,2,1)
10 (3,1,2,1,1) 10∗ (3,3,2,1,1) 23 (1,0,0,0,0) 23∗ (1,2,0,1,0)
11 (2,1,1,0,1) 11∗ (2,2,1,1,1) 24 (2,0,2,0,1) 24∗ (2,2,2,1,1)
12 (2,1,2,1,0) 25 (2,2,0,1,0)
13 (1,1,0,0,1) 26 (1,0,2,0,1)
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