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In the present work, we investigate nonlinear three-point boundary value 
problems (second-order differential equations with boundary conditions imposed at 
three consecutive points) in an effort to understand the conditions that must be 
imposed upon nonlinear perturbations of a linear problem in order to obtain a 
solution of a three-point problem. Both the noncritical case and the critical case are 
considered. In the first case, existence and uniqueness results are obtained, and in 
the second case we deal with local bifurcation problems when the nonlinearities are 
quadratic and cubic. 
1. INTRODUCTION 
In the classical problem of solving linear partial differential equations by 
the method of separation of variables, one encounters differential equations 
containing several parameters with the auxiliary requirement that the 
solutions satisfy boundary conditions at several points. This has led to an 
extensive development of multiparameter spectral theory of linear operators 
(see Atkinson [2,3] and Sleeman [lo], for references). Multipoint boundary 
value problems can arise in other ways. For example, a rod may be required 
to satisfy condition at the ends as well as at an interior point of the rod. 
These interior conditions could be imposed as part of the design to increase 
the stability of the rod or in other ways. One finds problems of this type 
discussed in the engineering literature, but the analysis is almost always 
concerned with linear problems. 
Nonlinear multiple-point problems have received little attention in the 
literature. However, there is a generalization of the concept of simple eigen- 
value of multiple-point problems and it is known that there is always bifur- 
cation from simple eigenvalue (see Thomas and Zachmann [ 111 and Hale 
[g]). In the present work we continue the investigation of nonlinear problems 
in an effort to understand the conditions that must be imposed upon 
nonlinear perturbations of a linear problem in order to obtain a solution of a 
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multiple-point problem. The case where the linear homogeneous problem has 
no nontrivial solution and the case where it has a nontrivial solution are 
considered. The analysis is confined to a second-order equation with three 
boundary conditions in order to eliminate technical details which could 
obscure the ideas. 
More specifically, we consider the scalar equation 
2 + c(t) x = f(t, x, 1, A), (1.1) 
where f(t, x, 1, A) is continuous and has continuous derivatives up through 
order two in x, 1, and ,I, and A is a parameter varying in a finite- or infinite- 
dimensional Banach space /i; also 
f(4 x, -c 0) = 0(1x1 + 1-q”) as 1x1, Ii] -+ 0. 
For given numbers a, < a2 < a3, /Ij E [0, n), j = 1,2,3, and functions 
yi(x, A), j = 1,2,3, continuous together with derivatives up through order two 
in 1~/1, XE C'([a,,a,];R), yj(x,O)= O(lxl') as ]x]+O, impose the 
boundary conditions 
x(aj) cos pj - i(a,) sin pi = yj(x, A), j= 1,2,3. (1.2) 
Problem (1. l), (1.2) is considered as a perturbation of the linear 
homogeneous problem 
1+ c(t)x = 0, (1.3) 
x(aj)cos/lj -i(aj) sin/Ii = 0, j= 1,2,3. (1.4) 
and the objective is to determine the nature of the perturbation terms f, yj, 
j = 1, 2, 3 for which there will exist solutions of (1. 1 ), (1.2) near x = 0 and to 
give procedures for determining all of these solution. Cases are considered 
where (1.3), (1.4) has no nontrivial solutions and also where there is a one- 
dimensional subspace of solutions. Specific attention is devoted to pertur- 
bations corresponding to the analogue of the problem of Ambrosetti and 
Prodi [ 1 ] for two-point boundary value problems. 
2. THE LINEAR NONHOMOGENEOUS PROBLEM 
For any integer k > 0, let Ck( [aI, a,[; R) be the space of real-valued 
functions defined on [a,, a,] which are continuous together with all 
derivatives up through order k and define the norm of any element y as 
CL0 mahitGa, I d’yldc’/. Let Z = C”( [ a,, a,]; R) and Y= C’([a,, a,]; R). 
We will denote the norm in any Banach space by ] ] unless confusion could 
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arise and then we denote it by 1 Iy, 1 Iz, etc. If c E Z, define the continuous 
linear operators 
9: Y-ZXIF?“, ~y=(Ly,B,y,B,y,B3y), 
L: Y-Z 
Bj: Y-+R, j= 1,2,3 
by the relations 
(2.1) 
&y)(t) = j;(f) + 4) YWY tE [%,%I 
B j y = y(aj) cos pj - j(aj) sin /Ii, j= 1,2,3. 
P-2) 
In the following, we denote the range and null space of a linear operator by 
,a(,) and ,Y‘(.) respectively. Also, if y E Y, then [ y] denotes the span of y. 
LEMMA 2.1. If the equation Ipy = 0 has only the trivial solution, then 
.5&?(y) is a closed subspace of codimension one; that is, there is a continuous 
linear functional 1: Z x R 3 + R such that (p, u, , 02, a3) E S?(p) if and only 
if l( p, u, , 02, oJ) = 0. Furthermore, there is a continuous linear operator 3 : 
S(p) -+ Y such that X( p, ul, uz, u3) is the solution of4vy = (p, u, , u2, u3). 
Proof. Consider the two-point problem 
j;, + WY, =PI tE [%,%I 
B,Y, =(~lr B,Y,=u,. 
(2.3) 
Since the homogeneous problem, (p, u, , u2) = (0, 0, 0), has only the trivial 
solution, one can use the variation of constants formula to see that (2.3) has 
a unique solution y, = y,(p, u,, u2) E C’([a,, a,]; R) which is continuous 
and linear in (p, ul, u2). In the same way, one obtains a unique solution y, = 
y2( p, u2, u3) E C2([a2, a,]; R) of the problem 
A + WY2 = P, tE lazya 
B,Y,=u,, B,Y,=u, 
(2.4) 
which is continuous and linear in (p, u2, u3). The equation 9”~ = 
(p, u, , u2, a,) can have at most one solution in Y. Therefore, if a solution y 
exists, it must satisfy y = y, on [a,, a21 and y = y, on [a,, (x3]. Let 
X’( p, u1 , u2, u3) be defined by 
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The function Z’(p, o, , (T*, crj) will be a solution if and only if it has 
continuous derivatives up through order two at az. Since y, and y2 satisfy 
the differential equation at a*, it follows that X(p, c,, uz, ox) will be a 
solution if and only if X(p, o,, uz, a3) and &Y(p, cl, u2, o,)/dt are 
continuous at az. Since B, y1 = crl = B, yz, it follows that 
Ma2) - y2(a2>)cosP2 = (jlb2> - j12(a2)) SinP,. 
If & # 0 or n/2, then y,(a,) = y,(a,) is equivalent to jll(a2) = $*(a*) and 
X(p, u1 , u2, crJ) is a solution if and only if y,(a,) = y,(a,). If p2 = 0, then 
automatically y,(a,) = y2(a,) and we have X(p, ui, cr2, u3) is a solution if 
and only if j,(aJ = p2(a2). If & = 42, then automatically j,(a,) = $*(a*) 
and Z’(p, u, , u2, Us) is a solution if and only if y,(a,) = y,(a,). In either 
case, there is a continuous linear functional 
4P, uIy u2, a31 = Yl(Py uI v u2)(a2) - Y2(P, u2, u3)(a2) if pz f 0 (2.5) 
= Pdn u1 9 u2k2) - j2h 02, u3)(a2) if p2 =0 
such that (p, ui, u2, u3) E 9(P) if and only if 
This proves the lemma. 
l(P, UI,U2 3 03) = 0. 
We now proceed to compute Z(p, ui, u2, u3). Actually, we will show that 
there is a piecewise continuous function 0: [al, a,] -+ R and 8i, e2, e3 E R 
such that I( p, ui , u2, uJ) = I;: B(t)p(t) dt + u1 19, + u2 8, + u3 8,. 
Remark. The function 0 and the numbers 8,, j = 1,2,3, depend only on 
a,, a2, a3, /I,, p2, & and the function c(t). 
Let ~(t, r) and v(t, t) be two solutions of y+ c(t)~ = 0 with u(r, t) = 
&(t, t)/at = 1 and u(t, r) = &(r, r)/at = 0. Then we have that 
i 
’ vi(t) = r, UC4 a,) + s, 46 a2> + u(t, s) p(s) ds, a, <.t<a2. 
a* 
To determine r, and s, we use the boundary conditions Bj y, = cj, j = I, 2. 
This implies that 
i ’ 
I 
a* 
u1+ = u(a, , 8) cm P, - 
Wa,, s) 
SW, 
a, at 
02 
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Let 
M= 
Then det M # 0. To show this we assume that det M = 0 and deduce a con- 
tradiction. 
Let w(t) = u(t, a,) sin & + v(t, (x2) cos /3*. Then one can easily show that 
G(t) + c(t) w(t) = 0. Also, w(t) & 0 because w(q) = sin pZ if /I* # 0 and 
ti(a,) = 1 if /3* = 0. Now 
B,w = sin & u(az, a,) cos /I2 - 
[ 
Wa2 9 a2> at sin p2 1 
u(a2, ,) cm P2 - au@, , a21 at sin& 1 = 0. 
Clearly, B, w = - det M, which is zero by assumption. Since the 
homogneous problem corresponding to (2.3) has only the trivial solution, it 
follows that w(t) = 0. This is the desired contradiction. Hence, det M # 0 and 
so we can determine rl and s, as functions of p, u,, u2. In fact an easy 
computation gives 
1 
rl= (B,u)sin/&+(B,v)c0~/3, ‘a1sinpz+a2B’v1 
sin /I2 
’ (B,u)sinp, + (B,v)cosP, 
X 
Wa,, s) 
v(aI,s)cos/4- at sin 8, P(S) & 1 
1 
‘I= (B,u)sin~,+(B,v)cos/?, [u1CoSP2-u2B1U’ 
cm P2 
+ (B, u) sin P2 + (B, u) cos P2 
X Ma,, s) u(a,,s>cosP,- at sin /I, p(s) ds. 
I 
Similarly, we have that 
i 
t 
Y, (t> = r2 46 a2) + 3, u(f, a21 + u(t, S)P(S) ds, a2 < t < aj, 
a2 
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From B, y2 = oj, j = 2, 3, we obtain 
r2 = 
1 
(B3 u) sin & + (B, V) cos P2 
sin& + o,B,u] 
sin & 
(B, U) sin /3* + (B3 v) cos P2 
a3 
X J [ v(a,, s> cos 03 - 
wa, 3 s) 
at sin P, P(S) ds, 
a* 1 
“= (B3u) sin/?, : (B3u) cos& 
[“3 cos P2 - 
cos P2 - 
(B3 u) sin & + (B3 v) cos Pz 
X v(ajy s) cos P3 - 
a+, 3 s> 
at sin p3 1 p(s) ds. 
Notice that yI(q) = rl, ~,(a,) = r2 and 4’,(q) = s, and 4iz(a,) = s2. 
From (2.5) it follows that 
[(I-? 01, u2,uA = '1(P, 019 0,) - ‘z(P, 023 4 if P, # 0 
= S,(P, 013 02) - S,(P, 029 03) if p2 = 0. 
Therefore, we have that, if P2 f 0, 
4p,(71,u2,ud= 
u, sin& 
(B, U) sin P2 + (B, u) cos P2 
[ 
B,v 
+” (B,u)sinp,+ (B,u)cos~, 
B,v - 
(B3 U) sin p2 f (B, v) cm P2 1 
u3 sin p2 - 
(B3 u) sin p2 + (B3 v) cos p2 
sin p2 
+ (B, U) sin P2 + (B, u) cos P2 
X 
Wa,, s> 
4a,,s>cosP, - at sin p, 1 p(s) ds 
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sin /I2 
+ (B3 24) sin /I2 + (B3 v) cos p2 
X u(a3 9s) cm P3 - a+, 9 s) at sin /& I 
p(s) ds, 
and if p2 = 0, then 
a+,, s> 4a,,s>cosB, - at sin ,0, 
I 
p(s) ds 
+3 3 s) cm P3 - 
a+, 9 s> 
at sin p3 1 p(s) ds. 
Let 
I- 
sin p2 
(B , u) sin P2 + (B 1 0) cos P2 
8, = 
1 
B,v 
if B2 #O 
if /I2 = 0, 
i 
B,v 
(B,u)sinp,+(B,v)cosp, 
B3v - 
(B3 u) sin P2 + (B, v) cos P2 
if /I2 20 
B,u B,u --- 
B,v B,v 
if p2 = 0, 
- sin p2 
(B3 u) sin & + (B3 u) cos P2 
if pz # 0 
8, = 
if PI = 0. 
40917712~ I7 
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(B, u) sin /3* + (B, 0) cos & 
X u(a, , t) cos PI - 
[ 
Wa,, t) 
at sin/-$ , 1 
/3(t) = \ 
sin /I2 
(I?, u) sin P2 + (B3 v) cos & 
X 
[ 
v(aj, t) cos & - 
Wa,, 0 
at SinP, , 1 
if & # 0, and if & = 0, we let 
[ 
v(a,, 0 cos B, - 
W,, 0 
at sin/A , 
I 
[ 
v(ajT t) cos P3 - 
Wa,, t) 
at sin& , 1 
Then I(P, ol, 02, a3> = J:; e(t)p(t) dt + o, 8, + u2 e2 + u3 8,. 
LEMMA 2.2. If dimM(i”) = 1, then S?(9) is a closed linear subspace 
of codimension 2; that is, there are two continuous linear functionals lj, 
j = 1,2, on Z x R3 such that (p, u, , 02, 03) E 9(y) $ and only if 
lj(p, CJ~, 02, 03) = 0, j = 1,2. Furthermore, there is a continuous linear 
operator 3; : 9(g) + Y such that &( p, u,, u2, u3) satisfies . 9y = 
(p, u, , a2, u3) and every other solution is given by y = uv,, + q(p, u, , u2, u3) 
where u E R and [v,,] = N(9). 
Proof Let 
Ua2) I;@, , a,) = -o2 - 4&4 
cm P2 
+a, - 
cos P, 
if P, #5, P2 Z 5 
&(aJ = -u2 v,(a,) + o1 - 
cm P, 
if /3,#5, P,=F 
= -u2 4G2) - + u1 v&J 
cos I32 
if B,=i, &#5 
= -u2 vda2> + uI v&A if p,=p2=5. 
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Similarly define ft(o,, u3). Let 
and 
l,(P, Ul,U2,U3) = I a3 v,,(t)p(t) dt- @a,, ~3). (II 
If y is a solution of (2.3), (2.4), then necessarily fj(p, ul, u2, uj) = 0,j = 1,2. 
To see this, multiply i;(t) + c(t)y(t) = p(t) by vO(t), then integrate the new 
expression from ar, to a,, then from a, to (xj ; this implies 
An easy computation shows that the right-hand sides of the above equations 
are c(u, , a,) and Ii u3), respectively. 
Conversely, suppose that fj(p, u, , u2, u3) = 0, j = 1,2. If u(& t) and u(t, 7) 
are two solutions of j + c(t)y = 0 with u(7,7) = i?v(r, 7)/& = 1 and ~(7, 7) = 
~347,7)/i3t = 0, then every solution of 
j;+c(t)y=p 
is of the form 
y(t) = ru(t, a2) + su(t, a,) + 1’ v(t, s)p(s) ds. 
=2 
Thus (2.3) has a solution y if and only if there exists constants r and s such 
that 
Bjy=uj, j = 1, 2. 
This is equivalent to, if yO(t) = Ii, v(t, s)p(s) ds, 
rB,u+sB,u=u,-BB,y,d~f81, 
rB2u+sB2u=u2-B2y,d~r82. 
This system has a solution (r, s) if and only if c, 6, + c,& = 0 for both 
vectors (cr , cz) satisfying (c, , c2) C = 0, where 
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If /I1 # 7t/2 and /I2 # 7~12, then cy = -ti,,(a,)/cos /I, and cy = tiO(a,)/cos pz 
satisfy (cy , ci) C = 0 because 
Hence, there is a solution (r, s) if and only if cy6, + ct6, = 0 or equivalently 
i.e., 
c% - B, YO) +&J, - B, ~0) = 0, 
But this follows from Green’s formula and the boundary-form formula 
applied to y, and uO. Similarly, we consider the cases @, # n/2, /I* = n/2), 
Go, = 742, P2 f 72/2), and (J?, = n/2, p2 = z/2). Analogously, we can show 
that Z,(p, u, , u2, u3) = 0 is a sufficient condition for (2.4) to have a solution. 
Let Y, be such that Y= [v,,] @ Y,. Then, 9: Y, +5%?(P) is an 
isomorphism. Therefore, there is a continuous linear operator 4: 
9(y)+ Y, such that A-V = 1, the identity operator. This implies that 
everysolutionof~~=(p,u,,u,,u,)isgivenbyy=uu,+jZ/;(p,u,,a,,u,), 
UE R. 
This completes the proof of the lemma. 
3. THE PERTURBED PROBLEM:NONCRITICAL CASE 
In this section we consider the existence of solutions of (1. l), (1.2) under 
the hypothesis that 9~ = 0 has only the trivial solution. If X: 9(P) -+ Y, I: 
Z X iR3 + I? are the operators defined in Lemma 2.1 and P: Z x R3 + &?(L/) 
projection onto the range of P, then 
ui, uz, u3) = 0 if and only if 1(p, ul, uz, u3) = 0. The existence of 
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a solution y of (1. l), (1.2) is equivalent to the existence of a function y E Y 
such that 
~(Y,4~fY-~w-‘(~,Y, 4’,A),Y(Y,~)l =o, (3.1) 
WI.7 Y, 3, A), Y(Y, A>] = 0, (3.2) 
where Y(Y, A> = (Y~(Y, A), y2(y, A>, GY, A)). Since WA 0) = 0 and 
Z(O,O)/@ = 1, the Implicit Function Theorem implies there is a unique 
solution y*(l) of (3.1) in a neighborhood of y = 0, A = 0 such that y*(O) = 0 
and this function has continuous derivatives up through order two in A. 
Consequently, (l.l), (1.2) has a solution y in a sufficiently small 
neighborhood of (y, A) = (0,O) if and only if A satisfies 
G(A) ‘Zf U-(., y*(A), j*(k), A>, Y( y*(A), A)) = 0. (3.3) 
Equation (3.3) represents the restriction that must be imposed on the pertur- 
bation termsf, y in (l.l), (1.2) in order to have a solution. 
Obviously, G(0) = 0, and therefore, we can write G(A) = G,,(A) + G,(A), 
where G,: A + R is continuous and linear, G,(A) = O(l Al”) as 111 -+ 0. In fact 
we have that 
G(A) = JR e(t)f(t, Y*(A), j*(l), A) dt + i f/Yj(y*(A), A), 
at j=l 
where 0, 8,) I!?,, and 8, are defined in Section 2. One can see that 
One can now state sufficient conditions for the existence of a solution of 
(1.1 ), (1.2) under the assumption that Py = 0 has only the solution y = 0. 
THEOREM 3.1. If the equation Yy = 0 has only the trivial solution, if 
there exists a 1, E A such that G,(A,) # 0, then there exists a C2 submanifold 
r of codimension one in A, 0 E r, such that (l.l), (1.2) has a unique solution 
near (y,A)=(O,O) ifAErandy=y*(A). 
Proof. Let A= ,U + PA,,, ,u E A, p E R. Let G@, ,u) Ef G@ + p&). Then 
G@,,u) = G,,(B) + pG,(&) + G,(u + p&) and G is C2 in @, p). Moreover, 
G(0, 0) = 0 and @(O, O)/@ = Go&,) # 0. Therefore by the Implicit 
Function Theorem we can solve for p =p*(,u) such that p*(O) = 0. 
Furthermore p* is C2 in ,u. Let r= (p E A; p*@) = 0). Then r is a C2 
submanifold of codimension one since dp*(d,)/de I,,, = -1 # 0. This 
follows from the fact that d@, &,)/d&l,=, = G,(&) and @*@)/a,~ = 
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-(aG@,~)/ap)-’ (a@, ,u)/&) for @,,u) near (0,O). This completes the 
proof of the theorem. 
In some elementary problems, more information can be obtained. For 
example, it may happen that G,(A) is independent of some of the parameters 
A. In this case, appropriate hypothesis should imply the existence of more 
values of the parameters for which solutions of (l.l), (1.2) exist. In fact, 
suppose A = (4 E), E E R. 
G(A) = G&) + GCU) + G,@, ~1 (3.4) 
where G,cU, E) = O(l~l (I &I2 + IPI)> as IPI+ 0, I&/-, 0, and G,(u) and G?(u) 
are linear in fi. One can now prove 
THEOREM 3.2. If the equation 9.v = 0 has only the trivial solution, 
A = 01, E), E E R, G(A) has the form in (3.4) and there exists a pu,, J,uuol = 1 
such that G&J = 0, G$,,) # 0, then there exists an open set 
d = {P/t IPI = 1, PE 2, I@-&1 < a1 x {e E R; l&l < so} 
such that if (,u, E) E M the perturbed problem has a unique solution. 
Proof: Let p =p,& IFI = 1, p E R. Then 
G(A) = G@, &I= pG,Cu”) + vG:O + G&G, 6). 
If 
then we obtain all solutions of G(u, E) = 0 near 01, E) = (0,O) by determining 
all solutions of F(E, p, @) = 0 with IFI = 1 and (E, p) near (0,O). We have that 
(9 W, 0, ,4J = 0, 
(ii) wo, 0, PO) 
C3& = G:C,u,) f 0. 
Therefore, by the Implicit Function Theorem there exists a unique 
E = E*@, p) defined for IF - pu, I < 6 and p near 0 such that E*(,u,, 0) = 0. 
EXAMPLE 1. 
W + 4Nl + &I &Q)) + W)(l + &> v(W) = 4 dth (3.5) 
x(0) = x(7c/2) = x(7r) = 0, (3.6) 
Ai, A,, A3 E R, g E C([O, ~1; R). Suppose 2 + (a(t) f(O) + b(t) ~‘(0)) x = 0 
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with boundary conditions (3.6) has only the trivial solution. In this case we 
have that 
f(t. x3 -% 2) = 4t)l#‘(O> x - 4(x)1 + W)ly/‘(O) x- Icl(x)l 
- 4 4W(x> - 4 WI v(x) + 4 m 
Yj(x, n) E O, j= 1,2,3. 
Then 
G(k) = fr W> 4W’(O> x*(l) - tiG*@))l dt 
-0 
+ .I * W) W)lly’(O) x*(n) - w(x*(~)>l dt 0 
This implies that G,(A) = A, j; e(t) g(t) dt. 
If g(r) is such that j,” B(t)g(t) dt # 0, then we can solve for A, as a 
function A; of Ai, AZ such that A$(O, 0) = 0. 
EXAMPLE 2. Let (A,, A,) = (0,O) in Eq. (3.5). Let p. E Z, Ipo( = 1, such 
that 
I n pa(t) O(t) dt = 0 and I n tp,(t) O(t) dt # 0. 0 0 
Consider the following problem 
i? + a(t) 4(x> + b(t) w(x) = P(f), 
x(0) = x(742) = x(?r) = 0. 
(3.7) 
(3.7’) 
In this case G,(p) = 0 for p/lp 1 sufficiently close to po, and so Theorem 3.1 
does not apply. In order to compensate for this difficulty we introduce a new 
parameter in (3.7), (3.7’). There are several ways to do this. We have chosen 
to allow a variation of the boundary condition imposed at the midpoint. In 
fact, if E is small real parameter such that 0 < (1 - E)(z/~) < rc, we consider 
the following problem: 
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z+ a(t) 4(x) + b(t) v(x) = P(O, (3.8) 
x(O)=x((l-s);) =x(rr)=O, (3.9) 
where p/I pi is sufficiently close to p,, . Let r(t) = At’ + Bt be such that 
r(O) = 0, 7(n) = z, and ~((1 - ej(r/2)) = n/2. This determines A and B as 
functions of E. In fact, A(E) = -24741 - E*), B(E) = (1 + 2.5 - s*)/(l - s’). 
Also, there is an q, > 0 such that dr/dt > 0, Vt E [0, z], 1~1 < co. Let x(t) = 
Y(s(t)). If j denotes dy/ds, then (3.8) and (3.9) become 
@4(c) t + B(G)*.?+ 2A(~jj, + a(t) 4(v) + b(t) V(Y) = PM, (3.10) 
y(O)= y(7c/2)= y(?r)= 0. (3.11) 
Remark. An easy computation gives 
(2.4(c) t + B(E))-2 = 1 + E + O(E*) as l&1+0. 
From this we get 
x I P(7) - 2ACEj-9 - 47) 4(Y) - b(7) W(Y)1 
(3.12) 
+ [a(7) O’(O) + b(7) W’Pjl YT 
Yj( Y, Jj = 0, j= 1,2,3. 
Here A denotes (p, E). 
Since 
Wj = 1” 0(7jf(7, Y*(A), J;*(L), A) d7, 
0 
one can easily obtain that 
W> = Go( P> + &G:(P) + G,( P, ~1, 
where 
Got P) = lz W) p(t) dt 
0 
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and 
G:(p)=l; (it-4) O(t)p(t)dc. 
Let p = a(, u E R, I<[ = 1. Then 
G(l) = G(d, E) = uG,(t) + cuG;(r) + G,(a<, E). 
Let 
F(&, u,t) = G,(t-) + &G;(t) + ; G,(u& E). 
Then we have F(0, 0, pO) = 0 and S(O, 0, ~,,)/a& = G:( p,,) # 0 where 
G;(p) = ;I; te(t)p(t) dt. 
Therefore, we can apply Theorem 3.2 to solve for E as a function E* of (u, r) 
such that s*(O, pO) = 0. 
EXAMPLE 3. Consider the same problem as in Example 2 with boundary 
conditions x(0) = 0, x(42) - 1(7r/2) = 0, x(z) = 0. In this case, we have, if 
A= 0% El, 
G(k) = 1” O(r>f(r, y*(A),l*(l), A) ds + 414 Y*(A), A>, 
0 
where vz( y*(A), A) = (2cZ/( 1 - E*)) j* (A)(n/Z) because 
Yz(y*(~),~)= 2A(E)(l -E);+B(E)- 1) j*$). 
( 
We proceed as in Example 2, and apply Theorem 3.2 to solve for E as a 
function of p for p/I p 1 close to p. . 
4. THE PERTURBED PROBLEM:~RITICAL CASE 
In this section, we consider the existence of solutions of (1. 1 ), (1.2) under 
the hypothesis that dim,K(P) = 1. Let u. # 0 be a basis for. 4 ‘(Pi’>. Let ,T, : 
S(y) + Y, lj: Z x R3 + R, j = 1,2, be the continuous linear operators 
defined in Lemma 2.2. Let P, : Z x R” -.‘#(P) be a continuous pro- 
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jection onto g(P). Then (I - P,)(p, ui, u2, a3) = 0 is equivalent to 
~j(P’$r(J*,u3)=O’j= 132. 
The existence of a solution of (1. 1 ), (1.2) is equivalent to the existence of 
a y E Y, u E R and a ;i E A such that 
F(y, 4 1) %‘Y - uv, -.~1P,(./-(., Y, j, A>, Y(Y, 1)) = 0, (4.1) 
lj(f('l Y? b? n), Y( YT I>) = O? j= 1, 2. (4.2) 
Since F(0, 0,O) = 0, aF(O, 0, O)/ay = I, the Implicit Function Theorem 
implies there is a unique solution y*(u, A) of (4.1) in a neighborhood of 
( y, u, A> = (0, 0, 01, such that y*(O, 0) = 0 and the function has continuous 
derivatives up through order two in U, A. Consequently, (l.l), (1.2) has a 
solution y in a sufficiently small neighborhood of ( y, u, A) = (0, 0,O) if and 
only if (24, A) satisfies 
Gj(uy A) = li(f(.l J’*(U, A), j*(u, A), A), Y(J’*(U, A), A)) = 0, j= 132. (4.3) 
The Taylor series for each Gj(u, A) is 
Gj(U, A) = Uoj(l) + a,](L) u + ~zj(A) U* + G~(u, A) 
where cj(u, A) = O(i u I’) as 1 u I--+ 0. 
Let us make the following hypothesis 
a*,(O) + 0. 
Let 
F,(u, A) ‘%‘G,(u, A), 
F*(u, 1) ‘%‘u-‘[G,(O, A) G,(u, A) - G,(O, 2) G(u,~)l 
~‘b,(tl) + b,(A) u + b*(u, A), 
where b, : A + IF? is continuous and linear, 
h(n) = WI’) as IAI+O, 
and 
b,(O, A) = 0, ab*(o, A) ~ 0 au . 
Lct~,={~E~;~~~=1,~b0(~)~~6,~0}. 
We now can prove 
G-I.11 
THEOREM 4.1. Zf (H.l) is satisfied, So # 4 and 2. =,u +p<, p E R, 
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r E .s!?~, then there exists a neighborhood V of p = 0 in A and a C’-manifold 
W, of codimension one in V, 0 E W,,, such that v\W, = W, U W, and 
(i) if,u E W, , Problem (1. 1 ), (1.2) has no solutions, 
(ii) ifp E W,, Problem (l.l), (1.2) has two solutions, 
(iii) if,u E W,, Problem (l.l), (1.2) has one solution. 
Proof. Let II=~++~,~EE,pE R, rE.5Y0. 
Define a function F,(u, ,u, p, c) by 
F,(u, ,4 P, 0 = F,(u, P + PO 
Then F,(O, 0, 0, <) = 0 and aF,(O, 0, 0, <)/&I = b,(r) # 0 for < E <So. Hence, 
we can use the Implicit Function Theorem to solve for p = p*(u,,~, <) such 
that p*(O, 0, r) = 0. Let Fi(u, ,u, 0 = F,(u, ,B + p*(u, P, c) 0. Hypothesis 
(H. 1) implies that a’F,(O, 0, <)/au’ # 0. Therefore, by the Implicit Function 
Theorem, there is a neighborhood V of ,U = 0 in A and a unique function U: 
Vx.G$,-+R such that u*(O,r)=O and a~,(u*Ol,r),~,r)/au=O, VpE V. 
This implies that F,, as a function of u, has a unique extremum, which is a 
function of ,k 
For definiteness we assume it is a minimum and denote it by m&u, r). 
Then 
for p E V. 
Let I+‘,, = {P E V, m&u, e) = 0). Then we have 
LEMMA 4.1. (i) W, is a closed connected C’-manifold of codimension 
one, 
(ii) V\W, = W, u W,, W,, W, open and connected. 
To complete the proof of Theorem 4.1 we let 
W,=kE V;m,Cu,t>>O) and W2 = {P E V; ma@, 0 < 0). 
Proof of Lemma 4.1. W, is a Cl-manifold of codimension one if for 
some ,u” E V the directional derivative satisfies 
-$m,(w,. 0 f 0. 
s=o 
Since 
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we have 
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and 
From Fz(u, P, p, r) = 0 we get 
$P*(oY SPO, a bo0lo) 
s=o =-b,(r), 
Choose p, E V such that bo(,uo) = 0 and abi(O) . P, # 0, i.e., p. not in the null 
space of the linear operator &i(O). This implies that dm,(sp,, <)/ds),=, # 0. 
(ii) follows since m,(p, Lj) is a minimum. 
In some specific problems it may happen that A = (u, E), lu E A, E E R and 
Ci(uTL)=uOjOl) +“ljgl)EU +U,j(U)u’+ cj(U,A), j= 1, 2. 
In this case we have 
Fz(u, A) = b,,@) E + b,(u) u + Mu, 2). 
If we let p= y. <, y. E R, r E So and proceed exactly as before we can prove 
THEOREM 4.2. If (H.1) is satisfied and SF0 # 4, then there exists a 
neighborhood V, of p = 0 in A and a C’-manifold MO, of codimension one in 
V,n-@, ~3’= {p~;pEiR,~E~o}, OEM, such that (V,n~)\M,= 
M, U M2 and 
(i) ifp E M,, then (1. l), (1.2) has no solution; 
(ii) if,u E M,, then (l.l), (1.2) has two solutions; 
(iii) ifp E MO, then (1.1) (1.2) has one solution. 
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EXAMPLE 1. 
f + 44( 1 + 4 )4(x> + w)(l + 4) Y(X) = A, g(t), 
x(0) = x(742) = X(7c) = 0, 
(4.1.1) 
where (A,, A,, I,) E R3. 
Assume 
if+ (a(t) (Y(O) + b(f) y’(0)) x = 0, 
x(0) = x(7r/2) = X(7r) = 0 
has a nontrivial solution u,,. 
Let 
f(h x3 -c J”> = (a(t) g’(o) + b(t) w’(0)) x + A3 g(t) 
- a(t)(l + 4) 4(x> - WV + 4) Y(X). 
Then the bifurcation equations are 
s 
n/Z 
G,(u,~)= u,(t)f(t, au0 + w*Qk, A), uti, + 3*(u, A), A) df = 0, 
0 
G,(u,A)= n 
I 
u,(t)f(t, uuo + w*(u, A), Go + ti*(u, A), A) dt = 0. 
n/Z 
Since G, ancf G, involve the same functions except that these functions are 
integrated from-0 to 7r/2 for G, and from 7112 to x for G,, we only have to 
compute G, . 
I 
42 
a,,(~,) = A3 g(t) u,(t) 4 
0 
a&, , A,> = - 4 
1 
n’Z [ (1 + A,) u(t) 4”(O) + (1 + A,) b(t) V(O)] u:(t) dt, 
0 
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and similarly we compute ao2(3L3), a,,@,, A,), and a,,@,,&). Let 
I,“/2 = 
I 
n/2 g(t) uo(t) df, A;” = 
0 I 
n/2 
a(t) u:(t) dt, 
0 
BE/2 = 
I 
n’2 b(t) u;(t) dc 
0 
and similar expressions for I:,,, A$,, and Bz,,. Then an easy computation 
gives 
where 
b@,,A,)= /4qh'(0)[l,"'2A;,2 - I$2A,"'2] + L,I~'(O)[I,"'~B:,, - C,,B,"'21. 
Similarly one can show that hi(n) = A3b:(A,,&) and b,(u, 1) = 
A, bi(u, Al, AZ, A,). This implies that 
(#) Suppose that a(t), b(t), g(t) and the functions $ and w are such 
that 
(i) It” [a(t) g”(O) + b(t) w”(O)] vi(t) dt # 0, 
(ii) J&= {01,,~2)E~2;d+PL1:= 1, I~~Oll,~21~~0>01~d~ 
Then we can apply Theorem 4.1. 
Let (&,n,)=p@i,~~), pE R, (.K~,,u~)E~;. Then we solve 
F,O(u,p~,,p,u,,l,)=O for P=P*(~,P,,P~,U such that P*(O~P~~P~~O)=O~ 
Also, assumption (#)(i) implies that a,,(O) # 0. 
EXAMPLE 2. If in (4.1.1) we let 1, =A,=0 and n3g(t)=p(t), we get 
2 + a(t) d(x) + b(t) w(x) = p(t), 
x(0)=x f =x(71)= 0. 
0 
(4.1.2) 
In this case we have b,(l) = 0. Hence so = $, so that we cannot apply 
Theorem 4.1. 
In order to solve this problem we proceed differently. Since we have two 
bifurcation equations and only two parameters, namely, u and p, another 
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parameter is needed somewhere to compensate for one of the bifurcation 
equations. We do the same thing we did in Example 2 of Section 3, and we 
consider the following problem: 
X(o)=x((l-8);) =x(n)=O. 
The bifurcation equations, in this case, have the form 
G,(~,~)=~,,(P)+c,ue+a,,(0,0)u2+~,(u,13)=0, 
G&4 A) = a,,(p) + c2 UE + u,,(O, 0) u2 + e,(u, A) = 0 
where A= (p, E), p E Z, E E R, 
42 
= ao,( P> = 
i 
P@> G> & a,,( PI = PO> M) & 
0 I n/2 
Then F,(u, A) = b,(p) E + b,( p)u + b,(u, A), where 
bo(P)=c,uo*(P)-cc,uo,(P)~ ~,(P)=~o*(P)~2,(O3O)-~o,(P)~22(O9O). 
Suppose p(t) is such that 1 b,( p/I p I)[ > 6, > 0, i.e., so # 4, and u2, (0,O) # 0, 
then we can apply Theorem 4.2. 
Cubic Nonlineurities 
Suppose that the functions f and y are smooth enough to ensure that the 
bifurcation equations have the Taylor series 
Gj(U, A)= U,(A)+ U,j(A)U + U2j(A)U2 + U,j(tI)U3 + ~j(U, A), j= 1,2, 
where 
Gj(", n) = O(l u I”) as lul-+O. 
We make the following hypothesis: 
Let 
a,,(O) = 0 and a,,(O) # 0. 
ff,(u, A) = G,(u, A), 
H,(u, A) ‘ifif U-‘[G,(O, A) G,(u, A) - G,(O, A> G&4 A)] 
!zf go(n) + El(n) u + s,<u, A). 
(H-2) 
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K(U, Pc1, P9 4 = fw4 P + PO 
We use the Implicit Function Theorem to solve B2(u,p,p, t) = 0 for 
p = p*(u, ,u, 4) such that p*(O, 0, <) = 0. Let 
6 04 P, 0 = H, (UT P + P* (UT PT r> 0 
Then we have 
mv~ o= %,Ol +p*t) + a,,@ +p*t) u + a2,tJJ +p*t) 22 
+ a,,@ + p*g u3 + G,(u, ,u + p*r) = 0. 
We have that 
and 
m(o, 098 
au3 
= 6a,,(O) # 0. 
Suppose that ajl(A) are smooth enough that 
m4P, 0 = do,@, r> + d,,Or, 0 u + d,,@,l3 u3 + mw 0 = 0 (*I 
with d,,(O, c) = u,,(O) # 0. 
Then the bifurcation set in the parameter space (d,, , d,,) corresponds to 
multiple solutions of (*), i.e., solutions of (*) and of 
d,,(,u, () + 3d,,(,u, tl) u2 + ‘.. = 0. t**> 
Equations (*) and (**) imply that 
d,, = -3d2,u2 + O(lul”) as (uJ-+O, 
d,, = -2d,,u3 + O(lul”) as lu(-,O. 
Therefore, the bifurcation set in the (d, 1, d,,) plane is the set of all (d, 1, d,,) 
such that 
4d;, + 27d,, d;, = 0. 
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Let 
~,(41~4,)=-4,~ qd,,,d,,)=4&, +27d,,d:,. 
Assume that d,, ( 0. 
Then we summarize the above discussion in the following: 
THEOREM 4.3. If (H.2) holds and A?,, # $, then there exist two functions 
0, and Q, such that for 1 u[, Id,,, 1, Id,, I small, the following hold. 
(1) Q,, Q, determine a unique curve d,,(dOl). This curve, which we 
denote by F, is smooth when d,, # 0 but forms a cusp tangent to the d, ,-axis 
at (0,O). In fact, d,,(d,,) N Kdi/l’ where K = 3(-d,,/4)“‘, 
(2) (d,,,d,,)@~foravd,, (0, 
(3) (d,, , d,,) E %Y implies there are three solutions, two of them 
coincide. 
(4) % divides a neighborhood of (0,O) into two components, open and 
connected, @, , 02, such that 
(a) (d,, , d,,) E 8, implies there is a unique solution, 
(b) (d,, , d,,) E @I implies there are three distinct solutions, 
(c) (d,, , d,,) = (0,O) implies there is one solution, corresponding to a 
triple zero of (*). 
Remark. Theorem 4.3 was stated in terms of the real parameters d,, and 
4,. However, the true parameter of the problem is ,u EA. In order to 
characterize the bifurcation set in the space n all we have to do is to study 
the properties of the map 
such that Z(D) = (d,,(u, r), d,,(u, r)). Then the bifurcation set in the 
parameter space /i is the set Z= {,D E/i; Q,(Y@)) = 0) and is such that 
n(C) = g. 
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