To systematically review and synthesise the validity evidence supporting intraoperative and simulation-based assessments of technical skill in urological robot-assisted surgery (RAS), and make evidence-based recommendations for the implementation of these assessments in urological training.
Introduction
Surgical education is experiencing a huge shift from Halstead's apprenticeship model introduced >100 years ago to the current climate of competency-based education. A trainee must exhibit clinical competence, and in surgical education this includes both the technical and nontechnical skills needed to safely carry out any number of procedures. Evidence linking technical performance to patient outcomes and safety has drawn the public's attention, reflected by recent efforts to allow patient access to video footage of surgical procedures [1] . These developments have significantly altered the way in which we approach research in surgical assessment and curriculum design.
More than in any other surgical field, robot-assisted surgery (RAS) has been rapidly embraced by the urological community. It is quickly becoming the most common approach to many operations, including prostatectomy, partial nephrectomy, pyeloplasty, cystectomy, and retroperitoneal node dissection [2] . Its predominant use continues to be for prostate cancer, where robot-assisted radical prostatectomy (RARP) has become the 'gold standard' in the surgical management of localised prostate cancer in most of the developed world [2] . The dynamic growth of this surgical technique has had a wide impact on practicing urologists and surgical residency and fellowship programmes alike. The need for formalised RAS training has also resulted in increased need for assessments of skill, both formative and summative. Despite the continued creation of new tools to assess performance, important questions remain unanswered; how do we effectively incorporate RAS-training programmes into urology residency curricula? How do we appropriately credential practicing urologists wishing to perform RAS?
How do we incorporate the most effective education programmes in the urology residency curricula? Most recent Urology residency graduates will not have had an immersive experience in RAS. Those Urologists who passed their Board or Fellowship examinations 10 years ago have had to acquire the required robotic skills in a very unstructured transitioning surgical landscape. It may even be appropriate to include RAS education curricula late in medical school training. This would permit early recognition of those students with aptitude in RAS to be identified using the metrics outlined in this manuscript.
For an objective assessment of RAS skill to be applicable in training, privileging or accreditation, it is essential to build a 'validity argument' supporting its use. Messick's Conceptual Framework is an acceptable way to construct such an argument, through the assembly of various sources of validity evidence, specifically content, response process, internal consistency, relationship to other variables, and consequences [3] . This type of framework replaces the now outdated Cronbach Taxonomy of validity (predictive, concurrent, content and construct validity), by seeing validity as a dynamic or fluid concept that must be argued in different assessment environments.
Like any procedural assessment rubric, the tools used to evaluate RAS skill employ a combination of global rating scales (GRS) and task-specific checklists to assess trainee competencies [4, 5] . Using trained expert analysts, GRS can be superior in both accuracy and reliability across a wide variety of procedure types when compared to checklists [6] . Despite this the validity evidence supporting objective assessments of technical skill remains insufficient to warrant their use in high-stakes decisions such as progression through competency-based training or credentialing [7] . It is vital to create a validity argument in support of these approaches when considering their inclusion in summative assessments in training and beyond [8] .
Whilst both technical and non-technical skills are essential in the training of future robotic surgeons [9] , this article focuses on technical skill assessments only. The objective of the present article is to provide a focused review of the available tools for assessment of RAS technical skill currently available to surgeon educators, and to critically appraise the supporting literature to determine how best to implement these assessment tools into residency and fellowship curricula.
Materials and Methods

Eligibility Criteria
Articles assessing the RAS skill of urological trainees (medical students, residents, fellows) or faculty urologists were included. Studies assessing RAS skills in other surgical specialties that did not include urology participants were excluded. Studies primarily assessing non-technical skills were excluded from this review, although the search was designed to capture these studies for future work. Studies published in peer-reviewed journals were included in the analysis, and unpublished abstracts were included only if it was determined that they contained data contributing to the validity of the assessment being studied. Randomised control trials and observational studies, including cohort, case-control, case series and cross-sectional studies, were all eligible for inclusion.
Information Sources
One author conducted a search in Ovid Medline, Embase Classic, PsycINFO and the Cochrane Library. The search was carried out on 18 July 2017.
Search
Medical subject headings (MeSH) terms used in the search included 'communication', 'clinical competence', 'curriculum', 'education, medical', 'surgical procedures', 'education, medical, graduate', 'educational measurement', 'medical errors', 'nephrectomy', 'patient simulation', 'prostatectomy', 'robotic', 'robotic surgery', 'robotic surgical procedures', 'robotics', 'skill', 'surgery', 'non-technical skill', 'cognitive skill', 'technical', 'technical skill', 'urologists', 'urology'. Titles of articles resulting from the search and corresponding abstracts were reviewed initially and articles eligible for full-text review were identified. These articles were then analysed further to ensure that no articles referenced therein were missed for inclusion in the fulltext review. Duplicates were identified and removed.
Study Selection
Any study in the medical or surgical literature that assessed the robotic surgical skill of urological trainees or faculty, involving original research and described in English, were included. Opinion letters, editorials, case reports, reviews, and letters to the editor were excluded. References used in previous review articles were assessed and those that met the inclusion criteria were incorporated in the analysis. Articles that looked at outcomes only were also excluded. Two authors considered the articles for inclusion independently, and any disagreements were resolved by consensus.
Data Collection Process
Data were abstracted from the included studies systematically, including sample size, participants, assessment used, study setting, rater information, and assessment design and implementation relevant to various sources of validity evidence.
Quality Assessment
The Medical Education Research Study Quality Instrument (MERSQI) was used to assess the quality of the included 502 © 2018 The Authors BJU International © 2018 BJU International articles [10] . The MERSQI scores quality over eight domains: study design, institutions sampled, response rate, type of data, validity evidence for evaluation of instrument scores, sophistication of data analysis, appropriateness of data analysis, and assessment outcome.
Validity Evidence
We used Messick's validity framework [3] to structure the evidence supporting the application of these assessment tools in RAS. These sources of test validity include content, response process, internal structure, relationships to other variables, and consequences of testing. Use of this framework allowed us to put forward our own, evidence-guided recommendations on how best to implement these assessments into formal training curricula.
Results
Our initial search yielded 566 articles. After two independent authors reviewed titles and abstracts, 282 articles were selected for full review to determine inclusion status. Following full-text review and cross-checking of article references, 85 studies were included in the final analysis (Fig. 1) . The included articles are displayed in Appendix 1, subdivided into assessments of technical skill and computerbased virtual reality (VR) assessments. Table 1 summarises the validity evidence supporting the seven non-time-based technical skill assessment tools used in urological RAS. The Global Evaluative Assessment of Robotic Skills (GEARS) tool, developed by Goh et al. [4] , has been applied to urological assessments on multiple occasions [4, [11] [12] [13] [14] [15] [16] [17] [18] [19] [20] [21] [22] [23] [24] [25] [26] [27] [28] [29] , and has the strongest validity argument supporting its use in the assessment of robotic skill. Its generic framework has allowed it to become a widely accepted method of assessment across multiple procedures and even across specialties [4, 15, 19] . Notably, evidence supports its ability to discriminate amongst staff surgeons of differing case volume [16] , as well as across a single surgeon's learning curve [13] . The vast majority of literature using the GEARS score has found it to be a reliable assessment method [4, 11, 16, 24, 25, 27, 28] . However, a study of robotic renal hilar dissection using oriented expert raters showing poor internal consistency [17] , and Hung et al. [21] found that while trainee self-assessments and faculty evaluations correlated weakly, inter-faculty reliability was better when assessing residents [intraclass correlation (ICC) = 0.77] and fellows (ICC = 0.45). As shown in Table 1 , it is the only technical skill assessment tool that has supporting consequences evidence, having been used to both predict clinical outcomes in a retrospective case-control study, and impact residency match-rankings when applied to a cohort of medical students.
Technical Skill Assessments
The Global Operative Assessment of Laparoscopic Skills (GOALS) [11, [30] [31] [32] , a laparoscopic-specific GRS that served as the underlying model for the GEARS, was also used in robotic skills assessment by Hung et al. [31] , with the addition of two robotic-specific domains, instrument awareness and precision, and camera awareness and precision. Their randomised control trial showed that baseline performance on a VR-simulation scenario correlated with performance on a porcine model. Tunitsky et al. [32] demonstrated GOALS ability to discriminate between procedural expert surgeons and robotic expert surgeons performing a simulated robotic ureteric anastomosis, providing evidence that this GRS may be able to adequately evaluate procedural-specific constructs. The Objective Structured Assessment of Technical Skills (OSATS) tool [11, 18, [33] [34] [35] [36] [37] [38] , originally developed at the University of Toronto for a 'bench-station' examination of basic surgical skills [39] , has been used to assess RAS technical skill, with multiple studies providing various types of validity evidence, across simulation, laboratory, and clinical environments. Siddiqui et al. [5] added robotic-specific metrics to the OSATS tool, using five dry-laboratory 'drills' to assess robotic skill across four domains, terming their modification 'R-OSATS'. They demonstrated its relationship to other variables by comparing scores to training level and console experience. Their tool also exhibited excellent inter-rater reliability (Cronbach's a = 0.91). A RARP-specific assessment tool, the Robotic Anastomosis Competency Evaluation (RACE) [16, 40] was developed by Raza et al. [40] , and uses global ratings across five domains to assess specific skills needed to complete the vesicourethral anastomosis step of the RARP. Whilst their tool could discriminate between trainees of different experience, the reliability of their tool was only moderate (a = 0.62). The RARP Assessment Score [41] was developed by an international group using the Healthcare Failure Mode Effect Analysis (HFMEA). The HFMEA [42] is a method of human risk analysis, which allowed the authors to identify high-risk steps of the procedure to include in their assessment of trainees taking part in a European robotics fellowship. However, the small numbers of participants in their study makes interpretation of their data difficult at this stage. The Prostatectomy Assessment Competency Evaluation (PACE) is the product of a Delphi consensus of international urological oncologists [43] . Like the RARP Assessment Score, this tool is procedure specific. Each step of the procedure is rated using a 5-point Likert scale, with agreed upon anchor points for scores of 1, 3 and 5. Finally, the Assessment of Robotic Console Skills (ARCS) was developed in collaboration with Intuitive Surgical Inc. (Sunnyvale, CA, USA) as a GRS to more specifically assess console skills, including optimisation of field of view and workspace, and basic energy pedal skills [44] . Their initial validation study demonstrated the ARCS ability to discriminate between staff surgeons of <100 vs >100 completed RAS cases.
In addition to these GRS assessments, studies used weighted combinations of time and error [45] [46] [47] [48] [49] [50] [51] [52] [53] [54] [55] [56] [57] (similar to the Fundamentals of Laparoscopic Surgery [58] ) and 'endproduct' scores [47, 55, 56, 59 ] to assess technical performance. Table 2 outlines the commercially available simulation platforms and scoring metrics for RAS with literature supporting their use in training urologists. The field of robotic simulation is well established, with multiple developers offering platforms to the public, each with its own unique features, strengths, and weaknesses [60] .
Computer-based VR Assessment
Intuitive Surgical, designer of the da Vinci â System, is responsible for the daVinci Surgical Simulator (dVSS) [14, 15, 20, 22, 29, 31, 34, 50, [61] [62] [63] [64] [65] [66] [67] [68] [69] [70] [71] [72] [73] [74] [75] [76] [77] [78] . This robotic simulator fits directly onto the surgeon console, allowing the trainee to sit at the same controls he or she would be using in the operating room. It has the disadvantage of not being available if the console is being used in the operating room, as it cannot be used independently of the console [79] . The dVSS is the result of collaboration. The software used by the dVSS was developed initially in conjunction with the Mimic group, and so many similarities are found between these platforms in terms of metrics assessed and the user interface. In 2009, Lerner et al. [80] showed that a cohort trained on the dVTrainer â (Mimic Technologies, Inc., Seattle, WA, USA) performed similarly to those trained on the dVSS, and they achieved similar results on dry-laboratory tasks. This outcome may reflect the similarities in their software design and user interface. Additionally, the selection and creation of the tasks used by the dVSS was made in conjunction with the Simbionix group (Israel). In a study by Amirian et al. [56] , the Simbionix suturing module (SSM), running on the dVSS training software, was able to demonstrate improvement from baseline in a group of RAS novices. Lee et al. [81] developed a 4-week training curriculum, the Basic Skills Training Curriculum (BSTC), which employed the dVSS system to compare a time-based method of assessment with a competency/proficiency-based method in surgeons of various training levels at the University of Toronto. Hung et al. [67] used visual analogue scales to establish the functional task alignment of the dVSS, and their study showed again that this simulation platform can distinguish between experts and novices. In a subsequent study, this group demonstrated that assessments with the dVSS have clinical consequences [31] , by correlating baseline trainee skill with ex vivo tissue performance after the completion of a dVSS dry-laboratory curriculum.
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Articles Included in Review, n=85 Another popular robot-specific platform is the dV-Trainer developed by Mimic [50, 51, 70, 80, [82] [83] [84] [85] [86] [87] [88] [89] . Initial validation studies [85, 90] provided evidence that the simulator was able discriminate between expert and novice robotic surgeons. In a 2012 study, Lee et al. [51] demonstrated that dV-Trainer performance correlates with actual da Vinci console performance at dry-laboratory tasks. New initiatives from Mimic include the Xperience Team Trainer TM , which includes an assistant laparoscopic simulator that integrates a communication element into the simulation experience [30] .
Simbionix has developed multiple procedural simulators across different specialties, including the RobotiX Mentor Platform â . Like the dV-Trainer, it too is a stand-alone platform and can incorporate a laparoscopic-assistant simulator. Validity evidence for its use comes from a study from Whittaker et al. [91] , in which they were able to demonstrate significant score differences between novices and experts, using two simulated modules and employing domains of assessment from the Foundations of Robotic Surgery curriculum. Simbionix developed software that allows trainees to complete VR steps of the RP have been recently integrated into both the RobotiX and dVSS platforms.
The Robotic Surgery Simulator (RoSS) [92, 93] , made by Simulated Surgical Systems (San Jose, CA, USA), is another simulator, and unlike the dVSS, it is a standalone platform. While it is not identical to the da Vinci console used by the dVSS, it is modelled after it, and subsequently has similar task alignment [93] . It was developed with the Roswell Park group in Buffalo, NY, USA, and this group has shown that the RoSS has the ability to predict performance on another simulator [94] , as well as intraoperative ability [95] . Finally, the RoSS simulator has now integrated the Robotic Skills Assessment (RSA)-score assessment tool [92] , developed through the Fundamental Skills of Robotic Surgery (FSRS) group as described above, further adding to its applicability to robotic curricula.
The final platform designed specifically for RAS simulation is the Sim surgery Education Platform (SEP) Robot Simulator (Oslo, Norway). This is a less utilised platform, and the evidence for it has been mixed [96] [97] [98] . Studies have been able to show that novices performed consistently poorer when compared with a cohort of experts on the SEP platform.
A unique example of laparoscopic simulator technology being applied to RAS is the ProMIS TM system (Haptica Ltd., Dublin, Ireland) [99] [100] [101] : a platform that measures efficiency of task completion, such as total distance of instrument arm movements and smoothness of motion [99] . A urologyspecific example of its use in RAS comes from a study by Jonsson et al. [100] , who showed that the ProMIS simulator was able to discriminate between novices and experts at a dry-laboratory vesicourethral anastomosis model. This article further added to its validity evidence by comparing the smoothness of motion metric between groups, to the more conventional measurement of time-to-task completion.
Key differences exist between these simulators. A unique and important property of computer-based VR simulators is the ability to automatically track instrument movements. The dVTrainer and SEP simulators measure the force with which the instruments are used as well as instrument collisions, important issues for RAS, where haptic feedback does not exist. The dVSS contains the 'system settings' and 'wrist manipulation' measurements, performance domains specific to RAS. Interesting assessments incorporated into the SEP platform are tightening and winding stretch. These measure the amount of tension used in knot tying, an important and advanced robotic skill. Finally, the MScore assessment rubric developed by Mimic and incorporated into the dV-Trainer (older versions of MScore also found on the dVSS), allow surgeon mentors and educators the ability to individualise training curricula with development of customised tasks and modular learning activities and deliberate practice sessions based on trainee needs.
Novel Assessment Methods
Novel methods of assessing robotic surgical skill have been introduced in the recent literature. We describe four such innovations here, and they are summarised in Table 3 .
Crowdsourcing
An exciting but controversial area of assessment being established in RAS technical skill assessment is 'crowdsourcing' [25] . This method uses members of the public, medically trained or not, to make judgments on surgical skill and technique. Consistently, studies have shown that these groups of people, often referred to as 'turkers', have not only excellent internal consistency, but also have ratings correlative to those of expert surgeons [25] . Crowd-Sourced Assessment of Technical Skills (C-SATS) [28] , an online platform that utilises this method, has been used in multiple surgical fields, including laparoscopy and robotics. Recently, efforts from the Michigan Urological Surgery Improvement Collaborative (MUSIC) have applied this method of assessment to RARP [16] , showing that crowdsourcing is applicable to assessment of this procedure using GEARS. However, it was noted that the 'crowd' was less willing to rate participants as either very poor or very good performers, which was not the case for expert raters. This phenomenon may question the use of this method in summative or highstakes assessments, where distinguishing between high and low performers is imperative. Additionally, there is a considerable cultural barrier to overcome in this case, as experienced surgeons may doubt the ability of non-medically trained crowd workers to potentially judge whether surgeons are competent at performing advanced surgical procedures. Certainly, there will be more investigation into this assessment method, including whether crowd-derived judgments can reliably predict not only expert opinion but also patient outcomes.
Machine Learning
A study by Kumar et al. [102] used a form of artificial intelligence, support vector machines, to assess the robotic workspace adjustment and camera manipulation of trainees performing a variety of tasks on the robotic console. They found that their algorithm had a classification accuracy of >95% for workspace adjustment, and >88% for camera manipulation. Despite some study limitations, the use of artificial intelligence in skill assessments is a rapidly growing and promising field of research. 
Motion/contact Vibrations
Many groups across all surgical platforms are looking for methods of assessment that use purely objective psychometrics to eliminate the inherent bias of human judges. In our present review, Gomez et al. [18] had some success using contact vibration as a surrogate for RAS skill in a series of dry-laboratory tasks. Their study showed that lower vibration and force-derived metrics were recorded in their cohort of experienced robotic surgeons as compared to novices. This novel evaluation method showed good construct validity in 10 out of 15 metric-task correlations, showing that this purely objective method has utility in formative skill assessments. However, this and similar unidimensional psychomotor assessments may not reflect the full competence, or lack thereof, and must demonstrate correlation with patient outcomes before they are accepted on the main stage of surgical assessment.
Armrest Load
Two studies from Yang et al. [70, 103] quantified armrest load and surgeon ergonomics as methods of both assessment and educational intervention in RAS training. They found they could distinguish between surgeons with different robotic experience in a simulated environment, as well as shorten the simulation-based learning curve of novice trainees by building in a real-time feedback mechanism that alerts the trainee about excessive weight applied to the console armrest. This metric has potential as a means of both improving trainee acquisition of technical competency and complementing assessments of surgeon skill in training curricula.
Literature Quality Assessment
The mean MERSQI score for all included articles was 12.8, which falls short of the 14/18 mark that indicates 'high quality'. Articles found to have a score of ≥14 are detailed in Table 4 
Discussion
The present review has highlighted the various assessment methods that exist in evaluating technical skill when performing RAS in urology. This area of research is still actively evolving, and while the present article has summarised the methods used to date, we expect that applications and diversity of these instruments will continue to expand and develop as the paradigm of competency-based training becomes the standard.
We have outlined the various efforts made in assessing technical skill in urological RAS, and while the literature is diverse, we have shown some homogeneity in the underlying principles of assessment being employed. As in most studies assessing technical skill, GRS continue to be more popular than task-specific checklists, due to their broader applicability and ease of use [6] .
Although many of these assessment tools can be applied across all types of RAS, urology will likely lead the movement toward the use of these assessments in surgeon accreditation, as opposed to its current place in the formative setting only. Educators and licensing stakeholders will pay attention in urology especially, as the role of surgeon performance in patient safety and outcomes continues to be investigated in this space [13] . This emerging evidence will likely lead to the incorporation of assessments of technical and non-technical skill into licensing practices at a local or national level [104] .
As of now, the accreditation process remains under the sole control of the hospitals [2] , and there is no established use of summative technical skill assessments in RAS for the purposes of credentialing.
There are specific limitations of the present review and the included research presented. A major issue that is prevalent throughout the RAS assessment literature is the comparison of novice and expert surgeons as a source of validity evidence. In order to frame an assessment in a specific context, i.e. low-stakes vs high-stakes, it is crucial that the assessment construct be clearly defined. Making decisions of competency within a training programme requires the chosen assessment to distinguish between trainees who have met a predefined set of criteria from those that require further remediation. In contrast, an assessment designed for credentialing robotic surgeons after training must be able to distinguish between those who will have satisfactory patient safety and clinical outcomes and those that do not. Unfortunately, much of the literature has chosen to compare groups at the extremes of skill, to allow for highly statistically significant differences in 'scores' between cohorts. Secondly, it is important to note that the internal structure and response process validity for simulators is often hard to quantify. Although computer-generated and algorithm-based scoring metrics are assumed to be accurate and reliable, it is still essential that manufacturers and academics strive to provide this validity evidence as robustly as possible, by clearly describing how their scoring components are tabulated and weighted, and any quality control process that are undertaken in the development of scoring algorithms.
Importantly, most studies in the present review contribute at least one source of validity evidence for their described assessment tool, as shown in Tables 1 and 2 . However, gaps in the supporting evidence are present in the majority of these studies, and emphasis should be placed moving forward on addressing these. Despite all studies contributing one or more sources of validity evidence for a given assessment, many various data elements that comprise each of Messick's five domains of validity were vastly underrepresented [105] . Of note, internal structure and response process evidence was fairly homogenous in nature across the included literature. While inter-rater reliability statistics were more commonly reported, other important internal structure data such as internal consistency (reliability across the domains of the assessment tool) and test-retest reliability (reliability across different sittings or versions of the assessment) were rarely included or described in these studies. Additionally, crucial components of response process evidence such as rater data analysis (understanding rater disagreements or inconsistencies) and effects of rater training (comparison of scores between trained and untrained raters) were also not addressed by most of these studies. Typically, response process evidence in these studies consisted only of descriptions of rater training, and the use of video capture to ensure quality control of testing data. These gaps in evidence may reflect the investigator's use of outdated taxonomies of validity when designing these studies, including decisions around the type of data to calculate and report in their manuscript.
Recommendations
Using Messick's Conceptual Framework of Validity [3] , we have systematically gathered and quantified the validity evidence supporting technical and computer-based VR assessments of RAS skill, to provide evidence-based recommendations on how best to implement these assessment tools in postgraduate training and, in future, credentialing practices.
It is clear from our present review that assessments of technical skill using the GEARS metric are strongly supported with robust validity evidence in a wide range of settings, from ranking medical students in the residency match to distinguishing 'high' and 'low' performances of a single, highvolume surgeon. It provides reliable ratings of trainee or faculty performance in real-time assessments in the laboratory or operating room, or when used in video-based evaluation by expert raters or laypeople through crowdsourcing. However, it is important to note that whilst many studies report a high to very-high inter-rater reliability, this is not true of all the included literature. We must stress to educators the importance of training faculty in the use of these assessment rubrics, and early identification of raters who are outliers in their scoring of trainee technical skill. Another option for technical skill evaluation is the OSATS tool, long seen as a 'gold standard' amongst GRS assessments. This scale has been used in multiple settings in the literature, and has an excellent evidence-base when applied in all testing environments, including dry laboratory, simulation/VR, and the operating room. Its broadly applicable domains allow it to be used and easily compared with assessments in open and laparoscopic surgery, making it an attractive option for evaluating technical competency across multiple surgical platforms.
It is difficult to provide a single recommendation on computer-based VR assessment, but the validity evidence for both the dVSS and the dV-Trainer systems in low-stakes assessments is strong. Both platforms have been shown to distinguish between trainees and surgeons of differing skill levels, and both have shown response process validity through test-retest methodology and correlation of computergenerated scores with human ratings. Like the GEARS score, these platforms can be used in the training and assessment of participants with a range of RAS experience, but most of the literature supports use in postgraduate education rather than in high-stakes assessments, such as credentialing, as evidence of their ability to predict clinical outcomes is currently lacking.
Conclusion
As the competency-based education model of surgical training continues to become more universal [106] [107] [108] , it is imperative that educators understand not only the milestones set forth by their governing bodies, but also the methods in which these milestones are defined. We have provided a summary of the current literature describing technical skill assessments in urological RAS, and provide evidence-based recommendations of how one may implement these into a competency-based curriculum. Competency in surgical skill must be defined by content experts, through objective means, and the validity evidence of the assessment tools discussed here should give educational stake-holders confidence in making judgments on their trainee's ability. Despite this, the question of how to best create summative assessments of surgical skill remains unanswered. As demonstrated in the present review, there are efforts on multiple fronts, from the simulation laboratory to the operating room.
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