Abstract-A major challenge faced by wireless sensor networks (WSNs) for monitoring purposes is their energy supply. Renewable energy sources are useful for sustainable monitoring, but still very limited today due to various implementation constraints. Fortunately, microbial fuel cells (MFCs) provide a renewable power source, which can be integrated into terrains, wetlands, and some civil structures for environmental monitoring. However, as MFCs may only provide ultralow and dynamic power, an energy-neutral communication protocol is crucial for MFC-powered WSNs. Herein a duty-cycle-based energy-neutral communication protocol is proposed for MFC-powered WSNs. Mathematical models for optimal duty-cycling that minimize the probe packet reception time are first proposed. Then, an energy-neutral joint scheduling and routing protocol in multihop MFC networks is introduced. Finally, a MATLAB-based simulation tool is developed to evaluate the protocol performance. Simulation results show that WSNs adopting the proposed protocol can achieve sustainable network operations. It is also demonstrated that the protocol enables reliable data transmission when using ultralow and time-varying MFC power inputs.
I. INTRODUCTION

R
ESEARCH in wireless sensor systems has witnessed tremendous growth in the past decade. In particular, wireless sensors have been deployed to monitor civil infrastructures and natural environments with enhanced efficiency, productivity, and most importantly safety. As the pervasive deployment of wireless sensor-based monitoring systems has been scaled up into critical infrastructures and various environments, assuring the sustainability of such systems is of great importance.
Generally, a sensor network with energy-neutral operation (ENO) [1] is expected so that the long-term energy consumption by wireless sensors in a network is less than the total energy harvested from its environment. While still limited, various renewable energy sources have been investigated for sustainable wireless sensor systems [2] . Some renewable energy sources are available but not practical for powering some sensing systems. For example, solar cells and wind turbines may generate more energy but are not accessible in many environments. Furthermore, their installation is obtrusive, and their performance is greatly affected by weather and damages. Alternatively, microbial fuel cells (MFCs) provide a renewable power source, which can be integrated into terrains, wetlands and some civil structures. Using MFCs, chemical energy in organic compounds is converted into electrical energy through catalytic reactions of microorganisms [3] . MFCs have been envisioned as one of promising green energy sources for sustainable sensing applications [4] . For an MFC sensing node, the anode is reduced to a lower potential through the oxidation of substrates using microorganisms, generating free electrons, while a higher potential is achieved at the cathode through a reduction process as shown in Fig. 1 . One advantage of using MFCs as a power source is that they can be seamlessly deployed in natural environments and civil infrastructures without obtrusive appearance. However, due to their high internal resistance and low voltage/power output, MFCs are unable to directly drive most commercial electronic devices [5] . Pilot studies so far have only managed to demonstrate transmission over one wireless link instead of a network with multiple nodes [4] - [6] . For example, it is demonstrated that an MFC with the size of a 3-gallon water bucket was only good for powering a radio to transmit one packet every 15 minutes [6] . With selected optimal power management system (PMS) configurations [4] , PMS could output 3.3 V to drive most commercial wireless sensors even with an initial MFC output as low as 0.18 V. In [4] , one humidity data and one temperature data were transmitted by the node in a single charging/discharging cycle. The average charging/discharging cycle was measured as 0.99 hour when driving a 90 mW load. It should be noted the average MFC charging/discharging cycle varies from several minutes to several hours depending on the scale of MFC, the design of PMS, and the power consumption of loads [4] - [6] . In addition, the charging rate varies with the local temperature and other environment conditions, which affect the activity of MFC microorganisms.
Despite the wealth of wireless sensor network (WSN) literature, MFCs present very different and challenging charging properties that are beyond the typical WSN assumptions. The long and highly varying charging time of MFC-based sensor nodes imposes a unique challenge to the feasibility of any existing duty cycling-based communications protocols; neighboring nodes may never be able to wake up at a common interval to initiate communications. Protocols for MFC-based WSNs must be aware of MFC's charging properties and adapt their communication strategies in a structured way that can guarantee successful communications for such systems to be even considered practical. This paper is organized as follows. The first section introduces MFC-based WSNs; background reviews on MFCs' charging/discharging properties and low-power based network communication protocols are presented in Section II. Section III states the target network model, assumptions and specific objectives. In Section IV, the proposed energy efficient protocol and its mathematical explanations for sustainable sensing with a MFC-powered WSN are presented. Section V shows and discusses the simulation results. The paper concludes in Section VI.
II. BACKGROUND
Most energy of a wireless sensor is used to power its processor, radio and sensing functions. Much radio energy inefficiency comes from synchronization, packet collisions, idle listening, and overhearing. Therefore, low-power design for WSNs must account for device design, communication protocols, and sensing algorithms. Most wireless sensor devices today adopt IEEE 802.15.4 standard compliant radios [7] . One important provision in the standard is the definition of a "sleep mode" that allows power saving by selectively turning off the radio. Radio chipset vendors can provide more than one sleep mode levels. For example, the Texas Instrument CC2420 radio [8] features four different low-power levels that incrementally turn off the radio, the processor/clock, and finally the entire chip. Table I summarizes the power  consumption of its sleep and normal operating mode. Due to the varying and extremely low-power supply, the nodes of MFC-powered WSNs must work in a duty-cycling mode. The ideal scenario is that nodes wake up when transmitting data and sleep when not transmitting. The design of a practical duty-cycling protocol is indispensable for the performance of MFC-powered WSNs. Numerous researchers have studied duty cycling-based low-power network protocols that put sensor nodes to sleep and wake them up on a periodic or event-triggered basis [9] - [19] . For example, topology control-based duty cycling protocols are favored in certain cases [9] , [10] . However, the knowledge of network topology is usually not available for all nodes, and special radio infrastructures such as multi-radio devices [9] or directional antennas [10] are required for the protocol design. These limitations invalidate such protocols to be readily applied to most low-power WSN systems such as those powered by MFCs. In addition, the enormous energy consumption of coordinators (up to n times more energy consumption, where n is the number of nodes a coordinator manages) makes it even impossible for MFC-powered WSNs to function well.
Medium access control (MAC) is another category of approaches that may have a great impact on the performance of WSNs. For example, the probabilistic retransmission protocol has been used to improve the transmission reliability in sensor networks by letting each node calculate the probability of receiving a packet based on its own operating time. Unfortunately, such a protocol is more effective for dense WSNs. For most WSNs, transmitters and receivers need to negotiate certain timing protocols to provide a reliable and energy-efficient data transmission. Synchronized methods such as TDMA-based MAC protocols and WiseMAC [11] provide energy-efficient network performance by assigning different time frames for node transmitting/receiving and sleeping, but synchronized WSNs are usually difficult to implement, especially with limited energy source. Time drifting is another problem that most synchronization-based protocols neglect, which may severely degrade the protocol performance and shorten the network lifetime. It should be pointed out that solving time drifting is energy-consuming (up to 70%∼90% more) due to drift correction algorithms [12] . Furthermore, sensing applications can adopt simple algorithms that retrieve data from "just enough" sensor nodes to minimize unnecessary redundancy if the total number of deployed nodes are denser than the needed resolution of a physical field being monitored [13] .
Despite the abundance of low-power sensor network protocols, very few of them have considered the energyneutral requirement, and even fewer of them considered the low recharge rate of energy-harvesting devices such as MFCs. Some studies have evaluated the performance for legacy network protocols for a renewable energy network [14] ; some have formulated abstracted resource allocation problems to analyze the stability and capacity of renewable energy networks [15] , [16] ; and some have proposed adaptive duty cycling methods based on dynamic charging conditions [17] . However, there remains a major knowledge gap to realize such systems in practice. In particular, existing protocol solutions have not provided a structured paradigm for assessing and assuring the sustainable network operation using ultra-low and varying power sources such as MFCs.
III. PROBLEM STATEMENT
The objective of this work is to develop and evaluate a communication protocol that addresses the challenges associated with WSNs powered by ultra-low power and varying energy harvesting rate sources such as MFCs. Specifically, the study considers a sensor network that is composed of numerous small nodes deployed in a multi-hop fashion. The sensor network is expected to be utilized for environmental monitoring purposes in forests and wetlands where solar energy is hardly available. A sensor node can either have data (e.g. sensor data) generated locally or receive data packets from other nodes when it acts as a relay node. Energy harvesting rate of each node is modeled after typical MFC-PMS designs, which changes randomly within a certain range with a uniform probability. Each node joins the network randomly and has a fixed number (denoted as M) of data packets to send. Data packets, with a size denoted as D each, contain environmental information such as temperature, humidity and moisture, etc., which only occupies several bits of a packet. There is one sink with unlimited power supply to process and store sensor data from all the nodes. Most packets forward between peer nodes rather than to the sink. A node at a certain hop relays data packet to its peer node at the next hop in the direction to the sink. Applications are expected to have a long idle duration, hence the network lifetime is critical for such applications.
Based on the target network model, there remains a major knowledge gap to realize such systems in practice.
In particular, existing heuristics-based protocols have not provided a structured paradigm for assessing and assuring the achievable performance, while existing analytical frameworks lack specific characteristics of renewable energy sources to offer guidance for practical system design and implementation. This study addresses this problem by proposing a structured solution that: 1) guarantees the lifetime of sustainable nodes with throughput-optimal node-to-node transmission scheduling and 2) assures sustainable sensing of a multi-hop wireless sensor network with minimal network delay.
IV. ENERGY EFFICIENT COMMUNICATION PROTOCOL DESIGN FOR SUSTAINABLE SENSING
In this section, the node-to-node communication strategy for sustainable sensing and its mathematical models are first presented, followed by an overall protocol for general multi-hop MFC-based sensor networks.
A. Throughput-Optimal Energy-Neutral Transmission Scheduling
In this section, a duty cycle-based communication design is proposed to achieve an optimal throughput and guaranteed probing success requirements for energy-neutral sensing.
The first step towards an energy-neutral protocol is the design of a duty cycling strategy as shown in Fig. 2 . Each node has four operating modes modeled after the CC2420 radio as summarized in Table I : probe transmitting (PB), idle listening (IL), power down (PD), and deep sleep (DS). A sensor node can be either a transmitter or receiver at a given time operating with the respective duty cycling scheme. Every sensor, upon booted up, begins with the DS mode. The extremely low-power consumption in the DS mode allows fast charging of a node until it reaches the target operating voltage (e.g., 3.3 volt), where the node enters the PD mode to resume its processor operation. After a PD time T P D , the node enters the PB or IL mode: for a transmitter (in its PB mode), it transmits a probe of duration T p if it has data to transmit; for a receiver (in its IL mode), it receives a probe if its IL mode overlaps with the PB mode of a transmitter.
Once a receiver receives a probe successfully, the receiver replies with an acknowledgement (ACK) and the transmitter proceeds to transmit the data. The following analysis focuses on the probing process and leaves out the data transmission stage. A receiver node repeats the PD-IL periods until a probe is received or N 1 cycles have been reached; a transmitter node repeats the PD-PB periods until a probe is received by the receiver node and an acknowledgement is returned or N 2 cycles have been reached. Either node must return to DS when its voltage reaches a lower operating threshold (it may differ for transmitter and receiver) and remain in DS until the target operating voltage is reached.
The duty cycling scheme in Fig. 2 reveals a number of important considerations shared by any duty cycle-based energy-neutral protocols. First, how "deep" a sleep mode to adopt is a tradeoff decision concerning the recharging time, protocol synchronization, and achievable throughput and latency of a network. Second, the time a node has to spend in DS is a function of the recharging rate, battery capacity, and intended length of the active period in each cycle. Therefore, the DS periods for any two nodes should be considered different in practice due to their different charging conditions, and such differences directly impact the probability of successful communication (probing) in their overlapping PB and IL periods. Prior studies often assume either that such probabilities to be acceptably high with a high enough node density or that nodes can be synchronized to wake up at agreed times [18] , [19] . With MFCs' dynamic charging rate and the need to turn off the sensor clock for power saving, the two assumptions would be impractical. Nevertheless, it is demonstrated in the following that even under such conditions, the stochastic performance of a network can still be assessed and optimized based on constraints for guaranteed probing success, energy neutrality, and additional application expectations.
The following five constraints represent the conditions for guaranteed probing success (1 ∼ 3) and energy-neutral operation (4 ∼ 5), which articulate the essence of energy-neutral requirements.
where all the timing parameters are as shown in Fig. 2 ; P e is the average recharging rate, P P D and P I L are the power consumption rates in the PD and IL periods, P t is the probing packet transmit power, E s1 and E s2 are the power costs for switching from the PD to PB/IL modes and switching from the DS to PD/PB/IL modes, and E x is the energy for transmitting and receiving a data packet. Constraint (1) guarantees that a probing packet must be received successfully if the first probing packet from a transmitter arrives anytime during the power down period (T P D ) of a receiver. Constraint (2) guarantees that a probing packet must be received successfully if the first probing packet of a transmitter arrives anytime during the idle listening period (T I L ) of a receiver. 2T p indicates that the probe packet is considered reception only if the entire packet is transmitted during a receiver's IL period. Constraint (3) guarantees that a probing packet must be received successfully at a receiver's immediate next active period if a transmitter's first probing packet arrives anytime during the receiver's DS period (T DS1 ). With the five constraints as aforementioned, nonlinear programming is implemented to optimize a range of potential objectives. As the data packet size D is considered as a constant in this study, finding the maximum throughput between two given nodes is equivalent to finding the minimum average successful probing time T ave :
where Pr active and Pr DS1 are the probabilities that the first probing packet arrives during the T active and T DS1 periods, respectively, T min1 and T max1 are the probing time when the first probing packet arrives at the end and start of a receiver's power down period, respectively, T min2 and T max2 are the probing time when the first probing packet arrives at the end and start of a receiver's deep sleep period (T DS1 ), respectively. For reference, the detailed derivation of T ave can be found in [20] . Therefore, for any given N 1 and N 2 , nonlinear programming can identify optimal values of
, and T DS2 such that the optimal throughput TH opt can be achieved as shown in (7).
Minimize : T ave s.t. : Constraints(1 ∼ 5)
It should be noted that due to the asynchronous nature of the protocol, a separate periodic probing step is important for assuring a receiver node to be ready for receiving. Even more so in the studied context, a two-step approach is essential to enable feasible and sustainable network operation with ultralow and dynamic power sources. As aforementioned, a single step transfer mode would need all nodes to be synchronized, which is not applicable in such systems. For reference, detailed duty cycle modeling of the proposed scheduling protocol can be found in [20] . Figure 3 is an example showing that the node-to-node throughput can drop significantly if a transmitter's charging time deviates from its optimal value. Herein the average charging rate P e is selected as 0.5 mW, and the other relevant parameters from Eq. 1∼7 are listed in Table II . The problem is solved in AMPL [21] with a SNOPT nonlinear optimization solver, and the results are listed in Table III .
With P e = 0.5 mW, the resultant T DS2 is 29.1 seconds and TH opt is 566.8 bps. As shown in Fig. 3 , if other values instead of 29.1 are chosen for T DS2 and the rest of parameters are kept unchanged, the recalculated saturated throughput would drop below 566.8 bps. This example demonstrates that the optimization formulation can serve as a useful framework for identifying the theoretical optimal performance as well as finding optimal protocol parameters for an adaptive network protocol.
B. Energy-Neutral Protocols in Multi-Hop MFC Networks
As demonstrated in the previous section, the optimal design for duty cycle-based communication can be approached as a nonlinear optimization problem with energy neutral and guaranteed probing constraints. The formulation has been shown for a pair of transmitter and receiver nodes. For a practical MFC-powered sensor network, multi-hop topologies are expected and must be addressed with a joint routing and scheduling solution.
1) Protocol Basics:
It is noted in this study that if a node has packets to send (either it receives a new packet from another node or it generates a new packet), it goes to the TX mode; otherwise it stays in the RX mode, waiting for the probe packet. When a node is either in the TX or RX mode, it follows the energy-neutral transmitter or receiver duty cycling as shown in Fig. 2 . There are two issues that the protocol needs to address. a) Packet collision: Collision avoidance is a basic task of MAC protocols. Herein there are two types of packet collisions: two probe packets collide and one probe packet collides with an on-going data packet transmission. Data packet size is considered to be on the same order of the probe packet, and their transmission time is much shorter than the recharging time. It is assumed that a transmitter's probe packet may start anytime during another node's RX mode cycle with an equal probability.
The number of nodes at the current hop is denoted as H 1 , the number of nodes at the next hop as H 2 , and the number of nodes at the previous hop as H 3 . At a given time, a node can be in either the TX mode or the RX mode with an equal probability (P T X =P R X =0.5). Packet collision happens when there are two nodes (among all the nodes at three hops) in their TX mode, and they are transmitting probe packets or data packets at the same time. At a given time, a node in the TX mode is sending a probe packet with a probability of:
A node in the TX mode is sending a data packet with a probability of:
Therefore, the packet collision probability can be expressed as:
For example, if the typical values are selected as follows:
.9 (msec), and T data = 3T p , the resulting packet collision probability is 3.62 × 10 −13 , which can be considered negligible. This demonstrates that the probability of packet collision is extremely low by utilizing the proposed protocol. Moreover, if utilizing Clear Channel Access (CCA), packet collision can be further avoided. Before transmitting a probe packet, the node firstly uses CCA to determine whether there are other packet transmissions in the air. If the channel is busy, the node simply goes back to power down for a time of T P D and starts probing again. Otherwise, the node sends out a probe packet and waits for the ACK.
b) Overlapping of TX mode: As stated previously, each node in this study must alternate between the roles as a transmitter (TX mode) and a receiver (RX mode) so that it can receive data transmitted by a neighbor and later relay the data to another node closer to the sink. It has been guaranteed by timing constraints: if one node is in the TX mode and the other one is in the RX mode, the probe packet is heard by the receiver. Therefore, if a node does not receive an ACK from the destination node at the end of its TX mode, the TX modes of the two nodes must overlap. This may cause the peer nodes never hearing each other.
In order to solve this problem, the node which does not receive an ACK at the end of the TX mode chooses to be in the RX modes for a random number of times at an interval defined by a binary exponential backoff contention window, i.e. [0, 2 l − 1], where l is the number of times when the TX modes overlap. That is, after l overlaps, a random number of the RX mode times between 0 and 2 l − 1 are chosen. For example, each node is in the RX mode for 0 or 1 time and then transmits again after the first overlap. After the second overlap, the nodes wait anytime from 0 to 3 RX mode times (inclusive) before going back to the TX mode. After the third overlap, the nodes wait anytime from 0 to 7 RX mode times (inclusive), and so forth.
Similar to other truncated backoff algorithms, the exponentiation stops after a certain number of increases, i.e. the maximum window size reaches a ceiling (noted as C in this study), and it thereafter does not increase any further. This implies that the maximum value of l can be calculated as l max = f loor(log 2 (C + 1)). The derivation of average successful probing time when the overlapping of the TX mode can be found in [20] , which shows that the average successful probing time is a function of l max and C, whose effects are to be evaluated in Section V.
2) Minimal Node-to-Sink Delay:
In order to achieve sustainable performance in a multi-hop network, each node needs to carefully select its peer node at the next hop so that the node-to-sink delay is minimal [22] . As reported in [20] , the average probing time for Node x to successfully send data to Node u at the next hop is denoted as T a (x, u), then
where T S a (x, u) is the node-to-sink delay of Node x to reach the sink with Node u as the next hop, u is the node that Node u selects as the peer node at the next hop when it starts transmitting. Each node in the network keeps a routing table with the following fields: 1) geographical location, 2) charging/discharging information, 3) minimal average nodeto-sink delay T S a (x, u) with an initial value as infinite, and 4) next hop node ID u. It's worth noting that the routing table takes only a few bits and therefore is embedded in the probe packets.
Consider Node x is in the TX mode and starts broadcasting probe packets. N(x) is the set of neighbors at the next hop of Node x. After another node u in N(x) hears the probe packet, Node u evaluates the routing table and decides whether to send back an ACK packet to Node x. Note that Node u could be any node in the neighbors of Node x. 1) if Node u is the next-hop destination node, it sends back an ACK to Node x to initiate a data packet transmission; 2) if Node u is not the destination node but it results in a less T S a (x, u) value than that kept by Node x, Node u also sends back an ACK notifying that Node u should be selected as the next-hop node, the routing table of Node x should be updated and a data packet transmission should be initiated afterward; 3) for all other conditions, Node u simply ignores the probe packet and continues duty cycling as if the medium had been idle, thus resulting less energy waste of unnecessary actions of unwanted probe packets. After the data packet transmission, Node u follows the same protocol to find its own next hop receiver with a minimal node-to-sink delay. Finally, the shortest path in terms of the minimum node-to-sink delay for Node x is found.
It is determined by comparing and updating the value of T S a (x, u) for each node at the next hop of Node x, which is described by (12) . It's worth noting that T S a (x, u) is evaluated to account for all nodes' impacts, either explicitly or implicitly. The disadvantage of this method is that it may take some time for a certain node to find its optimal route. The worst case is that a new node boots up, and it has to compare all possible receivers. However, once a node finds its optimal route, it only needs to maintain the routing table unless a better route is found and therefore the routing table is updated.
Furthermore, there may be packet losses due to channel variations. For example, if a probe packet is lost, a transmitter assumes that a receiver does not receive the probe packet and transmits a probe packet again after its power down time T d . The throughput performance of the proposed protocol is not affected if the probe is successfully received within T d . If an ACK packet (for the probe) from the receiver is lost, transmitter nodes have to increase their backoff time and result in energy waste of a receiver when a receiver awaits the data packet transmission, resulting in a longer node-to-sink delay. Finally, if a data packet is lost, the lost data packet has to be retransmitted in a later cycle, which results in a lower throughput and longer node-to-sink delay. Numerical evaluation is carried out assuming no channel-induced errors to provide an upper bound performance assessment of such systems. The effect of transmission errors on the performance is an independent issue that is part of future work.
V. PERFORMANCE EVALUATION AND NUMERICAL RESULTS
In order to evaluate and demonstrate the effectiveness of the proposed protocol, a MATLAB-based network simulator was developed based on Prowler, a probabilistic wireless network simulator capable of simulating wireless distributed systems from the application to physical communication layers [23] . Table II summarizes the parameters used for each node in simulation. The network model is simulated as stated in Section III and shown in Fig. 4 . The distances between a node pair are placed accordingly so that the nodes at each hop can only reach directly the nodes at its own hop and the nodes at its neighboring hop(s).
Since MFC has a slow-varying charging property [4] , for simplicity its average energy harvesting power P e during one cycle time is considered constant. Parameter variables listed in Table II were solved using nonlinear programming for different P e following the procedure presented in Section IV.A before each duty cycle. The range of each variable is verified with the simulations and listed in Table II for reference.
A. Performance Under the Worst Case Scenario
In this section, the performance of different aspects are shown under the worst case scenario, that is, the energy harvesting rate varies with the largest range (0.25∼0.75 mW) per a typical MFC.
1) Backoff Window Size Determines Optimal Average Successful Probing Time:
Average successful probing time is an important metric to be evaluated as it indicates how fast a node can find its peer node(s). Its performance with respect to the maximum backoff window size C with different numbers of hops (2, 3, and 4 herein) was simulated and is presented in Fig. 5 . The number of nodes at each hop was set as 4. Herein the main energy consumer is the wireless radio. Due to the ultra-low and dynamic MFC energy harvesting rate, the simulated average charging cycle time of all nodes after a complete simulation run is 1.05 hour, which is used to normalize the average successful probing time as shown in Fig. 5 .
The large error bar and relatively high average successful probing time when C equals to one are mainly due to the fact that the probability of nodes choosing the same window size is high. When C equals to three, nodes can choose to backoff 0, 1, 2 and 3 RX mode time before entering the TX mode again, hence the probability of two nodes choosing the same backoff window size significantly decreases, resulting in a smaller error bar and average successful probing time. However, when C keeps increasing, nodes may choose a larger backoff window size before transmitting again, which is not beneficial due to the longer waiting time. It's recommended by simulations that a maximum backoff window size of four is optimal for the environment as investigated. In addition, it is found that the number of hops has no significant effect on the performance relate to the average successful probing time.
2) Proposed Protocol Consumes Lowest Average Energy per Cycle: Average energy consumption per cycle is another important metric to be evaluated. Due to the energy-neutral nature of the proposed protocol, the average cycle energy consumption per node is always less than the average cycle energy harvested. Under the same condition, MAC protocols such as B-MAC [24] , On-Demand (OD-) MAC [17] , and X-MAC [25] are not able to keep energy-neutral operations. In this section, simulation parameters are carefully tuned so that the network average throughput received by the sink is the same when using different protocols. The number of nodes at each hop is fixed as two, and the placement is identical for all the protocols as aforementioned as well as the MFC-MAC.
In B-MAC, a node sends out a long preamble before transmitting a data packet. For the reception of a data packet, nodes turn on their radio (hearing) during channel listening and keep listening until a data packet is received. For the rest of time when the radio is not receiving or transmitting data, B-MAC performs periodic channel listening, and the energy consumption can be estimated accordingly [24] . Since the wireless sensor adopted in this study was MICAz, its preamble length was tuned to 127 (bytes). Moreover, in order to guarantee that the sink gets the same network average throughput, the radio check interval was tuned to 27 (mSec), the data packet length was tuned to 72 (bytes), and the sample rate was tuned to 0.015 (packets/sec). The rest of protocol configuration parameters can be found in [24, Tables II and III] .
X-MAC breaks its long preamble into several short preambles with target address information. This saves some energy by letting nodes sleep between short preambles, but the overall preamble time is still long when nodes spend long time charging themselves. For X-MAC, the expected energy to send a packet is given by: Es = (preamble energy + energy per ACK listening) × (expected preamble-listening iterations required) + (energy to send out packet) (13) and the expected energy to receive a packet is given by:
E r = (listening cycle energy + sleep cycle energy) × (expected iterations for a preamble to arrive) + (energy to send out an ACK) + (energy to receive packet)
During X-MAC simulations, the average schedulable interval was tuned to 153.58 (ms), and the preamble length was tuned to 58 (bytes). Other energy and timing parameters are adopted as presented in [8] and [25] , respectively.
For OD-MAC, nodes with no packets in the queue periodically send out beacons, and nodes with packets to send listen for beacons first. The protocol also incorporates opportunistic forwarding to solve the problem that a transmitter may have to wait for a long time. Therefore, each node needs to include a list of potential forwarders, and the selection of nodes included in the list is defined by a routing protocol. During simulations, the routing algorithm [17] was adopted herein. The contention window size (CW) was tuned to 2, and the sensing period was tuned to 1.58 (seconds). Other energy and timing parameters were adopted as presented in [8] and [17] , respectively. Figure 6 shows the node average energy consumption per cycle with different numbers of nodes using the protocols discussed as aforementioned. It can be seen that when reaching the same average throughput with an ultra-low energy input, B-MAC, X-MAC and OD-MAC are not able to guarantee energy-neutral operations while the proposed protocol (MFC-MAC) keeps the network alive. Note that the average energy consumption increases significantly as the number of nodes increases for B-MAC. B-MAC nodes always wake up when they hear preamble packets from other senders because they do not know if the transmission is intended for them or not [26] , resulting in energy waste. It should also be noted that other MAC protocols such as WiseMAC [11] and MiX-MAC [27] are not compared in this study for the following reasons: 1) WiseMAC is not applied in an ad-hoc network topology but an infrastructure network where access points have unlimited power supply; and 2) MiX-MAC is generally a mixture of X-MAC and B-MAC, whose performance is bounded by the best and worst scenarios of the pool of MAC protocols.
3) Average Node-to-Sink Delay Is Mainly Determined by the Number of Hops: The node-to-sink delay measures the total latency of a packet transmitting from its source node to the sink. Section IV. B introduces a method to obtain the minimal node-to-sink latency [22] . While it does need a long time for each node to update their information tables, the method proves to be effective even under the worst scenario. Figure 7 shows the average node-to-sink latency performance under different numbers of hops. The number of nodes at each hop was fixed as 4. The simulation was repeated using different maximum backoff window sizes C, and the simulated latency is normalized by the average charging cycle time.
Due to the varying energy harvesting rate, nodes that need more hops to reach the sink tend to have a long latency with large deviation. The node-to-sink latency is a nearlinear function of the number of hops in the network. As the backoff window size increases, the average successful probing time increases, so does the slope of the latency. It's worth noting that the power consumption of such asynchronous protocols is bounded by the cost of node active periods, thus the power consumption is usually reduced at the cost of increasing latency. Finding the tradeoff between the power consumption and latency remains a challenge for duty-cycle based protocols.
B. Performance Under Different Harvesting Rate Variations
Protocol performance under different harvesting rate variations were also simulated and compared with the number of nodes at each hop as 4 and the maximum backoff window size C as 3. The results are normalized by the average charging cycle time. Figure 8 shows the average node-to-sink delay and successful probing time performance when the power harvesting rate is constant (either 0.25 mW or 0.75 mW), which represents the best case scenario. Both the probing time and the node-to-sink delay decrease when the harvesting rate is selected higher. The deviation of average successful probing time significantly decreases when there are no harvesting rate variations. This is because each node keeps the timing information of its peer node next hop in its routing table, and the constant harvesting rate makes their TX or RX mode time unchanged. Moreover, it's interesting to note that the probing time is independent of the number of hops. The probing process happens between nodes at two adjacent hops, and thus it is solely determined by the timing information of peer nodes.
It's also shown that the average node-to-sink delay increases linearly with the number of hops. This observation is consistent with Fig. 7 except that the deviation is much smaller, which is due to the constant energy harvesting rate. However, as nodes start their data transmission randomly, the TX mode overlapping problem still exists and thus small deviation of node-to-sink delay is expected.
The protocol performance under different harvesting rate variations is presented in Fig. 9 . For each rate variation, nodes randomly choose a charging rate within the variation range at each simulation run before a data transmission operation. The variation ranges selected for simulation were: 0.25 ∼ 0.45 mW, 0.45 ∼ 0.65 mW and 0.25 ∼ 0.65 mW. With both the lower and upper bounds of variation range being the highest (0.45 mW∼0.65 mW), the protocol performance is shown to be the best. Fig. 9 also indicates that a large variation range would result in poor performance regarding the average node-to-sink delay and successful probing time. Although nodes have the possibility to harvest more power at a given cycle to shorten its charging time when the harvesting rate variation range is large, it's also likely that the peer node is expecting a longer charging time and thus the two nodes take longer time for probe packet reception, resulting in Fig. 9 .
Average node-to-sink delay and successful probing time performance under different harvesting rate variations: 0.25 mW∼0.45 mW, 0.45 mW∼0.65 mW, and 0.25 mW∼0.65 mW.
a longer network latency. This suggests that when designing WSNs with ultra-low power sources such as MFCs, the power harvesting rate variation should be largely reduced to avoid long latency. Simulation results also demonstrate that the proposed communication protocol is able to provide energyefficient and reliable data transmission under low and dynamic power inputs.
VI. CONCLUSION AND FUTURE WORK
This paper presents the design and performance evaluation of a communication protocol for WSNs with dynamic and limited energy harvesting sources represented by MFCs. In particular, some relevant studies have been conducted. First, a duty-cycle based throughput-optimal energy-neutral transmission sleep/wakeup policy between peer nodes is proposed to guarantee packet reception. Second, an energy-neutral joint scheduling and routing protocol in multi-hop MFC networks is introduced, aiming to provide network-wide packet communications under extremely limited node resources such as ultra-low power supply. Common problems met by other MAC protocols are addressed, and a method finding minimal-delay node-to-sink route is presented. Finally, a simulation tool is developed to evaluate the protocol performance. Simulation results show that the proposed communication protocol is able to provide sustainable and reliable data transmission under low and dynamic power inputs. Under the same condition, other MAC protocols are not able to provide energy-neutral operations.
Future work will evaluate performance issues of large-scale multi-hop MFC networks. Improving the protocol performance under transmission errors and solving the route optimization problem for a multi-hop network are other interesting topics to pursue.
