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Abstract
Map Theory is a powerful extension of type-free lamba-calculus (with
only a few term constants added). Due to Klaus Grue, it was designed to be
a common foundation for Computer Sciences and for Mathematics. All the
primitive notions of ﬁrst-order logic and set theory, including truth values,
connectives and quantiﬁers, set-membership and set-equality, are interpreted
as terms. All the usual set-theoretic constructs, including inductive data-
types, get computational interpretations.
Now, Grue’s version of Map Theory is founded, in the sense that it only
considers mathematical sets or classes which are well-founded with respect
to the membership relation. Indeed, it was shown to be at least as powerful
as ZFC + FA, where FA is the usual well-foundation axiom of set theory.
In this thesis, we show that it is possible to design an alternative version
which takes non-well-founded sets into account, and allows for co-inductive
reasoning over them. This new version opens the way to a direct represen-
tation of co-inductive data-types and of circular processes and phenomena
in Map Theory. In the ﬁrst part of the thesis we present the axiomatization
of this new system, called MTA, and we show that it is powerful enough to
interpret ZFC + AFA, where AFA is the Aczel-Forti-Honsell Antifounda-
tion axiom. In particular, this interpretation implies the embedding of the
ﬁrst order reasoning on formulas into equational reasoning on terms which
translate these formulas. In the second part, we show the consistency of
MTA inside the framework of the κ-continuous semantics for κ > σ, where
σ is any strongly inaccessible cardinal. The proof uses the κ-premodels of
Berline-Grue (κ-cpos satisfying few simple additional properties). The main
issue in modellingMTA is the construction, inside any κ-premodelM, of an
adequate κ-open subset Φ ofM which, once enriched with adequate equality
and membership relations will be a model of ZFC +AFA.
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Re´sume´
Map Theory est une extension e´quationnelle du lambda-calcul non-type´
conc¸ue par Klaus Grue pour eˆtre une fondation commune de l’informa-
tique et des mathe´matiques. Elle permet en particulier une interpre´tation
comple`te du calcul des pre´dicats et de ZFC, choisie comme axiomatisation
de re´fe´rence de la the´orie des ensembles (ZFC de´signe dans cette the`se la
the´orie de Zermelo-Fraenkel sans la fondation). Toutes les notions primi-
tives de la logique du premier ordre et de la the´orie des ensembles, valeurs
de ve´rite´, connecteurs, quantiﬁcateurs, appartenance et e´galite´, y sont tra-
duites par des termes du lambda-calcul (enrichi de quelques constantes). De
plus, Map Theory permet de donner un sens calculatoire imme´diat a` tous
les constructeurs ensemblistes usuels.
La version initiale de Map Theory par K. Grue est fonde´e, en ce sens
qu’elle ne conside`re que les ensembles (ou classes) bien-fonde´s. En particu-
lier, elle est au moins aussi forte ZFC + FA, ou` FA est l’axiome de bonne
fondation usuel de la the´orie des ensembles.
Nous montrons dans cette the`se qu’il est possible d’e´laborer une ver-
sion antifonde´e de Map Theory qui prenne en compte l’existence des objets
non-bien-fonde´s, et permette de raisonner sur ces objets par co-induction.
Le lien avec l’informatique the´orique est que ce nouveau syste`me ouvre la
possibilite´ d’une repre´sentation des types de donne´es co-inductifs, et de la
mode´lisation des phe´nome`nes et processus circulaires. Dans la premie`re par-
tie, nous pre´sentons l’axiomatisation MTA de ce nouveau syste`me, et nous
montrons que ZFC+AFA, ou` AFA est l’axiome d’Antifondation de Aczel-
Forti-Honsell, y est interpre´table syntaxiquement. Dans la deuxie`me partie,
nous montrons la consistance de MTA relativement a` ZFC+SI, ou` SI est
l’axiome exprimant l’existence d’un cardinal fortement inaccessible.
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Chapitre 1
Introduction.
Map Theory est une extension e´quationnelle du λ-calcul non-type´, due a`
Klaus Grue et qui se pre´sente comme une fondation commune de l’informa-
tique the´orique et des mathe´matiques. Elle se pose ainsi comme une alterna-
tive a` la the´orie des ensembles dont ZFC est choisi comme axiomatisation
de re´fe´rence (ZFC de´signe ici la the´orie de Zermelo-Fraenkel sans la fonda-
tion). Initialement, K.Grue developpa une version Fonde´e de Map Theory,
ne conside´rant que les objets mathe´matiques bien-fonde´s. Nous montrons
dans cette the`se qu’il est possible de donner une version Antifonde´e de Map
Theory qui prenne en compte l’existence des objets non-bien-fonde´s.
Cette the`se se compose de deux parties, l’une syntaxique ou` l’on de´veloppe
une axiomatisation de Map Theory antifonde´e, l’autre ou` l’on montre la
consistance (relative) de cette axiomatisation. Dans cette introduction, nous
de´crivons tout d’abord rapidement les proprie´te´s essentielles de Map Theory.
Ensuite, apre`s avoir introduit l’antifondation, nous ferons un expose´ de la
syntaxe de Map Theory ainsi qu’une pre´sentation intuitive de ses mode`les.
Nous terminerons par quelques remarques concernant notre axiomatisation
de l’antifondation.
1.1 Map Theory : un synopsis
Map Theory est a` la fois un syste`me de´ductif, qui permet d’exprimer et
de montrer des proprie´te´s des objets mathe´matiques, et un langage ou` l’on
peut eﬀectuer des calculs. Ainsi, il est un des rares (sinon le seul) syste`me
non-type´ a` re´unir les proprie´te´s suivantes, que nous commenterons ensuite
rapidement :
– C’est une the´orie formelle rigoureusement de´ﬁnie e´crite dans un lan-
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gage tre`s simple.
– Elle a un pouvoir expressif suﬃsant pour fonder les mathe´matiques
classiques.
– Elle admet comme sous-the´orie un langage de programmation complet.
Elle permet une repre´sentation des ensembles et des ope´rations sur
les ensembles par des termes sur lesquels il est possible d’eﬀectuer
directement des calculs.
– Elle est consistante (relativement a` ZFC + SI , ou` SI est l’axiome
aﬃrmant l’existence d’un cardinal (fortement) inaccessible).
– Elle est aussi simple que les diverses axiomatisations de ZFC
Dans [15] K.Grue donne une axiomatisation de la version fonde´e de
Map Theory, axiomatisation que nous noterons dore´navant MTF . Dans
la premie`re partie de cette the`se nous donnons une des axiomatisations pos-
sibles de l’antifondation dans Map Theory. Cette axiomatisation que nous
appelleronsMTA, reprend une grande partie des axiomes et re`gles deMTF .
La partie commune a` MTF et MTA sera note´e MT .
Le langage deMTF comprend, outre un ensemble de variables, l’applica-
tion et la λ-abstraction propre au λ-calcul pur, 5 constantes {⊥, T, if, ε, φ}.
Pour MTA nous rajoutons a cet ensemble une unique constante “ ∼˙ ”. Ces
constantes ont pratiquement toutes une triple signiﬁcation calculatoire, lo-
gique et ensembliste.
Dans [15], Grue montre aussi que toute preuve d’un e´nonce´ dans ZFC+
FA , ou` FA est l’axiome de bonne fondation usuel, s’interpre`te dans MTF
en une preuve d’une e´quation ayant un sens e´quivalent. Toujours dans la
premie`re partie de cette the`se, nous verrons qu’une interpre´tation analogue
est possible de ZFC +AFA dans MTA, ou` AFA est l’axiome d’antifonda-
tion donne´ par Peter Aczel en [1].
Le fait que Map Theory soit une the´orie du λ-calcul pur (non-type´) lui
permet en particulier d’eˆtre comple`te du point de vue de la calculabilite´
(toutes les fonctions re´cursives sont calculables).
De plus, la constante if qui correspond au IF...Then...Else des langages
de programmation, permet de de´ﬁnir a` l’inte´rieur deMT un sous-langage de
programmation dans le meˆme esprit que le langage fonctionnel LISP (Cf.
[15, p.18]). A cela s’ajoute le fait que les ensembles, les ope´rations usuelles
sur les ensembles (les ope´rations “paire”, “union” etc...) et les formules, sont
repre´sente´s dans le langage de MTF et MTA par des termes, termes qui
sont susceptibles d’eˆtre utilise´s dans des calculs de β-re´duction.
En [6], C. Berline et K. Grue montrent la consistance MTF dans le
cadre de la se´mantique κ-continue. Cette se´mantique est une ge´ne´ralisation,
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a` tout cardinal re´gulier κ, de la se´mantique (ω-)continue de Dana Scott.
Nous en ferons une pre´sentation de´taille´e dans le chapitre Pre´liminaires de
la deuxie`me partie. Pour ceux qui sont inte´resse´s par les origines de cette
ge´ne´ralisation, nous renvoyons a` l’introduction de [6].
La construction de mode`les de MTF est eﬀectue´e dans un univers V
ve´riﬁant l’existence d’un cardinal inaccessible. Pour cela on exhibe tout
d’abord certains κ-mode`les du λ-calcul usuel qui sont appele´s des κ-pre´-
mode`les . On montre ensuite qu’en supposant κ > σ, pour σ un cardinal
inaccessible, on peut construire dans tout κ-pre´-mode`leM un sous-ensemble
κ-ouvert ΦF 1 permettant a` M, via l’interpre´tation de la constante φ par
la fonction caracte´ristique de ΦF , de satisfaire l’ensemble des axiomes de
MTF . Au cours de la deuxie`me partie de cette the`se, nous montrerons qu’en
partant des meˆmes κ-pre´-mode`les, et avec les meˆmes hypothe`ses sur κ, on
peut construire dans tout κ-pre´-mode`le M un sous-ensemble Φ permettant
a` M, via l’interpre´tation de la constante φ par la fonction caracte´ristique
de Φ (et non-plus par celle de ΦF ), de satisfaire l’ensemble des axiomes de
MTA.
Dans ces deux constructions l’utilisation d’un inaccessible infe´rieur a` κ
est ne´cessaire pour assurer la κ-continuite´ des interpre´tations respectives
de φ et ε, ainsi que de celle de ∼˙ pour MTA. Remarquons pour cloˆre ce
paragraphe que ΦF , muni de relations binaires ade´quates, est un mode`le de
ZFC+FA (Cf [6] Appendice A.3), et que Φ est un mode`le de ZFC+AFA
(non-publie´ 2).
La the´orieMTF est constitue´e de 17 axiomes et 2 re`gles (en plus de ceux
du λ-calcul), et MTA est constitue´e de 22 axiomes et 2 re`gles. Les axiomes
sont des e´quations simples. Parmi eux les Axiomes de Construction, qui ex-
priment essentiellement que ΦF et Φ sont des structures suﬃsamment riches
pour eˆtre des mode`les de ZFC, sont au nombres de 11, mais sont tous des
instances (e´quationnelles) d’une unique proprie´te´ se´mantique de cloˆture de
ΦF ou Φ (resp. la GCP ou la GCPA ) Remarquons queMTF etMTA sont
des the´ories plus simples que la the´orie initiale (et inconsistante) de Alonso
Church (Cf [9], [10] et [11]). Notons ici que la technicite´ du plongement de
Map Theory dans ZFC developpe´e dans la premie`re partie vient, non d’une
complexite´ intrinse`que de Map Theory, mais de ce que cette the´orie est base´e
sur des principes entie´rement diﬀe´rents de ceux de ZFC.
1ΦF de´signe ici et de´signera tout au long de cette the`se l’ensemble note´ Φ dans [6].
2La de´monstration de ce fait aurait duˆ se trouver en appendice de cette the`se, mais
nous avons duˆ y renoncer faute de place.
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1.2 Antifondation, AFA et MTA
Depuis quelques anne´es, on assiste a` un renouvellement d’inte´reˆt pour
l’Antifondation en the´orie des ensembles, cet inte´reˆt e´tant d’ailleurs souvent
lie´ a` certains de´veloppements de l’informatique the´orique. La pre´sentation
que nous faisons ici des applications et recherches sur l’antifondation, et en
particulier sur l’axiome AFA, n’a pas pre´tention a` eˆtre exhaustive. Nous
nous excusons par avance aupre`s des chercheurs que nous aurions oublie´s de
citer.
Plusieurs axiomes d’antifondation avait e´te´ formule´s en particulier par
P. Finsler [12], D. Scott [28] et M. Boﬀa, mais le plus utilise´ en informa-
tique the´orique est sans conteste l’axiome AFA, introduit par F. Honsell
et M. Forti en [13] (sous le nom de X1) et popularise´ par P.Aczel en [1].
Remarquons que l’inte´reˆt de P. Aczel pour l’antifondation fut de`s l’origine
inspire´ par des proble`mes d’informatique the´orique, notamment par les tra-
vaux de Robin Milner (Cf [24], [25]) lie´s au developpement de sa the´orie
mathe´matique des processus concurrents. Un autre argument fort en faveur
de AFA est que cet axiome est le dual en un sens tre`s fort de l’axiome de
fondation (voir par exemple l’expose´ qu’en font J.Rutten et D.Turi en [27]).
Nous pre´sentons maintenant brie´vement cet axiome. Pour une pre´sentation
plus de´taille´e, nous renvoyons en outre a` [1], a` [7] et [16]. Nous verrons
ensuite certaines applications de AFA , puis nous terminerons en disant
quelques mots de MTA.
Rappelons qu’un graphe est un couple (a, b) d’ensembles tels que b est
une relation binaire sur a. L’axiome AFA, aﬃrme que tout graphe (a, b)
admet une unique de´coration , autrement dit qu’il existe une unique fonction
d telle que pour tout x ∈ a, on ait :
d(x) = {d(x′) : (x, x′) ∈ b}
La conse´quence principale de cet axiome est l’existence, dans tout univers
V de ZFC + AFA, d’une classe extreˆmement riche d’ensembles non-bien
fonde´s.
Une formulation e´quivalente et particulie`rement intuitive de AFA est
donne´e par le Solution Lemma de Aczel. Il e´nonce, que tout syste`me d’e´quations
de la forme (xi = ei)i∈I , ou` les xi sont des variables et les ei des ensembles
dont les descriptions utilisent ces variables, admet une unique solution. Par
exemple, l’e´quation x = {x} admet une unique solution, “l’auto-singleton”
Ω. Autre exemple, l’e´quation x = {∅, x} admet une unique solution que
nous noterons Ω′. Dernier exemple, le syste`me x = {z, y}, y = {y}, z = ∅
admet une unique solution Ω” et qui est le seul e´le´ment de l’univers ve´riﬁant
Ω” = {∅,Ω}.
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Une autre formulation e´quivalente, dont nous allons nous servir, utilise
la notion de graphe pointe´ . Un graphe pointe´ est une structure ((a, b), x),
ou` (a, b) est un graphe et x un e´le´ment de a tel que, pour tout y ∈ a, il existe
un chemin du graphe (a, b) reliant x a` y. L’axiome AFA est e´quivalent a`
l’aﬃrmation que tout graphe pointe´ a` une unique de´coration. Dans ce cas,
et pour d la de´coration du graphe pointe´ ((a, b), x), on dira que l’ensemble
d(x) est le de´corateur de ((a, b), x). L’axiome AFA est donc clairement
e´quivalent a` aﬃrmer que, pour tout graphe (a, b) et pour tout x ∈ a, il existe
un de´corateur du sous-graphe pointe´ ((ax, bx), x) de ((a, b), x) tel que :
ax = {y ∈ a : il existe un chemin dans (a, b) partant de x et arrivant en y}
De nombreux phe´nome`nes pre´sentent un caracte`re non-bien fonde´ : pro-
cessus bouclant sur eux-meˆmes, syste`mes de transitions non-de´terministes,
paradoxes des langues naturelles etc... D’autres encore sont potentiellement
inﬁnis, accessibles a` une connaissance partielle et progressive, comme les
chaines de caracte`res, les nombres re´els, les se´ries formelles... Pour de´ﬁnir,
mode`liser, raisonner sur de tels objets, il est souvent tre`s peu pertinent,
voire impossible, d’utiliser les moyens classiques donne´s par les principes de
De´ﬁnition et Raisonnement par Induction . Cela a amene´ certains the´oriciens
de l’informatique comme R. Milner, Bart Jacobs, Jan Rutten, Daniele Turi,
Martina Lenisa... a` de´velopper une autre approche, plus adapte´e, qui consiste
a` mettre en place et a` utiliser les principes duaux des pre´ce´dents : les prin-
cipes de De´ﬁnition et Raisonnement par Co-Induction . Tre`s brie`vement,
en the´orie des Cate´gories, la dualite´ Induction-Coinduction correspond a`
la dualite´ Alge´bre Initiale-CoAlge`bre Finale, celle-ci est une ge´ne´ralisation
de la dualite´ Plus Petit Point Fixe-Plus Grand Point Fixe de la the´orie
des ensembles. Pour une introduction a` ces diﬀe´rentes notions et aux rap-
ports qu’elles entretiennent, nous renvoyons principalement a` [17], [27] et
a` la premie`re partie de [21]. Notons en particulier que Turi et Rutten ont
remarque´ dans [27] que l’axiome de fondation FA e´quivaut a` aﬃrmer que
l’univers ensembliste V est une alge`bre initiale pour le foncteur PS : SET →
SET , ou` SET est la cate´gorie des classes munies des relations fonctionnelles
et ou` PS est de´ﬁni sur toute classe X par : PS(X) = {x : x ∈ V et x ⊆ X }.
De fac¸on duale, ils ont aussi remarque´ que AFA e´quivaut a` aﬃrmer que V
est une coalge`bre ﬁnale pour le meˆme foncteur PS de SET .
Dans le cadre de cette approche coinductive, il parait naturel d’eﬀec-
tuer certaines mode`lisations dans des univers satisfaisant AFA. Cela per-
met en particulier de simpliﬁer certaines constructions et de´monstrations.
Par exemple, les univers de ZFC + AFA sont utilise´s dans le cadre des
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se´mantiques ﬁnales pour les langages de programmation. Nous renvoyons
en particulier a` [21] et [22] pour une introduction aux se´mantiques ﬁnales et
leurs applications.
Outre les applications en informatique the´orique, les univers antifonde´s
sont utilise´s en the´orie des ensembles. Ils permettent de simpliﬁer certaines
constructions. On citera en particulier l’utilisation des hyper-univers de
ZFC+X1 en [13] pour de´montrer la consistance de ZFC+GPK, ou` GPK
est un sche´ma de compre´hension valable pour toute formule ge´ne´ralise´e po-
sitive et ceci “sans limitation de la taille” de l’ensemble dont on aﬃrme
l’existence.
Citons aussi l’utilisation des ensembles non-bien-fonde´s de Aczel dans
l’interpre´tation des paradoxes des langues naturelles par Jon Barwise, John
Etchmenedy et Lawrence Moss en [4] et [5]. Pour une pre´sentation de ces
deux ouvrages, nous renvoyons aux revues de D.A. Martin [23] et M. Boﬀa
[8]. Citons aussi l’introduction du syste`me STS de the´orie des ensembles par
Alexandru Baltag en [2]. Baltag part de l’interpre´tation de Barwise et Moss
qui veut que le fondement intuitif de AFA soit l’identiﬁcation entre struc-
tures et ensembles. La the´orie des ensembles est alors une the´orie des struc-
tures possibles relativement a` l’appartenance. La the´orie STS syste`matise
cette approche. Elle comprend en particulier un axiome d’antifondation qui
ge´ne´ralise l’axiome AFA, utilisant pour cela la logique modale inﬁnitaire
pour de´crire les “structures”. Cette approche permet aussi de donner une
interpre´tation nouvelle des paradoxes classiques de la the´orie des ensembles.
Le syste`me MTA a essentiellement les meˆmes avantages que MTF . Il
e´tend la puissance d’expression de Map Theory aux traitements formel des
objets non-bien-fonde´s. Il posse`de en particulier un Principe de CoInduction
permettant de formaliser le raisonnement co-inductif sur les ensembles.
D’autre part, l’antifondation semblait naturelle a` Map Theory (je dis
“semblait” car la perte de certaines “vertus”, comme la repre´sentation syn-
taxique simple de certains ensembles inﬁnis par Prim (sans pouvoir les rega-
gner de manie`re consistante par un “Coprim”) montrerait plutoˆt le contraire
aujourd’hui). En eﬀet, les constructeurs de points ﬁxes (comme par exemple
Y le constructeur de point ﬁxe de Curry) permettent de de´ﬁnir tre`s faci-
lement des termes pour lesquels l’interpre´tation ∈Φ de l’appartenance dans
Map Theory n’est pas bien fonde´e. Par exemple, le terme
Ω =def (Y λfλx.(if x f f)) ve´riﬁe Ω ∈Φ Ω. En revanche on ne sait actuel-
lement toujours pas s’il est consistant de demander que Ω soit un e´le´ment
de Φ.
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1.3 Syntaxe de Map Theory
Nous donnons tout d’abord le principe ge´ne´ral de l’interpre´tation de
ZFC dans Map Theory, ensuite nous de´crivons comment s’articulent MT ,
MTF et MTA.
1.3.1 Principe de l’interpre´tation syntaxique de ZFC.
Les seuls moyens d’expression dont dispose Map Theory sont les termes
d’un λ-calcul enrichi par les constantes, et le raisonnement e´quationnel.
Toutes les notions utilise´es en the´orie des ensembles, a` savoir les notions
logiques de valeur de ve´rite´, de connecteurs et de quantiﬁcateurs, ainsi que
les notions ensemblistes d’appartenance et d’e´galite´, sont traduites par des
termes de ce λ-calcul. En particulier, le boole´en V rai est repre´sente´ par
une constante “T”. Le boole´en Faux est repre´sente´ par n’importe quelle
abstraction i.e n’importe quel terme de la forme λx.A. Il a cependant un
repre´sentant canonique qui est λx.T (notons ici, qu’en plus des valeurs de
ve´rite´ classiques V rai et Faux, Map Theory emprunte au λ-calcul une va-
leur de ve´rite´ supple´mentaire, l’Inde´termine´, repre´sente´ par une constante
“⊥”). Le V rai e´tant repre´sente´ par T , l’e´quation A = T se lit “le terme A
est vrai”.
Le plongement de ZFC dans Map Theory consiste alors a` montrer que,
pour tout the´ore`me (clos) G de ZFC, l’e´quation G˙ = T est de´montrable,
ou` G˙ est le terme traduisant G dans Map Theory.
Cette fac¸on de proce´der rend syntaxiquement explicite l’attribution d’une
valeur de ve´rite´ a` un e´nonce´, acte qui est implicite dans les diﬀe´rents syste`mes
logiques (ou` la ve´rite´ d’un e´nonce´ est simplement de´duite de sa de´montrabilite´
et de la ﬁabilite´ du syste`me). En particulier, cette caracte´ristique rend pos-
sible la de´monstration directe de la faussete´ d’un e´nonce´. En eﬀet, dans les
syste`mes logiques habituels il faut passer par la de´monstration de ¬G, pour
montrer que l’e´nonce´ G est faux, alors que dans Map Theory il suﬃt de
montrer G˙ = λx.A, pour un terme A quelconque.
1.3.2 Articulations entre MT , MTF et MTA
La the´orie MT comporte trois groupes d’axiomes. Le premier, dit du
λ-calcul et du calcul des propositions, englobe les axiomes et re`gles usuelles
de l’αβ-e´quivalence. Il comprend de plus les axiomes de´ﬁnissant le com-
portement des constantes ⊥, T, if ainsi qu’une re`gle dite de Quartum Non
Datur. Ce premier groupe permet en particulier de plonger le calcul des
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propositions dans MT . Un deuxie`me groupe, dit du Calcul des Pre´dicats,
de´crit essentiellement le comportement de la constante ε et permet le plon-
gement du calcul des pre´dicats dans MT . Un troisie`me groupe, comprend
les axiomes dits de Construction 3. Ces axiomes expriment des proprie´te´s de
cloˆture de “l’univers”, univers repre´sente´ syntaxiquement par la constante φ
(qui joue ainsi un roˆle analogue au pre´dicat EˆtreUnEnsemble des the´ories
des classes). Ils sont utilise´s dans MTA et MTF pour plonger ZFC dans
ces syste`mes.
En plus des axiomes et re`gles de MT , la the´orie MTF comporte un
axiome de construction C-Prim et une re`gle dite Principe d’Induction.
Comme son homologue de la the´orie des ensemble, cette re`gle sert de prin-
cipe de “raisonnement”, mais elle est cependant strictement plus forte. En
eﬀet, elle sert a` montrer les proprie´te´s habituelles de l’e´galite´ dans MTF
(re´ﬂexivite´, syme´trie, transitivite´). Notons de plus que, inversement a` la
pre´sentation usuelle ou` le principe d’induction est donne´ comme une conse´quence
de la bonne fondation, cette re`gle permet de montrer la traduction de FA
dans MTF .
En remplacement de C-Prim, la the´orie MTA comporte un “axiome
de l’inﬁni” plus classique dans sa formulation et qui nous est impose´ par la
non-bonne fondation de certains e´le´ments de Φ 4. De plus, le Principe d’In-
duction de MTF est remplace´ par une re`gle dite Principe de Co-induction
qui permet de “raisonner” par co-induction dansMTA. D’autre part,MTA
comporte un groupe d’axiome dits de l’Egalite´ qui expriment les proprie´te´s
habituelles de l’e´galite´ e´tendues a` des “objets” qui ne sont pas des objets de
“l’univers”. Cette extension permet de “raisonner” dans MTA sur tout ob-
jet qui est “e´gal” a` un objet de “l’univers” sans pour cela en faire partie. En
particulier, la de´monstration de AFA dans MTA utilise des “de´corateurs”
qui ne sont pas des “objets de l’univers”. Le fait qu’ils aient essentiellement
le comportement “d’ensembles” peut cependant eˆtre exprime´ dans le langage
de MTA et donne lieu a` un dernier axiome nomme´ MTA-De´co.
1.4 Se´mantique de Map Theory
Nous pre´sentons tout d’abord la notion de κ-pre´-mode`le de Map Theory,
dont nous avons parle´ en Section 1.1. Ensuite, nous introduirons la notion
de syste`me pour e´clairer la manie`re dont ΦF et Φ, muni chacun d’une in-
3Notons que nous englobons dans ce groupe, non seulement les axiomes de construction
C- de K.Grue, mais aussi ses axiomes Well1, 2, 3.
4Voir Section 3.3.2
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terpe´tation de l’appartenance et de l’e´galite´, sont des, mode`les respectifs de
ZFC + FA et ZFC +AFA.
1.4.1 κ-pre´-mode`le
Intuitivement, un κ-pre´-mode`le M est un ensemble de fonctions mo-
notones, note´ F , auquel on e´te´ rajoute´s deux e´le´ments T et ⊥M qui in-
terpre`tent respectivement les constantes T et ⊥. Cette tripartition deM cor-
respond aux trois valeurs de ve´rite´ de Map Theory Faux, V rai et Inde´termine´.
Ainsi F est le pendant se´mantique de l’ensemble des abstractions du langage
(qui comme nous l’avons de´ja` dit ont pour valeur de ve´rite´ le Faux). Tout
κ-pre´-mode`le satisfait en particulier les axiomes et re`gles du λ-calcul et du
calcul propositionnel dont nous avons parle´ pre´ce´demment.
Bien que T et ⊥M ne soient pas des fonctions, ils ont respectivement le
meˆme comportement applicatif que les fonctions constantes a` valeur T et
⊥M. Ce comportement est donc de´ﬁni par les e´quations suivantes :
(Tu) = T
(⊥M u) =⊥M
pour tout u ∈M.
On remarque tout d’abord que, conforme´ment a` l’usage en λ-calcul, nous
utilisons l’expression (fu) pour noter le re´sultat de f applique´ a` u plutoˆt
que la notation f(u). En outre, nous utiliserons les caracte`res gras pour
de´signer les e´le´ments deM. De plus, pour tout ensemble G ⊆M on de´ﬁnira
uG =def {(ux) : x ∈ G}.
La particularite´ essentielle que M emprunte au λ-calcul est que la dis-
tinction ontologique entre fonctions et arguments est abolie. En particulier,
les e´le´ments de F sont, en plus d’eˆtre des e´le´ments deM, des fonctions deM
versM. Autrement dit, tout e´le´ment de F peut eˆtre conside´re´e tantoˆt comme
un argument, en tant qu’e´le´ment de M, tantoˆt comme une fonction de do-
maineM. Ceci conjugue´ a` la de´ﬁnition du comportement applicatif de T et
⊥M on en conclut que M ⊆M → M, ou` M → M =def {u : uM ⊆M}.
En particulier, l’auto-application est donc de´ﬁnie pour les e´le´ments de M,
et l’e´criture (f f) a un sens.
1.4.2 Les “syste`mes” comme mode`les de ZFC
Pour la discussion qui suit on se place dans un mode`le (V,∈,=) de ZFC.
Rappelons que ZFC de´signe dans cette the`se la the´orie de Zermelo-Fraenkel
sans fondation, et correspond donc a` la the´orie note´e ZFC− par P. Aczel
dans [1]. La the´orie ZFC−e de´signera ZFC moins l’axiome d’Extensionalite´.
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Les syste`mes sont utilise´s dans [1] comme mode`le de la the´orie des
ensembles. Un syste`me est de´ﬁni comme une classe Sys (e´ventuellement
propre) de V munie d’une relation binaire ∈Sys, dite “appartenance” au
sens du syste`me Sys. On de´ﬁnit pour u ∈ Sys la classe (u)Sys =def {v ∈
Sys : v ∈Sys u} et on demande que, pour tout u ∈ Sys, cette classe soit
un ensemble. Ce requisit correspond dans les syste`mes que nous utiliserons
a` demander a` ce que (u)Sys soit un ensemble de cardinalite´ infe´rieure a` σ,
pour σ un inaccessible. Pour simpliﬁer notre expose´ informel, nous sum-
summerons ces deux re´quisits en disant que, dans un syste`me, l’ensemble
(u)Sys doit eˆtre petit . Un condition suﬃsante pour qu’un syste`me satisfasse
les axiomes de ZFC−e est qu’il soit plein , autrement dit que, pour tout
ensemble X ⊆ Sys, il existe u ∈ Sys tel que (u)Sys = X.
Pour qu’un syste`me plein (Sys,∈Sys) soit un mode`le de ZFC, il reste
a` de´ﬁnir une interpre´tation de l’e´galite´ qui soit compatible avec l’axiome
d’Extensionalite´. Dans le cas ou` Sys est un syste`me “bien-fonde´” il suﬃt
d’interpre´ter l’e´galite´ par la relation ≡Sys de´ﬁnie par : u ≡Sys v si et
seulement si (u)Sys = (v)Sys ; mais ceci est faux de fac¸on ge´ne´rale.
En eﬀet, une des conse´quences de AFA, appele´e Forte Extensionnalite´ ,
est que deux “ensembles” bisimilaires doivent eˆtre “e´gaux”. Deux ensembles
sont bisimilaires s’ils sont lie´s entre eux par une bi-simulation , c’est a` dire
une relation R telle que, pour tous u,v ∈ Sys :
“Si uRv alors : pour tout x ∈Sys u il existe y ∈Sys v tel que xRy, et pour
tout y ∈Sys v il existe x ∈Sys u tel que xRy”
Nous allons voir sur un exemple tre`s simple que de`s que l’on admet des
“ensembles non-bien-fonde´s” dans Sys, l’Extensionnalite´ et la Forte Exten-
sionnalite´ doivent eˆtre distingue´es. Supposons en eﬀet que u,v sont deux
e´le´ments distincts de Sys tels que : (u)Sys = {u} et (v)Sys = {v}. Les deux
e´le´ments u,v sont donc “non-bien-fonde´s” au sens de Sys puisque u ∈Sys u
et v ∈Sys v. Maintenant le fait que u et v soient distincts, bien que com-
patible avec l’extensionalite´, contredit la forte extentionnalite´. Il est en eﬀet
facile de voir que la relation R = {(u,v)} est, dans ce cas, une bi-simulation.
On obtient un mode`le de la Forte Extensionnalite´ en interpre´tant l’e´galite´
par l’union ∼Sys de toutes les bi-simulations sur Sys, qui est en fait la bi-
simulation maximale sur Sys, et une relation d’e´quivalence.
Une fois l’interpre´tation =Sys de l’e´galite´ ﬁxe´e (soit ≡Sys soit ∼Sys), on
modiﬁe le´ge`rement la de´ﬁnition de l’appartenance, de manie`re a` conserver
l’extensionalite´, en posant : x ∈′Sys u si et seulement si il existe y ∈ Sys tel
que y ∈Sys u et x =Sys y.
On appellera dore´navant syste`me extensionel tout syste`me
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(Sys,∈Sys,=Sys) ve´riﬁant l’axiome d’Extensionalite´, autrement dit tout syste`me
tel que, pour tous u,v ∈ Sys, on ait : (u)Sys = (v)Sys ssi u =Sys v (remar-
quons que “ssi” abre´ge “si et seulement si”, cette abre´viation sera utilise´e
tout au long de cette the`se).
Un syste`me Sys satisfait FA s’il est constitue´ d’e´le´ments “bien fonde´s”
au sens de Sys, c’est a` dire s’il n’existe pas dans Sys de suite inﬁnie
u0,u1,u2..... telle que ....u2 ∈Sys u1 ∈Sys u0. La satisfaction de AFA sup-
pose que le syste`me Sys soit non seulement plein mais aussi complet . Nous
renvoyons a` [1, p.33] pour la de´ﬁnition de cette notion. Nous notons sim-
plement ici que la comple`tude du syste`me (Φ,∈Φ,∼Φ), que nous pre´sentons
au paragraphe suivant, vient de ce que les κ-pre´-mode`les de Map Theory
sont suﬃsamment riches pour contenir un ope´rateur correspondant a` chaque
ope´ration sur les ensembles. En particulier, ils contiennent un “de´corateur
universel” capable de de´corer (au sens de´ﬁni plus haut en Section 1.2) tout
“graphe pointe´” de Φ.
Les guillemets de l’expression “graphe pointe´” ci-dessus indique que l’on
parle ici des graphes au sens de (Φ,∈Φ,∼Φ). En eﬀet, les interpre´tations de
l’appartenance et de l’e´galite´ dans un syste`me (Sys,∈Sys,=Sys) impliquent
une interpre´tation des notions usuelles de la the´orie des ensembles qui soit
propre a` ce syste`me. Par exemple, un “ensemble vide” au sens du syste`me
Sys est un e´le´ment u de Sys tel que (u)Sys = ∅. Une “paire” au sens de
Sys un e´le´ment u ∈Sys tel que (u)Sys = {v,w}, ou` v,w ∈ Sys. Lorsque ce
syste`me est extensionnel, on parle de “l’ensemble vide de Sys”, de “la paire
v,w”, “du couple v,w”. Remarquons que “l’unicite´” de ces objets dans Sys
est l’unicite´ modulo =Sys. On e´crira alors ∅Sys, {v,w}Sys, (v,w)Sys... pour
de´noter ces e´le´ments du syste`me.
Par la suite, dans nos discussions informelles sur le syste`me S =def
(Φ,∈Φ,∼Φ), on continuera a` employer les guillemets “ ” pour distinguer les
paires, couples, fonctions.... au sens de S, des paires, couples, fonctions....
au sens de de l’univers V . En particulier on e´crira parfois “l’univers” pour
de´signer l’ensemble Φ et “ensembles” pour de´signer ses e´le´ments. Comme
toutes les notions usuelles de la the´orie des ensembles, la notion de de´coration
introduite en section 1.2 s’interpre`te dans tout syste`me extensionnel plein.
En particulier, dans notre syste`me S on appellera “de´coration” du graphe
(a,b)Φ toute “fonction” d ∈ Φ tel que, pour tout x ∈ (a)Φ et pour d〈x〉
“l’image de x par d”, on ait :
(d〈x〉)Φ = {〈d〈y〉 : (x,y)Φ ∈ (b)Φ}
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1.4.3 Le syste`me (Φ,∈Φ,∼Φ)
La repre´sentation ensembliste usuelle des ensembles par des fonctions uti-
lise leurs fonctions caracte´ristiques. Map Theory part d’un principe diﬀe´rent,
l’ide´e e´tant que l’ensemble x est repre´sente´ par toute fonction f : V → V
dont l’image est x.
On se place maintenant dans un univers V de ZFC + SI, et on ﬁxe un
κ-pre´-mode`le M de Map Theory. Pour u,x ∈M on notera (ux) le re´sultat
l’application de u a` x. Comme de´ja` signale´, la correspondance syntaxique
entre MTA et ZFC+AFA (resp. ZFC+FA) s’appuie sur l’existence d’un
κ-ouvert Φ ⊆M mode`le de ZFC+AFA (resp. ZFC+FA). Notons que la
plupart des choses que nous allons dire maintenant, hormis celles concernant
les “de´corations des graphes”, sont aussi vraies de ΦF . En particulier, la
relation ∈ΦF est de´ﬁnie sur le meˆme principe que la relation ∈Φ.
On part de l’hypothe`se qu’un sous-ensemble Φ deM suﬃsamment riche
a e´te´ construit, en particulier que Φ est clos par application (et que Φ ve´riﬁe
les proprie´te´s de cloˆture exprime´es par les axiomes de construction, MTA-
Infini et MTA-De´co). On va maintenant s’inte´resser a` la de´ﬁnition des
relations ∈Φ et ∼Φ.
Rappelons que T est un e´le´ment distingue´ M, qui repre´sente le boole´en
V rai. Nous allons voir qu’il repre´sente aussi l’ensemble vide. Pour obtenir
un syste`me il faut d’abord de´ﬁnir ∈Φ. On de´ﬁnit la relation ∈ϕ sur Φ par :
pour tout u = T, x ∈ϕ u si et seulement si il existe y ∈ Φ tel que (uy) = x.
Pour u = T, les “e´le´ments” de u (au sens de Φ) sont donc tre`s exactement
les e´le´ments (au sens de V ) de l’ensemble uΦ = {(ux) : x ∈ Φ}. Il serait
maintenant naturel d’interpre´ter l’e´galite´ en prenant la bi-simulation maxi-
male ∼Φ sur Φ et de de´ﬁnir la relation ∈Φ par : x ∈Φ u si et seulement si
il existe y ∈ Φ telle que x ∼Φ y et y ∈ϕ u. Mais nous allons voir dans la
section suivante qu’il faut proce´der un peu diﬀe´remment.
1.5 Quelques remarques sur MTA
Dans Map Theory, la manie`re canonique pour montrer un axiome de
ZFC−e est d’introduire un terme repre´sentant l’ope´ration dont il est ques-
tion dans l’axiome. Par exemple, pour montrer l’axiome de la paire on exhibe
un constructeur P et on montre qu’il satisfait la traduction de l’axiome de
la paire dans MT . Pour montrer AFA dans MTA, nous sommes parti de la
meˆme de´marche. Nous exhibons un constructeur δ et nous montrons que ce
terme fonctionne comme un “de´corateur universel” pour tout “graphe” de
“l’univers” Φ. Intuitivement, le terme δ applique´ successivement a` un “en-
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semble d’areˆte” b et a` un “ sommet x ∈ (a)Φ ” fournit un de´corateur δbx
du “graphe (ax,bx)Φ”. Cependant le terme δ n’est pas tout a` fait ade´quat.
En eﬀet, δbx n’est jamais un e´le´ment de Φ, meˆme pour b,x ∈ Φ ; par contre
c’est un e´le´ment d’un sur-ensemble Φ+ de Φ qui de plus est “bi-similaire” a`
un e´le´ment de Φ. Ceci, en particulier, nous a amene´ a` renforcer notre axioma-
tisation, notamment au niveau des axiomes de l’e´galite´, de manie`re a` pouvoir
raisonner et parler des objets de M qui sont bi-similaires, au sens de la bi-
simulation maximale sur Φ+, a` des e´le´ments de Φ. C’est cette bi-simulation
maximale sur Φ+ qui sera dore´navant note´e ∼Φ et c’est sa restriction a` Φ
qui sert a` de´ﬁnir le syste`me introduit dans la section pre´ce´dente.
Parlons maintenant de l’introduction de la constante ∼˙. Dans MTF ,
l’e´galite´ ensembliste est de´ﬁnissable au niveau de la syntaxe par un terme,
note´ =˙. Dans MTA, ce terme n’est plus ade´quat pour repre´senter la rela-
tion ∼Φ. En eﬀet, son interpre´tation, qui est une fonction caracte´ristique
de la relation =ΦF , n’a pas le comportement souhaite´ sur les e´le´ments “non-
bien-fonde´s” de Φ. Plutoˆt que de modiﬁer le cadre ge´ne´ral dans lequel nous
construisons notre se´mantique de MTA, a` savoir les κ-pre´-mode`les stan-
dards introduits en [6], nous avons pre´fe´re´ introduire la constante ∼˙ et l’in-
terpre´ter directement par la fonction caracte´ristique de ∼Φ. En eﬀet, tout
d’abord, il est a` priori inte´ressant de construire dans un cadre commun et
sur les meˆmes principes des mode`les de the´ories de nature tre`s diﬀe´rente.
De plus, non seulement les κ-pre´-mode`les sont les mode`les les plus natu-
rels des axiomes de base de MT (λ-calcul+calcul propositionnel), mais ils
sont ade´quats pour le calcul (Cf [6, Appendice B]). Enﬁn, aucune des mo-
diﬁcations de la notion de κ-pre´-mode`les envisageables ne nous assure une
simpliﬁcation de l’axiomatisation de MTA, ce qui aurait e´te´ leur seule jus-
tiﬁcation.
Tout mode`le M de Map Theory contient beaucoup d’e´le´ments qui ne
sont pas des “ensembles”, comme par exemple, ⊥M et λx.x (la fonction
identitite´ sur M). Certains ont tout de meˆme un “sens ensembliste”, tel
λx.x, qui “repre´sente” “l’univers Φ”, puique clairement u ∈Φ λx.x ssi u ∈
Φ. D’ailleurs toutes les classes au sens habituel de la the´orie des ensembles
sont repre´sentables par des e´le´ments de M . Il existe aussi des e´le´ments qui
n’ont aucun sens ensembliste, comme ⊥M.
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Introduction de la 1e`re Partie
Dans cette partie nous de´crivons le syste`meMTA et nous montrons com-
ment ZFC+AFA s’interpre`te dans ce syste`me. Nous faisons une pre´sentation
de´taille´e de cette interpre´tation, en reprenant de nombreux re´sultats de
Grue [15], et nous en ge´ne´ralisons certains. En particulier nous donnons
une ge´ne´ralisation du The´ore`me de De´duction (The´ore`me 2.2.19). De plus,
contrairement a` ce qui avait e´te´ fait en [15] nous isolons la partie concernant
le calcul des pre´dicats de la partie the´orie des ensembles et donnons d’une
fac¸on ge´ne´rale les conditions (simples) portant sur une the´orie du premier
ordre pour qu’elle soit plongeable dans MT. Enﬁn, dans le Chapitre 3 nous
avons choisi de remplacer les preuves dites “conversationnelles” de [15] par
des preuves (comple`tes et) formelles puisque certaines de ces preuves conver-
sationnelles faisaient appel a` des proprie´te´s intuitivement vraies (et vraies
dans le mode`le) mais qui ne de´coulaient pas de la syntaxe.
Dans les discussions informelles par lesquelles nous pre´senterons la syn-
taxe nous ferons re´fe´rence, de fac¸on intuitive, a` un pre´-mode`le M de Map
Theory et au syste`me (Φ,∈Φ,∼Φ) tel qu’il a e´te´ de´crit dans l’introduction.
La construction mathe´matique du mode`le sera eﬀectue´e dans le deuxie`me
partie.
Nous allons maintenant introduire le langage de MTA.
Le langage de Map Theory pour l’antifondation. Le langage de
MTA comprend un ensemble C de six constantes : ⊥, T, if, φ, ε et ∼˙5. On
se donne un ensemble inﬁni V AR de variables. On de´ﬁnit l’ensemble Λ(C)
des λ-termes de MTA construits sur V AR comme le plus petit ensemble tel
que :
1. V AR ∪ C ⊆ Λ(C)
2. Si A ∈ Λ(C) et B ∈ Λ(C) alors (AB) ∈ Λ(C)
3. Si A ∈ Λ(C) et x ∈ V AR alors λx.A ∈ Λ(C)
Nous utiliserons la plupart du temps les me´tavariables A,B,C,D pour
de´signer les termes de Λ(C).
Comme M est un mode`le de MTA, les termes de Λ(C) sont interpre´te´s
par des e´le´ments deM. Pour introduire intuitivement les constantes du lan-
gage et les futurs axiomes et the´ore`mes syntaxiques nous nous servirons de
ces interpre´tations. Pour les distinguer des termes eux-meˆmes, nous utili-
serons les conventions suivantes : Une constante indice´e par M de´signera
5Rappelons que la constante ∼˙ est un ajout propre a` MTA.
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l’interpre´tation de celle-ci. Nous noterons A l’interpre´tation d’un terme A
quelconque. Enﬁn, nous utiliserons de nombreuses abre´viations de termes.
Ces abre´viations serons traite´es comme les constantes, autrement dit, une
abre´viation indice´e par M de´signera l’interpre´tation de cette abre´viation
dans M.
Nous commentons maintenant brie`vement les constantes de MTA :
– La constante ⊥ est bien suˆr interpre´te´e par ⊥M. La constante ⊥
et l’e´le´ment ⊥M peuvent eˆtre interpre´te´es, comme d’habitude en λ-
calcul, comme l’absence d’information, l’inde´termine´, ou encore le fait
que le calcul dure inde´ﬁniment.
– La constante T est interpre´te´e par T et repre´sente le boole´en V rai.
Nous verrons plus tard qu’elle repre´sente aussi l’ensemble vide.
– if de´note une fonction de se´lection IF dont le comportement est le
suivant :
IF (u, v, w) =


⊥M si u =⊥M
v si u =T
w si u ∈ F
On remarque que la fonction IF re´agit diﬀe´remment selon la “valeur
de ve´rite´” de son premier argument. Elle est en particulier utilise´e
pour traduire les connecteurs logiques dans M.
– La constante φ de´note la fonction caracte´ristique du sous-ensemble Φ
de M dont nous avons parle´. Cet ensemble, muni de deux relations
binaires ∈Φ et ∼Φ, est suﬃsamment riche pour eˆtre un mode`le de
ZFC +AFA. La fonction caracte´ristique χΦ de Φ est de´ﬁnie par :
χΦ(u) =
{
T si u ∈Φ
⊥M sinon
– ε de´note une fonction de choix EΦ qui joue le roˆle d’une variante de
l’ope´rateur de Hilbert. Pour ρ un fonction de choix surM, la fonction
EΦ a le comportement suivant :
EΦ(u) =


⊥M si ⊥M ∈ uΦ
ρ(Φ) si uΦ ⊆ F
ρ({x ∈ Φ : ux = T}) sinon
Lorsque ⊥M /∈ uΦ, on a alors deux possibilite´s :
1) Il existe x ∈ Φ tel que ux = T : alors EΦ choisit un e´le´ment x de
Φ qui ve´riﬁe cette proprie´te´.
2) T /∈ uΦ : EΦ choisit alors un e´le´ment quelconque de Φ comme
te´moin du comportement de u sur Φ, relativement aux valeurs de
ve´rite´ V rai et Faux.
Maintenant, si on s’inte´resse a` la valeur de (u(EΦ u)), on voit facile-
ment que :
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1’) (u (εu)) = T si et seulement si il existe x ∈Φ tel que (ux) = T
2’) (u (εu)) ∈ F sinon .
Autrement dit, sous l’hypothe`se⊥M /∈ uΦ, le terme (u (εu)) re´pond en
quelque sorte a` la question de savoir s’il existe x ∈ Φ tel que ux = T.
Nous verrons plus tard comment interpre´ter les quantiﬁcateurs ∃ et ∀
a` partir de ε.
– La constante ∼˙ de´note la fonction caracte´ristique χ∼Φ de la bi-simulation
maximale ∼Φ sur un sur-ensemble Φ+ de Φ. Cette fonction a le com-
portement suivant :
χ∼Φ(u,v) =


⊥M si (u,v) /∈ Φ+ × Φ+
T si u ∼Φ v
FM sinon
La constante ∼˙ servira a` traduire le signe “=” de la the´orie des en-
sembles.
Notations ge´ne´rales Nous donnons maintenant un ensemble de conven-
tions d’e´criture et d’abre´viations.
Les premie`res conventions concernent les signes utilise´s pour introduire
des abre´viations :
Notation 1.5.1 (Egalite´s de´ﬁnitionnelles)
1) Nous utiliserons =def pour introduire d’une part les abre´viations de
termes de MT , d’autre part celles des formules de ZFC.
2) Nous utiliserons ≡def pour introduire les abre´viations d’e´quations entre
termes de MT .
3) Le signe ≡ devra se lire “est de la forme”. Ce signe sera en par-
ticulier utilise´ dans les de´monstrations par induction. Par exemple, lors
d’une de´monstration par induction sur la complexite´ d’une formule on e´crira
A ≡ (B ⇒ C) pour signiﬁer A est de la forme (B ⇒ C) pour B et C les
formules sur lesquelles portent l’hypothe`se d’induction..
Les premie`res abre´viations concernent le parenthe`sage :
Notation 1.5.2 :
1) Nous supprimerons le plus souvent les parenthe`ses exte´rieures. En par-
ticulier, nous e´crirons AB pour (AB).
2) Nous utiliserons de fac¸on ge´ne´rale la convention gauche, autrement
dit, pour tous termes A,B1, ..., Bn : AB1....Bn =def (....(AB1)....Bn).
Cependant, lorsqu’un terme A sera d’arite´ “naturelle” n, il nous arrivera
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d’e´crire (A B1....Bn) plutoˆt que d’utiliser cette convention. Par exemple,
nous e´crirons (if B1 B2 B3) plutoˆt que ifB1B2B3, puisque la constante if
repre´sente la fonction a` 3 arguments IF , et que de ce fait son arite´ “natu-
relle” est 3.
Nous introduisons maintenant des abre´viation concernant les suites de
termes :
Notation 1.5.3 :
1) Nous utiliserons les me´tavariables A, B, C et D pour de´signer des suites
de termes quelconques, et qui peuvent en particulier eˆtre vides.
2) Pour A une suite de termes, lg(A) de´signera la longueur de A.
3) Pour A = A1, ..., An et B = B1, ..., Bn, on e´crira A = B pour la suite
d’e´quations A1 = B1; ....;An = Bn.
4) Pour B = B1, ..., Bn, on e´crira dans certain cas particuliers tre`s pre´cis
AB pour de´signer la suite AB1, ....., ABn. Par exemple, on e´crira φB pour
φB1, ...., φBn.
5) A,B de´signe la concate´nation des suites A et B.
On de´ﬁnit comme d’habitude l’ensemble des variables libres et l’ensemble
des variables lie´es d’un terme ou d’un ensemble de termes. De meˆme pour
la de´ﬁnition de la substitution correcte d’une suite de termes a` une suite de
variables libres dans un terme. Les abre´viations qui suivent portent sur ces
notions :
Notation 1.5.4 :
1) V L(B) de´signera l’ensemble des variables libres du terme B. De meˆme
V L(B) de´signera l’ensemble des variables libres de la suite B.
2) Sauf mention contraire, lorsque nous utiliserons la notation y pour
de´signer une suite de variables, cette suite sera conside´re´e sans re´pe´tition.
Cette convention est en particulier utilise´e dans les points 3 et 4 qui suivent :
3) Pour B un terme et y une suite de variables, on e´crira B[y] pour signi-
ﬁer que V L(B) ⊆ y.
4) Pour B[y] un terme, B[C/y] de´signera le terme re´sultant de la substitu-
tion correcte de la suite C aux variables y dans B. Cette e´criture supposera
toujours lg(C) = lg(y).
La convention suivante concerne les the´ories et leurs the´ore`mes :
26
Notation 1.5.5 :
1) Pour une e´quation B = C et une the´orie Th du λ-calcul on e´crira
Th B = C et parfois Th  B = C, pour signiﬁer que B = C est un
the´ore`me de Th. Lorsque cette the´orie sera MT (ou MTA a` partir de la
Section 3.4.1), on e´crira simplement  B = C.
2) On utilisera aussi la notation B =MT C (resp. B =MTA C) en lieu et
place de MT B = C (resp. MTA B = C).
3) On utilisera la meˆme notation pour les the´ories du premier ordre et
les syste`mes de´ductifs du calcul des pre´dicats. Par exemple, ZFC G ou
ZFC  G signiﬁera que la formule G est un the´ore`me de ZFC.
Les dernie`res conventions portent sur le vocabulaire que nous utiliserons
lorsque nous commenterons des axiomes et des the´ore`mes syntaxiques :
Notation 1.5.6 :
1) Le terme de “constructeur” sera utilise´ uniquement pour parler de termes.
Lorsque nous parlerons “d’ope´rateurs” il s’agira toujours d’objets se´mantiques,
c’est a` dire d’e´le´ments de M.
2) Nous dirons parfois qu’un terme B est de´montrable dans MT (resp.
MTA) pour signiﬁer que l’e´quation B = T est un the´ore`me de MT (resp.
MTA).
Plan de la Premie`re Partie Dans cette premie`re partie nous montrerons
que tout the´ore`me clos G de ZFC +AFA a une traduction G˙ de´montrable
(au sens de la notation pre´ce´dente) dans MTA. Pour cela nous diviserons
notre travail en trois chapitres :
Dans le premier sont introduits les axiomes dits “du λ-calcul, du calcul
propositionnel et du calcul des pre´dicats”. On y montre que les notions
logiques habituelles de connecteurs, de valeurs de ve´rite´, de quantiﬁcateurs
sont toutes interpre´tables par des termes de MTA. On montre ensuite que,
pour tout langage L du 1er ordre de signature P , on peut simuler dans MT
toute preuve du calcul des pre´dicats sur L sous la seule condition que l’on
puisse interpre´ter les symboles de P par des termes “de´termine´s”. On en
conclura que si les traductions des axiomes d’une the´orie du 1er ordre (d’un
langage traduit de fac¸on “de´termine´e”) sont de´montrables dansMTA, alors
toutes les traductions des the´ore`mes de cette the´orie sont de´montrables dans
MTA.
Dans le deuxie`me, nous de´ﬁnirons tout d’abord une traduction “de´termine´e”
du langage {∈,=} de la the´orie des ensembles. Puis, apre`s avoir introduit
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les axiomes dits “de construction” et “d’e´galite´”, nous montrerons que les
traductions des axiomes de ZFC sont de´montrables dans MTA. On en
conclura, en utilisant le premier chapitre, que toutes les traductions des
the´ore`mes de ZFC sont de´montrables dans MTA.
Dans le troisie`me, apre`s avoir introduit des axiomes et re`gles dits de
“l’antifondation”, nous montrerons que la traduction de l’axiome AFA de
P. Aczel est de´montrable dans MTA. Et donc que tous ce qui est prouvable
dans ZFC +AFA l’est aussi dans notre the´orie.
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Chapitre 2
Map Theory : du λ-calcul au
calcul des pre´dicats
2.1 Axiomes de base de MT : un λ-calcul enrichi
2.1.1 Les axiomes de se´lection
Ces trois sche´mas d’axiomes expriment le comportement de la constante
if qui est l’analogue dans MT du “If Then Else” des langages de
programmation :
Axiome 2.1.1 .
MT -Select1  (if T B C) = B
MT -Select2  (if λx.A B C) = C
MT -Select3  (if ⊥ B C) = ⊥
2.1.2 Les re´ductions et le changement de variables lie´es
En plus de l’α-e´quivalence et de la β-re´duction ces sche´mas ﬁxent le
comportement applicatif des constantes T et ⊥ :
Axiome 2.1.2 .
MT -Applic-T  (TB) = T
MT -Applic-β  (λx.AB) = A[B/x] si B est librement substituable a` x dans A
MT -Applic-⊥  (⊥B) = ⊥
MT -Renommer  λx.A[x/y] = λy.A pour x n’apparaissant pas dansA.
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2.1.3 Les re`gles de de´duction e´le´mentaires.
Il s’agit du passage au contexte et de la transitivite´ de l’e´galite´ :
Axiome 2.1.3 .
MT -Trans A = B; A = C  B = C
MT -Abstract A = B  λx.A = λx.B
MT -Applic A = B; C = D  (AB) = (CD)
2.1.4 Les me´tathe´ore`mes du λ-calcul
Les me´tathe´ore`mes deMT que nous e´nonc¸ons dans cette section sont des
me´tathe´ore`mes usuels du λ-calcul. Leur de´monstration est donc analogue,
aussi nous renvoyons a` [15] pour le de´tail des preuves.
Un me´tathe´ore`me est un the´ore`me qui n’est pas un the´ore`me de MT
mais un the´ore`me sur MT . Il montre que, pour tous termes, certaines
e´quations concernant ces termes sont de´montrables dans MT . Souvent les
me´tathe´ore`mes que nous e´noncerons comporteront des hypothe`ses et de-
vront se lire : Pour tous termes B,C et toutes suites de termes A, A′ de
meˆme longueur, il est possible de construire une preuve de B = C dans MT
a` partir des hypothe`ses A = A′. Tous ces me´tathe´ore`mes auront comme
conse´quence imme´diate que, si les e´quations A = A′ sont eﬀectivement
de´montrables dans MT alors B = C est eﬀectivement de´montrable dans
MT . Chaque me´tathe´ore`me peut donc eˆtre vu, et sera utilise´, comme une
(me´ta)re`gle de de´duction : nous utiliserons donc pour les e´noncer la meˆme
notation que pour les re`gles a` savoir :
A = A′  B = C
Ces me´tare`gles permettent de garder aux preuves formelles une taille accep-
table. Pour les de´monstrations des premiers me´tathe´ore`mes, nous renvoyons
a` [15] (ou Barendregt [3]).
L’e´galite´ dans MT est une relation d’e´quivalence :
The´ore`me 2.1.4 (Equiv) [15, p.32] Pour tous termes A, B et C on a :
 A = A
A = B  B = A
A = B; B = C  B = C
Preuve. Nous donnons la de´monstration de la re´ﬂexivite´, car elle est
originale dans MT , utilisant la constante if et les axiomes de Se´lection :
1. Select1 (if T A A) = A
2. Select1 (if T A A) = A
3. T rans(1, 2) A = A

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Remarque 2.1.5 Comme nous venons de le faire pour l’axiomeMT -Select1
dans la preuve pre´ce´dente, nous continuerons a` sous-entendre dans la co-
lonne de gauche des preuves formelles le pre´ﬁxe MT - pour les re´fe´rences
aux axiomes et re`gles de MT . Rappelons que ce pre´ﬁxe sert a` distinguer les
axiomes communs a` MTF et MTA des axiomes et re`gles propres a` MTA
qui seront introduits par le pre´ﬁxe MTA- .
Nous sous-entendrons a` partir de maintenant la locution “Pour tous
termes .....” dans l’e´nonce´ des futurs me´tathe´ore`mes. Nous e´nonc¸ons main-
tenant le the´ore`me de passage au contexte :
The´ore`me 2.1.6 (Context) [15, p.33] Pour tout contexte C[] on a :
A = B  C[A] = C[B] 
On voit facilement qu’en utilisant autant de fois que ne´cessaire l’axiome
Renommer on peut e´galiser dans MT deux termes α-e´quivalents, ce qu’ex-
prime le (me´ta)the´ore`me suivant :
The´ore`me 2.1.7 (Renom) [15, p.32]
Si A et B sont α-e´quivalents alors  A = B 
Nous allons terminer ces premiers pas dans le syste`me de´ductif de MT
par un me´tathe´ore`me tre`s utile et tre`s classique qui ge´ne´ralise Context. Nous
en donnerons une de´monstration formelle qui sera l’occasion d’introduire
un certain nombre de conventions que nous utiliserons pour l’e´criture des
preuves formelles tout au long de cette premie`re partie.
De´ﬁnition 2.1.8 :
1. Soit A[y] un terme. On appellera instance de A tout terme de la forme
A[C/y] ou` C est une suite de termes librement substituable a` y dans A. En
particulier pour C une suite donne´e, on parlera d’une C-instance de A.
2. Soit A[y] une suite de termes. Une instance de A est un suite A[C/y] de
termes telle que chaque Ai[C/y] pour 1 ≤ i ≤ lg(A) est une instance de Ai.
En particulier pour C une suite donne´e, on parlera d’une C-instance de A.
3. Soient A = B une e´quation et y telle que V L(A,B) ⊆ y. Une instance de
A = B est une e´quation de la forme A[C/y] = B[C/y] ou` A[C/y] et B[C/y]
sont, respectivement, des instances de A et B. En particulier pour C une
suite donne´e, on parlera d’une C-instance de A = B.
Remarque 2.1.9 L’instanciation du terme A pour C ≡ z, ou` z est une
suite de variables sans re´pe´tition, correspond a` un renommage des variables
libres de A.
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The´ore`me 2.1.10 (Instance) Pour toute instance A[C/y] = B[C/y] de
A = B, on a A = B  A[C/y] = B[C/y].
Preuve. Soient n = lg(y) = lg(C) :
1. Hyp A = B
2. Abstract× n (1) λy.A = λy.B
3. Applic× n (2) (λy.A C) = (λy.B C)
4. (Applic-β + Trans)× n (λy.A C) = A[C/y]
5. (Applic-β + Trans)× n (λy.B C) = B[C/y]
6. T rivial(3, 4, 5) A[C/y] = B[C/y]

Remarquons que cette preuve, qui utilise les me´tavariables de termes
A,B,C, n’est pas une preuve de MT . C’est la preuve d’un me´tathe´ore`me,
autrement dit un sche´ma de preuve qui ne devient une preuve de MT
que lorsque les me´tavariables A,B,C sont eﬀectivement remplace´es par des
termes.
Pour abre´ger nos de´monstrations, nous allons mettre en place un certain
nombre de conventions qui sont de´ja` a` l’oeuvre dans la de´monstration ci-
dessus :
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Conventions dans l’e´criture des preuves formelles
1. Re´gle(i1, ...., in) (resp.Me´taRe`gle(i1, ...., in)) se liraRe´gle (resp.Me´tare`gle)
applique´e aux e´quations des lignes i1, ...., in.
2. Dans certains cas, nous re´unirons en une seule ligne deux lignes corres-
pondant a` l’application de deux re`gles diﬀe´rentes. Nous e´crirons alors
Re`gle1 +Re´gle2.
3. Lorsque nous utiliserons n fois la meˆme re`gle, les n lignes serons
abre´ge´es en une seule. Les lignes 4 et 5 sont un exemple de conju-
gaison des deux conventions dont nous venons de parler.
4. Dans la ligne 4, il est possible que pour eﬀectuer une β-re´duction
correcte, il faille tout d’abord renommer quelques variables. A l’avenir
nous supposerons toujours ce travail fait ; nous travaillerons donc a`
α-e´quivalence pre`s.
5. Pour les lemmes et the´ore`mes ayant un nom spe´ciﬁque (le nom situe´
entre parenthe`ses devant l’e´nonce´ du lemme ou du the´ore`me), c’est
ce nom qui sera utilise´ de pre´fe´rence au nume´ro du lemme ou du
the´ore`me. Par exemple on fera re´fe´rence au The´ore`me 2 en indiquant
Context dans la colonne de gauche. Les lemmes et the´ore`mes ayant un
nom spe´ciﬁque seront cite´s dans l’Index a` la rubrique The´ore`mes.
6. “Trivial” dans la colonne de gauche de la preuve signale que l’e´quation
de la colonne de droite est obtenue a` partir des lignes au-dessus par ap-
plications des axiomes Select1, 2, 3 ,Applic-T, β,⊥ et des me´tathe´ore`mes
Renom, Context et Equiv. Ainsi la preuve du The´ore`me 2.1.10 pour-
rait aussi se re´sumer en :
1. Hyp A = B
2. T rivial(1) A[C/y] = B[C/y]
2.2 Quartum Non Datur et Calcul Propositionnel
2.2.1 La re`gle de QND
Comme nous l’avons de´ja` dit, on compte trois valeurs de ve´rite´ dans Map
Theory, le V rai repre´sente´ par T , le Faux repre´sente´ par tout terme de la
forme λx.B et l’Inde´termine´ repre´sente´ par ⊥. Le fait que MT ve´riﬁe une
sorte de Quartum non datur, autrement dit qu’il n’existe que trois valeurs de
ve´rite´, est exprime´ par la re`gle QND. Pour e´noncer cette re`gle on utilise le
terme F ′x =def λy.(x y) comme repre´sentant du Faux associe´ a` la variable
x. Nous donnons tout d’abord la re`gle, puis nous la commenterons :
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Axiome 2.2.1 .
QND Si  A[T/x] = B[T/x]
et  A[F ′x/x] = B[F ′x/x]
et  A[⊥/x] = B[⊥/x]
Alors  A = B
On remarque tout d’abord que, par Instance et Context,A = B est de´montrable
si et seulement si (a` α-e´quivalence pre`s) A[t/x] = B[t/x] est de´montrable
pour tout terme t.
Nous commentons maintenant la deuxie`me pre´misse du QND, a` savoir
 A[F ′x/x] = B[F ′x/x]. Tout d’abord, il est facile de voir que pour tout
terme t on a  F ′t = t si et seulement si il existe un terme s tel que
 t = λz.s. Maintenant, supposons qu’on ait  A[F ′x/x] = B[F ′x/x], et
soit λz.s une abstraction quelconque. Par Instance on a  A[F ′λz.s/x] =
B[F ′λz.s/x] et donc, trivialement,  A[λz.s/x] = B[λz.s/x]. On a ainsi le
re´sultat suivant :
“  A[F ′x/x] = B[F ′x/x] si et seulement si pour toute abstraction λz.s on
a  A[λz.s/x] = B[λz.s/x] ”
La signiﬁcation profonde duQND est donc donne´e par l’e´nonce´ suivant :
“Si  A[T/x] = B[T/x] et  A[λz.s/x] = B[λz.s/x] pour toute abstraction
λz.s et  A[⊥/x] = B[⊥/x] alors  A[t/x] = B[t/x] pour tout terme t”
Le reste de cette section sera consacre´ a` l’e´tude des conse´quences du
QND, et en particulier au plongement du calcul propositionnel dans MT ,
que cette re`gle permet.
2.2.2 Les tautologies au sens de MT
Nous allons de´ﬁnir la notion de tautologie dans MT , le rapport entre
cette notion est la notion classique de tautologie sera bientoˆt clair.
De´ﬁnition 2.2.2 Soient A et B des termes et y une suite de variables telle
que V L(A,B) ⊆ y. Une instance logique de l’e´quation A = B est une
instance
A[C/y] = B[C/y] de A = B telle que chaque Ci est soit T , soit F ′yi , soit
⊥, c’est a` dire, essentiellement, une valeur de ve´rite´ de MT .
De´ﬁnition 2.2.3 Une e´quation A = B est dite une tautologie si toutes ses
instances logiques sont de´montrables dans MT .
En raisonnant par induction sur le nombre n de variables libres dans
A = B, il est facile de montrer en utilisant QND que :
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The´ore`me 2.2.4 (Tauto) Si A = B est une tautologie alors  A = B. 
Une conse´quence triviale de ce the´ore`me et du The´ore`me 2.1.10 (Instance)
est que :
The´ore`me 2.2.5 (InstTauto) Toute instance de tautologie est prouvable. 
Nous allons bientoˆt nous inte´resser a` l’interpre´tation du calcul proposi-
tionnel dans MT .
Pour nous faciliter la taˆche dans les de´monstrations formelles, nous met-
trons en place dans la Section 2.2.4 un outil tre`s utile, a` savoir un “the´ore`me
de de´duction” pourMT . Pour e´noncer ce the´ore`me nous introduisons main-
tenant la notion d’implication non-monotone.
2.2.3 L’implication non-monotone
Ce qu’on appelle l’implication non-monotone est une abre´viation pour
des e´quations ayant une certaine forme. Nous commenc¸ons par introduire
une abre´viation concernant les termes :
De´ﬁnition 2.2.6 :
1. A :B =def (if A B ⊥)
2. Soit A une suite de termes et B un terme. Si A ≡ ∅ on pose A :B =def B,
sinon pour A ≡ (A1, .., An), on pose A :B =def A1 :(A2 :.. :(An :B)..) .
Remarque 2.2.7 On ve´riﬁe trivialement que  T :B = B.
Notons que la de´ﬁnition de A :B diﬀe`re de la de´ﬁnition originale donne´e
en [15], de´ﬁnition pour laquelle le Lemme 2.2.14 (voir ci-dessous) n’est en
fait pas vrai.
Nous introduisons maintenant les abre´viations d’e´quations de´ﬁnissant
l’implication non-monotone :
Notation 2.2.8
1. A −→ (B = C) ≡def A :B = A :C
2. A −→ B ≡def A −→ (B = T )
3. A −→ B1; .....; Bn ≡def A −→ B1; .....; A −→ Bn
4. A −→ (B = C) ≡def {A −→ (Bi = Ci) : 1 ≤ i ≤ lg(B) = lg(C) }
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Dans l’e´quation A −→ (B = C) les termes A1, ...., An ∈ A sont appele´s
“hypothe`ses internes” et l’e´quation B = C “conclusion”. Bien entendu, on
ne doit pas confondre ces hypothe`ses avec les hypothe`ses d’un me´tathe´ore`me
ou d’une re`gle. Pour les distinguer, ces hypothe`ses internes seront se´pare´es
par des virgules au lieu des points-virgules utilise´s pour les hypothe`ses d’un
the´ore`me ou d’une re`gle.
Remarque 2.2.9 Il suit de la de´ﬁnition de “:” que l’e´quation ∅ −→ (B =
C) n’est autre que l’e´quation B = C. De plus, il est trivial de ve´riﬁer, en
utilisant la Remarque 2.2.7, que  T −→ B = C ssi  B = C.
Remarque 2.2.10 Toute e´quation de la forme A −→ (B = C) avec A =
(A1, ..., An) peut eˆtre vue comme e´tant de la forme A1 −→ (B′ = C ′) en
prenant B′ ≡ (A2 :... :(An :B)..) et C ′ ≡ (A2 :... :(An :C)..).
La raison pour laquelle on parle “d’implication” nous est donne´e par
le the´ore`me suivant qui est l’analogue, pour l’implication non-monotone, du
Modus Ponens du calcul des propositions. Nous de´ﬁnirons plus loin une “im-
plication monotone” qui est un terme de MT (Cf De´ﬁnition 2.2.22.8 p.40).
La de´monstration du the´ore`me est l’occasion d’introduire une convention :
Convention d’e´criture des preuves formelles Dans les lignes
2, 3, 4 de la de´monstration suivante nous avons e´crit plusieurs e´quations sur
une seule ligne en les se´parant par des points-virgules. Cette convention sera
de nouveau employe´e chaque fois ou` plusieurs e´quations se de´duiront de la
meˆme re`gle par les meˆmes lignes.
The´ore`me 2.2.11 (MP) On a A = T ; A −→ (B = C)  B = C
Preuve. Soit n = lg(A) :
1. Hyp A = T ; (A : B) = (A : C)
2. Context(1) (A : B) = (T : B) ; (A : C) = (T : C)
3. Rem2.2.9 (T : B) = B ; (T : C) = C
4. Equiv(2, 3) (A : B) = B ; (A : C) = C
5. Equiv(4) B = C

Remarque 2.2.12 Le the´ore`me pre´ce`dent nous dit que, pour tout the´ore`me
de la forme A −→ (B = C), si on sait de´montrer A = T alors on sait
de´montrer B = C. Nous verrons, lorsque nous aborderons le The´ore`me de
De´duction, que la re´ciproque, a` savoir “si A = T  B = C alors  A −→
(B = C)”, est vraie si la de´monstration de B = C a` partir A = T n’utilise
la re`gle d’abstraction ou le QND que sur des variables non libres dans A.
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Nous allons voir maintenant une ge´ne´ralisation triviale mais importante de
MP .
The´ore`me 2.2.13 (Me´ta)
Soient A,B,C des termes tels que V L(A,B,C) ⊆ y. Si A −→ (B = C) est
un the´ore`me de MT et que D est librement substituable a` y dans A,B,C
alors :
A[D/y] = T  B[D/y] = C[D/y]
Preuve.
1. Hyp A −→ (B = C)
2. Hyp A[D/y] = T
3. Instance(1) A[D/y] −→ B[D/y] = C[D/y]
4. MP (2; 3) B[D/y] = C[D/y]

On remarque que Instance peut eˆtre vu comme le cas particulier ou`
A = ∅ du the´ore`me pre´ce`dent.
Il faut noter que ce me´tathe´ore`me a une forme particulie`re ; c’est une
espe`ce de me´ta-me´tathe´ore`me. En eﬀet, il aﬃrme qu’a` tout the´ore`me deMT
de la forme  A −→ (B = C) on peut faire correspondre un me´tathe´ore`me
(une me´tare`gle), a` savoir :
“Pour toute suite de termes D on a : A[D/y] = T  B[D/y] = C[D/y] ”
Cela nous ame`ne a` mettre en place une nouvelle convention pour l’e´criture
de nos preuves :
La convention ”Me´ta” : Dans la plupart des de´monstrations que
nous ferons plus tard, ce n’est pas le the´ore`me sous sa forme initiale A −→
(B = C) dont nous aurons besoin, mais de l’instance du me´tathe´ore`me
correspondant, a` savoir A[D/y] = T  B[D/y] = C[D/y]. Plutoˆt que
de multiplier les noms de the´ore`me nous ferons re´fe´rence a` l’utilisation du
me´tathe´ore`me correspondant en faisant pre´ce´der le nom du the´ore`me par
Me´ta.
Nous allons voir maintenant que l’ordre des hypothe`ses internes et leurs
e´ventuelles re´pe´titions ne jouent aucun roˆle :
Lemme 2.2.14 Les e´quations suivantes sont des tautologies de MT :
1. x : (y : z) = (x : y) : z
2. (x : y) : z = (y : x) : z
3. (x : x) : y = x : y 
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On en de´duit alors facilement le the´ore`me suivant :
The´ore`me 2.2.15 Si l’ensemble des termes pre´sents dans la suite A est le
meˆme que celui des termes pre´sents dans la suite A′ alors on a
 A −→ B = C si et seulement si  A′ −→ B = C 
On remarque aussi que l’on peut toujours, par passage au contexte, ra-
jouter des hypothe`ses internes, autrement dit :
Lemme 2.2.16 (AjoutHyp) Pour toute suite A on a :
B = C  A −→ B = C 
Remarque 2.2.17 Par associativite´ de l’ope´ration “:” (Lemme 2.2.14.1),
tous les parenthe´sages de l’expression A1 :A2 :... :An :B qui respectent la bi-
narite´ de “:” sont e´quivalents au sens ou` les termes correspondants sont tous
e´galisables dans MT . En particulier, pour A = (A1, ..., An), tout the´ore`me
de la forme A −→ (B = C) est e´qui-de´montrable au the´ore`me
A −→ (B = C), ou` A ≡ (A1 :... :(An−1 :An)..).
2.2.4 Le the´ore`me de de´duction
Rappelons que le The´ore`me de De´duction pour le calcul des pre´dicats
e´nonce que, pour un syste`me de´ductif complet S donne´ et pour toutes for-
mules G1, ..., Gn,H, si G1; .....;Gn S H, alors pour p ≤ n on a G1; ...;Gp S
Gp+1 ∧ .... ∧Gn ⇒ H.
Le The´ore`me 2.2.19 qui va suivre est un analogue pour MT , MTA et
MTF de ce the´ore`me. Il aﬃrme (a` certaines restrictions pre`s) que :
Si A1 = T ; .....;An = T  B = C alors, pour p ≤ n :
A1 = T ; ...;Ap = T  Ap+1, ...., An −→ (B = C).
La preuve de ce the´ore`me est renvoye´e en Appendice B, et ceci pour deux
raisons. La premie`re est qu’elle est assez longue et technique. La deuxie`me
est que pour montrer le The´ore`me de De´duction dans toute sa ge´ne´ralite´
pour MTF et MTA, nous aurions duˆ introduire ici les re`gles d’Induction et
de CoInduction . De plus, il aurait fallu mentionner dans la De´ﬁnition 2.2.18
ci-dessous, les aﬀaiblissements InductionC et CoInductionC de ces re`gles,
aﬀaiblissements dont l’utilisation est seule autorise´e dans les preuves sous
hypothe`ses de de´duction. Tout ceci aurait complexiﬁe´e inutilement notre
pre´sentation puisque la seule utilisation que nous ferons de la re`gle de CoIn-
duction (Cf The´ore`me 4.7.13) sera inde´pendante de toute hypothe`se. Nous
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nous contentons donc ici d’e´noncer le The´ore`me de De´duction, et de ne
parler que des aﬀaiblissements AbstractC et QNDC .
La convention MTFA
Ce que nous allons dire maintenant s’appliquant a` MT , MTA et MTF ,
nous e´crirons MTFA , pour signiﬁer “MT ou MTA ou MTF”.
Pour pouvoir pre´ciser les conditions d’application du the´ore`me nous in-
troduisons une de´ﬁnition :
De´ﬁnition 2.2.18 Soient B,C ∈ Λ(C)<ω.
On de´ﬁnit la the´orie MTFA(B; C) par :
- MTFA(B; C) a pour axiomes : d’une part les the´ore`mes de MTFA (et
donc en particulier ses axiomes), d’autre part les e´quations B = T .
- MTFA(B; C) a les meˆmes re`gles que MTFA excepte´ que les re`gles
Astract et QND sont remplace´es par les aﬀaiblissements suivants :
AbstractC Si D = D
′
et x n’est pas libre dans C
Alors  λx.D = λx.D′
QNDC Si  D[T/x] = D′[T/x]
et  D[F ′x/x] = D′[F ′x/x]
et  D[⊥/x] = D′[⊥/x]
et x n’est pas libre dans C
Alors  D = D′
La suite B est appele´e ensemble des hypothe`ses de la the´orie, et la suite C
ensemble des contraintes de la the´orie.
Le seul cas qui nous inte´ressera par la suite est celui ou` l’ensemble de
contraintes est un segment ﬁnal de l’ensemble des hypothe`ses. On remarque
de plus que MTFA(∅; ∅) =MTFA.
The´ore`me 2.2.19 (De´duct-) Soient B,C,D des suites de termes et C = C ′
une e´quation.
Si MTFA(B,D; C,D)  C = C ′ alors MTFA(B; C)  D −→ (C = C ′).
Preuve. Voir Appendice B. 
Corollaire 2.2.20 (De´duct) Soit D une suite de termes et C = C ′ une
e´quation.
Si MTFA(D; D)  C = C ′ alors MTFA  D −→ (C = C ′). 
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Le corollaire De´duct sera par la suite un outil pre´cieux combine´ a` la
convention suivante :
La convention “hyp”
Supposons qu’a` un moment donne´ d’une de´monstration formelle on ait
a` montrer B −→ (C = D). Plutoˆt que d’e´crire une preuve directe de cette
e´quation dansMT ou`MTA nous la remplacerons par une preuve de C = D
dans MTFA(B; B). Nous proce´derons comme suit :
On introduit tout d’abord des “hypothe`ses de de´duction” de la forme B =
T , en indiquant hyp (et non Hyp) dans la colonne de gauche. A partir
de cette indication, la de´monstration se poursuit dans MTFA(B; B), et a
pour but de montrer C = D. Une fois cette e´quation obtenue, on conclut
B −→ (C = D) en utilisant le fait que De´duct nous assure de l’existence
d’une preuve directe de B −→ (C = D). A partir de la`, la de´monstration
initiale se poursuit de nouveau dans MTFA.
Notons que nous continuerons a` citer les me´tathe´ore`mes vus jusqu’a`
pre´sent pour justiﬁer les lignes des de´monstrations dans MTFA(B; B). En
eﬀet, puisque les axiomes de MTFA sont des axiomes de MTFA(B; B), et
qu’aux aﬀaiblissements AstractB,B et QNDB,B pre`s ces deux the´ories ont
les meˆmes re`gles, ces me´tathe´ore`mes restent vrais dans MTFA(B; B). Une
restriction est cependant a` introduire concernant l’utilisation du me´tathe´ore`me
Context. Du fait de la restriction concernant les variables libres de B dans
l’application de AstractB,B, celle-ci ne peut eˆtre appliquer, dans le cadre
de MTFA(B; B), que pour un contexte C[] ou` aucune variable libre de B
n’est lie´e. Nous laisserons au lecteur le soin de ve´riﬁer que cette condition
est remplie pour chaque utilisation que nous ferons de ce me´tathe´ore`me.
Remarquons aussi que nous n’utiliserons jamais la re`gle QNDB,B dans
nos de´monstrations sous hypothe`ses de de´duction. Le QND ne sera utilise´
que pour de´montrer des tautologies qui, comme leurs instances, sont des
axiomes de MTFA(B; B).
Avant de clore cette section nous tirons un corollaire important deDe´duct
(et dont la de´monstration utilise la convention hyp) :
Corollaire 2.2.21 Soient B,C,D des suites de termes.
Si
C = D MTFA(B;B) C ′ = D′
Alors
B −→ (C = D) MTFA B −→ (C ′ = D′)
Preuve. Supposons C = D MTFA(B;B) C ′ = D′
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1. Hyp B −→ (Ci = Di) pour 1 ≤ i ≤ lg(C)
2. hyp B = T
3. MP (2, 1) Ci = Di pour 1 ≤ i ≤ lg(C)
4. 3 + hypothe`se C ′ = D′
5. De´duct(2, 4) B −→ (C ′ = D′)

2.2.5 Interpre´tation du calcul propositionnel dans MT
Traduction des connecteurs dans MT .
De´ﬁnition 2.2.22 Pour toutes variables x et y on de´ﬁnit :
1. F =def λx.T
2. !x =def (if x T T )
3. ? x =def (if x F F )
4. ¬˙x =def (if x F T )
5. x∧˙y =def (if x ≈ y ? y)
6. x∨˙y =def (if x ! y ≈ y)
7. x⇒˙y =def (if x ≈ y ! y)
8. x⇔˙y =def (if x ≈ y ¬˙y)
Le constructeur ⇒˙ =def λxλy.x⇒˙y est appele´ implication monotone
en vertu du fait que, comme tout terme, il est interpre´te´ par une fonction
monotone dans tout mode`le de toute se´mantique monotone.
Les termes λx.¬˙x, λxλy.x∧˙y, λxλy.x∨˙y, λxλy.x⇒˙y et λxλy.x⇔˙y seront
appele´s constructeurs propositionnels . On remarque que ces constructeurs
sont stricts, autrement dit ils rendent ⊥ si un de leurs argument est e´gal
a` ⊥ (voir les axiomes de se´lection). Par ailleurs, il est facile de ve´riﬁer que
ces constructeurs ont le comportement habituel des fonctions de ve´rite´. Par
exemple, on a  T ∧˙T = T et  F ∧˙x = F pour x ∈ {T, F} etc....On ve´riﬁe
aussi facilement que les proprie´te´s habituelles des connecteurs logiques sont
ve´riﬁe´es par les constructeurs propositionnels. Nous en donnons quelques
exemples dans le lemme suivant :
Lemme 2.2.23 Les e´quations suivantes sont des tautologies :
1. x∧˙y = y∧˙x
2. x∨˙y = y∨˙x
3. (x∧˙y)∧˙z = x∧˙(y∧˙z)
4. (x∨˙y)∨˙z = x∨˙(y∨˙z)
5. x⇔˙y = y⇔˙x

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Ce lemme nous permettra a` l’avenir de ne plus tenir compte de l’ordre des
arguments et du parenthe`sages dans les expressions de la forme A1∧˙...∧˙Anou
A1∨˙...∨˙An ou A1⇔˙A2, puisque, par InstTauto toute les instances des tau-
tologies au-dessus sont de´montrables.
Les termes λx. ≈ x, λx.!x, λx.? x ne correspondent pas a` des connecteurs
usuels et servent seulement a` de´ﬁnir les constructeurs propositionnels, on les
appellera des constucteurs auxiliaires. Les deux lemmes suivant expriment
que ces constructeurs s’introduisent naturellement dans le contexte deMT :
Lemme 2.2.24 Les e´quations suivantes sont des tautologies :
1. (x⇒˙x) = (x⇔˙x) =!x
2. (x∧˙x) = (x∨˙x) =≈ x
3. ¬˙¬˙x =≈ x

Le lemme qui va suivre exprime que ≈ se simpliﬁe et commute avec tout les
constructeurs unaires que nous venons de voir :
Lemme 2.2.25 (Simplif ≈) Les e´quations suivantes sont des tautologies :
1. ≈ (≈ x) =≈ x
2. ≈ (!x) =!(≈ x) =!x
3. ≈ (? x) = ?(≈ x) = ? x
4. ≈ (¬˙x) = ¬˙(≈ x) = ¬˙x

Traduction du formules du calcul propositionnel dans MT .
On conside´re les formules du calcul des propositions construites avec les
connecteurs usuels (¬,∧,∨,⇒,⇔) sur l’ensemble de variables proposition-
nelles V AR (l’ensemble des variables de MT ).
De´ﬁnition 2.2.26 On appelle ensemble des CP -termes , et on note CP ,
le plus petit sous-ensemble de Λ(C) qui ve´riﬁe :
CP := V AR | ≈ CP | !CP | ?CP | ¬˙CP |CP ∧˙CP | CP ∨˙CP |CP⇒˙CP |CP⇔˙CP
Notation 2.2.27 Pour toute formule G du calcul des propositions, on no-
tera G˙ la traduction e´vidente de G dans MT .
De´ﬁnition 2.2.28 On appellera CP -tautologie tout terme G˙ qui est la
traduction d’une tautologie G (au sens usuel) du calcul des propositions.
Remarquons qu’une CP -tautologie est un terme alors qu’une tautologie
au sens de MT est une e´quation. Nous verrons plus loin (The´ore`me 2.2.39)
que toute CP -tautologie G˙[y] donne lieu a` une tautologie de la forme
!y −→ G˙.
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De´termination des CP -termes.
De´ﬁnition 2.2.29 Un terme A sera dit de´termine´ sous hypothe`ses B si
 B −→!A. Il sera dit de´termine´ si on a !A = T .
Remarque 2.2.30 Il est inconsistant d’e´galer un terme de´termine´ a` ⊥.
Dans le cours de cette premie`re partie nous aurons l’occasion d’e´noncer
un certain nombre de the´ore`mes dits “de de´termination”. Le premier de ces
the´ore`mes est un the´ore`me de de´termination pour les CP -termes. Il sera la
conse´quence du lemme suivant :
Lemme 2.2.31 Les e´quations suivantes sont des tautologies :
1. !x −→! ≈ x
2. !x −→!!x
3. !x −→! ? x
4. !x −→! ¬˙x
5. !x, !y −→! (x∧˙y)
6. !x, !y −→!(x∨˙y)
7. !x, !y −→! (x⇒˙y)
8. !x, !y −→! (x⇔˙y)

Nous arrivons maintenant a` notre premier the´ore`me de de´termination
(remarquons que, conforme´ment a` la Notation 1.5.3.6, nous abre´geons !y1, ...., !yn
par !y dans la de´monstration qui suit) :
The´ore`me 2.2.32 (De´tCP) Tout CP -terme A[y] est de´termine´ sous hy-
pothe`ses !y.
Preuve. La de´monstration se fait par induction sur la complexite´ de A.
Nous ne donnons la de´monstration que pour le cas A ≡ B∧˙C, les autres cas
se de´montrant de fac¸on similaire graˆce au lemme pre´ce`dent :
1. hyp !y = T
2. MP (1, hyp ind) !B = T ; !C = T
3. Me´ta(Lem2.2.31.5)(2) ! (B∧˙C) = T
4. De´duct(1, 3) !y −→!(B∧˙C)

Dans le suite de notre expose´ nous utiliserons essentiellement le the´ore`me
de de´termination que nous venons de de´montrer sous la forme du corollaire :
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Corollaire 2.2.33 (De´t) Pour tout CP -terme A[y] et toute instance A[C/y]
de A on a !C = T !A[C/y] = T .
Preuve. C’est une simple application du the´ore`me Me´ta (The´ore`me
2.2.13) au the´ore`me pre´ce`dent. 
Plongement du calcul des propositions dans MT .
Rappelons que si G est une formule du calcul des proposition, G˙ est sa
traduction dans MT .
Le but de cette section va eˆtre de montrer que si G[y] est une tautologie
alors : !y −→ G˙
La me´thode que nous allons employer, pour montrer ce the´ore`me, consiste
a` faire correspondre a` toute preuve de G (dans un syste`me de´ductif complet
donne´), une preuve de !y1, ...., !ym −→ G˙.
Il y aurait une autre manie`re de faire consistant a` montrer que, pour
toute CP -tautologie G˙, !y −→ G˙ est une tautologie au sens de MT . Bien
que cette seconde me´thode soit plus rapide, elle est diﬃcilement re´utilisable
pour le calcul des pre´dicats (Section 2.3.6). De plus, une des vocations initiale
de MT e´tant d’eˆtre utilise´e pour la ve´riﬁcation des preuves mathe´matiques,
nous privile´gions une conversion preuve pour preuve.
On commence par ﬁxer un syste`me de´ductif complet pour le calcul
propositionnel :
A1 G⇒ (H ⇒ G)
A2 (G⇒ (H ⇒ K))⇒ ((G⇒ H)⇒ (G⇒ K))
A3 (¬H ⇒ ¬G)⇒ ((¬H ⇒ G)⇒ H)
et la re`gle de Modus Ponens :
MP H; H ⇒ K  K
ou` G,H,K parcourent les formules du calcul propositionnel construites sur
V AR et sur le syste`me complet de connecteurs {⇒,¬}.
Nous allons d’abord montrer que toute tautologie G[y] construite avec les
seuls connecteurs ⇒ et ¬, on a !y −→ G˙. Ce re´sultat sera une conse´quence
des lemmes suivants :
Lemme 2.2.34 Les e´quations suivantes sont des tautologies :
1. !x, !y −→ x⇒˙(y⇒˙x)
2. !x, !y, !z −→ (x⇒˙(y⇒˙z))⇒˙((x⇒˙y)⇒˙(x⇒˙z))
3. !x, !y −→ (¬˙y⇒˙¬˙x)⇒˙((¬˙y⇒˙x)⇒˙y)

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Il existe aussi une version du Modus Ponens pour l’implication monotone
⇒˙, que voici :
Lemme 2.2.35 (MP⇒˙) Soient B, C des termes et A une suite de termes.
On a : A −→ B; A −→ (B⇒˙C)  A −→ C
Preuve. Le cas ou` A = ∅ est une simple application du the´ore`me Me´ta
a` la tautologie x, x⇒˙y −→ y. Le cas A = ∅, est une conse´quence imme´diate
du cas pre´ce`dent et du Corollaire 2.2.21. 
Proposition 2.2.36 Pour toute tautologie du calcul propositionnel G[y] construite
uniquement avec ¬ et ⇒ on a : !y −→ G˙
Preuve. On raisonne par induction sur la preuve de G ; le fait que
cette preuve existe e´tant garanti par la comple´tude du syste`me de de´duction
choisi.
1. G est un axiome : Nous ne donnons la de´monstration que pour le
premier sche´ma, les autres cas e´tant similaires.
Soit donc G ≡ (H ⇒ (K ⇒ H)) :
1. hyp !y = T
2. MP (1, De´tCP ) !K˙ = T ; !H˙ = T
3. Me´ta(Lem2.2.34.1)(2) H˙⇒˙(K˙⇒˙H˙) = T
4. De´duct(1, 3) !y −→ H˙⇒˙(K˙⇒˙H˙)
2. H est la conclusion de l’application du Modus Ponens a` partir des
hypothe`ses K et K ⇒ G. Le re´sultat est imme´diat par hypothe`se
d’induction et MP⇒˙.

Pour ge´ne´raliser le the´ore`me pre´ce`dent a` toute tautologie e´crite avec
les connecteurs usuels, nous utiliserons les lemmes suivants dont la preuve,
facile, est laisse´e au lecteur :
Lemme 2.2.37 Les e´quations suivantes sont des tautologies de MT :
x∧˙y = ¬˙(x⇒˙¬˙y)
x∨˙y = ¬˙x⇒˙y
x⇔˙y = (x⇒˙y)∧˙(y⇒˙x) 
Lemme 2.2.38 Soient A un CP -terme utilisant les constructeurs propo-
sitionnels {¬˙, ∧˙, ∨˙, ⇒˙, ⇔˙} et A′ sa “re´criture” (attendue) avec les seuls
constructeurs {¬˙, ⇒˙}, on a  A = A′ dans MT .
45
2.2 Quartum Non Datur et Calcul Propositionnel
Preuve. Induction sur la complexite´ deA en utilisant le lemme pre´ce`dent.

The´ore`me 2.2.39 Pour toute tautologie G[y] du calcul propositionnel on a
!y −→ G˙.
Preuve. Soit G′ la de´ﬁnition de G dans le langage {¬,⇒}. Par la Pro-
position 2.2.36 on a !y −→ G˙′, et par le lemme pre´ce`dent G˙ = G˙′. 
Dans le suite de notre expose´ nous utiliserons souvent le the´ore`me que
nous venons de de´montrer sous la forme suivante :
Corollaire 2.2.40 (CalculProp) Si B est une C-instance de CP -tautologie
alors !C = T  B = T 
Pour conclure la Section 2.2 nous donnons d’autres outils pratiques pour
raisonner dans MT :
2.2.6 Les me´tathe´ore`mes du “calcul propositionnel”
Nous venons de voir comment un syste`me formel du calcul proposi-
tionnel peut eˆtre simule´ dans MT . Nous allons maintenant nous donner
quelques principes de de´duction supple´mentaires. Les deux premiers sont
les e´quivalents dans MT des principes de Tertium Non Datur et de Raison-
nement par l’Absurde. Il est donc possible de “raisonner” dans MT selon
ces grands principes.
Le tertium non datur.
Nous allons voir maintenant que si on a !B = T , ce qui signiﬁe intuiti-
vement que la valeur de ve´rite´ de B est T ou F , on peut alors raisonner par
Tertium Non Datur dans MT :
The´ore`me 2.2.41 (TND)
A −→!B; A,B −→ (C = D); A, ¬˙B −→ (C = D)  A −→ (C = D)
Preuve. On montre le cas A = ∅. Pour le cas A = ∅, on remarque
simplement que la de´monstration du cas “vide” est aussi une de´monstration
dansMTFA(A; A) (puisque qu’elle est inde´pendante des variables libres de
A), et ceci quelquesoit A. Le cas A = ∅ est donc une conse´quence du premier
cas et du Corollaire 2.2.21 :
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1. Hyp !B = T ; B :C = B :D ; ¬˙B :C = ¬˙B :D
2. InstTaut !B −→ ( (if B (B :C) (¬˙B :C)) = C )
3. InstTaut !B −→ ( (if B (B :D) (¬˙B :D)) = D )
4. MP (1, 2) (if B (B :C) (¬˙B :C)) = C
5. MP (1, 3) (if B (B :D) (¬˙B :D)) = D
6. Context(1) (if B (B :C) (¬˙B :C)) = (if B (B :D) (¬˙B :D))
8. Equiv(4, 5, 6) C = D 
Le principe de raisonnement par l’absurde va maintenant eˆtre une conse´quence
du TND :
Le raisonnement par l’absurde.
Lemme 2.2.42 (Absurde) A −→!B; A, ¬˙B −→ F  A −→ B
Preuve. On montre le cas A = ∅, le cas A = ∅ e´tant re´gle´ par la meˆme
remarque que pour le TND :
1. Hyp !B = T ; ¬˙B −→ F
2. hyp ¬˙B = T
3. T rivial(1, 2) T −→ F
4. T rivial(3) F = T
5. Equiv(3, 4) ¬˙B = F
6. T rivial(5) ¬˙¬˙B = T
7. InstTauto(1, 4, 5) ¬˙¬˙B −→ B
8. MP (6, 7) B = T 
Raisonner sur les connecteurs.
Les tautologies qui suivent permettront de raisonner dans MT sur les
constructeurs propositionnels (on pourra par exemple infe´rer A de A∧˙B),
on appelle ces tautologies “lois logiques” :
Lemme 2.2.43 (LoiLg) Les e´quations suivantes sont des tautologies
1. y1∧˙....∧˙yn −→ yi pour tout i ∈ {1, ..., n}
2. y1, ...., yn −→ y1∧˙....∧˙yn
3. x −→ (x∨˙y =!y)
4. ¬˙x −→ (x∨˙y =≈ y)
5. x, y −→ (x⇒˙y)
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6. x −→ (x⇒˙y =≈ y)
7. ¬˙x −→ (x⇒˙y =!y)
8. x⇒˙y, y⇒˙x −→ x⇔˙y
9. x −→ (x⇔˙y =≈ y)
10. ¬˙x −→ (x⇔˙y = ¬˙y)

Implication non-monotone et implication monotone.
On va maintenant voir deux the´ore`mes ou` sont exprime´s les liens existant
entre l’implication non-monotone est l’implication monotone ⇒˙. Le premier
montre comment on peut passer de l’implication Non Monotone a` l’implica-
tion Monotone (NonM →M). Pour l’e´noncer nous utiliserons l’abre´viation
suivante :
Notation 2.2.44 ∧˙A =def (A1∧˙...∧˙An) pour A = (A1, ..., An)
Lemme 2.2.45 (ImplicNonM →M)
D −→!A; D −→!B; D,A −→ B  D −→ ∧˙A⇒˙∧˙B
Preuve. On montre le cas D = ∅, le cas D = ∅ e´tant re´gle´ par la meˆme
remarque que pour le TND. Nous allons raisonner par TND :
1. Hyp !A = T
2. Hyp !B = T
3. Hyp A −→ B
4. De´t(1), De´t(2) !∧˙A = ∧˙B = T
5. hyp ∧˙A = T
6. Me´ta(LoiLg1)(5) Ai = T pour i ≤ lg(A)
7. MP (6, 3) B = T
8. Me´ta(LoiLg2)(7) ∧˙B = T
9. Me´ta(LoiLg5)(4, 6) (∧˙A⇒˙∧˙B) = T
10. De´duct(5, 9) ∧˙A −→ (∧˙A⇒˙∧˙B)
11. hyp ¬˙(∧˙A) = T
12. Me´ta(LoiLg7)(4, 11) (∧˙A⇒˙∧˙B) = T
13. De´duct(11, 12) ¬˙(∧˙A) −→ (∧˙A⇒˙∧˙B)
14. TND(4, 10, 13) (∧˙A⇒˙∧˙B) = T

Inversement, le the´ore`me que nous allons voir maintenant exprime la pos-
sibilite´ de passer de l’implication Monotone a` l’implication Non Monotone
(M → NonM) :
Lemme 2.2.46 (ImplicM →NonM)
D −→ (∧˙A⇒˙∧˙B)  D,A −→ B
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Preuve. Comme d’habitude, on ne montre que le cas D = ∅ :
1. Hyp (∧˙A⇒˙∧˙B) = T
2. hyp A = T
3. Me´ta(LoiLg2)(1) ∧˙A = T
4. InstTauto ∧˙A −→ ((∧˙A⇒˙∧˙B) = ∧˙B)
5. MP (4, 5) (∧˙A⇒˙∧˙B) = ∧˙B
6. Equiv(1, 5) ∧˙B = T
7. Me´ta(LoiLg1)(6) B = T
8. De´duct(2, 7) A −→ B

Le lemme qui suit exprime la transitivite´ de l’implication non-monotone :
Lemme 2.2.47 D,A −→ B; D,B −→ C  D,A −→ C
Preuve. On montre le cas D = ∅, le cas D = ∅ e´tant, comme d’habitude,
une conse´quence de ce premier cas et du Corollaire 2.2.21 :
1. Hyp A −→ B
2. Hyp B −→ C
3. hyp A = T
4. MP (3; 1) B = T
5. MP (3; 2) C = T
6. De´duct(3, 5) A −→ C

Le dernier lemme de cette section exprime comment passer d’une conjonc-
tion d’implications non-monotones a` une implication non-monotone entre
“conjonctions” monotones :
Lemme 2.2.48 Si pour tous Ai ∈ A et Bi ∈ B, on a  D, Ai −→ Bi
alors :  D, ∧˙A −→ ∧˙B
Preuve.
1. Hyp D, Ai −→ Bi pour tous Ai ∈ A et Bi ∈ B
2. hyp D = ∧˙A = T
3. Me´ta(LoiLg1)(2) Ai = T pour tous Ai ∈ A
4. MP (2, 3; 1) Bi = T pour tous Bi ∈ B
5. Me´ta(LoiLg2)(4) ∧˙B = T
6. De´duct(2, 45) D, ∧˙A −→ ∧˙B

Equivalences non-monotone et monotone
Nous appelons e´quivalence non-monotone les couples d’e´quations de la
forme C,A −→ B; C,B −→ A. On commence par introduire une abre´viation
pour les ensembles de doubles implications non-monotones :
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Notation 2.2.49 C, (A←→ B) ≡def C,A −→ B; C,B −→ A
Les lemmes suivants de´coulent respectivement des Lemmes 2.2.45, 2.2.46,
2.2.47 et 2.2.48. Remarquons que le premier utilise aussi la LoiLg8.
Lemme 2.2.50 (EquivNonM →M)
C −→!A; C −→!B; C, (A←→ B)  C −→ (∧˙A⇔˙∧˙B)

Lemme 2.2.51 (EquivM →NonM)
C −→ (∧˙B⇔˙∧˙A)  C, (A←→ B)

Lemme 2.2.52 D, (A←→ B); D, (B ←→ C)  D, (A←→ C) 
Lemme 2.2.53 Si pour tous Ai ∈ A et Bi ∈ B, on a  D, (Ai ←→ Bi)
alors :
 D, (∧˙A←→ ∧˙B) 
2.3 Interpre´tation du calcul des pre´dicats dansMT
Le but de cette section va eˆtre de montrer que l’on peut “simuler” le
calcul des pre´dicats dans MT . Cela suppose une traduction des quantiﬁca-
teurs dans MT et des moyens de raisonner similaires a` ceux du calcul des
pre´dicats.
Dans nos discussions pour introduire les axiomes et les me´tathe´ore`mes,
nous nous placerons dans le mode`le intuitif M que nous avons de´crit dans
l’introduction. Les termes du λ-calcul e´crits en gras de´signeront l’interpre´tation
des termes dans ce mode`le. Ainsi λx.A de´signera l’interpre´tation de λx.A.
2.3.1 Etre un ensemble dans MT
La principale diﬀe´rence entre les quantiﬁcateurs de MT et les quanti-
ﬁcateurs du calcul des pre´dicats est que les premiers ont un domaine. Ce
domaine, dans le cas qui nous occupe, est celui des “ensembles” au sens de
MT : le sous-ensemble Φ ⊆M :
Comme nous l’avons de´ja` signale´ on peut voir MT comme une the´orie
des classes munie d’un symbole de pre´dicat “Eˆtre un ensemble”. Ce symbole
φ repre´sente syntaxiquement la fonction caracte´ritique χΦ de “l’univers” Φ.
Rappelons que cette fonction est de´ﬁnie sur M par : χΦ(u) = T si et
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seulement si u ∈ Φ, et χΦ(u) = ⊥M sinon. Le fait que la fonction χΦ
ne prend que les valeurs T et ⊥M est approche´ au niveau syntaxique par
l’axiome suivant :
Axiome 2.3.1 .
MT -Caract φx =!φx
2.3.2 La constante ε et les quantiﬁcateurs dans MT
Pour traduire les formules du calcul des pre´dicats par un terme, MT
utilise la constante ε. Cette constante est le repre´sentant syntaxique d’une
fonction de choix EΦ sur Φ qui joue le roˆle de l’ope´rateur de Hilbert. Rap-
pelons que cette fonction est de´ﬁnie a` partir d’une fonction de choix ρ de
P(M) vers M, c’est a` dire une fonction telle que, pour tout ∅ = X ⊆ M,
on ait ρ(X) ∈ X. On rappelle maintenant la de´ﬁnition de EΦ :
EΦ(u) =


⊥ si ⊥M ∈ uΦ
ρ(Φ) si uΦ ⊆ F
ρ({x ∈ Φ : ux = T}) sinon
On peut maintenant donner la traduction des quantiﬁcateurs dansMT :
De´ﬁnition 2.3.2 Pour tout terme A on pose
1. εx.A =def (ε λx.A)
2. ∃˙x.A =def ≈ (λx.A εx.A) =MT ≈ A[εx.A/x]
3. ∀˙x.A =def ¬˙∃˙x.¬˙A =MT ≈ (A[εx.¬˙A/x])
Notation 2.3.3 ∀˙x.A =def ∀˙x1...∀˙xn.A ou` x = (x1, ...., xn) est une suite
de variables avec e´ventuellement des re´pe´titions.
Comme nous l’avons de´ja` signale´ ε est interpre´te´ par EΦ dans M. On
voit facilement que :
(1) ∃˙x.A = T si et seulement si ⊥M /∈ λxAΦ et il existe u ∈ Φ tel que
(λxAu) = T.
(2) ∀˙x.A = T si et seulement si ⊥M /∈ λxAΦ et pour tous u ∈ Φ on a
(λxAu) = T.
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2.3.3 Les axiomes de quantiﬁcation
Nous introduisons maintenant les axiomes qui expriment les proprie´te´s
de ε, ∃˙ et ∀˙ dont nous aurons besoin pour simuler le calcul des pre´dicats
dans MT :
La proprie´te´ (2) ci-dessus implique que A[B/x] = T pour tout B ∈ Φ,
ce qu’exprime l’axiome suivant :
Axiome 2.3.4 .
MT -Quantif1 φB, ∀˙x.A −→ A[B/x]
Le fait que EΦ ne teste la valeur de λxA que sur les u appartenant a` Φ
s’exprime par l’axiome suivant :
Axiome 2.3.5 .
MT -Quantif2 εx.A = εx.(φx∧˙A)
Comme ρ est une fonction de choix sur M et par de´ﬁnition de EΦ, on
a clairement EΦ(λxA) ∈ Φ si et seulement si ⊥M /∈ λxAΦ, ce qu’exprime
l’axiome :
Axiome 2.3.6 .
MT -Quantif3 φ(εx.A) = ∀˙x.!A
Maintenant si ∃˙x.A = T , cela suppose que ⊥M /∈ λxA [Φ] et qu’il
existe un u dans Φ tel que (λxAx) = T et donc EΦ(λxA) = ρ({u ∈ Φ :
(λxAu) = T}) ∈ Φ. Cela nous donne l’axiome suivant :
Axiome 2.3.7 .
MT -Quantif4 ∃˙x.A −→ φ(εx.A)
Le dernier axiome de quantiﬁcation exprime sensiblement la meˆme chose
que Quantif2 (mais ne peut eˆtre pour l’instant supprime´ sans complexiﬁer
notre expose´) :
Axiome 2.3.8 .
MT -Quantif5 ∀˙x.A = ∀˙x.(φx : A)
Remarque 2.3.9 La version initiale de Quantif5 dans [15] est ∀˙x.A =
∀˙x.(φx∧˙A). Il est aise´ de montrer en utilisant Caract qu’on a  ∀˙x.(φx :
A) = ∀˙x.(φx∧˙A). Les deux versions de Quantif5 sont donc e´quivalentes et
le choix de notre version n’est guide´ que par un souci de simpliﬁcation de
certaines preuves.
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2.3.4 Proprie´te´s e´le´mentaires des quantiﬁcateurs
Nous allons voir maintenant que les quantiﬁcateurs tels qu’ils sont de´ﬁnis
dans MT ve´riﬁent certaines proprie´te´s usuelles des quantiﬁcateurs.
Lemme 2.3.10 Pour tout terme B et pour toute variable x, on a :
 εx.B = εx. ≈ B
Preuve.
1. InstTauto φx∧˙B = φx∧˙¬˙¬˙B
2. T rivial εx.(φx∧˙B) = εx.(φx∧˙¬˙¬˙B)
3. Quantif2 + Trivial(2) εx.B = εx.¬˙¬˙B

Il est facile, a` partir des de´ﬁnitions de ∃˙ et ∀˙ et en utilisant les Lemmes2.2.24
et 2.2.25 (Simplif ≈), de de´duire du lemme pre´ce`dent que :
Corollaire 2.3.11 Pour tous B, x, on a :
1.  εx.¬˙¬˙B = εx.B
2.  ∃˙x.¬˙¬˙B = ∃˙x. ≈ B =≈ ∃˙x.B = ∃˙x.B
3.  ∀˙x.¬˙¬˙B = ∀˙x. ≈ B =≈ ∀˙x.B = ∀˙x.B
4.  ∀˙x.¬˙B = ¬˙∃˙x.B 
Corollaire 2.3.12 Pour tous B, x, on a :  ∃˙x.B = ¬˙∀˙x.¬˙B 
2.3.5 Les me´tathe´ore`mes de quantiﬁcation
Nous allons voir maintenant les me´tathe´ore`mes qui nous permettront de
plonger le calcul des pre´dicats dans MT .
Notation 2.3.13 Soient A un terme et x = x1, ....., xn :
∀x.A =def ∀˙x1....∀˙xn.A
Le premier the´ore`me est une conse´quence imme´diate de Quantif1, il est
le pendant dans MT de l’axiome d’instanciation du calcul des pre´dicats :
The´ore`me 2.3.14 (Inst∀˙) Si B est librement substituable a` x dans A :
φB = T ; ∀˙xA = T  A[B/x] = T 
Le fait que la re`gle de ge´ne´ralisation du calcul des pre´dicats est valide dans
MT est une conse´quence de Quantif5 :
The´ore`me 2.3.15 (Ge´ne´) Si x n’est pas libre dans C, on a :
C, φx −→ A  C −→ ∀˙x.A
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Preuve. On remarque tout d’abord que trivialement ∀˙x.T = T , il vient :
1. Hyp C, φx −→ A
2. hyp C = T
3. MP (2, 1) φx : A = φx : T
4. T rivial(3) ∀˙x.(φx : A) = ∀˙x.(φx : T )
5. (Quantif5× 2)(4) + Trivial ∀˙x.A = ∀˙x.T
6. T rivial(5) ∀˙x.A = T
7. De´duct(2, 6) C −→ ∀˙x.A

Remarque 2.3.16 Il est a` noter que la de´monstration de Ge´ne´ utilise des
abstractions sur x. Ceci implique des restrictions quant a` l’utilisation de ce
the´ore`me dans le cadre d’une de´monstration sous hypothe`ses de de´duction.
En eﬀet, les variables de x ne doivent pas apparaˆıtre libres dans cette de´monstration,
si l’on veut pouvoir conclure par De´duct.
Dans M, la me´thode canonique pour montrer ∃˙xA = T est d’exhiber
un e´le´ment u de Φ qui ve´riﬁe (λxA u) = T. Cette me´thode est valide´e par
le the´ore`me suivant :
The´ore`me 2.3.17 (Exhib)
φB = T ; !(∃˙x.A) = T ; A[B/x] = T  ∃˙x.A = T
Preuve. On raisonne par l’absurde :
1. Hyp φB = T
2. Hyp !∃˙x.A = T
3. Hyp A[B/x] = T
4. MP (1, Quantif1) ∀˙x.¬˙A −→ ¬˙A[B/x]
5. T rivial(3, 4) ∀˙x.¬˙A −→ ¬˙T
6. Lem2.3.11.4 + Trivial ¬˙(∃˙x.A) −→ F
7. Absurde(2, 6) ∃˙x.A = T

Comme nous l’avons de´ja` vu lors de la pre´sentation des constantes, si
⊥M /∈ λx.A [Φ] et qu’il existe u ∈ Φ tel que (λxAu) = T, on a
EΦ(λxA) ∈ {u ∈ Φ : (λxA u) = T}. Ceci s’exprime syntaxiquement dans
la me´tare`gle suivante :
The´ore`me 2.3.18 (Choix) ∃˙x.B = T  φ(εx.B) = T ; B[εx.B/x] = T
Preuve. Le fait que φ(εx.B) = T est donne´ par Quantif4 et MP . Pour
montrer B[εx.B/x] = T , nous utilisons la tautologie ≈ x −→ x :
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1. Hyp ≈ B[εx.B/x] = T
2. InstTauto ≈ B[εx.B/x] −→ B[εx.B/x]
3. MP (1, 3) B[εx.B/x] = T

Le the´ore`me qui suit exprime le fait que le choix eﬀectue´ par EΦ ne
de´pend que des valeurs de ve´rite´ des (λxAu) pour u ∈ Φ :
The´ore`me 2.3.19 (Ackermann) φx −→ A⇔˙B  εx.A = εx.B
Preuve. Nous utiliserons les tautologies (!y : T ) =!y en ligne 2 et
(x : (y⇔˙z))∧˙y = (x : (y⇔˙z))∧˙z en ligne 5 :
1. Hyp (φx : A⇔˙B) = (φx : T )
2. InstTauto !φx : T =!φx
3. (Caract+ Trivial)(2) φx : T = φx
4. T rivial(1, 3) (φx : A⇔˙B) = φx
5. InstTauto (φx : A⇔˙B)∧˙A = (φx : A⇔˙B)∧˙B
6. T rivial(5, 4) φx∧˙A = φx∧˙B
7. Context(6) εx.(φx∧˙A) = εx.(φx∧˙B)
8. Quantif2 + Trivial(7) εx.A = εx.B

On termine cette section par un the´ore`me de “de´termination” :
Lemme 2.3.20 (De´t∃˙,∀˙) Pour tout terme B et toute suite C de termes telle
que x /∈ V L(C), si  C, φx −→!B alors :
1)  C −→ ∀˙x. !B
2)  C −→ φ(εx.B)
3)  C −→!∃˙x.B
4)  C −→!∀˙x.B
Preuve. Le 1 s’obtient facilement en utilisant De´duct avec C = T
comme hypothe`ses de de´duction et Ge´ne´. Le 2 se de´duit trivialement de
1 et de l’axiome Quantif3. Le 4 de´coule aise´mment du Lemme 2.2.31.4 et
du 3. On montre le 3 :
1. hyp C = T
2. MP (1, 1 + 2) ∀˙x. !B = T ; φ(εx.B) = T
3. Inst∀˙(2) !B[εx.B/x] = T
4. Me´ta(Simplif ≈) !B[εx.B/x] =! ≈ B[εx.B/x]
5. De´f(∃˙) + Equiv(3, 4) !∃˙x.B = T

2.3.6 Plongement du calcul des pre´dicats dans MT
Dans cette section on prend l’ensemble V AR des variables deMT comme
ensemble de variables d’individus pour les langages du premier ordre dont
nous parlerons.
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Nous allons voir que, un langage P du 1er ordre e´tant donne´, ainsi qu’un
syste`me de´ductif complet S pour le calcul des pre´dicats sur P , il est possible,
moyennant une traduction des formules de P convenable, de simuler toute
preuve de S dans MT .
Langage du 1er ordre dans MT
Pour rester simple (et parce que cela nous suﬃt), nous ne parlerons ici
que des langages du 1er ordre sans symbole de fonction, bien qu’on puisse
e´tendre les re´sultats de cette section a` tout langage. De ce fait, nous identi-
ﬁerons le langage avec son ensemble de lettres de pre´dicats. Nous utilisons
tous les connecteurs et quantiﬁcateurs usuels {¬,∧,∨,⇒,⇔,∀,∃}.
Soit P = {Pn : n < l} donc un ensemble ﬁni ou de´nombrable de lettres
de pre´dicats (l ≤ N) On rappelle que l’ensemble FP des formules du calcul
des pre´dicats construites sur P est de´ﬁni comme le plus petit ensemble tel
que :
FP := (Pn y) | ¬FP | (FP ∧ FP ) |(FP ⇒ FP ) | (FP ∨ FP ) |
(FP ⇔ FP ) | ∃x.FP | ∀x.FP
ou`, dans la premie`re clause, y est une suite de variables de V AR avec
e´ventuellement des re´pe´titions et dont la longueur est e´gale a` l’arite´ de Pn.
Pour traduire les lettres de pre´dicats de P , on se donne une fonction θ de
P dans Λ0(C) (l’ensemble des termes clos de MT ). On de´ﬁnit maintenant
l’ensemble θ(FP ) des termes construits sur θ(P ). Cet ensemble contient
strictement l’ensemble image θ[FP ] de FP par θ, autrement dit l’ensemble
des traductions des formules de FP , mais pour simpliﬁer les raisonnements
par induction que nous ferons par la suite nous avons besoin d’une plus
grande ge´ne´ralite´ :
De´ﬁnition 2.3.21 Soit θ une fonction de P dans Λ0(C). On de´ﬁnit par
induction l’ensemble θ(FP ) des θ(FP )-termes comme le plus petit sous-
ensemble de Λ(C) tel que :
θ(FP ) := (θ(Pn) y) | ≈ θ(FP ) | ! θ(FP ) | ? θ(FP ) | ¬˙ θ(FP ) |
θ(FP )∧˙θ(FP ) |θ(FP )⇒˙θ(FP ) | θ(FP )∨˙θ(FP ) |
θ(FP )⇔˙θ(FP ) | ∃˙x.θ(FP ) | ∀˙x.θ(FP )
ou`, dans la premie`re clause, y est une suite de variables de V AR avec
e´ventuellement des re´pe´titions et dont la longueur est e´gale a` l’arite´ de Pn ;
et ou`, dans les deux dernie`res, x est quelconque dans V AR.
Remarque 2.3.22 Il est clair que θ induit canoniquement une interpre´tation
de toute formule G ∈ FP par un θ(FP )-terme, que nous noterons θ(G).
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Notation 2.3.23 θ(G) sera note´e plus simplement G˙ lorsqu’il n’y aura pas
d’ambigu¨ıte´ sur θ.
Nous allons voir maintenant une condition sur la fonction θ pour qu’elle
“force la de´termination de P”. Nous verrons en Sections 2.3.6 et 2.3.7 que
cette “de´termination” est suﬃsante pour plonger le calcul des pre´dicats sur
P dans MT .
De´termination des θ(FP )-termes.
De´ﬁnition 2.3.24 Soit P un langage et θ une fonction de P dans Λ0(C).
On dira que :
1. θ force la de´termination de P , ou que P est de´termine´ par θ, si, pour
tout Pn ∈ P , on a :  φy −→! (θ(Pn) y)
ou` y est une suite de variables de longueur e´gale a` l’arite´ de Pn
2. θ force la de´termination de FP , ou que FP est de´termine´ par θ si,
pour tout A[y] ∈ θ(FP ) on a :  φy −→!A
The´ore`me 2.3.25 (De´tθ(FP )) Soient P un langage et θ : P → Λ0(C).
La fonction θ force la de´termination de P si et seulement elle force la
de´termination de FP .
Preuve. L’implication gauche-droite est imme´diate. Supposons donc que
θ force la de´termination de P , et soit A[y] un θ(FP )-terme. On doit montrer
φy −→!A. La preuve se fait par induction sur la complexite´ de A :
1) Le cas A ≡ (θ(Pn) y) est re´gle´ par hypothe`se.
2) Les cas A ≡≈ B | !B | ?B | ¬˙B |B∧˙C| B⇒˙C |B∨˙C |B⇔˙C se re`glent de
fac¸on analogue aux cas du The´ore`me 2.2.32 (De´tCP ) (il suﬃt de remplacer
les hypothe`ses de de´duction !y = T par les hypothe`ses de de´duction φy = T ).
3) Le cas ou` A ≡ ∀˙x.B de´coule facilement des cas ¬˙ et ∃˙ par de´ﬁnition de
∀˙x.B.
4) Le cas A ≡ ∃˙x.B est re´gle´ par le Lemme 2.3.20 
Un syste`me pour le calcul des pre´dicats.
On se donne maintenant un syste`me de´ductif S (qui e´tend le syste`me
du calcul propositionnel de la Section 2.2.5). Ce syste`me est complet pour les
formules valides construites sur {¬,⇒,∀}. Cependant, comme cette comple´tude
ne nous sera utile que dans la section suivante, les sche´mas d’axiomes et les
re`gles de S sont ici pre´sente´s en toute ge´ne´ralite´ pour les formules de FP :
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On se donne les sche´mas d’axiomes suivants, ou` G,H, K sont des for-
mules quelconques de FP :
A1 G⇒ (H ⇒ G)
A2 (G⇒ (H ⇒ K))⇒ ((G⇒ H)⇒ (G⇒ K))
A3 (¬H ⇒ ¬G)⇒ ((¬H ⇒ G)⇒ H)
et la re`gle de Modus Ponens pour toute formules H et K :
MP H; H ⇒ K  K
On ajoute maintenant les sche´mas d’axiomes du calcul des pre´dicats et
la re`gle de ge´ne´ralisation :
A4 ∀x.A⇒ A[y/x] pour toute variable y
librement substituable a` x dans A
A5 ∀x(A⇒ B)⇒ (A⇒ ∀xB)
Si x n’est pas libre dans A
Ge´ne´ralisation A  ∀xA
Plongement du syste`me S dans MT .
Nous verrons ici que si FP est de´termine´ par θ on peut associer a` toute
de´monstration d’une formule G[y] dans le syste`me S une de´monstration de
φy −→ G˙ dans MT . On en de´duira dans la section suivante une condition
suﬃsante pour qu’une the´orie du 1er ordre soit “interpre´table” dans MT .
Notation 2.3.26 L’utilisation de l’hypothe`se “FP est de´termine´ par θ”
sera indique´e par (H1) dans les preuves qui vont suivre.
Satisfaction des axiomes du calcul propositionnel et du Modus
Ponens. Nous allons voir tout d’abord que l’hypothe`se (H1) est suﬃ-
sante pour que MT satisfasse les (traductions des) axiomes du calcul des
propositions :
Lemme 2.3.27 Supposons que FP soit de´termine´ par θ, et soient A[y],
B[y] et C[y] des θ(FP )-termes. On a :
1.  φy −→ A⇒˙(B⇒˙A)
2.  φy −→ (A⇒˙(B⇒˙C))⇒˙((A⇒˙B)⇒˙(A⇒˙C))
3.  φy −→ (¬˙B⇒˙¬˙A)⇒˙((¬˙B⇒˙A)⇒˙B)
Preuve. Nous donnons la de´monstration pour le cas (A⇒˙(B⇒˙A)), les
autres cas e´tant semblables :
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1. hyp φy = T
2. MP (1, (H1)) !A = T ; !B = T
3. BalculProp(2) A⇒˙(B⇒˙A) = T
4. De´duct(1, 3) φy −→ (A⇒ (B⇒˙A))

Nous e´tablissons maintenant un lemme analogue au Lemme 2.2.35 pour
le calcul des pre´dicats :
Lemme 2.3.28 Pour tous θ(FP )-termes A[y] et B[y] on a
φy −→ A; φy −→ (A⇒˙B)  φy −→ B
Preuve. C’est un cas particulier deMP⇒˙ (Lemme 2.2.35) pour C ≡ φy.

Satisfaction des axiomes du calcul des pre´dicats et de la Re`gle
de Ge´ne´ralisation. Le the´ore`me Ge´ne´G est l’e´quivalent dans MT de la
Re`gle de Ge´ne´ralisation, voyons les axiomes :
Le lemme suivant montre que, sous l’hypothe`se (H1),MT ve´riﬁe les (tra-
ductions des) axiomes du calcul des pre´dicats du sche´maA4. Sa de´monstration
sera l’occasion pour nous de comple´ter la convention hyp par la convention
suivante. Celle-ci permet d’introduire en cours de de´monstration des hy-
pothe`ses de de´duction supple´mentaires et provisoires :
La convention “hyp+”
Supposons qu’a` un moment donne´ d’une preuve on ait a` de´montrer
une e´quation de la forme A −→ (B = C). Conforme´ment a` la Conven-
tion “hyp” on introduit alors des hypothe`ses de de´duction A = T , puis on
continue la preuve dans MTFA(A; A). Supposons maintenant que, dans
la partie de la preuve qui s’eﬀectue dans MTFA(A; A), on ait de nou-
veau a` de´montrer une e´quation de la forme A′ −→ (B′ = C ′). Plutoˆt que
d’e´crire directement la preuve de A′ −→ (B′ = C ′) dans MTFA(A; A)
nous utiliserons le proce´de´ suivant : On introduit par hyp+ les hypothe`ses
de de´duction supple´mentaires A′ = T . La preuve se poursuit alors dans
MTFA(A,A′; A,A′). Une fois l’e´quation B′ = C ′ obtenue, on conclut,
comme cela est permis par le the´ore`meDe´duct-, qu’il existe une de´monstration
dans MT (A; A) de A′ −→ (B′ = C ′). On suppose cette de´monstration
e´crite, et la preuve se poursuit de nouveau dans MTFA(A; A).
Lemme 2.3.29 Supposons que FP soit de´termine´ par θ. Soit A[y, x] un
θ(FP )-terme on a :  φy −→ ∀˙x.A⇒˙A[y/x] pour toute variable y ∈ y
librement substituable a` x dans A.
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Preuve.
1. hyp φy = T
2. hyp+ ∀˙x.A = T
3. Inst∀˙(1, 2) A[y/x] = T
4. De´duct-(2, 3) ∀˙x.A −→ A[y/x]
5. MP (1, (H1)) !∀˙x.A =!A[y/x] = T
6. ImplicNonM →M (5, 4) ∀˙x.A⇒˙A[y/x] = T
7. De´duct(1, 6) φy −→ ∀˙x.A⇒˙A[y/x]

Remarque 2.3.30 Le choix d’utiliser la Convention “hyp+” est motive´
uniquement par des raisons de gain de place. En eﬀet, il est toujours pos-
sible de se passer de la Convention “hyp+” et de n’utiliser que la Convention
“hyp”. Par exemple, on pourrait montrer le lemme pre´ce`dent comme suit :
Lemme 1 :  φy, ∀˙x.A −→ A[y/x]
Preuve :
1. hyp φy = T ; ∀˙x.A = T
3. Inst∀˙(1, 2) A[y/x].
4. De´duct(2, 3) φy, ∀˙x.A −→ A[y/x]
Lemme 2 :  φy −→ ∀˙x.A⇒˙A[y/x]
Preuve :
1. hyp φy = T
2. MP (1, Lemme 1) ∀˙x.A −→ A[y/x]
3. MP (1, (H1)) !∀˙x.A =!A[y/x] = T
4. ImplicNonM →M (3, 2) ∀˙x.A⇒˙A[y/x] = T
5. De´duct(1, 4) φy −→ ∀˙x.A⇒˙A[y/x]
Nous montrons maintenant que, sous la condition (H1), MT ve´riﬁe les
(traductions des) axiomes du sche´ma A5 :
Lemme 2.3.31 Supposons que FP soit de´termine´ par θ. Soient A[y] et
B[y, x] des θ(FP )-termes, x /∈ V L(A). Alors :
φy −→ ∀˙x.(A⇒˙B)⇒˙(A⇒˙∀˙x.B)
Preuve. On raisonne par TND :
1. hyp φy = T
2. MP (1, (H1)) !A = T
3. hyp+ A = T
4. Context(3) ∀˙x.(A⇒˙B)⇒˙(A⇒˙∀˙x.B) = ∀˙x.(T⇒˙B)⇒˙(T⇒˙∀˙x.B)
5. De´f(⇒˙) + Trivial = ∀˙x. ≈ B⇒˙ ≈ ∀˙x.B
6. T rivial + Cor2.3.11.3 = ∀˙x.B⇒˙∀˙x.B
7. Instance(Lem2.2.24.1) =!∀˙x.B
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8. MP (1, (H1)) = T
9. De´duct-(3, 8) A −→ ∀˙x.(A⇒˙B)⇒˙(A⇒˙∀˙x.B)
10. hyp+ ¬˙A = T
11. Me´ta(LoiLg7)(10) (A⇒˙B) =!B; (A⇒˙∀˙x.B) =!∀˙x.B
12. MP (1, (H1)) !B =!∀˙x.B = T
13. T rivial(11, 12) ∀˙x.(A⇒˙B)⇒˙(A⇒˙∀˙x.B) = (∀˙x.T⇒˙T )
14. T rivial = (T⇒˙T ) = T
15. De´duct-(10, 14) ¬˙A −→ ∀˙x.(A⇒˙B)⇒˙(A⇒˙∀˙x.B)
16. TND(2, 9, 15) ∀˙x.(A⇒˙B)⇒˙(A⇒˙∀˙x.B) = T
17. De´duct(1, 16) φy −→ ∀˙x.(A⇒˙B)⇒˙(A⇒˙∀˙x.B)

Remarque 2.3.32 Il est important de voir que dans les lignes 4 et 13,
les mentions de Context et Trivial masquent une utilisation de la re`gle
d’abstraction sur la variable x. L’utilisation du the´ore`me de de´duction sur
la dernie`re ligne de chacune des deux de´monstrations est donc justiﬁe´ par
le fait que x n’est pas libre dans A.
Remarque 2.3.33 L’utilisation du corollaire De´duct en dernie`re ligne d’une
de´monstration se fait toujours de la meˆme fac¸on. Elle reprend des hypothe`ses
de de´duction de la forme A = T et une conclusion interme´diaire B = C pour
donner A −→ (B = C). Cette utilisation e´tant maintenant bien comprise,
nous sous-entendrons dore´navant cette dernie`re ligne.
2.3.7 The´ories du 1er ordre interpre´tables dans MT
Dans cette section, nous supposons toujours que θ force la de´termination
de FP pour un langage P = {Pn : n < l} ou`, rappelons-le, FP est l’ensemble
de formules du calcul des pre´dicats construites sur P.
Nous allons de´ﬁnir une notion de θ-validite´ pour les formules de FP et
nous montrerons que si les axiomes d’une the´orie T sont θ-valides alors tous
les the´ore`me de la the´orie le sont.
Dans la suite, lorsque nous parlerons des “the´ore`mes” d’une the´orie du
1er ordre T , on supposera toujours que l’on s’est dote´ d’un syste`me complet
du calcul des pre´dicats, et qu’il s’agit de l’ensemble des the´ore`mes de T dans
ce syste`me.
De´ﬁnition 2.3.34 Une formule G[y] de FP est θ-valide dansMT (ou plus
simplement θ-valide) si on a :  φy −→ θ(G)
De´ﬁnition 2.3.35 Une the´orie du 1er ordre T ⊆ FP est θ-interpre´table
dans MT (ou plus simplement θ-interpre´table) si tous ses the´ore`mes sont
θ-valides.
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Cas ou` les formules sont e´crites seulement avec {¬,⇒,∀}.
On notera ici F̂P l’ensemble des formules du calcul des pre´dicats e´crites
sur P contenant les seuls connecteurs et quantiﬁcateurs {¬,⇒,∀}.
Proposition 2.3.36 Une the´orie T ⊆ F̂P est θ-interpre´table dans MT si
et seulement si ses axiomes sont θ-valides dans MT .
Preuve. Le sens “seulement si” est e´vident puisque les axiomes sont des
the´ore`mes. Montrons la re´ciproque. Soit G[y] un the´ore`me de T ; on doit
montrer que, pour la traduction G˙ de G par θ, on a  φy −→ G˙. Comme
le syste`me de´ductif S est complet pour le syste`me {¬,⇒,∀} il existe une
de´monstration de G dans S a` partir des axiomes de T . La preuve se fait alors
par induction sur la longueur d’une de´monstration de longueur minimale de
G dans S :
1) Si G est un axiome de T , le re´sultat est donne´ par hypothe`se.
2) Si G est un axiome du calcul des propositions le re´sultat est obtenu par
le Lemme 2.3.27.
3) Si G est un axiome du calcul des pre´dicats, on utilise le Lemme 2.3.31 ou
le Lemme 2.3.29.
4) Si G est obtenu par une application de MP on utilise alors le Lemme
2.3.28.
5) Si G est obtenu par ge´ne´ralisation on utilise le the´ore`me Ge´ne´G en pre-
nant x ≡ x. 
Cas ge´ne´ral Nous allons maintenant ge´ne´raliser le the´ore`me pre´ce`dent a`
des the´ories admettant des formules construites avec les connecteurs
{¬,∧,∨,⇒,⇔,∀,∃}. Pour cela nous introduisons des notations :
Notation 2.3.37 :
1) Pour toute formule G ∈ FP , on notera Gˆ ∈ F̂P sa re´criture standard
dans le syste`me {¬,⇒,∀}.
2) Pour tout terme A ∈ θ(FP ), on notera Aˆ sa traduction avec les construc-
teurs {¬˙, ⇒˙, ∀˙}.
3) Pour toute the´orie T ⊆ FP , on notera Tˆ =def {Gˆ : G ∈ T } ⊆ F̂P .
Lemme 2.3.38 Pour tout θ(FP )-terme A on a  A = Aˆ
Preuve. La preuve se fait facilement par induction sur la complexite´ de
A en utilisant le Lemme 2.2.38 et le Corollaire 2.3.12. 
Corollaire 2.3.39 T ⊆ FP est θ-interpre´table ssi Tˆ ⊆ F̂P l’est.
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Preuve. Supposons que T soit θ-interpre´table, il est alors clair que Tˆ
est θ-interpre´table, puisque les the´ore`mes de Tˆ sont aussi des the´ore`mes de
T (par de´ﬁnition de Tˆ ). Maintenant supposons Tˆ θ-interpre´table. Soit G[y]
un the´ore`me de T . Par de´ﬁnition de Tˆ , Gˆ est un de ses the´ore`mes et puisque
Tˆ est θ-interpre´table, on a donc φy −→ Gˆ. Par le lemme pre´ce`dent il vient
alors trivialement φy −→ G˙. Tout the´ore`me de T est donc θ-valide, d’ou` le
re´sultat. 
The´ore`me 2.3.40 Soit T une the´orie du 1er ordre. Supposons que θ force
la de´termination du langage deT . Alors T est θ-interpre´table ssi ses axiomes
sont θ-valides.
Preuve. Si les axiomes de T sont θ-valides, ceux de Tˆ le sont tri-
vialement par le Lemme 2.3.38. Par la Proposition 2.3.36, Tˆ est donc in-
terpre´table. On conclut par le corollaire pre´ce´dent. 
Corollaire 2.3.41 Si P est de´termine´ θ alors, pour toute formule valide
G[y] ∈ FP , on a :  φy −→ θ(G)
Preuve. C’est en eﬀet un cas particulier du the´ore`me pre´ce´dent pour
T = ∅. 
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Chapitre 3
Interpre´tation de ZFC dans
Map Theory.
Nous montrerons dans ce chapitre qu’en de´ﬁnissant convenablement une
fonction θ, pour tout the´ore`me G[y] de ZFC, on a MTA φy −→ θ(G), ce
qui peut se lire :
“Si y est interpre´te´e par une suite ﬁnie “d’ensembles” alors θ(G) = T”
Par les The´ore`mes 2.3.25 et 2.3.40, il suﬃt pour cela que fonction θ
force la de´termination du langage P =def {=,∈}, et que les axiomes de
ZFC soient θ-valides. La de´ﬁnition de θ sera l’objet de la Section 3.2. Le
fait que θ de´termine P sera donne´ par le The´ore`me 3.3.28 (Section 3.3.6).
Apre`s avoir montre´ les proprie´te´s utiles des traductions ∼˙ et ∈˙ de “=” et
“∈”, nous montrerons, en Section 3.5, la θ-validite´ de chaque axiome de
ZFC. Nous en conclurons que ZFC est interpre´table dans MTA, ainsi que
certains principes de de´monstration dans MTA (valable aussi pour MTF )
dits “Me´tathe´ore`mes de la “the´orie des ensembles”.
Le cas de l’axiome d’antifondation AFA sera traite´ a` part, dans le Cha-
pitre 4.
Rappelons que nous de´signons par MT l’ensemble des axiomes com-
muns a` MTA et MTF (les versions respectivement Antifonde´e et Fonde´e
de Map Theory). Dans ce chapitre, certains axiomes introduits ne sont pas
des axiomes de MT , mais des axiomes de MTA. Rappelons que pour les
distinguer, le nom des axiomes sera pre´ce`de´ de “MT -” pour les axiomes de
MT , et de “MTA” pour les axiomes spe´ciﬁques a` MTA.
Tout d’abord nous pre´sentons l’axiomatisation de ZFC que nous avons
choisie.
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3.1 Les axiomes de ZFC
L’axiomatisation suivante de ZFC est tire´e pour l’essentiel de P. Aczel
[1, p.117], nous ajoutons simplement un axiome pour l’ensemble vide et
nous modiﬁons l’axiome de l’inﬁni (nous dirons quelques mots sur la raison
de cette modiﬁcation) :
Axiome 3.1.1 (ZFC) .
L’extensionalite´ :
(ZFC − Ext) ∀u∀v ((u ⊆ v ∧ v ⊆ u)⇔ u = v)
ou`, pour x, y ⊆ V AR, on pose x ⊆ y =def ∀z (z ∈ x⇒ z ∈ y)
L’ensemble vide :
(ZFC − V ide) ∃z∀v ¬(v ∈ z)
La paire :
(ZFC − P ) ∀x∀y∃z(x ∈ z ∧ y ∈ z)
L’union :
(ZFC − U) ∀u∃z∀x∀y(x ∈ y ∧ y ∈ u⇒ u ∈ z)
Les parties :
(ZFC −W ) ∀u∃z∀y( y ⊆ u⇒ y ∈ z )
L’inﬁni :
(ZFC − I) ∃z∀u( (∀v ¬(v ∈ u)⇒ u ∈ z) ∧ (u ∈ z ⇒ ∃y (y ∈ z ∧ ∀w (w ∈ y ⇔ w = u) )))
L’axiome de l’inﬁni choisi ici est classique mais il diﬀe´re de l’axiome
choisi par K.Grue [15, p.60], et de celui repris de L. Rieger par P. Aczel
en [1, p.117] ; ces deux axiomes n’e´tant pas adapte´s a` l’antifondation. En
eﬀet, le premier est ve´riﬁe´ par tout Ω solution de l’e´quation Ω = {Ω}, et le
deuxie`me par tout Ω′ solution de l’e´quation Ω′ = {∅,Ω′}.
La compre´hension pour toute formule G :
(ZFC − Comp) ∀u∃z∀x(x ∈ z ⇔ x ∈ u ∧G) pour z non libre dans G
Le remplacement pour toute formule G :
(ZFC −R) ∀u∃z∀y(y ∈ z ∧ ∃xG⇒ ∃x(x ∈ z ∧G)) pour z non libre dans
G
Remarque 3.1.2 Les axiomes de paire, union, puissance et remplacement
aﬃrment l’existence de sur-ensembles de la paire, de l’union etc....usuels. On
utilise ensuite la compre´hension pour de´montrer l’existence de ces ensembles.
Remarque 3.1.3 Bien que les axiomes de la paire et de l’ensemble vide ne
soient pas strictement ne´cessaires (voir par exemple Krivine [19] ou Kunen
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[20]), nous les conservons. D’une part parce qu’ils sont usuels et d’autre part
parce que cela nous permettra d’avoir des illustrations simples de la fac¸on
dont les axiomes de ZFC sont satisfaits dans MT .
Le choix :
(ZFC − C) ∀u (∀x(x ∈ u⇒ ∃v(v ∈ x)) ∧
∀x∀y∀w(x ∈ u ∧ y ∈ u ∧ w ∈ x ∧ w ∈ y ⇒ x = y) )
⇒ ∃z(
∀x(x ∈ u⇒ ∃v(v ∈ x ∧ v ∈ z)) ∧
∀x∀w∀w′ (x ∈ u ∧ w ∈ x ∧ w′ ∈ x ∧ w ∈ z ∧ w′ ∈ z)⇒ w = w′) )
L’axiome du choix aﬃrme que pour toute famille u d’ensembles non-
vides et disjoints, il existe un ensemble z contenant pour chaque x ∈ u, un
unique e´le´ment choisi dans x.
Notation 3.1.4 (ZFC et ZFC−e ) Dore´navant ZFC de´signera l’axioma-
tisation que nous venons de donner, et ZFC−e celle-ci moins l’axiome d’ex-
tensionalite´.
3.2 Traduction des formules de ZFC dans MT .
Nous avons vu dans la Section 2.3.6 comment traduire le calcul des
pre´dicats dans MT . Dans cette section nous exhiberons les termes (abre´ge´s
par ∼˙ et ∈˙) qui serviront a` traduire les symboles de relation = et ∈ dans
MTA. Ces traductions diﬀe´rent de celles donne´es en [15] pourMTF . Avant
d’aller plus loin, nous allons discuter ces diﬀe´rences.
Dans MTF , le signe d’e´galite´ “=” e´tait interpre´te´ par le terme (Y A),
ou` Y est le combinateur de points ﬁxes de Curry et A le terme :
De´ﬁnition 3.2.1 :
A =def λf.λuλv.( if u (if v T F ) (if v F ∀˙x∃˙y.f(ux)(vy)∧˙∀˙y∃˙x.f(ux)(vy)) )
Rappelons a` cette occasion que Y est de´ﬁni par :
De´ﬁnition 3.2.2 Y =def λf.(λx.f(xx) λx.f(xx))
On se donnait les abre´viations =˙ =def (Y A) et u =˙ v =def (Y A)uv.
Comme T repre´sente l’ensemble vide, et que les ”e´le´ments” de u = T
sont les e´le´ments de uΦ, l’appartenance se de´ﬁnissait a` partir de l’e´galite´ par
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le terme ∈˙ =def λuλx.(if u F ∃˙z.(uz=˙x)). On se donnait aussi l’abre´viation
x∈˙u =def ∈˙ux
Le fait que =˙ est un point ﬁxe de A permettait alors, en utilisant la
Re`gle d’Induction , de montrer que (la relation induite sur Φ par) =˙ e´tait
une relation d’e´quivalence, et qu’elle e´tait a` valeurs dans Φ, c’est a` dire
que  φu, φv −→ φ(u=˙v). On en de´duisait l’extentionnalite´ dans MTF , a`
savoir :
φu, φv −→ (u =˙ v⇔˙∀˙x.(x ∈˙u⇔˙x ∈˙ v))
Dans MTA, les choses sont plus complexes. En eﬀet, il est naturel d’uti-
liser les meˆmes “κ-pre´-mode`les” de MT que ceux construit en [6, p.50]
comme point de de´part de la mode`lisation de MTA. Ces pre´-mode`les sont
les mode`les des axiomes et re`gles de λ-calcul et du QND les plus simples et
les plus naturels de la se´mantique κ-continue. Or, ils interpre´tent le construc-
teur de points ﬁxes de Curry Y par l’ope´rateur de plus petits points ﬁxes de
M (note´ Y en Section 5.1.9). Cela a pour conse´quence que, pour tous choix
convenable de Φ et pour tous les u,v non bien fonde´s de Φ, on a u =˙v = ⊥.
Ces pre´-mode`les ne satisfont donc pas l’e´quation φu, φv −→! (u =˙ v) dont
nous avons besoin pour plonger le calcul des pre´dicats dans MT (cf Section
2.3.6, hypothe`se (H1) ).
Pour re´soudre ce proble`me, plusieurs solutions peuvent eˆtre envisage´es.
La premie`re, consiste a` remplacer Y dans la de´ﬁnition de =˙ par un autre
combinateur de points ﬁxes. Mais cette solution ne fonctionne pas car il
semble bien que les combinateurs de points ﬁxes soient tous interpre´te´s
par Y dans nos κ-pre´-mode`les, au moins les plus naturels. La deuxie`me
solution consisterait a` remplacer Y par une constante qu’on interpre´te par
un ope´rateur de points ﬁxes ayant les bonnes proprie´te´s (il en existe sous-
certaines conditions). Cette solution entrainant une complexiﬁcation trop
grande de la se´mantique a e´te´ abandonne´e. Finalement, la solution que nous
choisissons est d’introduire une constante ∼˙ pour repre´senter l’e´galite´, et
de poser par axiome que ∼˙ fonctionne comme un point ﬁxe de A.
L’e´nonce´ de cet axiome utilisera la notation et l’abre´viation suivantes :
Notation 3.2.3 On utilisera la notation inﬁxe u∼˙v =def ∼˙u v.
De´ﬁnition 3.2.4 u∼˙0v =def ∀˙x∃˙y.(ux∼˙vy)∧˙∀˙y∃˙x.(ux∼˙vy)
On donne maintenant l’axiome :
MTA-Fix∼ u∼˙v ←→ ( if u (if v T F ) (if v F u∼˙0v))
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Remarque 3.2.5 Par de´ﬁnition de ←→, MTA-Fix∼ est en fait constitue´
de deux e´quations, et donc, stricto sensu, de deux axiomes. Nous continue-
rons cependant a` le conside´rer comme un axiome unique.
On de´ﬁnit l’appartenance comme pre´ce´demment, et on utilise la notation
inﬁxe :
De´ﬁnition 3.2.6 :
1) ∈˙ =def λuλx.(if u F ∃˙z.(uz∼˙x))
2) x∈˙u =def ∈˙ux
De´ﬁnition 3.2.7 La fonction θ qui interpre´tera dore´navant les formules
de ZFC dans MTA est de´ﬁnie au niveau atomique et pour toutes variables
x, y, par :
θ(x = y) = x∼˙y
θ(x ∈ y) = x∈˙y
L’extension de θ a` toute formules de ZFC s’eﬀectuant naturellement comme
indique´ en Section 2.3.6.
De´ﬁnition 3.2.8 (ZFC-Termes) On appellera de´sormais ZFC-terme tout
terme qui est la traduction d’une formule de ZFC. On notera Λ(ZFC)
l’ensemble des ZFC-termes (par extension, il nous arrivera de parler de
“ZFC-terme” pour un terme seulement MTA-e´gal a` un ZFC-terme).
Nous allons maintenant introduire une certain nombre d’axiomes qui ex-
priment des proprie´te´s de cloˆture de Φ, proprie´te´s qui font de Φ une structure
suﬃsamment riche pour eˆtre un mode`le de ZFC−e.
3.3 Axiomes de construction et Constructeurs en-
semblistes.
On peut voir les axiomes de ZFC−e comme re´clamant implicitement
qu’un univers U soit clos pour certaines ope´rations (e´ventuellement d’arite´ 0,
comme, par exemple, pour l’axiome de l’ensemble vide), ope´rations de´crites
par des sous-formules qui sont contenues dans les axiomes. Par exemple,
l’axiome de la paire peut eˆtre vu comme aﬃrmant que U doit eˆtre clos pour
une “ope´ration” Paire qui, de plus, ve´riﬁe la formule (u ∈ Paire(u,v) ∧
v ∈ Paire(u,v)) pour tous u,v ∈ U .
Un des avantages de Map Theory sur ZFC est que ces ope´rations existent
au niveau syntaxique et sont repre´sente´es par des termes avec lesquels on
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peut, de plus, faire certains calculs. La de´monstration syntaxique de la tra-
duction de chaque axiome de ZFC−e passe alors par deux e´tapes :
1. On exhibe un terme clos C, et on montre que C est un φ-constructeur
, autrement dit que l’on a  φx −→ φ(C x).
2. On montre  φx −→ G˙[C/z, x], ou` G˙ est la traduction de la sous-
formule G de´crivant l’ope´ration correspondant a` l’axiome.
Les φ-constructeurs ve´riﬁant, au sens de 2, une formule de ZFC sont ap-
pele´s des constructeurs ensemblistes . Il existe beaucoup de φ-constructeurs
qui ne sont pas des constructeurs ensemblistes.
Nous ne nous inte´resserons ici qu’a` l’e´tape 1 de la de´monstration syn-
taxique, la 2 sera l’objet de la Section 3.5. Nous verrons successivement :
– Une pre´sentation desAxiomes de Construction. Ces axiomes expriment
des proprie´te´s de cloˆture de Φ plus e´le´mentaires que celles concer-
nant les constructeurs ensemblistes, mais dont ces dernie`res sont des
conse´quences. Nous ferons une mention spe´ciale pour l’axiome MTA-
Infini qui remplace l’axiome de construction C-Prim de K. Grue
([15, p.49].
– Une introduction des notions de φ-constructeur et de φ-structure.
– Une caracte´risation tre`s utile des φ-structures : les termes simples
– Une pre´sentation des constructeurs ensemblistes.
– Une pre´sentation des ZFC-termes avec φ-structures.
– Une de´monstration a` partir des Axiomes de Construction que, pour
tout constructeur ensembliste C d’arite´ “naturelle” n, on a :
 φz1, ..., φzn −→ φ(C z1....zn)
Par exemple, on montrera que pour le constructeur P correspondant
a` l’ope´ration Paire on a :
 φx, φy −→ φ(Pxy)
3.3.1 Les axiomes de construction
Comme nous venons de le signaler, les constructeurs qui correspondent
aux axiomes de ZFC−e peuvent eˆtre de´ﬁnis dans Map Theory a` partir de
constructeurs plus simples. Les axiomes de construction que nous donnons
ici exprime la cloˆture de Φ pour ces constructeurs simples excepte´ celui
correspondant a` l’axiome de l’inﬁni, qui sera donne´ dans la section suivante.
Nous introduisons tout d’abord un certain nombre d’abre´viations :
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De´ﬁnition 3.3.1 :
F =def λx.T
App =def λuλz.(uz)
S =def λuλz.u
P =def λxλyλz.(if z x y)
Curry =def λaλxλy.a (Pxy)
Remarquons que le constructeur S est ge´ne´ralement note´ K en λ-calcul
(S de´signant alors un autre constructeur). Nous commenterons ces abre´viations
en meˆme temps que les axiomes de construction suivants :
Axiome 3.3.2 .
(MT -T ) φT = T
(MT -F ) φF = T
(MT -⊥) φ⊥ = ⊥
(MT -ϕ) φλx.A = φλx.φA
(MT -App) φu, φz −→ φ(uz)
(MT -P ) φu, φv −→ φ(Puv)
(MT -Curry) φu −→ φ(Curry u)
(MT -Diag) φu −→ φλx.((ux)x)
(MT -CInv) φu, φv −→ φλx.u(xv)
(MT -Comp) ∀˙x.φ(fx), φu −→ φλx.f(ux)
Remarque 3.3.3 MT -Diag, MT -CInv et MT -Comp, qui ont e´te´ intro-
duits par C. Berline et K. Grue en [6, p.38], remplacent les deux axiomes
initiaux nettement plus complexes C-M1 et C-M2 [15, p.49]. Le fait que ces
trois axiomes impliquent C-M1 et C-M2 e´tait de´ja` implicite dans [15].
Rappelons que nous appelons “ope´rateurs” les interpre´tations des termes
de Λ(C) dans le mode`le M, et que, pour les distinguer des variables, ces
ope´rateurs sont e´crit en gras :
MT -T : Exprime a` la fois que “l’ensemble vide”T et le “boole´en” T (T
pour True) appartient a` Φ.
MT -F : Exprime que la fonction constante de valeur T, note´e F, est
dans Φ. Les fonctions constantes sont l’e´quivalent dans MT des singletons,
aussi cet axiome nous permettra de montrer le the´ore`me  φx −→ φSx, qui
exprime la cloˆture de Φ pour l’ope´ration singleton. Comme, de plus, F est
le repre´sentant canonique du boole´en Faux, l’axiome exprime aussi que ce
boole´en est dans Φ. Cet axiome est note´ MT -K ′ de [15, p.49].
MT -⊥ : Exprime que l’inde´termine´ est exte´rieur a` Φ.
70
3.3 Axiomes de construction et Constructeurs ensemblistes.
MT -ϕ : Exprime que f ∈ Φ si et seulement si χΦ◦ f ∈ Φ.
MT -App : Comme nous l’avons de´ja` dit, les “e´le´ments” de u ∈ Φ au
sens de (Φ,∈Φ,∼Φ) sont les e´le´ments de uΦ au sens de V . Ces “e´le´ments”
doivent, bien suˆr, eˆtre eux-meˆmes des “ensembles”. On devra donc avoir
uΦ ⊆ Φ. En d’autres termes Φ doit eˆtre clos pour l’application.
MT -P : Le terme P est le repre´sentant syntaxique de l’ope´ration Paire.
L’axiome exprime donc que Φ est clos pour cet ope´ration et il sera en par-
ticulier utilise´ pour de´montrer l’axiome de la paire.
MT -Curry : L’ope´rateur Curry = λaλxλy.(a (Pxy)) ope`re une sorte
de de´curriﬁcation. Il transforme a ∈M, qui intentionnellement ope`re sur
l’objet structure´ Pxy, en un ope´rateur a` deux arguments x et y .
MT -Diag : Exprime le fait que si f ∈ Φ alors la fonction qui a` x associe
f(x)(x) est dans Φ. L’ope´rateur λfλx.((fx)x) a` pour eﬀet de transformer une
fonction binaire f en une fonction unaire. Bien suˆr, en ite´rant l’application
de cet ope´rateur on transforme une fonction d’arite´e quelconque en une
fonction unaire, et ceci en identiﬁant tous les arguments.
MT -CInv : L’ope´rateur λfλvλg.(f(gv)) est une espe`ce d’ope´rateur de
composition-e´valuation, qui pour une fonction f et un argument v donne
pour toutes fonctions g, la valeur de (f ◦ g)(v). Combine´ avec MT -Diag,
l’axiomeMT -CInv permet de montrer que le constructeur ensembliste Union
est un φ-consructeur.
MT -Comp : Exprime le fait que si f ∈ Φ → Φ et g ∈ Φ alors f ◦ g ∈ Φ. Il
a pour conse´quence facile parMT -App que Φ est clos par composition. Entre
autres, il joue un roˆle important pour montrer que les constructeurs ensem-
blistes Compre´hensionB,y et RemplacementB,y,x sont des φ-constructeurs.
Notation 3.3.4 A partir de maintenant la re´fe´rence “Trivial” dans une
de´monstration indiquera que l’e´quation de la colonne de droite est obtenue,
a` partir des lignes au dessus, par applications des axiomes MT -T, F,⊥ en
plus des axiomes habituels (Select1, 2, 3 ; Applic-T, β,⊥ et des me´tare`gles
Renom, Context, Equiv).
3.3.2 L’axiome MTA-Infini
Le remplacement de l’axiome MT -Prim de [15] par l’axiome MTA-
Infini me´rite une petite discussion :
Les “ensembles inﬁnis” d’un mode`le M de MTA ou MTF , sont des
fonctions f telles que f [Φ] (respectivement f [ΦF ] 1 pour MTF ) est inﬁni
1Rappelons que ΦF est la base du mode`le de ZFC + FA construit en [6], et que sa
fonction caracte´ristique interpre´te la constante φ dans MTF .
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(au sens de V ).
Dans le cas de “l’univers” bien-fonde´ ΦF , certaines de ces fonctions,
de´ﬁnies par induction, sont repre´sentables syntaxiquement graˆce au constructeur :
Prim =def λfλaλb.(Y λgλy.(if y a (f λz.(g (y (bz))))) ). Par exemple, la
fonction gω de´ﬁnie par :
gω(y) =


⊥M si y = ⊥M
T si y = T
λz.(gω (yT)) sinon
correspond au terme ωΦF =def (Prim λx.x T T ). Intuitivement ωΦF est
l’ensemble {nˆ : n ∈ N}, ou` nˆ =def λx1...λxn.T . On peut alors montrer
formellement dans MTF des proprie´te´s de ces fonctions inductives en “rai-
sonnant” graˆce a` la re`gle d’Induction . Par exemple, on pouvait de´duire
MTF n∈˙ωΦF = T pour tout n ∈ N. On pouvait aussi de´duire
MTF INF˙ INI[ωΦF ] = T , ou` ∃z INFINI[z] est l’axiome d’inﬁni donne´
par Grue en [15], et INF˙ INI sa traduction dans MTF . L’axiome C-Prim
de MTF exprimait alors que, pour f ∈ΦF → ΦF et a,b ∈ΦF , on a
(Prim f ab) ∈ΦF (ou` Prim est l’interpre´tation de Prim dans M).
Dans le cas de MTA, en raison du caracte´re non-bien-fonde´ de certains
e´le´ments de Φ , il n’a pas e´te´ possible de montrer (Prim f ab) ∈Φ a` partir
des hypothe`ses f ∈Φ → Φ et a,b ∈Φ, et ceci meˆme dans le cas particu-
lier ou` a = b = T (cas de gω). A de´faut d’avoir, pour l’instant, trouve´ une
repre´sentation syntaxique des “ensembles inﬁnis” qui soit a` la fois dans
l’esprit “λ-calcul” de Map Theory, et adapte´e a` l’antifondation, nous intro-
duisons un nouvel axiome plus classique dans sa formulation :
Axiome 3.3.5 .
(MTA-Infini) ∃˙z.(T ∈˙z∧˙∀˙x.(x∈˙z⇒˙Sx∈˙z)) = T
Cet axiome a pour conse´quence imme´diate, par Choix et LoiLg1, le
lemme suivant, d’ou` on de´duira en Section 3.5.6 l’axiome de l’inﬁni dans
MTA :
De´ﬁnition 3.3.6 ωΦ =def εz.(T ∈˙z∧˙∀˙x.(x∈˙z⇒˙Sx∈˙z))
Lemme 3.3.7  φωΦ = T ∈˙ωΦ = ∀˙x.(x∈˙ωΦ⇒˙Sx∈˙ωΦ) = T 
3.3.3 φ-constructeurs et φ-structures
Comme l’expriment les axiomes de construction, de nombreux ope´rateurs
pour lesquels Φ est clos ne sont pas des ope´rateurs ensemblistes. Ces ope´rateurs,
72
3.3 Axiomes de construction et Constructeurs ensemblistes.
autrement dit les e´le´ments de ∪n<ω(Φn → Φ), seront appele´s de fac¸on
ge´ne´rale des Φ-ope´rateurs. Certains de ces ope´rateurs ont un repre´sentant
syntaxique, cela motive la de´ﬁnition suivante :
De´ﬁnition 3.3.8 Un terme clos C est un φ-constructeur s’il existe n ≥ 0
tel que  φz1, ..., φzn −→ φ(C z1....zn). L’entier n est alors appele´ une arite´
de C.
Remarque 3.3.9 Il est facile de voir que :
1. Tout φ-constructeur d’arite´ n est d’arite´ n+ k pour tout entier k (par
MT -App).
2. Tout φ-constructeur a une arite´ minimale, et ceux qui ont un sens
intuitif clair ont une “ arite´ naturelle” qui coincide souvent avec leur
arite´ minimale. Comme la proprie´te´ de minimalite´ ne nous servira pas,
nous utiliserons plus volontiers la notion informelle d’arite´ naturelle.
Les φ-constructeurs d’arite´ 0 sont intuitivement les e´le´ments de Φ, et
les φ-constructeurs d’arite´ n les “classes n-aires” de Φ.
Exemple 3.3.10 Par arite´ naturelle croissante :
arite´ 0 : T , F (par les axiomes MT -T et MT -F )
arite´ 1 : φ, λx.φx, I =def λx.x (trivialement), Curry (par MT -Curry)
arite´ 2 : App (par MT -App), P (par MT -P )
.....
Nous aurons souvent besoin de manipuler des “φ-constructeurs applique´s
a` des variables”, cela motive la de´ﬁnition suivante :
De´ﬁnition 3.3.11 Un terme t[z] est un φ-structure si on a :
 φz −→ φt[z]
Remarque 3.3.12 Comme φx −→ φx est une instance de tautologie, toute
variable est une φ-structure.
Remarque 3.3.13 Il est clair qu’un terme t[z] est une φ-structure si et
seulement si λz.t est un φ-constructeur d’arite´ lg(z).
Notons bien la diﬀe´rence “ontologique” qui distingue un φ-constructeur
d’une φ-structure : Un φ-constructeur repre´sente un e´le´ment de (Φn → Φ)
i.e une “classe” du point de vue de Map Theory. Cette “classe” peut eˆtre
“propre”. Par exemple, P repre´sente la “classe” dont les “e´le´ments” sont les
“paires” {u,v} pour u,v ∈ Φ, mais c’est une “classe propre” puisque P /∈ Φ.
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Par opposition, et pourvu que ses variables libres soient interpre´te´es par des
“ensembles”, une φ-structure est toujours interpre´te´e par un “ensemble”, un
e´le´ment de Φ.
Nous avons choisi ce nom de “φ-structure” en re´fe´rence a` l’identiﬁca-
tion “ensemble-structure” implique´e par l’axiome AFA et parce que les
φ-structures font apparaˆıtre, dans une certaines mesure, la structure des
ensembles dans la syntaxe. Par exemple, la structure binaire de la paire est
rendue par le comportement applicatif du if (axiomes Select1, 2) dans la
de´ﬁnition de P .
De meˆme que la structure d’un ensemble, une φ-structure peut eˆtre com-
plexe, i.e constitue´e de φ-structures “emboˆıte´es” les unes dans les autres.
Par exemple, PT (Puv) est une “paire”, elle-meˆme constitue´e de T et de
la “paire” (Puv). Par ailleurs, un “emboˆıtement” de φ-structures reste une
φ-structure. Ceci est exprime´ par le lemme suivant :
Lemme 3.3.14 L’ensemble des φ-structures est le plus petit ensemble
Z ⊆ Λ(C) tel que :
1) V AR ⊆ Z
2) Si C est un φ-constructeur d’arite´ n et que t ∈ Zn alors (C t) ∈ Z.
3) Z est clos par =MTA.
Preuve. On montre tout d’abord que l’ensemble des φ-structures ve´riﬁe
les conditions 1,2 et 3, puis qu’il est inclus dans tout Z ve´riﬁant cette pro-
prie´te´ :
(i) Tout variable est une φ-structure (Remarque 3.3.12). Maintenant, si t est
une suite de φ-structures, le fait que (C t) soit une φ-structure s’obtient faci-
lement par de´ﬁnition d’un φ-constructeur d’arite´ lg(t) et par application du
the´ore`meMe´ta aux hypothe`ses d’inductions. Enﬁn le 3 est une conse´quence
imme´diate de Context.
(ii) On suppose maintenant que Z ⊆ Λ(C) ve´riﬁe 1, 2 et 3. Soit t[z] une
φ-structure. On a trivialement t =MT (λz.t z) et λz.t est un φ-constructeur
(Remarque 3.3.13). De plus, par 1 on a z ∈ Zn pour n = lg(z). On en
conclut t ∈ Z par 2 et 3. 
3.3.4 Termes simples et The´ore`me de Construction
Par la suite, nous aurons souvent besoin de montrer que certains termes
sont des φ-structures (ou, ce qui revient au meˆme, que leurs cloˆtures sont des
φ-constructeurs). Pour nous aider dans cette taˆche, nous nous servirons d’un
the´ore`me ge´ne´ral dit The´ore`me de Construction. Ce the´ore`me, qui de´coule
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des Axiomes de Construction, exprime la cloˆture de Φ pour une large classe
d’ope´rateurs. Son e´nonce´ ne´cessite la de´ﬁnition suivante :
De´ﬁnition 3.3.15 Soit X  V AR, et “ν” une variable n’apparaissant pas
dans X. Soit V ar = {ν} ∪X. L’ensemble Σ des termes simples construits
sur V ar est l’ensemble de´ﬁni inductivement par :
Σ := y ∈ X | T | F | (ΣΣ) | PΣΣ | φΣ | Σ∼˙Σ | C[Σ/z] |
(Σ (νΣ)) |λz.Σ[Pνz/ν] | εy.Σ[T/ν] | Σ[T/ν,Σ/y] | ΣMT
Dans cette de´ﬁnition Σ de´signe une suite ﬁnie quelconque de termes simples.
Dans la clause C[Σ/z], C[z] est une φ-structure. La variable z, dans la clause
λz.Σ[Pνz/ν], doit eˆtre non libre dans Σ et diﬀe´rente de ν. Dans la clause
εy.Σ[T/ν] on doit avoir y ∈ X. La dernie`re clause signiﬁe que tout terme
MTA-e´quivalent a` un terme simple et qui a ses variables libres dans V ar
est lui-meˆme simple.
Remarque 3.3.16 Seules les variables de V ar = X ∪ {ν} peuvent appa-
raitre libres dans un terme simple construit sur V ar. Par contre, comme
l’e´galite´ dans MT contient la α-e´quivalence, n’importe quelle variable de
V AR peut s’y trouver lie´e.
Remarque 3.3.17 Par les clauses PΣΣ, (ΣΣ) et ΣMT , on ve´riﬁe facile-
ment que si A,B et C sont des termes simples construits sur V ar alors :
λy.(if y B C), (if A B C), ¬˙A, ≈ A, !A, A∧˙B, A⇒˙B, A∨˙B et A⇔˙B
sont des termes simples construit sur V ar.
Convention : Nous supposons maintenant V ar = X ∪ {ν} ﬁxe´ et nous
parlerons de “terme simple” pour abre´ger “terme simple construit sur V ar”.
Nous e´nonc¸ons maintenant le The´ore`me de Construction. La de´monstration
de ce the´ore`me reprend essentiellement celle du The´ore`me de Totalite´ Unaire
[15] auquel nous renverrons pour les cas non-triviaux.
The´ore`me 3.3.18 (Construction) Soit S[y] un terme, avec y ⊆ X alors :
S est un terme simple ssi S est une φ-structure.
Preuve.
⇐) est une conse´quence imme´diate de la Remarque 3.3.12 et des clauses
y ∈ X et C[Σ/z]
⇒) On commence par de´montrer le lemme suivant :
“Pour tout terme simple S′[ν, y] sur V ar on a  φy −→ φλν.S′ ”
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La preuve de ce lemme se fait par induction sur la structure de S′. Les cas
S′ = X | T | F | (ΣΣ) | PΣΣ | φΣ |Σ∼˙Σ | C[Σ/z] | de´coulent respec-
tivement, et en utilisant Me´ta, soit des Axiomes de Construction, soit de
l’axiome MTA-Const∼ (qui sera introduit en Section 3.4.1), soit de l’hy-
pothe`se sur C. Le cas ΣMT est trivial. Les autres sont traite´s dans Grue [15,
p.55] dans le cadre du The´ore`me de Totalite´ Unaire.
Le the´ore`me se de´duit maintenant du lemme comme suit : On remarque
tout d’abord que comme ν n’est pas libre dans S on a φ(λν.S T ) =β φS.
On a alors facilement  φy −→ φ(λν.S T ) par MT -T et MT -App. On en
conclut trivialement  φy −→ φS. 
Remarque 3.3.19 La restriction y ⊆ X dans l’e´nonce´ du the´ore`me pre´ce´dent
est purement technique. En eﬀet, comme pour tout terme S[y] il est possible
de trouver X tel que y ⊆ X, toute φ-structure est simple relativement a` un
X  V AR suﬃsamment bien choisi.
3.3.5 Les constructeurs ensemblistes
Nous donnons maintenant la liste des constructeurs ensemblistes dont
nous montrerons dans la Section 3.3.7 qu’ils sont des φ-constructeurs. Il
est a` remarquer qu’aux sche´mas de Compre´hension et de Remplacement
correspondent deux familles inﬁnies de constructeurs indexe´es par le ZFC-
terme B :
Les constructeurs ensemblistes :
Vide T
Paire( , ) P
Union( ) λuλz.u (zT )(zF )
Parties( ) λuλx.(if x T λz.u(x(I”u (uz))))
avec I” =def λuλy.εz′.(uz′∼˙y)
Choix( ) λuλx.εy.(y ∈˙ux)
Compre´hensionB,y( ) λxλu.(if u T (if ¬˙∃˙z.B[uz/y] T λz.(if B[uz/y] uz uz0)))
pour tout ZFC-terme B[y, x] tel que z /∈ x
et pour z0 ≡ εz.B[uz/y]
RemplacementB,y,x( ) λxλuλz.(εx.B[uz/y])
pour tout ZFC-terme B[y, x, x] tel que z /∈ x
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3.3.6 ZFC-termes avec φ-structures
De´ﬁnition et simplicite´.
Pour montrer que les constructeurs ensemblistes Compre´hensionB,y( )
et RemplacementB,y,x( ) sont des φ-constructeurs, on utilisera la simplicite´
du ZFC-terme B. L’objet de cette section sera donc de montrer que tout
ZFC-terme est simple. Ce re´sultat sera une conse´quence d’un the´ore`me plus
ge´ne´ral, et qui nous sera utile par la suite, e´tablissant la simplicite´ de ce que
nous appelons les ZFC-termes avec φ-structures. Nous introduisons tout
d’abord de manie`re informelle cette notion :
Comme nous l’avons de´ja` dit, certaines ope´rations sur les ensembles sont
repre´sente´es syntaxiquement par ce que nous avons appelle´ les constructeurs
ensemblistes : P ( , ), Parties( ) etc... Rappelons aussi que les axiomes
de ZFC−e sont de´montre´s dans MT en exhibant un terme qui “ve´riﬁe”
(la traduction de) la formule contenue dans l’axiome. Par exemple, pour
montrer l’axiome de la paire on montrera que :
 φx, φy −→ (x∈˙Pxy∧˙y∈˙Pxy)
Cette manie`re de faire implique la manipulation de ZFC-termes ou` cer-
taines variables libres sont remplace´es par des φ-structures. Ce sont ces
derniers que nous appelons ZFC-termes avec φ-structures. Par exemple, a`
partir du ZFC-terme x∈˙z∧˙y∈˙z, on obtient le ZFC-terme avec φ-structures
x∈˙Pxy∧˙y∈˙Pxy en remplac¸ant la variable z par Pxy. Nous donnons mainte-
nant la de´ﬁnition formelle des ZFC-termes avec φ-structures, puis on mon-
trera que ces termes sont des φ-structures (Corollaire 3.3.27).
De´ﬁnition 3.3.20 Un terme B est un ZFC-terme avec φ-structures si :
1) B ≡ x∼˙y ou B ≡ x∈˙y pour x, y ∈ V AR
2) B ≡ A[t/x] ou` A[x] un ZFC-terme avec φ-structures, et t est une suite
de φ-structures.
3) B a une des formes suivantes : ¬˙A, ∃˙y.A, ∀˙y.A,A∧˙A′, A⇒˙A′, A∨˙A′, A⇔˙A′
pour A,A′ des ZFC-termes avec φ-structures.
4) B =MTA B′ pour B′ un ZFC-terme avec φ-structures.
Notation 3.3.21 Λ(ZFCs) de´notera la classe des ZFC-termes avec φ-
structures.
Remarque 3.3.22 Rappelons que Λ(ZFC) de´signe la classe des ZFC-
termes. Clairement Λ(ZFC) ⊆ Λ(ZFCs), mais de plus cette inclusion est
stricte. En eﬀet, en conjuguant les clauses 2 et 3, on peut “quantiﬁer” sur
77
3.3 Axiomes de construction et Constructeurs ensemblistes.
des variables apparaissant dans des φ-structures. Par exemple, en substi-
tuant Pxy a` z′ dans le ZFC-terme z′∈˙z (clause 2), puis en “‘quantiﬁant
sur y” en vertu de la clause 3, on obtient le ZFC-terme avec φ-structures
∃˙y.Pxy∈˙z qui n’est pas une traduction de formule de ZFC.
Remarque 3.3.23 La clause 2 de la de´ﬁnition re´clame que toutes les va-
riables libres de A soient remplace´es par des φ-structures. En fait, cette
clause, qui autorise le remplacement d’une variable par elle-meˆme (puisque
toute variable est une φ-structure), englobe le cas ou` seule une partie stricte
de V L(A) est remplace´e.
Remarque 3.3.24 Etant donne´ un ensemble inﬁni X ⊆ V AR, on peut
toujours choisir le x de la clause 2 de la De´ﬁnition 3.3.20 dans X.
Avant d’aborder la de´monstration que tout ZFC-terme avec construc-
teurs est simple, nous introduisons une convention d’e´criture pour les preuves
de simplicite´ :
Convention pour les preuves de simplicite´
Nous e´crirons ces preuves sur deux colonnes. Dans la colonne de gauche,
nous donnons un terme simple. Dans celle de droite, nous indiquons la rai-
son pour laquelle ce terme est simple sachant que les termes e´nonce´s dans
les lignes pre´ce´dentes de la de´monstration sont simples. Cette raison est, le
plus souvent, une des clauses de la De´ﬁnition 3.3.15 mais peut eˆtre aussi un
lemme, lorsque le terme est simple en vertu de la clause C[Σ/y]. Dans ce cas
nous e´crirons le nom du lemme entre parenthe`ses apre`s avoir indique´ C[Σ/y].
Certaines lignes seront justiﬁe´es en indiquant plusieurs clauses se´pare´es par
le signe “+” pour signiﬁer que le terme est simple par applications succes-
sives de ces clauses. Enﬁn, nous e´crirons α-e´quiv au lieu de ΣMT lorsque
nous voudrons pre´ciser que le terme est simple par α-e´quivalence.
Lemme 3.3.25 Si B[y, x] est un terme simple a` variables libres dans X,
alors ∃˙y.B est un terme simple.
Preuve. Rappelons que ∃˙y.B =MT ≈ B[εy.B/y], par le Remarque 3.3.17
et la clause ΣMT il suﬃt donc de ve´riﬁer que B[εy.B/y] est un terme simple :
B Hyp
B = B[T/ν] ν /∈ V L(B)
εy.B εy.Σ[T/ν]
B[εy.B/y] Σ[T/ν,Σ/y]

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The´ore`me 3.3.26 Tout ZFC-terme avec φ-structures B[y] tel que y ⊆ X
est simple.
Preuve. La preuve se fait par induction sur la complexite´ de B.
– Si B est de la forme u∼˙v pour u, v ∈ X, le re´sultat est imme´diat par
la clause Σ∼˙Σ.
– Si B est de la forme u∈˙v =def (if v F ∃˙y.(vy∼˙u)) pour u, v ∈ X
alors :
u, v, y u, v, y ∈ X
(vz) (ΣΣ)
(vz)∼˙u Σ∼˙Σ
∃˙y.(vy∼˙u) Lem3.3.25
(if v F ∃˙y.(vy∼˙u)) Rem3.3.17
– Si B ≡ A[t/x] pour A[x] un ZFC-terme avec φ-structures et t une
suite de φ-structures alors, par la Remarque 3.3.24, on peut supposer
que x ⊆ X et donc que A[x] est simple par l’hypothe`se d’induction.
Par le The´ore`me de Construction, d’une part t est une suite de termes
simples, d’autre part A[x] est une φ-structure. On conclut par la clause
C[Σ/x].
– Si maintenant B est un ZFC-terme complexe on utilise la Remarque
3.3.17, le Lemme 3.3.25 et le fait que par de´ﬁniiton ∀˙y.B =def ¬˙∃˙y.¬˙B
(De´ﬁnition 2.3.2).
– Si B =MTA B′ pour B′ un ZFC-terme avec φ-structures, le re´sultat
est imme´diat par la clause ΣMT .

Corollaire 3.3.27 Pour tout ZFC-terme avec φ-structure B[x] on a :
 φx −→ φB ; et ainsi λx.B est un φ-constructeur n-aire pour n = lg(x).
Preuve. On choisit V ar tel que x ⊆ X et on applique le The´ore`me de
Construction et le the´ore`me pre´ce´dent. 
De´termination des ZFC-termes avec φ-structures.
Avant de cloˆre cette section sur les ZFC-termes avec constructeurs, nous
allons donner une conse´quence importante du the´ore`me pre´ce´dent. Nous
en tirerons des corollaires pratiques, et une convention d’e´criture pour nos
futures preuves formelles.
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The´ore`me 3.3.28 (De´tZFCs) Si B[x] ∈ Λ(ZFCs) alors B est une φ-
structure, et on a  φx −→!B.
Preuve. Par le Corollaire 3.3.27, on a φx −→ φB ; par ailleurs φB −→!B
est une instance de tautologie. On conclut par transitivite´ de l’implication
non-monotone. 
Nous tirons maintenant trois conse´quences importantes du the´ore`me
pre´ce`dent. Les deux derniers nous permettrons de “raisonner”, a` partir de
la Section 3.5, sur les ZFC-termes avec φ-structures en utilisant les moyens
donne´s par les the´ore`mes CalculPre´d, TND, ImplicNonM →M , EquivNonM →M ,
Absurde, Exhib et MP⇒˙. Le premier est une conse´quence imme´diate de
De´t∃˙,∀ (Lemme 2.3.20.2) et de De´tZFCs.
Corollaire 3.3.29 (Choix’)
Pour tout B[x, y] ∈ Λ(ZFCs), on a  φx −→ φ(εy.B) 
Rappelons que si G est une formule de ZFC, le terme G˙ est sa traduction
via θ qui est de´ﬁnie au niveau atomique par θ(x ∈ y) = x∈˙y et θ(x = y) =
x∼˙y.
Corollaire 3.3.30 (FormValide) Soient G[z] une formule valide de ZFC
et t[x] des φ-structures, alors on a :  φx −→ G˙[t/z]
Preuve. Par la Corollaire 2.3.41, on a  φz −→ G˙ et par Instance
(The´ore`me 2.1.10)  φt −→ G˙[t/z]. Le re´sultat suit alors facilement du fait
que, par de´ﬁnition des φ-structures,on a  φx −→ φt[x] pour tout t ∈ t.

Les faits regroupe´s dans la Proposition suivante de´coulent par De´tZFCs
des the´ore`mes TND, Absurde, ImplicNonM →M , EquivNonM →M , et Exhib.
Proposition 3.3.31 Soient A,B,C des ZFC-termes avec φ-structures et
a` variables libres dans x. Soit D,D′ deux suites de termes telles que φx ⊆ D.
Alors :
1. A −→ (B = C); ¬˙A −→ (B = C) 
MTA(D; D
′
)
B = C
2. ¬˙A −→ F 
MTA(D; D
′
)
A = T
3. A −→ B 
MTA(D; D
′
)
∧˙A⇒˙B = T
4. A←→ B 
MTA(D; D
′
)
A⇔˙B = T
5. φA = T ; B[A/x] = T 
MTA(D; D
′
)
∃˙x.B = T
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Preuve. On montre le cas du TND, les autres e´tant analogues :
On remarque tout d’abord que on a  φx −→!A parDe´tZFCs. Par de´ﬁnition
de MTA(D; D′) (Cf De´ﬁnition 2.2.18), l’e´quation φx −→!A est donc un
axiome de cette the´orie, il vient :
1. Axiomes de MTA(D; D′) φx = T
2. Axiomes de MTA(D; D′) φx −→!A
3. MP (1, 2) !A = T
4. Hyp A −→ B = C; ¬˙A −→ B = C
5. TND(3, 4) B = C

La proposition que nous venons de donner justiﬁe la convention suivante :
Convention d’e´criture des preuves formelles
Dore´navant, nous montrerons souvent des re´sultats concernants des ZFC-
termes avec φ-structures et dont les de´monstrations utilisent des hypothe`ses
de de´duction de la forme φx = T . Nous raisonnerons alors selon les grands
principes exprime´s par les the´ore`mes TND,Absurde, ImplicNonM →M ,MP⇒˙,
Exhib en utilisant la proposition pre´ce`dente. Mais, plutoˆt que d’y faire
re´fe´rence, nous continuerons a` justiﬁer la ligne courante par TND,Absurde....
Par exemple, nous e´crirons TND au lieu de Prop3.3.31.1.
3.3.7 Cloˆture de Φ par les constructeurs ensemblistes.
Rappelons que ces constructeurs sont de´ﬁnis en Section 3.3.5.
Nous ope´rerons en deux temps. Pour les cas simples nous donnerons
une de´monstration directe, de fac¸on a` nous familiariser avec les axiomes de
constructions. Pour les cas plus complexes, nous pre´senterons les re´sultats
comme des corollaires du The´ore`me de Construction.
Les constructeurs V ide, Paire( , ), Singleton( ), Union( ).
Pour V ide et Paire( , ) le re´sultat est donne´ par les axiomes MT -
T et MT -P . Bien qu’elle nous ne sera utile qu’en Section 3.5 pour mon-
trer l’axiome de l’inﬁni, nous ajoutons la de´montration pour le constructeur
S =def λuλz.u :
Le constructeur Singleton( ) :
The´ore`me 3.3.32 (Singleton)  φu −→ φ(Su)
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Preuve.
1. hyp φu = T
2. MT -ϕ φλz.u = φλz.φu
3. Context(1) = φλz.T
4. MT -F = T

Le constructeur Union( ) :
Rappelons que Union() =def λuλz.u (zT )(zF ).
Lemme 3.3.33  ∀˙x.φλz.x(zF ) = T
Preuve.
1. hyp φx = T
2. Me´ta(MT -CInv)(1,MT -F ) φλz.x(zF ) = T
3. De´duct(1, 2) +Ge´ne´ ∀˙x.φλz.x(zF ) = T
. 
The´ore`me 3.3.34 (Union)  φu −→ φ (Union(u))
Preuve. On pose f =def λxλz.x(zF ), il vient :
1. hyp φu = T
2. Lem3.3.33 + Trivial ∀˙x.φ(fx) = T
3. Me´ta(MT -Comp)(1, 2) φλz′.f(uz′) = T
4. De´f(f) + Trivial(3) φλz′λz.uz′(zF ) = T
5. MT -Cinv +MT -T + Trivial φλz′λz.u(z′T )(zF ) = T
6. Me´ta(MT -Diag)(5) + Trivial φλz.u(zT )(zF ) = T

Les Constructeurs Parties( ), Compre´hensionB,y( ), RemplacementB,y,x( )
et Choix( ).
Nous abordons maintenant la de´monstration du fait que Parties( ),
Choix, Compre´hensionB,y( ) etRemplacementB,,y,x( ) sont des φ-constructeurs.
Pour cela nous montrons que ces termes sont des termes simples qui ne
contiennent pas ν, puis nous concluons par le The´ore`me de Construction.
Le constructeur Parties( ) :
Rappelons que Parties( ) =def λuλx.(if x T λz.u(x (I”u (uz))))
ou` I” =def λuλy.εz′.(uz′∼˙y). Nous donnerons une pre´sentation intuitve de
ce terme en Section 3.5.8, lorsque nous montrerons l’axiome des parties dans
MTA.
On montre tout d’abord que I” est un φ-constructeur binaire :
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Lemme 3.3.35  φu, φy −→ φ(I”u y)
Preuve.
1. hyp φu = φy = φz = T
2. MP (1; MT -App) φ(uz) = T
3. Me´ta(Cor3.3.27)(1, 2) φ(uz∼˙y) = T
4. Tauto φx −→!x
5. MP (3; InstTauto(4)) !(uz∼˙y) = T
6. De´duct(1, 3) φu, φy, φz −→!(uz∼˙y)
7. De´t∃˙,∀.2(6) φu, φy −→ φεz.(uz∼˙y)

The´ore`me 3.3.36 (Parties) Parties( ) est un φ-constructeur unaire.
Preuve. Compte tenu du The´ore`me de Construction, il suﬃt de montrer
que pour u ∈ X le terme Parties(u) est simple :
u u ∈ X
u(νF ) Σ(νΣ)
(I”uu(νF )) C[Σ/z] (Lem3.3.35)
u(ν T F (I”uu(νF ))) Σ (νΣ3)
λz.u((Pνz)T F (I”uu(PνzF ))) λz.Σ[Pνz/ν]
λz.u(ν F (I”u (uz))) ΣMT
λz.u(ν F W ) ou` Z =def (I”u (uz))
λy( if y T λz.u(ν F Z)) PΣΣ
(λy.(if y T λz.u(ν F Z)) (νF )) Σ(νΣ)
(if (νF ) T λz.(u(ν F Z)) ) ΣMT
λx.( if (PνxF ) T λz.(u(PνxFZ)) ) λx.Σ[Pνx/ν]
λx.( if x T λz.u(xZ) ) ΣMT
Partie(u) ΣMT

Le constructeur Choix( ) :
Rappelons que Choix( ) =def λuλx.εy.y ∈˙ (ux) :
The´ore`me 3.3.37 (Choix) Choix( ) est un φ-constructeur unaire.
Preuve. Par le The´ore`me de Construction, il suﬃt de montrer que, pour
u ∈ X, le terme Choix(u) est simple :
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u, y, x u, y, x ∈ X
(u(νF )) (Σ(νΣ))
(y ∈˙x) C[Σ/y] (Cor3.3.27)
εy.(y ∈˙x) εy.Σ[T/ν]
εy.(y ∈˙ (u(νF ))) Σ[T/ν,Σ/x]
λz.εy.(y ∈˙u(PνzF )) λz.Σ[Pνz/ν]
λz.εy.(y ∈˙uz) ΣMT
Choix(u) ΣMT 
Le constructeur Compre´hensionB,y( ) :
Rappelons tout d’abord que :
Compre´hensionB,y( ) =def λxλu.(if u T (if ¬˙∃˙z.B[uz/y] T λz.(if B[uz/y] uz uz0)))
ou` z0 ≡ εz.B[uz/y], avec z /∈ x.
Nous utiliserons le lemme suivant :
Lemme 3.3.38 Soit B[y, x] un ZFC-terme.
Pour x ∪ {u, z} ⊆ X, les termes B[(uz)/y], B[u(νF )/y] et ¬˙∃˙z.B[(uz)/y]
sont simples.
Preuve. Nous traitons les trois termes ensembles :
x, u, z x, u, z ∈ X
(uz) (ΣΣ)
u(νF ) Σ(νΣ)
B[(uz)/y] C[Σ/y] (Cor3.3.27)
B[u(νF )/y] C[Σ/y] (Cor3.3.27)
εz.B[(uz)/y] εy.Σ[T/ν]
¬˙∃˙z.B[(uz)/y] Lem3.3.25 +Rem3.3.17

The´ore`me 3.3.39 (Compre´hension) Pour tout ZFC-terme B[y, x] le terme
Compre´hensionB,y( ) est un φ-constructeur n-aire pour n = lg(x) + 1.
Preuve. Par le The´ore`me de Construction,.il nous suﬃt de montrer que,
pour x ∪ {u, z, y} ⊆ X, le terme Compre´hensionB,y(x, u) est simple :
Soit z0 =def εz.B[(uz)/y] :
x, u, z x, u, z ∈ X
B[u(νF )/y]; ¬˙∃˙z.B[(uz)/y]; z0 Lem3.3.38
(u z0); u(νF ) (ΣΣ); Σ(xΣ)
(if B[u(νF )/y] u(νF ) (uz0)) Rem3.3.17
λz.(if B[u(PνzF )/y] u(Pνz′F ) (uz0)) λz.Σ[Pνz/ν ]
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λz.(if B[uz/y] uz (u z0)) ΣMT
(if ¬˙∃˙z.B[(uz)/y] T λz.(if B[(uz)/y] (uz) (uz0))) Rem3.3.17
(if u T (if ¬˙∃˙z.B[(uz)/y] T λz.(if B[(uz)/y] (uz) (uz0))) Rem3.3.17
Compre´hensionB,y(x, u) ΣMT +De´f(z0)

Le constructeur RemplacementB,y,x( ) :
Rappelons que pour B[y, x, x] un ZFC-terme, on a :
RemplacementB,y,x( ) =def λxλu.λz.εy.B[(uz)/x] ou` z /∈ x.
The´ore`me 3.3.40 (Remplacement) Soit B[y, x, x] un ZFC-terme. Le terme
RemplacementB,y,x( ) est un φ-constructeur n-aire pour n = lg(x) + 1.
Preuve. Par le The´ore`me de Construction, il suﬃt de montrer que pour
x ∪ {u, y, x} ⊆ X, le terme λz.εy.B[(uz)/y] avec z /∈ x est simple :
x, u, y, x x, u, y, x ∈ X
(u(νF )) (Σ (νΣ))
B C[Σ/z] (Cor3.3.27)
εx.B εx.Σ[T/ν]
εx.B[(u(νF ))/y] Σ[Σ/y]
λz.εx.B[(u(PazF ))/y] λz.Σ[Pνz/ν]
λz.εx.B[(uz)/y] ΣMT

3.4 Axiomes de l’Egalite´ et proprie´te´s de ∼˙ et ∈˙.
3.4.1 Les axiomes de l’e´galite´
En [15] le Principe d’Induction permettait de montrer pourMTF , d’une
part les the´ore`mes exprimant que l’interpre´tation =˙ de l’e´galite´ e´tait une
relation d’e´quivalence (Cf p.65), d’autre part que  φu, φv −→ φ(u=˙v)
(=˙ est un φ-constructeur binaire). Comme le Principe de Coinduction que
nous utilisons ici (Cf Section 4.7) ne permet pas de montrer les the´ore`mes
correspondants dansMTA, nous introduisons quatres axiomes simples, dont
ces the´ore`mes seront des conse´quences. Nous rappelons aussi l’axiomeMTA-
Fix∼ :
Le premier exprime la re´ﬂexivite´ de ∼Φ sur Φ :
Axiome 3.4.1 .
MTA-Re´flex∼Φ φu −→ (u∼˙u)
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Le second exprime la syme´trie de ∼Φ sur tout M et non seulement sur Φ.
Cette syme´trie ge´ne´ralise´e nous est utile pour le chapitre 4 :
Axiome 3.4.2 .
MTA-Sym∼ u∼˙v = v∼˙u
Le troisie`me axiome exprime une compatibilite´ de ∼˙ avec l’e´galite´ de MTA.
Il aura plusieurs conse´quences inte´ressantes, et en particulier le the´ore`me
exprimant la transitivite´ de ∼Φ sur M :
Axiome 3.4.3 .
MTA-Compat∼ u∼˙v −→ (u∼˙w = v∼˙w)
Pour u,v ∈ Φ, on a u∼Φv ou u ∼Φv. Puisque ∼˙ est un interpre´te´e par
la fonction caracte´ristique de ∼Φ (Cf Introduction, Section 1.5), on a ainsi
u∼˙v ∈{T,F}. Maintenant, comme l’expriment les axiomes MT -T et MT -
F , les deux boole´ens T,F sont des e´le´ments de Φ. On a donc u∼˙v ∈ Φ.
En d’autres termes, ∼˙ est un φ-constructeur binaire, ce qu’exprime l’axiome
suivant :
Axiome 3.4.4 .
MTA-Const∼ φu, φv −→ φ(u∼˙v)
Nous rappelons maintenant le dernier axiome de l’e´galite´, dont nous avons
vu qu’il e´tait ne´cessaire pour l’extensionalite´.
Pour ∼˙0 =def ∀˙x∃˙y.(ux∼˙vy)∧˙∀˙y∃˙x.(ux∼˙vy) :
Axiome 3.4.5 .
MTA-Fix∼ u∼˙v ←→ ( if u (if v T F ) (if v F u∼˙0v))
Remarque 3.4.6 ParMe´ta applique´ a`MTA-Fix∼, pour tous termes t, s :
 t∼˙s = T ssi  (if t ( if s T F ) (if s F t∼˙0s)) = T
Par la suite nous utiliserons librement ce fait en substituant l’une a` l’autre
les deux e´quations ci-dessus dans nos preuves formelles, sans mentionner
l’utilisation de MTA-Fix∼.
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3.4.2 Proprie´te´s de ∼˙
Les premie`res proprie´te´s
Nous tirons maintenant quelques conse´quences imme´diates des trois pre-
miers axiomes de l’e´galite´ :
The´ore`me 3.4.7 (Trans∼)  u∼˙v, u∼˙w −→ v∼˙w
Preuve. Suit trivialement de MTA-Compat∼ et de MP . 
Nous utiliserons MTA-Compat∼, MTA-Sym∼ et Trans∼ sous la forme
du corollaire suivant :
Corollaire 3.4.8 (Equiv∼) Soit A une suite de termes.
Pour tous termes t, r et s on a :
1) A −→ t∼˙s  A −→ s∼˙s
2) A −→ t∼˙s  A −→ s∼˙t
3) A −→ t∼˙s; A −→ s∼˙r  A −→ t∼˙r
Preuve. Les points 2 et 3 sont triviaux. Le point 1 suit facilement du
fait que par MTA-Compat∼ on a t∼˙s −→ (t∼˙s = s∼˙s). 
Convention dans l’e´criture des preuves formelles
Dans la suite, nous utiliserons la meˆme convention que pour le the´ore`me
Equiv (The´ore`me 2.1.4). Autrement dit, l’indicationEquiv∼ dans une preuve
formelle recouvrera une suite quelconque d’utilisations de 1, 2 et 3.
Le corollaire suivant exprime une conse´quence de la re´ﬂexivite´ de ∼Φ sur
M : la compatibilite´ de l’e´galite´ dans MTA avec ∼˙ :
Corollaire 3.4.9 (CompatEgal) Pour tous termes t et s on a :
t∼˙t = T ; t = s  t∼˙s = T
Preuve. Par Context et t = s on a t∼˙s = t∼˙t, d’ou` le re´sultat. 
Proprie´te´s de ∼˙ de´coulant de MTA-Fix∼
Nous allons voir maintenant les proprie´te´s de ∼˙ qui de´coule de PtF ix et
qui serons utiles pour montrer l’extentionnalite´ en Section 3.5.1.
Dans les discussions informelles qui vont suivre, ∼Φ et ∈Φ de´signeront les
relations binaires surM2 qui interpre´tent (via leurs fonctions caracte´ristiques)
respectivement la constante ∼˙ et le terme ∈˙.
Le lemme suivant exprime que T ∼Φ T. C’est une conse´quence facile de
la transitivite´ de −→ et de MTA-Fix∼ :
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Lemme 3.4.10  u, v −→ u∼˙v 
Le lemme suivant est un corollaire imme´diat de De´tZFCs (The´ore`me
3.3.28) :
Lemme 3.4.11
1.  (u∼˙v) −→!u
2.  (u∼˙v) −→! v 
Comme nous l’avions signale´, du point de vue logique le the´ore`me TND
exprime que, sur les termes dont la valeur de ve´rite´ est de´termine´e (i.e
= ⊥), on peut raisonner par tiers exclu dans MT . De par l’interpre´tation
ensembliste de T (“l’ensemble vide”) et du fait que les “ensembles non-
vides” sont repre´sente´s par des termes de la forme λx.t, on peut aussi voir
le TND comme un principe de raisonnement par cas : vide, non-vide. Par
la suite, nous aurons souvent a` raisonner par TND et en particulier sur
“l’e´galite´”. Les deux lemmes qui vont suivre nous serons alors pre´cieux.
Le premier exprime que “l’ensemble vide” est unique relativement a` ∼˙. Le
second que, si un “ensemble non-vide” est e´gal a` un autre “ensemble”, ce
dernier est lui aussi “non-vide”.
Lemme 3.4.12  u, u∼˙v −→ v
Preuve.
1. hyp u = T
2. hyp u∼˙v = T
3. T rivial(1) (if u (if v T F ) (if v F u∼˙0v)) = (if v T F )
4. Equiv(2, 3) (if v T F ) = T
5. Tauto (if v T F ) −→ v
6. MP (5, 6) v = T

Lemme 3.4.13  ¬˙u, u∼˙v −→ ¬˙v
Preuve.
1. hyp ¬˙u = T
2. hyp u∼˙v = T
3. T rivial(1) (if u (if v T F ) (if v F u∼˙0v)) = (if v F u∼˙0v)
4. Equiv(2, 3) (if v F u∼˙0v) = T
5. Tauto (if v F u∼˙0v) −→ ¬˙v
6. MP (4, 6) ¬˙v = T

Le lemme suivant exprime que l’e´galite´ entre deux “ensembles non-vides”
se de´ﬁnit par l’e´galite´ entre leurs “e´le´ments” :
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Lemme 3.4.14 (EgalNonVide)  ¬˙u, ¬˙v, (u∼˙v ←→ u∼˙0v)
Preuve.
Il suﬃt de remarquer que ¬˙u, ¬˙v −→ (if u (if v T F ) (if v F u∼˙0v)) =
u∼˙0v est une tautologie. Le re´sultat s’obtient alors facilement par transitivite´
de −→ (Lemme 2.2.52) et MTA-Fix∼. 
Il est imme´diat par les deux lemmes pre´ce´dents que :
Corollaire 3.4.15  ¬˙u, u∼˙v ←→ u∼˙0v 
Lemme 3.4.16 :
A, φu, φv, ¬˙u, ¬˙v, φy −→ uy = vy  A, φu, φv, ¬˙u, ¬˙v −→ u∼˙v
Preuve.
1. hyp A = φu = φv = T
2. hyp ¬˙u = ¬˙v = T
3. hyp+ φy = T
4. MP (1, 2, 3; Hyp) uy = vy
5. MT -App(1, 3) φ(uy) = T
6. Me´ta(Re´fl∼φ )(5) (uy)∼˙(uy) = T
7. T rivial(4, 6) (uy)∼˙(vy) = T
8. Exhib(3, 7) ∃˙x.uy∼˙vx = ∃˙x.ux∼˙vy = T
9. De´duct-(3, 8) +Ge´ne´ ∀˙y∃˙x.uy∼˙vx = ∀˙y∃˙x.ux∼˙vy = T
10. Me´ta(LoiLg2)(9) +De´f(∼˙0) u∼˙0v = T
11. MP (2, 10; Lem3.4.14) u∼˙v = T

3.4.3 Proprie´te´s de ∈˙
Les lemmes suivants e´noncent des proprie´te´s qui de´coulent essentielle-
ment de la de´ﬁnition de ∈˙ et qui seront utiles pour montrer l’extentionnalite´
dans MT . Rappelons que t∈˙s =def (if s F ∃˙z.(sz∼˙t)) :
Lemme 3.4.17 Pour tous termes t et s on a :
¬˙s = T  t∈˙s = ∃˙z.(sz∼˙t). 
Remarque 3.4.18 Si s =MTA λx.s′, l’hypothe`se du lemme est ve´riﬁe´e.
Le lemme suivant exprime que v et un “e´le´ment” de u si et seulement si
v = ux pour un x ∈ Φ.
Lemme 3.4.19 (NonVide) Pour tous termes t, s et r on a :
1) (t ∈˙ s) = T  ¬˙s = T ; φz0 = T ; (sz0∼˙t) = T ou` z0 ≡ εz.(sz∼˙t)
2) ¬˙s = φs = φr = T  (sr ∈˙ s) = T
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Preuve.
Le 1 de´coule facilement de la de´ﬁnition de ∈˙, nous montrons 2 :
1. Hyp ¬˙s = φs = φr = T
2. Me´ta(MT -App)(1) φ(sr) = T
3. Me´ta(MTA-Re´fl∼φ )(2) (sr∼˙sr) = T
4. Me´ta(De´tZFCs)(1) + Lem3.4.17 !(sr ∈˙ s) =!∃˙z.(sz∼˙sr) = T
5. Exhib(1, 3, 4) ∃˙z.(sz∼˙sr) = (sr ∈˙ s) = T

Nous donnons maintenant un corollaire utile du lemme pre´ce´dent, concer-
nant toutes les φ-structures qui sont des abstractions :
Corollaire 3.4.20 (NonVides)
Soit λx.t[y] une φ-structure :
 φy, φz −→ (λx.t[y] z)∈˙λx.t[y]
Preuve.
1. hyp φy = T
2. hyp φz = T
3. T rivial ¬˙(λx.t[y]) = T
4. MP (1; De´f3.3.11) φλx.t[y] = T
5. NonV id e.2(3, 4, 1) (λx.t[y] z)∈˙λx.t[y] = T

Le lemme suivant exprime qu’un “ensemble” est “vide” si et seulement
si il est e´gal a` T :
Lemme 3.4.21 (Vide) Pour tous termes s et t on a :
1) s = T  ∀˙z.¬˙(z ∈˙ s) = T
2) φs = ∀˙z.¬˙(z ∈˙ s) = T  s = T
Preuve.
1) On prouve facilement en utilisant la de´ﬁnition de ∈˙ que, sous hypothe`se
de de´duction φz = T , on a ¬˙( z ∈˙ s) = T . On conclut alors par De´duct puis
Ge´ne´.
2) On raisonne par l’absurde
1. Hyp φs = ∀˙z.¬˙(z ∈˙ s) = T
2. InstTauto φs −→!s
3. MP (1; 2) !s = T
4. hyp+ ¬˙s = T
5. MT -T φT = T
6. NonV ide.2(4, 3) (sT ∈˙ s) = T
7. Inst∀˙(5, 1) ¬˙(sT ∈˙ s) = T
8. T rivial(6, 7) F = T
9. De´duct(4, 8) ¬˙s −→ F
10. Absurde(3, 9) s = T

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Corollaire 3.4.22 :
1)  φx, x←→ ∀˙z.¬˙(z ∈˙x)
2)  φx, ¬˙x←→ ∃˙z.z ∈˙x 
3.5 De´monstrations des axiomes de ZFC dansMTA
Dans cette section nous allons de´montrer que pour tout axiome G[y] de
ZFC on a : φy −→ G˙, ou` G˙ la traduction de G dans MT .
Nous commenc¸ons la de´monstration des axiomes de ZFC dans MTA
par l’extentionnalite´.
3.5.1 L’extentionnalite´ dans MTA
La de´monstration de l’extensionalite´ dans MTA utilise 5 lemmes.
Le premier exprime qu’un “ensemble” v, inclus dans un “ensemble vide”
u, est lui-meˆme “vide” (rappelons que v⊆˙u =def ∀˙z (z∈˙v⇒˙z∈˙u) ) :
Lemme 3.5.1  φu, φv, u, v⊆˙u −→ v
Preuve. On utilisera FormV alide (Corollaire 3.3.30) sur la formule sui-
vante, dont le lecteur se convaincra sans peine qu’elle est valide :
∀z ¬(z ∈ u)⇒ (v ⊆ u⇒ ∀z ¬(z ∈ v))
1. hyp φu = φv = u = T
2. hyp ∀˙z.(z ∈˙ v⇒˙z ∈˙u) = T
3. MP (1; Cor3.4.22) ∀˙z.¬˙(z ∈˙u) = T
4. FormV alide ∀˙z.¬˙(z ∈˙u)⇒˙(v⊆˙u⇒˙∀˙z.¬˙(z ∈˙ v)) = T
5. MP⇒˙(3, 2; 4) ∀˙z.¬˙(z ∈˙ v) = T
6. MP (1, Cor3.4.22) v = T

Le deuxie`me exprime que si un “ensemble non-vide” u est inclus dans
un “ensemble” v alors celui-ci est “non-vide” :
Lemme 3.5.2  φu, φv, ¬˙u, u⊆˙v −→ ¬˙v
Preuve.
1. hyp φu = φv = T ; ¬˙u = T ; ∀˙z.(z ∈˙u⇒˙z ∈˙ v) = T
2. Me´ta(MT -App) +MT -T φ(uT ) = T
3. NonV ide2(1) +MT -T (uT ∈˙u) = T
4. Inst∀˙(2, 1) (uT ∈˙u)⇒˙(uT ∈˙ v) = T
5. MP⇒˙(3, 4) (uT ∈˙ v) = T
6. NonV ide.1(5) ¬˙v = T

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Rappelons que u∼˙0v =def ∀˙x∃˙y.(ux∼˙vy)∧˙∀˙y∃˙x.(ux∼˙vy). Le troisie`me
lemme introduit une e´criture simpliﬁe´e du terme u∼˙0v, simpliﬁcation per-
mise par MTA-Sym∼.
De´ﬁnition 3.5.3 '˙ =def λwλw′.∀˙z∃˙z′.(wz∼˙w′z′)
Lemme 3.5.4  u∼˙0v = (u'˙v∧˙v'˙u)
Preuve. Trivial en utilisant la de´ﬁnition de '˙, l’axiome MTA-Sym∼ et
le the´ore`me Context. 
Le quatrie`me lemme exprime que, pour les “ensembles non vides”, le
terme '˙ est une de´ﬁnition alternative pour “l’inclusion” :
Lemme 3.5.5  φu, φv, ¬˙u, ¬˙v, u⊆˙v ←→ u'˙v
Preuve.
−→)
1. hyp φu = φv = T
2. hyp ¬˙u = ¬˙v = T
3. hyp ∀˙z.(z ∈˙u⇒˙z ∈˙ v) = T
4. hyp+ φy = T
5. Me´ta(MT -App)(1, 4) φ(uy) = T
6. NonV ide.2(2, 1, 4) uy∈˙u = T
7. Inst∀˙(5, 3) +MP⇒˙ uy∈˙v = T
8. Rem3.4.18(2) + Trivial(7) ∃˙x.(vx∼˙uy) = T
9. De´duct-(3, 13) +Ge´ne´ ∀˙y∃˙x.(vx∼˙uy) = T
←−)
1. hyp φu = φv = T
2. hyp ¬˙u = ¬˙v = T
3. hyp ∀˙y∃˙x.(vx∼˙uy) = T
4. hyp+ φz = z∈˙u = T
5. Rem3.4.18(2) + Trivial(4) ∃˙x.ux∼˙z = T
Soit : x0 =def εx.(ux∼˙z)
6. Choix(5) φx0 = T ; ux0∼˙z = T
7. Ins∀˙(6, 3) ∃˙y.(vy∼˙ux0) = T
Soit : y0 =def εy.(vy∼˙ux0)
8. Choix(7) φy0 = T ; ux0∼˙vy0 = T
9. Equiv∼(6, 8) (vy0∼˙z) = T
10. Exhib(8, 9) ∃˙y.(vy∼˙z) = T
11. Rem3.4.18(2) + Trivial(10) z∈˙v = T
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12. De´duct-(4, 11) φz, z∈˙u −→ z∈˙v
13. ImplicNonM →M (12) φz −→ z∈˙u⇒˙z∈˙v
14. Ge´ne´(13) ∀˙z.(z∈˙u⇒˙z∈˙v) = T

Il de´coule du lemme pre´ce´dent que la “double inclusion” est e´quivalente
a` “l’e´galite´” pour les “ensembles non-vides” :
Corollaire 3.5.6  φu, φv, ¬˙u, ¬˙v, (u⊆˙v∧˙v⊆˙u) ←→ u∼˙v
Preuve. On a  φu, φv, ¬˙u, ¬˙v, (u⊆˙v∧˙v⊆˙u) ←→ u∼˙0v par le Lemme
2.2.53 et de´ﬁnition de ∼˙. Le resultat de´coule alors directement du Corollaire
3.4.15 par transitivite´ de ←→. 
Nous sommes maintenant preˆts a` montrer que l’Axiome d’extensionalite´
est prouvable dans MTA :
The´ore`me 3.5.7  ∀˙u∀˙v.((u⊆˙v∧˙v⊆˙u)⇔˙u∼˙v) = T
Preuve. Nous montrons que :
 φu, φv, (u⊆˙v∧˙v⊆˙u) ←→ u∼˙v ,
le re´sultat en de´coulant imme´diatement par EquivNonM →M et Ge´ne´ :
→) On raisonne par TND :
1. hyp φu = φv = T
2. hyp (u⊆˙v∧˙v⊆˙u) = T
3. Me´ta(LoiLg1)(2) u⊆˙v = v⊆˙u = T
4. hyp+ u = T
5. MP (1, 3; Lem3.5.1) v = T
6. MP (4, 5; Lem3.4.10) u∼˙v = T
7. De´duct-(4, 6) u −→ u∼˙v
8. hyp+ ¬˙u = T
9. MP (1, 3; Lem3.5.2) ¬˙v = T
10. MP (1, 9, 2; Cor3.5.6) u∼˙v = T
11. De´duct-(8, 10) ¬˙u −→ u∼˙v
12. TND(7, 11) u∼˙v = T
←) On raisonne par TND :
1. hyp φu = φv = T
2. hyp u∼˙v = T
3. hyp+ u = T
4. MP (3, 2; Lem3.4.12) v = T
5. FormV alide φx −→ (x⊆˙x∧˙x⊆˙x)
6. MP (MT -T ; Inst(5)) (T ⊆˙T ∧˙T ⊆˙T ) = T
7. T rivial(6, 3, 4) (u⊆˙v∧˙v⊆˙u) = T
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8. De´duct-(3, 7) u −→ (u⊆˙v∧˙v⊆˙u)
9. hyp+ ¬˙u = T
10. MP (9, 2; Lem3.4.13) ¬˙v = T
11. MP (1, 10; Cor3.5.6) (u⊆˙v∧˙v⊆˙u) = T
12. De´duct-(9, 11) ¬˙u −→ (u⊆˙v∧˙v⊆˙u)
13. TND(8, 12) (u⊆˙v∧˙v⊆˙u) = T

3.5.2 La substitutivite´ dans MTA
Avant de de´montrer les autres axiomes de ZFC, nous allons voir l’ana-
logue dans MTA d’une conse´quence importante de l’extentionalite´ : la
substitivite´. Il est intuitivement e´vident que, si deux suites d’ensembles sont
e´gales, on peut les substituer l’une a` l’autre sans modiﬁer la valeur de ve´rite´
d’une formule. Cette proprie´te´ de l’e´galite´ intuitive est de´montrable dans
ZFC en utilisant l’Axiome d’extentionnalite´, autrement dit, pour toute for-
mule G[z] de ZFC on a :
ZFC (x = y)⇒ (G[x/z]⇔ G[y/x])
Nous allons donner ici deux The´ore`mes de Substitutivite´ pour MTA.
Le premier e´tend celui de la the´orie des ensembles, en prenant en compte
le fait que certains e´le´ments de M sont “e´gaux” a` des “ensembles” sans
eˆtre eux-meˆmes des “ensembles”. Il exprime qu’une suite d’e´le´ments de M
“e´gale” a` une suite “d’ensembles”, lui est substituable dans tout ZFC-terme.
Le deuxie`me ge´ne´ralise en un certain sens le premier, puisqu’il l’e´tend
a` une certaine classe de ZFC-termes avec φ-structures. Cependant, dans le
meˆme temps, il restreint les substitutions autorise´es a` des substitutions entre
suites “d’ensembles”. Il exprime ainsi qu’une suite “ensembles” “e´gale” a` une
autre suite “d’ensembles” lui est substituable dans certains ZFC-termes
avec φ-structures, pourvu que les φ-structures ﬁgurant dans ce terme soient
compatibles (nous verrons le sens exact de ce mot) avec ∼˙.
Substitutivite´ dans les ZFC-termes.
On se donne tout d’abord une notation :
Notation 3.5.8 Pour t = t1, ...., tn et t′ = t
′
1, ..., t
′
n on pose :
t∼˙t′ =def t1∼˙t′1, ..., tn∼˙t
′
n
Lorsqu’on e´crira t∼˙t′ on supposera toujours lg(t) = lg(t′).
L’objet de cette section sera de montrer le The´ore`me 3.5.16 qui e´nonce que,
pour tout ZFC-terme B[x, z] on a :
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 φx, φu, φv, u∼˙v −→ B[u/z] = B[v/z]
Remarquons que ce the´ore`me e´nonce une substitutivite´ plus forte que
celle exprime´e par le Corollaire 8.6.4 de [15, p.66] puisque qu’elle parle
d’e´galite´ entre termes et non plus seulement d’e´quivalence. Cela permet en
particulier de simpliﬁer certaines de´monstrations. De plus, sa de´monstration
se faisant par induction sur la complexite´ de B, nous commenc¸ons par la
substitutivite´ dans les ZFC-termes atomiques avec ∼˙ :
Lemme 3.5.9 (SubstAtom1)
1) u∼˙v −→ (u∼˙x = v∼˙x)
2) u∼˙v −→ (x∼˙u = x∼˙v)
3) u∼˙v, u′∼˙v′ −→ (u∼˙u′ = v∼˙v′)
Preuve. Le point 1 n’est autre que l’axiome MTA-Compat∼ et le 2 est
une conse´quence facile de 1 et de MTA-Sym∼, on montre 3 :
1. hyp u∼˙v = T
2. hyp u′∼˙v′ = T
3. MP (1,Point1) + Sym∼ u∼˙u′ = v∼˙u′ = u′∼˙v
4. MP (2,Point1) + Sym∼ u′∼˙v = v′∼˙v = v∼˙v′
5. T rans(3, 4) u∼˙u′ = v∼˙v′

Nous allons aborder la de´monstration de la substitutivite´ pour les ZFC-
termes atomiques avec ∈˙. Celle-ci utilise les deux lemmes suivants :
Lemme 3.5.10 Soit y0 =def εy.ux∼˙vy on a :
 ¬˙u, u∼˙v, φx −→ φy0
 ¬˙u, u∼˙v, φx −→ ux∼˙vy0
Preuve.
1. hyp φu = φu′ = T
2. hyp ¬˙u = T
3. hyp u∼˙v = T
4. hyp φx = φy = T
5. MP (2, 3; Lem3.4.13) u∼˙0v = T
6. Me´ta(LoiLg1)(5) ∀˙x∃˙y.(ux∼˙vy) = T
7. Inst∀˙(4, 6) ∃˙y.(ux∼˙vy) = T
8. Choix(7) φy0 = ux∼˙vy0 = T 
Lemme 3.5.11 :
1)  φu, φu′, ¬˙u, u∼˙v, u′∼˙v′, φz −→! ((vz)∼˙v′)
2)  φu, φu′, ¬˙u, u∼˙v, u′∼˙v′ −→! (v′∈˙v)
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Preuve. Pour le 2, on a tout d’abord par le 1 et le De´t∃˙,∀˙ (Lemme
2.3.20) :
 φu, φu′, ¬˙u, u∼˙v, u′∼˙v′ −→! ∃˙z.(vz∼˙v′).
Or, en utilisant les Lemmes 3.4.13 et 3.4.17, on ve´riﬁe facilement que :
 ¬˙u, u∼˙v −→ (v′∈˙v = ∃˙z.(vz∼˙v′))
Le re´sultat suit alors facilement. On montre maintenant le 1 :
1. hyp φu = φu′ = T
2. hyp ¬˙u = T
3. hyp u∼˙v = u′∼˙v′ = T
4. hyp φz = T
Soit : y0 =def εy.uy.∼˙vz
5. MP (2, 3, 4; Lem3.5.10.1) φy0 = uy0∼˙vz = T
10. Me´ta(SubstAtom1.3)(9, 3) uy0∼˙u′ = vz∼˙v′
11. Me´ta(De´tZFCs)(1, 8) !uy0∼˙u′ = T
12. T rivial(10, 11) ! vz∼˙v′ = T

Lemme 3.5.12  φu, φu′, ¬˙u, u∼˙v, u′∼˙v′, u′∈˙u←→ v′∈˙v
Preuve. Le sens ←− se montre comme ci-dessous le sens −→, en inter-
vertissant les roˆles respectifs de u, u′ et de v, v′ a` partir de la ligne 7 (incluse),
et en utilisant De´tZFCs au lieu du Lemme 3.5.11.2 en ligne 15.
1. hyp φu = φu′ = T
2. hyp u∼˙v = u′∼˙v′ = T
3. hyp ¬˙u = T
4. MP (3, 2; Lem3.4.13) ¬˙v = T
5. MP (2, 3; Cor3.4.15) u∼˙0v = T
6. Lem3.5.4 + Trivial(5) (u'˙v∧˙v'˙u) = T
7. Me´ta(LoiLg1)(6) +De´f('˙) ∀˙z∃˙z′.uz∼˙vz′ = T
8. hyp+ u′∈˙u = T
Soit : z0 =def εz.uz∼˙u′
9. NonV ide(8) φz0 = uz0∼˙u′ = T
10. Inst∀˙(9, 7) ∃˙z′.uz∼˙vz′ = T
Soit : z′0 =def εz′.uz0∼˙vz′
11. Choix(10) φz′0 = uz0∼˙vz′0 = T
12. Equiv∼ vz′0∼˙u′ = T
13. Me´ta(SubstiAtom1.2)(2) vz′0∼˙v′ = T
14. MP (4; Lem3.4.17) v′∈˙v = ∃˙z.vz∼˙v′
15. MP (1, 2, 3; Lem3.5.11.2) + Triv.(14) ! ∃˙z.vz∼˙v′ = T
16. Exhib(6, 8, 9) + Trivial(14) ∃˙z.vz∼˙v′ = v′∈˙v = T

Nous e´nonc¸ons maintenant la substitutivite´ pour les ZFC-termes avec ∈˙ :
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Lemme 3.5.13 (SubstitAtom2)
1) φx, φu, u∼˙v −→ u∈˙x = v∈˙x
2) φx, φu, u∼˙v −→ x∈˙u = x∈˙v
3) φu, φu′, u∼˙v, u′∼˙v′ −→ (u′∈˙u = v′∈˙v)
Preuve. Les point 1 et 2 de´coulent facilement du 3 en utilisant Re´flex∼Φ .
On montre le 3 en raisonnant par TND :
1. hyp φu = φu′ = T
2. hyp u∼˙v = u′∼˙v′ = T
3. hyp+ u = T
4. MP (3, 2; Lem3.4.12) v = T
5. T rivial(4) +De´f(∈˙) u′∈˙u = v′∈˙v = u′∈˙T = v′∈˙T = F
6. De´duct-(3, 5) u −→ (u′∈˙u = v′∈˙v)
7. hyp+ ¬˙u = T
8. MP (7, 2; Lem3.4.13) ¬˙v = T
9. MP (1; De´tZFCs) !(u′∈˙u) = T
10. MP (1, 2, 7; Lem3.5.11.2) !(v′∈˙v) = T
11. MP (1, 2, 7; Lem3.4.17) !∃˙z.(vz)∼˙v′ =!∃˙y.(uy)∼˙u = T
12. EquivNonM →M (9, 10, 11) (u′∈˙u⇔˙v′∈˙v) = T
13. Lem3.4.17(7, 8) u′∈˙u = ∃˙z.uz∼˙u′; v′∈˙v = ∃˙z.vz∼˙v′
14. Tauto ≈ x⇔˙ ≈ y −→ (≈ x =≈ y)
15. InstTauto(7) +De´f(∃˙) ∃˙y.uy∼˙u′⇔˙∃˙z.vz∼˙v′ −→ (∃˙y.uy∼˙u′ = ∃˙z.vz∼˙v′)
16. T rivial(13, 15) (u′∈˙u⇔˙v′∈˙v) −→ (u′∈˙u = v′∈˙v)
17. MP (12; 16) u′∈˙u = v′∈˙v
18. De´duct-(7, 17) ¬˙u −→ (u′∈˙u = v′∈˙v)
19. TND(6, 18) (u′∈˙u = v′∈˙v)

Il nous reste un dernier lemme important a` voir avant de de´montrer, par
induction, le premier The´ore`me de Substitutivite´ :
Lemme 3.5.14 Soient A[x, y] un terme et B une suite de terme ne conte-
nant pas y libre, on a :
1) B,φx, φy −→!A; B,φx, φy −→ A = A′  B,φx −→ εy.A = εy.A′
2) B,φx, φy −→!A; B,φx, φy −→ A = A′  B,φx −→ ∃˙y.A = ∃˙y.A′
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Preuve. On montre 1 et 2 en meˆme temps :
1. Hyp B, φx, φy −→!A
2. Hyp B, φx, φy −→ (A = A′)
3. hyp B = φx = T
4. MP (3, De´t∃˙,∀˙.2(1)) φεy.A = T
5. MP (3, 2) φy −→ (A = A′)
6. Me´ta(4, 5) A[εy.A/y] = A′[εy.A/y]
7. hyp+ φy = T
8. MP (3, 5) A = A′
9. MP (3+7, FormV alide) A⇔˙A = T
10. T rivial(8, 9) A⇔˙A = A⇔˙A′ = T
11. De´duct-(7, 10) φy −→ A⇔˙A′
12. Ackermann(11) εy.A = εy.A′
13. 6+Trivial(12) A[εy.A/y] = A′[εy.A/y] = A′[εy.A′/y]
14. De´f(∃˙) + Trivial(13) ∃˙y.A = ∃˙y.A′

Remarque 3.5.15 On pourrait penser que le 1 du lemme pre´ce´dent est
imme´diat par Context. En fait, il n’en est rien en raison des restrictions
sur l’utilisation de la re`gle MT -Abstract dans les de´monstrations sous hy-
pothe`ses de de´duction. Cette remarque est valable aussi pour les Corollaires
3.5.17 et 3.5.23 ci-dessous.
On e´nonce maintenant le The´ore`me de Substitution pour les ZFC-
termes :
The´ore`me 3.5.16 (Substit) Pour tout ZFC-terme B[z′, z] on a :
 φz′, φu, u∼˙v −→ (B[u/z] = B[v/z])
Preuve. On raisonne par induction sur la construction du ZFC-terme
B. Pour le cas ou` B traduit une formule atomique les diverses possibilite´s
sont re´gle´es par les lemmes SubstitAtom1 et 2. Pour le cas ou` B traduit une
formule complexe construite avec un connecteur unaire ou binaire, le re´sultat
s’obtient facilement par Context a` partir de l’hypothe`se d’induction. Par
de´ﬁnition de ∀˙, le cas B ≡ ∀˙y.A est re´gle´ par les cas ¬˙ et ∃˙. Enﬁn le cas
B ≡ ∃˙y.A de´coule imme´diatement de l’hypothe`se d’induction et du lemme
pre´ce´dant en utilisant De´tZFCs. 
Corollaire 3.5.17 Pour tout ZFC-terme B[y, z′, z] on a :
 φz′, φu, u∼˙v −→ εy.B[u/z] = εy.B[v/z]
Preuve. ParDe´tZFCs etAjoutHyp on a  u∼˙v, φx, φy, φu −→!B[u/z].
Le corollaire est donc une simple application du Lemme 3.5.14.1. 
98
3.5 De´monstrations des axiomes de ZFC dans MTA
Substitutivite´ dans les ZFC-termes avec φ-structures.
On de´ﬁnit tout d’abord formellement les notions de compatibilite´ forte
et faible :
De´ﬁnition 3.5.18 :
1) On dira que t[w,w′] ∈ Λ(C) est fortement compatible avec ∼˙ relativement
a` w si :
 φw′, φx, φy, x∼˙y −→ t[x/w] = t[y/w],
et qu’il est faiblement compatible (ou plus simplement compatible) si :
 φw′, φx, φy, x∼˙y −→ t[x/w]∼˙t[y/w]
2) Soit t une suite de termes, on dira que t est fortement (resp. faiblement)
compatible avec ∼˙ relativement a` w, si chaque ti ∈ t est fortement (resp.
faiblement) compatible.bilite´ (faible).
Remarque 3.5.19 En utilisant AjoutHyp, on ve´riﬁe aussi que si t est
compatible avec ∼˙ relativement a` V L(t), alors il l’est pour tout w ⊇ V L(t).
Exemple 3.5.20 Toute variable est compatible avec ∼˙ relativement a` elle-
meˆme.
Lemme 3.5.21 Pour tout terme t[w′, w], si  φw′, φw −→ t∼˙t alors :
Si t est fortement compatible avec ∼˙ relativement a` w alors il l’est faible-
ment.
Preuve.
1. Hyp φw′, φw −→ t∼˙t
2. Hyp φw′, φx, φy, x∼˙y −→ t[x/w] = t[y/w]
3. hyp φw′ = φx = φy = T
4. hyp x∼˙y = T
5. Me´ta(1)(3) t[x/w]∼˙t[x/w] = T
6. MP (3, 4; 2) t[x/w] = t[y/w]
7. T rivial(5, 6) t[x/w]∼˙t[y/w] = T

Le the´ore`me de substitution que nous donnons maintenant concerne les
ZFC-termes avec φ-structures obtenus a` partir des ZFC-termes en substi-
tuant des φ-structures a` des variables. Il de´coule essentiellement de Substit :
The´ore`me 3.5.22 (Substits) Soient B[z, z′] un ZFC-terme et t[w′, w] une
suite de φ-structures. Si t est (faiblement) compatible avec ∼˙ relativement a`
w alors :
 φw′, φz′, φx, φy, x∼˙y −→ (B[t[x/w]/z] = B[t[y/w]/z])
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Preuve. On notera m la longueur de t et z. Comme chaque ti ∈ t est
une φ-structure, on ve´riﬁe tout d’abord facilement que, pour tout i ≤ m :
(*)  φw′, φx −→ φti[x/w]
1. hyp φw′ = φz′ = φx = φy = T
2. hyp x∼˙y = T
Pour tout i ≤ m :
3. MP (1; (*) ) φti[x/w] = T
4. MP (1, 2; Compatibilite´ de ti) ti[x/w]∼˙ti[y/w] = T
5. Me´ta(Substit)(3, 4) B[t[x/w]/z] = B[t[y/w]/z]

On a un corollaire similaire au Corollaire 3.5.17 pour Substits. Il se
montre en utilisant le Lemme 3.5.14.1 et 2 :
Corollaire 3.5.23 Soit B[z, z′, y] un ZFC-terme. Sous les meˆmes hypothe`ses
que le lemme sur t :
 φw′, φz′, φx, φy, x∼˙y −→ (εy.B[t[x/w]/z] = εy.B[t[y/w]/z])
 φw′, φz′, φx, φy, x∼˙y −→ (∃˙y.B[t[x/w]/z] = ∃˙y.B[t[y/w]/z]) 
3.5.3 L’axiome de l’ensemble vide
L’axiome de l’ensemble vide est une conse´quence facile du Corollaire 3.4.22 :
The´ore`me 3.5.24  ∃˙x∀˙v.¬˙(v ∈˙x) = T 
3.5.4 L’axiome de la paire
L’axiome de la paire sera une conse´quence des deux lemmes suivants :
Lemme 3.5.25  φx, φy −→ x ∈˙Pxy
Preuve. Rappelons que Pxy =def λz.(if z x y)
1. hyp φx = φy = T
2. Select1 (Pxy T ) = x
3. Refl∼˙Φ(1) x∼˙x = T
4. CompatEgal(2, 3) (Pxy T )∼˙x = T
5. Exhib(1,M -T, 4) ∃u.((Pxy u)∼˙x) = T
6. De´f( ∈˙ ) + Trivial(5) x ∈˙Pxy = T

Lemme 3.5.26  φx, φy −→ y ∈˙Pxy
Preuve. La de´montration de ce lemme s’obtient a` partir de la preuve
ci-dessus en remplac¸ant T par F et l’axiome MT -T par MT -F . 
100
3.5 De´monstrations des axiomes de ZFC dans MTA
The´ore`me 3.5.27  ∀˙x∀˙y∃˙z.(x ∈˙ z∧˙y ∈˙ z) = T
Preuve.
1. hyp φx = φy = T
2. MP (1, Lem3.5.25) x ∈˙Pxy = T
3. MP (1, Lem3.5.26) y ∈˙Pxy = T
4. Me´taLoiLg1(2, 3) x ∈˙Pxy∧˙y ∈˙Pxy = T
5. MP (1,MT -P ) φ(Pxy) = T
6. Exhib(1, 5, 4) ∃˙z.(x ∈˙ z∧˙y ∈˙ z) = T
7. De´duct(1, 6) +Ge´ne´G ∀˙x∀˙y.∃˙z.(x ∈˙ z∧˙y ∈˙ z) = T

3.5.5 L’axiome de l’union
Lemme 3.5.28  φu, φx, φy, x ∈˙ y, y ∈˙u −→ x ∈˙Union(u)
Preuve. Rappelons que Union(u) =def λz.u (zT )(zF )
1. hyp φu = φx = φy = T
2. hyp x ∈˙ y = y ∈˙u = T
3. NonV ide.1(2) ¬˙y = ¬˙u = T
Soient : v0 =def εv.(yv∼˙x) et w0 =def εw.(uw∼˙y)
4. NonV ide.1(2) + Sym∼ φv0 = φw0 = x∼˙(yv0) = y∼˙(uw0) = T
5. Me´ta(Substit)(1, 2) x ∈˙uw0 = T
6. NonV ide.1(5) ¬˙(uw0) = T
Soit : z0 =def εz.(uw0z∼˙x)
7. NonV ide.1(5) φz0 = (uw0z0)∼˙x = T
8. Me´ta(MT -P )(4, 7) φ(Pw0z0) = T
9. T rivial (Union(u) Pw0z0) = uw0z0
10. Me´ta(MT -App)(1, 4, 7) φ(uw0z0) = T
11. Me´ta(Refl∼φ )(10) uw0z0∼˙uw0z0 = T
12. CompatEgal(11, 9) (Union(u) Pw0z0)∼˙uw0z0 = T
13. Me´ta(Equiv∼)(7, 12) (Union(u) Pw0z0)∼˙x = T
14. Exhib(8, 13) ∃˙y.((Union(u) y)∼˙x) = T
15. Rem3.4.18 + Trivial(14) x∈˙Union(u)

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The´ore`me 3.5.29  ∀˙u∃˙z∀˙x∀˙y.((x ∈˙ y∧˙y ∈˙u)⇒˙x ∈˙ z) = T
Preuve.
1. hyp φu = T
2. hyp+ φx = φy = T
3. MP (1, 2; Lem3.5.28) x ∈˙ y, y ∈˙u −→ x ∈˙Union(u)
4. ImplicNonM →M (1, 2, 3) (x ∈˙ y∧˙y ∈˙u)⇒˙x ∈˙Union(u) = T
5. De´duct-(2) +Ge´ne´ ∀˙x∀˙y.((x ∈˙ y∧˙y ∈˙u)⇒˙x∈˙Union(u)) = T
6. MP (1; Union) φUnion(u) = T
7. Exhib(5, 4) ∃˙z∀˙x∀˙y.((x ∈˙ y∧˙y ∈˙u)⇒˙x ∈˙ z) = T

3.5.6 L’axiome de l’inﬁni
La de´monstration de l’axiome de l’inﬁni dans MTA (The´ore`me 3.5.33)
passe par le fait que ωΦ =def εz.(T ∈˙z∧˙∀˙x.(x∈˙z⇒˙Sx∈˙z)) ve´riﬁe la formule
exprimant l’inﬁnite´ d’un ensemble.
On montre tout d’abord une proprie´te´ des “singletons” :
Lemme 3.5.30  φu −→ ∀˙w.(w∈˙Su⇔˙w∼˙u)
Preuve. On montre φu, φw, w∈˙Su ←→ w∼˙u, le re´sultat en de´coulant
par EquivNonM →M et Ge´ne´. On utilisera librement le fait que, par la Re-
marque 3.4.18, on a  v∈˙Su = ∃˙z.((Su)z∼˙v).
−→)
1. hyp φu = φv = T
2. hyp ∃˙z.(Su)z∼˙v = T
Soit : z0 =def εz.(Su)z∼˙v
3. Choix φz0 = (Su)z0∼˙v = T
4. T rivial (Su)z0 = u
5. T rivial(3, 4) u∼˙v = T
←−)
1. hyp φu = φv = T
2. hyp u∼˙v = T
3. Rm ∃˙z.(Su)z∼˙v
4. T rivial (Su)T = u
5. T rivial(2, 4) (Su)T ∼˙v = T
6. Exhib(MT -T, 5) + 3 ∃˙z.(Su)z∼˙v = T

L’axiome de l’inﬁni de´coule maintenant des deux lemmes qui vont suivre.
Le premier exprime que “l’ensemble vide” est un “e´le´ment” de ωΦ :
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Lemme 3.5.31  φu −→ (∀˙z.¬˙(z ∈˙u)⇒˙u ∈˙ωΦ)
Preuve.
1. hyp φu = T
2. hyp+ ∀˙z.¬˙(z ∈˙u) = T
3. MP (1, 2; Cor3.4.22) u = T
4. T rivial(3.5.31, 3) u∈˙ωΦ = T
5. De´duct-(2, 4) ∀˙z.¬˙(z ∈˙u) −→ u ∈˙ωΦ
6. ImplicNonM →M (5) ∀˙z.¬˙(z ∈˙u)⇒˙u ∈˙ωΦ) = T

Lemme 3.5.32  φu −→ (u∈˙ωΦ⇒˙∃˙y.(y∈˙ωΦ∧˙∀˙w.(w∈˙y⇔˙w∼˙u)))
Preuve.
1. hyp φu = T
2. hyp+ u∈˙ωΦ = T
3. Inst∀˙(1, Lem3.3.7) (u∈˙ωΦ⇒˙Su∈˙ωΦ) = T
4. MP⇒˙(2, 3) Su∈˙ωΦ = T
5. MP (1, Lem3.5.30) ∀˙w.(w∈˙Su⇔˙w∼˙u) = T
6. Singleton(1) φ(Su) = T
7. Me´ta(LoiLog2)(4, 5) (Su∈˙ωΦ∧˙∀˙w.(w∈˙Su⇔˙w∼˙u)) = T
8. Exhib(6, 5) ∃˙y.(y∈˙ωΦ∧˙∀˙w.(w∈˙y⇔˙w∼˙u)) = T
9. De´duct-(2, 7) u∈˙ωΦ −→ ∃˙y.(y∈˙ωΦ∧˙∀˙w.(w∈˙y⇔˙w∼˙u))
10. ImplicNonM →M (u∈˙ωΦ⇒˙∃˙y.(y∈˙ωΦ∧˙∀˙w.(w∈˙y⇔˙w∼˙u))) = T

The´ore`me 3.5.33 :
 ∃˙z∀˙u.( (∀˙z.¬˙(z ∈˙u)⇒˙u∈˙z)∧˙(u∈˙z⇒˙∃˙y (y∈˙z∧˙∀˙w (w∈˙y⇔˙w∼˙u) ))) = T
Preuve. Suit facilement des deux lemmes pre´ce´dents en utilisant Ge´ne´
et Exhib. 
On suppose le lecteur maintenant suﬃsamment familiarise´ avec nos de´monstration
formelles pour introduire deux nouvelles conventions d’e´criture.
Conventions pour l’e´criture des preuves formelles
1. Chaque fois que dans le cours d’une de´monstration on aura pose´ des
hypothe`ses φy = T et que l’e´nonce´ a` de´montrer sera de la forme
∀˙y.A = T on arreˆtera la preuve a` A = T . L’utilisation de De´duct et
de Ge´ne´G pour obtenir la conclusion voulue sera alors sous-entendue.
2. Pour des termes t et s, lorsque φt = T et φs = T sont de´montre´s, on
sous-entendra parfois la de´monstration de φ(ts) par Me´ta(MT -App).
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3.5.7 L’axiome de compre´hension
On se donne maintenant pour le reste de cette section un ZFC-terme
B[y, x]. Rappelons tout d’abord que :
Compre´hensionB,y( ) =def λxλu.(if u T (if ¬˙∃˙z.B[uz/y] T λz.(if B[uz/y] uz uz0)))
ou` z0 =def εz.B[uz/y] avec u /∈ V L(B) et z /∈ x.
Comme Compre´hensionB,y( ) est un terme assez complexe, on introduit
des notations qui permettent d’en faire ressortir la structure :
Notation 3.5.34 Compre´hensionB,y( ) =def λxλu.Υ ou` :
Υ =def (if u T Υ0)
Υ0 =def (if ¬˙∃˙z.B[uz/y] T Υ1)
Υ1 =def λz.(if B[uz/y] uz uz0)
z0 =def εz.B[uz/y] avec u /∈ V L(B) et z /∈ x.
Rappelons que, par Compre´hension (The´ore`me 3.3.39), on a :
 φx, φu −→ φΥ
La de´monstration de l’axiome de compre´hension dans MTA utilisera
deux lemmes. Le premier exprime des conse´quences directes de la de´ﬁnition
de Υ :
Lemme 3.5.35 :
1)  ¬˙Υ −→ ¬˙u = ∃˙z.B[uz/y] = T
2)  ¬˙u, ∃˙z.B[uz/y] −→ (Υ = Υ1)
Preuve. Pour le point 1, on remarque simplement que ¬˙Υ −→ ¬˙u et
¬˙Υ −→ ∃˙z.B[uz/y] sont des instances des tautologies ¬˙(if x T y) −→ ¬˙x
et ¬˙(if x T (if ¬˙y T z)) −→ y. Pour le point 2, on remarque simplement
que ¬˙u, ∃˙z.B[uz/y] −→ (Υ = Υ1) est une instance de la tautologie ¬˙x, y −→
(if x T (if ¬˙y T z)) = z. 
Le deuxie`me exprime que les “e´le´ments” de Υ sont exactement les “e´le´ments”
de u qui “ve´riﬁent” B :
Lemme 3.5.36  φx, φu, φx, x ∈˙Υ←→ (x ∈˙u∧˙B[x/y]))
Preuve. Rappelons que z0 =def εz.B[uz/y] :
−→)
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1. hyp φx = φu = φx = T
2. hyp x ∈˙Υ = T
Soit : y0 =def εy.Υy∼˙x
3. NonV ide.1(2) ¬˙Υ = T
4. NonV ide.1(2) φy0 = Υy0∼˙x = T
5. MP (3; Lem3.5.35.1) ¬˙u = ∃˙z.B[uz/y] = T
6. MP (5; Lem3.5.35.2) Υ = Υ1 =def λz.(if B[uz/y] uz uz0)
7. T rivial(4, 6) Υ1y0∼˙x = T
8. hyp+ B[(u y0)/y] = T
9. T rivial(8) Υ1y0 = (if B[(u y0)/y] (uy0) (uz0)) = (uy0)
10. T rivial(7, 9) (uy0)∼˙x = T
11. Exhib(4, 10) +Rem3.4.18(5) ∃˙y.(uy)∼˙x = x ∈˙u = T
12. Me´ta(Substit)(1, 10, 8) B[x/y] = T
13. Me´ta(LoiLg2)(11, 12) (x ∈˙u∧˙B[x/y]) = T
14. De´duct-(8, 13) B[(u y0)/y] −→ (x ∈˙u∧˙B[x/y])
15. hyp+ ¬˙B[(u y0)/y] = T
16. T rivial(15) Υ1y0 = (if B[(u y0)/y] (uy0) (uz0)) = (uz0)
17. T rivial(7, 16) (uz0)∼˙x = T
18. Exhib(19, 18) +Rem3.4.18(5) ∃˙y.(uy)∼˙x = x ∈˙u = T
19. Choix(5) φz0 = B[(uz0)/y] = T
20. Me´ta(Substit)(1, 17, 19) B[x/y] = T
21. Me´ta(LoiLg2)(18, 20) x ∈˙u∧˙B[x/y] = T
22. De´duct-(20, 26) ¬˙(B[(u y0)/y]) −→ (x ∈˙u∧˙B[x/y])
23. TND(14, 22) (x ∈˙u∧˙B[x/y]) = T
←−)
1. hyp φx = φx = φu = T
2. hyp+ x ∈˙u∧˙B[x/y] = T
3. Me´ta(LoiLg1)(2) x ∈˙u = B[x/y] = T
4. NonV ide.1(3) ¬˙u = T
5. Lem3.4.17(4) + Trivial(3) ∃˙y.(uy)∼˙x = T
Soit : y0 =def εy.uy∼˙x
6. Choix(5) φy0 = (uy0)∼˙x = T
7. Me´ta(Substit)(1, 6, 3) B[(uy0)/y] = T
8. Exhib(5, 6) ∃˙z.B[(uz)/y] = T
9. MP (4, 7; Lem3.5.35.2) Υ = Υ1
10. T rivial(9, 7) Υy0 = Υ1y0 = (if B[(uy0)/y] (u y0) (uz0)) = (uy0)
11. T rivial(6, 10) Υy0∼˙x = T
12. Exhib(6, 11) +Rem3.4.18(9) ∃˙y.(Υy∼˙x) = x∈˙Υ = T

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Nous abordons maintenant le the´ore`me qui exprime que l’axiome de
compre´hension est prouvable dans MTA.
The´ore`me 3.5.37  ∀˙x∀˙u∃˙z∀˙x.(x ∈˙ z⇔˙(x ∈˙u∧˙B[x/y])) = T
Preuve.
1. hyp φx = φu = T
2. hyp+ φx = T
3. MP (1, 2; Lem3.5.36) x ∈˙Υ←→ (x ∈˙u∧˙B[x/y])
4. EquivNonM →M (3) x ∈˙Υ⇔˙(x ∈˙u∧˙B[x/y]) = T
5. De´duct-(2, 4) +Ge´ne´ ∀˙x.(x ∈˙Υ⇔˙(x ∈˙u∧˙B[x/y])) = T
6. MP (1, Compre´hension) φΥ = T
7. Exhib(6, 5) ∃˙z∀˙x.(x ∈˙ z⇔˙(x ∈˙u∧˙B[x/y])) = T

3.5.8 L’axiome de l’ensemble des parties
Dans cette section, nous devons montrer que MTA permet de prouver
(la traduction de) l’axiome des parties, autrement dit que :
 ∀˙u∃˙z∀˙y( y⊆˙u⇒˙y∈˙z ) = T
Comme pour les autres axiomes de ZFC−e, la de´monstration passe par l’ex-
hibition d’un terme qui “ve´riﬁe” (la traduction de) la formule contenue dans
l’axiome. Ce terme est la φ-structure Parties(u), et il s’agit essentiellement
de montrer :
(*)  φu, φy, y⊆˙u −→ y∈˙Parties(u)
Comme la de´monstration que nous abordons est assez longue, en raison de
notre choix initial de formaliser les preuves au maximum 2, nous en donnons
tout d’abord une pre´sentation intuitive :
Le terme Parties(u) =def λx.(if x T λz.u(x(I”u (uz)))) est une le´ge`re
variation technique du terme plus simple Parties′(u) =def λx.(if x T λz.u(xz))
qui va le remplacer dans notre discussion informelle. Notons simplement
pour l’instant que cette le´ge`re variation est justiﬁe´e par le fait que Parties′(u)
n’est pas une φ-structure.
Comme l’indique l’e´quation (*), il s’agit essentiellement de montrer dans
cette section que, sous les hypothe`ses φu = φy = y⊆˙u = T , on a
 y∈˙Parties′(u) = T . Par de´ﬁnition de ∈˙ (De´ﬁnition 3.2.6) et Exhib
(The´ore`me 2.3.17), il faut pour cela trouver un terme κ tel que  φκ = T et
tel que :  (Parties′(u) κ)∼˙y = T . Dans le cas ou` y = T , il suﬃt de prendre
2Remarquons que la de´monstration “conversationnelle” donne´e par K. Grue en [15]
comporte une erreur, ce qui justiﬁe d’autant plus le soin apporte´ a` notre preuve.
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κ =def T , comme le montrera le Lemme 3.5.47. Dans le cas ou` ¬˙y = T , la
de´marche naturelle est de prendre κ =def λz.(if (uz)∈˙y z εz.(uz∈˙y)). On
a alors  (Parties′(u) κ) = λz.u(κz), et on peut ve´riﬁer par “extensiona-
lite´” ( The´ore`me 3.5.7) que  λz.u(κz)∼˙y.
Malheureusement, on se heurte de nouveau au fait que κ n’est pas une φ-
structure (on n’a donc pas  φκ = T ). Ceci nous oblige, comme c’e´tait de´ja`
le cas pour Parties′(u), a` modiﬁer le terme κ en utilisant le constructeur
I”. On obtient alors la de´ﬁnition suivante pour κ (on suppose u et y ﬁxe´s) :
De´ﬁnition 3.5.38 κ =def λz.(if (uz)∈˙y (I”u (uz)) εz′.(uz′∈˙y) )
Avant de montrer (*) en suivant le plan esquisse´ dans notre discussion
informelle, l’utilisation de I” nous oblige a` de´tailler le comportement de ce
constructeur, et notamment les rapports qu’il entretient avec κ.
Proprie´te´s de I” et κ
L’essentiel de ce qui nous inte´resse dans le comportement de
I” =def λuλy.εz′.uz′∼˙y est donne´ par le re´sultat suivant :
Lemme 3.5.39  φu, φz −→ u(I”u (uz))∼˙uz
Preuve.
1. hyp φu = φz = T
2. MP (1; MT -App) φ(uz = T
3. Me´ta(Re´fl∼φ ) uz∼˙uz = T
4. Exhib(1, 3) ∃˙z′.(uz′∼˙uz) = T
Soit : z0 =def εz′.(uz′∼˙uz) = I”u(uz)
5. Choix(4) φz0 = uz0∼˙uz = T
6. T rivial(5) u(I”u (uz))∼˙uz = T

Le lemme suivant exprime une compatibilite´ forte de I” avec ∼˙ :
Lemme 3.5.40  φu, φv, φv′, uv∼˙uv′ −→ (I”u (uv)) = (I”u (uv′))
Preuve. Il est facile de ve´riﬁer que l’on a :
 φu, φv, φv′, uv∼˙uv′, φz′ −→ (uz′∼˙uv)⇔˙(uz′∼˙uv′)
Et donc par Ackermann :
 φu, φv, φv′, uv∼˙uv′ −→ εz′.(uz∼˙uv) = εz′.(uz′∼˙uv′)
Le re´sultat suit alors trivialement.

Nous allons bientoˆt voir deux lemmes concernant les rapports entre I”
et κ, mais avant nous montrons que κ est une φ-structure :
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Lemme 3.5.41  φu, φy −→ φκ
Preuve. Par le The´ore`me de Construction, il nous suﬃt de montrer que
κ est un terme simple pour u, y ∈ X. Pour cela, on remarque tout d’abord
que par le corollaire Choix′ (Corollaire 3.3.29) on a  φu, φy −→ φεz.(uz∈˙y).
Le terme λuλy.εz.(uz∈˙y) est donc un φ-constructeurs d’arite´ 2. Comme, de
plus, ∈˙ et I” sont aussi des φ-constructeurs d’arite´ 2 (Corollaire 3.3.27 et
Lemme 3.3.35), il vient :
u, y u, y ∈ X
εz′.(uz′∈˙y) C[Σ/z]
u(νT ) (Σ(νΣ))
εz′.(uz′∼˙u(νF )) C[Σ/z]
(I”uu(νF )) ΣMT
u(νT )∈˙y C[Σ/z]
(if u(νF )∈˙y (I”uu(νF )) εz′.(uz′∈˙y) ) (PΣΣ Σ)
λz.(if u(PνzF )∈˙y (I”uu(PνzF )) εz′.(uz′∈˙y) ) λz.Σ[Pνz/ν]
λz.(if (uz)∈˙y (I”u (uz)) εz′.(uz′∈˙y) ) ΣMT 
Corollaire 3.5.42  φu, φy −→ φ(Parties(u) κ)
Preuve. Imme´diat par Parties (The´ore`me 3.3.36) et MT -App. 
Lemme 3.5.43 :
1)  uz∈˙y −→ κz = (I”u (uz))
2)  ¬˙(uz∈˙y) −→ κz = εz′.(uz′∈˙y)
Preuve. Le 1 est trivial. Le 2 est, a` une β-re´duction pre`s, une instance
de la tautologie ¬˙x −→ (if x y z) = z. 
Lemme 3.5.44  φu, φy, φz −→ (κz) = (κ(I”u (uz)))
Preuve.
1. hyp φu = φy = φz = T
2. MP (1; MT -App) φ(uz) = T
3. MP (1, 3; Lem3.3.35) φ(I”u (uz)) = T
4. MP (1; Lem3.5.39) u(I”u (uz))∼˙uz = T
5. Me´ta(Substit)(1, 3, 4) u(I”u (uz))∈˙y = uz∈˙y
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6. Me´ta(Lem3.5.40)(1, 3, 4) (I”uu(I”u (uz))) = I”u (uz)
7. hyp+ uz∈˙y = T
8. T rivial(7, 5) u(I”u (uz))∈˙y = T
9. MP (7; Lem3.5.43.1) κz = (I”u (uz)))
10. Me´ta(Lem3.5.43.1)(8) κ(I”u (uz)) = (I”uu(I”u (uz)))
11. T rivial(6, 9, 10) κz = κ(I”u (uz))
12. De´duct-(7, 11) uz∈˙y −→ κz = κ(I”u (uz))
13. hyp+ ¬˙(uz∈˙y) = T
14. T rivial(13, 5) ¬˙(u(I”u (uz))∈˙y) = T
15. MP (13; Lem3.5.43.2) κz = εz′.uz′∈˙y
16. Me´ta(Lem3.5.43.2)(14) κ(I”u (uz)) = εz′.uz′∈˙y
17. T rivial(15, 16) κz = κ(I”u (uz))
18. De´duct-(13, 17) ¬˙(uz∈˙y) −→ κz = κ(I”u (uz))
19. TND(12, 18) κz = κ(I”u (uz))

Corollaire 3.5.45  φu, φy, φz, uz∈˙y −→ u(κ(I”u (uz))))∼˙uz
Preuve.
1. hyp φu = φy = φz = T
2. hyp uz∈˙y = T
3. MP (1; Lem3.5.44) κ(I”u (uz))) = κz
4. MP (2; Lem3.5.43.1) κz = (I”u (uz))
5. T rivial(3, 4) u(κ(I”u (uz))) = u(I”u (uz))
6. MP (1; Lem3.5.39) u(I”u (uz))∼˙uz = T
7. T rivial(5, 6) u(κ(I”u (uz)))∼˙uz

On e´tablit maintenant un dernier lemme utile :
Lemme 3.5.46 Soit z1 =def εz′.(uz′∈˙y), on a :
 φu, φy, ¬˙y, y⊆˙u −→ φz1
 φu, φy, ¬˙y, y⊆˙u −→ uz1∈˙y
Preuve.
1. hyp φu = φy = T
2. hyp ¬˙y = T
3. hyp ∀˙v.(v∈˙y⇒˙v∈˙u) = T
4. NonV ide.2(2) +MT -T yT ∈˙y = T
5. Me´ta(MT -App)(1,MT -T ) φ(yT ) = T
6. MP⇒˙(4, Inst∀˙(5, 3) yT ∈˙u = T
Soit : z0 =def εz.(uz∼˙yT )
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7. NonV ide.1(6) φz0 = uz0∼˙yT = T
8. Me´ta(Substit)(5, 7, 6) uz0∈˙y = T
9. Exhib(7, 8) ∃˙z′.(uz′∈˙y) = T
10. Choix(9) φz1 = uz1∈˙y = T

De´duction de l’axiome des parties dans MTA
Nous abordons maintenant la de´monstration proprement dite de l’axiome
des parties dans MTA. Pour cela on utilisera librement l’e´galite´
y∈˙Parties(u) =MT ∃˙x.((Parties(u) x)∼˙y) qui de´coule de la Remarque
3.4.18. On montre tout d’abord que “l’ensemble vide” est un “e´le´ment”
de Parties(u) :
Lemme 3.5.47  φu, y −→ y∈˙Parties(u)
Preuve.
1. hyp φu = T
2. hyp y = T
3. T rivial(2) (Parties(u)T ) = (Parties(u) y) = T = y
4. Me´ta(Re´fl∼φ )(3) y∼˙y = T
5. T rivial(4, 3) (Parties(u) y)∼˙y = T
6. Exhib(2, 5) ∃˙x.((Parties(u) x)∼˙y) = T

On donne maintenant le lemme central de cette section. Il exprime que y
“non-vide” et “inclus” dans u, a les meˆmes “e´le´ments” que (Parties(u) κ).
Par extensionalite´, on en tirera comme corollaire que (Parties(u) κ)∼˙y = T
et donc y∈˙Parties(u).
On remarque tout d’abord que par Select2 on a (Parties(u) κ) =MT
λz.u(κ(I”u (uz))). Nous utiliserons librement cette e´galite´ par la suite.
Lemme 3.5.48  φu, φy, ¬˙y, y⊆˙u, φx, x∈˙y ←→ x∈˙(Parties(u) κ)
Preuve. On se donne l’abre´viation R =def λz.u(κ(I”u (uz)))
−→)
1. hyp φu = φy = φx = T
2. hyp ∀˙x.(x∈˙y⇒˙x∈˙u) = T
3. hyp x∈˙y = T
4. MP⇒˙(4; Inst∀˙(1, 3)) x∈˙u = T
Soit : z0 =def εz.uz∼˙x
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5. NonV ide.1(4) φz0 = uz0∼˙x = T
6. Me´ta(Substit)(1, 5, 3) uz0∈˙y = T
7. Me´ta(Cor3.5.45)(1, 6) u(κ(I”u (uz0)))∼˙uz0 = T
8. T rivial(7) (R z0)∼˙uz0 = T
9. Equiv∼(5, 8) (Rz0)∼˙x = T
10. MP (1; Cor3.5.42) φR = T
11. Rem3.4.18 x∈˙R = ∃˙z.Rz∼˙x
12. Me´ta(De´tZFCs)(1, 10) !x∈˙R =!∃˙z.Rz∼˙x = T
13. Exhib(5, 12, 9) ∃˙z.Rz∼˙x = x∈˙R = T
←−) On raisonne par TND
1. hyp φu = φy = φx = T
2. hyp ¬˙y = y⊆˙u = T
4. hyp x∈˙R = T
Soit : z0 = εz.Rz∼˙x
5. NonV id e.1(4) φz0 = Rz0∼˙x = T
6. Me´ta(De´tZFCs)(1, 5) !(uz0∈˙y) = T
7. hyp+ uz0∈˙y = T
8. Me´ta(Cor3.5.45)(1, 5, 7) u(κ(I”u (uz0)))∼˙uz0 = T
9. T rivial(8) Rz0∼˙uz0 = T
10. Equiv∼(5, 9) x∼˙uz0 = T
11. Me´ta(Substit)(1, 10, 7) x∈˙y = T
12. De´duct-(7, 11) uz0∈˙y −→ x∈˙y
13. hyp+ ¬˙(uz0∈˙y) = T
Soit : z1 =def εz.(uz∈˙y)
14. Me´ta(Lem3.5.43.2)(13) κz0 = z1
15. MP (1, 2; Lem3.5.46) φz1 = uz1∈˙y = T
16. Me´ta(Lem3.5.44)(1, 5) + 14 κ(I”u (uz0)) = κz0 = z1
17. T rivial(16) Rz0 = u(κ(I”u (uz0))) = uz1
18. T rivial(5, 17) uz1∼˙x = T
19. Me´ta(Substit)(1, 18, 15) x∈˙y = T
20. De´duct-(13, 19) ¬˙(uz0∈˙y) −→ x∈˙y
21. TND(6, 12, 20) x∈˙y = T

Corollaire 3.5.49  φu, φy, ¬˙y, y⊆˙u −→ y∈˙Parties(u)
Preuve. Soit R =def λz.u(κ(I”u (uz)))
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1. hyp φu = φy = ¬˙y = y⊆˙u = T
2. MP (1; Lem3.5.48) φx, x∈˙y −→ x∈˙R
3. ImplicNonM →M φx −→ (x∈˙y⇒˙x∈˙R)
4. Ge´ne´(3) y⊆˙R = T
5. Re´ciproquement R⊆˙y = T
6. Me´ta(LoiLg2)(4, 5) y⊆˙R∧˙R⊆˙y = T
7. MP (1; Lem3.5.41 + Cor3.5.42) φκ = φR = T
8. Inst∀˙(1, 7, Thm3.5.7) (y⊆˙R∧˙R⊆˙y)⇒˙R∼˙y = T
9. MP⇒˙(6, 8) + Trivial (Parties(u) κ)∼˙y = T
10. Exhib(7, 9) +Rem3.4.18 ∃˙x.(Parties(u) x)∼˙y = y∈˙Parties(u) = T

La “satisfaction” de l’axiome de l’ensemble des parties est maintenant
une conse´quence facile du lemme pre´ce`dent :
The´ore`me 3.5.50  ∀˙u∃˙z∀˙y( y⊆˙u⇒˙y∈˙z ) = T
Preuve. En raisonnant par TND a` partir du Lemme 3.5.47 et du co-
rollaire pre´ce´dent, on obtient  φu, φy, y⊆˙u −→ y∈˙Parties(u). Le the´ore`me
suit alors facilement en utilisant Exhib et Ge´ne´. 
3.5.9 L’axiome de remplacement
Dans cette section, nous montrons queMTA ve´riﬁe le sche´ma d’axiomes
de remplacement. Autrement dit, nous montrons que, pour toute formule
G[y, x, x] de ZFC :
 ∀˙x ∀˙u∃˙z∀˙y.(y∈˙u∧˙∃˙x.G˙⇒˙∃˙x.(x∈˙z∧˙G˙)) = T
ou` z est non libre dans G˙.
On ﬁxe tout d’abord une formule G[y, x, x] de ZFC et on montrera le
the´ore`me pour cette formule.
Comme pour les autres axiomes de ZFC−e, la de´monstration passe par
l’exhibition d’un terme qui “ve´riﬁe” (la traduction de) la formule contenue
dans l’axiome. Ce terme est la φ-structure RemplacementG˙,y,x(u), qu’on
abre´gera par RGu . On va donc montrer que :
 φx, φu −→ ∀˙y.(y∈˙u∧˙∃˙x.G˙⇒˙∃˙x.(x∈˙RGu ∧˙G˙))
Rappelons-que RGu =def λz.(εx.G˙[uz/y]) pour z /∈ x.
Le the´ore`me de remplacement sera une conse´quence du lemme suivant :
Lemme 3.5.51  φx, φu, φy, y∈˙u, ∃˙x.G˙ −→ ∃˙x.(x∈˙RGu ∧˙G˙)
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Preuve.
1. hyp φx = φu = φy = T
2. hyp y∈˙u = T
3. hyp ∃˙x.G˙ = T
Soit : z0 =def εz.uz∼˙y
4. NonV ide.1(2) φz0 = uz0∼˙y = T
Soient : x0 =def εx.G˙; x1 =def εx.G˙[uz0/y]
5. Me´ta(Cor3.5.17)(1, 4) x0 = εx.G˙ = εx.G˙[uz0/y] = x1
6. Choix(3) φx0 = G˙[x0/x] = T
7. T rivial(5, 6) φx1 = G˙[x1/x] = T
8. T rivial (RGu z0) = x1
9. NonV ides(1, 4) (RGu z0)∈˙RGu = T
10. T rivial(8, 9) x1∈˙RGu = T
11. Me´ta(LoiLg2)(7, 10) x1∈˙RGu ∧˙G˙[x1/x] = T
12. Exhib(7, 11) ∃˙x.(x∈˙RGu ∧˙G˙)

The´ore`me 3.5.52  ∀˙x∀˙u∃˙z∀˙y.(y∈˙u∧˙∃˙x.G˙⇒˙∃˙x.(x∈˙z∧˙G˙)) = T
Preuve.
1. hyp φx = φu = T
2. hyp+ φy = T
3. MP (1; Lem3.5.51) φy, y∈˙u, ∃˙x.G˙ −→ ∃˙x.(x∈˙RGu ∧˙G˙)
4. ImplicNonM →M (3) (y∈˙u∧˙∃˙x.G˙⇒˙∃˙x.(x∈˙RGu ∧˙G˙))
5. De´duct-(2, 4) +Ge´ne´ ∀˙y.(y∈˙u∧˙∃˙x.G˙⇒˙∃˙x.(x∈˙RGu ∧˙G˙))
6. MP (1; Remplacement) φRGu = T
7. Exhib(6, 5) ∃˙z∀˙y.(y∈˙u∧˙∃˙x.G˙⇒˙∃˙x.(x∈˙z∧˙G˙))

3.5.10 L’axiome du choix
Dans cette section, nous montrons que MTA ve´riﬁe l’axiome du choix.
Autrement dit, nous montrons que :
 ∀˙u (∀˙x.(x∈˙u⇒˙∃˙v.v∈˙x)∧˙∀˙x∀˙y∀˙v.(x∈˙u∧˙y∈˙u∧˙v∈˙x∧˙v∈˙y⇒˙x∼˙y) )
⇒˙∃z.(
∀˙x.(x∈˙u⇒˙∃v.(v∈˙x∧˙v∈˙z)) ∧˙
∀˙x∀˙w∀˙w′.(x∈˙u∧˙w∈˙x∧˙w′∈˙x∧˙w∈˙z∧˙w′∈˙z⇒˙w∼˙w′) ) )
La de´monstration de ce the´ore`me, bien que relativement simple en elle-
meˆme, va nous imposer la manipulation de termes longs et complexes. Pour
re´duire ces manipulations nous allons e´largir la convention hyp par l’utilisa-
tion d’hypothe`ses globales, du niveau de la section. En eﬀet, jusqu’a` pre´sent,
nous n’avions utilise´ des hypothe`ses de de´duction locales, a` l’inte´rieur de
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de´monstrations. Ces hypothe`ses e´taient re´inte´gre´es dans l’e´nonce´ ﬁnal du
the´ore`me par l’utilisation de De´duct ou De´duct-. Ici, nous posons une suite
de 3 hypothe`ses H de la forme A = T en de´but de section. S’en suivra un
ensemble de re´sultats qui seront des the´ore`mes de MTA(A; A). A chacun
de ces the´ore`mes B = C correspond donc un the´ore`me de MTA de la forme
A −→ B = C, mais qui ne sera pas e´nonce´. Les hypothe`ses externes A ne
seront re´inte´gre´es que dans l’e´nonce´ du the´ore`me ﬁnal.
Les 3 hypothe`ses dont nous allons nous servir sont les suivantes :
H1 : φu = T
H2 : ∀˙x.(x∈˙u⇒˙∃˙v.(v∈˙x)) = T
H3 : ∀˙x∀˙y∀˙v.(x∈˙u∧˙y∈˙u∧˙v∈˙x∧˙v∈˙y⇒˙x∼˙y) = T
Nous allons maintenant exhiber un terme qui “ve´riﬁe” (la traduction
de) la formule contenue dans l’axiome du choix. Ce terme est, bien suˆr, la
φ-structure Choix(u) =def λz.εv.v ∈˙ (uz), qui sera abre´ge´e par Cu, et nous
allons donc montrer que :
 ∀˙x.(x∈˙u⇒˙∃˙v.(v∈˙x∧˙v∈˙Cu)) ∧˙
∀˙x∀˙w∀˙w′.(x∈˙u∧˙w∈˙x∧˙w′∈˙x∧˙w∈˙Cu∧˙w′∈˙Cu⇒˙w∼˙w′)
Par la LoiLg2, il suﬃt pour cela de montrer se´paremment :
(1)  ∀˙x.(x∈˙u⇒˙∃˙v.(v∈˙x∧˙v∈˙Cu))
(2)  ∀˙x∀˙w∀˙w′.(x∈˙u∧˙w∈˙x∧˙w′∈˙x∧˙w∈˙Cu∧˙w′∈˙Cu⇒˙w∼˙w′)
On commence par un lemme exprimant une conse´quence facile de l’hy-
pothe`se H2 :
Lemme 3.5.53 Soit v0 =def εv.(v∈˙uz) on a :
H φz, (uz)∈˙u −→ φv0 = v0∈˙(uz) = T .
Preuve.
1. hyp φz = T
2. hyp uz∈˙u = T
3. MP (H1, 1; MT -App) φuz = T
4. Inst∀˙(3, H2) uz∈˙u⇒˙∃˙v.(v∈˙uz) = T
5. MP⇒˙(2, 4) ∃˙v.(v∈˙uz) = T
Soit : v0 =def εv.(v∈˙uz0)
6. Choix(5) φv0 = v0∈˙uz0 = T

Le (1) est l’objet du lemme suivant :
Lemme 3.5.54 H ∀˙x.(x∈˙u⇒˙∃˙v.(v∈˙x∧˙v∈˙Cu)) = T
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Preuve.
1. hyp φx = T
2. hyp x∈˙u = T
Soit : z0 =def εz.uz∼˙x
3. NonV ide.1(2) φz0 = uz0∼˙x = T
4. Me´ta(Substit)(H1, 1, 3, 2) uz0∈˙u = T
Soit : v0 =def εv.(v∈˙uz0)
5. T rivial (Cu z0) = v0
6. Me´ta(Lem3.5.53)(3, 4) φv0 = v0∈˙uz0 = T
7. Me´ta(Substit)(1, 3, 6) v0∈˙x = T
8. Me´ta(NonV ides)(3) + 5 (Cu z0)∈˙Cu = v0∈˙Cu = T
9. Me´ta(LoiLg2)(7, 8) v0∈˙x∧˙v0∈˙Cu = T
10. Exhib(6, 9) ∃˙v.(v∈˙x∧˙v∈˙Cu)) = T
11. De´duct(1, 2, 10) φx, x∈˙u −→ ∃˙v.(v∈˙x∧˙v∈˙Cu))
12. ImplicNonM →M (11) +Ge´ne´  ∀˙x.(x∈˙u⇒˙∃˙v.(v∈˙x∧˙v∈˙Cu))

Le (2) est l’objet du lemme suivant :
Lemme 3.5.55 :
H ∀˙x∀˙w∀˙w′.(x∈˙u∧˙w∈˙x∧˙w′∈˙x∧˙w∈˙Cu∧˙w′∈˙Cu⇒˙w∼˙w′) = T
Preuve. Le lemme suit par ImplicNonM →M et Ge´ne´ du the´ore`me :
 φx, φw, φw′, x∈˙u,w∈˙x,w′∈˙x,w∈˙Cu, w′∈˙Cu −→ w∼˙w′
que nous montrons :
1. hyp φx = φw = φw′ = T
2. hyp x∈˙u = T
3. hyp w∈˙x = w′∈˙x = T
4. hyp w∈˙Cu = w′∈˙Cu = T
Soient : z0 = εz.Cuz∼˙w z1 =def εz.Cuz∼˙w′
5. NonV ide.1(3) φz0 = φz1 = Cuz0∼˙w = Cuz1∼˙w′ = T
6. Me´ta(MT -App)(H1, 5) φ(uz0) = φ(uz1) = T
7. NonV ide.1(2) ¬˙u = T
8. NonV ide.2(7, H1, 5) uz0∈˙u = uz1∈˙u = T
Soient : v0 =def εv.(v∈˙uz0) v1 =def εv.(v∈˙uz1)
9. T rivial Cuz0 = v0 Cuz1 = v1
10. Me´ta(Lem3.5.53)(5, 8) φv0 = φv1 = v0∈˙uz0 = v1∈˙uz1 = T
11. T rivial(5, 9) v0∼˙w = v1∼˙w′ = T
12. Me´ta(Substit)(1, 6, 11, 10) w∈˙uz0 = w′∈˙uz1 = T
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13. Me´ta(LoiLg2)(2, 8, 3, 12) (x∈˙u∧˙uz0∈˙u∧˙w∈˙x∧˙w∈˙uz0) = T
14. Me´ta(LoiLg2)(2, 8, 3, 12) (x∈˙u∧˙uz1∈˙u∧˙w′∈˙x∧˙w′∈˙uz1) = T
15. Inst∀˙(1, 6, H3) (x∈˙u∧˙uz0∈˙u∧˙w∈˙x∧˙w∈˙uz0⇒˙x∼˙uz0) = T
16. Inst∀˙(1, 6, H3) (x∈˙u∧˙uz1∈˙u∧˙w′∈˙x∧˙w′∈˙uz1⇒˙x∼˙uz1) = T
17. MP⇒˙(13+14, 15+16) x∼˙uz0 = x∼˙uz1 = T
18. Equiv∼(17) uz0∼˙uz1 = T
19. Me´ta(Cor3.5.17)(6, 18) v0 = εv.(v∈˙uz0) = εv.(v∈˙uz1) = v1
20. T rivial(11, 19) v0∼˙w = v0∼˙w′ = T
21. Equiv∼(20) w∼˙w′ = T 
Corollaire 3.5.56 :
H ∃˙z (∀˙x.(x∈˙u⇒˙∃˙v.(v∈˙x∧˙v∈˙z)) ∧˙
∀˙x∀˙w∀˙w′.(x∈˙u∧˙w∈˙x∧˙w′∈˙x∧˙w∈˙z∧˙w′∈˙z⇒˙w∼˙w′) )
Preuve. Suit par Exhib et LoiLg2 des Lemmes Choix, 3.5.54 et 3.5.55.

The´ore`me 3.5.57 La traduction de l’axiome du choix est prouvable dans
MTA.
Preuve. Suit parDe´duction du corollaire pre´ce`dent en utilisant ImplicNonM →M
et Ge´ne´. 
3.6 Les me´tathe´ore`mes de la “the´orie des ensem-
bles”.
Nous sommes maintenant en mesure d’e´noncer le the´ore`me fondamental
de ce chapitre. Il sera suivi de 2 de ses corollaires :
The´ore`me 3.6.1 (ThmZFC) Pour tout the´ore`me G[y] de ZFC on a :
 φy −→ G˙
Preuve. Par De´tZFCs l’interpre´tation θ (Cf De´ﬁnition 3.2.7) force la
de´termination du langage de ZFC. Par les The´ore`mes 3.5.7, 3.5.24, 3.5.27,
3.5.29, 3.5.33, 3.5.37, 3.5.50, 3.5.52 et 3.5.57, les axiomes de ZFC sont tous
θ-valides. Le re´sultat est donc une application du The´ore`me 2.3.40. 
On e´largit maintenant facilement ThmZFC aux ZFC-termes avec φ-
structures en utilisant Me´ta :
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Corollaire 3.6.2 (ThmZFCs) Soit G[y, x] un the´ore`me de ZFC. Soit t[z]
une suite de φ-structures, on a :  φy, φz −→ G˙[t/x] 
Nous utiliserons re´gulie`rement ThmZFC et ThmZFCs dans le chapitre
suivant. Une telle utilisation suppose la de´monstration du fait que la formule
G est un the´ore`me de ZFC. Dans la pratique, G e´tant toujours un the´ore`me
clairement e´vident, cette de´monstration sera sous-entendue.
Le deuxie`me corollaire de ThmZFC ne´cessite l’introduction de deux
notions, la premie`re e´tant classique en the´orie des ensembles, la deuxie`me
e´tant propre a` MTFA :
De´ﬁnition 3.6.3 Soit G[x; z] une formule de ZFC. On dira que G est
fonctionnelle en x si :
ZFC G[x; z] ∧G[x; z′]⇒ z = z′
qu’elle est totale si de plus :
ZFC ∀x∃z G[x; z]
qu’elle est injective si de plus :
ZFC G[x; z] ∧G[x′; z]⇒ x = x′
Par abus de langage on parlera de “la fonctionnelle G” pour abre´ger “la
relation fonctionnelle G”.
De´ﬁnition 3.6.4 Soit G[x; z] une fonctionnelle totale en x. On dira que le
terme t[y] calcule G (dans MTFA) si :
1)  φy, φx −→ φ(t x)
2)  φy, φx −→ G˙[(t x)/z]
Remarque 3.6.5 Toute fonctionnelle totale G[x; z] est calculable par le
terme t =def λx.εz.G˙. En eﬀet, si G est totale, on a par ThmZFC que
 φx −→ ∃z G˙, et donc par Choix :
1)  φx −→ φεz.G˙
2)  φx −→ G˙[εz.G˙/z]
Cependant, les termes de la forme λx.εz.G˙ sont en ge´ne´ral complexes et
peu inte´ressants, en particulier pour le calcul. La plupart du temps MTFA
nous permet d’en produire de plus simples. L’un des exemples le plus simple
est celui du φ-constructeur P , dont nous montrerons en Section 4.2.2 qu’il
calcule Pr[x, y; z], la relation fonctionnelle en x, y qui exprime que z =
{x, y}.
117
3.6 Les me´tathe´ore`mes de la “the´orie des ensembles”.
La proposition suivante serait vraie pourMTF (avec =˙ a` la place de ∼˙).
Nous n’en donnons ici que la de´monstration dans MTA :
Proposition 3.6.6 Si G[x; z] est fonctionnelle totale en x et si t[y] calcule
G dans MTA alors :
1)  φx, φz, φz′ −→ G˙[x; z]∧˙G˙[x; z′]⇒˙z∼˙z′
2)  φy, φx, φz −→ G˙[x; z]⇔˙z∼˙(t x)
3)  φy, φx, φx′, x∼˙x′ −→ (t x)∼˙(t x′)
Et si G est injective :
4)  φx, φx′, x∼˙x′ ←→ (t x)∼˙(t x′)
Preuve. Le point 1 est une conse´quence imme´diate de ThmZFC.
Supposons que (*) t calcule G :
Point 2 :
1. hyp φy = φx = φz = T
2. MP (1; (*) ) φ(tx) = T
3. MP (1; (*) ) G˙[x; (tx)] = T
4. hyp+ G˙[x; z] = T
5. Me´ta(LoiLg2)(2, 3) G˙[x; z]∧˙G˙[x; (tx)] = T
6. MP⇒˙(5; Point 1) z∼˙(t x) = T
7. De´duct-(4, 6) G˙[x; z] −→ z∼˙(t x)
8. hyp+ z∼˙(t x) = T
9. MP (1, 8; Substit) + 3 G˙[x; z] = G˙[x; (tx)] = T
10. De´duct-(8, 9) z∼˙(t x) −→ G˙[x; z]
11. EquivNonM →M (7, 9) G˙[x; z]⇔˙z∼˙(t x) = T
On montre en meˆme temps les points 3 et 4. On supposera simplement a`
partir de la ligne 15 que G est injective, et donc par ThmZFC que :
(**)  φy, φx, φx′ −→ (G˙[x; z]∧˙G˙[x′; z]⇒˙x∼˙x′)
1. hyp φy = φx = φx′ = T
2. MP (1; (*) ) φ(t x) = φ(t x′) = T
3. MP (1; (*) ) G˙[x; (t x)] = G˙[x′; (t x′)] = T
4. hyp+ x∼˙x′ = T
5. Me´ta(2, 1, 4; Substit) G˙[x′; (t x′)] = G˙[x; (t x′)]
6. T rivial(3, 5) G˙[x; (t x)] = G˙[x; (t x′)] = T
7. Me´ta(LoiLg2)(6) G˙[x; (t x)]∧˙G˙[x; (t x′)] = T
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8. Me´ta(1, 2; Point 1) ((G˙[x; (t x)]∧˙G˙[x; (t x′)])⇒˙(t x)∼˙(t x′)) = T
9. MP⇒˙(7, 8) (t x)∼˙(t x′) = T
10. De´duct-(4, 9) x∼˙x′ −→ (t x)∼˙(t x′)
11. hyp+ (t x)∼˙(t x′) = T
12. Me´ta(2; Substit) G˙[x′; (t x′)] = G˙[x′; (t x)]
13. T rivial(3, 12) G˙[x; (t x)] = G˙[x′; (t x)] = T
14. Me´ta(LoiLg2)(13) (G˙[x; (t x)]∧˙G˙[x′; (t x)]) = T
15. Me´ta( (**) )(2) (G˙[x; (t x)]∧˙G˙[x′; (t x)]⇒˙x∼˙x′)
16. MP⇒˙(14, 15) x∼˙x′ = T
17. De´duct-(4, 9) (t x)∼˙(t x′) −→ x∼˙x′

Nous faisons pour la proposition pre´ce`dente la meˆme remarque que pour
ThmZFCs. L’utilisation de cette proposition suppose la de´monstration
qu’une formule G[x, z] est fonctionnelle en x et, e´ventuellement, qu’elle est
injective. Cette de´monstration sera ge´ne´ralement omise e´tant donne´ que
la fonctionnalite´ des formules employe´es ou leur injectivite´ sera toujours
e´vidente.
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Chapitre 4
Prouvabilite´ de AFA dans
MTA
4.1 Pre´sentation de AFA
Rappelons qu’un graphe est un couple (a,b) d’ensembles tels que b est
une relation binaire sur a (un ensemble de couples d’e´le´ments de a). Nous
utiliserons la de´ﬁnition usuelle du couple en the´orie des ensembles, a` savoir :
(a,b) =def {{a}, {a,b}}.
Nous rappelons tout d’abord de fac¸on informelle l’axiome AFA, tel qu’il
est donne´ dans [1] :
“Tout graphe (a,b) admet une unique de´coration, autrement dit il existe
une unique fonction d telle que pour tout x ∈ a, on ait : d(x) = {d(x′) :
(x,x′) ∈ b}”
Dans cet e´nonce´, le fait que les ensembles a et b soient re´unis en un
couple (a,b) est accessoire. De plus, l’existence d’une unique de´coration
dans le cas ou` b = ∅ est une conse´quence facile de ZF (on prend d = ∅
pour le cas a =∅, et d = {(x, ∅) : x ∈ a} pour le cas a = ∅). L’axiome AFA
est donc e´quivalent modulo ZF a` l’e´nonce´ suivant :
“Pour tous ensembles a et b non-vides, si b est une relation binaire sur a
alors il existe une unique fonction d de domaine a telle que pour tout x ∈ a,
on ait :
d(x) = {d(x′) : (x,x′) ∈ b}”
C’est sous la forme de cet e´nonce´, plus simple a` montrer dans MTA, que
nous traiterons AFA. Nous en entreprenons maintenant l’e´criture formelle.
Pour cela nous commenc¸ons par introduire 4 abre´viations pour les formules
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ZFC qui explicitent les relations :
z = {x}, z = {x,y}, z =(x,y) et (x,y) ∈ z,
ou` x,y,z sont des ensembles (la cinquie`me abre´geant simplement une conjonc-
tion de ces formules) :
Notation 4.1.1 Pour z, x, y des variables :
1. Sgl[x; z] =def ∀v(v ∈ z ⇔ v = x)
2. Pr[x, y; z] =def ∀v(v ∈ z ⇔ (v = x ∨ v = y))
3. Cpl[x, y; z] =def ∀w(w ∈ z ⇔ (Sgl[x; z] ∨ Pr[x, y; z]) )
4. CplIn[z; x, y] =def ∃v (v ∈ z ∧ Cpl[x, y; v])
5. CplsIn[z; x, y& z′; x′, y′] =def CplIn[z; x, y] ∧ CplIn[z′; x′, y′]
Les 8 abre´viations suivantes concernent les formules exprimant respecti-
vement que, pour d,a,b des ensembles :
1. d est une relation binaire
2. d est fonctionnelle
3. d est une fonction
4. a est le domaine de d (vu comme une relation binaire)
5. d est une fonction de domaine a
6. Pour tout x du domaine de d on a d(x) = {d(x′) : (x,x′) ∈ b}
7. d est une de´coration du “graphe” a,b
8. (a,b) est un graphe, autrement dit b est une relation binaire sur a
Notation 4.1.2 Pour a, b et d des variables on de´ﬁnit :
1. Rel[d] =def ∀z (z ∈ d⇒ ∃x∃y Cpl[x, y; z])
2. Fnl[d] =def ∀x∀y∀y′(CplsIn[d; x, y& d; x, y′]⇒ y = y′)
3. Fonct[d] =def Rel[d] ∧ Fnl[d]
4. Dom[d, a] =def ∀x.(x ∈ a⇔ ∃y CplIn[d; x, y])
5. FnDm[d, a] =def Fonct[d] ∧Dom[d, a]
6. Dc[b, d] =def ∀x∀y (CplIn[d; x, y]⇒ ∀y′(y′ ∈ y ⇔ ∃x′CplsIn[b; x, x′& d; x′, y′]))
7. De´co[a, b, d] =def FnDm[a, d] ∧Dc[b, d]
8. Graph[a, b] =def ∀z (z ∈ b⇒ ∃x∃x′(x ∈ a ∧ x′ ∈ a ∧ Cpl[x, x′; z]))
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Nous sommes maintenant en mesure d’e´noncer formellement l’axiome
AFA :
(ZFC-AFA) ∀a∀b (∃x(x ∈ a) ∧ ∃x(x ∈ b) ∧Graph[a, b]
⇒ ∃d (De´co[a, b, d] ∧ ∀d′(De´co[a, b, d′]⇒ d = d′)))
Cet axiome est clairement e´quivalent a` la conjonction des deux axiomes
suivants, appele´s respectivement AFA1 et AFA2 par P.Aczel. Le premier
exprime l’aspect existentiel de AFA, “il existe une de´coration”, le deuxie`me
exprime l’unicite´ de cette de´coration :
(ZFC-AFA1) ∀a∀b (∃x (x ∈ a) ∧ ∃x (x ∈ b) ∧Graph[a, b]⇒ ∃d.De´co[a, b, d])
(ZFC-AFA2) ∀d∀d′∀a∀b (∃x(x ∈ a) ∧ ∃x(x ∈ b) ∧Graph[a, b]
∧De´co[a, b, d] ∧De´co[a, b, d′]⇒ d = d′)
Nous allons aborder maintenant les de´monstrations dans MTA des tra-
ductions de ZFC-AFA1 et ZFC-AFA2, traductions que nous noterons res-
pectivement AF˙A1 et AF˙A2 : :
 ∀˙a∀˙b.(∃˙x.(x∈˙a)∧˙∃˙x.(x∈˙b)∧˙G˙rap˙h[a, b]⇒˙∃˙d.D˙e´c˙o[d, a, b]
 ∀˙d∀˙d′∀˙a∀˙b.(∃˙x(x∈˙a)∧˙∃x(x∈˙b)∧˙G˙rap˙h[a, b]
∧˙D˙e´c˙o[d, a, b]∧˙D˙e´c˙o[d′, a, b]⇒˙d∼˙d′))
Pour ces deux de´monstrations, nous proce´derons comme suit :
1. Nous montrerons qu’il existe des repre´sentations syntaxiques cano-
niques des couples et des fonctions dans MT .
2. Nous introduirons un φ-constructeur Eval qui est une sorte d’ope´rateur
d’e´valuation : applique´ a` une “fonction” d et un “e´le´ment” x de son
domaine, il donne “l’image”, note´e d〈x〉, de x par d.
3. Nous montrerons des proprie´te´s des MT -de´corations, c’est a` dire des
termes d ve´riﬁant :
 φa, φb, G˙rap˙h[a, d] −→ D˙e´c˙o[a, b, d].
4. Sous l’axiome supple´mentaireMTA-De´co, nous montrerons l’existence
d’une MT -de´coration De´coration(a, b), ou` De´coration( , ) est un φ-
constructeur d’arite´ 2 que nous de´ﬁnirons. Nous en de´duirons AF˙A1.
5. Nous introduirons une re`gle dite de Coinduction d’ou` de´coulera AF˙A2.
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4.2 Repre´sentation syntaxique des couples dans
MT
Nous introduirons tout d’abord un φ-constructeur 〈 , 〉, puis nous mon-
trerons (Corollaire 4.2.8.3 p.125) que les termes de la forme 〈t, s〉, ou` s, t ∈
Λ(C), sont les repre´sentants canoniques des couples dans la syntaxe deMT ,
autrement dit :
 φx, φy, z∼˙〈x, y〉 ←→ C˙pl[x, y; z]
ou` C˙pl[z; x, y] est la traduction de la formule Cpl[x, y; z] dans MTA. On
montrera aussi que 〈 , 〉 est faiblement compatible avec ∼˙ i.e que :
 φx, φx′, φy, φy′, x∼˙x′∧˙y∼˙y′ ←→ 〈x, y〉∼˙〈x′, y′〉
4.2.1 Le φ-constructeur 〈 , 〉
Conforme´ment a` la de´ﬁnition usuelle du couple (x,y) comme paire {{x}, {x,y}},
l’e´criture du constructeur 〈 , 〉 utilise les constructeurs P =def λxλyλw.(if w x y)
et S =def λw.x de´ﬁnis en Section 3.3.1 :
De´ﬁnition 4.2.1 :
1. 〈 , 〉 =def λxλy.(P SxPxy)
2. 〈t, s〉 =def 〈 , 〉ts pour tous termes t,s et w /∈ V L(t, s)
Nous montrons en pre´ambule que 〈 , 〉 est un φ-constructeur d’arite´ 2 :
Lemme 4.2.2 (Couple)  φx, φy −→ φ〈x, y〉
Preuve. De´coule facilement de Singleton (Lemme 3.3.32) et de l’axiome
(MT -P ). 
Le corollaire trivial qui suit nous sera utile dans la prochaine section :
Corollaire 4.2.3 Pour tous termes s[y], t[y], si (sx) et (tx) sont des φ-
structures alors :  φy, φx → φ〈sx, tx〉 
Avant de montrer d’autres proprie´te´s du constructeur 〈 , 〉 de´coulant es-
sentiellement des proprie´te´s correspondantes de S et P , on introduit une
terminologie :
De´ﬁnition 4.2.4 On appellera dore´navant et respectivementMT -Singletons,
MT -Paires et MT -Couples Standards les termes de la forme St, Pts et
〈t, s〉, ou` t et s sont des termes de MTA.
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4.2.2 Proprie´te´s des MT -couples standards
Cette section sera de´die´e a` la de´monstration des points suivants qui
expriment que les φ-constructeurs S, P et 〈 , 〉 calculent les fonctionnelles
Sgl, Pr et Cpl. Autrement dit lesMT -singletons,MT -paires etMT -couples
standards sont bien les interpre´tations canoniques des singletons, paires et
couples dans MTA :
(1)  φz, φx, (z∼˙Sx←→ S˙gl[x; z])
(2)  φz, φx, φy, (z∼˙Pxy ←→ P˙ r[x, y; z])
(3)  φz, φx, φy, (z∼˙〈x, y〉 ←→ C˙pl[x, y; z])
(4)  φz, φx, φy, (C˙plIn[z; x, y]←→ 〈x, y〉∈˙z)
Le point (4) sera traite´ a` part. Pour les points (1),(2) et (3), et comme les
formules Sgl[x; z], Pr[x, y; z] et Cpl[x, y; z] sont clairement fonctionnelles, il
nous reste a` montrer que S, P et 〈 , 〉 calculent ces formules (Cf Proposition
3.6.6). Ce sera l’objet des trois prochains lemmes.
Rappelons que Sx et Pxy sont des abstractions, on a donc v∈˙Sx =MT
∃˙u.(Sxu)∼˙v et v∈˙Pxy =MT ∃˙u.(Pxy u)∼˙v (Remarque 3.4.18). Nous utili-
serons librement ces e´galite´s par la suite.
Lemme 4.2.5  φx −→ S˙gl[x; Sx]
Preuve. Rappelons que S˙gl[x; Sx] =def ∀˙v.(v∈˙Sx⇔˙v∼˙x). On montre
que :
 φx, φv, v∈˙Sx ←→ v∼˙x. Le re´sultat en de´coulant imme´diatement par
EquivNonM →M et Ge´ne´ :
−→)
1. hyp φx = φv = T
2. hyp v ∈ λw.x = ∃˙u.(λw.x u)∼˙v = T
Soit : u0 =def εu.((λw.x u)∼˙v)
3. Choix(2) φu0 = ((λw.x u0)∼˙v) = T
4. T riv.(3) +MTA-Sym∼ x∼˙v = v∼˙x = T
←−)
1. hyp φx = φy = φv = T
2. hyp v∼˙x = T
3. T riv.(2) +MTA-Sym∼ (v∼˙(λw.x T )) = ((λw.x T )∼˙v) = T
4. Exhib(MT -T, 1, 3) ∃˙u.((λw.x u)∼˙v) = v∈˙λw.x = T

On donne maintenant l’e´quivalent du lemme pre´ce`dent pour les MT -
paires standards :
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Lemme 4.2.6  φx, φy −→ P˙ r[x, y; Pxy]
Preuve. Rappelons que P˙ r[x, y; Pxy] =def ∀˙v.(v∈˙Pxy⇔˙(v∼˙x∨˙v∼˙y)).
On montre que  φx, φy, φv, v∈˙Pxy ←→ (v∼˙x ∨˙ v∼˙y), le re´sultat en de´coulant
imme´diatement par EquivNonM →M et Ge´ne´ :
−→) On raisonne par TND.
1. hyp φx = φy = φv = T
2. hyp v∈˙Pxy = ∃u.((Pxy u)∼˙v) = T
Soit : u0 =def εu.((Pxy u)∼˙v)
3. Choix(2) φu0 = ((Pxy u0)∼˙v) = T
4. hyp+ u0 = T
5. T riv.(3) + 3 ((Pxy u0)∼˙v) = ((Pxy T )∼˙v) = x∼˙v = T
6. MTA-Sym∼(5) v∼˙x = T
7. Me´ta(LoiLg3)(6) (v∼˙x ∨˙ v∼˙y) = !(v∼˙y) = T
8. MP (1; De´tZFCs) + Trivial(7) (v∼˙x ∨˙ v∼˙y) = T
9. De´duct-(4, 8) u0 −→ (v∼˙x ∨˙ v∼˙y)
10. hyp+ ¬˙u0 = T
11. InsTauto ¬˙u0 −→ ((Pxy u0) = y)
12. MP (10; 11) (Pxy u0) = y
13. T riv.(12) + 3 +MTA-Sym∼ ((Pxy u0)∼˙v) = y∼˙v = v∼˙y = T
14. T riv.(13) +MP (1; De´tZFCs) (v∼˙x ∨˙ v∼˙y) = !(v∼˙x) = T
15. De´duct-(10, 14) ¬˙u0 −→ (v∼˙x ∨˙ v∼˙y)
16. TND(3, 9, 15) (v∼˙x ∨˙ v∼˙y) = T
←−) La de´monstration utilise le ThmZFCs sur le the´ore`me :
((v = x ∨ v = y) ∧ x ∈ u ∧ y ∈ u)⇒ v ∈ u
1. hyp φx = φy = φv = T
2. hyp (v∼˙x∨˙v∼˙y) = T
3. MP (1; Lem3.5.25, 3.5.26) x∈˙Pxy = y∈˙Pxy = T
4. Me´ta(LoiLg2)(2, 3) ((v∼˙x ∨˙ v∼˙y)∧˙x∈˙Pxy∧˙y∈˙Pxy) = T
5. MP (1; ThmZFCs) (((v∼˙x ∨˙ v∼˙y)∧˙x∈˙Pxy∧˙y∈˙Pxy)⇒˙v∈˙Pxy) = T
6. MP⇒˙(4; 5) v∈˙Pxy = T

L’e´quivalent des deux lemmes pre´ce´dents pour 〈 , 〉 va de´couler facilement
du fait que 〈x, y〉 =def (P SxPxy) :
Lemme 4.2.7  φx, φy −→ C˙pl[x, y; 〈x, y〉]
Preuve. La de´monstration utilise le ThmZFCs sur le the´ore`me de
ZFC :
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Sgl[x; u′] ∧ Pr[x, y; u′′] ∧ Pr[u′, u′′; u]⇒ Cpl[x, y; u]
1. hyp φx = φy = T
2. MP (1;Singleton, Paire) φSx = φPxy = T
3. Me´ta(Lem4.2.6)(2) P˙ r[Sx, Pxy; 〈x, y〉] = T
4. MP (1; Lem4.2.5, 4.2.6) S˙gl[x; Sx] = P˙ r[x, y; Pxy] = T
5. Me´ta(LoiLg2)(5, 6) (S˙gl[x; Sx]∧˙P˙ r[x, y; Pxy]∧˙P˙ r[Sx, Pxy; 〈x, y〉]) = T
6. MP (1; ThmZFCs) (S˙gl[x; Sx]∧˙P˙ r[x, y; Pxy]∧˙P˙ r[Sx, Pxy; 〈x, y〉])
⇒˙C˙pl[x, y; 〈x, y〉] = T
7. MP⇒˙(6; 8) C˙pl[x, y; 〈x, y〉] = T

En corollaire nous obtenons les points (1),(2) et (3) :
Corollaire 4.2.8 :
1)  φx, φz, (z∼˙Sx←→ S˙gl[x; z])
2)  φx, φy, φz, (z∼˙Pxy ←→ P˙ r[x, y; z ])
3)  φx, φy, φz, (z∼˙〈x, y〉 ←→ C˙pl[x, y; z]) 
Le point (4) est maintenant l’objet du lemme suivant :
Lemme 4.2.9  φw, φx, φy, C˙plIn[w; x, y]←→ 〈x, y〉∈˙w
Preuve. Rappelons que C˙plIn[w; x, y] =def ∃˙z.(z∈˙w∧˙C˙pl[x, y; z])
−→)
1. Hyp φd = φx = φy = T
2. Hyp ∃˙z.(z∈˙w∧˙C˙pl[x, y; z]) = T
Soit : z0 =def εz.(z∈˙w∧˙C˙pl[x, y; z])
3. Choix φz0 = (z0∈˙w∧˙C˙pl[x, y; z0]) = T
4. LoiLg1(3) z0∈˙w = C˙pl[x, y; z0]) = T
5. Me´ta(Cor4.2.8.3)(1+3, 4) z0∼˙〈x, y〉 = T
6. Me´ta(Substit)(1+3+5, 4) 〈x, y〉∈˙w = T
←−)
1. Hyp φd = φx = φy = T
2. Hyp 〈x, y〉∈˙w = T
3. MP (1; Couple) φ〈x, y〉 = T
4. Me´ta(Equi∼˙Φ)(3) 〈x, y〉∼˙〈x, y〉 = T
5. Me´ta(Cor4.2.8.3)(1, 3) C˙pl[x, y; 〈x, y〉] = T
6. LoiLg2(2, 5) (〈x, y〉∈˙w∧˙C˙pl[x, y; 〈x, y〉]) = T
7. Exhib(1, 3, 6) ∃˙z.(z∈˙w∧˙C˙pl[x, y; z]) = T

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4.2.3 Compatibilite´ de ∼˙ avec le constructeur 〈 , 〉.
Comme S et 〈 , 〉 calculent les fonctionnelles totales Sgl et Cpl, on a
imme´diatement par la Proposition 3.6.6.3 que S et 〈 , 〉 sont compatibles
avec ∼˙. Comme il est e´galement e´vident que ces fonctionnelles sont aussi
injectives, la re´ciproque est vraie, par la Proposition 3.6.6.4. Ce qu’exprime
le corollaire suivant :
Corollaire 4.2.10 (CompatCpl)
1)  φx, φx′, (x∼˙x′ ←→ Sx∼˙Sx′)
2)  φz, φx, φy, φy′, (x∼˙x′, y∼˙y′ ←→ 〈x, y〉∼˙〈x, y〉) 
Le corollaire suivant exprime que, pour des termes s[y] et t[y], si sz et tz
sont des φ-structures compatibles avec ∼˙ relativement a` z alors c’est aussi
le cas pour la φ-structure 〈sz, tz〉 :
Corollaire 4.2.11 Soient s[y], t[y] des termes.
Si (sx) et (tx) sont des φ-structures et que :
 φy, φx, φx′, x∼˙x′ → (sx)∼˙(sx′)
 φy, φx, φx′, x∼˙x′ → (tx)∼˙(tx′)
Alors :
 φy, φx, φx′, x∼˙x′ → 〈sx, tx〉∼˙〈sx′, tx′〉
Preuve. De´coule facilement de Me´ta applique´ au corollaire pre´ce´dent
en utilisant les proprie´te´s de t. 
4.3 Repre´sentation syntaxique des relations binaires
et des fonctions dans MT
A la repre´sentation canonique des couples que nous venons de donner
correspond une repre´sentation canonique des relations binaires et des fonc-
tions dans MT , que nous introduisons :
De´ﬁnition 4.3.1 Soit a une φ-structure. On appellera :
1) MT -relation (binaire) standard sur a tout terme de la forme
ra,st =def λz.〈s(az), t(az)〉, ou` s, t sont des termes tels que :
(i) (s x) et (t x) sont des φ-structures
2) MT -fonction standard de domaine a toute MT -relation standard de do-
maine a telle que :
(ii) s = λx.x et t est compatible avec ∼˙ relativement a` x
Ce terme sera alors note´ fa,t.
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Remarque 4.3.2 V L(ra,st) = V L(a, s, t), pour toute MT -relation stan-
dard ra,st sur a.
On donne maintenant des proprie´te´s e´le´mentaires desMT -relations stan-
dards qui de´coulent essentiellement de leur de´ﬁnitions. Le premier lemme
exprime que si a est un “ensemble” alors la restriction de ra,st a` Φ est un
“ensemble” :
Lemme 4.3.3 Pour toutes MT -relation standard ra,st et y ⊇ V L(s, t) :
 φa, φy −→ φra,st
Preuve. Nous montrons que ra,st est simple.
a, y, x X
a(νF ) (Σ (νΣ))
(s a(νF )) (t a(νF )) C[Σ/z] (De´f 4.3.1(i))
〈(s a(νF )), (t a(νF ))〉 C[Σ/z] (Couple)
λz.〈(s a(PνzF )), (t (a(PνzF )))〉 λz.Σ[Pνz/ν]
λz.〈s(az), t(az)〉 ΣMT

Lemme 4.3.4 Pour toute MT -relation standard ra,st et y ⊇ V L(s, t) :
1)  ¬˙ra,st = T
2)  z∈˙ra,st = ∃˙v.(ra,st v)∼˙z
3)  φa, φy, φz −→ 〈s(az), t(az)〉∈˙ra,st
Preuve. Le 1 de´coule directement des de´ﬁnitions de ra,st et ¬˙. Le 2
de´coule de celle de ∈˙. On montre le point 3 :
1. hyp φa = φy = T
2. hyp φz = T
3. MP (1; Lem4.3.3) φra,st = T
4. NonV ide.2(Point1, 3, 2) (ra,st z)∈˙ra,st = T
5. De´f(ra,st) + Trivial(4) 〈s(az), t(az)〉∈˙ra,st = T

Lemme 4.3.5 Pour toute MT -relation standard ra,st et y ⊇ V L(s, t), on
a :  φa, φy, φx, x∈˙a −→ 〈sx, tx〉∈˙ra,st
Preuve.
1. hyp φa = φy = φx = T
2. hyp x∈˙a = T
3. MP (1; Lem4.3.3) φra,st = T
4. MP (1, Cor4.2.3) φ〈sx, tx〉 = T
Soit : z0 =def εz.(az)∼˙x
5. NonV ide.1(2) φz0 = (az0) ∼ x = T
6. Me´ta(MT -App)(1, 3) φ(az0) = T
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7. Me´ta(Cor4.2.11)(1, 4, 3) 〈s(az0), t(az0)〉∼˙〈x, tx〉 = T
8. Me´ta(Lem4.3.4.3)(1, 4, 3) 〈s(az0), t(az0)〉∈˙φra,st = T
9. Me´ta(Substit)(3, 4, 7, 8) + Triv. 〈sx, tx〉∈˙φra,st = T

Corollaire 4.3.6 Pour toute MT -fonction standard fa,t et y ⊇ V L(t), on
a :  φa, φy, φx, x∈˙a −→ 〈x, tx〉∈˙fa,t 
Le re´sultat suivant est la re´ciproque du lemme pre´ce´dent. Il exprime
que tout “couple” appartenant a` une MT -relation standard ra,st est de la
forme 〈(s x0), (t x0) 〉, pour un x0 tel que φx0 = T , et que si de plus a est
“non-vide”, on a aussi x0∈˙a = T :
Lemme 4.3.7 Soient ra,st une MT -relation standard et y ⊇ V L(s, t).
Soient v0 =def εv.(ra,st)v∼˙〈x, z〉 et x0 = (av0), on a :
1)  φa, φy, φx, φz, 〈x, z〉∈˙ra,st −→ φx0
2)  φa, φy, φx, φz, 〈x, z〉∈˙ra,st −→ (s x0)∼˙x
 φa, φy, φx, φz, 〈x, z〉∈˙ra,st −→ (s x0)∼˙z
3)  φa, ¬˙a, φy, φx, φz, 〈x, z〉∈˙ra,st −→ x0∈˙a
Preuve. Pour simpliﬁer, on montre les trois points en meˆme temps.
Remarquons cependant que l’hypothe`se ¬˙a = T n’est utilise´e que pour le 3
en ligne 10 :
1. hyp φa = ¬˙a = φy = φx = φz = T
2. hyp 〈x, z〉∈˙ra,st = T
3. MP (1; Lem4.3.3) φ(ra,st) = T
4. hyp 〈x, z〉∈˙ra,st = T
Soient : v0 =def εv.(ra,st)v∼˙〈x, z〉 et x0 = (av0)
5. NonV ide.1 + Trivial(4) φv0 = 〈s(av0), t(av0) 〉∼˙〈x, z〉 = T
6. Me´ta(MT -App)(1, 5) φx0 = T
7. Me´ta(Def4.3.1(i))(1, 6) φ(s x0) = φ(t x0) = T
8. Me´ta(CompatCpl)(7, 1, 5) (s x0)∼˙x∧˙(t x0)∼˙z = T
9. Me´ta(LoiLg1)(8) (s x0)∼˙x = (t x0)∼˙z = T
10. NonV ide.2(1, 5) x0∈˙a = T

On montre maintenant que les MT -fonctions standards sur a sont bien
les repre´sentations syntaxiques des fonctions de domaine a dans MT (pour
a “non-vide”), autrement dit :
The´ore`me 4.3.8 Pour toute MT -fonction standard fa,t et y ⊇ V L(t) :
 φa, ¬˙a, φy −→ F˙ nDm[a, fa,t] = T
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Preuve.On doit montrer que  φa, φy −→ R˙el[fa,t]∧˙F˙nl[fa,t]∧˙D˙om[a, fa,t]
(Cf Notation 4.1.2). Par la LoiLg2, il suﬃt de ve´riﬁer se´paremment 
φa, φy −→ R˙el[fa,t],  φa, φy −→ F˙ nl[[fa,t] et  φa, φy −→ D˙om[a, fa,t].
Ce sera l’objet des trois lemmes qui suivent. 
Lemme 4.3.9 Pour toute MT -relation standard ra,st on a :
 φa, φy −→ R˙el[ra,st]
Preuve.
1. hyp φa = φy = T
2. hyp+ φv = T
3. hyp+ v∈˙ra,st = T
Soit : z0 =der εz.(ra,st z)∼˙v
4. NonV ide.1(3) + Trivial φz0 = (ra,st z0)∼˙v = T
5. T rivial(4) 〈s(az0), t(az0)〉∼˙v = T
6. Me´ta(MT -App)(1, 4) φ(az0) = T
7. Me´ta(Def4.3.1(i))(1, 6) φs(az0) = φt(az0) = T
8. Me´ta(Lem4.2.7)(7) C˙pl[s(az0), t(az0); 〈s(az0), t(az0)〉] = T
9. Me´ta(Substit)(2, 7, 5, 8) C˙pl[s(az0), t(az0); v] = T
10. Exhib(6 + 7, 9)× 2 ∃˙x∃˙y.C˙pl[x, y; v] = T
11. De´duct-(2 + 3, 7) φv, v∈˙ra,st −→ ∃˙x∃˙y.C˙pl[x, y; v]
12. ImplicNonM →M +Ge´ne´ ∀˙v.(v∈˙ra,st⇒˙∃˙x∃˙y.C˙pl[x, y; v]) = T
13. De´f(R˙el[ra,st]) R˙el[ra,st] = T

Lemme 4.3.10 Pour toute MT -fonction standard fa,t on a :
 φa, φy −→ F˙ nl[fa,t]
Preuve.Notons en ligne 12 l’utilisation de la condition (ii) de la De´ﬁnition
4.3.1.
1. hyp φa = φy = T
2. MP (1, Lem4.3.3) φfa,t = T
3. hyp+ φx = φy = φy′ = T
4. hyp+ C˙plIn[fa,t; x, y] = C˙plIn[fa,t; x, y′] = T
5. Me´ta(Lem4.2.9)(2, 3) 〈x, y〉∈˙fa,t = 〈x, y′〉∈˙fa,t = T
Soient : v0 =def εv.(fa,t v)∼˙〈x, y〉 et x0 =def (av0)
Soient : v1 =def εv.(fa,t v)∼˙〈x, y′〉 et x1 =def (av1)
6. MP (1, 3, 5; Lem4.3.7.1) φx0 = φx1 = T
7. MP (1, 3, 5; Lem4.3.7.2) x0∼˙x = x1∼˙x = T
8. MP (1, 3, 5; Lem4.3.7.2) (t x0)∼˙y = (t x1)∼˙y′ = T
9. T rans∼(7) x0∼˙x1 = T
10. Me´ta(De´f4.3.1.(ii))(1, 6, 9) (t x0)∼˙(t x1) = T
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11. T rans∼ + Sym∼(8, 10) y∼˙y′ = T
12. De´duct-(3 + 4, 11) φx, φy, φy′, C˙plIn[fa,t; x, y], C˙plIn[fa,t; x, y′] −→ y∼˙y′
13. ImplicNonM →M+Ge´ne´(12) ∀˙x∀˙y∀˙y′.(C˙plsIn[fa,t; x, y& fa,t; x, y′]⇒˙y∼˙y′) = T
14. De´f(F˙ nl[fa,t]) F˙ nl[fa,t] = T

Lemme 4.3.11 Pour toute MT -fonction standard fa,t on a :
 φa, ¬˙a, φy −→ D˙om[a, fa,t]
Preuve.Onmontre  φa, φy, φx, x∈˙a←→ ∃˙y.C˙plIn[fa,t; x, y], le re´sultat
en de´coulant par EquivNonM →M et Ge´ne´ (Cf Notation 4.1.2.4). On montre
les deux sens de ←→ en meˆme temps :
1. hyp φa = φy = φx = T
2. hyp ¬˙a = T
3. MP (1, Lem4.3.3) φ(fa,t) = T
4. De´f4.3.1.(i)(1) φ(tx) = T
5. hyp+ x∈˙a = T
6. MP (1, 5; Cor4.3.6) 〈x, tx〉∈˙fa,t = T
7. Me´ta(Lem4.2.9)(3, 1, 4, 6) C˙plIn[fa,t; x, tx] = T
8. Exhib(4, 7) ∃˙y.C˙plIn[fa,t; x, y] = T
9. De´duct-(5, 8) x∈˙a −→ ∃˙y.C˙plIn[fa,t; x, y]
10. hyp+ ∃˙y.C˙plIn[fa,t; x, y] = T
Soit : y0 =def εy.C˙plIn[fa,t; x, y]
11. Choix(10) φy0 = C˙plIn[fa,t; x, y0] = T
12. Me´ta(Lem4.2.9)(3, 1, 11) 〈x, y0〉∈˙fa,t = T
Soient : v0 =def εv.(fa,t v)∼˙〈x, y0〉 et x0 =def (av0)
13. Me´ta(Lem4.3.7.1)(1, 11, 12) φx0 = T
14. Me´ta(Lem4.3.7.2)(1, 11, 12) x0∼˙x = T
15. Me´ta(Lem4.3.7.3)(1, 11, 12, 2) x0∈˙a = T
16. Me´ta(Substit)(1, 14, 15) x∈˙a = T
17. De´duct-(10, 16) ∃˙y.C˙plIn[fa,t; x, y] −→ x∈˙a

Avant de cloˆre cette section nous donnons une proprie´te´ des “graphes” :
Lemme 4.3.12  φa, φb, φx, φy, G˙rap˙h[a, b], C˙plIn[b; x, x′] −→ x∈˙a; y∈˙a
Preuve. La formule Graph[a, b]∧CplIn[b; x, y]⇒ (x ∈ a∧ y ∈ a) e´tant
clairement un the´ore`me de ZFC, on a, par ThmZFCs :
 φa, φb, , φx, φy −→ ((G˙rap˙h[a, b]∧˙C˙plIn[b; x, y])⇒˙(x∈˙a∧˙y∈˙a))
Le re´sultat de´coule alors facilement en utilisant la LoiLg1 et ImplicM →NonM .

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4.4 Le φ-constructeur Eval
Rappelons que le constructeur Eval est une sorte d’ope´rateur d’e´valuation,
applique´ a` une “fonction” d et a` un “e´le´ment” x de son domaine, il rend
l’image d〈x〉 de x par d. C’est essentiellement cette proprie´te´ que nous allons
montrer ici.
De´ﬁnition 4.4.1 Eval =def λdλx.d〈x〉
ou`, pour d, x des variables, d〈x〉 =def εy.C˙plIn[d; x, y]
On montre tout d’abord que Eval est un φ-constructeur d’arite´ 2 :
Lemme 4.4.2 (Eval)  φd, φx −→ φd〈x〉, et donc Eval est un φ-constructeur
d’arite´ 2.
Preuve. Le re´sultat de´coule du The´ore`me de Construction du fait que
le terme εy.C˙plIn[d; x, y] est un terme simple. Ce que nous montrons :
x, y, d X
C˙plIn[d; x, y] C[Σ/z] (Lem3.3.26)
εy.C˙plIn[d; x, y] εy.Σ[T/ν]

Le lemme qui suit exprime le fait que Eval e´value la valeur de d sur tout
“e´le´ment” de son “domaine” :
Lemme 4.4.3  φd, φa, φx, F˙nDm[a, d], x∈˙a −→ C˙plIn[d; x, d〈x〉]
Preuve.
1. hyp φd = φa = φx = T
2. hyp F˙ onct[d]∧˙D˙om[a, d] = T
3. hyp x∈˙a = T
4. Me´ta(LoiLg1)(2)+De´f(D˙om[]) ∀˙x.(x∈˙a⇔˙∃˙y.C˙plIn[d; x, y])
5. Inst∀˙(1; 4) x∈˙a⇔˙∃˙y.C˙plIn[d; x, y] = T
6. MP⇒˙(3; 5) ∃˙y.C˙plIn[d; x, y] = T
7. Choix(6) + Trivial C˙plIn[d; x, d〈x〉] = T

Comme d est une “fonction”, d〈x〉 est unique en tant “qu’image” de “x
par d”, ce qu’exprime le lemme qui suit :
Lemme 4.4.4  φd, φa, φx, φy, F˙nDm[a, d], x∈˙a, C˙plIn[d; x, y] −→ y∼˙d〈x〉
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Preuve.
1. hyp φd = φa = φx = φy = T
2. hyp R˙el[d]∧˙F˙ nl[d]∧˙D˙om[a, d] = T
3. hyp x∈˙a = T
4. hyp C˙plIn[d; x, y] = T
5. Me´ta(LoiLg1)(2)+De´f(F˙ nl[]) ∀˙x∀˙y∀˙y′(C˙plsIn[d; x, y& d, x, y′]⇒˙y∼˙y′) = T
6. MP (1, 2, 3; Lem4.4.3) φd〈x〉 = C˙plIn[d; x, d〈x〉] = T
7. Me´ta(LoiLg2)(4, 5) C˙plsIn[d; x, y& d; x, d〈x〉] = T
8. Inst∀˙(1, 5) C˙plsIn[d; x, y& d; x, d〈x〉]⇒˙y∼˙d〈x〉 = T
9. MP⇒˙(8; 6) y∼˙d〈x〉) = T 
On montre maintenant la compatibilite´ forte de Eval avec ∼˙ relative-
ment a` x (dont de´coule imme´diatement la compatibilite´ faible par le Lemme
3.5.21 et Re´fl∼φ ) :
Lemme 4.4.5 (Compatd〈 〉)
 φd, φx, φx′, x∼˙x′ −→ d〈x〉 = d〈x′〉
 φd, φx, φx′, x∼˙x′ −→ d〈x〉∼˙d〈x′〉
Preuve.
1. hyp φx = φx′ = φd = T
2. hyp x∼˙x′ = T
3. hyp+ φy = T
4. hyp+ C˙plIn[d; x, y] = T
5. MP (1, 2; Substit) C˙plIn[d; x′, y) = T
6. De´duct-(4, 5) C˙plIn[d; x, y] −→ C˙plIn[d; x′, y)
7. Idem(4-6) C˙plIn[d; x′, y) −→ C˙plIn[d; x, y]
8. EquivNonM →M (6, 7) C˙plIn[d; x, y]⇔˙C˙plIn[d; x′, y) = T
9. De´duct-(3, 8) φy −→ C˙plIn[d; x, y]⇔˙C˙plIn[d; x′, y]
10. Ackermann(9) εy.C˙plIn[d; x, y] = εy.C˙plIn[d; x′, y]
11. De´f(d〈x〉) + Triv. d〈x〉 = d〈x′〉

4.5 Les MT -de´corations
De´ﬁnition 4.5.1 On appellera MT -de´corations tout terme d ve´riﬁant :
 φa, φb, G˙rap˙h[a, d] −→ D˙e´c˙o[a, b, d].
Comme de´ja` signale´ a` la ﬁn de la Section 4.1, nous exhiberons bientoˆt
un exemple de MT -de´coration. Ici nous montrerons les proprie´te´s des MT -
de´corations utiles pour de´duire AF˙A2 (Cf Section 4.7). Ces proprie´te´s seront
essentiellement des proprie´te´s de´coulant de la de´ﬁnition d’une de´coration.
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Rappelons que d est une de´coration du graphe (a,b) si, pour tout x ∈ a, on
a :
d(x) = {d(x′) : (x,x′)∈˙b}
La premie`re proprie´te´ que nous montrons utilise un the´ore`me de ZFC
exprimant que si d est une de´coration du graphe (a,b) alors, pour tout x ∈ a,
d(x) = ∅ si et seulement si {x′ : CplIn[b; x,x′]} = ∅. Par ThmZFCs on a
donc :
(*)  φd, φa, φb, φx, φy −→ G˙rap˙h[a, b]∧˙D˙e´c˙o[d, a, b]∧˙x∈˙a∧˙C˙plIn[d; x, y]
⇒ (∀˙z.¬˙(z∈˙y)⇔˙¬˙∃x′.C˙plIn[b; x, x′])
Lemme 4.5.2 :
1)  φd, φa, φb, φx, G˙rap˙h[a, b], D˙e´c˙o[d, a, b], x∈˙a, ( d〈x〉 ←→ ¬˙∃˙x′.C˙plIn[b; x, x′] )
2)  φd, φa, φb, φx, G˙rap˙h[a, b], D˙e´c˙o[d, a, b], x∈˙a, ( ¬˙d〈x〉 ←→ ∃˙x′.C˙plIn[b; x, x′] )
Preuve. Le 2 se montre facilement en utilisant le 1 et la tautologie
x⇔˙¬˙y = ¬˙x⇔˙y. On montre le 1 :
1. hyp φd = φa = φb = φx = T
2. hyp G˙rap˙h[a, b] = D˙e´c˙o[d, a, b] = T
3. hyp x∈˙a = T
4. Me´ta(LoiLg1)(2) F˙ nDm[a, d] = T
5. MP (1, 3, 4; Lem4.4.3) φd〈x〉 = C˙plIn[d; x, d〈x〉] = T
6. Me´ta(LoiLg2)(2, 3, 5) G˙rap˙h[a, b]∧˙D˙e´c˙o[d, a, b]∧˙x∈˙a∧˙C˙plIn[d; x, d〈x〉] = T
7.MP⇒˙(Me´ta(*)(1, 5), 6) ∀˙z.¬˙(z∈˙d〈x〉)⇔˙¬˙∃x′C˙plIn[b; x, x′] = T
8. Equi vM →NonM (7) ∀˙z.¬˙(z∈˙d〈x〉)←→ ¬˙∃x′C˙plIn[b; x, x′]
9. Me´ta(Cor3.4.22.1)(5) ∀˙z.¬˙(z∈˙d〈x〉)←→ d〈x〉
10. T rans←→(10, 11) d〈x〉 ←→ ¬˙∃x′C˙plIn[b; x, x′]

Une conse´quence imme´diate du lemme pre´ce´dent est que, pour deux
de´corations d et d′ d’un meˆme graphe (a,b), et x ∈ a, on a d(x) = ∅ ssi
d′(x) = ∅. Ceci est exprime´ le corollaire suivant qui de´coule facilement par
la transitivite´ ←→ :
Corollaire 4.5.3 :
1)  φd, φd′, φa, φb, φx, G˙rap˙h[a, b], D˙e´c˙o[d, a, b], D˙e´c˙o[d′, a, b], x∈˙a,
d〈x〉 ←→ d′〈x〉
2)  φd, φd′, φa, φb, φx, G˙rap˙h[a, b], D˙e´c˙o[d, a, b], D˙e´c˙o[d′, a, b], x∈˙a,
¬˙d〈x〉 ←→ ¬˙d′〈x〉

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La deuxie`me proprie´te´ que nous montrons utilise un the´ore`me de ZFC
exprimant que, si d est une de´coration du graphe (a,b) et que (x,x′) ∈ b
alors d(x′) ∈ d(x). Par ThmZFCs on a donc :
(**)  φd, φa, φb, φx, φx′, φy, φy′ −→ (F˙ orm[d, a, b, x, x′, y, y′]⇒˙y′∈˙y)
ou` F˙ orm[d, a, b, x, x′] abre`ge :
G˙rap˙h[a, b]∧˙D˙e´c˙o[d, a, b]∧˙C˙plIn[b; x, x′]∧˙C˙plsIn[d; x, y& d; x′, y′]
Lemme 4.5.4 :
 φd, φa, φb, φx, φx′, Graph[a, b], D˙e´c˙o[d, a, b], C˙plIn[b; x, x′] −→ d〈x′〉∈˙d〈x〉
Preuve.
1. hyp φd = φa = φb = φx = φx′ = T
2. hyp G˙rap˙h[a, b] = C˙plIn[b; x, x′] = T
3. hyp D˙e´c˙o[d, a, b] = T
4. MP (1; Eval) φd〈x〉 = φd〈x′〉 = T
5. MP (1, 2; Lem4.3.12) x∈˙a = x′∈˙a = T
6. Me´ta(LoiLg1)(3) F˙ nDm[a, d] = T
7. MP (1, 4, 5; Lem4.4.3) C˙plIn[d; x, d〈x〉] = C˙plIn[d; x, d〈x′〉] = T
8. Me´ta(LoiLg2)(2, 3, 7) F˙ orm[d, a, b, x, x′, d〈x〉, d〈x′〉] = T
9. Me´ta( (**) )(1, 4) (F˙ orm[d, a, b, x, x′, d〈x〉, d〈x′〉]⇒˙d〈x′〉∈˙d〈x〉) = T
10. MP⇒˙(8; 9) d〈x′〉∈˙d〈x〉 = T

Lorsque ¬˙d〈x〉 = T , les e´le´ments de d〈x〉 sont de la forme d〈x〉y pour
y ∈ Φ, c’est ce qu’exprimait NonV ide (Lemme 3.4.19). Les deux lemmes
suivants montrent que ces e´le´ments sont eux-meˆmes de la forme d〈w0〉, pour
w0∈˙a = T et C˙plIn[b; x,w0] = T . Le premier de´coule facilement de la
de´ﬁnition de Dc[d, a, b] (Notation 4.1.2.6) en utilisant Ins∀˙, ImplicM →NonM
et E quivM →NonM :
Lemme 4.5.5 :
 D˙c[d, b], φx, φy, C˙plIn[d;x, y], φy′, y′∈˙y −→ ∃˙x′.C˙plsIn[b;x, x′& d, x′, y′]

Lemme 4.5.6 Soit x0 =def εx′.C˙plsIn[b; x, x′& d; x′, d〈x〉y), on a :
 φd, φa, φb, φx, φy, G˙raph[a, b], De´co[d, a, b], x∈˙a, ¬˙d〈x〉 −→ φw0
 φd, φa, φb, φx, φy, G˙raph[a, b], De´co[d, a, b], x∈˙a, ¬˙d〈x〉 −→ w0∈˙a
 φd, φa, φb, φx, φy, G˙raph[a, b], De´co[d, a, b], x∈˙a, ¬˙d〈x〉 −→ C˙plIn[b; x,w0)
 φd, φa, φb, φx, φy, G˙raph[a, b], De´co[d, a, b], x∈˙a, ¬˙d〈x〉 −→ d〈x〉y∼˙d〈w0〉
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Preuve.
1. hyp φd = φa = φb = φx = φy = T
2. hyp G˙raph[a, b] = T
3. hyp De´co[d, a, b] = F˙ nDm[a, d]∧˙D˙c[d, b] = T
4. hyp ¬˙d〈x〉 = T
5. hyp x∈˙a = T
6. NonV ide.2(4, 1) d〈x〉y∈˙d〈x〉 = T
7. Me´ta(LoiLg1)(3) F˙nDm[a, d] = D˙c[d, b] = T
8. MP (1, 5, 7; Lem4.4.3) φd〈x〉 = C˙plIn[d; x, d〈x〉] = T
9. Me´ta(MT -App)(8, 1) φ(d〈x〉y) = T
10. NonV ide.1(8, 4, 1) d〈x〉y∈˙d〈x〉 = T
11. Me´ta(7, 1, 8, 9; Lem4.5.5) ∃˙x′.C˙plsIn[b; x, x′& d; x′, d〈x〉y] = T
Soit : w0 =def εx′.(C˙plsIn[b; x, x′& d; x′, d〈x〉y])
12. Choix(11) φw0 = C˙plsIn[b; x,w0& d; w0, d〈x〉y] = T
13. Me´ta(LoiLg1)(12) C˙plIn[b; x,w0] = C˙plIn[ d; w0, d〈x〉y] = T
14. Me´ta(Lem4.3.12)(1, 12, 2, 13) w0∈˙a = T
15.Me´ta(Lem4.4.4)(1,3,12,9,13) d〈x〉y∼˙d〈w0〉 = T

4.6 Axiome deDe´coration et prouvabilite´ de AF˙A1
Rappelons que AF˙A1 est la traduction de AFA1 dans le langage de
MTA. Dans cette section on montre que AF˙A1 est une conse´quence de
l’axiome dit “de De´coration”. Cet axiome que nous donnons maintenant
utilise deux constructeurs φ˜ et δ que nous de´ﬁnirons bientoˆt :
Axiome 4.6.1 .
MTA-De´co φb, φx −→ φ˜(δbx)
Comme tous les e´nonce´s existentiels, AFA1 est de´montre´ dans MTA
en exhibant un φ-constructeur ve´riﬁant la (traduction de la) formule conte-
nue dans AFA1. Ce φ-constructeur sera note´ De´coration( , ). Il utilise un
constructeur δΦ que nous introduirons imme´diatement apre`s les construc-
teurs φ˜ et δ. Nous montrerons alors (Section 4.6.5) que, pour 〈a, b〉 un “gra-
phe”, De´coration(a, b) est une “de´coration” de 〈a, b〉. Nous en de´duirons
ﬁnalement  AF˙A1 = T .
136
4.6 Axiome de De´coration et prouvabilite´ de AF˙A1
4.6.1 Le constructeur φ˜
Comme nous l’avons de´ja` signale´ dans l’introduction de cette the`se, dans
MTA il existe des objets, qui, bien que n’e´tant pas des “ensembles”, sont
“e´gaux” a` des “ensembles”. Le pre´dicat “eˆtre e´gal a` un ensemble” est ex-
prime´ dans la syntaxe par le constructeur φ˜, son interpre´tation dansM sera
la fonction caracte´ristique (nous verrons en quel sens dans la Section 11.2.6
de la 2e`me Partie) de la cloˆture Φ˜ de Φ par ∼ :
De´ﬁnition 4.6.2 φ˜ =def λx.∃˙y.(x∼˙y)
La premie`re proprie´te´ de φ˜ exprime le fait que Φ ⊆ Φ˜ :
Lemme 4.6.3  φx −→ φ˜x
Preuve. Comme la formule ∃y (x = y) est une conse´quence triviale de
l’extensionalite´, par ThmZFCs on a  φx −→ ∃˙y.(x∼˙y). Le re´sultat est
donc imme´diat.

On donne maintenant un constructeur auxiliaire qui joue le roˆle de
“l’identite´ au sens de ∼Φ”, et dont les proprie´te´s sont lie´es a` celles de φ˜ :
De´ﬁnition 4.6.4 I˜ =def λx.εy.x∼˙y
Le lemme qui suit de´coule trivialement des de´ﬁnitions de I˜ et Choix :
Lemme 4.6.5 :
 φ˜x −→ φ(I˜x)
 φ˜x −→ x∼˙(I˜x) 
Lemme 4.6.6 :
1)  φx −→ φ(I˜x)
2)  φx −→ (I˜x)∼˙x
3)  φx −→ (I˜x) = (I˜(I˜x))
4)  φx, φy, x∼˙y −→ (I˜x) = (I˜y).
Preuve. Le 1 et le 2 viennent imme´diatement par le Lemme 4.6.3 et la
transitivite´ de −→ par le 1 et 2 du lemme pre´ce´dent. Le 3 de´coule aise´ment
du 1,2 et 4. Maintenant, il est facile de montrer  φy, φy′, φz, y∼˙y′ −→
(z∼˙y⇔˙z∼˙y′), le 4 est donc une conse´quence d’Ackermann. 
Lemme 4.6.7 (Re´ﬂ∼
φ˜
)  φ˜x −→ x∼˙x
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Preuve.
1. hyp ∃˙y.(x∼˙y) = T
2. MP (1; Lem4.6.6.1) φ(I˜x) = (I˜x)∼˙x = T
3. Me´ta(Compat)(2) x∼˙x = (I˜x)∼˙x
4. T rivial(2, 3) x∼˙x = T

Corollaire 4.6.8  φ˜x −→!x
Preuve. Le re´sultat de´coule aise´ment du lemme pre´ce´dent et de ce que
 x∼˙x −→!x (Lemme 3.4.11) . 
Lemme 4.6.9  φ˜x, φz −→ φ˜(xz)
Preuve. On raisonne par TND.
Rappelons que x∼˙0(I˜x) =def ∀˙z.∃˙y.(xz∼˙((I˜x)y))∧˙∀˙y.∃˙z.(xz∼˙((I˜x)y)) :
1. hyp φ˜x = T
2. hyp φz = T
3. MP (1; Cor4.6.8) !x = T
4. hyp+ x = T
5. Me´ta(Lem4.6.3)(MT -T ) φ˜T = T
6. T rivial(4) + 5 φ˜(xz) = φ˜(Tz) = φ˜T = T
7. De´duct-(4, 6) x −→ φ˜(xz)
8. hyp+ ¬˙x = T
9. MP (1; Lem4.6.6.1) φ(I˜x) = x∼˙(I˜x) = T
10. Me´ta(Lem3.4.13)(8, 9) ¬˙(I˜x) = T
11. Me´ta(Lem3.4.14)(8, 10) x∼˙0(I˜x) = T
12. Me´ta(LoiLg1)(11) ∀˙z.∃˙y.(xz∼˙((I˜x)z)) = T
13. Inst∀˙(2, 12) ∃˙y.(xz∼˙((I˜x)y)) = T
Soit : y0 =def εy.(xz∼˙((I˜x)y))
14. Choix(13) φy0 = (xz)∼˙((I˜x)y0) = T
15. Me´ta(MT -App)(9, 14) φ((I˜x)y0) = T
16. Me´ta(Substit)(15, 14) ∃˙y.((I˜x)y0)∼˙y = ∃˙y.xz∼˙y
17. T rivial(16) φ˜((I˜x)y0) = φ˜(xz)
18.Me´ta(Lem4.6.3)(15) φ˜((I˜x)y0) = T
19. T rivial(17, 18) φ˜(xz) = T
20. De´duct–(8, 18) ¬˙x −→ φ˜(xz)
21. TND(3, 7, 19) φ˜(xz) = T

Le corollaire suivant de´coule facilement du Lemme 4.6.5 par Substit et
De´tZFCs.
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Corollaire 4.6.10 (De´tZFCφ˜) Pour tout ZFC-terme B[z, u] on a :
 φz, φ˜x −→!B[x/u] 
4.6.2 Le constructeur δ
Rappelons que, pour un graphe donne´ (a,b), on appelle feuille tout
sommet x de a qui n’a pas d’enfant, c’est a` dire tel que {y : (x,y) ∈ b} = ∅.
Ceci justiﬁe les de´ﬁnitions suivantes :
De´ﬁnition 4.6.11 :
1) Feuil =def λbλx.¬˙∃˙y.〈x, y〉∈˙b
2) Enf =def λbλx.εy.〈x, y〉∈˙b
Les lemmes suivants de´coule essentiellement des de´ﬁnitions de Feuil et
Enf :
Lemme 4.6.12 (Feuil) Feuil est un φ-constructeur d’arite´ 2.
Preuve. On a φb, φx, φy −→ φ¬˙∃˙y.〈x, y〉∈˙b par De´tZFCs (The´ore`me
3.3.28). 
Lemme 4.6.13 (Enf) Enf est un φ-constructeur d’arite´ 2.
Preuve. Par De´tZFCS on a φb, φx, φy −→!(〈x, y〉∈˙b). Le re´sultat est
donc une conse´quence imme´diate du point 2 de De´t∃˙,∀˙ (Lemme 2.3.20). 

Lemme 4.6.14  φb, φx, ¬˙(Feuil b x) −→ 〈x, (Enf b x)〉∈˙b
Preuve.
1. hyp φb = φx = T
2. hyp ¬˙(Feuil b x) = T
3. De´f(Feuil) + Trivial ¬˙¬˙∃˙y.〈x, y〉∈˙b = T
4. InstTauto+ 3 ¬˙¬˙∃˙y.〈x, y〉∈˙b = ∃˙y.〈x, y〉∈˙b = T
5. Choix(4) 〈x, (Enf b x)〉∈˙b = T

Nous donnons maintenant la de´ﬁnition de δ :
De´ﬁnition 4.6.15 :
1) ∆˙ =def λdλbλxλy.(if 〈x, y〉∈˙b db(I˜y) db(Enf b x))
2) d˙ =def λdλbλx.( if (Feuil b x) T (∆˙ d b x))
3) δ =def (Y d˙)
Remarque 4.6.16 Pour toute variable b, x, on a : δbx =β ( if (Feuil b x) T (∆˙ δ b x))
Nous utiliserons librement la remarque pre´ce´dente par la suite. On va
maintenant s’inte´resser aux proprie´te´s de δ :
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Proprie´te´s e´le´mentaires de δ
Les deux lemmes faciles suivants expriment des proprie´te´s de δ qui
de´coulent essentiellement de sa de´ﬁnition :
Lemme 4.6.17 :
1)  φb, φx, (δbx←→ (Feuil b x))
2)  φb, φx, (¬˙δbx←→ ¬˙(Feuil b x)) 
Lemme 4.6.18 :
1)  φb, φx, ¬˙δbx −→ δbx = (∆˙ δ b x)
2)  φb, φx, φy, 〈x, y〉∈˙b −→ ¬˙(Feuil b x) 
Le lemme qui suit de´crit le comportement applicatif de δbx = T sur les
e´le´ments de Φ. Il exprime en particulier que, pour tout y ∈ Φ, il existe un
z ∈ Φ tel que δbxy = δbz. Autrement dit, un terme de la forme δbxy peut
toujours eˆtre e´galiser a` un terme de la forme δbz :
Lemme 4.6.19 :
1)  φb, φx, φy, 〈x, y〉∈˙b −→ δbxy = ((∆˙ δ b x)y) = δb(I˜y)
2)  φb, φx, φy, 〈x, y〉∈˙b −→ 〈x, (I˜y)〉∈˙b
3)  φb, φx, φy, ¬˙〈x, y〉∈˙b −→ δbxy = ((∆˙ δ b x)y) = δb(Enf b x)
Preuve.On a trivialement ((∆˙ δ b x)y) = (if 〈x, y〉∈˙b db(I˜y) db(Enf b x)).
Le 1 et le 3 de´coulent donc facilement des tautologies
v −→ (if v z z′) = z et ¬˙v −→ (if v z z′) = z′ en utilisant les deux lemmes
pre´ce´dents. Maintenant, comme 〈 , 〉 est compatible avec ∼˙, par le the´ore`me
Substits, on a :
 φb, φx, φy, φz, y∼˙z −→ 〈x, y〉∈˙b = 〈x, z〉∈˙b
En instanciant z par (I˜y), on ve´riﬁe alors facilement le 2 en utilisant le
Lemme 4.6.6. 
Proprie´te´s de δ de´coulant de MTA-De´co
Le lemme suivant, qui de´coule deMTA-De´co (et du Lemme 4.6.9), donne
son e´quivalent pour les termes de la forme δbxy :
Lemme 4.6.20 (MTA-De´co′)  φb, φx, φy −→ φ˜(δbxy) 
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Les corollaires suivants expriment des proprie´te´s des termes de la forme
δbx et δbxy qui de´coulent de MTA-De´co et de MTA-De´co′. Ils se montrent
aise´ment en utilisant respectivement les Lemmes 4.6.6, 4.6.7, et les Corol-
laires 4.6.8 et 4.6.10 :
Corollaire 4.6.21 :
1)  φb, φx −→ φ(I˜ δbx)
 φb, φx −→ δbx∼˙(I˜ δbx)
2)  φb, φx, φy −→ φ(I˜ δbxy); δbxy∼˙(I˜ δbxy) 
Corollaire 4.6.22 (Re´ﬂδ)
1)  φb, φx −→ δbx∼˙δbx
2)  φb, φx, φy −→ δbxy∼˙δbxy 
Corollaire 4.6.23 (De´tδ)
1)  φb, φx −→!δbx
2)  φb, φx, φy −→!δbxy 
Notation 4.6.24 Soient b = b1, ..., bn et x = x1, ...., xn et y = y1, ..., yn, on
pose :
1) δbx = δb1x1, ...., δbnxn
2) δbxy = δb1x1y1, ...., δbnxnyn
Lemme 4.6.25 (De´tZFCδ) Pour tout ZFC-terme B[z, u, v] on a :
 φz, φb, φx, φy −→! (B[δbx/u; δbxy/v])

Nous donnons maintenant un corollaire imme´diat du lemme pre´ce`dent
qui nous sera utile pour de´montrer la compatibilite´ de ∼˙ avec les termes de
la forme δb (The´ore`me 4.6.32) :
Corollaire 4.6.26  φb, φy, φz, φu −→!∃˙v.(δbyu∼˙δbzv)
Preuve. Par De´tZFCδ on a  φb, φy, φz, φu, φv −→! δbyu∼˙δbzv. Les
points 1 et 2 sont donc des conse´quences imme´diate de De´t∃˙,∀˙ (Lemme
2.3.20). 
Le dernier lemme de cette section exprime que les “e´le´ments” de δbx
sont de la forme δbxy pour y ∈ Φ :
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Lemme 4.6.27 :
1)  φx, φy, ¬˙δbx −→ δbxy∈˙δbx
2) Soit z0 =def εz.δbxz∼˙y, on a :
 φx, φy, y∈˙δbx −→ φz0
 φx, φy, y∈˙δbx −→ δbxz0∼˙y
Preuve. Le 2 est une application imme´diate de NonV ide.1 (Lemme
3.4.19), on montre le 1 :
1. hyp φb = φx = φy = T
2. hyp ¬˙δbx = T
3. T riv. δbxy∈˙δbx = ∃˙z.δbxz∼˙δbxy
4. MP (1, 2; Re´flδ) δbxy∼˙δbxy
5. MP (1, 2; De´tZFCδ) + Triv.(3) !(δbxy∈˙δbx) =!(∃˙v.δbxv∼˙δbxy) = T
6. Exhib(1, 4, 3)+Triv(3) ∃˙v.δbxv∼˙δbxy = δbxy∈˙δbx = T

Compatibilite´s de δ avec ∼˙
L’objet de cette section est la de´monstration du The´ore`me 4.6.32 qui
exprime la compatibilite´ de δbx et δbxy avec ∼˙ respectivement en x et en
x, y. Celle-ci va de´couler de la compatibilite´ forte des sous-termes entrants
dans la de´ﬁnition de δ. Ce sera l’objet des deux lemmes suivants.
Le premier est une application imme´diate du Substits puisque le φ-
constructeur 〈 , 〉 est compatible avec ∼˙ (Corollaire 4.2.10).
Lemme 4.6.28  φb, φx, φy, φy′, φx′, x∼˙x′, y ∼ y′ −→ 〈x, y〉∈˙b = 〈x′, y′〉∈˙b
Lemme 4.6.29 :
1)  φb, φx, φx′, x∼˙x′ −→ (Enf b x) = (Enf b x′)
2)  φb, φx, φx′, x∼˙x′ −→ (Feuil b x) = (Feuil b x′)
Preuve. Une conse´quence facile du lemme pre´ce´dent et de Re´fl∼φ est
que :
 φb, φx, φx′, x∼˙x′, φy −→ 〈x, y〉∈˙b = 〈x′, y〉∈˙b
De plus, par DetZFCs on a :
 φb, φx, φx′, x∼˙x′, φy −→! 〈x, y〉∈˙b
Par le Lemme 3.5.14, il vient alors :
 φb, φx, φx′, x∼˙x′, φy −→ εy.〈x, y〉∈˙b = εy.〈x′, y〉∈˙b
 φb, φx, φx′, x∼˙x′, φy −→ ∃˙y.〈x, y〉∈˙b = ∃˙y.〈x′, y〉∈˙b
Les points 1 et 2 de´coule alors trivialement par de´ﬁnition de Enf et Feuil.

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Corollaire 4.6.30 :
1)  φb, φx, φx′, x∼˙x′, (δbx←→ δbx′)
2)  φb, φx, φx′, x∼˙x′, (¬˙δbx←→ ¬˙δbx′)
Preuve.De´coule imme´diatement du Lemme 4.6.17 et du lemme pre´ce´dent
par transitivite´ de ←→. 
Le lemme suivant exprime la forte compatibilite´ de δbxy avec ∼˙ relati-
vement a` y, il en de´coulera le the´ore`me central de cette section :
Lemme 4.6.31  φb, φx, φx′, φy, φy′, x∼˙x′, y∼˙y′ −→ δbxy = δbx′y′
Preuve.
1. hyp φb = φx = φx′ = φy = φy′ = T
2. hyp x∼˙x′ = y∼˙y′ = T
3. hyp+ δbx = T
4. MP (1, 2, 3; Cor4.6.30.1) δbx′ = T
5. T rivial(3, 4) δbxy = δbx′y′ = Ty = Ty′ = T
6. De´duct-(3, 5) δbx −→ δbxy = δbx′y′
7. hyp+ ¬˙δbx = T
8. MP (1, 2, 7; Cor4.6.30.2) ¬˙δbx′ = T
9. MP (8; Lem4.6.18) δbx = (∆˙ δ b x); δbx′ = (∆˙ δ b x′)
10. MP (1, 2; Lem4.6.6.2) (I˜y) = (I˜y′)
11. MP (1, 2; Lem4.6.29.1) (Enf b x) = (Enf b x′)
12. MP (1, 2; Lem4.6.28) 〈x, y〉∈˙b = 〈x′, y′〉∈˙b
13. T rivial(10, 11, 12) ((∆˙ δ b x)y) = ((∆˙ δ b x′)y′)
14. T rivial(9, 13) δbxy = δbx′y′
15. De´duct-(7, 14) ¬˙δbx −→ δbxy = δbx′y′
16. MP (1; De´tδ) !δbx = T
17. TND(3, 15, 16) δbxy = δbx′y′

The´ore`me 4.6.32 (Compatδ)
1)  φb, φx, φx′, x∼˙x′ −→ δbx∼˙δbx′
2)  φb, φx, φx′, φy, φy′, x∼˙x′, y∼˙y′ −→ δbxy∼˙δbxy′
Preuve. Le point 2 de´coule imme´diatement du lemme pre´ce`dent, de
Re´flδ et du Lemme 3.5.21. Pour le point 1 on raisonne par TND. Pour sim-
pliﬁer les e´critures, on utilise les abre´viations z0 =def δbx et z1 =def δbx′ :
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1. hyp φb = φx = φx′ = T
2. hyp x∼˙x′ = T
3. hyp+ z0 = T
4. MP (1, 2, 3; Cor4.6.30.1) z1 = T
5. Me´ta(Lem3.4.10)(3, 4) z0∼˙z1 = z0∼˙z0 = T
6. De´duct-(3, 6) z0 −→ z0∼˙z1
7. hyp+ ¬˙z0 = T
8. MP (1, 2; Cor4.6.30.2) ¬˙z1 = T
9. hyp+ φu = T
10. MP (9; Re´fl∼φ ) u∼˙u = T
11. MP (1, 2, 10; Point2) (z0u)∼˙(z1u) = T
12. MP (1, 2, 9; Cor4.6.26) !∃˙v.(z0u)∼˙(z1v) =!∃˙v.(z1u)∼˙(z0v) = T
13. Exhib(8, 12, 11) ∃˙v.(z0u)∼˙(z1v) = ∃˙v.(z1u)∼˙(z0v) = T
14. De´duct-(8, 12) +Ge´ne´ ∀˙u∃˙v.(z0u)∼˙(z1v) = ∀˙u∃˙v.(z1u)∼˙(z0v) = T
15. LoiLg2(14) +De´f(')(14) (z0 ' z1∧˙z1 ' z0) = T
16. T rivial(15, Lem3.5.4) z0∼˙0z1 = T
17. Me´ta(Lem3.4.14)(7, 8, 16) z0∼˙z1 = T
18. De´duct-(7, 17) ¬˙z0 −→ z0∼˙z1
19. TND(De´tδ, 6, 18) z0∼˙z1 = T

4.6.3 Le φ-constructeur δ˜
De´ﬁnition 4.6.33 δ˜ = λbλx.I˜(δbx)
Les premie`res proprie´te´s de δ˜ de´coulent facilement du Lemme 4.6.6 par
MTA-De´co :
Lemme 4.6.34 :
1)  φb, φx −→ φδ˜bx
2)  φb, φx −→ δ˜bx∼˙δbx 
La compatibilite´ de δ˜b avec ∼˙ de´coule de celle de δb :
The´ore`me 4.6.35 (Compatδ˜)
 φb, φx, φx′, x∼˙x′ −→ δ˜bx = δ˜bx′
 φb, φx, φx′, x∼˙x′ −→ δ˜bx∼˙δ˜bx′
Preuve. Le deuxie`me re´sultat de´coule imme´diatement du premier par
Re´fl∼φ . De plus, on ve´riﬁe facilement que par Compatδ et De´tZFCδ on a :
 φb, φx, φx′, x∼˙x′, φu −→ (u∼˙δbx⇔˙u∼˙δbx′)
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Le premier re´sultat de´coule alors par Ackermann puisque δ˜bx =β εu.u∼˙δbx.

Corollaire 4.6.36  φb, φx, φx′, x∼˙x′ −→ 〈x, δ˜bx〉∼˙〈x′, δ˜bx′〉
Preuve. De´coule facilement du the´ore`me pre´ce´dent et CompatCpl. 
4.6.4 Le φ-constructeur De´coration( , )
De´ﬁnition 4.6.37 De´coration( , ) =def λaλb.λz.〈az, δ˜b(az)) 〉
Pour simpliﬁer les e´critures nous travaillerons a` partir de maintenant
avec le β-re´duit Dab =def λz.〈az, δ˜b(az)〉 de De´coration(a, b), les e´quations
ve´riﬁe´es par ce β-re´duit l’e´tant trivialement par De´coration(a, b). Nous al-
lons voir ici les proprie´te´s de base de Dab, elles de´coulent essentiellement de
ce que :
Lemme 4.6.38 Dab est une MT -Fonction Standard de domaine a.
Preuve. On doit ve´riﬁer les conditions (i) et (ii) de la De´ﬁnition 4.3.1.
Or, le (i) est donne´ par le Lemme 4.6.34.1, et le (ii) par le the´ore`me pre´ce´dent.

Il vient imme´diatement par les Lemmes 4.3.3, 4.3.4, le Corollaire 4.3.6
et le Lemme 4.3.7 :
Corollaire 4.6.39  φa, φb −→ φ(Dab) 
Corollaire 4.6.40 :
1)  ¬˙Dab = T
2)  z∈˙Dab = ∃˙v.(Dab v)∼˙z
3)  φa, φb, φz → 〈(az), δ˜b(az)〉∈˙Dab 
Corollaire 4.6.41  φa, φb, φx, x∈˙a −→ 〈x, δ˜bx〉∈˙Dab 
Corollaire 4.6.42 Soient v0 =def εv.(ra,st)v∼˙〈x, z〉 et x0 = (av0), on a :
1)  φa, φb, φx, φz, 〈x, z〉∈˙Dab −→ φx0
2)  φa, φb, φx, φz, 〈x, z〉∈˙Dab −→ x0∼˙x
 φa, φb, φx, φz, 〈x, z〉∈˙Dab −→ (δ˜bx0)∼˙z
3)  φa, ¬˙a, φb, φx, φz, 〈x, z〉∈˙Dab −→ x0∈˙a 
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4.6.5 Prouvabilite´ de AF˙A1
Nous montrons maintenant AF˙A1, autrement dit :
 ∀˙a∀˙b (∃˙x(x∈˙a)∧˙∃x(x∈˙b)∧˙G˙rap˙h[a, b]⇒˙∃˙d.D˙e´c˙o[a, b, d]
ou` G˙rap˙h et D˙e´c˙o sont les traductions des formules Graph et De´co de la
the´orie des ensembles (voir Notation 4.1.2 7 et 8).
Comme pour la de´monstration de l’Axiome du Choix dans MTA, nous
allons poser une suite d’hypothe`sesH ≡def A = T . Les the´ore`mes de´montre´s
a` la suite de ces hypothe`ses seront donc des the´ore`mes deMTA(A; A). Pour
retrouver les the´ore`mes de MTA correspondants il suﬃra alors d’utiliser le
The´ore`me de De´duction. Ainsi, si MTA(A;A) B = C, le the´ore`me de MTA
correspondant est  A −→ B = C. Pour simpliﬁer, on e´crira H B = C
pour MTA(A;A) B = C. On pose maintenant les hypothe`ses dont nous
allons nous servir :
H1 : φa = T ; ¬˙a = T
H2 : φb = T ; ¬˙b = T
H3 : Graph[a, b] = T
Nous montrons que Dab est une “de´coration” du “graphe (a, b)”, c’est a` dire
que :
H De´co[Dab, a, b] = T
Par LoiLg2, il suﬃt de montrer F˙ nDm[a,Dab] = T puis D˙c[b,Dab] = T (Cf
Notation 4.1.2.6). Comme Dab est une MT -fonction standard de domaine
a, la premie`re e´quation est donne´e par le The´ore`me 4.3.8, il reste donc a`
montrer la deuxie`me e´quation. Nous verrons qu’elle se de´duit du re´sultat
suivant :
(*) H φx, φy′, y′∈˙δbx←→ ∃˙x′.C˙plsIn[b; x, x′&Dab; x′, y′]
Tout d’abord, comme b est une “relation binaire” sur a et queDab est une
“fonction de domaine a”, il suit du Lemme 4.3.12 et du Corollaire 4.6.41 :
Lemme 4.6.43 :
H φx, φx′, 〈x, x′〉∈˙b −→ 〈x, δ˜bx〉∈˙Dab
H φx, φx′, 〈x, x′〉∈˙b −→ 〈x′, δ˜bx′〉∈˙Dab 
On montre maintenant le sens −→ de (*) :
Lemme 4.6.44 H φx, φy′, y′∈˙δbx −→ ∃˙x′.C˙plsIn[b; x, x′&Dab; x′, y′]
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Preuve. Soit z0 =def εz.(δbx)z∼˙y′, on va montrer les deux points
suivants :
(i) H φx, φy′, y′∈˙δbx, 〈x, z0〉∈˙b −→ ∃˙x′.C˙plsIn[b; x, x′&Dab; x′, y′]
(ii) H φx, φy′, y′∈˙δbx, ¬˙〈x, z0〉∈˙b −→ ∃˙x′.C˙plsIn[b; x, x′&Dab; x′, y′]
Le re´sultat en de´coulant imme´diatement par TND. Le (ii) se montre es-
sentiellement comme le (i) en remplac¸ant (I˜z0) par (Enf b x) et le Lemme
4.6.19.1 par le Lemme 4.6.19.3, on montre (i) :
1. hyp φx = φy′ = T
2. hyp y′∈˙δbx = T
3. hyp 〈x, z0〉∈˙b = T
4. NonV ide.1(2) φz0 = δbxz0∼˙y′ = T
5. Me´ta(Cor4.6.19.1)(1, 3, 4) δbxz0 = δb(I˜z0)
6. Me´ta(Cor4.6.19.2)(1, 3, 4) 〈x, (I˜z0)〉∈˙b = T
7. Me´ta(Lem4.6.5)(4) φ(I˜z0) = I˜z0∼˙z0 = T
8. T rivial(4, 5) δb(I˜z0)∼˙y′ = T
9. Me´ta(Lem4.6.34)(H2, 7) δ˜b(I˜z0)∼˙δb(I˜z0) = T
10. T rans∼+Sym∼(8, 9) δ˜b(I˜z0)∼˙y′ = T
11. Me´ta(Lem4.6.43)(7, 6) 〈(I˜z0), δ˜b(I˜z0)〉∈˙Dab = T
12. MP (H1, H2; Cor4.6.39) φ(Dab) = T
13. Me´ta(Lem4.6.34)(H2, 8) φ(δ˜b(I˜z0)) = T
14. Me´ta(Cor4.2.8.3)(1, H1, 7, 6) C˙plIn[b; x, (I˜z0)] = T
15. Me´ta(Cor4.2.8.3)(12, 7, 13, 11) C˙plIn[Dab; (I˜z0), δ˜b(I˜z0)] = T
16. Me´ta(LoiLg2)(14, 15) C˙plsIn[b; x, (I˜z0)&Dab; (I˜z0), δ˜b(I˜z0)] = T
17. Me´ta(Substit)(H1, 1, 7, 10, 16) C˙plsIn[b; x, (I˜z0)&Dab; (I˜z0), y′] = T
18. Exhib(7, 17) ∃˙x′.(C˙plsIn[b; x, x′&Dab; x′, y′]) = T

On montre maintenant le sens ←− de (*). Compte tenu de Choix et
Me´ta, ce sens de´coule facilement du re´sultat suivant :
Lemme 4.6.45 H φx, φy′, φx′, C˙plIn[b; x, x′], C˙plIn[Dab; x′, y′] −→ y′∈˙δbx
Preuve.
1. hyp φx = φx′ = φy = T
2. hyp+MP (1; Lem4.2.9) C˙plIn[b; x, x′] = 〈x, x′〉∈˙b = T
3. hyp+MP (1; Lem4.2.9) C˙plIn[Dab; x′, y′] = 〈x′, y′〉∈˙Dab = T
4. Me´ta(Couple)(1) φ〈x, x′〉 = T
5. MP (1, 2; Lem4.6.18) ¬˙δbx = T
Soient : v0 =def εv.(Dab)v∼˙〈x′, y′〉 et x0 =def (av0)
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6. MP (1, 3; Cor4.6.42.1) φx0 = T
7. MP (1, 3; Cor4.6.42.2) x0∼˙x′ = δ˜bx0∼˙y′ = T
8. Me´ta(CompatCpl)(1, 7) 〈x, x′〉∼˙〈x, x0〉 = T
9. Me´ta(Substit)(2, 4) 〈x, x0〉∈˙b = T
10. Me´ta(Lem4.6.18)(1, 9, 8) ((δbx)x0) = δb(I˜x0)
11. Me´ta(Lem4.6.5)(6) φ(I˜x0) = (I˜x0)∼˙x0 = T
12. Me´ta(Compatδ˜)(6, 11) δ˜bx0 = δ˜b(I˜x0)
13. Me´ta(Lem4.6.34.2)(H2, 11) δ˜b(I˜x0)∼˙δb(I˜x0) = T
14. T riv.(12+10, 13) δ˜bx0∼˙((δbx)x0) = T
15. Sym∼+Trans∼(7, 14) ((δbx)x0)∼˙y′ = T
16. T riv.(5) +De´tZFCδ(H2, 1) ! y′∈˙δbx =! ∃˙v.δbxv∼˙y′ = T
17. Exhib(6, 16, 15) ∃˙v.δbxv∼˙y′ = y′∈˙δbx = T

Des deux lemmes pre´ce´dents, il de´coule imme´diatement par EquivNonM →M
et Ge´ne´ que :
Corollaire 4.6.46 H φx −→ ∀˙y′.(y′∈˙δbx⇔˙∃˙x′.C˙plIn[b; x, x′&Dab; x′, y′])

On montre maintenant le the´ore`me principal de cette section :
The´ore`me 4.6.47 H D˙c[b,Dab] = T
Preuve. Par ImplicNonM →M et Ge´ne´ il suﬃt de montrer :
H φx, φy, C˙plIn[Dab; x, y] −→ ∀˙y′.(y′∈˙y⇔˙∃˙x′.C˙plIn[b; x, x′&Dab; x′, y′])
1. hyp φx = φy = T
2. hyp+MP (1; Lem4.2.9) C˙plIn[Dab; x, y] = 〈x, y〉∈˙Dab = T
Soient : v0 =def εv.(Dab)v∼˙〈x, y〉 et x0 =def (av0)
3. MP (1, 2; Cor4.6.42) φx0 = x0∼˙x = δ˜bx0∼˙y = T
4. Me´ta(Cor4.6.46)(3) ∀˙y′.(y′∈˙δbx0⇔˙∃˙x′.C˙plsIn[b;x0, x′&Dab;x′, y′]) = T
5. Me´ta(Lem4.6.34.2)(3) δ˜bx0∼˙δbx0 = T
6. T rans∼ y∼˙δbx0 = T
7. Me´ta(Substit)(1, 3, 6) ∀˙y′.(y′∈˙y⇔˙∃˙x′.C˙plIn[b; x, x′&Dab; x′, y′]) = T

On en arrive au the´ore`me ﬁnal, objet de cette section :
The´ore`me 4.6.48  ∀˙a∀˙b.(∃˙x.x∈˙a∧˙∃x.x∈˙b∧˙G˙rap˙h[a, b]⇒˙∃˙d.D˙e´c˙o[a, b, d]
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Preuve. Par LoiLg2, De´duct et les The´ore`mes 4.3.8 et 4.6.47, on ve´riﬁe
facilement :
(*)  φa, φb, ¬˙a, ¬˙b,Graph[a, b] −→ D˙e´c˙o[a, b,Dab]
on montre maintenant le re´sultat :
1. hyp φa = φb = T
2. hyp+ ∃˙x.x∈˙a∧˙∃x.x∈˙b∧˙G˙rap˙h[a, b] = T
3. Me´ta(LoiLg1)(3) ∃˙x.x∈˙a = ∃x.x∈˙b = G˙rap˙h[a, b] = T
4. MP (1, 3; Cor3.4.22) ¬˙a = ¬˙b = T
5. MP (1, 3, 4; (*) ) D˙e´c˙o[Dab, a, b] = T
6. MP (1; De´coration) φDab = T
7. Exhib(5, 6) ∃˙d.D˙e´c˙o[a, b, d] = T
8. De´duct-(2, 7) ∃˙x.x∈˙a∧˙∃x.x∈˙b∧˙G˙rap˙h[a, b] −→ ∃˙d.D˙e´c˙o[a, b, d]
9. ImplicNonM →M (8) (∃˙x.x∈˙a∧˙∃x.x∈˙b∧˙G˙rap˙h[a, b])⇒˙∃˙d.D˙e´c˙o[a, b, d] = T

4.7 Principe de Coinduction et prouvabilite´ de
AF˙A2
L’objet de cette section est de prouver AF˙A2. Ce the´ore`me sera une
conse´quence du Principe de Coinduction . Nous introduisons ici ce principe
qui, rappelons-le, est une re`gle de de´duction. Son e´nonce´ utilise un construc-
teur A′ que nous de´ﬁnirons plus tard.
Pour tous termes A et t, ou` u, v n’apparaissent pas libres. :
Axiome 4.7.1 .
Coinduction A, φu, φv, 〈u, v〉∈˙t −→ A′tuv  A, φu, φv, 〈u, v〉∈˙t −→ u∼˙v
Nous introduisons tout d’abord la terminologie dont nous allons nous
servir :
De´ﬁnition 4.7.2 Nous appellerons MT -bisimulation sous hypothe`ses A,
tout terme t tel que :  A, φu, φv, 〈u, v〉∈˙t −→ A′tuv
Nous verrons bientoˆt un exemple de MT -bisimulation (Cf De´ﬁnition
4.7.5). Nous donnons maintenant les grandes lignes de la de´monstration de
AF˙A2 :
L’axiome AFA2 aﬃrme que, pour tout graphe (a,b), si d et d′ sont des
de´corations de (a,b) alors d = d′. De´montrer AFA2 consiste donc, en par-
ticulier, a` ve´riﬁer l’e´galite´ de deux fonctions d et d′ de meˆme domaine a.
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Cette ve´riﬁcation passe par celle que, pour tout x ∈ a, on a d(x) = d′(x).
Nous proce´derons donc dans l’ordre suivant :
1. Nous exhibons une MT -bisimulation B sous hypothe`ses A, ou` A est
la suite suivante :
A =def φa, φb, φd, φd′, ¬˙a, ¬˙b, G˙rap˙h[a, b], D˙e´c˙o[a, b, d], D˙e´c˙o[a, b, d′]
2. Par application du Principe de Coinduction et du fait que B est une
MT -bisimulation, on de´duira alors :
 A, φx, x∈˙a −→ d〈x〉∼˙d′〈x〉
Il nous restera a` en de´duire AF˙A2.
Pour clore cette introduction, nous pre´sentons maintenant le terme A′ :
De´ﬁnition 4.7.3 A′ =def λf.λuλv.(if u (if v T F ) (if v F A′0fuv))
ou` A′0 =def λf.λuλv.(∀˙x∃˙y.〈ux, vy〉∈˙f ∧˙∀˙y∃˙x.〈ux, vy〉∈˙f)
Les proprie´te´s suivantes du constructeur A′ sont triviales :
Lemme 4.7.4 Pour tout terme t
1)  u, v −→ A′tuv
2)  ¬˙u, ¬˙v −→ A′tuv = A′0tuv 
4.7.1 La MT -bisimulation B
Dans cette section nous exhibons le terme B, et nous montrons que c’est
une MT -bisimulation sous les hypothe`ses A.
De´ﬁnition 4.7.5 B =def λv.〈d〈av〉, d′〈av〉〉
Proprie´te´s e´le´mentaires de B
Les proprie´te´s de B que nous donnons maintenant de´coulent essentielle-
ment de ce que :
Lemme 4.7.6 B est une MT -relation binaire sur a.
Preuve. Comme par MT -App on a  φx, φd −→ φ(dx), le terme B
ve´riﬁe clairement la condition (i) de la De´ﬁnition 4.3.1. 
Il vient imme´diatement par les Lemmes 4.3.3, 4.3.4, 4.3.5 et 4.3.7 :
Corollaire 4.7.7  φa, φd, φd′ −→ φB 
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Corollaire 4.7.8 :
1)  ¬˙B = T
2)  z∈˙B = ∃˙v.(B v)∼˙z
3)  φa, φd, φd′, φz → 〈d〈av〉, d′〈av〉〉∈˙B 
Corollaire 4.7.9  φa, φd, φd′, φx, x∈˙a −→ 〈d〈x〉, d′〈x〉〉∈˙B 
Corollaire 4.7.10 Soient v0 =def εz.(Bz)∼˙〈u, v〉 et x0 =def (av0), on
a :
1)  φa, φd, φd′, φu, φv, 〈u, v〉∈˙B −→ φx0
2)  φa, φd, φd′, φu, φv, 〈u, v〉∈˙B −→ d〈x0〉∼˙u
 φa, φd, φd′, φu, φv, 〈u, v〉∈˙B −→ d′〈x0〉∼˙v
3)  φa, ¬˙a, φd, φd′, φu, φv, 〈u, v〉∈˙B −→ x0∈˙a 
Le terme B est une MT -bisimulation sous hypothe`ses A
Pour montrer que B est une MT -bisimulation sous hypothe`ses A, nous
allons travailler, comme pour l’axiome du Choix (Section 3.5.10), en posant
l’ensemble d’hypothe`ses H :
H1 : φa = T ; ¬˙a = T
H2 : φb = T ; ¬˙b = T
H3 : Graph[a, b] = T
H4 : φd = φd′ = T
H5 : De´co[d, a, b] =def F˙ nDm[a, d]∧˙D˙c[b, d] = T
H6 : De´co[d′, a, b] =def F˙ nDm[a, d′]∧˙D˙c[b, d′] = T
Tout les re´sultats que nous verrons a` partir de maintenant seront des
the´ore`mes de MTA(A; A). En particulier, nous montrerons :
H φu, φv, 〈u, v〉∈˙B −→ A′Buv
Par le Corollaire 4.5.3 on sait que, pour tout x tel que x∈˙a = T , on a
d〈x〉 = T ssi d′〈x〉 = T et ¬˙d〈x〉 = T ssi ¬˙d′〈x〉 = T . Conjugue´ au fait,
exprime´ par le Corollaire 4.7.10, que 〈u, v〉∈˙B implique u∼˙d〈x〉 et v∼˙d′〈x〉
pour un x tel que x∈˙a = T (puisque par H2 on a ¬˙a = T ), on en de´duit :
Lemme 4.7.11 :
1) H φu, φv, 〈u, v〉∈˙B, (u←→ v)
2) H φu, φv, 〈u, v〉∈˙B, (¬˙u←→ ¬˙v)
Preuve. Le 2 se montre de fac¸on similaire au 1 en utilisant le Lemme
3.4.13 a` la place du Lemme 3.4.12. Pour le 1, on montre l’implication u −→ v,
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l’implication re´ciproque se montrant de la meˆme fac¸on en remplac¸ant les
roˆles respectif de u et v :
1. hyp φu = φv = T
2. hyp 〈u, v〉∈˙B = T
3. hyp u = T
Soient : v0 =def εz.(Bz)∼˙〈u, v〉 et x0 =def (av0)
4. MP (1, 2; Cor4.7.10) φx0 = d〈x0〉∼˙u = d′〈x0〉∼˙v = x0∈˙a = T
5. Me´ta(Lem3.4.12)(3, 4) u = d〈x0〉 = T
6. Me´ta(Cor4.5.3)(4, 6) d′〈x0〉 = T
7. Me´ta(Lem3.4.12)(3, 6) v = d′〈x0〉 = T 
On montre que si u et v sont “non-vides” alors ABuv = T :
Lemme 4.7.12 :
1) H φu, φv, ¬˙u, ¬˙v, 〈u, v〉∈˙B −→ ∀˙y∃˙z.〈uy, vz〉∈˙B
2) H φu, φv, ¬˙u, ¬˙v, 〈u, v〉∈˙B −→ ∀˙z∃˙y.〈uy, vz〉∈˙B
3) H φu, φv, ¬˙u, ¬˙v, 〈u, v〉∈˙B −→ A′0Buv
4) H φu, φv, ¬˙u, ¬˙v, 〈u, v〉∈˙B −→ A′Buv
Preuve. Le 4 est une conse´quence imme´diate du 3 et du Lemme 4.7.4.
Le 3 de´coule de 1 et 2 par de´ﬁnition de A′0 (De´ﬁnition 4.7.3) et LoiLg2. Le
2 se montre de fac¸on similaire au 1 en intervertissant les roˆles respectifs de
u et v.
On montre le 1. Soit v0 =def εz.Bz∼˙〈u, v〉 et x0 =def (av0) :
1. hyp φu = φv = T
2. hyp ¬˙u = ¬˙v = 〈u, v〉∈˙B = T
3. MP (1, 2; Cor4.7.10) φx0 = d〈x0〉∼˙u = d′〈x0〉∼˙v = x0∈˙a = T
4. Me´ta(Lem3.4.13)(2, 3) ¬˙d〈x0〉 = ¬˙d′〈x0〉 = T
5. Me´ta(Lem3.4.14)(2, 4)+Triv.(3) d〈x0〉∼˙0u = d′〈x0〉∼˙0v = T
6. Me´ta(LoiLg1)(5) +De´f(3.2.4) ∀˙y∃˙z.d〈x0〉z∼˙uy = T
7. hyp+ φy = T
8. Inst∀˙(7, 6) ∃˙z.d〈x0〉z∼˙uy = T
Soit : z0 =def εz.d〈x0〉z∼˙uy
9. Choix(8) φz0 = d〈x0〉z0∼˙uy = T
Soit : w0 =def εx′.C˙plsIn[b;x0, x′& d; x′, d〈x0〉z0]
10. Me´ta(Lem4.5.6)(H, 3, 9, 4) φw0 = w0∈˙a = C˙plsIn[b;x0, w0] = d〈w0〉∼˙d〈x0〉z0=T
11. Me´ta(Lem4.5.4)(H, 3, 10) d′〈w0〉∈˙d′〈x0〉 = T
12. Me´ta(Eval)(H4, 10, 3) φd〈w0〉 = φd′〈w0〉 = d〈x0〉 = d′〈x0〉 = T
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13. Me´ta(Substit)(3, 12, 11) +Rem3.4.18 d′〈w0〉∈˙v = ∃˙y.(vy)∼˙d′〈w0〉 = T
Soit : y0 =def εy.vy∼˙d′〈w0〉
14. Choix(12) φy0 = vy0∼˙d′〈w0〉 = T
15. T rans∼ + Sym∼(9, 10) uy∼˙d〈w0〉 = T
16. Me´ta(MT -App)(1, 7, 14) φ(uy) = φ(vy0) = T
17. Me´ta(CompatCpl)(12, 16) 〈uy, vy0〉∼˙〈d〈w0〉, d′〈w0〉〉 = T
18. Me´ta(Couple)(12, 16) φ〈ux, vy0〉 = φ〈d〈w0〉, d′〈w0〉〉 = T
19. Me´ta(Cor4.7.9)(H, 10) 〈d〈w0〉, d′〈w0〉〉∈˙B = T
20. Me´ta(Substit)(17, 19) 〈uy, vy0〉∈˙B = T
21. MP (1, 7; De´tZFCs) ! ∃˙z.〈uy, vz〉∈˙B = T
22. Exhib(14, 21, 20) ∃˙z.〈uy, vz〉∈˙B = T
23. De´duct-(7, 22) +Ge´ne´ ∀˙y∃˙z.〈uy, vz〉∈˙B = T

Nous sommes maintenant en mesure de montrer que B est une MT -
bisimulation d’hypothe`ses A et d’appliquer le principe de Coinduction :
The´ore`me 4.7.13 :
1)  A, φu, φv, 〈u, v〉∈˙B −→ A′Buv
2)  A, φu, φv, 〈u, v〉∈˙B −→ u∼˙v
Preuve. Le 2 est une simple application du principe de Coinduction a`
1. Pour montrer 1, on raisonne par TND :
1. hyp A = T
2. hyp φu = φv = T
3. hyp 〈u, v〉∈˙B = T
4. hyp+ u = T
5. MP (2, 3; Lem4.7.11.1) v = T
6. MP (4, 5; Lem4.7.4.1) A′Buv = T
7. De´duct-(4, 6) u −→ A′Buv
8. hyp+ ¬˙u = T
9. MP (2, 3, Lem4.7.11.2) ¬˙v = T
10. MP (2, 8, 9; Lem4.7.12.4) A′Buv = T
11. De´duct-(7, 9) ¬˙u −→ A′Buv
12. TND(7, 11) A′Buv = T
13. De´duct(1, 2, 3, 12) A, φu, φv, 〈u, v〉∈˙B −→ A′Buv

Nous abordons maintenant la de´monstration de AF˙A2 proprement dite :
4.7.2 Prouvabilite´ de AF˙A2
Nous devons montrer :
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AF˙A2 :  ∀˙d∀˙d′∀˙a∀˙b.(∃˙x.x∈˙a∧˙∃x.x∈˙b∧˙G˙rap˙h[a, b]
D˙e´c˙o[a, b, d]∧˙D˙e´c˙o[a, b, d′]⇒˙d∼˙d′))
Nous travaillons pour l’instant dans MTA(A; A), ou` H ≡def A = T est
l’ensemble d’hypothe`ses de la section pre´ce´dente.
Le lemme qui suit exprime que si d et d′ sont deux “de´corations” d’un
meˆme “graphe” 〈a, b〉 alors, d〈x〉∼˙d′〈x〉 pour tout x∈˙a, il de´coule essentiel-
lement du The´ore`me 4.7.13 :
Lemme 4.7.14 H φx, x∈˙a −→ d〈x〉∼˙d′〈x〉
Preuve.
1. hyp φx = x∈˙a = T
2. MP (H4, 1; Eval) φd〈x〉 = φd′〈x〉 = T
3. MP (H4, 2; Cor4.7.9) 〈d〈x〉, d′〈x〉〉∈˙B = T
4. MP (H; Thm4.7.13.2) φu, φv, 〈u, v〉∈˙B −→ u∼˙v
5. Me´ta(5)(3, 4) d〈x〉∼˙d′〈x〉 = T

Avant de continuer et pour simpliﬁer nos e´critures, on se donne deux
abre´viations. La premie`re concerne une formule de ZFC exprimant que
deux fonctions d et d′ ont meˆme valeur sur tout les e´le´ments d’un ensemble
a. La deuxie`me concerne le ZFC-terme correspondant a` la formule :
Notation 4.7.15 Pour d et d′ des variables :
1) d =Ext d′ =def ∀x∀y∀y′(x ∈ a ∧ CplsIn[d; x, y& d, x, y′]⇒ y = y′)
2) d ∼˙Ext d′ =def ∀˙x∀˙y∀˙y′(x∈˙a∧˙C˙plsIn[d; x, y& d; x, y]′⇒˙y∼˙y′)
On conclut maintenant du lemme pre´ce´dent que si d et d′ sont des
“de´corations” d’un meˆme “graphe” (a, b) alors elles sont “extensionnelle-
ment e´gale” sur leur domaine a :
Lemme 4.7.16 H d∼˙Extd′ = T
Preuve.
1. hyp φx = φy = φy′ = T
2. hyp+ x∈˙a∧˙C˙plIn[d; x, y& d; x, y′] = T
3. Me´ta(LoiLg1)(2) x∈˙a = C˙plIn[d; x, y] = C˙plIn[d; x, y′] = T
4. Me´ta(LoiLg1)(H5, H6) F˙ nDm[a, d] = F˙ nDm[a, d′] = T
5. MP (H4, H1, 1, 4; Lem4.4.4) y∼˙d〈x〉 = y′∼˙d′〈x〉 = T
6. MP (H, 1; 3) d〈x〉∼˙d′〈x〉 = T
7. T rans∼ + Sym∼(5, 6) y∼˙y′ = T
8. De´duct-(2, 7) x∈˙a∧˙C˙plsIn[d; x, y& d; x, y′] −→ y∼˙y′
9. NonMono(8) x∈˙a∧˙C˙pls[d; x, y& d; x, y′]⇒˙y∼˙y′ = T
10. De´duct(1, 9) ∀˙x∀˙y∀˙y′(x∈˙a∧˙C˙plsIn[d; x, y& d; x, y′]⇒˙y∼˙y′)

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On va maintenant de´duire du lemme pre´ce`dent que sous H on a d∼˙d′.
Pour cela, on va utiliser le the´ore`me ThmZFCs. En eﬀet, comme deux
fonctions d et d′ de meˆme domaine a, sont e´gales si et seulement si pour
tout x ∈ a on d(x) = d(x′), on a par ThmZFCs que la formule suivante est
un the´ore`me de MTA :
(*)  ∀˙a∀˙d∀˙d′.(F˙nDm[a, d]∧˙F˙ nDm[a, d′]∧˙d∼˙Extd′)⇒˙d∼˙d′
L’e´quation ci-dessus en tant que the´ore`me de MTA est un axiome de
MTA(H) (Cf de´ﬁnition 2.2.18), on en tire le lemme suivant :
Lemme 4.7.17 H d∼˙d′ = T
Preuve.
1. Inst∀˙(H1+H4, (*)) (F˙ nDm[a, d]∧˙F˙nDm[a, d′]∧˙d∼˙Extd′)⇒˙d∼˙d′
2. Me´ta(LoiLg1)(H5, H6) F˙nDm[a, d] = F˙ nDm[a, d′] = T
3. Lem4.7.16 d∼˙Extd′ = T
4. Me´ta(LoiLg2)(2, 3) F˙nDm[a, d]∧˙F˙ nDm[a, d′]∧˙d∼˙Extd′ = T
5. MP⇒˙(1, 4) d∼˙d′

Nous arrivons a` notre but qui est aussi le the´ore`me ﬁnal de cette 1e`re
Partie
The´ore`me 4.7.18  AF˙A2 = T
Preuve.
1. hyp φd = φd′ = φa = φb = T
2. hyp+ ∃˙x.x∈˙a∧˙∃x.x∈˙b∧˙G˙rap˙h[a, b]
∧˙D˙e´c˙o[a, b, d]∧˙D˙e´c˙o[a, b, d′] = T
3. Me´ta(LoiLg1)(2) ∃˙x.x∈˙a = ∃x.x∈˙b = T
4. Me´ta(LoiLg1)(2) G˙rap˙h[a, b] = D˙e´c˙o[a, b, d] = D˙e´c˙o[a, b, d′] = T
5. MP (3, Cor3.4.22.2) ¬˙a = ¬˙b = T
6. Lem4.7.17(1, 4, 5) d∼˙d′ = T
7. De´duct-(2, 6) ∃˙x.x∈˙a∧˙∃x.x∈˙b∧˙G˙rap˙h[a, b]
∧˙D˙e´c˙o[a, b, d]∧˙D˙e´c˙o[a, b, d′] −→ d∼˙d′
8. ImplicNonM →M ∃˙x.x∈˙a∧˙∃x.x∈˙b∧˙G˙rap˙h[a, b]
∧˙D˙e´c˙o[a, b, d]∧˙D˙e´c˙o[a, b, d′]⇒˙d∼˙d
9. De´duct(1, 8) +Ge´ne´ AF˙A2 = T

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Deuxie`me partie
Se´mantique
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Nous montrons dans cette partie que le syte`me MTA est consistant
relativement a` ZFC + SI, ou` SI est l’axiome exprimant l’existence d’un
cardinal (fortement) inaccessible. Pour cela nous partons des κ-pre´-mode`les
construits en [6] dans le cadre de la se´mantique κ-continue. Rappelons que
la se´mantique κ-continue est une ge´ne´ralisation a` tout cardinal re´gulier κ ≥
ω de la se´mantique (ω-)continue de D. Scott. Nous montrons que si on
prend κ > σ pour σ un inaccessible alors, dans tout κ-pre´-mode`le M de
Map Theory, on peut construire Φ ⊆ M et de´ﬁnir une interpre´tation des
constantes {ε, φ, ∼˙} relative a` Φ telle que M soit un mode`le de MTA.
Nous ferons tout d’abord une pre´sentation de´taille´e de la se´mantique
κ-continue et des κ-pre´-mode`les. Ensuite nous introduirons progressivement
les proprie´te´s des pre´-mode`les et des ouverts qu’ils contiennent ne´cessaires a`
la mode`lisation des diﬀe´rents groupes d’axiomes de MTA, excepte´ l’axiome
MTA-De´co et le Principe de CoInduction. La satisfaction de cet axiome et
de cette re`gle passe par la construction pre´alable de l’ouvert Φ ⊆M, ce qui
sera fait dans le Chapitre 10. Le dernier chapitre sera alors consacre´ a` la
satisfaction de MTA-De´co et du Principe de CoInduction.
On travaille dans un univers V qui satisfait les axiomes de ZFC, et toutes
les de´ﬁnitions topologiques et se´mantiques qui vont suivre sont relatives a`
V . Nous supposerons de plus, pour la construction de Φ, que V satisfait
SI. Dans la suite, sauf mention contraire, κ de´signera un cardinal re´gulier
κ ≥ ω.
Avant de clore ce pre´ambule, nous introduisons certaines notations ge´ne´rale.
Notation 4.7.19 On continuera a` e´crire A pour les suites de termes, mais
on utilsera aussi u pour les suites ﬁnies ou de´nombrables (au sens de V )
d’ensembles.
Notation 4.7.20 Pour G,H ∈ V , on e´crira G\H le comple´mentaire de H
dans G.
Notation 4.7.21 Pour tout ensemble G ∈ V et n ∈ ω ∈ V :
1) Gn = {u : u ⊆ G ∧ lg(u) = n} (ou` lg(u) est la longueur de la suite u)
2) G<ω = ∪n∈ωGn
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Chapitre 5
Pre´liminaires
5.1 La se´mantique κ-continue
5.1.1 Quelques rappels sur les ensembles ordonne´s
Dans la suite de ce chapitre D de´signera un ensemble muni d’un ordre
partiel ≤D et p.o abre´gera “ordre partiel”
De´ﬁnition 5.1.1 Soient H ⊆ D et u ∈ D :
1) u est un majorant de H si pour tout v ∈ H on a v ≤D u.
2) u est un minorant de H si pour tout v ∈ H on a u ≤D v
3) La borne supe´rieure de H, note´e sup(H), est le plus petit majorant de H
lorsqu’il existe.
4) La borne infe´rieure de H, note´e inf(H) est le plus grand minorant de H,
s’il existe.
Remarque 5.1.2 :
1) sup ∅ existe ssi D admet un plus petit e´le´ment.
2) inf ∅ existe ssi D admet un plus grand e´le´ment.
Notation 5.1.3 On notera Maj(H) l’ensemble des majorants de H dans
D et Min(H) l’ensemble de ses minorants,
Remarque 5.1.4 Si H,K ⊆ D admettant des sup. Si tout e´le´ment de H
est majore´ par un e´le´ment de K, on a supH ≤D supK. En particulier, ceci
est vrai lorsque H ⊆ K
Remarque 5.1.5 Soient H ⊆ K ⊆ D alors Min(K) ⊆ Min(H). Si de
plus H et K admettent des inf alors infK ≤ infH.
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5.1.2 κ-cpos et κ-continuite´
On de´ﬁnit tout d’abord la notion “d’ordre partiel κ-complet” (κ-cpo).
Les κ-cpos sont en particulier des ensembles partiellement ordonne´s (p.o) et
non-vides. On donne tout d’abord des de´ﬁnitions pre´liminaires :
De´ﬁnition 5.1.6 Soit ξ un cardinal. Un ensemble sera dit ξ-petit s’il est
non vide et de cardinalite´ strictement infe´rieure a` ξ.
Notation 5.1.7 On e´crira dore´navant H ⊆ξ G pour signiﬁer que H ⊆ G
et que H est ξ-petit.
De´ﬁnition 5.1.8 Soit κ un cardinal re´gulier et soit (D,≤D) un p.o. Un
sous-ensemble X de D est dit κ-ﬁltrant si X = ∅ et si pour tout H ⊆κ X, il
existe un majorant de H dans X.
Remarque 5.1.9 Toute suite croissante (uη)η<κ est κ-ﬁltrante (car κ est
re´gulier), par contre lorsque κ > ω, il est faux en ge´ne´ral qu’une suite crois-
sante (uη)η<ξ pour un cardinal ξ < κ soit κ-ﬁltrante (dans ce cas la suite
(uη)η<ξ est κ-ﬁltrante ssi elle admet un plus grand e´le´ment).
Remarque 5.1.10 Soit (D,≤D) un p.o, et soient κ et κ′ deux cardinaux
re´guliers tels que κ ≤ κ′. Il est e´vident que si X ⊆ D est κ′-ﬁltrant, il est
aussi κ-ﬁltrant.
On en arrive a` la de´ﬁnition d’un κ-cpo :
De´ﬁnition 5.1.11 Soit (D,≤D) un ensemble partiellement ordonne´. On
dira que (D,≤D) est un κ-cpo s’il posse`de un plus petit e´le´ment, note´ ⊥D (ou
plus simplement ⊥), et si tous les sous-ensembles κ-ﬁltrants de D admettent
des sup.
Remarque 5.1.12 Soit (D,≤D) un p.o et soient κ ≤ κ′ deux cardinaux
re´guliers tels que κ ≤ κ′. Il est e´vident, par la remarque pre´ce´dente, que si
(D,≤D) est un κ-cpo, il est aussi un κ′-cpo.
Notation 5.1.13 A partir de maintenant, on e´crira simplement D, plutoˆt
que (D,≤D).
On de´ﬁnit maintenant une notion de κ-continuite´ pour les fonctions entre
κ-cpos :
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De´ﬁnition 5.1.14 Soient D, E des κ-cpos, une fonction f de D vers E est
dite κ-continue si elle est monotone et si elle respecte les sup s d’ensembles
κ-ﬁltrants i.e pour tout X ⊆ D κ-ﬁltrant on a : f(sup(X)) ≤ sup{f(u) :
u ∈ X} (ce qui implique l’e´galite´ par la monotonicite´).
Dans la de´ﬁnition pre´ce´dente, l’existence du sup{f(u) : u ∈ X} nous
est assure´e par le fait que l’image d’un ensemble κ-ﬁltrant par une fonction
monotone est un ensemble κ-ﬁltrant.
Notation 5.1.15 Pour D, E des κ-cpos, H ⊆ D et f : D → E, on notera
f [H] l’image de H par f , i.e f [H] =def {f(x) : x ∈ H}.
Notation 5.1.16 Pour D, E des κ-cpo, on notera [D → E ]κ l’ensemble des
fonctions κ-continues de D vers E.
La cate´gorie, note´e Cκ, des κ-cpos et des fonctions continues forme une
Cate´gorie Carte´sienne Close (ccc). La de´monstration de ce fait, que nous
ne reprennons pas ici, est une ge´ne´ralisation facile du cas ω. C’est cette
proprie´te´ qui permet de mode`liser le λ-calcul. Nous renvoyons au livre de
Barendregt [3] pour la de´ﬁnition d’une ccc. Nous nous bornons ici a` e´noncer
les proprie´te´s que nous utiliserons explicitement. En particulier, Cκ est close
par produit carte´sien et espace de fonctions, autrement dit :
– Si D, E des κ-cpo alors D×E muni de l’ordre produit (ou` (u, v) ≤D×E
(u′, v′) ssi u ≤D v et u′ ≤E v′) est lui-meˆme un κ-cpo.
– Si D et E sont des κ-cpos alors [D → E ]κ muni de l’ordre extensionnel
(ou` f ≤[D→E]κ f ′ ssi ∀u : f(u) ≤E f ′(u)) est lui-meˆme un κ-cpo.
La de´monstration de ces deux faits passe par le lemme suivant, que nous
utiliserons inde´pendamment :
Lemme 5.1.17 Soient D, E des κ-cpos :
1) Soit H ⊆ D × E. Soient H1 ⊆ D sa premie`re projection et H2 ⊆ E sa
deuxie`me. On a H est κ-ﬁltrant ssi H1 et H2 sont κ-ﬁltrants et, dans ce cas,
sup(H) = (supH1, supH2) = sup(H1 ×H2).
2) Soit H ⊆ [D −→ E ]κ. Alors H est κ-ﬁltrant ssi pour tout u ∈ D l’ensemble
Hu = {f(u) : f ∈ H} est κ-ﬁltrant et, dans ce cas, le sup de H est le sup
extensionnel, i.e la fonction f sup de´ﬁnie par : f sup(u) = sup(Hu) pour tout
u ∈ D. 
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5.1.3 κ-continuite´ et κ-topologie
Il existe une autre caracte´risation des fonctions κ-continues. Cette ca-
racte´risation correspond a` la de´ﬁnition d’une topologie canonique sur les
κ-cpos que nous appelerons κ-topologie.
Notation 5.1.18 Soient (D,≤D) un κ-cpo et G ⊆ D :
↑ G = {x ∈ D : ∃y ∈ G, y ≤D x}
De´ﬁnition 5.1.19 Soit D un κ-cpo. La κ-topologie sur D est la topologie
dont les ouverts sont les ensembles O ⊆ D tels que :
1) O =↑ O
2) Tout ensemble κ-ﬁltrant X ⊆ D, on a : sup(X) ∈ O ⇒ O ∩X = ∅
Les ouverts de cette topologie sont aussi appele´s κ-ouverts.
Remarque 5.1.20 ⊥D ∈ O ssi O = D.
On ve´riﬁe facilement que :
– Toute union d’ouverts est un ouvert.
– L’intersection d’une famille κ-petite d’ouverts est un ouvert.
– Si O et O′ sont des ouverts des κ-topologies sur les κ-cpos D et E alors
O ×O′ est un ouvert de la κ-topologie sur D × E .
La κ-continuite´ coincide avec la continuite´ usuelle relativement a` la κ-
topologie :
Lemme 5.1.21 Soient D et E des κ-cpos et f : D → E, on a :
f ∈ [D −→ E ]κ si et seulement si, pour tout ouvert O ⊆ E, f−1[O] est un
ouvert de D. 
Notation 5.1.22 Pour f ∈ [D −→ E ]κ :
dom(f) = {x ∈ D : f(u) = ⊥} = f−1[E − {⊥}]
On remarque que si f est une fonction κ-continue dom(f) est un κ-ouvert
car E − {⊥} est un κ-ouvert. Le lemme suivant, qui donne une condition
suﬃsante de continuite´, nous sera utile plusieurs fois par la suite :
Lemme 5.1.23 Soient D et E des κ-cpos et f : D → E. Supposons que :
1) dom(f) est κ-ouvert
2) ∀u, v ∈ dom(f), u ≤D v ⇒ f(u) = f(v)
alors f est κ-continue.
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Preuve. La croissance vient facilement du fait que dom(f) =↑ dom(f).
Soit X ⊆ D et κ-ﬁltrant, on doit montrer f(supX) ≤D sup{f(u) : u ∈
X}. Si supX /∈ dom(f) c’est e´vident. Si supX ∈ dom(f) alors il existe
u ∈ X ∩ dom(f) puisque dom(f) est un κ-ouvert. Or u ≤D supX et donc
f(u) = f(supX). 
5.1.4 κ-se´mantique du λ-calcul non-type´
Soient D un κ-cpo, V AR un ensemble de variables et C un ensemble de
constantes. Nous introduisons maintenant l’ensemble Λ(C) des termes du
λ-calcul, construits sur C :
De´ﬁnition 5.1.24 L’ensemble Λ(C) est le plus petit ensemble tel que :
1) V AR ∪ C ⊆ Λ(C)
2) Si t, t′ ∈ Λ(C) alors (t t′) ∈ Λ(C)
3) Si t ∈ Λ(C) et x ∈ V AR alors λx.t ∈ Λ(C)
Notation 5.1.25 On notera Λ(C) l’ensemble des termes clos de Λ(C)
Dans le cas ou` C = ∅, l’ensemble Λ(C) est l’ensemble Λ des termes du
λ-calcul pur sans constante ajoute´e. L’interpre´tation de ces termes se fait a`
l’inte´rieur de structures appele´es “objets re´ﬂexifs”. Nous en donnons ici la
de´ﬁnition :
De´ﬁnition 5.1.26 Un objet re´ﬂexif d’une ccc C est un triplet Dˆ = (D, λ,A)
ou`, D est un objet de C, λ,A des morphismes de la cate´gorie ve´riﬁant :
λ : [D → D]→ D 1, A : D → [D → D] et A ◦ λ = id[D → D]
Pour interpre´ter les termes de Λ(C) lorsque C = ∅, on enrichit l’objet
re´ﬂexif d’une fonction d’interpre´tation j des constantes de C vers D. Ceci
motive la de´ﬁnition suivante :
De´ﬁnition 5.1.27 On appellera structure interpre´tative de Λ(C) tout couple
(Dˆ, j), ou` Dˆ est un objet re´ﬂexif d’une ccc et j une fonction de C vers D.
Nous en arrivons maintenant a` la de´ﬁnition formelle de l’interpre´tation
des termes de Λ(C) dans une structure interpre´tative (Dˆ, j). Il existe deux
fac¸ons classiques et e´quivalentes de proce´der. La premie`re consiste a` tra-
vailler avec les environnements, qui sont les fonctions de V AR dans D,
1ou` [D → D] est l’objet de C qui repre´sente l’ensemble des morphismes de D vers D
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et a` de´ﬁnir l’interpre´tation de chaque terme dans tout environnement. La
deuxie`me, que nous avons choisie, consiste a` de´ﬁnir l’interpre´tation des
termes de Λ(C ∪ D) 2, termes dits clos a` parame`tres dans D. De cette
interpre´tation, on de´duit alors celle des termes de Λ(C ∪ D) et Λ(C).
L’interpre´tation | |j des termes de Λ(C ∪ D) est donne´e par induction
sur la structure du terme :
1. |u|j = u pour u ∈ D
2. |c|j = j(c) pour c ∈ C
3. |(t t′)|j = A(|t|j)(|t′|j)
4. |λx.t|j = λ(u→ |t[u/x]|j)
On remarque que la troisie`me clause suppose que, pour tout terme t la
fonction u → |t[u/x]|j est κ-continue, ce qui se montre simultane´ment et
nous est assure´ par le fait qu’on travaille dans une ccc.
On de´ﬁnit maintenant de fac¸on ge´ne´rale l’interpre´tation des termes de
Λ(C ∪ D) et Λ(C). Soit t[x] un terme ou` V L(t) ⊆ x. L’interpre´tation | t |ju
de t, en fonction de l’interpre´tation u de x, est de´ﬁnie par | t |ju = | t[u/x] |j .
Notation 5.1.28 On notera simplement | t | l’interpre´tation des termes clos
de Λ(C ∪D) qui ne contiennent pas d’occurence de constante, puisque cette
interpre´tation est alors inde´pendante de j.
Notation 5.1.29 Pour tout κ-cpo re´ﬂe´xif Dˆ = (D, λ,A)
FD =def λ[ [D → D]κ ] = {λ(f) : f ∈ [D → D]κ}
Remarque 5.1.30 De ce qui pre´ce´de, il est clair que, pour tout terme de
la forme λx.t, on a |λx.t|j ∈ FD.
Le lemme suivant nous sera utile :
Lemme 5.1.31 Pour tout u ∈ D, les trois assertions suivantes sont e´quivalentes :
1) u ∈ FD
2) u = |λx.(ux)|j
3) u = (F ′u) ou` F ′ =def λuλx.(ux) 
2On suppose alors C ∩D = ∅
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5.1.5 Mode`lisation des the´ories du λ-calcul
Une the´orie e´quationnelle du λ-calcul pur est constitue´e d’un ensemble
d’e´quations AX qu’on prend comme axiomes, et d’un ensemble de re`gles de
de´duction RG qui permettent d’infe´rer une e´quation, dite conclusion, d’un
ensemble ﬁni d’e´quations appele´es pre´misses. En particulier, on demande
que ces axiomes et ces re`gles englobent l’α- et la β-e´quivalence (au sens ou`
si deux termes t, t′ sont αβ-e´quivalents alors l’e´quation t = t′ est de´ductible
dans la the´orie).
La notion de satisfaction par une structure interpre´tative (Dˆ, j), avec
Dˆ = (D, λ,A), d’une e´quation, d’un ensemble d’e´quations, d’une re`gle et
d’une the´orie Th, est de´ﬁnie comme suit :
De´ﬁnition 5.1.32 :
1) Soient t[x] et t′[x] des termes de Λ(C ∪ D). La structure interpre´tative
(Dˆ; j) satisfait l’e´quation t = t′ si pour tout u ∈ D<ω on a | t[u/x] |j =
| t′[u/x] |j. On e´crira D  t = t′ pour “Dˆ satisfait t = t′ ”. En particulier, si
t et t′ sont des termes clos (a` parame`tres dans D ou non) on a D  t = t′
si et seulement si | t |j = | t′ |j
2) On dira que Dˆ satisfait une suite d’e´quations t = t′, et on e´crira
D  t = t′, si Dˆ satisfait chacune des e´quations de t = t′.
3) On dira que Dˆ satisfait la re`gle R : t = t′  s = s′ et on e´crira D  R, si
D  t = t′ implique D  s = s′, autrement dit si :
∀u ∈ D : D  t[u/x] = t′[u/x] ⇒ ∀u ∈ D : D  s[u/x] = s′[u/x] )
De´ﬁnition 5.1.33 On dira que (Dˆ, j) satisfait fortement la re`gle R : t =
t
′  t = t′ si, pour tout x contenant les variables libres de t, t′, s, s′ on a :
∀u ∈ D : (D  t[u/x] = t′[u/x] ⇒ D  s[u/x] = s′[u/x] )
Remarque 5.1.34 On ve´riﬁe facilement que si une re`gle est fortement sa-
tisfaite, elle est satisfaite.
De´ﬁnition 5.1.35 Soit Th = (AX,RG) une the´orie. On dira qu’une struc-
ture (Dˆ, j) est un mode`le de Th, ce que l’on note D  Th, si (Dˆ, j) satisfait
chaque axiome de AX et chaque re`gle de RG.
En particulier, on a le re´sultat suivant :
Lemme 5.1.36 Soient Dˆ = (D, λ,A) un κ-cpo re´ﬂexif et t, t′ ∈ Λ(C ∪ D).
Si t et t′ sont αβ-e´quivalents alors D  t = t′. 
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5.1.6 Codage des fonctions n-aire
Notation 5.1.37 Soit Dˆ = (D, λ,A) un κ-cpo re´ﬂexif. Pour u, v ∈ D, v ∈
D<ω, on de´ﬁnit uv par induction sur la longueur de v de la fac¸on suivante :
– uv = (uv) =def A(u)(v) i.e la fonction A(u) applique´e a` l’argument v.
– uvv =def A(uv)(v).
Notons que uv est de´ﬁni pour toute suite “ﬁnie” v au sens de l’univers
V dans lequel on travaille, et pas seulement pour toute suite “ﬁnie” au sens
intuitif.
Remarque 5.1.38 Soient Dˆ = (D, λ,A) un κ-cpo re´ﬂexif et u ∈ D. Pour
tout X ⊆ D et κ-ﬁltrant, on a, par le fait que A(u) est κ-continue :
u(supX) = A(u)(supX) = sup{A(u)x : x ∈ X} = sup{ux : x ∈ X}
L’interpre´tation des constantes du langage de Map Theory utilise parfois
des codes de fonctions de [Dn → D]κ. Pour cette raison, nous donnons
maintenant la de´ﬁnition de la suite (λn)n∈N des codages dans D des fonctions
n-aires :
De´ﬁnition 5.1.39 On de´ﬁnit par induction une suite (λn)n∈ω de fonctions
de [Dn → D] vers D, comme suit :
1. λ1 = λ
2. λn+1(f) = λ( u → λn(v1, ..., vn → f [u, v1, ...., vn]) )
On montre facilement par induction sur n et en utilisant les proprie´te´s
des ccc que les fonctions λn sont bien de´ﬁnies et κ-continues de [Dn → D]
vers D.
Remarque 5.1.40 Pour tous n ∈ ω, u ∈ Dn et f ∈ [Dn → D]κ, on a :
λn(f)u = f(u). En particulier, on a λ(f)u = f(u).
5.1.7 Ele´ments κ-compacts et fonctions en escalier
Dans cette section, nous donnons tout d’abord la de´ﬁnition d’un κ-
compact. En liaison avec cette notion de κ-compacite´, nous introduisons
ensuite la famille des fonctions en escalier sur les κ-cpos, dont nous mon-
trons qu’elles sont κ-continues. Ces fonctions seront souvent utilise´es par la
suite.
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De´ﬁnition 5.1.41 Soit D un κ-cpo. Un e´le´ment c de D est dit compact si,
pour tout ensemble κ-ﬁltrant X ⊆ D tel que c ≤D supX, il existe v ∈ X tel
que c ≤D v. En particulier, l’e´le´ment ⊥D est κ-compact en ce sens.
Notation 5.1.42 Pour D un κ-cpo et H ⊆ D, on notera Hc l’ensemble
des e´le´ments compacts de H (et donc en particulier Dc l’ensemble des κ-
compacts de D). Pour u ∈ D, on notera ↓c u l’ensemble des compacts
infe´rieurs ou e´gaux a` u.
Il est clair que Dc est clos par sup de sous-ensembles κ-petits. De plus :
Remarque 5.1.43 Les e´le´ments compacts d’un κ-cpo D sont exactement
les e´le´ments c de D tel que ↑ {c} est un ouvert et ainsi, pour tout H ⊆ Dc,
l’ensemble ↑ H est un κ-ouvert.
On va de´duire de la remarque pre´ce´dente un lemme qui e´tablit la κ-
continuite´ de certaines fonctions dites “en escalier”. L’e´nonce´ de ce lemme
utilise la notion d’antichaine :
De´ﬁnition 5.1.44 Soit (D,≤) un ensemble ordonne´ :
1) On dira que u, v ∈ D sont compatibles si il existe w ∈ D tel que u, v ≤ w
et incompatibles dans le cas contraire.
2) Une antichaine est un sous-ensemble de D dont les e´le´ments sont incom-
patibles deux a` deux.
De´ﬁnition 5.1.45 Soient D et E des κ-cpos. Soit X ⊆ Dc une antichaine
et soit une fonction s : X → E . On conside´re la fonction de´ﬁnie sur D
par :
gs(u) =
{
s(e) si u ≥ e et e ∈ X
⊥E sinon
Une telle fonction sera dite fonction en escalier,
On remarque que l’incompatibilite´ deux a` deux des e´le´ments de X nous
assure de la bonne de´ﬁnition de gs.
Lemme 5.1.46 Soient D et E des κ-cpos et X ⊆ Dc une antichaine :
1) Pour toute fonction s : X → E, la fonction gs est κ-continue et
dom(gs) =↑ X.
2) Si, de plus, X est κ-petit et s[X] ⊆ Ec, alors la fonction gs est κ-compacte
dans [D → E ]κ.
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Preuve.
1) La continuite´ est une conse´quence directe du Lemme 5.1.23.
2) Pour le cas Card(X) = 1, la de´monstration est analogue au cas κ = ω.
Il en re´sulte que si X est un ensemble κ-petit de κ-compacts alors gs est le
sup d’un ensemble κ-petit de fonctions compactes et est donc compacte. 
Nous donnons maintenant quelques exemples de fonctions en escalier :
Exemple 5.1.47 Pour tout κ-compact e ∈ D et tout v ∈ E, on de´ﬁnit la
fonction ge,v par :
ge,v(u) =
{
v si u ≥ e
⊥E sinon
Les fonctions de la forme ge,v sont des fonctions en escalier, en prenant
s(e) = v pour X = {e}. De plus, ge,v est κ-compacte dans [D → E ]κ ssi v
est κ-compact.
Remarque 5.1.48 Pour f ∈ [D → E ]κ , on a ge,v ≤ f ssi v ≤ f(e).
Remarque 5.1.49 Toute fonction constante peut eˆtre vue comme la fonc-
tion en escalier g⊥,v ou` v ∈ E est la valeur de la fonction. En particulier,
une telle fonction est κ-compacte dans [D → E ]κ ssi v est κ-compact.
5.1.8 κ-ccpos et κ-domaines de Scott.
Comme nous l’avons signale´ dans l’introduction, les mode`les de Map
Theory qui nous inte´ressent font partie d’une sous-cate´gorie pleine3 et carte´sienne
close de celle des κ-cpos, la cate´gorie des κ-domaines de Scott. Une sous-
cate´gorie pleine interme´diaire est celles des κ-ccpos. Nous pre´sentons ici les
deux classes de domaines correspondant.
De´ﬁnition 5.1.50 Un κ-cpo D sera dit un κ-ccpo si tout ensemble majore´
X ⊆ D admet un sup.
Remarque 5.1.51 Il est clair que si D est un κ-ccpo, tout X ⊆ D non vide
admet un inf, c’est a` dire un sup de l’ensemble de ses minorants.
Le Lemme 5.1.17.2 s’e´tend naturellement aux sup s quelconques dans les
κ-ccpos :
3Rappelons que C′ est une sous-cate´gorie pleine de C si Obj(C′) ⊆ Obj(C) et ∀A,B ∈
Obj(C′) HomC′(A,B) = HomC(A,B)
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Lemme 5.1.52 Soient D, E des κ-ccpos et X ⊆ [D −→ E ]κ. Si le sup de X
existe c’est le sup extensionnel (i.e le sup point par point). 
La de´ﬁnition des κ-domaines de Scott passe par celle de la κ-alge´bricite´.
Rappelons que ↓c u = {e ∈ Dc : e ≤ u} pour u ∈ D et D un κ-cpo.
De´ﬁnition 5.1.53 Un κ-cpo D sera dit κ-alge´brique si, pour tout u ∈ D,
↓c u est κ-ﬁltrant et u = sup(↓c u).
On peut voir aussi facilement qu’un sous-ensemble G d’un κ-cpo κ-
alge´brique est un ouvert si et seulement s’il est “engendre´” par un ensemble
de compacts, autrement dit :
Lemme 5.1.54 Pour D un κ-cpo κ-alge´brique et G ⊆ D, les quatres e´nonce´s
suivants sont e´quivalents :
1) G est un κ-ouvert
2) G =↑ G et pour tout u ∈ G on a (↓c u) ∩G = ∅
3) G =↑ (G ∩ Dc)
4) Il existe H ⊆ Dc tel que G =↑ H
Preuve. L’e´quivalence de 2, 3 et 4 est e´vidente. Le fait que 4 implique 1
est donne´ par la Remarque 5.1.43. On montre maintenant 1⇒ 2. Soit donc
un ouvert G. Pour montrer 2, il nous suﬃt de trouver, pour chaque u ∈ G
un κ-compact eu tel que eu ∈ G et eu ≤ u. Soit donc u ∈ G. Puisque D est
alge´brique, ↓c u est κ-ﬁltrant, et on a donc sup(↓c u) = u ∈ G. Comme G
est un ouvert, on a (↓c u)∩G = ∅. Il suﬃt alors de choisir eu dans ↓c u∩G.

De´ﬁnition 5.1.55 Un κ-domaine de Scott est un κ-ccpo κ-alge´brique.
5.1.9 Ope´rateurs de points ﬁxes dans les κ-ccpos re´ﬂexifs
De´ﬁnition 5.1.56 Soit Dˆ = (D, λ,A) un κ-cpo re´ﬂexif :
1) Soient u, x ∈ D. On dira que x est un point ﬁxe de u si ux = x.
2) On dira Z ∈ D est un ope´rateur de points ﬁxes sur D si, pour tout u ∈ D,
Zu est un point ﬁxe de u.
Exemple 5.1.57 L’interpre´tation dans D de tout combinateur de points
ﬁxes du λ-calcul est un ope´rateur de points ﬁxes.
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Nous montrons maintenant l’existence d’un plus petit point ﬁxe (pppf )
pour tout e´le´ment d’un κ-ccpo re´ﬂexif. Notons que, dans la de´ﬁnition qui
suit, il faut tenir compte qu’une suite croissante de longueur η < κ n’est pas
ne´cessairement κ-ﬁltrante lorsque κ > ω (Remarque 5.1.9), et n’admet donc
pas force´ment un sup. Se restreindre aux κ-ccpos re´ﬂexifs (au lieu des κ-cpos
quelconques) permet de contourner cette diﬃculte´, ce cadre e´tant d’ailleurs
largement suﬃsant par la suite.
De´ﬁnition 5.1.58 Soient Dˆ = (D, λ,A) un κ-ccpo re´ﬂexif et u ∈ D. On
de´ﬁnit la suite (uη)η<κ par :
u0 = ⊥
uη+1 = u(uη)
uη = sup{uγ : γ < η} pour η limite
Lemme 5.1.59 Soient Dˆ = (D, λ,A) un κ-ccpo re´ﬂexif et u ∈ D. La suite
(uη)η<κ est bien de´ﬁnie, croissante, et uk =def sup(uη)η<κ est le pppf de u.
Preuve.
Pour que (uη)η<κ soit bien de´ﬁnie, on doit ve´riﬁer l’existence du sup{uγ :
γ < η} pour tout η < κ limite. Or, dans un un κ-ccpo, toute suite majore´e
admet un sup, il suﬃt donc de remarquer que {uγ : γ < η} est majore´ par
tout point ﬁxe de u (ve´riﬁcation triviale par induction sur γ) ; l’existence
d’un tel point ﬁxe de´coulant, entre autres, de l’Exemple 5.1.57.
La croissance se montre sans proble`me par induction sur η.
Maintenant, cette croissance nous assure du fait que {uη : η < κ} est κ-
ﬁltrant et il vient :
u(sup(uη)η<κ) = sup(u(uη))η<κ = sup(uη+1)η<κ = sup(uη)η<κ
Le sup de la suite est donc un point ﬁxe de u et c’est le plus petit puisque,
comme de´ja` signale´, tout e´le´ment de cette suite est majore´ par n’importe
quel point ﬁxe de u. 
Nous allons voir maintenant que dans tout κ-ccpo re´ﬂexif il existe un
ope´rateur de pppf. Cela de´coule du lemme suivant :
Lemme 5.1.60 Soit Dˆ = (D, λ,A) un κ-ccpo. La fonction Fpf : u → uκ est
κ-continue sur D.
Preuve. Tout d’abord, il est clair que, pour tous u, v ∈ D, si u ≤ v
on a uη ≤ vηpour tout η < κ. On en conclut sup(uη)η<κ ≤ sup(vη)η<κ et
la croissance de Fpf . Maintenant, soit X ⊆ D et κ-ﬁltrant et soit s =def
supX. On a par de´ﬁnition Fpf (s) = sup(sη)η<κ. Or, on ve´riﬁe facilement
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par induction sur η en utilisant le Lemme 5.1.17 et la κ-ﬁltrance de X, que
sη = sup{uη : u ∈ X}. Il vient :
Fpf (s) = sup(sη)η<κ
= sup{sup{uη : u ∈ X} : η < κ}
= sup{uη : u ∈ X, η < κ}
= sup{sup{uη : η < κ} : u ∈ X}
= sup{Fpf (u) : u ∈ X}

De´ﬁnition 5.1.61 Soit Dˆ = (D, λ,A) un κ-ccpo re´ﬂexif. On appellera ope´rateur
de pppf l’e´le´ment λ(Fpf ) et on le notera YD (ou plus simplement Y) .
Corollaire 5.1.62 Pour tout κ-ccpo re´ﬂexif Dˆ et u ∈ D, (Yu) est le pppf
de u. 
Remarque 5.1.63 Insistons sur le fait que Y a une de´ﬁnition se´mantique.
Toutefois, pour les mode`les de MT construits en [6, p.49], il est possible de
montrer que l’on a en fait Y = |Y |, ou` Y est le combinateur de points ﬁxes
de Curry (Cf De´ﬁnition 3.2.2).
5.1.10 Fonctions κ-compactes
Nous montrons maintenant que dans les κ-domaines de Scott, l’image
d’une fonction κ-compacte est un ensemble de κ-compacts. La de´monstration
de ce fait est une ge´ne´ralisation facile du cas ω. Nous n’en donnons qu’une
esquisse. Elle passe par la de´ﬁnition et le lemme suivant :
De´ﬁnition 5.1.64 Soient D et E des κ-domaines de Scott. Pour f ∈ [D →
E ]κ on pose :
gf =def {ge,d : e ∈ Dc ∧ d ∈ Ec ∧ d ≤ f(e)}
ou` ge,d est la fonction en escalier κ-compacte de´ﬁnie dans l’Exemple 5.1.47.
Lemme 5.1.65 Pour toute fonction f on a sup(gf ) = f . 
Lemme 5.1.66 Soit f une fonction κ-compacte. Pour tout u ∈ D, f(u) est
κ-compact dans E.
Preuve. On ve´riﬁe facilement que f = sup(gf ) = sup{supH : H ⊆κ
gf} ; puis, par re´gularite´ de κ, que {supH : H ⊆κ gf} est κ-ﬁltrant. Par κ-
compacite´ de f , il existeH ⊆κ gf tel que f ≤ supH. Comme sup(H) ≤ f , on
a ﬁnalement f = sup(H). Soit maintenant u ∈ D. On f(u) = sup(H)(u) =
sup{gc,d(u) : gc,d ∈ H} par le Lemme 5.1.52. Il ne reste plus qu’a` remarquer
que, puisque H est κ-petit, f(u) est le sup d’un ensemble κ-petit de κ-
compacts, c’est donc un κ-compact. 
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5.2 Les pre´-mode`les de Map Theory
Nous introduisons la notion de pre´-mode`le de MT dans la cate´gorie des
κ-cpos, ou κ-pre´-mode`le. La de´ﬁnition que nous donnons ici diﬀe`re donc
le´ge`rement de celle donne´e en [15] qui ne concernait que les κ-domaines de
Scott. En eﬀet, ce n’est qu’a` partir du Chapitre 10 qu’il sera ne´cessaire de
travailler dans cette sous-cate´gorie.
Les κ-pre´-mode`les de Map Theory sont construits a` partir de κ-cpos
ayant une certaine forme. Pour les introduire on de´ﬁnit tout d’abord une
ope´ration pour laquelle la cate´gorie des κ-cpos, comme celle des κ-domaines
de Scott, est close :
De´ﬁnition 5.2.1 Soit (D,≤D) un κ-cpo et T˜ , ⊥˜ /∈ D. On notera D ⊕⊥˜ T˜
le κ-cpo (D′,≤D′) tel que D′ = D ∪ {T˜ , ⊥˜} et u ≤D′ v si et seulement si :
u = ⊥˜ ou u = v = T˜ ou u ≤D v (u, v ∈ D).
Nous de´ﬁnissons maintenant la notion de κ-pre´-mode`le :
De´ﬁnition 5.2.2 (κ-pre´-mode`le 1) Un κ-pre´-mode`le est un triplet (M, λ˜, A˜)
ou` M un κ-cpo et :
A˜
M −→←− [M→M]κ ⊕⊥˜ T˜
λ˜
λ˜, A˜ sont deux isomorphismes d’ordre inverses l’un de l’autre.
Pour le reste de cette section, on suppose ﬁxe´ un tel κ-pre´-mode`le (M, λ˜, A˜).
Notation 5.2.3 :
1) ⊥ =def ⊥M et donc ⊥ = λ˜(⊥˜)
2) T =def λ˜(T˜ )
3) F =def λ˜[ [M→M]κ ].
Comme λ˜ et A˜ sont des bijections on a F =M\{⊥, T} et ⊥ = T .
Comme λ˜, A˜ sont deux isomorphismes d’ordre, ils commutent a` tous
les inf s et aux sup s (ils sont donc en particulier κ-continus). De plus, par
de´ﬁnition de [M→M]κ⊕⊥˜T˜ , on voit facilement que u ≤M v si et seulement
si : u = ⊥ ou u = v = T ou u, v ∈ F et u ≤M v. En particulier, on a donc
u ≤M T si et seulement si u = ⊥ ou T , et T ≤ u si et seulement si u = T .
On en de´duit facilement les proprie´te´s suivantes des pre´-mode`les :
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Lemme 5.2.4 :
1) Pour tout H ⊆M admettant un sup :
supH = T ssi H = {T} ou H = {T,⊥}
supH = ⊥ ssi H = ∅ ou H = {⊥}
supH ∈ F ssi H ⊆ F ∪ {⊥} et H ∩ F = ∅
2) Pour tout H ⊆M admettant un inf :
infH = T ssi H = {T}
infH = ⊥ ssi ⊥ ∈ H ou (T ∈ H et H ∩ F = ∅)
infH ∈ F ssi H ⊆ F

Du lemme pre´ce`dent, on de´duit facilement :
Lemme 5.2.5 :
1) F est un κ-ouvert (de la κ-topologie sur M).
2) Pour tout ouvert O, on a T ∈ O si et seulement si, soit ⊥ ∈ O et alors
O =M, soit O = {T} ∪O′ pour O′ ⊆ F un ouvert. 
On de´ﬁnit maintenant :
A
M −→←− [M→M]κ
λ
en posant A(u) = A˜(u) pour u ∈ F, A(⊥) = x → ⊥ et A(T ) = x → T ;
λ(f) = λ˜(f) pour toute fonction κ-continue de [M→M]κ.
On ve´riﬁe facilement que :
Lemme 5.2.6 (M, λ,A) est un κ-cpo re´ﬂexif, en particulier A◦λ = id[M→M]κ.

De´ﬁnition 5.2.7 (κ-pre´-mode`le 2) A partir de maintenant et pour e´viter
d’alourdir notre terminologie, on appellera aussi “κ-pre´-mode`le” le κ-cpo
re´ﬂexif Mˆ = (M, λ,A) induit par un κ-pre´-mode`le (M, λ˜, A˜). De plus, on
e´crira souvent simplement M au lieu Mˆ.
La proprie´te´ se´mantique exprime´e par le lemme suivant est appele´e Fort
Quartum Non-Datur (FQND). Nous verrons dans la section suivante que ce
lemme implique que tout κ-pre´-mode`le satisfait la re`gle de QND de MT .
Lemme 5.2.8 (FQND) Pour tout κ-pre´-mode`le M on a :
M = {u ∈M : |F ′u| = u} ∪ {T,⊥}.
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5.2 Les pre´-mode`les de Map Theory
Preuve. En eﬀet, F = FM = {u ∈ M : |F ′u| = u} (Lemme 5.1.31) et,
comme on l’a de´ja` remarque´, M = F ∪ {T,⊥}. 
Remarque 5.2.9 La restriction A|F de A a` F et λ sont deux isomorphismes
(d’ordre) inverses entre les κ-cpos F et [M→M]κ.
Comme A|F et λ sont deux isomorphismes d’ordre, ils commutent aux
inf s et aux sup s des sous-ensembles de F et de [M → M]κ et pre´servent
la compacite´. On en de´duit facilement, en utilisant le Lemme 5.2.4, les trois
lemmes suivants :
Lemme 5.2.10 :
1) Soit H ⊆ [M→M]κ. Si H admet un sup ou un inf alors {λ(f) : f ∈ H}
admet un sup ou un inf et :
λ(supH) = sup{λ(f) : u ∈ H}
λ(infH) = inf{λ(f) : u ∈ H}
2) Soit H ⊆M. Si H admet un sup ou un inf alors {A(u) : u ∈ H} admet
un sup ou un inf et :
A(supH) = sup{A(u) : u ∈ H}
A(infH) = inf{A(u) : u ∈ H} 
Lemme 5.2.11 Soit X ⊆M tel que sup(X) existe et x ∈M<ω. Si M est
un κ-ccpo ou si X est κ-ﬁltrant alors sup(X)x = sup{ux : u ∈ X}.
Preuve. On esquisse la de´monstration du cas ou` M est un κ-ccpo,
l’autre cas s’obtenant en y remplac¸ant le Lemme 5.1.52 par le Lemme 5.1.17 :
On remarque que l’existence du sup{ux : u ∈ X} est assure´, dans les κ-ccpos,
par le fait que l’ensemble {ux : u ∈ X} est majore´ par sup(X)x. Il suﬃt
ensuite de faire une induction sur la longueur de x en utilisant le fait que A
commute a` tous les sup et le Lemme 5.1.52. 
Lemme 5.2.12 :
1) λn(f) est κ-compact dans M ssi f est κ-compacte dans [Mn → M]κ
2) A(u) est κ-compacte dans [M→M]κ ssi u est κ-compact dans M.
Preuve. Comme ⊥ et T sont κ-compacts, A(⊥) = x → ⊥ et A(T ) =
x → T sont des fonctions κ-compactes (Remarque 5.1.49). Le reste du lemme
de´coule, dans le cas n = 1, imme´diatement du fait que A|F et λ sont des
isomorphismes, et dans le cas ge´ne´ral par une induction sur n. 
Nous allons voir maintenant que, sous une certaine interpre´tation j des
constantes if,⊥ et T , tout pre´-mode`le satisfait les axiomes et re`gles de MT
dits “du λ-calcul et du calcul des propositions”.
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Chapitre 6
Satisfaction des axiomes et
re`gles du λ-calcul et du
calcul propositionnel
On suppose dans ce chapitre que Mˆ = (M, λ,A) est un κ-pre´-mode`le
au sens de la De´ﬁnition 5.2.7.
Rappelons que MTA, est une the´orie du λ-calcul enrichi de l’ensemble
de constantes C = {⊥, T, if ; ε, φ, ∼}. L’interpre´tation de MTA se fait donc
dans une structure (Mˆ, j), ou` j est une fonction d’interpre´tation de C dans
M.
Nous ne nous inte´ressons ici qu’aux interpre´tations naturelles des constantes
⊥, T et if dans les pre´-mode`les, autrement dit, nous ﬁxerons j(⊥) = ⊥,
j(T ) = T et j(if) = λ3(IF ), ou` IF est la fonction de´ﬁnie dans le Lemme
6.0.14 plus bas, sans de´ﬁnir l’interpre´tation des autres constantes. Cepen-
dant, comme le lecteur pourra le ve´riﬁer, les the´ore`mes qui vont suivre sont
vrais pour une interpre´tation quelconque de ε, φ, ∼ dansM. Ils sont de plus
de´montre´s en [6] auquel nous renvoyons.
Nous introduisons maintenant une convention d’e´criture :
CONVENTION :
Pour simpliﬁer les e´critures, l’interpre´tation |t|j dans M du terme clos t ∈
Λ(M∪C) sera simplement note´e t lorsque le contexte le permettra. Ainsi,
par exemple, l’e´criture t ∈ G pour G ⊆M, devra se lire “l’interpre´tation de
t se trouve dans G”. Autre exemple : sous cette convention, “M  t = t′”
et “ t = t′” deviennent deux formulations e´quivalentes pour dire que les
interpre´tations des termes clos t et t′ sont e´gales.
174
Comme (M, λ,A) est un κ-cpo re´ﬂexif on sait depuis le Lemme 5.1.36 que
M satisfait les axiomes et re`gles d’αβ-e´quivalence et de passage au contexte
(Applic-β, Renommer, Trans et Abstract). Seuls les axiomes Select1, 2, 3,
Applic-T , Applic-⊥ et la re`gle de QND, nous inte´ressent donc ici. Nous les
rappelons tout d’abord :
Comportement de la constante if :
Select1  (if T A B) = A
Select2  (if λx.C A B) = B
Select3  (if ⊥ A B) = ⊥
Comportement applicatif des constantes ⊥ et T :
Applic-T  (TB) = T
Applic-⊥  (⊥B) = ⊥
Le calcul propositionnel est traduit dans MT graˆce a` la seule re`gle du
QND :
QND Si  A[T/x] = B[T/x]
et  A[F ′x/x] = B[F ′x/x]
et  A[⊥/x] = B[⊥/x]
Alors  A = B
Nous donnons maintenant les proprie´te´s de M d’ou` de´coule la satisfac-
tion de ces re`gles et axiomes. Nous renvoyons a` [6] pour les de´monstrations
faciles des lemmes qui suivent.
Lemme 6.0.13 Pour tout u ∈M on a Tu = T et ⊥u = ⊥. 
En posant j(⊥) = ⊥ et j(T ) = T , il est donc imme´diat par le lemme
pre´ce`dent, que M satisfait Applic-T et Applic-⊥.
Lemme 6.0.14 La fonction IF de M3 vers M de´ﬁnie par :
IF (u, v, w) =


⊥ si u = ⊥
v si u = T
w si v ∈ F
est κ-continue. 
La de´monstration du lemme pre´ce`dent est facilite´e par le fait qu’une
fonction n-aire est κ-continue ssi elle l’est en chacun de ces arguments.
En posant j(if) =def λ3(IF ), on ve´riﬁe facilement que, pour tout u, v, w ∈
M on a : if⊥vw = ⊥, ifTvw = v et ifuvw = w si u ∈ F. On en de´duit que,
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M satisfait les axiomes Select1, 2, 3 (on utilise en particulier la Remarque
5.1.40).
Il nous reste a` voir queM satisfait la re`gle de QND. Intuitivement, cette
re`gle aﬃrme que, pour f, g des fonctions κ-continues :
Si f(T ) = g(T )
et f(F ′u) = g(F ′u) pour tout u ∈M
et f(⊥) = g(⊥)
Alors f(u) = g(u) pour tout u ∈M i.e f = g
Or, le QND aussi bien que cette implication sont trivialement ve´riﬁe´s par
tout mode`le du λ-calcul qui ve´riﬁe le FQND ; et donc par tout κ-pre´-mode`le
(Lemme 5.2.8).
De´ﬁnition 6.0.15 (κ-pre´-mode`le 3) Nous appellerons dore´navant κ-pre´-
mode`le toute structure (Mˆ, j) induite par un κ-pre´-mode`le M et ou` j est
de´ﬁnie de la fac¸on que nous venons de voir pour les constantes if,⊥ et T .
Tout κ-pre´-mode`le satisfait donc les axiomes du λ-calcul et du calcul propo-
sitionnel de MT .
Avant de cloˆre ce chapitre, nous donnons quelques proprie´te´s supple´mentaires
de l’interpre´tation des termes dans les κ-pre´-mode`les (au sens de la notation
pre´ce´dente).
Lemme 6.0.16 (Quasi-extensionnalite´) Pour tous u, v ∈ F on a :
u ≤ v (resp. u = v) si et seulement si ux ≤ vx (resp. ux = vx) pour tout
x ∈M. 
De´ﬁnition 6.0.17 Pour tout n ∈ ω, on de´ﬁnit nˆ et nˇ par :
1) nˆ =def T si n = 0 et nˆ =def λn(u ∈Mn → T ) sinon.
2) nˇ =def ⊥ si n = 0 et nˇ =def λn(u ∈Mn → ⊥) sinon.
Il est facile de montrer, par induction sur n ∈ N, que nˆ = |λx1....λxn.T |j
et que nˇ = |λx1....λxn.⊥ |j . De plus, du Lemme 5.2.12 et de la Remarque
5.1.49, on de´duit facilement :
Remarque 6.0.18 :
1) La suite nˇ, pour n ∈ ω, est une suite croissante d’e´le´ments κ-compacts.
2) La suite nˆ, pour n ∈ ω, est une antichaine d’e´le´ments κ-compacts et
maximaux.
3) On a mˇ ≤ nˆ ssi m ≤ n.
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Nous donnons maintenant 5 conse´quences faciles et tre`s utiles du FQND
et de la de´ﬁnition de IF . Elles portent sur les constructeurs propositionnels
et l’implication non monotone (voir De´ﬁnition 2.2.22 et Notation 2.2.8 pour
les de´ﬁnitions de !, ?,≈, :, ¬˙,∧˙ et −→) :
Lemme 6.0.19 Pour tous u, v ∈M :
1) M !u = T ssi u = ⊥
2) M !u = ⊥ ssi u = ⊥ 
Lemme 6.0.20 Pour tout u, v ∈M :
1) M  ¬˙u = T ssi u ∈ F
2) M  ¬˙u = F ssi u = T
3) M  ¬˙u = ⊥ ssi u = ⊥ 
Lemme 6.0.21 Pour tout u, v ∈M :
1) M  u∧˙v = T ssi u = T et v = T
2) M  u∧˙v = ⊥ ssi u = ⊥ ou v = ⊥
3) M  u∧˙v = F sinon. 
Lemme 6.0.22 Pour tout u, v ∈M :
1) M  u : v = v si u = T
2) M  u : v = ⊥ sinon. 
Lemme 6.0.23 Pour tout u, v ∈M :
1) M  u⇒˙v = ⊥ ssi u = ⊥ ou v = ⊥
2) M  u⇒˙v = F ssi u = T et v ∈ F
3) M  u⇒˙v = T sinon 
Lemme 6.0.24 Pour toute suite de termes A de ΛM,C , tous termes B,C ∈
ΛM,C et toute suite x ⊇ V L(A,B,C), les e´nonce´s suivants sont e´quivalents :
1) M  A −→ B = C
2) ∀u ∈Mlg(x) : (M  A[u/x] = T ⇒M  B[u/x] = C[u/x] ) 
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Chapitre 7
Satisfaction des axiomes
Caract et de Quantiﬁcation.
On ﬁxe pour ce chapitre un cardinal κ ≥ ω et un κ-pre´-mode`le (Mˆ, j).
Nous nous inte´ressons maintenant aux interpre´tations des constantes ε
et φ dans (Mˆ, j). Contrairement a` celles de if,⊥, T , ces interpre´ta0tions
ne sont pas “pre´-de´termine´es” par la donne´e de M. Elles sont relatives au
sous-ensemble Φ de M qu’on choisit comme “domaine de la quantiﬁcation”
et a` une fonction de choix ρ sur M. La constante ε est alors interpre´te´e
par le code d’une fonction E, qui est une “fonction de choix κ-continue sur
Φ” (voir ci-dessous, De´ﬁnition 7.1.5), et φ est interpre´te´e par le code de la
fonction caracte´ristique χΦ de Φ.
Il est facile de voir que la fonction caracte´ristique χG de G ⊆ M, telle
qu’elle est de´ﬁnie plus bas, est κ-continue ssi G est un κ-ouvert. Nous intro-
duirons la notion de “fonction de choix κ-continue sur G” et nous donnerons
plusieurs exemples de telles fonctions. Enﬁn, nous montrerons que, pour tout
Φ ouvert et remplissant des conditions tre´s simples, les Axiomes de Quanti-
ﬁcation sont satisfaits.
Remarquons d’une part, que les lemmes et the´ore`mes de ce chapitre sont
souvent e´nonce´s de fac¸on ge´ne´rale pour G ⊆ M, alors que cette ge´ne´ralite´
ne sera vraiment ne´cessaire que pour la construction de l’ensemble Ψ , qui
engendrera Φ en Section 10.4 ; d’autre part, qu’ils sont vrais pour une in-
terpre´tation quelconque de la constante ∼˙.
De´ﬁnition 7.0.25 Soit G ⊆ M. On appellera fonction caracte´ristique de
G, la fonction χG de´ﬁnie par :
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7.1 Fonctions de choix continues
χG(u) =
{
T si u ∈ G
⊥ sinon
Lemme 7.0.26 Soit G ⊆ M, χG est κ-continue si et seulement si G est
un ouvert. 
7.1 Fonctions de choix continues
On introduit tout d’abord les notions dont nous aurons besoin :
De´ﬁnition 7.1.1 On appellera “ fonction racine” et on notera r la fonction
κ-continue de´ﬁnie par :
r(u) =


⊥ si u = ⊥
F si u ∈ F
T si u = T
Remarque 7.1.2 On ve´riﬁera sans peine que λ(r) est l’interpre´tation du
terme
≈=def λz.(if z T F ). On peut aussi noter que r est la fonction en escalier
gs, ou` s : {T, λx.⊥} →M est de´ﬁnie par s(T ) = T et s(λx.⊥) = F .
De´ﬁnition 7.1.3 (Prop. d’Ackermann) On dira qu’une fonction E ∈M→M
ve´riﬁe la proprie´te´ d’Ackermann pour G si :
[∀x ∈ G : r(ux) = r(vx)]⇒ E(u) = E(v).
De´ﬁnition 7.1.4 On appellera fonction de choix sur M toute fonction ρ
de P(M) vers M telle que pour tout X ⊆M et non-vide on ait ρ(X) ∈ X.
De´ﬁnition 7.1.5 On appellera fonction de choix continue sur G toute fonc-
tion E ∈ [M →M]κ ve´riﬁant la proprie´te´ d’Ackermann pour G, et telle que,
pour tout u ∈M :
1) Si ⊥ ∈ uG alors E(u) = ⊥.
2) Si ⊥ /∈ uG alors E(u) ∈ G
2) Si ⊥ /∈ uG et T ∈ uG alors E(u) ∈ {x ∈ G : ux = T}.
Autrement dit, E choisit continuˆment un e´le´ment x de G qui ve´riﬁe
ux = T s’il en existe un (et si la valeur de ux est “de´termine´e” pour tout
x ∈ G).
Remarque 7.1.6 Lorsque ⊥ /∈ G on a donc que E(u) ∈ G ssi ⊥ /∈ uG.
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7.1 Fonctions de choix continues
De´ﬁnition 7.1.7 Soit ρ une fonction de choix surM. On note EρG la fonc-
tion de´ﬁnie sur M par :
EρG(u) =


⊥ si ⊥ ∈ uG
ρ(G) si uG ⊆ F
ρ({x ∈ G : ux = T}) si ⊥ /∈ uG1T
Par la suite, de nombreux lemmes vrais pour les sous-ensembles κ-petits
de M le seront aussi pour des sous-ensembles de la forme ↑ H, ou` H est
κ-petit. Cela justiﬁera la de´ﬁnition suivante :
De´ﬁnition 7.1.8 Pour tout G ⊆ M et ξ un cardinal, on dira que G est
essentiellement ξ-petit s’il existe H ⊆ξ M tel que H ⊆ G ⊆↑ H.
On remarque que tout ensemble ξ-petit est essentiellement ξ-petit, de
plus :
Remarque 7.1.9 Pour tous H,G, si H ⊆ G ⊆↑ H alors ↑ H =↑ G.
Pour le reste de cette section on se donne G ⊆ M et ρ une fonction de
choix quelconque sur M. On donne maintenant le lemme central de cette
section :
Lemme 7.1.10 Si G est essentiellement κ-petit et ⊥ /∈ G alors EρG est une
fonction de choix continue sur G.
Preuve. La seule proprie´te´ non-triviale est la κ-continuite´ de EρG. Pour
la montrer, il suﬃt de ve´riﬁer que EρG ve´riﬁe les conditions du Lemme 5.1.23.
La premie`re condition est que U =def dom(E
ρ
G) = {u : ⊥ /∈ uG} soit un
κ-ouvert. Or supposons H ⊆ G ⊆↑ H, alors U = ∩x∈H{u : ux = ⊥} =
∩x∈H f−1x [M− {⊥}], ou` fx est la fonction κ-continue v → vx. Si H est κ-
petit, U est alors l’intersection d’une famille κ-petite d’ouverts. C’est donc
un ouvert. On ve´riﬁe maintenant la deuxie`me condition. Soient donc u ≤ v
avec ⊥ /∈ uG. On a ⊥ /∈ vG, et comme T est incomparable avec les e´le´ments
de F, on ve´riﬁe facilement que {x ∈ G : ux = T} = {x ∈ G : vx = T}. Le
re´sultat est alors e´vident. 
Le Lemme 7.1.12 exprimera le fait que si H ⊆κ G ⊆↑ H alors toute
fonction de choix continue sur H est aussi une fonction de choix continue
sur G. Ce re´sultat de´coulera du lemme suivant :
Lemme 7.1.11 Soit H ⊆ G ⊆↑ H et u ∈M :
1) ⊥ ∈ uG⇔ ⊥ ∈ uH
2) Si ⊥ /∈ uH alors T ∈ uG⇔ T ∈ uH
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7.2 Satisfaction des axiomes Caract et de Quantification
Preuve. On remarque tout d’abord que l’hypothe`se implique :
uH ⊆ uG ⊆ u(↑ H) ⊆↑ uH
Maintenant, il est e´vident que ⊥ ∈ uH ssi ⊥ ∈↑ (uH), et donc que si ⊥ /∈ uH
alors T ∈ uH ssi T ∈↑ (uH). On en conclut facilement les points 1 et 2. 
Lemme 7.1.12 Soit E une fonction de choix continue sur H. Si H ⊆κ
G ⊆↑ H alors E est une fonction de choix continue sur G.
Preuve. E est κ-continue par hypothe`se. On montre tout d’abord qu’elle
ve´riﬁe la proprie´te´ d’Ackermann pour G. Soient donc u, v ∈ M. Comme
H ⊆ G, si ∀x ∈ G r(ux) = r(vx) alors ∀x ∈ H r(ux) = r(vx) et, comme E
ve´riﬁe la proprie´te´ d’Ackermann pourH, on a E(u) = E(v). Soit maintenant
u ∈M, par le lemme pre´ce´dent il vient imme´diatement :
1) ⊥ ∈ uG⇒ ⊥ ∈ uH ⇒ E(u) = ⊥
2) Si ⊥ /∈ uG alors ⊥ /∈ uH et E(u) ∈ H ⊆ G
3) Si ⊥ ∈ uG et T ∈ uG alors T ∈ uH et E(u) ∈ {x ∈ H : ux = T} ⊆ {x ∈
G : ux = T}. 
Corollaire 7.1.13 Si H ⊆κ G ⊆↑ H alors, pour toute fonction de choix ρ
sur M, EρH est une fonction de choix continue sur G. 
7.2 Satisfaction des axiomes Caract et de Quantification
Pour cette section, on ﬁxe un κ-ouvert Φ ⊆ M essentiellement κ-petit.
On suppose de plus que ⊥ /∈ Φ. On se donne une fonction de choix continue
E sur Φ (dont l’existence est garantie par le Lemme 7.1.10). De plus, par le
Lemme 7.0.26, χΦ est κ-continue.
On pose j(ε) = λ(E) et j(φ) = λ(χΦ).
Ainsi on aura en particulier M  φu = T ssi u ∈ Φ, et M  φu = ⊥
sinon.
Nous allons voir maintenant que, sous une telle interpre´tation des constantes,
M satisfait les axiomes de Quantifications. On rappelle tout d’abord ces
axiomes ainsi que l’axiome Caract :
Caract φx =!φx
Quantif1 φB, ∀˙x.A −→ A[B/x]
Quantif2 εx.A = εx.(φx∧˙A)
Quantif3 φεx.A = ∀˙x.!A
Quantif4 ∃˙x.A −→ φεx.A
Quantif5 ∀˙x.A = ∀˙x.(φx : A)
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7.2 Satisfaction des axiomes Caract et de Quantification
Rappelons que pour A,B ∈ ΛM,C , ona A : B =def (if A B ⊥). On
ve´riﬁe facilement que, sous l’interpre´tation pre´ce´dente de φ, on a :
Lemme 7.2.1 Pour tout terme A ∈ ΛM,C et tout u ∈M :
1) M  φu∧˙A[u/x] = T ssi M  φu : A[u/x] = T ssi u ∈ Φ et M 
A[u/x] = T
2) M  φu∧˙A[u/x] = ⊥ ssi M  φu : A[u/x] = ⊥ ssi u ∈ Φ ou
M  A[u/x] = ⊥
Preuve. φu ne prenant que la valeur T ou⊥, le lemme suit imme´diatement
des Lemmes 6.0.21 et 6.0.22. 
Comme on interpre`te ε par λ(E), et que E satisfait la proprie´te´ d’Ackermann
sur Φ (Cf De´ﬁnition 7.1.3), on de´duit du lemme pre´ce`dent que :
Corollaire 7.2.2 M  εx.A = εx.(φx∧˙A) = εx.(φx : A) 
Que ε permet de traduire ade´quatement les quantiﬁcateurs (ce qu’ex-
priment les Propositions 7.2.4 et 7.2.5) de´coulera du re´sultat suivant :
Lemme 7.2.3 Pour tout u ∈M on a :
1) M  u(εu) = ⊥ ssi ⊥ ∈ uΦ
2) M  u(εu) ∈ F ssi uΦ ⊆ F
3) M  u(εu) = T ssi T ∈ uΦ et ⊥ /∈ uΦ
Preuve. Nous e´crirons “Clause1,2 ou 3” pour indiquer l’utilisation des
clauses 1,2 ou 3 de la de´ﬁnition des fonctions de choix continues. Notons
que u(εu) = u(E(u)) et que la Remarque 7.1.6 nous donne E(u) ∈ Φ ssi
⊥ /∈ uΦ.
1) Si ⊥ /∈ uΦ alors E(u) ∈ Φ et donc ⊥ = u(E(u)). Inversement, soit x ∈ Φ
tel que ux = ⊥, il vient par Clause1 : u⊥ = u(E(u)) ≤ ux = ⊥.
Remarquons que par 1 on a u(E(u)) = ⊥ ⇔ ⊥ /∈ uΦ⇔ E(u) ∈ Φ. Il vient :
2) Si u(E(u)) ∈ F et que T ∈ uΦ, comme ⊥ /∈ uΦ on a u(E(u)) = T
(Clause3), ce qui est contradictoire. Inversement, si uΦ ⊆ F alors E(u) ∈ Φ
par Clause2, et donc u(E(u)) ∈ F.
3) Si ⊥ ∈ uΦ alors u(E(u)) = ⊥ = T . Si maintenant T ∈ uΦ et ⊥ /∈ uΦ,
on a uΦ ⊆ F et u(εu) ∈ F, et donc u(E(u)) = T . L’implication inverse est
imme´diate par Clause3. 
Pour les de´ﬁnitions de ∃˙ et ∀˙ nous renvoyons a` la De´ﬁnition 2.3.2 :
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7.2 Satisfaction des axiomes Caract et de Quantification
Proposition 7.2.4 Pour tout A ∈ ΛM,C tel que V L(A) ⊆ {x}, l’in-
terpre´tation de ∃˙x.A est e´gale a` ⊥, F ou T et :
1) M  ∃˙x.A = T ssi (∀u ∈ Φ M  A[u/x] = ⊥ et ∃u ∈ Φ : M 
A[u/x] = T )
2) M  ∃˙x.A = ⊥ ssi ∃u ∈ ΦM  A[u/x] = ⊥
3) M  ∃˙x.A = F ssi ∀u ∈ ΦM  A[u/x] ∈ F 
Proposition 7.2.5 Pour tout A ∈ ΛM,C tel que V L(A) ⊆ {x}, l’in-
terpre´tation de ∀˙x.A est e´gal a` ⊥, F ou T et :
1) M  ∀˙x.A = T ssi ∀u ∈ ΦM  A[u/x] = T
2) M  ∀˙x.A = ⊥ ssi ∃u ∈ ΦM  A[u/x] = ⊥
3) M  ∀˙x.A = F ssi (∀u ∈ Φ M  A[u/x] = ⊥ et ∃u ∈ Φ : M 
A[u/x] ∈ F) 
On en arrive maintenant au the´ore`me principal de ce chapitre, a` savoir :
The´ore`me 7.2.6 Pour que les axiomes de Quantification soient satisfaits
par un κ-pre´-mode`le (Mˆ, j) qui interpre`te φ et ε comme pre´ce´demment a`
partir d’un Φ ⊆ M, il suﬃt que Φ soit un κ-ouvert essentiellement κ-petit
et tel que ⊥ /∈ Φ.
Preuve. :
Caract : Evident par de´ﬁnitions de ! et de χΦ.
Quantif1 : Par le Lemme 6.0.24, on doit montrer que, pour y ⊇ V L(A,B)
et u ∈Mlg(y) :
(M  φ(B[u/y]) = T et M  ∀˙x.A[u/y] = T ) implique M  A[B/x][u/y] =
T
Soit v = |B[u/y]|, par hypothe`se on a v ∈ Φ. Le re´sultat de´coule alors
directement de la Proposition 7.2.5.1, puisque clairement |A[B/x][u/y] | =
|A[v/y][u/y] |.
Quantif2 : Voir Corollaire 7.2.2.
Quantif3 : Comme !A[u/x] = (if A[u/x] T T ), on a que !A[u/x] = ⊥ ssi
A[u/x] = ⊥, et A[u/x] = T sinon. De meˆme, par de´ﬁnition de χΦ, φεx.A
prend soit la valeur ⊥, soit la valeur T . Maintenant, φεx.A = T ssi εx.A ∈ Φ
ssi ∀u ∈ Φ : (λx.A u) = ⊥ (Remarque 7.1.6) ssi ∀u ∈ Φ : (λx.!A u) = ⊥ ssi
∀˙x.!A = T (Proposition 7.2.5).
Quantif4 : On doit montrer que pour V L(A) ⊆ x et u ∈ Mlg(x), on a
M  ∃˙x.A[u/x] = T implique M  φεx.A[u/x] = T . Supposons donc
∃˙x.A[u/x] = T . On a donc en particulier que ∀u ∈ Φ : A[u/x, u/x] = ⊥
(Proposition 7.2.4.1), et donc ∀u ∈ Φ :!A[u/x, u/x] = T (voir Quantif2). Il
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vient ∀˙x.!A = T = φεx.A.
Quantif5 : Vient facilement du Lemmes 7.2.1 et de la Proposition 7.2.5. 
184
Chapitre 8
Satisfaction des axiomes de
l’Egalite´
On suppose pour ce chapitre que κ > ω et que (Mˆ, j) est un κ-pre´-mode`le
au sens de la De´ﬁnition 6.0.15. A partir du Lemme 8.2.19 p.189, on supposera
de plus que M est un κ-ccpo. On remarquera que certains re´sultats de ce
chapitre utilisent l’existence d’un cardinal inaccessible σ < κ. Ces re´sultats
ne seront cependant utilise´s que dans le Chapitre 10 et ne jouent aucun roˆle
dans la satisfaction des axiomes de l’e´galite´.
On s’inte´resse ici a` l’interpre´tation de la constante ∼˙. Comme celle de
φ et ε, cette interpre´tation est relative au choix de Φ. L’ide´e fondamentale
qui nous guide est d’interpre´ter ∼˙ par la fonction caracte´ristique d’une
relation d’e´quivalence sur un certain sur-ensemble Φ+ de Φ. Cette relation
sera de´ﬁnie comme la “bisimulation maximale” sur Φ+.
Nous de´ﬁnirons bientoˆt l’ope´ration ( )+ et la notion de bisimulation. Nous
verrons aussi les conditions sur Φ ⊆ M, qui permettent une interpre´tation
de la constante ∼˙ satisfaisant les axiomes de l’Egalite´.
Nous commenc¸ons par regarder de fac¸on ge´ne´rale quelles sont les rela-
tions binaires sur les sous-ensembles de M qui sont repre´sentables par un
e´le´ment de M.
8.1 Les relations binaires repre´sentables
De´ﬁnition 8.1.1 Soient G ⊆ M et R une relation binaire sur G. On ap-
pellera fonction caracte´ristique de R (sur G), la fonction χR de´ﬁnie par :
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χR(u, v) =


T si (u, v) ∈ R
F si (u, v) /∈ R et (u, v) ∈ G2
⊥ si (u, v) /∈ G2
De´ﬁnition 8.1.2 On dira qu’une relation R sur G est repre´sentable (dans
M) si χR est κ-continue.
Lemme 8.1.3 Pour une relation R sur G les deux proprie´te´s suivantes sont
e´quivalentes et elles impliquent que G est un κ-ouvert :
1) R est repre´sentable
2) R et G2 \R sont des κ-ouverts.
Preuve. Il est clair que 2 implique que G2 est un ouvert, et donc G est
un ouvert. On montre maintenant l’e´quivalence de 1 et 2 :
Soit O ⊆M un ouvert quelconque. Si ⊥ ∈ O, on a O =M, et donc χ−1R [O]
est l’ouvertM. Dans le cas contraire, on a χ−1R [O] = χ−1R [O∩{T, F}] et on a
les quatres possibilite´s suivantes : χ−1R [O] = ∅, χ−1R [O] = R, χ−1R [O] = G2 \R
et χ−1R [O] = R∪(G2 \R). Il est donc clair que χR est continue ssi R et G2 \R
sont des ouverts. 
Le lemme qui suit donne une caracte´risation des relations d’e´quivalence
repre´sentables :
Lemme 8.1.4 Soit R une relation d’e´quivalence sur G. Sont e´quivalents :
1) χR est κ-continue (R est repre´sentable)
2) G est un ouvert et ∀u, v ∈ G : u ≤ v ⇒ (u, v) ∈ R
Preuve.
⇒) Si χR est κ-continue G et R sont des ouverts par le lemme pre´ce´dent.
On a donc en particulier R =↑ R. Puisque R est re´ﬂexive, on a (u, u) ∈ R.
et donc ﬁnalement (u, v) ∈ R si u ≤ v.
⇐) Supposons que G soit un ouvert et que ∀u, v ∈ G : u ≤ v ⇒ (u, v) ∈ R.
On va montrer que χR est κ-continue. En vertu du Lemme 5.1.23, il suf-
ﬁt de ve´riﬁer que dom(χR) = G2 est un ouvert, et que, si (u, v) ∈ G2
et (u, v) ≤M×M (u′, v′) alors χR(u, v) = χR(u′, v′). La premie`re condi-
tion de´coule imme´diatement du fait que G est un ouvert. Maintenant, par
de´ﬁnition de ≤M×M, si (u, v) ≤M×M (u′, v′).on a u ≤ u′ et v ≤ v′. Si de
plus u, v ∈ G, on a u′, v′ ∈ G (puisque G =↑ G), et il vient par hypothe`se
(u, u′) ∈ R et (v, v′) ∈ R. On ve´riﬁe alors facilement, en utilisant le fait
que R est une relation d’e´quivalence, que (u, v) ∈ R ssi (u′, v′) ∈ R. D’ou` le
re´sultat. 
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8.2 L’ope´ration ( )+
De´ﬁnition 8.2.1 Pour tout G ⊆ M : G+ =def {u : ∀x ∈ G<ω, ux = ⊥}
.
Le suite de cette section sera utilise´e pour montrer deux proprie´te´s im-
portante de G+. La premie`re est que si G est essentiellement κ-petit, alors
G+ est un ouvert (Lemme 8.2.17). La deuxie`me suppose que M est un κ-
ccpo et qu’il existe un cardinal inaccessible σ < κ. Dans ce cas, on montrera
que, pour tout G ve´riﬁant H ⊆ G ⊆↑ H avec H ⊆σ Mc, on a que G+ est
un ouvert essentiellement σ-petit (Corollaire 8.2.22).
L’expression de ces proprie´te´s ne´cessite l’introduction de certaines notions :
Notation 8.2.2 Pour K,G ⊆M et K = ∅, on de´ﬁnit pour tout n ∈ ω :
Kn → G =def {u ∈M : ∀x ∈ Kn, ux ∈ G}
On remarque que K0 → G = G et on abre´gera K1 → G par K → G.
Remarque 8.2.3 :
1) T ∈ Kn → G ssi T ∈ G
2) ⊥ ∈ Kn → G ssi ⊥ ∈ G
3) Kn+1 → G = K → (Kn → G) = Kn → (K → G)
Le lemme trivial suivant exprime, la croissance pour l’inclusion de → en
son deuxie`me argument, et la de´croissance en son premier :
Lemme 8.2.4 Soient H ⊆ H ′ et K ⊆ K ′, on a :
H ′ → K ⊆ H → K ′ 
Remarque 8.2.5 On ve´riﬁe facilement par induction sur n que,
si X ⊆ G → X, alors, pour tous n > 0, on a X ⊆ Gn → X.
Les proprie´te´s e´nonce´es dans le lemme suivant sont imme´diates :
Lemme 8.2.6 Soient G,H,X ⊆M :
1) T ∈ G+ et ⊥ /∈ G+
2) H ⊆ G implique G+ ⊆ H+
3) G+ = ↑ G+ = (↑ G)+
4) G+ = Gn → G+ pour tout n ∈ ω
5) Si X ⊆ G → X et ⊥ /∈ X alors X ⊆ G+
6) G+ = unionsq{uG : u ∈ G+}. 
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De´ﬁnition 8.2.7 On de´ﬁnit la relation =G sur M par :
u =G v ⇔ ∀x ∈ G<ω : r(ux) = r(vx)
Comme ∅ ∈ G<ω, le lemme suivant est imme´diat :
Lemme 8.2.8 Soit G ⊆ M. La relation =G est une relation d’e´quivalence
et :
u =G v ⇔ ( r(u) = r(v) et ∀x ∈ G : ux =G vx ) 
Corollaire 8.2.9 Pour tous u, v ∈M on a :
1) u =G T ssi u = T
2) u =G ⊥ ssi u = ⊥. 
Remarque 8.2.10 Si H ⊆ G alors u =G v ⇒ u =H v.
Remarque 8.2.11 Pour tous u, v ∈ G+, on u ≤ v ⇒ u =G v
En particulier =G est une relation d’e´quivalence sur G+ repre´sentable
(par la remarque pre´ce´dente). Malheureusement, elle n’est pas ade´quate pour
interpre´ter ∼˙. En particulier, elle n’est pas “maximale”, ce qui nous conduit
a` introduire une relation plus grossie`re dans la section suivante.
Le lemme et le corollaire suivants de´coulent facilement des points 2 et 3
du Lemme 8.2.6 :
Lemme 8.2.12 Soit K ⊆M :
1) K+ = (↑ K)+
2) ∀u, v ∈ K+ u =K v ⇔ u =↑K v
Preuve. La ve´riﬁcation du point 1 (de´ja` cite´) et de 2 se fait trivialement
en utilisant le fait que F =↑ F et que {T} =↑ {T}. 
Corollaire 8.2.13 Si ↑ H =↑ G, et en particulier si H ⊆ G ⊆↑ H, alors :
1) H+ = G+
2) ∀u, v ∈ G+ u =H v ⇔ u =G v 
Le lemme suivant porte sur la cardinalite´ de G<ω pour G ⊆ M, il sera
en particulier utile pour de´montrer le Lemme 8.2.17 :
Lemme 8.2.14 Pour tout cardinal ξ > ω et re´gulier :
1) Si G est ξ-petit alors G<ω est ξ-petit.
2) Si G est essentiellement ξ-petit alors G<ω est essentiellement ξ-petit.
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Preuve. Le 2 de´coule du 1 puisque si H ⊆ξ G ⊆↑ H, on a clairement
H<ω ⊆ξ G<ω ⊆↑ (H<ω). Maintenant si G est ξ-petit, on a Card(G<ω) =
sup{Card(G), ω} < ξ. 
On tire maintenant une conse´quence du lemme pre´ce´dent qui nous sera
utile en Section 10.1.1 :
Lemme 8.2.15 Si σ < κ est un cardinal inaccessible et si G ⊆ M est
essentiellement σ-petit alors : Card(G+/ =G) < σ.
Preuve. Soit H tel que H ⊆σ G ⊆↑ H. On a (H+/ =H) = (G+/ =G)
par le Corollaire 8.2.13. De plus, on ve´riﬁe facilement que la fonction de´ﬁnie
de H+/ =H vers P(H<ω)× P(H<ω) par :
i(uH) = ({x ∈ H<ω : ux ∈ F}, {x ∈ H<ω : ux = T})
est une injection, il vient :
Card(G+/ =G) ≤ Card(P(H<ω)× P(H<ω)) = 2Card(H<ω)
On conclut par inaccessibilite´ de σ et le lemme pre´ce´dent. 
Avant d’en arriver au lemme annonce´ en de´but de section, nous intro-
duisons une notation pour la classe de u selon =G :
Notation 8.2.16 Pour tout u ∈M : uG = {v ∈M : v =G u}.
Lemme 8.2.17 Si G ⊆M est essentiellement κ-petit, alors :
1) Pour tout u ∈ G+, uG est un ouvert inclus dans G+, en particulier
uG =↑ uG.
2) G+ est un ouvert.
Preuve. Le 2 est de´coule du 1 et du Lemme 8.2.6.6, on montre 1 :
Rappelons que r est la fonction racine (Cf De´ﬁnition 7.1.1). Tout d’abord,
en utilisant la continuite´ de l’application et la cloˆture de [M → M]κ par
composition, on ve´riﬁe facilement que, pour tout x ∈ M≺ω, la fonction gx
de M vers M de´ﬁnie par gx(v) = r(vx) est κ-continue. Maintenant, il est
e´vident que uG ⊆ G+. De plus :
uG = {v ∈M : ∀x ∈ G≺ωr(ux) = r(vx)}
= 3x∈G≺ω Ωx ou` Ωx =def {v ∈M : r(vx) = r(ux)}
Comme r(ux) = ⊥, on a r(ux) ∈ {T}, ou r(ux) ∈ F. On ve´riﬁe alors facile-
ment que dans le premier cas Ωx =g−1x [{T}], et dans le second Ωx =g−1x [F].
Pour tout x ∈ G<ω, l’ensemble Ωx est donc l’image inverse d’un ouvert par
une fonction κ-continue (Lemme 5.2.5). C’est donc un ouvert. Maintenant, si
card(G) < κ, on a card(G≺ω) < κ, et uG est donc l’intersection d’une famille
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κ-petite d’ouverts, il est donc lui-meˆme un ouvert. Enﬁn, si G est seulement
essentiellement κ-petit, on se rame`ne imme´diatement au cas pre´ce´dent par
le Corollaire 8.2.13. 
On suppose maintenant que M est un κ-ccpo et donc que tout sous-
ensemble non-vide deM admet un inf, et l’on montre des proprie´te´s supple´mentaires
de G+, modulo e´ventuellement une petite restriction sur G 1. On montrera
en particulier que G+ =↑ INF (G+) ou` :
Notation 8.2.18 INF (G+) =def {inf(uG) : u ∈ G+}
On remarque imme´diatement que, comme G+ ⊆ F ∪ {T}, on a :
INF (G+) ⊆ F ∪ {T} (Lemme 5.2.4.2).
Lemme 8.2.19 Pour tous u ∈ G+ et x ∈ Gc on a :
inf(uG)x = inf{vx : v ∈ uG}
Preuve. Si u = T c’est e´vident. Supposons donc uG ⊆ F et soient
m =def inf{vx : v ∈ uG} et u0 = inf(uG). Comme u0 minore uG on a
clairement u0x ≤ m. Par ailleurs, par le Lemme 5.2.11, on a u0x = sup{wx :
w ∈Min(uG)}, ou`, rappelons-le, Min(uG) est l’ensemble des minorants de
uG. Pour montrer m ≤ u0x il suﬃt donc de trouver w ∈ Min(uG) tel que
wx = m.
Soit g la fonction en escalier de´ﬁnie par :
g(y) =
{
m si y ≥ x
⊥ sinon
La fonction g est κ-continue par compacite´ de x (Exemple 5.1.47). Soit
w = λ(g). On a imme´diatement wx = m. Il nous reste a` montrer que
w ∈ Min(uG). Soit donc v ∈ uG, on doit montrer w ≤ v. Comme w, v ∈ F,
il nous suﬃt de montrer ∀y (wy ≤ vy). Si y ≥ x c’est e´vident, puisque
wy = ⊥. Si y ≥ x il vient : wy = m ≤ vx ≤ vy. 
Lemme 8.2.20 Si ↑ G =↑ H pour un H ⊆Mc alors :
1) G+ = ↑ INF (G+)
2) Pour tout u ∈ G+, on a uG = ↑ {inf(uG)}
1Remarquons que ces proprie´te´s e´taient vraies en [6] pour G0, mais qu’ici la
de´monstration est tre`s diﬀe´rente du fait que l’on ne dispose pas d’un ope´rateur e´quivalent
a` l’ope´rateur ⇓G.
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Preuve.
1) Compte tenu du Corollaire 8.2.13, on peut supposer que G ⊆ Mc. Soit
G′ =def↑ INF (G+). On sait de´ja` que G+ ⊆ G′. Compte tenu que ⊥ /∈ G′,
pour montrer que G′ ⊆ G+, il suﬃt de ve´riﬁer que G′ ⊆ G → G′ (Lemme
8.2.6.5). Il faut donc montrer que si w ∈ G′ et x ∈ G alors wx ∈ G′. Par
de´ﬁnition de G′ il existe u ∈ G+ tel que inf(uG) ≤ w. On a (ux) ∈ G+,
et donc inf((ux)G) ∈ G′ . Maintenant, par le Lemme 8.2.8, on a {vx : v ∈
uG} ⊆ (ux)G, et ainsi inf((ux)G) ≤ inf{vx : v ∈ uG} (Remarque 5.1.5). En
utilisant le lemme pre´ce´dent, il vient :
inf((ux)G) ≤ inf{vx : v ∈ uG} ≤ inf(uG)x ≤ wx
Comme sous hypothe`se du lemme ↑ (G′) = G′, on en conclut wx ∈ G′ .
2) Par le 1, on a inf(uG) ∈ G+ et comme inf(uG) ≤ u, il vient inf(uG) ∈ uG
(Remarque 8.2.11). 
Corollaire 8.2.21 Si H ⊆ G ⊆↑ H pour un H ⊆κ Mc alors INF (G+) est
une antichaine d’e´le´ments κ-compacts.
Preuve. Par hypothe`se G est essenciellement κ-petit et on a facilement
↑ G =↑ H. Pour tout u ∈ G+, on a donc que uG =↑ {inf(uG)} est un ouvert
(Lemme 8.2.17.1). Comme ↑ {v} ouvert e´quivaut a` v compact (cf Remarque
5.1.43), on en conclut INF (G+) ⊆Mc. Maintenant, si u, v ∈ G+ et u =G v
alors inf(uG) et inf(vG) sont incompatibles (puisque si w,w′ ∈ G+ on a
w ≤ w′ ⇒ w =G w′). 
Corollaire 8.2.22 Si σ < κ est un inaccessible et si H ⊆ G ⊆↑ H pour un
H ⊆σ Mc alors :
1) Card(INF (G+)) < σ
2) G+ =↑ INF (G+) est un ouvert essentiellement σ-petit.
Preuve. Le 2 est une conse´quence imme´diate du 1 et du corollaire
pre´ce´dent. Pour le 1, il suﬃt de remarquer que le Lemme 8.2.15 nous donne
imme´diatement Card(INF (G+)) = Card(G+/ =G) < σ. 
Remarque 8.2.23 SiM est un κ-domaine de Scott (i.e un κ-ccpo alge´brique),
du fait de la caracte´risation des ouverts donne´e par le Lemme 5.1.54, tout
ouvert G de M ve´riﬁe le Lemme 8.2.20.
8.3 Bisimulations sur les ouverts de la forme G+
On ﬁxe pour cette section G ⊆M. On de´ﬁnit maintenant une ope´ration
ΘG de P(G+ ×G+) vers P(G+ ×G+) et la notion de ΘG-bisimulation sur
G+ :
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De´ﬁnition 8.3.1 Soit R ⊆ G+ ×G+ on pose :
ΘG(R) = { (u, v) ∈ G+ ×G+ : u = v = T
OU
u = T = v et
∀x ∈ G ∃y ∈ G : (ux, vy) ∈ R et
∀y ∈ G ∃x ∈ G : (ux, vy) ∈ R }
De´ﬁnition 8.3.2 Une relation R sur G+ est une ΘG-bisimulation si R ⊆
ΘG(R).
Remarque 8.3.3 Par de´ﬁnition de ΘG(R) il est clair que pour toute ΘG-
bisimulation R, on a T Rv ou vRT si et seulement si v = T .
Il est clair que ΘG est croissante pour l’inclusion et que toute union de
ΘG-bisimulation est elle-meˆme une ΘG-bisimulation. La version du The´ore`me
de Tarski que nous allons maintenant e´noncer, nous assure de l’existence
d’une ΘG-bisimulation maximale :
The´ore`me 8.3.4 (Tarski) Soit X un ensemble. Si Θ : P(X)→ P(X) est
un ope´ration croissante, alors Θ admet un treillis complet de points ﬁxes et,
de plus, le plus grand point ﬁxe VΘ de Θ, est de´ﬁni par :
VΘ = ∪{R ⊆ X : R ⊆ Θ(R)}. 
Corollaire 8.3.5 Il existe une ΘG-bisimulation maximale sur G+, qui est
le plus grand point ﬁxe de ΘG. 
Notation 8.3.6 A partir de maintenant nous noterons ∼G la ΘG-bisimulation
maximale sur G+, et u ∼G v pour (u, v) ∈∼G.
Remarque 8.3.7 On ve´riﬁe facilement que les restrictions de =G et de ≤
a` G+ sont des ΘG-bisimulations. Par maximalite´ de ∼G on a donc
(i) u =G v ⇒ u ∼G v
(ii) u ≤ v ⇒ u ∼G v.
Les re´sultats suivants expriment des proprie´te´s simples de ∼G :
The´ore`me 8.3.8 ∼G est une relation d’e´quivalence. De plus, si G est es-
sentiellement κ-petit, ∼G est repre´sentable.
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Preuve. On ve´riﬁe facilement que, pour toute ΘG-bisimulation R, les
relations : ∆ =def {(u, u) : u ∈ G+}, R−1 et RTrans = {(u, v) :
∃w ∈ G+, (u,w) ∈ R et (w, v) ∈ R} sont des ΘG-bisimulations, il re´sulte
de la maximalite´ de ∼G que c’est une relation d’e´quivalence. Par ailleurs,
si G est essentiellement κ-petit, G+ est un ouvert (Lemme 8.2.17) et on
a ∀u, v ∈ G+(u ≤ v ⇒ u ∼G v) (remarque pre´ce´dente). Donc ∼G est
repre´sentable. 
Remarque 8.3.9 Lorsque ⊥ /∈ G (qui est le seul cas qui nous inte´ressera),
les relations =G et ∼G sont clairement diﬀe´rentes. Par exemple, on a alors
λx.(if x T F ), λx.(if ¬˙x T F ) ∈ G+, λx.(if x T F ) ∼G λx.(if ¬˙x T F ) et
λx.(if x T F ) =G λx.(if ¬˙x T F ).
Remarque 8.3.10 Il re´sulte de la Remarque 8.3.7 que, sur G+, chaque
classe selon ∼G est une union d’un certain nombre de classes selon =G.
On a donc Card(G+/ ∼G) ≤ Card(G+/ =G).
Si ↑ H =↑ G, on a G+ = H+ (Corollaire 8.2.13), et donc ΘG et ΘH sont
deux ope´rations monotones de´ﬁnies sur un meˆme ensemble. Nous allons voir
maintenant que sous cette hypothe`se, on a aussi ∼G=∼H (rappelons que
l’on avait de´ja` =G==H) ; ce sera un corollaire imme´diat du lemme suivant :
Lemme 8.3.11 Soit K ⊆M, on a ∼↑K=∼K .
Preuve. On prouve la double inclusion ∼↑K⊆∼K et ∼K⊆∼↑K . Par
maximalite´ de ∼↑K et de ∼K , il suﬃt de montrer que ∼↑K⊆ ΘK(∼↑K)
et ∼K⊆ Θ↑K(∼K). Soit donc u, v ∈ (↑ K)+ = K+ (Lemme 8.2.6.3), on va
montrer que u ∼↑K v ⇒ (u, v) ∈ ΘK(∼↑K) et u ∼K v ⇒ (u, v) ∈ Θ↑K(∼K).
On remarque tout d’abord que si u = T on a : u ∼↑K v ssi v = T ssi u ∼K v
(Remarque 8.3.3). Le re´sultat de´coule alors trivialement par de´ﬁnitions de
ΘK et Θ↑K . Supposons maintenant u = T = v :
1) Soit u ∼↑K v, il faut montrer : ∀x ∈ K ∃y ∈ K : ux ∼↑K vy et
∀y ∈ K ∃x ∈ K : ux ∼↑K vy. Soit donc x ∈ K. Puisque ∼↑K est une Θ↑K-
bisimulation il existe y ∈↑ K tel que ux ∼↑K vy. Comme K ⊆↑ K il existe
y′ ∈ K tel que y′ ≤ y. On a donc vy′ ≤ vy et donc vy ∼↑K vy′ (Remarque
8.3.7). On en conclut, par transitivite´ de ∼↑K que, ux ∼↑K vy′ pour y′ ∈ K.
Par syme´trie de ∼↑K on a imme´diatement ∀y ∈ K ∃x ∈ K : ux ∼↑K vy.
2) Soit u ∼K v, il faut montrer : ∀x ∈↑ K ∃y ∈↑ K : ux ∼K vy et
∀y ∈↑ K ∃x ∈↑ K : ux ∼K vy. Soit donc x ∈↑ K. Puisque K ⊆↑ K il
existe x′ ∈ K tel que x′ ≤ x. On a donc ux ∼K ux′. Puisque ∼K est une
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ΘK-bisimulation, il existe y ∈ K ⊆↑ K tel que ux′ ∼K vy. On en conclut,
par transitivite´ de ∼K , ux ∼K vy pour un y ∈↑ K.
Par syme´trie de ∼K on a imme´diatement ∀y ∈↑ K ∃x ∈↑ K : ux ∼K vy. 
Corollaire 8.3.12 Si ↑ H =↑ G alors ∼G=∼H . 
8.4 Satisfaction des axiomes de l’Egalite´.
Pour cette section, on ﬁxe un ouvert Φ ⊆M essentiellement κ-petit tel
que ⊥ /∈ Φ 1 T . On suppose les constantes ε, φ interpre´te´es comme dans le
Chapitre 7, et donc que M satisfait les the´ore`mes des chapitres pre´ce´dents.
On suppose aussi que F ∈ Φ (rappelons que F =def λx.T ) et que Φ ⊆ Φ+.
Nous montrerons dans le Chapitre 10 qu’un tel Φ existe.
Comme Φ est essentiellement κ-petit, par le the´ore`me pre´ce´dent, χ∼Φ est
κ-continue, ou` ∼Φ est la ΘΦ-bisimulation maximale sur Φ+. On pose alors
j(∼˙) = λ2(χ∼Φ).
Nous montrons maintenant que, moyennant ces hypothe`ses sur Φ et
cette interpre´tation, M satisfait les axiomes d’e´galite´. Nous rappelons tous
d’abord ces axiomes :
MTA-Re´flex∼Φ φu −→ (u∼˙u)
MTA-Sym∼ u∼˙v = v∼˙u
MTA-Compat∼ u∼˙v −→ (u∼˙w = v∼˙w)
MTA− Const∼ φu, φv −→ φ(u∼˙v)
MTA-Fix∼ u∼˙v ←→ (if u (if v T F ) (if v F u∼˙0v))
ou` u∼˙v =def ((∼˙u)v) et u∼˙0v =def ∀˙x∃˙y.(ux)∼˙(vy) ∧˙ ∀˙y∃˙x.(ux)∼˙(vy)
Compte tenu de l’interpre´tation de ∼˙ que nous avons donne´e, on a
imme´diatement :
Lemme 8.4.1 Pour tous u, v ∈M on a M  u∼˙v = ⊥ ou F ou T , et :
1) M  u∼˙v = T ssi χ∼Φ(u, v) = T ssi (u, v ∈ Φ+ et u ∼Φ v)
2) M  u∼˙v = ⊥ ssi χ∼Φ(u, v) = ⊥ ssi (u /∈ Φ+ ou v /∈ Φ+)
3) M  u∼˙v = F ssi χ∼Φ(u, v) = F ssi (u, v ∈ Φ+ et u Φ v) 
The´ore`me 8.4.2 Si j(∼˙) =def λ(χ∼Φ), alors M satisfait les axiomes de
l’Egalite´.
Preuve. La satisfaction des axiomes MTA-Re´flex∼Φ , MTA-Sym∼M
et MTA-Compat suit du fait que ∼Φ est une relation d’e´quivalence sur Φ+
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et que Φ ⊆ Φ+. La satisfaction de MTA-Const∼ vient de ce que pour tous
u, v ∈ Φ ⊆ Φ+, on a (u∼˙v) = T ou F , et que T, F ∈ Φ. Il reste a` montrer
MTA-Fix∼. Compte tenu du Lemme 6.0.24, il suﬃt pour cela de ve´riﬁer
que :
M  u∼˙v = T ssi M  (if u (if v T F ) (if v F u∼˙0v)) = T
Cet e´nonce´ est montre´ dans la Proposition 8.4.4 ci-dessous, et est une conse´quence
du lemme suivant. 
Lemme 8.4.3 Pour tous u, v ∈M, les deux e´nonce´s suivants sont e´quivalents :
1) M  ∀˙x∃˙y.(ux)∼˙(vy) = T
2) u, v ∈ Φ+ et ∀x ∈ Φ,∃y ∈ Φ : ux ∼Φ vy
Preuve.
M  ∀˙x∃˙y.(ux)∼˙(vy) = T
⇔ (Prop7.2.5.1, 7.2.4.2)
∀x ∈ Φ [∃y ∈ Φ :M  (ux)∼˙(vy) = T et ∀y ∈ Φ :M  (ux)∼˙(vy) = ⊥]
⇔ Lem8.4.1.1
∀x, y ∈ Φ [(ux), (vy) ∈ Φ+ et ∃y ∈ Φ (ux) ∼Φ (vy)]
⇔ (Lem8.2.6.4)
u, v ∈ Φ+ et ∀x ∈ Φ ∃y ∈ Φ : (uy) ∼Φ (vy)

Proposition 8.4.4 Pour tous u, v ∈M, sont e´quivalents :
1) M  u∼˙v = T
2) M  (if u (if v T F ) (if v F u∼˙0v)) = T
Preuve. Posons u ≈ v =def (if u (if v T F ) (if v F u∼˙0v)). Des
de´ﬁnitions de la fonction IF et de ∼Φ il suit que :
• Si u = v = T alors u∼˙v = u ≈ v = T
• Si u = T et v = T (ou l’inverse) alors u∼˙v = u ≈ v = F
• Si u = ⊥ ou v = ⊥ alors u∼˙v = u ≈ v = ⊥ (rappelons que ⊥ /∈ Φ+)
Il reste a` voir ce qui se passe dans le cas u, v ∈ F. Or, dans ce cas on a
u ≈ v = u∼˙0v. En utilisant le lemme pre´ce´dent, le fait que M satisfait
MTA-Sym∼ et le passage au contexte, la syme´trie de ∼Φ, et les proprie´te´s
de l’interpre´tation de ∧˙ exprime´es par le Lemme 6.0.21, il suit que :
M  u∼˙0v = T
ssi
u, v ∈ Φ+ et ∀x ∈ Φ,∃y ∈ Φ : ux ∼Φ vy et ∀y ∈ Φ,∃x ∈ Φ : ux ∼Φ vy
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On en conclut, par de´ﬁnition de ∼Φ que :
M  u∼˙0v = T ssi M  u∼˙v = T . 
Avant de cloˆre cette section nous allons voir quelques proprie´te´s de l’in-
terpre´tation du constructeur ∈˙. Rappelons que u∈˙v =def (if v F ∃˙x.(vx)∼˙u).
Remarquons que ∈˙ induit une relation ∈Φ=def {(u, v) ∈ M : u∈˙v = T},
qui est repre´sentable.
Lemme 8.4.5 Pour tous u, v ∈M :
1) Si v = T alors u∈˙v = F
Et si v = T alors :
2) u∈˙v = ⊥ ssi u /∈ Φ+ ou v /∈ Φ+
3) u∈˙v = T ssi u, v ∈ Φ+ et il existe x ∈ Φ tel que vx ∼Φ u
4) u∈˙v = F ssi u, v ∈ Φ+ et pour tous x ∈ Φ on a vx ∼Φ u.
Preuve. Rappelons que u∈˙v =def (if v F ∃˙x.ux∼˙v), les re´sultats se
ve´riﬁent alors facilement en utilisant la Proposition 7.2.4 et le Lemme 8.4.1.

Nous abordons maintenant la satisfaction des axiomes de construction
et de l’inﬁni :
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Chapitre 9
Satisfaction des axiomes de
Construction et de
MTA-Inﬁni
Nous venons de voir que lorsque κ > ω, pour enrichir tout κ-pre´-mode`le
Mˆ = (M, λ,A) en une structure (Mˆ,Φ, j) mode`lisant les axiomes et re`gles
du λ-calcul, du calcul proprositionnel, du calcul des pre´dicats et “de l’e´galite´”,
il suﬃt de trouver un ouvert essentiellement κ-petit Φ ⊆M tel que
T ∈ Φ 1 F et Φ ⊆ Φ+.
Dans ce chapitre on suppose de plus κ > σ, pour σ un cardinal inacces-
sible.
Nous allons maintenant montrer que si l’ouvert Φ remplit une condition
supple´mentaire, alors (Mˆ,Φ, j) satisfait tous les Axiomes de Construction
ainsi que l’Axiome MTA-Infini. Cette condition, qui sera relative a` σ, sera
appele´e Proprie´te´ Ge´ne´rale de Cloˆture pour l’Antifondation (abre´ge´e par
GCPA ) en re´fe´rence a` la condition de Proprie´te´ Ge´ne´rale de Cloˆture (GCP
) ve´riﬁe´e par le sous-ensemble ΦF ⊆ M utilise´ en [6, p.36] pour mode´liser
MTF . Comme la GCPA sur Φ, la GCP est une condition suﬃsante sur
ΦF pour queM satisfasse tous les axiomes de Construction (moyennant les
interpre´tations relatives de ε et φ par EρΦF et χΦF ). Ces axiomes expriment,
rappelons-le, des proprie´te´s de cloˆture de l’ouvert Φ qui en font une structure
suﬃsamment riche pour eˆtre un mode`le de ZFC.
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9.1 La GCPA
Nous allons maintenant exprimer la GCPA et, a` titre comparatif, la GCP
(pour un inaccessible σ ﬁxe´). Pour cela nous introduisons des de´ﬁnitions et
notations :
Notation 9.1.1 Pour x ∈ Gω et n ∈ ω, on note xn la suite compose´e des
n premiers e´le´ments de x. En particulier pour n = 0, on a xn = ∅.
De´ﬁnition 9.1.2 Soit G ⊆ M. On dira que u ∈ M est bien fonde´ relati-
vement a` G si u ∈ G0, ou` G0 est l’ensemble de´ﬁni par :
G0 =def {u ∈M : ∀x ∈ Gω, ∃n ∈ ω : uxn = T}
Remarque 9.1.3 G0 ⊆ G+
Remarque 9.1.4 Comme l’ope´ration ( )+, l’ope´ration ( )0 est de´croissante
pour l’inclusion. On en de´duit facilement que les ope´rations Q0 et Q+ qui
associent a` G respectivement G0 → G et G+ → G, sont croissantes pour
l’inclusion. Autrement dit, si H ⊆ G alors H0 → H ⊆ G0 → G et H+ →
H ⊆ G+ → G.
Notation 9.1.5 Pour G ⊆ M, on notera Oσ(G) l’ensemble des ouverts
essentiellement σ-petits inclus dans G.
L’ope´ration ( )0 joue le meˆme roˆle pour ΦF que l’ope´ration ( )+ pour Φ.
Pour ΦF , on avait ΦF ⊆ Φ0F et donc ΦF ⊆ O0 pour tout O ∈ Oσ(ΦF ). On
en concluait par GCP que ΦF ⊆ ΦF → ΦF , cette inclusion signiﬁant, du
point de vue de la the´orie des ensembles, que “tout e´le´ment d’un ensemble
est aussi un ensemble”. De meˆme, nous montrerons que Φ ⊆ Φ+ et nous en
conclurons par GCPA que Φ ⊆ Φ → Φ.
Nous sommes maintenant en mesure de de´ﬁnir la GCP et la GCPA :
De´ﬁnition 9.1.6 Soit G ⊆M, on dira que G satisfait la :
1) GCP si G = ∪{O0 → G : O ∈ Oσ(G)}
2) GCPA si G = ∪{O+ → G : O ∈ Oσ(G)}
On donnera en Section 10.1.4 des formulations e´quivalentes de la GCPA,
e´galement utiles en pratique.
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9.2 Proprie´te´s de cloˆture de Φ et Φ+ et axiomes
de Construction.
On introduit tout d’abord la notion de MTA-mode`le :
De´ﬁnition 9.2.1 On appelleraMTA-κ-mode`le , ou plus simplementMTA-
mode`le, toute structure (Mˆ,Φ, j), ou` M est un κ-pre´-mode`le, Φ un ouvert
essentiellement κ-petit ve´riﬁant la GCPA et tel que T, F ∈ Φ et Φ ⊆ Φ+, et
j est une interpre´tation des constantes de´ﬁnie comme dans les Chapitre 6,
7 et 8.
Dans cette section, on suppose l’existence d’un MTA-mode`le (Mˆ, j,Φ),
et on montre qu’il satisfait les axiomes de Construction, que nous rappelons :
(MT -T ) φT = T
(MT -F ) φF = T
(MT -⊥) φ⊥ = ⊥
(MT -ϕ) φλx.A = φλx.φA
(MT -App) φu, φz −→ φ(uz)
(MT -P ) φu, φv −→ φ(Puv)
(MT -Curry) φu −→ φ(Curry u)
(MT -Diag) φu −→ φ(λx.uxx)
(MT -CInv) φf, φv −→ φλx.f(xv)
(MT -Comp) ∀˙x.φ(fx), φg −→ φλx.f(gx)
Lemme 9.2.2 Si Φ = ∪{O+ → Φ : O ∈ Oσ(Φ)} alors, pour tous n ∈ ω :
Φ ⊆ (Φ+)n → Φ ⊆ Φn → Φ ⊆ Φn → Φ+ = Φ+
Preuve. On sait de´ja` que (Φn → Φ+) = Φ+ (Lemme 8.2.6.4). Le reste
se fait par induction sur n et se montre facilement a` partir de l’hypothe`se
d’induction en utilisant les proprie´te´s de Φ et la contra et covariance de
→ (Lemme 8.2.4). On montre le cas n = 1. On remarque tout d’abord
que par contravariance de ( )+ et de → on a O+ → Φ ⊆ Φ+ → Φ pour
tout O ⊆ Φ. Ainsi Φ ⊆ Φ+ → Φ est imme´diat par GCPA. Maintenant,
comme Φ ⊆ Φ+, la contravariance, puis la covariance de →, nous donne
Φ+ → Φ ⊆ Φ → Φ ⊆ Φ → Φ+. 
Corollaire 9.2.3 Tout MTA-mode`le (Mˆ,Φ, j) satisfait les axiomes MT -
T, MT -F,MT -⊥, MT -App
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Preuve. La satisfaction des trois premiers axiomes de´coule des hy-
pothe`ses T ∈ Φ 1 F et ⊥ /∈ Φ. Celle de MT -App de Φ ⊆ Φ → Φ. 
Lemme 9.2.4 Tout MTA-mode`le (Mˆ,Φ, j) satisfait MT -ϕ.
Preuve. On note tout d’abord que u ∈ Φ ssi M  φu = T ssi φu ∈ Φ.
On doit montrer que, pour tout terme A ∈ ΛM,C tel que V L(A) ⊆ {x},
on a λx.A ∈ Φ ssi λx.φA ∈ Φ. Par GCPA il nous suﬃt de montrer que
λx.A ∈ O+ → Φ ssi λx.φA ∈ O+ → Φ. Or ceci est clair puisque, pour tout
w ∈ O+, (λxA w) ∈ Φ ssi A[w/x] ∈ Φ ssi φA[w/x] ∈ Φ ssi (λx.φA w) ∈ Φ.

Rappelons les de´ﬁnitions des constructeurs S, P et Curry :
De´ﬁnition 9.2.5 :
S =def λuλz.u
P =def λuλvλz.(if z u v)
Curry =def λuλxλy.(u (Pxy))
Lemme 9.2.6 Dans tout MTA-mode`le (Mˆ,Φ, j) on a :
1) S ∈ G+ → G+ pour tout G ⊆ Φ, et S ∈ Φ → Φ
2) P ∈ (G+)2 → G+ pour tout G ⊆ Φ, et P ∈ Φ2 → Φ
3) Curry ∈ Φ → Φ
Preuve.
1) Il est clair que si u ∈ G+ alors λz.u ∈ G+, d’ou` le premier re´sultat.
Maintenant, si u ∈ Φ on a λz.u ∈ O+ → Φ pour tout O ∈ Oσ(Φ), et donc
Su ∈ Φ par GCPA ; d’ou` le deuxie`me re´sultat.
2) Est clair puisque pour tout u, v ∈ G+ on a :
Puv = λz.(if z u v) ∈ G+ → G+ ⊆ G → G+ = G+ (Puisque G ⊆ Φ et
Φ ⊆ Φ+ implique G ⊆ G+). Par ailleurs, si u, v ∈ Φ on a Puv ∈ G+ → Φ
pour tout G ⊆ Φ et donc Puv ∈ Φ par GCPA.
3) Si u ∈ Φ, on a u ∈ O+ → Φ pour un O ∈ Oσ(Φ). Donc, si x, y ∈ O+
on a Pxy ∈ O+ et u(Pxy) ∈ Φ. On a donc (Curry u) = λxλy.(u(Pxy)) ∈
(O+)2 → Φ ⊆ (O+ → Φ) ⊆ Φ, les deux inclusions suivant imme´diatement
de la GCPA. 
Corollaire 9.2.7 Tout MTA-mode`le satisfait MT -P et MT -Curry.
Preuve. MT -P et MT -Curry ne sont que l’expression syntaxique des
points 1) et 2) du lemme pre´ce`dent (Cf Lemme 6.0.24). 
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Les lemmes qui suivent utilisent les Lemmes 10.1.10 et 10.1.11. Bien que
ces derniers ne ne´cessitent rien de plus que ce que nous savons de´ja`, il nous
a paru pre´fe´rable de les regrouper en Section 10.1.4, lorsque nous donnerons
des caracte´risations e´quivalentes de la GCPA .
Notation 9.2.8 :
◦ = λfλgλx.f(gx)
◦inv = λfλv.λx.f(xv)
Lemme 9.2.9 Dans tout MTA-mode`le (Mˆ,Φ, j) on a :
1) λuλx.uxx ∈ Φ → Φ
2) ◦inv ∈ Φ,Φ → Φ
3) ◦ ∈ Φ → Φ,Φ → Φ
Preuve.
1) Soit u ∈ Φ, par le Lemme 10.1.11 il existe O ∈ Oσ(Φ) tel que u ∈
O+, O+ → Φ. On a alors clairement λx.uxx ∈ O+ → Φ ⊆ Φ.
2) Soient f, v ∈ Φ. Soit O ∈ Oσ(Φ) tel que f ∈ O+ → O et v ∈ O (il en
existe par le Lemme 10.1.10). Soit maintenant x ∈ O+, on a xv ∈ O+ et
f(xv) ∈ O. On en conclut λx.f(xv) ∈ O+ → O.
3) Soient f ∈ Φ → Φ et g ∈ Φ. Il existe donc O ∈ Oσ(Φ) tel que g ∈ O+ → Φ.
Maintenant, si x ∈ O+ on a gx ∈ Φ et donc f(gx) ∈ Φ. On en conclut
f ◦ g ∈ O+ → Φ. 
Corollaire 9.2.10 Tout MTA-mode`le satisfait MT -Diag, MT -CInv et
MT -Comp.
Preuve.MT -Diag,MT -CInv etMT -Comp ne sont que les expressions
syntaxiques des points 1), 2) et 3) du lemme pre´ce`dent. 
9.3 Satisfaction de l’axiome MTA-Inﬁni
Rappelons que dans MTF l’axiome de l’inﬁni de ZFC e´tait essentiel-
lement assume´ par l’axiome de Construction C-Prim (Cf Section 3.3.2). Il
est montre´ en [6] que ce dernier est satisfait parM lorsque que ΦF ve´riﬁe la
GCP. De meˆme, nous allons montrer ici que si Φ ve´riﬁe la GCPA alors M
satisfait l’axiome MTA-Infini. Cet axiome n’est pas a` proprement parler
un axiome de construction bien qu’il ait pour cone´quence l’existence d’un
“ensemble inﬁni” appartenant a` Φ. Nous rappelons maintenant cet axiome :
(MTA-Infini) ∃˙z.(T ∈˙z∧˙∀˙x.(x∈˙z⇒˙Sx∈˙z)) = T
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Pour montrer que M satisfait MTA-Infini, nous allons exhiber un
e´le´ment ωΦ ∈ Φ qui ve´riﬁe M  ((T ∈˙ωΦ)∧˙∀˙x.(x∈˙ωΦ⇒˙Sx∈˙ωΦ)) = T . Rap-
pelons tout d’abord que pour n ∈ ω on a nˆ =def T si n = 0, et nˆ =def
λn(u → T ) sinon (De´ﬁnition 6.0.17). De plus, pour tout n ∈ ω, nˆ est un
e´le´ment κ-compact et maximal de M (Remarque 6.0.18).
Remarque 9.3.1 On ve´riﬁe facilement que :
1) n̂+ 1 = λx.nˆ = Snˆ (induction sur n ∈ ω).
2) nˆ ∼Φ mˆ ssi n = m (induction sur inf(n,m) )
3) nˆ ∈ Φ, et donc nˆ ∈ Φc = Φ ∩Mc (induction sur n)
Notation 9.3.2 Oω =def {nˆ : n ∈ ω} =↑ Oω
Lemme 9.3.3 Dans tout MTA-mode`le, on a :
Oω ⊆ Φc et Oω ∈ Oσ(Φ).
Preuve. Suit trivialement de ce qui pre´ce´de. 
On de´ﬁnit maintenant une fonction fω dont la bonne de´ﬁnition est as-
sure´e par la Remarque 9.3.1 :
De´ﬁnition 9.3.4 La fonction fω ∈M →M est de´ﬁnie par :
fω(u) =


⊥ si u /∈ O+ω
nˆ si u /∈ O+ω et u ∼Oω nˆ
T sinon
Lemme 9.3.5 fω est κ-continue.
Preuve. Il est facile de voir que fω est la fonction en escalier (De´ﬁnition
5.1.45) obtenue en prenant X =def INF (O+ω ) et s : X → M de´ﬁnie par :
s(u) = nˆ si u ∼Φ nˆ et s(u) = T sinon (rappelons que X =def INF (O+ω )
est un antichaine de κ-compacts par le Corollaire 8.2.21). On conclut par le
Lemme 5.1.46. 
De´ﬁnition 9.3.6 ωΦ =def λ(fω)
Corollaire 9.3.7 ωΦ ∈ Φ
Preuve. Par le Lemme 9.3.3 et la de´ﬁnition de ωΦ, on a clairement :
ωΦ ∈ (O+ω → Oω) ⊆ (O+ω → Φ) ⊆ Φ (puisque Φ ve´riﬁe la GCPA). 
Corollaire 9.3.8 Pour tout u ∈ M, u∈˙ωΦ = T ssi il existe n ∈ ω tel que
u ∼Φ nˆ.
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Preuve. Le sens ⇐ suit imme´diatement des de´ﬁnitions de fω et ∼Φ.
Montrons le sens ⇒. On utilise le Lemme 8.4.5.3. Si u∈˙ωΦ = T alors il
existe v ∈ Φ tel que ωΦv ∼Φ u. Or, par de´ﬁnition de ωΦ il est clair que
ωΦv = fω(v) ∈ Oω. 
Proposition 9.3.9 M satisfait MTA-Infini
Preuve. Par la Proposition 7.2.4 et le Corollaire 9.3.7, il suﬃt de montrer :
(*) Pour tout z ∈ Φ : M  (T ∈˙z∧˙∀˙x.(x∈˙z⇒˙Sx∈˙z)) = ⊥
(**) M  (T ∈˙ωΦ∧˙∀˙x.(x∈˙ωΦ⇒˙Sx∈˙ωΦ)) = T
• On montre (*) : Soit z ∈ Φ. Par le Lemme 6.0.21, il suﬃt de ve´riﬁer
se´pare´ment T ∈˙z = ⊥ et
∀˙x.(x∈˙z⇒˙Sx∈˙z) = ⊥. Le premier e´nonce´ se ve´riﬁe alors facilement par le
Lemme 8.4.5, et le deuxie`me en utilisant la Proposition 7.2.5, le Lemme
6.0.23.1 et le Lemme 9.2.6.1.
• On montre (**) : Il suﬃt de montrer se´paremment (T ∈˙ωΦ) = T et
∀˙x.(x∈˙z⇒˙Sx∈˙z)) = T . Le premier e´nonce´ est une conse´quence directe du
corollaire pre´ce´dent. Pour le second, par (*) et le Lemme 6.0.23.3, il suﬃt
de ve´riﬁer que si u ∈ Φ alors u∈˙ωΦ = T implique Su∈˙ωΦ = T . Or, par
le corollaire pre´ce´dent, si u∈˙ωΦ = T il existe n ∈ ω tel que nˆ ∼Φ u. Cela
implique (Snˆ) ∼Φ Su, et donc Su∈˙ωΦ = T , puisque (Snˆ) =def n̂+ 1. 
Il nous reste a` montrer que, sous l’hypothe`se de l’existence d’un cardinal
inaccessible σ < κ, on peut construire, dans tout κ-pre´-mode`le (au sens de la
De´ﬁnition 6.0.15), un ouvert Φ ve´riﬁant l’ensemble des proprie´te´s requises.
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Chapitre 10
Construction de Φ
On suppose maintenant que l’univers V de de´part contient un cardinal
inaccessible σ et on se donne pour tout ce chapitre un κ-pre´-mode`le Mˆ =
(M, j) ou` κ > σ (par exemple κ = σ+ conviendrait). On suppose aussi que
M est un κ-domaine de Scott (et donc un κ-ccpo). On va montrer qu’on
peut enrichir ce pre´-mode`le en un MTA-κ-mode`le (Mˆ,Φ, j), autrement dit,
on va montrer qu’on peut construire Φ ⊆M tel que :
(1) T, F ∈ Φ
(2) Φ =↑ Ψ pour un Ψ ⊆κ Mc (i.e Φ est un ouvert essentiellement κ-petit)
(3) Φ ⊆ Φ+ (et donc ⊥ /∈ Φ)
(4) Φ = {O+ → Φ : O ∈ Oσ(Φ)} (i.e Φ ve´riﬁe la GCPA)
Rappelons que Mc est l’ensemble des e´le´ments κ-compacts de M.
Nous donnons tout d’abord une pre´sentation intuitive de la construction
de Φ. Cette construction est paralle`le a` la hie´rarchie cumulative des types.
Rappelons cette hie´rarchie :
V1 = {∅}
Vα+1 = P (Vα)
Vα = ∪γ<αVγ pour α limite
Il est bien connu que (Vσ,∈,=) est un mode`le de ZFC. De plus, par
induction sur α < σ, il est clair que les e´le´ments de Vα sont bien fonde´s et
donc que Vσ est un mode`le de FA. De fac¸on paralle`le, en [6] il est construit
dans M un mode`le ΦF (qui est note´ Φ dans [6]) de ZFC + FA. Pour cela
on prend ΦF =def ΦFσ ou` (Φ
F
α )α≤σ est la suite d’ouverts de´ﬁnie par :
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ΦF1 = {T}
ΦFα+1 = Q0(ΦFα ) =def (ΦFα )0 → ΦFα
ΦFα = ∪γ < αΦFγ pour α limite
Notons que, contrairement au cas de la hie´rarchie classique, on ne peut
pas prendre ΦF = ∪(ΦFα )α∈On et se dispenser ainsi de l’existence de l’inacces-
sible σ car, dans ce cas, l’ensemble ΦF ne serait pas essentiellement κ-petit.
On perdrait alors la κ-continuite´ de EρΦF et la possibilite´ d’interpre´ter ε.
Dans le cas de l’antifondation, les choses sont plus complexes. En eﬀet,
pour mode´liser ZFC, nous avons toujours besoin que Φ soit clos par une
ope´ration (que nous noterons Q+) jouant le roˆle de P. Mais cela n’est plus
suﬃsant. En eﬀet, la satisfaction de l’axiome AFA suppose l’existence d’en-
sembles non bien fonde´s capables de “de´corer 1” des graphes comportant des
boucles et des chemins inﬁnis. Pour obtenir ces ensembles nous mettrons en
e´vidence l’existence dansM d’un “de´corateur universel pour Φα”, que nous
noterons δα, pour chaque α ≤ σ. Un tel de´corateur est un e´le´ment de M
qui, applique´ a` une “ensemble d’areˆtes” b ∈ Φα et un “sommet” x ∈ Φα
donne “l’ensemble” δαbx capable de de´corer le “sous-graphe” de b “issu” de
x. On prendra ensuite Φ =def Φσ, ou` (Φα)α∈On est la suite de´ﬁnie par :
Φ1 = {T}
Φα+1 = Q+(Φα)∪ ↑ {δαbx : b, x ∈ Φα}
Φα = ∪γ<αΦγ pour α limite
Remarquons que l’on prend ↑ {δαbx : b, x ∈ Φα} pour de´ﬁnir Φα+1, et
non seulement {δαbx : b, x ∈ Φα}. Cela nous permet de garantir Φ =↑ Φ
et que Φ est un ouvert, condition ne´cessaire pour que χΦ soit κ-continue.
Nous pouvons aussi remarquer que ne pas s’arreˆter a` σ nous ferait perdre,
non seulement l’interpre´tation de ε, mais aussi celle de ∼˙. De plus, on ne
pourrait alors de´ﬁnir δσ+1 et donc ﬁnalement satisfaire MTA-De´co.
Rappelons qu’il est suﬃsant pour la continuite´ de χΦ et E
ρ
Φ que Φ =↑ Ψ,
pour Ψ un ensemble κ-petit de κ-compacts. L’essentiel de ce chapitre sera
consacre´ a` construire un tel Ψ. Pour cela, nous introduisons tout d’abord une
nouvelle ope´ration “ﬂe`che” de P(M2) vers P(M) qui a la particularite´ de
pre´server la σ-petitesse ainsi que l’inclusion dans Mc. On de´ﬁnira ensuite,
de fac¸on ge´ne´rale pour G ⊆κ M et ρ une fonction de choix sur M, un
“de´corateur universel pour G” note´ δρG. On montrera en particulier que, sous
certaines conditions sur G, si b,x ∈ Mc alors δρGbx ∈ Mc. Il nous restera
alors a` construire Ψ et a` ve´riﬁer que Φ =↑ Ψ a les proprie´te´s voulues.
1Cf la section Antifondation, AFA et MTA de l’introduction de la the`se
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10.1 L’ope´ration →( )
On rappelle tout d’abord la notion de domaine d’un e´le´ment de M :
De´ﬁnition 10.1.1 Soit u ∈M : dom(u) = {x ∈M : ux = ⊥}
Remarquons que dom(u) est toujours un ouvert.
De´ﬁnition 10.1.2 Soient H,K ⊆M :
H+ →H K =def {u ∈ H+ → K : dom(u) = H+ et
∀x, y ∈ H+ : x =H y ⇒ ux = uy}
Remarque 10.1.3 Comme ⊥ /∈ H+ 1 T , on a dom(T ) = M = H+ et
dom(⊥) = ∅ = H+, et donc ⊥, T /∈ H+ →H K.
10.1.1 L’ope´ration →( ) pre´serve la σ-petitesse.
Lemme 10.1.4 Card(H+ →H K) ≤ Card(K)Card(H
+/=
H
). En particulier :
Si H et K sont σ-petits H+ →H K est σ-petit.
Preuve. On remarque que le cardinal de H+ →H K est au plus e´gal au
cardinal de l’ensemble des fonctions de (H+/∼
H
) vers K. Si H et K sont
σ-petits alors H+/ =H est σ-petit par le corollaire pre´ce´dent, et on conclut
par inaccessibilite´ de σ. 
10.1.2 L’ope´ration →( ) pre´serve l’inclusion dans Mc.
Lemme 10.1.5 Si H,K ⊆Mc et Card(H) < σ alors H+ →H K ⊆Mc
Preuve. Rappelons tout d’abord que H+ =↑ INF (H+) est un ouvert
essentiellement σ-petit (Corollaire 8.2.22). Soit maintenant w ∈ H+ →H K,
notons que la de´ﬁnition de →H implique wx = w inf(xH) si x ∈ H+, et
wx = ⊥ sinon. De plus, l’ensemble INF (H+) est une antichaine κ-petite de
κ-compacts (Corollaire 8.2.21). La fonction g de´ﬁnie par :
g(u) =
{
w inf(uH) si u ∈ H+ (i.e s’il existe v ∈ INF (H+) tel que u ≥ v)
⊥ sinon
est donc une fonction en escalier κ-continue et κ-compacte (Lemme 5.1.46).
De plus, il est e´vident que λ(g) = w. On en conclut que w est κ-compact
(Lemme 5.2.12). 
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10.1.3 Rapports entre les ope´rations →( ) et →
Lemme 10.1.6 Si H ⊆σ Mc et ⊥ /∈ K alors :
(H+ →↑ K) =↑ (H+ → K) =
{ ↑ (H+ →H K) si T /∈ K
↑ (H+ →H K) ∪ {T} si T ∈ K
Preuve. Le sens ⊇ des e´galite´s ci-dessus est e´vident. Pour le sens ⊆,
comme on a le sens ⊇, il suﬃt de montrer :
(H+ →↑ K) ⊆
{ ↑ (H+ →H K) si T /∈ K
↑ (H+ →H K) ∪ {T} si T ∈ K
Pour cela, on montre tout d’abord :
(*) ((H+ →↑ K) ∩ F) ⊆↑ (H+ →H K)
Soit donc w ∈ ((H+ →↑ K) ∩ F). On de´ﬁnit la fonction q : (↑ K) → K par
q(z) = ρ({y : y ∈ K ∧ y ≤ z}) ou` ρ est une fonction de choix quelconque sur
M, et la fonction s par :
s(u) =
{
q(wz) si u ≥ z et z ∈ INF (H+)
⊥ sinon
Comme INF (H+) est une antichaine de κ-compacts (Corollaire 8.2.21),
s est une fonction en escalier κ-continue (Lemme 5.1.46). On ve´riﬁe alors
facilement que λ(s) ∈ (H+ →H K) et que λ(s) ≤ w. On en conclut
w ∈↑ (H+ →H K).
Maintenant, il est clair que T ∈ (↑ K) ssi T ∈ K. Ainsi, puisque ⊥ /∈ K ⊆↑
K, par la Remarque 8.2.3.1 et 2, il vient (H+ →↑ K) ⊆ F si T /∈ K, et
T ∈ (H+ →↑ K) ⊆ (F ∪ {T}) sinon. Le re´sultat suit alors trivialement par
(*). 
Corollaire 10.1.7 Si G et H sont des ouverts essentiellement σ-petits alors
G+ → H est un ouvert essentiellement σ-petit.
Preuve. Comme G et H sont des ouverts, on a G =↑ K et H =↑ K ′
pour K,K ′ ⊆σ Mc (Lemme 5.1.54). Il vient :
G+ → H = (K+ →↑ K ′) =↑ (K+ →K K ′) (∪{T})
Il ne reste plus qu’a` remarquer que ↑ (K+ →K H) (∪{T}) et un ensemble
σ-petit de κ-compacts par les Lemmes 10.1.4 et 10.1.5. 
10.1.4 Reformulations de la GCPA
On va maintenant de´duire de ce qui pre´ce`de une de´ﬁnition e´quivalente
de la GCPA, ce sera l’objet du Lemme 10.1.10. On en de´duira, une proprie´te´
importante des ouverts ve´riﬁant la GCPA (Lemme 10.1.11.3).
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On commence par un lemme interme´diaire :
Lemme 10.1.8 Soient K,G ⊆ M des ouverts tels que K est essentielle-
ment σ-petit, alors :
K+ → G = ∪{K+ → O : O ∈ Oσ(G)}
Preuve. ⊇ suit de la croissance de → en son deuxie`me argument. Main-
tenant, par le Lemme 5.1.54, il existe H ⊆σ Mc tel que K =↑ H. Soit
u ∈ K+ → G et X =def INF (K+). Par le Corollaire 8.2.22, on a uK+ ⊆ (↑
uX) ⊆ G et uX est σ-petit. Maintenant, comme G est un ouvert, pour tout
y ∈ uX, on peut choisir ey ∈ Gc tel que ey ≤ y. Soit H ′ = {ey : y ∈ uX}.
L’ensemble H ′ est σ-petit et donc ↑ H ′ ∈ Oσ(G). Il vient : uK+ ⊆ (↑ uX) ⊆
(↑ H ′). On en conclut u ∈ K+ →↑ H ′. 
De´ﬁnition 10.1.9 Pour tout ouvert G ⊆M, on de´ﬁnit :
1) F1(G) = ∪{O+ → G : O ∈ Oσ(G)}
2) F2(G) = ∪{O+ → O : O ∈ Oσ(G)}
3) F3(G) = ∪{(O+)2 → O : O ∈ Oσ(G)}
Rappelons que G ⊆ M ve´riﬁe la GCPA ssi G = F1(G) (Cf De´ﬁnition
9.1.6). Le lemme suivant permet une formulation alternative de la GCPA :
Lemme 10.1.10 F1 = F2
Preuve. Soit G un ouvert. Par croissance de → en son deuxie`me ar-
gument, il est clair, que F2(G) ⊆ F1(G). Inversement, soit u ∈ O+ → G.
Par le lemme pre´ce´dent, il existe O′ ∈ Oσ(G) tel que u ∈ O+ → O′. Il
ne reste qu’a` remarquer que, pour O” = O ∪ O′, on a O” ∈ Oσ(G) et
u ∈ O+ → O′ ⊆ (O”)+ → O”. 
Lemme 10.1.11 Soit G un ouvert. Si G = F1(G) alors :
1) ∀K ⊆σ G, ∃O ∈ Oσ(G) : K ⊆ (O+ → O) (⊆ (O+ → G) )
2) ∀H ∈ Oσ(G),∃O ∈ Oσ(G) : H ⊆ (O+ → O) (⊆ (O+ → G) )
3) G = F3(G)
Preuve. On utilisera librement F1(G) = F2(G).
1) Soit K ⊆σ G. Comme G = F2(G), pour tout u ∈ K, on peut choisir
Ou ∈ Oσ(G) tel que u ∈ O+u → Ou. Soit O = ∪u∈KOu ⊆ G. Il vient :
K ⊆ ∪u∈K(O+u → Ou) ⊆ O+ → O
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Il ne reste plus qu’a` remarquer que, par re´gularite´ de σ, on a O ∈ Oσ(G).
2) Soit H ∈ Oσ(G). Il existe donc K ⊆σ G tel que H =↑ K. Par 1 il
existe donc O ∈ Oσ(G) tel que K ⊆ O+ → O. Comme O+ → O est ouvert
(Corollaire 10.1.7), il vient : H =↑ K ⊆↑ (O+ → O) = (O+ → O)
3) On raisonne par double inclusion. Soit H ∈ Oσ(G). On montre tout
d’abord F2(G) ⊆ F3(G). Par 2 on a H+ → H ⊆ H+ → (O+ → O) pour
O ∈ Oσ(G). Soit L = H ∪ O, il vient : L ∈ Oσ(G) et H+ → H ⊆ (L+ →
(L+ → L)). On montre maintenant F3(G) ⊆ F1(G). Si O ∈ Oσ(G) on a
(O+ → O) ⊆ F2(G) = G. On en conclut O+ → (O+ → O) ⊆ (O+ → G) ⊆
G. 
10.2 Le de´corateur universel δρG
Nous supposons maintenant G ⊆ M essentiellement κ-petit, cette hy-
pothe`se e´tant ne´cessaire pour que δρG soit de´ﬁni. Nous supposons de plus
que ρ est une fonction de choix ρ sur M. Rappelons que ∼G est la ΘG-
bisimulation maximale sur G+ et qu’on a, en particulier, pour tout x, y ∈
G+ :
x ∼G y ⇔ x = y = T
ou
x = T = y ∧ (∀z ∈ G, ∃z′ ∈ G : xz ∼G xz′) ∧ (∀z ∈ G, ∃z′ ∈ G : xz ∼G xz′)
CommeG est essentiellement κ-petit les fonctions EρG et χ∼G sont κ-continues
(voir De´ﬁnitions 7.1.7et 7.0.25, et les Lemmes 7.1.10 et 8.1.4). Cela permet
les de´ﬁnitions suivantes qui seront utilise´es pour celle de δρG :
Notation 10.2.1 :
1) ερG = λ(E
ρ
G)
2) ερGx.A =def ε
ρ
Gλx.A pour tout terme λx.A
3) ∼˙G = λ2(χ∼G)
4) u∼˙Gv =def ((∼˙Gu)v)
L’ope´rateur ερG est de´ja` connu et l’ope´rateur ∼˙Φ e´tait l’interpre´tation de
∼˙ dans le Chapitre 8. Par leurs de´ﬁnitions on a imme´diatement ερGu = EρG(u)
et u∼˙Gv = χ∼G(u, v) pour tous u, v ∈ M. Insistons sur le fait que ∼G est
une relation sur G+ (au sens de l’univers V ) et que ∼˙G est un e´le´ment de
M. On ve´riﬁe alors facilement les lemmes et remarque suivants :
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Lemme 10.2.2 Pour tout u, v ∈M, on a u∼˙Gv ∈ {⊥, T, F} et :
1) u∼˙Gv = ⊥ ssi u, v ∈ G+
2) u∼˙Gv = T ssi u, v ∈ G+ et u ∼G v
3) u∼˙Gv = F ssi u, v ∈ G+ et u ∼G v 
De le Remarque 7.1.6 il suit :
Remarque 10.2.3 Si ⊥ /∈ uG alors ερGu ∈ G. Si, de plus, ⊥ /∈ G alors,
re´ciproquement, ερGu ∈ G implique ⊥ /∈ uG
Lemme 10.2.4 Si ⊥ /∈ G alors, pour tout u ∈M :
ερGu = ⊥ ssi ⊥ ∈ uG ssi u(ερGu) = ⊥ 
Lemme 10.2.5 Si ⊥ /∈ G et ⊥ /∈ uG :
1) Si T ∈ uG alors ερGu ∈ {x ∈ G : ux = T} et u(ερGu) = T
2) Si uG ⊆ F alors ερGu ∈ G et u(ερGu) ∈ F 
Nous introduisons maintenant 6 ope´rateurs supple´mentaires entrant dans
la de´ﬁnition de δρG.
10.2.1 L’ope´rateur ∃ρG
De´ﬁnition 10.2.6 Soit A un terme clos a` parame`tres dans M et G essen-
tiellement κ-petit :
∃Gy.A =def 6 (λy.A (ερG λy.A)) , en rappelant que 6 C =def (if C T F ).
Remarque 10.2.7 ερG de´pend de ρ, mais ∃Gy.A n’en de´pend pas comme le
montre le lemme suivant, qui de´coule facilement des deux lemmes et de la
remarque pre´ce´dents.
Lemme 10.2.8 Pour tout terme A[y] ∈ Λ(C∪M), on a ∃Gy.A∈ {⊥, T, F}
et :
1) ∃Gy.A = ⊥ si et seulement si il existe x ∈ G tel que (λy.A x) = ⊥.
Si ∃Gy.A = ⊥, et en particulier si λy.A ∈ G+, alors :
2) ∃Gy.A = T si et seulement si il existe x ∈ G tel que (λy.A x) = T
3) ∃Gy.A = F si et seulement si pour tout x ∈ G tel que (λy.A x) ∈ F. 
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10.2.2 L’ope´rateur ∈˙G
De´ﬁnition 10.2.9 Pour G essentiellement κ-petit, on de´ﬁnit :
x∈˙Gy = (if y F ∃Gv.(yv∼˙Gx)) .
Remarque 10.2.10 On ve´riﬁe facilement que ∈˙G est compatible avec ∼G,
autrement dit, que si x ∼G x′ et y ∼G y′ alors on a : x∈˙Gy = x′∈˙Gy′.
Lemme 10.2.11 :
1) Si x, y ∈ G+ alors x∈˙Gy = ⊥
2) Si y = T et x∈˙Gy = ⊥ alors x, y ∈ G+
Preuve. Nous montrons d’abord : (*) ∃Gv.(yv∼˙Gx) = ⊥ ⇔ x, y ∈ G+ :
∃Gv.(yv∼˙Gx) = ⊥ ⇔ ∀v ∈ G : yv∼˙Gx = ⊥ Lem10.2.8.1
⇔ ∀v ∈ G : yv, x ∈ G+ Lem10.2.2.1
⇔ y, x ∈ G+ Lem8.2.6.4
1) Si x, y ∈ G+, on a en particulier y = ⊥, et le re´sultat de´coule donc
imme´diatement de (*).
2) Il suﬃt de remarquer que y = T et x∈˙Gy = ⊥ implique y ∈ F, on a donc
x∈˙Gy =∃Gv.(yv∼˙Gx). On applique alors de nouveau (*). 
Proposition 10.2.12 Pour tous x, y ∈ G+ :
1) x∈˙Gy = T ssi (y = T et il existe v ∈ G tel que yv ∼G x)
2) x∈˙Gy = F sinon.
Preuve. Suit facilement du Lemme 10.2.8.2 et 3 en utilisant le 1 du
lemme pre´ce´dent. 
10.2.3 L’ope´rateur 〈 , 〉
Dans cette section, on suppose seulement de fac¸on ge´ne´rale G ⊆M.
De´ﬁnition 10.2.13 Rappelons que :
1) S = λxλz.x
2) P = λxλyλz.(if z x y)
3) 〈 , 〉 =def λxλy.(P SxPxy)
4) 〈x, y〉 =def 〈 , 〉xy
De´ﬁnition 10.2.14 G ⊆M est TF-value´ si ⊥ ∈ G 1 T et G ∩ F = ∅.
Le lemme suivant exprime la cloˆture de G+ par les ope´rateurs S, P et 〈 , 〉 :
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Lemme 10.2.15 Pour tous x, y :
1) x ∈ G+ ⇔ Sx ∈ G+.
2) Si ⊥ /∈ G alors : x, y ∈ G+ ⇒ (Pxy ∈ G+ et 〈x, y〉∈ G+).
3) Si G est TF -value´ alors : (Pxy ∈ G+ ou 〈x, y〉∈ G+) ⇒ x, y ∈ G+.
Preuve.
1) Est imme´diat.
2) Suit de la remarque que si ⊥ /∈ G alors, pour tous x, y, on a Pxy G =
{x, y}
3) Supposons que G soit TF -value´. Par de´ﬁnition de 〈 , 〉 et 1, il suﬃt de
montrer que Pxy∈ G+ implique x, y ∈ G+. Supposons donc Pxy∈ G+. On
doit montrer que, pour tout z ∈ G<ω, on a xz = ⊥ et yz = ⊥. Or ceci suit
trivialement du fait que xz = (Pxy T z) et yz = (Pxy zz) pour tout z ∈ F,
et que par ailleurs T ∈ G et G ∩ F = ∅ (puisque G est TF -value´). 
Corollaire 10.2.16 Si G est essentiellement κ-petit alors, pour tous
x, y, b ∈M :
1) Si ⊥ /∈ G et x, y, b ∈ G+ alors 〈x, y〉∈˙Gb = ⊥.
2) Si G est TF -value´ et b = T et 〈x, y〉∈˙Gb = ⊥ alors x, y, b ∈ G+.
Preuve. On rappelle tout d’abord que la de´ﬁniton de ∈˙G ne´cessite que
G soit essentiellement κ-petit. Maintenant, le re´sultat est une conse´quence
directe du lemme pre´ce`dent et de la Proposition 10.2.12. 
Le lemme suivant exprime la compatibilite´ des ope´rateurs S et P avec ∼G :
Lemme 10.2.17 Pour tout x, y, x′, y′ ∈M :
1) Sx ∼G Sx′ ⇔ x ∼G x′
2) Si ⊥ /∈ G alors ((x ∼G x′ ∧ y ∼G y′) ∨ (x ∼G y′ ∧ y ∼G x′)) ⇒ Pxy ∼G
Px′y′
3) Si G est TF -value´ alors :
Pxy ∼G Px′y′ ⇔ ((x ∼G x′ ∧ y ∼G y′) ∨ (x ∼G y′ ∧ y ∼G x′))
Preuve. Le 1 et le 2 se ve´riﬁent facilement en utilisant le lemme pre´ce`dent.
Le sens⇐ du 3 est imme´diat par le 1. Supposons maintenant Pxy ∼G Px′y′
et donc :
(a) ∀z ∈ G, ∃z′ ∈ G : (Pxy z) ∼G (Px′y′ z′) et
(b) ∀z′ ∈ G, ∃z ∈ G : (Pxy z) ∼G (Px′y′ z′)
Par (a) et comme T ∈ G, il existe z′ tel que (Pxy T ) ∼G (Px′y′ z′), i.e tel
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que x ∼G (Px′y′ z′). Comme on a z′ = T ou z′ ∈ F (puisque ⊥ /∈ G), on
ve´riﬁe sans peine que :
(1) x ∼G x′ ou x ∼G y′
De meˆme, en choisissant z ∈ G∩ F (c’est possible puisque G est TF -value´),
on montre de la meˆme manie`re que :
(2) y ∼G x′ ou y ∼G y′
Par (b) en raisonnant comme pre´ce´demment, on obtient :
(3) x ∼G x′ ou y ∼G x′
(4) x ∼G y′ ou y ∼G y′
On montre maintenant par l’absurde que :
x ∼G x′ ⇒ y ∼G y′ et que x ∼G y′ ⇒ y ∼G x′,
le re´sultat de´coulant alors imme´diatement par (1). On utilise librement le
fait que ∼G est une relation d’e´quivalence :
A) Supposons x ∼G x′ et y ∼G y′. Par (2) et (4), on a donc y ∼G x′ et
x ∼G y′. Comme par hypothe`se on a x ∼G x′, il vient x ∼G y puis y ∼G y′.
Ce qui est contradictoire.
B) Supposons x ∼G y′ et y ∼G x′. Par (2) et (3), on a donc y ∼G y′ et
x ∼G x′. Comme par hypothe`se on a x ∼G y′, il vient x ∼G y puis y ∼G x′.
Ce qui est contradictoire. 
Nous allons maintenant e´tablir la compatibilite´ de l’ope´rateur 〈 , 〉 avec
∼G. Ce sera une conse´quence du lemme suivant :
Lemme 10.2.18 Pour tous x, y, z ∈M, on a :
1) Si ⊥ /∈ G alors x ∼G z ∼G y ⇒ Sz ∼G Pxy
2) Si G est TF -value´ alors Sz ∼G Pxy ⇔ x ∼G z ∼G y
Preuve. On ve´riﬁe tout d’abord facilement que si ⊥ /∈ G on a, pour
tout z ∈ G+, que Sz ∼G Pzz. Il vient ensuite :
1) x ∼G z ∼G y ⇒ ((z ∼G x ∧ z ∼G y) ∨ (z ∼G y ∧ z ∼G x))
⇒ Pzz ∼G Pxy (Lem10.2.17.2)
⇒ Sz ∼G Pxy
2) Le sens ⇐ est imme´diat par le 1. On montre le sens ⇒ :
Sz ∼G Pxy ⇒ Pzz ∼G Pxy
⇒ ((z ∼G x ∧ z ∼G y) ∨ (z ∼G y ∧ z ∼G x)) (Lem10.2.17.1)
⇒ z ∼G x ∧ z ∼G y
⇒ x ∼G z ∼G y

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Lemme 10.2.19 Pour tous x, x′, y, y′, on a :
1) Si ⊥ /∈ G alors x ∼G x′ ∧ y ∼G y′ ⇒ 〈x, y〉 ∼G 〈x′, y′〉
2) Si G est TF -value´ alors 〈x, y〉 ∼G 〈x′, y′〉 ⇔ x ∼G x′ ∧ y ∼G y′
Preuve. Suit aise´ment des deux lemmes pre´ce´dents puisque 〈x, y〉 =
(P SxPxy). 
10.2.4 Les ope´rateurs IρG, Feuil
ρ
G, Enf
ρ
G et ∆
ρ
G
Dans cette section, G de´signera un sous-ensemble essentiellement κ-petit
de M tel que G ⊆ G+, et donc ⊥ /∈ G, et ρ de´signera une fonction de choix
surM (rappelons que l’hypothe`se “G essentiellement κ-petit” est ne´cessaire
a` la continuite´ de χ∼G et donc a` la de´ﬁnition de ε
ρ
G et ∼˙G).
De´ﬁnition 10.2.20 Pour tout G ⊆M essentiellement κ-petit :
1) IρG =def λy.ε
ρ
Gz.z∼˙Gy
2) FeuilρG =def λbλx.¬˙(∃Gy.〈x, y〉∈˙Gb)
3) EnfρG =def λbλx.ε
ρ
Gy.〈x, y〉∈˙Gb
4) ∆ρG =def λdλbλxλy.(if 〈x, y〉∈˙Gb db(IρGy) db(EnfρG b x)) )
Avant de donner les proprie´te´s des ope´rateurs que nous venons de de´ﬁnir,
nous en faisons une pre´sentation intuitive.
L’ope´rateur IρG est une sorte d’ope´rateur d’identite´ sur G
+/ ∼G ; plus
pre´cisemment, il choisit, pour tout e´le´ment de G+, un e´le´ment de G qui lui
est “e´gal” au sens de ∼G, lorsqu’un tel e´le´ment existe, et un e´le´ment de
G quelconque dans le cas contraire. Les trois autres ope´rateurs travaillent
e´galement a` ∼G pre`s. En particulier, ce que nous dirons ci-apre`s doit se
comprendre a` cette e´quivalence ∼G pre`s.
Pour les autres ope´rateurs, l’ide´e de de´part est que la variable b repre´sente
“l’ensemble des areˆtes” d’un “graphe” 〈a, b〉 de G, i.e un e´le´ment de M tel
que :
bG ⊆ {〈x, y〉 : x, y ∈ aG}
Pour un tel b et pour un “sommet” x ∈ aG, l’ope´rateur (FeuilρG b x) va
de´terminer si x est une “feuille” du graphe, i.e si {〈x, y〉 : y ∈ G} ∩ bG = ∅.
Maintenant si x n’est pas une “feuille” de 〈a, b〉, l’ope´rateur (EnfρG b)
choisit un “enfant” de x, i.e un e´le´ment de {y ∈ G : 〈x, y〉 ∈ bG}. Soit
maintenant (∆ρG d b) pour un d ∈ M. L’hypothe`se G ⊆ G+ nous assurant
〈x, y〉∈˙Gb = ⊥ pour tout y ∈ G, on aura, a` ∼G pre`s :
(1) ((∆ρG d b)x)G = {dby : 〈x, y〉 ∈ bG}
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Nous verrons que ce comportement de ∆ρG nous permettra de de´ﬁnir, dans la
section suivante, un “de´corateur universel pour G”, c’est a` dire un ope´rateur
capable de de´corer tout “graphe” de G. Cet ope´rateur sera note´ δρG.
La plupart des lemmes suivants e´tablissent formellement les proprie´te´s
intuitives que nous venons de de´crire :
Lemme 10.2.21 Pour tout y ∈M on a :
1) IρGy ∈ G ssi IρGy = ⊥ ssi y ∈ G+.
Et si y ∈ G+ alors IρGy ∈ G et :
2) s’il existe z ∈ G tel que z∼˙Gy = T , alors IρGy∼˙Gy = T .
3) sinon IρGy∼˙Gy = F .
Preuve. On utilise librement le fait que IρGy = ε
ρ
Gλz.z∼˙y.
Le 2 et le 3 de´coulent facilement du 1 et du Lemme 10.2.5, on montre le 1 :
Par la Remarque 10.2.3 on a imme´diatement IρGy ∈ G ssi IρGy = ⊥. Il reste
donc a` montrer : IρGy = ⊥ ⇔ y ∈ G+. Puisque G ⊆ G+, le Lemme 10.2.2.1
nous donne pour tout z ∈ G : z∼˙Gy = ⊥ ssi y ∈ G+. Il vient, par le Lemme
10.2.4 :
IρGy = ⊥ ssi ⊥ ∈ (λz.z∼˙Gy)[G] ssi y ∈ G+. 
Comme∼G est re´ﬂexive, on a imme´diatement par le 2 du lemme pre´ce´dent :
Corollaire 10.2.22 Pour tout y ∈ G, on a IρGy ∈ G et IρGy∼˙Gy = T . 
On montre maintenant les proprie´te´s de FeuilρG et Enf
ρ
G.
Lemme 10.2.23 Pour tout x ∈M, on a (FeuilρG T x) = T .
Preuve. Par de´ﬁnition de ∈˙G, on a 〈x, y〉∈˙GT = F pour tout x, y ∈M.
Par le Lemme 10.2.8.3, on a ∃Gy.〈x, y〉∈˙GT = F , et donc (FeuilρG T x) = T
(de´ﬁnition de ¬˙). 
Lemme 10.2.24 Pour tous b, x ∈M :
1) Si b, x ∈ G+ alors (FeuilρG b x) = ⊥ et (EnfρG b x) = ⊥
2) Si T ∈ G et b = T alors :
((FeuilρG b x) = ⊥ ou (EnfρG b x) = ⊥)⇒ b, x ∈ G+
Preuve.
1) Soient b, x ∈ G+. Par le Corollaire 10.2.16.1, pour tout y ∈ G ⊆ G+,
on a 〈x, y〉∈˙Gb = ⊥. On en conclut, d’une part ∃Gy.〈x, y〉∈˙Gb = ⊥ puis
(FeuilρG b x) = ⊥ (Lemme 10.2.8.1 puis de´ﬁnition de ¬˙), d’autre part
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ερGy.〈x, y〉∈˙Gb = ⊥ (Lemme 10.2.4).
2) Supposons (FeuilρG b x) = ⊥ ou (Enf b x) = ⊥. On a donc ∃Gy.〈x, y〉∈˙Gb =
⊥ ou ερGy.〈x, y〉∈˙Gb = ⊥ (de´ﬁnitions de ¬˙ et EnfρG). Par les Lemmes 10.2.8.1
et 10.2.4, il vient donc 〈x, y〉∈˙Gb = ⊥ pour tout y ∈ G ⊆ G+. Soit y ∈ G,
comme b = T , on a 〈x, y〉, b ∈ G+ (Lemme 10.2.11.2). Il reste a` remar-
quer que comme T ∈ G, on a en particulier x = 〈x, y〉TT ∈ G+ (puisque
G+ = G2 → G+). 
Lemme 10.2.25 Pour tous b, x ∈ G+, on a :
1) (FeuilρG b x) = T ssi {y ∈ G : 〈x, y〉∈˙Gb = T} = ∅
2) (FeuilρG b x) = F sinon ; et alors 〈x, (EnfρG b x)〉∈˙Gb = T .
Preuve. Tout d’abord on remarque que si b, x ∈ G+ alors (FeuilρG b x) =
⊥ (1 du lemme pre´ce´dent). Il vient :
1) Si (FeuilρG b x) = T alors ∃Gy.〈x, y〉∈˙Gb = F (De´ﬁnition de ¬˙) et {y ∈
G : 〈x, y〉∈˙Gb = T} = ∅ (Lemme 10.2.8.3). Supposons maintenant que, pour
tout y ∈ G, on ait 〈x, y〉∈˙Gb = T . Si b = T on conclut par le Lemme 10.2.23.
Si b = T alors, pour tout y ∈ G, on a b, x, y ∈ G+ et donc ⊥ = 〈x, y〉∈˙Gb
∈ F (10.2.16.1). On en conclut ∃Gy.〈x, y〉∈˙Gb = F (Lemme 10.2.8.3) et donc
(FeuilρG b x) = T .
2) Si (FeuilρG b x) = T , on a imme´diatement (FeuilρG b x) = F (puisque
(FeuilρG b x) = ⊥). On a donc ∃Gy.〈x, y〉∈˙Gb = T . Par le Lemme 10.2.8.2,
il existe donc y ∈ G tel que 〈x, y〉∈˙Gb = T et, pour tout y ∈ G, on a
〈x, y〉∈˙Gb = ⊥ . On conclut par le Lemme 10.2.5.1 puisque (EnfρG b x) =
εGy.〈x, y〉∈˙Gb. 
Le lemme qui suit donne des proprie´te´s de EnfρG similaires a` celles
donne´es par le Lemme 10.2.21 pour IρG :
Lemme 10.2.26 Pour tous b, x ∈M, alors :
1) (EnfρG b x) ∈ G ssi (EnfρG b x) = ⊥.
Et si b, x ∈ G+ alors (EnfρG b x) ∈ G et :
2) S’il existe y ∈ G tel que 〈x, y〉∈˙Gb = T alors 〈x, (EnfρG b x)〉∈˙Gb = T
3) Sinon 〈x, (EnfρG b x)〉∈˙Gb = F .
Preuve. Le 1 est donne´ par la Remarque 10.2.3. De plus, si b, x ∈
G+ et y ∈ G ⊆ G+, on a 〈x, y〉∈˙Gb = ⊥ (Corollaire 10.2.16.1), et donc
ερGy.〈x, y〉∈˙Gb ∈ G. Le 2 et le 3 de´coule alors facilement du Lemme 10.2.5.

Le dernier lemme de cette section exprime certaines compatibilite´s fortes
des ope´rateurs FeuilρG, I
ρ
G, Enf
ρ
G et ∆
ρ
G avec ∼G. Il de´coule facilement de
leur de´ﬁnitions :
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Lemme 10.2.27 Pour tout d, b, x, y, x′, y′ ∈ G+ :
1) y ∼G y′ ⇒ IρGy = IρGy′
2) x ∼G x′ ∧ y ∼G y′ ∧ b ∼G b′ ⇒ 〈x, y〉∈˙Gb = 〈x′, y′〉∈˙Gb′
3) x ∼G x′ ∧ b ∼G b′ ⇒ (FeuilρG b x) = (FeuilρG b′ x′)
4) x ∼G x′ ∧ b ∼G b′ ⇒ (EnfρG b x) = (EnfρG b′ x′)
5) x ∼G x′ ∧ y ∼G y′ ⇒ ((∆ρG d b x)y) = ((∆ρG d b x′)y′) 
10.2.5 L’ope´rateur δρG
Comme dans la section pre´ce´dente, on suppose ici G ⊆ G+ et essentiel-
lement κ-petit. De plus, ρ de´signe toujours une fonction de choix sur M.
Rappelons que Y est l’ope´rateur de plus petit point ﬁxe de M (De´ﬁnition
5.1.61).
De´ﬁnition 10.2.28 (Le “‘de´corateur universel sur G”)
1) dρG=def λdλbλx.(if (Feuil
ρ
G b x) T (∆
ρ
G d b x)))
2) δρG=def (Y d
ρ
G)
Comme δρG est un point ﬁxe de d
ρ
G, il est clair que, pour tous b, x ∈M :
δρGbx = (if (Feuil
ρ
G b x) T (∆
ρ
G δ
ρ
G b x))
Nous commenc¸ons par une pre´sentation intuitive de δρG, le “de´corateur
universel sur G”. Rappelons qu’une de´coration d’un graphe ensembliste
(a, b) est une fonction d telle que, pour tout sommet x ∈ a, on ait :
d(x) = {d(y) : (x, y) ∈ b}
Interpre´te´e dans le syste`me S =def (G,∈G,∼G) (ou` x ∈G y ssi x∈˙Gy = T )
la notion de de´coration devient : “d est une “de´coration” du “graphe” 〈a, b〉
ssi pour tout x ∈ aG, on a :
d〈x〉G = {d〈y〉 : 〈x, y〉 ∈ bG}S
ou` d〈x〉 est “l’image de x par d”.
Supposons maintenant d ∈ G tel que dG = {〈x, δρGbx〉 : x ∈ aG}S . il
est facile de voir que d est alors une “de´coration” de 〈a, b〉. En eﬀet, soit
x ∈ aG et u =def δρGbx. Si x est une “feuille”, on a (Feuil b x) = T et
δρGbx = T =def ∅S . Sinon, on a u=(∆ρG δρG b x) et :
uG = {δρGby : 〈x, y〉 ∈ bG}S
Les proprie´te´s intuitives que nous venons de de´crire serons de´montre´es
en Section 11.2 pour le cas particulier ou` G = Φ. Pour l’instant, nous
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n’e´tablissons que celles utiles a` la construction de Ψ et de Φ, construction
qui ne´cessite de pouvoir travailler avec un G ⊆ M et ρ, une fonction de
choix sur M, quelconques.
Le premier lemme est trivial :
Lemme 10.2.29 Soient b, x ∈M :
1) δρGbx = ⊥ ssi (FeuilρG b x) = ⊥
2) δρGbx = T ssi (Feuil
ρ
G b x) = T
3) δρGbx =(∆
ρ
G δ
ρ
G b x) ssi (Feuil
ρ
G b x) = F 
Corollaire 10.2.30 Pour tout x ∈M : δρGTx = T
Preuve. Vient directement du point 2 du lemme, et du Lemme 10.2.24.2.

La compatibilite´ forte de δρGb avec∼G de´coule facilement du Lemme 10.2.27 :
Lemme 10.2.31 Si x ∼G x′ et y ∼G y′ alors δρGbxy = δρGbx′y′. 
On cloˆt cette section par deux proprie´te´s essentielles de δρG :
Lemme 10.2.32 Si b, x ∈ G+ alors : δρGbx = T implique (δρGbx)G+ ⊆
δρGbG.
Preuve. Si b, x ∈ G+, on a (FeuilρG b x) = ⊥ (Lemme 10.2.24.1). Il reste
donc deux cas :
1er Cas : Si (FeuilρG b x) = T alors δ
ρ
Gbx = T .
2e`me Cas : Si (FeuilρG b x) = F alors δ
ρ
Gbx = (∆
ρ
G δ
ρ
G b x) et donc :
δρGbxy = (if 〈x, y〉∈˙Gb δρGb(IρGy) δρGb(EnfρG b x)) )
Si y ∈ G+ on a 〈x, y〉∈˙Gb = ⊥ (Corollaire 10.2.16.1). On a donc δρGbxy =δρGb(IρGy)
ou δρGbxy = δ
ρ
Gb(Enf
ρ
G b x) suivant les cas 〈x, y〉∈˙Gb = T ou 〈x, y〉∈˙Gb ∈ F.
Le re´sultat de´coule alors soit du Lemme 10.2.21.1, soit des Lemmes 10.2.24.1
et 10.2.26.1. 
Corollaire 10.2.33 Pour tout b ∈ G+, on a δρGb ∈ (G+)+.
Preuve. Il nous suﬃt de montrer que, pour tout x ∈ G+, on a δρGbx ∈
(G+)+. Soit donc y ∈ (G+)<ω, il faut montrer δρGbxy = ⊥. Or, par le lemme
pre´ce´dent, on ve´riﬁe facilement que soit δρGbxy = δ
ρ
Gbz pour un z ∈ G ⊆ G+,
soit δρGbxy = T . Or, par le Lemme 10.2.24.1, on a (Feuil
ρ
G b x) = ⊥, et donc
δρGbz = ⊥ (Lemme 10.2.29.1). 
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L’ope´rateur δρG est e´gal a` d
ρ
G
ω
On suppose seulement ici que G est essentiellement κ-petit. Nous intro-
duirons des proprie´te´s supple´mentaires sur G dans la section suivante.
Rappelons que, par de´ﬁnition de Y 2, δρG =def (Y d
ρ
G) est le sup de la
suite croissante de´ﬁnie pour η < κ par :
dρG
0 = ⊥
dρG
η+1 = dρG(d
ρ
G
η)
dρG
η = sup{dρG γ : γ < η} pour η limite
Nous montrons ici que la suite (dρG
η)η<κ est stationnaire en ω et que
donc δρG = d
ρ
G
ω. Pour simpliﬁer on e´crira ∆ pour ∆ρG, et d
η pour dρG
η.
Les deux premiers lemmes que nous donnons montrent des proprie´te´s de
∆. On remarque au pre´alable que, pour tous η < κ et y ∈M :
((∆ dη b x) y) = ( if 〈x, y〉∈˙Gb dηb(IρG y) dηb(EnfρG b x) )
Il suit alors facilement que :
Lemme 10.2.34 Pour tous b, x ∈M et η < κ :
1) si 〈x, y〉∈˙Gb = ⊥ alors ((∆ dη b x) y) = ⊥
2) si 〈x, y〉∈˙Gb = T alors ((∆ dη b x) y) = dηb(IρG y)
3) si 〈x, y〉∈˙Gb ∈ F alors ((∆ dη b x) y) = dηb(EnfρG b x) 
Lemme 10.2.35 Pour tout η < κ limite, on a :
(∆ dη b x) = sup{(∆ dγ b x) : γ < η}
Preuve. Rappelons que si η < κ la sous-suite (dγ)γ<η n’est pas obligatoi-
rement κ-ﬁltrante (Remarque 5.1.9). On ne peut donc de´duire imme´diatement
du Lemme 5.2.11 que (∆ dη) = sup{(∆ dγ) : γ < η} et donc le re´sultat.
Maintenant, par croissance de la suite (dη)η<κ , on a imme´diatement
sup{(∆ dγ b x) : γ < η} ≤(∆ dη b x). Inversement, par la proprie´te´ de Quasi-
Extensionalite´ (Lemme 6.0.16), il suﬃt de montrer que pour tout y :
((∆ dη b x)y) ≤ sup{(∆ dγ b x) : γ < η}y
autrement dit, par le Lemme 5.2.11, que :
((∆ dη b x)y) ≤ sup{((∆ dγ b x)y) : γ < η}
On raisonne maintenant en utilisant les 3 points du lemme pre´ce´dent :
(i) Si 〈x, y〉∈˙Gb = ⊥ c’est e´vident par le point 1
2Cf De´ﬁnition 5.1.61
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(ii) Si 〈x, y〉∈˙Gb = T , on a :
((∆ dη b x)y) = dηb(IρG y) point 2
= sup{dγ : γ < η}b(IρG y) De´f dη
= sup{dγb(IρG y) : γ < η} Lem5.2.11
= sup{((∆ dγ b x)y) : γ < η} point 2
(iii) Si 〈x, y〉∈˙Gb ∈ F, le re´sultat se montre de fac¸on similaire au cas pre´ce´dent
en utilisant le point 3. 
Nous allons pouvoir maintenant aborder le re´sultat central de cette sec-
tion. On commence par une remarque :
Remarque 10.2.36 Il est clair que pour tout η < κ on a :
dη+1 = λbλx.(if (FeuilρG b x) T (∆ d
η b x)))
On ve´riﬁe donc facilement que, pour tous b, x ∈M :
(i) dη+1bx = ⊥ ssi (Feuil b x) = ⊥
(ii) dη+1bx = T ssi (Feuil b x) = T
(iii) dη+1bx = (∆ dη b x) ∈ F ssi (Feuil b x) = F
Proposition 10.2.37 δρG = d
ρ
G
ω =def sup{dρG η : η ∈ ω}
Preuve. On doit montrer sup{dη : η < κ} = dω. Pour cela, il suﬃt
clairement, par de´ﬁnition et croissance de la suite, que l’on ait dω+1 ≤ dω.
Par Quasi-Extensionalite´ (Lemme 6.0.16), cela revient a` ve´riﬁer que, pour
tous b, x ∈ M, dω+1bx ≤ dωbx. Soient donc b, x ∈ M. Tout d’abord, il
est clair que dω =def sup{dη : η < ω} = sup{dη+1 : η < ω}. On doit
donc montrer dω+1bx ≤ sup{dη+1bx : η < ω}. Si (Feuil b x) = ⊥ ou
(Feuil b x) = T , c’est e´vident par la Remarque 10.2.36.(i) et 10.2.36.(ii).
Reste donc le cas ou` (Feuil b x) = F . On doit montrer alors (∆ dω b x) ≤
sup{(∆ dη b x) : η < ω}, ce qui est donne´ par le lemme pre´ce´dent. 
10.2.6 Le de´corateur δρG pre´serve la κ-compacite´
On va maintenant montrer que δρG pre´serve la κ-compacite´ si G est TF -
value´ et G ⊆σ (G+)c (i.e G est σ-petit et G ⊆ G+ ∩ Mc). Ce sera une
conse´quence du lemme suivant :
Lemme 10.2.38 Si G est TF -value´ et G ⊆σ (G+)c alors :
Si d ∈ ((G+)c)2 → Mc on a (∆ρG d) ∈ ((G+)c)2 → Mc.
Preuve. Soient b, x ∈ (G+)c et soient :
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m =def (∆
ρ
G d b x) =def λy.(if 〈x, y〉 ∈G b db(IρGy) db(EηfρG b x)) ) et
K =def {db(IρGy) : y ∈ G+} ∪ { db(EηfρG b x)) }
Tout d’abord, si b = T , pour tout y ∈ M, on a 〈x, y〉 ∈G b = F (de´ﬁnition
de ∈˙G). Par Quasi-extensionalite´ et de´ﬁnition de F , on a donc m = λyλx.T
qui est compact (Remarque 6.0.18.2). Supposons maintenant b = T . Par les
Lemmes 10.2.26.1 et 10.2.21.1, il vient : (EηfρG b x) ∈ G ⊆ (G+)c et, pour
tout y ∈ G+, IρGy ∈ G ⊆ (G+)c. Par hypothe`se sur d, on a donc K ⊆ Mc.
Puisque b = T et que G est TF -value´, on a clairement par le Corollaire
10.2.16 que 〈x, y〉 ∈G b = ⊥ ssi y /∈ G+, et donc dom(m) = G+. Maintenant,
si y ∈ G+ on a my = db(IρGy) ou db(EηfρG b x) et donc m ∈ G+ → K. Enﬁn,
si y =G y′ on a y ∼G y′ (Remarque 8.3.7), et comme m est compatible
avec ∼G (Lemme 10.2.27.5), il vient my = my′. On en conclut ﬁnalement
m ∈ G+ →G K ⊆Mc (Lemme 10.1.5). 
Proposition 10.2.39 Si G est TF -value´ et G ⊆σ (G+)c alors :
δρG ∈ (Mc)2 → Mc.
Preuve. Remarquons que si b = T on a δρGbx = T (Corollaire 10.2.30),
et que si b /∈ G+ ou x /∈ G+, on a δρGbx = ⊥ (Lemmes 10.2.29.1 et 10.2.24).
Dans les deux cas, δρGbx est κ-compact.
On suppose a` partir de maintenant b = T et b, x ∈ G+ ∩Mc. Par la Pro-
position 10.2.37 et le Lemme 5.2.11, on a δρGbx = sup{dη b x : η ∈ ω}. Pour
que δρGbx soit κ-compact il suﬃt donc que d
ηbx soit κ-compact, pour tout
η < ω (puisque ω < κ) ; ce qu’on montre par induction sur η. Le cas η = 0
e´tant imme´diat, osons m =def dη+1bx. Par de´ﬁnition de d
ρ
G on a :
m = dρG(d
η)bx =(if (FeuilρG b x) T (∆
ρ
G d
η b x)))
Le cas (FeuilρG b x) = ⊥ ou T e´tant imme´diat, supposons (FeuilρG b x) = F .
Dans ce cas, on am =(∆ρG d
η b x)) et le re´sultat de´coule donc imme´diatement
du lemme pre´ce´dent puisque, par hypothe`se d’induction, on a
dη ∈ ((G+)c)2 → Mc. 
10.3 Construction de Ψ
Comme de´ja` signale´, la construction de Ψ se fera par induction ordinale.
On prendra Ψ = Ψσ pour (Ψα)α≤σ une suite croissante de sous-ensemble
de M, construite par induction sur α. Pour de´ﬁnir cette suite on introduit
tout d’abord deux ope´rations de P(M) vers P(M) (la premie`re totale et la
seconde partielle).
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10.3.1 Les ope´rations Q′ et Dρ
On de´ﬁnit tout d’abord l’ope´ration Q′ :
De´ﬁnition 10.3.1 Pour tout H ⊆M, Q′(H) = H+ →H H
Le lemme qui suit exprime que l’ope´ration Q′ pre´serve la “σ-petitesse” et
l’inclusion dansMc. Il de´coule imme´diatement des Lemmes 10.1.4 et 10.1.5.
Lemme 10.3.2 Si H ⊆σ Mc alors Q′(H) ⊆σ Mc. 
On introduit maintenant l’ope´ration Dρ. La de´ﬁnition de Dρ(G), parce
qu’elle utilise l’ope´rateur δρG, n’a de sens que si G ⊆ M est essentiellement
κ-petit :
De´ﬁnition 10.3.3 Soit ρ une fonction de choix sur M. Pour tout G ⊆M
essentiellement κ-petit, on pose : Dρ(G) = {δρGbx : b, x ∈ G}.
Il est clair que :
Lemme 10.3.4 Si G est essentiellement σ-petit (resp. σ-petit) alors Dρ(G)
est essentiellement σ-petit (resp. σ-petit). 
Lemme 10.3.5 Soit G essentiellement κ-petit. Si T ∈ G ⊆ G+ alors :
1) Dρ(G) ∈ (G+ → Dρ(G))
2) Dρ(G) ⊆ (G+)+ et ⊥ /∈ Dρ(G)
3) Si, de plus, G ⊆σ Mc alors Dρ(G) ⊆Mc.
Preuve. Le 1 de´coule aise´ment du Lemme 10.2.32, et le 2 du Corollaire
10.2.33 par le Lemme 8.2.6.4. Pour le 3, on distingue deux cas :
Si G = {T} alors Dρ(G) = {δρGTT} = {T} ⊆ Mc (Corollaire 10.2.30).
Si G = {T}, comme ⊥ /∈ G, l’ensemble G est donc TF -value´, et on conclut
par la Proposition 10.2.39. 
10.3.2 Construction de Ψ
On ﬁxe pour toute cette section une fonction de choix K sur M. Nous
construisons maintenant Ψ, puis nous verrons ses proprie´te´s essentielles.
Notons que la de´ﬁnition de la suite (Ψα)α≤σ ne´cessite celle, simultane´e,
d’une suite de fonctions de choix (ρα)α≤σ sur M, de´ﬁnies a` partir de K.
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De´ﬁnition 10.3.6 On pose Ψ = Ψσ ou` (Ψα)α≤σ est la suite croissante
de´ﬁnie par :
– Ψ0 = {T}
– Ψα+1 = Ψα ∪ Q′(Ψα) ∪Dρα(Ψα)
ou` ρα est la fonction de choix sur M de´ﬁnie par :
ρα(X) =
{
K(X) Si X ∩Ψα = ∅
K(X ∩Ψγ) Sinon, ou` γ ≤ α est minimal tel que X ∩Ψγ = ∅
– Ψα = unionsqγ<αΨγ si α est un ordinal limite ; en particulier Ψ = unionsqγ<αΨσ.
On remarque tout d’abord que la croissance de la suite (Ψα)≤σ est e´vidente
et qu’elle justiﬁe la mention “ou` γ ≤ α est minimal pour X ∩Ψγ = ∅” dans
la de´ﬁnition de ρα. D’autre part, par les Lemmes 10.3.2 et 10.3.4, il est facile
de ve´riﬁer la σ-petitesse de Ψα pour tout α < σ. L’ope´ration Dρα est donc
de´ﬁnie sur Ψα, et Ψα+1 est donc bien de´ﬁni pour tout α < σ.
Remarque 10.3.7 On a Ψ+α = ∩γ<αΨ+γ pour tout α limite. En particulier,
on a Ψ+ = ∩α<σΨ+α .
Notation 10.3.8 On notera rg(u) le rang de u ∈ Ψ, i.e le plus petit α < σ
tel que u ∈ Ψα. Pour H ⊆ Ψ, on notera aussi rg(H) =def sup{rg(u) : u ∈
H}.
Il est clair que rg(u) est un ordinal successeur. De plus, si H ⊆σ Ψ, on
a H ⊆ Ψα pour α = rg(H) < σ.
10.3.3 Proprie´te´s de Ψ
Lemme 10.3.9 Ψ ⊆Mc
Preuve. Par de´ﬁnition de Ψ, il suﬃt de montrer, par induction sur
α < σ, que Ψα ⊆ Mc. Cela se fait sans proble`me en utilisant les Lemmes
10.3.2 et 10.3.5.3. 
Lemme 10.3.10 Pour tout 0 < α ≤ σ, on T ∈ Ψα et Ψα ∩ F = ∅.
Preuve. Il est e´vident que T ∈ Ψα pour tout α. Par croissance de la
suite, il nous suﬃt maintenant de montrer Ψ1∩F = ⊥. Or, comme Ψ0 est κ-
petit, Ψ+0 est un ouvert (Lemme 8.2.17.1) et sa fonction caracte´ristique χΨ+0
est κ-continue (Lemme 7.0.26). On ve´riﬁe alors sans peine que λ(χΨ+0 ) ∈
(Ψ+0 →Ψ0 Ψ0) ⊆ Ψ1. 
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Lemme 10.3.11 Card(Ψ) ≤ σ < κ
Preuve. Comme Card(Ψα) < σ pour tout α < σ, on a imme´diatement
Card(Ψ) ≤ σ. 
Comme σ < κ, l’ensemble Ψ = Ψσ est essentiellement κ-petit et donc :
Corollaire 10.3.12 δρσΨ et D
ρσ(Ψσ) sont de´ﬁnis. 
Nous allons maintenant aborder le The´ore`me principal de cette section,
a` savoir : Ψ ⊆ (Ψ+ → Ψ) ⊆ (Ψ → Ψ) ⊆ Ψ+. Il sera une conse´quence des
deux lemmes suivants. Remarquons que l’e´nonce´ du premier se limite au
cas α < σ, puisque nous n’avons pas de´ﬁni Ψσ+1 (ce qui par le corollaire
pre´ce´dent serait possible, bien qu’inutile ici).
Lemme 10.3.13 Pour tous γ < σ :
1) Ψγ ⊆ Ψ+γ ⇒ Ψγ+1 ⊆ Ψ+γ
2) Ψγ ⊆ Ψ+γ ⇒ Ψγ ⊆ Ψ+γ+1.
Preuve. Supposons Ψγ ⊆ Ψ+γ :
1) On doit montrer (Ψ+γ →Ψγ Ψγ) ⊆ Ψ+γ et Dργ (Ψγ) ⊆ Ψ+γ . La deuxie`me
inclusion est donne´e par le Lemme 10.3.5.2, puisque Ψγ ⊆ Ψ+γ ⇒ Ψ++γ ⊆ Ψ+γ .
Pour la premie`re, on remarque simplement que, par le Lemme 8.2.4 :
(Ψ+γ →Ψγ Ψγ) ⊆ (Ψ+γ → Ψγ) ⊆ (Ψγ → Ψ+γ ) = Ψ+γ
2) Il suﬃt de montrer que, pour tout η ≤ γ, on a Ψη ⊆ Ψ+γ+1. La preuve
se fait par induction sur η ≤ γ. Le cas η = 0 e´tant e´vident, et le cas η
limite de´coulant imme´diatement de l’hypothe`se d’induction, on montre le
cas η + 1. Par hypothe`se d’induction, on a Ψη ⊆ Ψ+γ+1, il reste a` montrer
(Q′(Ψη) ∪Dργ (Ψη)) ⊆ Ψ+γ+1 :
On remarque tout d’abord que le 1 nous donne Ψγ+1 ⊆ Ψ+γ ⊆ Ψ+η (puisque
Ψη ⊆ Ψγ). Par l’hypothe`se d’induction et les Lemmes 8.2.4 et 8.2.6.4, il
vient d’une part :
(Ψ+η →Ψη Ψη) ⊆ (Ψ+η → Ψη) ⊆ (Ψγ+1 → Ψ+γ+1) = Ψ+γ+1
D’autre part, comme η ≤ γ, on a Ψη ⊆ Ψγ+1 ⊆ Ψ+η et donc, par le Lemme
10.3.5.2 : Dρη(Ψη) ⊆ Ψ++η ⊆ Ψ+γ+1. 
Lemme 10.3.14 Pour tout α ≤ σ on a :
Ψα ⊆ (Ψ+α → Ψα) et ⊥ /∈ Ψα ⊆ Ψ+α .
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Preuve. On raisonne par induction sur α. Le cas α = 0 e´tant e´vident,
voyons les deux autres cas :
1) α est limite :
Tout d’abord on remarque que : Ψγ ⊆ Ψα implique (Ψ+γ → Ψγ) ⊆ (Ψ+α →
Ψα) pour tout γ < α. On a donc, par hypothe`se d’induction, Ψγ ⊆ (Ψ+α →
Ψα) pour tout γ < α, i.e Ψα ⊆ (Ψ+α → Ψα). Supposons maintenant qu’il
existe u ∈ Ψα tel que u /∈ Ψ+α . Soit donc x ∈ (Ψα)<ω tel que ux = ⊥.
Soit γ = rg(x ∪ {u}). Comme α est limite, on a clairement γ < α et donc
x ∪ {u} ⊆ Ψγ . Il vient : u ∈ Ψγ et u /∈ Ψ+γ . Ce qui contredit l’hypothe`se
d’induction Ψγ ⊆ Ψ+γ .
2) α = γ + 1 :
(i) On montre tout d’abord Ψα ⊆ (Ψ+α → Ψα). Par hypothe`se d’induction
on a Ψγ ⊆ (Ψ+γ → Ψγ). Or, par croissance de la suite (Ψα)α≤σ et le Lemme
8.2.4, on a (Ψ+γ → Ψγ) ⊆ (Ψ+α → Ψα). On en conclut Ψγ ∪ (Ψ+γ →Ψγ Ψγ) ⊆
Ψ+α → Ψα. Maintenant, par le Lemme 10.3.5.1, il vient :
Dργ (Ψγ) ⊆ (Ψ+γ → Dργ (Ψγ)) ⊆ (Ψ+α → Dργ (Ψγ)) ⊆ (Ψ+α → Ψα)
(ii) On montre maintenant Ψα ⊆ Ψ+α . Par hypothe`se d’induction on a Ψγ ⊆
Ψ+γ , et donc, par lemme pre´ce`dent, Ψα ⊆ Ψ+γ et Ψγ ⊆ Ψ+α . Il vient :
(Ψ+γ →Ψγ Ψγ) ⊆ (Ψ+γ → Ψγ) ⊆ (Ψα → Ψ+α ) = Ψ+α et Dργ (Ψγ) ⊆ Ψ++γ ⊆
Ψ+α . 
The´ore`me 10.3.15 Ψ ⊆ (Ψ+ → Ψ) ⊆ (Ψ → Ψ) ⊆ (Ψ → Ψ+) = Ψ+.
Preuve. De´coule facilement du du lemme pre´ce´dent en prenant α = σ ,
et en utilisant le Lemme 8.2.4. 
Corollaire 10.3.16 Pour tout γ, α ≤ σ on a Ψγ ⊆ Ψ+α .
Preuve. En eﬀet, par croissance de la suite Ψα et de´croissance de ( )+,
il vient Ψγ ⊆ Ψ ⊆ Ψ+ ⊆ Ψ+α . 
Corollaire 10.3.17 Pour tous α ≤ σ et 0 = n ∈ ω, on a :
Ψα ⊆ (Ψ+α )n → Ψα ⊆ Ψn → Ψα.
Preuve. En eﬀet, par le corollaire pre´ce´dent, on a :
Ψα ⊆ (Ψ+α → Ψα) ⊆ Ψ → Ψα
La ge´ne´ralisation a` tout n = 0 e´tant imme´diate par la Remarque 8.2.5. 
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De´ﬁnition 10.3.18 Soient u ∈M et X ⊆M, on de´ﬁnit par induction sur
n ∈ ω :
uX0 = {u}
uXn+1 =def {u′x : u′ ∈ uXn, x ∈ X} = {ux : x ∈ Xn+1}
Corollaire 10.3.19 Pour tout u ∈ Ψ et tout n ∈ ω, l’ensemble uΨn est
σ-petit. 
10.4 De´ﬁnition de Φ
De´ﬁnition 10.4.1 Φ =↑ Ψ
De´ﬁnition 10.4.2 Pour tout α ≤ σ : Φα =def (↑ Ψα)
Remarque 10.4.3 Φ = ∪(Φα)α<σ = Φσ (puisque ↑ commute aux unions
quelconques).
Remarque 10.4.4 L’ensemble Φ+α = Ψ
+
α est un ouvert pour tout α ≤ σ
(Lemmes 10.3.11 et 8.2.17). De plus, si α < σ c’est un ouvert essentielle-
ment σ-petit (Corollaire 8.2.22).
Notation 10.4.5 Pour tout α ≤ σ : δα = δραΨα
Lemme 10.4.6 Pour tout α < σ :
1) Φα ⊆ Φα+1
2) Φα ⊆ Φ+α → Φα
3) Φα+1 = (Φ+α → Φα)∪ ↑ {δαbx : b, x ∈ Φα}
Preuve.
1) De´coule imme´diatement de la croissance de la suite (Ψα)α≤σ
2) Par le Lemme 10.1.6 et le Corollaire 8.2.13, il vient :
Φα =↑ Ψα ⊆↑ (Ψ+α → Ψα) = Ψ+α → (↑ Ψα) = Φ+α → Φα
3) Par de´ﬁnition de Φα+1 et le fait que ↑ commute aux unions, il vient :
Φα+1 = ↑ Ψα∪ ↑ (Ψ+α →Ψα Ψα)∪ ↑ Dρα(Ψα)
Or, par le Lemme 10.1.6 et le point 2, on a :
Φ+α → Φα = {T}∪ ↑ (Ψ+α →Ψα Ψα) ⊆ (↑ Ψα∪ ↑ (Ψ+α →Ψα Ψα)) ⊆ Φ+α →
Φα
Il reste a` montrer que ↑ {δαbx : b, x ∈ Φα} =↑ Dρα(Ψα), ce qui se montre
trivialement en utilisant le fait que, par de´ﬁnition, ↑ Dρα(Ψα) =↑ {δαbx :
b, x ∈ Ψα}. 
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The´ore`me 10.4.7 :
1) T, F ∈ Φ, ⊥ /∈ Φ
2) Φ =↑ Ψ pour Ψ ⊆Mc et κ-petit
3) Φ = ∪{O+ → Φ : O ∈ Oσ(Φ)}, i.e Φ ve´riﬁe la GCPA.
4) Φ ⊆ (Φ+ → Φ) ⊆ (Φ → Φ) ⊆ Φ+
Preuve.
1) Il est e´vident que T ∈ Φ et que ⊥ /∈ Φ, on montre λx.T ∈ Φ. On sait
de´ja` que λ(χΨ+0 ) ∈ Ψ1 (Cf de´monstration du Lemme 10.3.10). Il est facile
de ve´riﬁer que λ(χΨ+0 ) ≤ λx.T , et donc λx.T ∈ Φ1.
2) Imme´diat par les Lemmes 10.3.11 et 10.3.9.
3) Par le Lemme 10.1.10, il nous suﬃt de montrer que Φ = ∪{O+ → O :
O ∈ Oσ(Φ)}. On raisonne par double inclusion :
⊆) Par le 1 du lemme pre´ce´dent, on a Φα ⊆ Φ+α → Φα pour tout α < σ. Il
ne nous reste plus qu’a` remarquer que Φα ∈ Oσ(Φ).
⊇) Soit maintenant O ∈ Oσ(Φ). Par hypothe`se, il existe donc H ⊆σ Φ tel
que O =↑ H. Par re´gularite´ de σ, il existe α < σ tel que H ⊆ Φα et donc
O ⊆ Φα. On en conclut, par le point 2 du lemme pre´ce´dent :
(O+ → O) ⊆ (Φ+α → Φα) ⊆ Φα+1
4) On a Φ+ = Ψ+, et comme Ψ ⊆ Ψ+, il vient Φ ⊆ Φ+
Maintenant, en raisonnant commme pour le point 2 du lemme pre´ce´dent, il
vient :
Φ ⊆ (Φ+ → Φ) ⊆ (Φ → Φ) 
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Chapitre 11
Satisfaction de
l’antifondation
On se donne pour toute ce chapitre un MTA-mode`le (Mˆ,Φ, j) de la
se´mantique κ-continue pour κ > σ, ou` σ est un inaccessible. On suppose
toujours que M est un κ-domaine de Scott, et que Φ =↑ Ψ est construit
comme nous venons de la faire dans le chapitre pre´ce´dent pour K une fonction
de choix sur M ﬁxe´e.
Nous allons montrer ici que le principe de Coinduction et que l’axiome
MTA-De´co sont satisfaits par la structure (Mˆ,Φ, j) :
11.1 Satisfaction du principe de Coinduction
Nous rappelons tout d’abord ce principe qui est une re`gle de de´duction
et qui utilise la notation suivante :
Notation 11.1.1 (Rappel) Soient u, v ∈ V AR et t un terme ou` u, v ne sont
pas libres :
1) A′t =def λuλv.(if u (if v T F ) (if v F A′0t)) ou`
2) A′0t =def (∀˙x∃˙y.〈ux, vy〉∈˙t)∧˙(∀˙y∃˙x.〈ux, vy〉∈˙t)
La Re`gle de Coinduction :
Pour toute suite de termes A, t ∈ Λ(C) ou` les variables u, v ne sont pas
libres :
Coinduction A, φu, φv, 〈u, v〉∈˙t −→ A′tuv  A, φu, φv, 〈u, v〉∈˙t −→ u∼˙v
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Rappelons que par le Lemme 6.0.24, pour toute suite B,C,D de termes
clos a` parame`tres dans M, on a :
M  B −→ (C = D) ssi M  B = T ⇒M  C = D
On utilisera librement ce rappel dans les de´monstrations du lemme et du
the´ore`me suivants (dans cette section on sera toujours dans le cas ou`D = T ).
L’objet de cette section est de montrer :
The´ore`me 11.1.2 M satisfait la re`gle de Coinduction.
La preuve de ce the´ore`me utilise le Lemme 11.1.4, la remarque qui suit
ce lemme justiﬁant la terminologie suivante :
De´ﬁnition 11.1.3 Soient A[x], t[x] des termes de Λ(C). On dira que t
repre´sente une bisimulation sous hypothe`ses A si :
∀w, u, v ∈M M  A[w/x], φu, φv, 〈u, v〉∈˙t[w/x] −→ (A′t[w/x]uv)
Lemme 11.1.4 Soit t un terme repre´sentant une bisimulation sous hy-
pothe`ses A. Si w ⊆ M ve´riﬁe M  A[w/x] = T , alors la relation Rt,w
de´ﬁnie par :
Rt,w = {(u, v) ∈ Φ2 :M  〈u, v〉∈˙t[w/x] = T}
est une ΘΦ-bisimulation.
Preuve. Soit w ⊆M tel queM  A[w/x] = T , on abre´gera Rt,w par R.
Tout d’abord, on remarque que R ⊆ Φ2 ⊆ (Φ+)2. On doit montrer ensuite
R ⊆ ΘΦ(R) :
Soient donc u, v ∈ Φ tels que 〈u, v〉 ∈ R. On rappelle tout d’abord que
u, v ∈ Φ ssi M  φu = φv = T . On a donc par hypothe`se et de´ﬁnition de
R :
M  A[w/x] = φu = φv = 〈u, v〉∈˙t[w/x] = T
Comme t repre´sente une bisimulation, il vient (A′t[w/x]uv) = T . On dis-
tingue maintenant 2 cas :
a) Si u = T , on a (A′t[w/x]uv) = (if v T F ) = T . On en conclut facilement
v = T et (u, v) ∈ ΘΦ(R).
b) Si u = T , on a (A′t[w/x]uv) = (if v F A′0t[w/x] ) = T . Il est clair
que cela implique v = T et A′0t[w/x] = T . Par le Lemme 6.0.21, on a
∀˙x∃˙y.〈ux, vy〉∈˙t[w/x] = T et ∀˙y∃˙x.〈ux, vy〉∈˙t[w/x] = T . En utilisant les
Lemmes 7.2.5 puis 7.2.4, il vient :
∀x ∈ Φ ∃y ∈ Φ, M  〈ux, vy〉∈˙t[w/x] = T et
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∀y ∈ Φ ∃x ∈ Φ, M  〈ux, vy〉∈˙t[w/x] = T
Par de´ﬁnition de R et le fait que uΦ ⊆ Φ et vΦ ⊆ Φ (The´ore`me 10.4.7.4) on
en conclut :
∀x ∈ Φ ∃y ∈ Φ : 〈ux, vy〉 ∈ R et ∀y ∈ Φ ∃x ∈ Φ : 〈ux, vy〉 ∈ R
et donc (u, v) ∈ ΘΦ(R). 
Remarque 11.1.5 Si t repre´sente une bisimulation sous hypothe`ses A alors
Rt,A = ∪{Rt,w : w ⊆M et M  A[w/x] = T} est une ΘΦ-bisimulation (en
tant qu’union de ΘΦ-bisimulations).
On donne maintenant la preuve du The´ore`me 11.1.2 :
Preuve. Par de´ﬁnition de la satisfaction d’une re`gle (De´ﬁnition 5.1.32.3),
on doit montrer que :
Si
(*) ∀w,u,v ∈M M  A[w/x], φu, φv, 〈u,v〉∈˙t[w/x] −→ (A′t[w/x]uv)
alors
(**) ∀w,u,v ∈M M  A[w/x], φu, φv, 〈u,v〉∈˙t[w/x] −→ u∼˙v
Supposons (*), autrement dit que t repre´sente une bisimulation sous hy-
pothe`ses A. On doit montrer (**) et donc que, pour tous w, u, v ∈M :
Si M  A[w/x] = φu = φv = 〈u, v〉∈˙t[w/x] = T alors M  u ∼ v = T
Soient donc w, u, v ∈ M ve´riﬁant les hypothe`ses de l’implication ci-dessus.
Comme M  A[w/x] = T , la relation Rt,w de´ﬁnie dans le lemme pre´ce´dent
est une ΘΦ-bisimulation. De plus, comme M  φu = φv = 〈u, v〉∈˙t[w/x] =
T , on a clairement (u, v) ∈ Rt,w. Par maximalite´ de ∼Φ, on en conclut
(u, v) ∈∼Φ et donc M  u∼˙v = T . 
11.2 Satisfaction de MTA-Deco
Dans cette section nous allons montrer que, sous re´serve d’interpre´ter
ε par λ(EρσΨ ), le MTA-mode`le M satisfait l’axiome MTA-De´co, que nous
rappelons :
MTA-De´co φb, φx −→ φ˜(δbx)
ou` φ˜ = λx.∃˙u.u∼˙x et δ =def (Y λdλx.(if (Feuil b x) T (∆˙ d b x)).
Avant d’esquisser le plan de cette section, nous introduisons des abre´viations
concernant les fonctions de choix continues et les ope´rateurs utilise´s dans la
construction de Ψ (voir De´ﬁnitions 7.1.7,10.2.20 et 10.2.28). Ces fonctions
et ope´rateurs utilisent les fonctions de choix de type ρη qui, rappelons-le,
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sont de´ﬁnies pour chaque η ≤ σ relativement a` K (la fonction de choix sur
M ﬁxe´e en de´but de Section 10.3.2) par :
ρη(X) =
{
K(X) Si X ∩Ψη = ∅
K(X ∩Ψγ) Sinon, ou` γ ≤ η est minimal tel que X ∩Ψγ = ∅
Notation 11.2.1 Pour tout η ≤ σ :
1) Eη =def E
ρη
Ψη
2) εη =def λ(Eη) = ε
ρη
Ψη
3) δη =def δ
ρη
Ψη
4) ∼η=def∼Ψη
Pour ve´riﬁerMTA-De´co, il suﬃt de montrer que, pour chaque b, x ∈ Φ, il
existe un β < σ tel queM  δβbx∼˙δbx = T . Pour ce faire, nous pre´ciserons,
dans un premier temps, les rapports entre les ∼η et nous montrerons qu’il
existe β < σ tel que : δβbx ∼σ δσbx. Puis, dans un deuxie`me temps, on
verra que sous l’hypothe`se supple´mentaire j(ε) = λ(Eσ) 1 , on a | δ |j = δσ.
La de´monstration du premier point utilise des proprie´te´s des fonctions
de type Eη pour η ≤ σ (nous rappellerons leur de´ﬁnition). Nous verrons
en particulier une proprie´te´ justiﬁant l’appellation de “fonctions de choix
de´pendant” pour de telles fonctions. Nous introduirons ensuite des ope´rateurs
de singletons, paires et couples relatifs a` α ≤ σ et note´s Sα, Pα et 〈 , 〉α. Ils
n’ont ici qu’une utilite´ technique. Puis nous verrons qu’il existe β < σ tel
que pour tous u, v ∈ Ψα+2 et pour tout β < σ suﬃsamment grand, on ait :
u ∼Ψβ v ⇔ u ∼Ψ v. On en conclura, en utilisant des proprie´te´s cardinales
des quotients Ψ/ ∼β et Ψ/ ∼σ, que δβbx ∼σ δσbx.
Pour uniﬁer les notations, Ψ sera le plus souvent note´ Ψσ tout au long
de cette section. Rappelons que ∼σ=def∼Ψ=∼Φ (Corollaire 8.3.12).
11.2.1 Les fonctions de choix de´pendant.
Nous ﬁxons ici η ≤ σ et nous nous inte´resserons aux proprie´te´s de Eη.
Explicitons tout d’abord sa de´ﬁnition :
De´ﬁnition 11.2.2 :
Eη(u) =


⊥ si ⊥ ∈ uΨη
ρη(Ψη) si uΨη ⊆ F
ρη({x ∈ Ψη : ux = T}) si ⊥ /∈ uΨη1T
1Ce qui est cohe´rent avec la satisfaction des axiomes de Quantiﬁcations, et plus
ge´ne´ralement avec tout ce qui pre´ce´de puisque EρσΨ est une fonction de choix continue
sur Φ (Corollaire 7.1.13).
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Par le Lemme 7.1.10, la fonction Eη est une fonction de choix continue sur
Ψη. On donne maintenant deux lemmes. Le premier exprime des proprie´te´s
e´le´mentaires de Eη, et le deuxie`me montre que le choix eﬀectue´ par Eη
sur Ψη de´pend (d’ou` l’appellation de fonction de choix de´pendant) de celui
eﬀectue´ par la fonction Eα pour tout α < η.
Lemme 11.2.3 Soient η ≤ σ et u ∈M tel que ⊥ /∈ uΨη, on a :
1) Si uΨη ⊆ F alors εηu = T
2) Si T ∈ uΨη alors εηu = K({x ∈ Ψγ : ux = T}), ou` γ ≤ η est minimal
pour T ∈ uΨγ.
Preuve. Le point 2 de´coule facilement des de´ﬁnitions de εη = λ(Eη) et
ρη. On montre le 1. Si uΨη ⊆ F alors, par de´ﬁnition on a εηu = ρη(Ψη) =
K(Ψη ∩Ψγ), ou` γ minimal pour Ψη ∩Ψγ = ∅. Maintenant, comme Ψ0 ⊆ Ψη,
ce minima est 0. On a donc εηu = K(Ψη ∩ {T}) = T (puisque K est une
fonction de choix sur M). 
Lemme 11.2.4 Soient α < η ≤ σ et u ∈M tel que ⊥ /∈ uΨη :
1) Si uΨη ⊆ F alors εηu = εαu = T
2) Si T ∈ uΨα alors εηu = εαu ∈ {x ∈ Ψα : ux = T}
Preuve. Les deux points de´coulent facilement du lemme pre´ce´dent, en
utilisant les de´ﬁnitions de Eη et Eα, et du fait que uΨα ⊆ uΨη. 
11.2.2 Les ope´rateurs Sα, Pα et 〈 , 〉α
Notation 11.2.5 Pour f ∈ [M→M]κ , B[z] ∈ Λ(C ∪M) et x ∈ V AR,
on utilisera l’abre´viation suivante :
B[f(x)/z] =def B[(λ(f)x)/z]
Rappelons que, pour tout α ≤ σ, la fonction χΨ+α est κ-continue, puisque
Ψ+α est un ouvert (Remarque 10.4.4) ; ce qui justiﬁe les de´ﬁnitions suivantes :
De´ﬁnition 11.2.6 Pour tout α ≤ σ :
1) Sα =def λxλz.(if χΨ+α (z) x x)
2) Pα =def λxλyλz.(if (χΨ+α (z)∧˙z) x y)
3) 〈 , 〉α =def λxλy.(Pα SaxPαxy)
4) et pour tous x, y ∈M : 〈x, y〉α =def 〈 , 〉αxy
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Les ope´rateurs S, P et 〈 , 〉 (Cf De´ﬁnition 3.3.1) ont pour domaines M
pour le premier, et F ∪ {T} pour les deux autres. Les constructeurs Sα, Pα
et 〈 , 〉α, qui sont de domaine Ψ+α , sont donc en quelque sorte des restrictions
de S, P et 〈 , 〉 a` Ψ+α . Cela leur permet de ve´riﬁer les proprie´te´s suivantes :
Lemme 11.2.7 Pour tous α < σ et x, y ∈ Ψα, on a :
1) Sαx, Pαxy ∈ Ψα+1
2) 〈x, y〉α ∈ Ψα+2
Preuve. Il est clair, par de´ﬁnition de →Ψα , que l’on a Sαx, Pαxy ∈
(Ψ+α →Ψα Ψα) ⊆ Ψα+1. On en conclut le 1 puis le 2. 
Lemme 11.2.8 Pour tous η ≤ σ et x, y ∈ Ψα on a :
1) Sx ∼η Sαx
2) Pxy ∼η Pαxy
3) 〈x, y〉 ∼η 〈x, y〉α
Preuve. Comme Ψα,Ψα+2 ⊆ Ψ+η (Corollaire 10.3.16), par le Lemme
10.2.15.1 et le lemme pre´ce´dent, on a en particulier {Sx , Sαx, Pxy, Pαxy, 〈x, y〉, 〈x, y〉α} ⊆
Ψ+η . Le re´sultat de´coule alors facilement par de´ﬁnition de ∼η. 
11.2.3 Les quotients X/ ∼γ sont ﬁnalement constants
De´ﬁnition 11.2.9 On dira que f : (σ ∪ {σ}) → V (ou`, rappelons-le, V
est l’univers) est constante a` partir de β < σ si, pour tout γ ≥ β, on a
f(γ) = f(β). On dira qu’elle est ﬁnalement constante s’il existe un tel β.
L’objet de cette section sera de montrer la Proposition 11.2.12 qui de´coule
des deux lemmes suivants :
Lemme 11.2.10 Pour tout X ⊆σ Ψ il existe β < σ tel que :
Pour tous u ∈ X et n ≥ 1, la fonction γ → uΨ nγ est constante a` partir de
β.
Preuve. Remarquons tout d’abord qu’il suﬃt de montrer que, pour
u ∈ X et n ≥ 1 ﬁxe´s, la fonction fu,n : γ → uΨ nγ . En eﬀet, si βu,n < σ est
l’ordinal a` partir duquel la fonction fu,n est ﬁnalement constante, il est clair
que toutes les fonctions fu,n sont constantes a` partir de β = sup{βu,n : u ∈ X
et n ≥ 1}, et on a β < σ puisque X est σ-petit et que σ est re´gulier.
Fixons donc u ∈ X, α < σ tel que u ∈ Ψα et n ∈ ω.
Par croissance de la suite (Ψγ)γ≤σ, il suﬃt de trouver β tel que uΨn = uΨnβ .
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Soit Lun = {K({x ∈ Ψn : ux = w ∈ Ψnβ}. Cet ensemble est σ-petit, puisque
inclus dans Ψα (Corollaire 10.3.17). Par re´gularite´ de σ, il existe donc β < σ
tel que, pour tout x ∈ Lun, on ait x ∈ Ψnβ . Par ailleurs, on a clairement
uΨn = uLun et donc uΨ
n = uΨnβ . 
Lemme 11.2.11 Soit X ⊆ Ψ tel que X ⊆ Ψ → X et soient γ, β ≤ σ.
Si pour tout u ∈ X on a uΨγ = uΨβ, alors X2∩ ∼γ= X2∩ ∼β.
Preuve. On doit montrer R = R′ pour R =def (X2∩ ∼γ) et R′ =def
(X2∩ ∼β). On remarque tout d’abord que, puisque Ψ ⊆ Ψ+γ ∩Ψ+β (Corollaire
10.3.16), les relations R et R′ sont bien des relations sur Ψ+γ et Ψ
+
β . On
montre maintenant R ⊆ R′, la re´ciproque s’obtenant en inversant les roˆles
de γ et β. Par maximalite´ de ∼β , il suﬃt de montrer que R est une ΘΨβ -
bisimulation, autrement dit que :
R ⊆ ΘΨβ (R) =def { (u,w) : u = v = T
Ou
u = T = v et
∀x ∈ Ψβ ∃y ∈ Ψβ (ux, vy) ∈ R et
∀y ∈ Ψβ ∃x ∈ Ψβ (ux, vy) ∈ R }
Supposons donc u ∼γ v pour u, v ∈ X, il vient :
1er cas : u = T (ou v = T ) : comme ∼γ est une ΘΨγ -bisimulation on a
alors u = v = T , et donc (u, v) ∈ ΘΨβ (R).
2e`me cas : u = T et v = T : on montre ∀x ∈ Ψβ ∃y ∈ Ψβ (ux, vy) ∈ R,
la de´monstration de ∀y ∈ Ψβ ∃x ∈ Ψβ (ux, vy) ∈ R s’eﬀectuant de manie`re
similaire. Soit donc x ∈ Ψβ. Puisque uΨγ = uΨβ, il existe x′ ∈ Ψγ tel que
ux = ux′. Comme ∼γ est une ΘΨγ -bisimulation et que u ∼γ v, il existe
y′ ∈ Ψγ tel que ux′ ∼γ vy′. De plus, comme vΨγ = vΨβ, il existe y ∈ Ψβ tel
que vy′ = vy. On en conclut ux ∼γ vy. Comme X ⊆ Ψ → X, on a de plus
que ux, vy ∈ X, et donc (ux, vy) ∈ R. 
Proposition 11.2.12 Pour tout X ⊆σ Ψ tel que X ⊆ Ψ → X, il existe
β < σ ve´riﬁant :
1) X ⊆ Ψβ
2) Pour tous u ∈ X et n ≥ 1, la fonction γ → uΨ nγ est constante a` partir
de β.
3) Les fonctions γ → X2∩ ∼γ et γ → Card(X/ ∼γ) sont constantes a`
partir de β.
Preuve. Le 3 de´coule imme´diatement du 2 par le lemme pre´ce´dent. De
plus, par le Lemme 11.2.10, il existe β0 < σ ve´riﬁant le 2. Maintenant, comme
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X est σ-petit et que σ est re´gulier, on peut trouver β1 tel que X ⊆ Ψβ1 . Il
suﬃt donc de prendre β = sup{β0, β1}. 
Notation 11.2.13 Pour tout X ⊆σ Ψ, on notera βX le plus petit ordinal
qui satisfait la proposition pre´ce´dente.
11.2.4 β-antichaines
L’objet de cette section est de montrer le Lemme 11.2.20. Ce re´sultat
de´coule de l’existence, pour tout X ⊆σ Ψ, de “βX -antichaines” de longueur
suﬃsamment longues.
De´ﬁnition 11.2.14 On dira que H ⊆M est une β-antichaine si ∅ = H ⊆
Ψ+β . et si, pour tous u, v ∈ H, on a u ∼β v ⇒ u = v
On notera que toute β-antichaine est une antichaine au sens de la De´ﬁnition
5.1.44 ; c’est une conse´quence imme´diate de la Remarque 8.3.7.2.
De´ﬁnition 11.2.15 Soient β ≤ σ et H une β-antichaine. On de´ﬁnit l a
fonction RetβH sur M par :
RetβH(u) =


⊥ si x /∈ Ψ+β
u si x ∼β u et u ∈ H
K(H) sinon
On remarque tout d’abord que le fait que H soit une β-antichaine nous
assure de la bonne de´ﬁnition de RetβH .
Remarque 11.2.16 :
1) RetβH ∈ F ∩ (Ψ+β → H)
2) Pour tout x ∈ ΨβH on a : RetβH(x) = x ssi x ∈ H
On peut noter aussi que les fonctions de type RetβH sont des re´tractions,
c’est a` dire qu’elle ve´riﬁent RetβH ◦RetβH = RetβH .
Lemme 11.2.17 Pour toutes β-antichaine H et H ′ :
1) La fonction RetβH est κ-continue.
2) Si, de plus, H ⊆ Ψβ alors retβH =def λ(RetβH) ∈ Ψβ+1 (⊆ Ψ+β )
3) retβH = ret
β
H′ ssi H = H
′.
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Preuve.
1) On sait de´ja` que le dom(RetβH) = Ψ
+
β est un ouvert. De plus, comme pour
u, v ∈ Ψ+β on a u ≤ v ⇒ u ∼β v, il vient u ≤ v ⇒ RetβH(u) = RetβH(v). On
conclut par le Lemme 5.1.23.
2) Comme pour tous u, v ∈ Ψ+β , on a u =Ψβ v ⇒ u ∼β v, il est facile de
ve´riﬁer que retβH ∈ (Ψ+β →Ψβ Ψβ) ⊆ Ψβ+1.
3) Suit imme´diatement de la Remarque 11.2.16.2. 
Le lemme suivant est un corollaire imme´diat de la Proposition 11.2.12
et de la de´ﬁnition de βX :
Lemme 11.2.18 Si X ⊆σ Ψ et X ⊆ Ψ → X, alors pour tous γ, γ′ ≥ βX et
K ⊆ X on a que K est une γ antichaine ssi c’est une γ′-antichaine. 
Lemme 11.2.19 Soit K une β-antichaine tel que K ⊆ Ψβ.
L’ensemble Kˆ = {retβH : ∅ = H ⊆ K} ∪ {T} est une β-antichaine de
cardinalite´ 2Card(K).
Preuve. Du Lemme 11.2.17.2 on tire que Kˆ ⊆ Ψβ+1 ⊆ Ψ+β . Le fait que
tous les e´le´ments de Kˆ sont distincts suit du Lemme 11.2.17.3. Il en re´sulte
imme´diatement que la cardinalite´ de Kˆ est celle indique´e. Il reste a` voir que
u, u′ ∈ Kˆ et u ∼β u′ impliquent u = u′. Si u = T ou u′ = T le re´sultat
est imme´diat. Supposons donc u = retβH , u
′ = retβH et H = H ′. Sans perte
de ge´ne´ralite´ on peut supposer qu’il existe x ∈ H\H ′. Dans ce cas ux = x
et ux n’est ∼β-e´quivalent a` aucun e´le´ment de H ′ (puisque H ∪H ′ est une
β-antichaine). Par ailleurs u′Ψβ ⊆ H ′ (Remarque 11.2.16) et u, v ∈ F. Il en
re´sulte imme´diatement que u ∼β u′. 
Lemme 11.2.20 Soit X ⊆σ Ψ tel que X ⊆ Ψ → X. Si βX ≤ β ≤ σ alors :
Card(Ψ/ ∼β) ≥ 2Card(X/∼β)
Preuve. Rappelons que βX < σ est le plus petit ordinal ve´riﬁant la
Proposition 11.2.12. Soit K = {K({v ∈ X : u ∼β v}) : u ∈ X} et ξ =def
Card(K) = Card(X/ ∼β). Il est clair que K est une β-antichaine. Par le
Lemme 11.2.19, on sait qu’il existe une βX antichaine de cardinalite´ 2ξ.
Comme toute βX -antichaine est une β-antichaine pour β ≥ βX (Proposition
11.2.12), on a bien Card(Ψ/ ∼β) ≥ 2ξ. 
11.2.5 Bisimilarite´ de δβbx et δσbx.
Nous montrons ici que pour tous b, x ∈ Ψ, il existe un β < σ tel que
δβbx ∼Φ δσbx. Pour cela, nous verrons qu’il suﬃt que β ve´riﬁe la Proposition
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11.2.12 relativement a` X =def Ψα+2, ou` α = rg({b, x}). Remarquons que,
comme Ψα+2 ⊆ Ψ → Ψα+2 (Corollaire 10.3.17) et que Ψα+2 est σ-petit, un
tel β existe.
Comme nous utiliserons souvent l’hypothe`se dont nous venons de parler,
nous commenc¸ons par une abre´viation :
Notation 11.2.21 H[α, β] est l’hypothe`se suivante sur α, β :
H[α, β] =def (α < σ et βX ≤ β < σ) pour X = Ψα+2.
Nous abre´gerons de la manie`re suivante les ope´rateurs introduits par les
Notations et De´ﬁnitions 10.2.1, 10.2.6, 10.2.9, 10.2.20 et 10.2.28 :
Notation 11.2.22 Soit η ≤ σ :
1) ∼˙η =def ∼˙Ψη
2) ∃η =def ∃ρηΨη
3) ∈˙η =def ∈˙Ψη
4) Iη = I
ρη
Ψη
5) Feuilη =def Feuil
ρη
Ψη
6) Enfη =def Enf
ρη
Ψη
7) ∆η =def ∆
ρσ
Ψη
8) δη =def δ
ρη
Ψη
Rappelons que, pour tout η ≤ σ :
δηbx = (if (Feuilη b x) T (∆η δη b x))
Nous montrons maintenant que, sous l’hypothe`se H[α, β], on a
δβbx ∼Φ δσbx, pour tous b, x ∈ Ψα. Remarquons que si b = T , le re´sultat
est imme´diat par le Corollaire 10.2.30 et le fait que T ∼Φ T , l’hypothe`se
H[α, β] n’est donc pas utile dans ce cas :
Lemme 11.2.23 Pour tous β < σ et x ∈M, on a :
δβTx = δσTx = T et δβTx ∼Φ δσTx. 
Il nous reste a` voir le cas T = b ∈ Ψα. Dans ce cas, le re´sultat repose
essentiellement sur le fait que si H[ α, β] est ve´riﬁe´ on a (Iβ y) = (Iσ y),
(Feuilβ b x) = (Feuilσ b x) et (Enfη b x) = (Enfη b x), pour tous b, x, y ∈
Ψα. Pour montrer ces re´sultats, on utilisera librement le fait que Ψα ⊆
Ψα+2 ⊆ Ψ → Ψα+2.
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Egalite´ de Iβ et Iσ sur Ψα.
Lemme 11.2.24 Si H[ α, β] est ve´riﬁe´ alors, pour tout y ∈ Ψα, on a :
Iβy = Iσy ∈ Ψα
Preuve. Soit y ∈ Ψα, et soient u =def λz.z∼˙βy et u′ =def λz.z∼˙σy.
Pour montrer Iβy = Iσy, il suﬃt clairement de ve´riﬁer εβu = εσu′. Tout
d’abord, comme Ψ ⊆ Ψ+σ ∩ Ψ+β , on a ⊥ /∈ u[Ψβ] et ⊥ /∈ u′[Ψσ] (Lemme
10.2.2.1). De plus, par re´ﬂe´xivite´ des bisimulations ∼β et ∼σ, on a uy = T
et u′y = T . Par le Lemme 11.2.4.2, et en prenant successivement η = β puis
η = σ, il vient :
(*) εβu = εαu et εσu′ = εαu′
Par la Proposition 11.2.12.3, pour tout z ∈ Ψα, on a z ∼β y ssi z ∼σ y, et
donc uz = T ssi u′z = T . Par la proprie´te´ d’Ackermann des fonctions de
choix continue (De´ﬁnition 7.1.4), on en conclut que εαu = εαu′. En utilisant
(*), on a donc ﬁnalement εβu = εσu′ Maintenant, il ne reste plus qu’a`
remarquer que εβu = εαu ∈ Ψα (Lemme 10.2.4). 
Egalite´ de Feuilβ et Feuilσ sur Ψ 2α .
Le fait que (Feuilβ b x) = (Feuilσ b x) pour tout b, x ∈ Ψα sera une
conse´quence des trois lemmes qui suivent. Remarquons que le premier lemme
et son corollaire n’utilisent pas H[α, β].
Lemme 11.2.25 Soient α, β ≤ σ avec β ≥ 1 et x, y ∈M.
Pour tous u ∈ Ψα, si u ∼β 〈x, y〉 alors il existe y′ ∈ Ψα tel que y ∼β y′.
Preuve. Supposons u ∼β 〈x, y〉 et soit z ∈ F ∩ Ψβ (comme β > 0, il
en existe par le Lemme 10.3.10). Par de´ﬁnition de ∼β, on ve´riﬁe facilement
l’existence de x1, x2 ∈ Ψβ tels ux1x2 ∼β 〈x, y〉zz, i.e tel que ux1x2 ∼β y. En
posant y′ =def ux1x2 et comme u ∈ Ψα ⊆ Ψ 2α → Ψα, on a de plus y′ ∈ Ψα.

Corollaire 11.2.26 Soient 1 ≤ β ≤ σ et x, y ∈M.
Pour tout b ∈ Ψα, si 〈x, y〉∈˙βb = T alors il existe y′ ∈ Ψα tel que 〈x, y′〉∈˙βb =
T .
Preuve. Supposons 〈x, y〉∈˙βb = T , et donc b = T . Puisque Ψβ est
TF -value´, on a en particulier b, y, x ∈ Ψ+β (Corollaire 10.2.16.2). De plus,
il existe v ∈ Ψβ tel que bv ∼β 〈x, y〉 (Proposition 10.2.12). Maintenant,
bv ∈ Ψα (Corollaire 10.3.17) et donc, par le lemme pre´ce´dent puis le Lemme
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10.2.15.1, il existe y′ ∈ Ψβ tel que bv ∼β 〈x, y′〉. Comme b, y′, x ∈ Ψ+β on en
conclut 〈x, y′〉∈˙βb = T (Proposition 10.2.12.1). 
Lemme 11.2.27 Si H[α, β] alors, pour tous b, x, y ∈ Ψα :
〈x, y〉∈˙βb = T ⇔ 〈x, y〉∈˙σb = T .
Preuve. On montre tout d’abord que, pour tout v ∈ Ψσ, on a bv ∼β
〈x, y〉 ⇔ bv ∼σ 〈x, y〉 :
Comme b, x, y ∈ Ψα on a bv ∈ Ψα et 〈x, y〉α ∈ Ψα+2 (Lemme 11.2.7). Il
vient :
bv ∼β 〈x, y〉 ⇔ bv ∼β 〈x, y〉α Lemme 11.2.8.2
⇔ bv ∼σ 〈x, y〉α Proposition 11.2.12.3
⇔ bv ∼σ 〈x, y〉 Lemme 11.2.8.2
Maintenant, comme par hypothe`se on a bΨβ = bΨσ, on ve´riﬁe que :
∃v ∈ Ψβ bv ∼β 〈x, y〉 ssi ∃v ∈ Ψσ bv ∼σ 〈x, y〉 = T
Le re´sultat de´coule alors facilement de la Proposition 10.2.12. 
Lemme 11.2.28 Supposons H[α, β] et soient b, x ∈ Ψα. Les quatres e´nonce´s
suivants sont e´quivalents :
1) ∃y ∈ Ψβ : 〈x, y〉∈˙βb = T
2) ∃y ∈ Ψα : 〈x, y〉∈˙βb = T
3) ∃y ∈ Ψα : 〈x, y〉∈˙σb = T
4) ∃y ∈ Ψσ : 〈x, y〉∈˙σb = T
Preuve. L’e´quivalence de 2 et 3 est imme´diate par le lemme pre´ce´dent.
Que 2⇒1 et que 3⇒4 est imme´diat puisque Ψα ⊆ Ψβ ⊆ Ψσ (Proposition
11.2.12.1). Enﬁn, le fait que 1⇒2 et que 4⇒3 est donne´ par le Corollaire
11.2.26. 
Proposition 11.2.29 Si H[α, β] alors, pour tous b, x ∈ Ψα :
1) (Feuilβ b x) = (Feuilσ b x)
2) δβbx = T ⇔ δσbx = T
Preuve. Remarquons que le cas b = T est re´gle´ par le Lemme 10.2.23,
supposons donc b = T . Le 2 de´coule alors imme´diatement du 1 et du Lemme
10.2.29. Le 1 suit facilement du lemme pre´ce´dent par de´ﬁnition de Feuilβ
et Feuilσ et Lemme 10.2.8. 
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Egalite´ de Enfβ et Enfσ sur Ψ 2α .
Lemme 11.2.30 Si H[α, β] alors, pour tous b, x ∈ Ψα avec b = T :
(Enfβ b x) = (Enfσ b x) ∈ Ψα
Preuve. Soient u =def λy.〈x, y〉∈˙βb et u′ =def λy.〈x, y〉∈˙σb. Pour mon-
trer (Enfβ b x) = (Enfσ b x), il suﬃt de ve´riﬁer que εβu = εσu′. On re-
marque tout d’abord qu’on a Ψ ⊆ Ψ+σ ∩Ψ+β . Par le le Corollaire 10.2.16, on
en conclut que ⊥ /∈ u[Ψβ] et que ⊥ /∈ u′[Ψσ]. Par le Lemme 11.2.28 et le
Lemme 11.2.4, on a donc :
(*) εαu = εβu et εαu′ = εσu′
Maintenant, par le Lemme 11.2.27, pour tout y ∈ Ψα on a : uy = T
ssi u′y = T . Par proprie´te´ d’Ackermann des fonctions de choix continues
(De´ﬁnition 7.1.4), on a εαu = εαu′. Le re´sultat de´coule alors trivialement de
(*). Il reste a` remarquer que, par le Lemme 10.2.26.1, on a εαu ∈ Ψα. 
La bisimulation Rα,β.
Nous montrons ici le The´ore`me 11.2.35 qui aﬃrme que sous l’hypothe`se
H[α, β] et pour tous b, x ∈ Ψα, on a δβbx ∼σ δσbx. Par maximalite´ de
∼σ, il suﬃt de montrer que la relation suivante est une ΘΨσ -bisimulation
(Corollaire 11.2.34).
De´ﬁnition 11.2.31 Rα,β =def {(δβbx, δσbx) : b, x ∈ Ψα}
Ceci de´coule des deux lemmes qui suivent :
Lemme 11.2.32 Soit b, x ∈ Ψα, α < σ. Supposons β = σ ou H[α, β]
alors :
∃y ∈ Ψσ : 〈x, y〉∈˙βb ∈ F
Preuve.On remarque tout d’abord que, pour tout y ∈ Ψσ, on a 〈x, y〉∈˙βb =
⊥ puisque x, y, b ∈ Ψ+β (Corollaire 10.2.16). Supposons maintenant que, pour
tout y ∈ Ψσ, on ait 〈x, y〉∈˙βb = T . Par le Corollaire 11.2.26, pour tout
y ∈ Ψσ, il existe yˆ ∈ Ψα tel que y ∼β yˆ. La fonction y → yˆ induit donc une
injection de (Ψσ/ ∼β) → (Ψα/ ∼β). Ce qui contredit le Lemme 11.2.20. 
Lemme 11.2.33 Soient b, x ∈ Ψα et y ∈ Ψσ. Si δβbx = T et δσbx = T
alors :
1) ∀y ∈ Ψσ ∃y′ ∈ Ψσ (δβbxy, δσbxy′) ∈ Rα,β
2) ∀y′ ∈ Ψσ ∃y ∈ Ψσ (δβbxy, δσbxy′) ∈ Rα,β
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Preuve. On remarque tout d’abord que comme δβbx = T et δσbx = T
on a :
δβbx = (∆β δβ b x) =def λy.(if 〈x, y〉 ∈β b δβb(Iβy) δβb(Enfβ b x))
et
δσbx = (∆σ δσ b x) =def λy.(if 〈x, y〉 ∈σ b δσb(Iσy) δσb(Enfσ b x))
On montre maintenant le 1, le 2 se montrant de fac¸on similaire en utilisant
l’autre cas du Lemme 11.2.32 dans ce qui suit :
Soit donc y ∈ Ψσ, par de´ﬁnition de Rα,β on doit trouver z ∈ Ψα et y′ ∈ Ψσ
tels que δβbxy = δβbz et δσbxy′ = δσbz. Le cas 〈x, y〉 ∈β b = ⊥ e´tant exclu
(Corollaire 10.2.16.1), il reste deux cas possibles :
• Si 〈x, y〉 ∈β b ∈ F : on a alors δβbxy = δβbz pour z =def (Enfβ b x).
De plus, par le Lemme 10.2.26.1, on a z = (Enfσ b x) ∈ Ψα. Il ne reste
plus alors qu’a` choisir y′ ∈ Ψσ tel que 〈x, y′〉 ∈σ b ∈ F (c’est possible par le
Lemme 11.2.32 cas β = σ) pour avoir δσbxy′ = δσbz.
• Si 〈x, y〉 ∈β b = T : on a alors δβbxy = δβbz pour z =def (Iβy). Par le
Corollaire 11.2.26, il existe y′ ∈ Ψα tel que d’une part y ∼β y′, d’autre part
〈x, y′〉 ∈β b = T . Ainsi, d’une part, par compatiblite´ de Iβ avec ∼β (Lemme
10.2.27.1), on a z = Iβy = Iβy′. D’autre part, par le Lemme 11.2.27, on a
〈x, y′〉 ∈σ b = T . Il reste a` remarquer que, puisque Iβy′ = Iσy′ ∈ Ψα (Lemme
10.2.21.1), on a ﬁnalement δσbxy′ = δσb(Iσy′) = δσbz. 
Corollaire 11.2.34 Rα,β est une ΘΨσ -bisimulation.
Preuve. Ve´riﬁcation triviale en utilisant la Proposition 11.2.29.2 et le
lemme pre´ce´dent. 
The´ore`me 11.2.35 Pour tous b, x ∈ Ψ, il existe β > σ tel que δβbx ∼Φ
δσbx.
Preuve. Soit α < σ tel que b, x ∈ Ψα. L’existence de β < σ ve´riﬁant les
hypothe`ses H[α, β] est donne´ par la Proposition 11.2.12. On conclut par le
Lemme 11.2.23 et le corollaire pre´ce´dent (puisque ∼σ =∼Φ). 
11.2.6 Satisfaction de MTA-De´co
Nous posons maintenant j(ε) = λ(Eσ) = εσ. Comme nous l’avons de´ja`
signale´ (note p.230), ce choix est cohe´rent avec tout le travail pre´ce´demment
eﬀectue´.
Nous montrons que sous cette interpre´tationM satisfait l’axiomeMTA-
de´co, autrement dit M  φb, φx −→ φ˜(δbx).
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Dans le reste de cette section, il est plus clair de distinguer les termes de
leurs interpre´tations, aussi nous e´crirons | t |j pour de´signer l’interpre´tation
du terme t.
De´ﬁnition 11.2.36 Φ˜ = {v ∈M : φ˜v = T}
Rappelons que φ˜ = λv.∃˙u.u∼˙v. Le lemme suivant de´coule facilement de
la Proposition 7.2.4 et du Lemme 8.4.1 :
Lemme 11.2.37 Φ˜ = {v ∈ Φ+ : ∃u u ∼Φ v} 
Corollaire 11.2.38 Φ˜ est un ouvert contenant Φ
Preuve. Le fait que Φ ⊆ Φ˜ est e´vident. De plus φ˜, qui est un terme
de Λ(C), est interpre´te´ dans M par le code d’une fonction κ-continue (qui
prend les valeurs ⊥, T ou F ), et Φ˜ est l’image inverse de l’ouvert {T} par
cette fonction. 
Rappelons que :
δσ =def (Y dσ) ∈M et que
δ =def (Y d˙ ) ∈ Λ(C)
dσ=def |λdλbλx.(if (Feuilσ b x) T (∆σ d b x)) |j ∈M et que
d˙ =def λdλbλx.( if (Feuil b x) T (∆˙ d b x)) ∈ Λ(C)
Nous renvoyons aux De´ﬁnitions 4.6.4, 4.6.11 et 4.6.15 pour les construc-
teurs qui suivent :
Remarque 11.2.39 Compte tenu que j(ε) = εσ et que j(∼˙) = λ(χ∼Φ) =
λ(χ∼σ), on ve´riﬁe facilement et successivement que (M,Φ, j) satisfait :
1) | I” |j = Iσ
2) |Feuil |j = Feuilσ
3) |Enf |j = Enfσ
4) | ∆˙ |j = ∆σ
5) | d˙ |j = dσ
Lemme 11.2.40 M  δσ ≤ | δ |j
Preuve. C’est une conse´quence imme´diate des de´ﬁnitions de δ et δσ, du
5 de la remarque pre´ce´dente et du fait que M  Y ≤ |Y | puisque Y est
l’ope´rateur de plus petits points ﬁxes de M. 
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The´ore`me 11.2.41 M satisfait MTA-De´co
Preuve. Rappelons que par le Lemme 6.0.24, M  φb, φx −→ φ˜(δbx)
ssi pour tous b,x ∈ Φ on a | δbx |j ∈ Φ˜. Supposons b,x ∈ Φ et soit α < σ
tel que b,x ∈ Φα. Soient b′,x′ ∈ Ψα tels que b′≤ b et x′≤ x. Maintenant
| δbx |j ≥ | δb′x′ |j ≥ δσb′x′ (lemme pre´ce´dent), et comme Φ˜ =↑ Φ˜ il suﬃt
de montrer que δσb′x′ ∈ Φ˜. Soit β tel que H[α, β] (Notation 11.2.21). Par
le The´ore`me 11.2.35 on a δσb′x′ ∼σ δβb′x′. De plus, δβb′x′ ∈ Ψβ+1 par
de´ﬁnition de Ψβ+1. On a donc δβb′x′ ∈ Φ et ﬁnalement δσb′x′ ∈ Φ˜, ce qu’il
fallait de´montrer. 
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Chapitre 12
Conclusion
Nous avons vu dans une premie`re partie assez technique comment plon-
ger toute preuve d’un the´ore`me de ZFC+AFA dans une preuve du the´ore`me
e´quivalent de MTA. Ceci nous permet d’aﬃrmer que MTA est une the´orie
suﬃsamment puissante pour fonder les mathe´matiques. Insistons sur le fait
que la diﬃculte´ de developper un tel plongement est lie´e a` l’he´te´rogeneite´
des fondements respectifs de Map Theory et ZFC, et non a` la complexite´
de Map Theory. En particulier, les axiomes de construction (et C-Prim ou
MTA-Infini suivant le cas fonde´ ou antifonde´), qui sont ve´ritablement le
noyau de la repre´sentation des objets mathe´matiques dans Map Theory, sont
tre`s simples et naturels du point de vue λ-calcul.
Dans une deuxie`me partie, nous avons montre´ la consistance de MTA
relativement a` ZFC + SI. En particulier, nous avons montre´ comment
construire par induction sur un cardinal inacessible σ un sous-ensemble Φ
dans tout κ-pre´-mode`le standard, pourvu qu’on ait κ > σ. Rappelons qu’on
peut montrer que ce sous-ensemble Φ muni des relations ∈Φ et ∼Φ, intro-
duites dans l’Introduction et de´ﬁnies rigoureusement dans le Chapitre 8, est
un mode`le de ZFC+AFA. Remarquons encore que ce mode`le est construit
essentiellement dans le meˆme esprit que l’univers ΦF de [6].
Du fait que Map Theory se trouve au carrefour entre les fondements des
mathe´matiques et de l’informatique, les futures recherches sur cette the´orie
peuvent prendre plusieurs directions.
Une premie`re direction consiste a` s’inte´resser aux aspects “the´orie des
ensembles” de Map Theory. En particulier, la force exacte deMTF etMTA,
qui se situe entre ZFC et ZFC + SI, reste a` de´ﬁnir. De plus, la construc-
tion de mode`les dans l’esprit de ceux de Map Theory pourrait ouvrir des
perspectives sur des preuves de consistance de the´ories ensemblistes.
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Une deuxie`me direction consiste a` s’inte´resser a` Map Theory du point de
vue calcul et imple´mentation. En particulier, il serait inte´ressant de de´ﬁnir
les diﬀe´rentes strate´gies de calcul possibles dans Map Theory et d’en e´tudier
les proprie´te´s.
La troisie`me direction dont nous allons parler est lie´e a` la seconde. Nous
avons vu dans la Section 3.3.2 que l’antifondation nous a fait perdre l’axiome
C-Prim de MTF . Cet axiome e´tait particulie`rement inte´ressant. Il expri-
mait, d’une part, que les de´ﬁnitions par induction e´taient possibles dans ΦF ,
et d’autre part que ΦF contient des objets “inﬁnis” au sens de Map Theory.
Ces objets e´taient repre´sente´s par des termes de la forme (Prim f a b),
dans l’esprit du λ-calcul. En particulier, ces termes pouvaient eˆtre direc-
tement utilisables dans des β-calculs. L’axiome MTA-Infini ne joue pas
entie`rement le meˆme roˆle. En eﬀet, s’il est suﬃsant du point de vue du plon-
gement de ZFC dansMTA, il lui manque un aspect calculatoire simple. En
particulier, il ne permet pas de de´ﬁnir co-inductivement de manie`re naturelle
des fonctions.
Pour avoir une axiomatisation plus syme´trique, il serait naturel de rem-
placer MTA-De´co et MTA-Infini par un axiome C-CoPrim aﬃrmant la
cloˆture de Φ relativement a` un terme, naturellement dual de Prim, note´
CoPrim. Cependant, montrer la consistance de l’axiome correspondant (en
combinaison avec les autres axiomes) est actuellement au dela` de nos pos-
sibilite´s et re´clamerait e´ventuellement de nouvelles ide´es se´mantiques. Par
ailleurs il n’est pas e´vident que cet axiome ait la puissance d’expression de
MTA-de´co qui permet de de´corer tout graphe. En revanche il parait assez
clair que ce Co-Prim (ou ses variantes) permettrait de de´corer suﬃsamment
de graphes pour couvrir les applications concre`tes en informatique the´orique
de la co-induction.
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Annexe A
Axiomes et Re`gles de Map
Theory
Les Axiomes et re`gles de MT
Lambda-calcul et QND
MT -Select1  (if T B C) = B
MT -Select2  (if λx.A B C) = C
MT -Select3  (if ⊥ B C) = ⊥
MT -Applic-T  (TB) = T
MT -Applic-β  (λx.AB) = A[B/x] si B est librement substituable a` x dans A
MT -Applic-⊥  (⊥B) = ⊥
MT -Renommer  λx.A[x/y] = λy.A pour x n’apparaissant pas dans A
MT -Trans A = B; A = C  B = C
MT -Abstract A = B  λx.A = λx.B
MT -Applic A = B; C = D  (AB) = (CD)
QND Si  A[T/x] = B[T/x]
et  A[F ′x/x] = B[F ′x/x]
et  A[⊥/x] = B[⊥/x]
Alors  A = B
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Quantiﬁcation et Caract
MT -Caract φx =!φx
MT -Quantif1 φB, ∀˙x.A −→ A[B/x]
MT -Quantif2 εx.A = εx.(φx∧˙A)
MT -Quantif3 φ(εx.A) = ∀˙x.!A
MT -Quantif4 ∃˙x.A −→ φ(εx.A)
MT -Quantif5 ∀˙x.A = ∀˙x.(φx : A)
Construction
(MT -T ) φT = T
(MT -F ) φF = T
(MT -⊥) φ⊥ = ⊥
(MT -ϕ) φλx.A = φλx.φA
(MT -App) φu, φz −→ φ(uz)
(MT -P ) φu, φv −→ φ(Puv)
(MT -Curry) φu −→ φ(Curry u)
(MT -Diag) φu −→ φλx.((ux)x)
(MT -CInv) φu, φv −→ φλx.u(xv)
(MT -Comp) ∀˙x.φ(fx), φu −→ φλx.f(ux)
Axiomes et re`gles propres a` MTF
Construction
(C − Prim) ∀˙x.φfx, φu, φv −→ φ(Prim f u v)
ou` Prim =def λfλaλb.(Y λgλy.(if y a (f λz.(g (y (bz))))) )
Principe d’induction
Pour tous termes t et A tels que x /∈ V L(A) et y n’apparait pas dans t :
Induction : A, φx, x −→ t; A, φx, ¬˙x, ∀˙y.t[(xy)/x] −→ t  A, φx −→ t
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Axiomes et re`gles propres a` MTA
Axiomes d’e´galite´
MTA-Re´flex∼Φ φu −→ (u∼˙u)
MTA-Sym∼ u∼˙v = v∼˙u
MTA-Compat∼ u∼˙v −→ (u∼˙w = v∼˙w)
MTA-Const∼ φu, φv −→ φ(u∼˙v)
MTA-Fix∼ u∼˙v ←→ ( if u (if v T F ) (if v F u∼˙0v))
Axiome MTA-Inﬁni
(MTA-Infini) ∃˙z.(T ∈˙z∧˙∀˙x.(x∈˙z⇒˙Sx∈˙z)) = T
Axiome MTA-De´coration
MTA-De´co φb, φx −→ φ˜(δbx)
Le Principe de CoInduction
Pour tous termes t et A ou` u, v /∈ V L(A) :
CoInduction : A, φu, φv, 〈u, v〉∈˙t −→ (A′ tuv)  A, φu, φv, 〈u, v〉∈˙t −→ u∼˙v
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Annexe B
The´ore`me de De´duction
Nous montrons ici le The´ore`me de De´duction e´nonce´ en Section 2.2.4.
Rappelons que MTFA abre`ge “MT ou MTF ou MTA”. Nous donnons
maintenant la de´ﬁnition comple`te de MTFA(B; C) :
De´ﬁnition B.0.42 Soient B,C ∈ Λ(C)<ω.
On de´ﬁnit la the´orie MTFA(B; C) par :
- MTFA(B; C) a pour axiomes : d’une part les the´ore`mes de MTFA (et
donc en particulier ses axiomes), d’autre part les e´quations B = T .
- MTFA(B; C) a les meˆmes re`gles que MTFA excepte´ que les re`gles
Astract, QND, Induction ou CoInduction sont remplace´es par les aﬀaiblis-
sements suivants :
AbstractC Si D = D
′
et x n’est pas libre dans C
Alors  λx.D = λx.D′
QNDC Si  D[T/x] = D′[T/x]
et  D[F ′x/x] = D′[F ′x/x]
et  D[⊥/x] = D′[⊥/x]
et x n’est pas libre dans C
Alors  D = D′
Pour tous termes t et A tels que x /∈ V L(A) et y n’apparait pas dans t :
InductionC Si  A, φx, x −→ t
et  A, φx, ¬˙x, ∀˙y.t[(xy)/x] −→ t
et x n’est pas libre dans C
Alors  A, φx −→ t
Pour tous termes t et A tels que u, v /∈ V L(A) :
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CoInductionC Si  A, φu, φv, 〈u, v〉∈˙t −→ (A′ tuv)
et x n’est pas libre dans C
Alors  A, φu, φv, 〈u, v〉∈˙t −→ u∼˙v
La suite B est appele´e ensemble des hypothe`ses de la the´orie, et la suite C
ensemble des contraintes de la the´orie.
Le the´ore`me de de´duction sera une conse´quence triviale du lemme suivant :
Lemme B.0.43 :
Soient B,C des suites de termes, D un terme et C = C ′ une e´quation.
Si MTFA(B,D; C,D)  C = C ′ alors MTFA(B; C)  D −→ (C = C ′)
Preuve.On e´crira plus simplement  D −→ (C = C ′) pourMTFA(B; C) 
D −→ (C = C ′). On raisonne par induction sur la longueur minimale l d’une
de´monstration de C = C ′ dans MTFA(B,D; C,D) :
1. l = 1. On a trois cas possibles :
– C = C ′ est un the´ore`me de MTFA. Par AjoutHyp, on a D −→
(C = C ′) est un the´ore`me de MTFA(B; C).
– C = C ′ est l’e´quation D = T . Par InstTauto on a que D −→ (D =
T ) est un the´ore`me deMTFA et donc un axiome deMTFA(B; C).
– C = C ′ est de la forme A = T pour A ∈ B. Par de´ﬁnition A = T
est un axiome de MTFA(B; C).
2. l = k + 1 pour k > 0. L’e´quation C = C ′ est donc obtenue par
une re`gle de de´duction de MTFA(B,D; C,D) a` partir de pre´misses.
Avant de de´montrer le lemme pour chaque re`gle particulie`re, nous
allons discuter les choses de fac¸on ge´ne´rale. Les pre´misses d’une re`gle,
notons les C1 = C ′1; .....;Cl = C ′l , sont des e´quations issues de lignes
de la de´monstration de C = C ′. Il est clair que chaque Cj = C ′j , ou`
1 ≤ j ≤ l, a` une preuve de longueur minimale strictement plus courte
que celle de C = C ′. L’hypothe`se d’induction s’applique alors et on
a donc  D −→ (C1 = C ′1); .....; D −→ (Cl = C ′l). Nous allons
voir maintenant pour chaque re`gle particulie`re comment construire
une preuve de D −→ (C = C ′) dans MTFA(B,C) a` partir de ces
the´ore`mes donne´s par l’hypothe`se d’induction. :
– Trans : soient B = C et B′ = C ′ les pre´misses de la re`gle. On a par
hypothe`se d’induction  (D : B) = (D : C) et  (D : B′) = (D : C ′)
et donc, par Trans, il vient  (D : C) = (D : C ′).
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– AbstractC,D : soit B = B
′ la pre´misse de la re`gle, on a donc
(C = C ′) ≡ (λx.B = λx.B′). On commence par quelques re-
marques sur la de´monstration ci-dessous. Tout d’abord, pour ob-
tenir des tautologies en ligne 2, 4, on suppose z /∈ V L(B,B′). En-
suite, rappelons que dans le cadre de MTFA(B,C), l’utilisation
de Context n’est permise que lorsque aucune utilisation de la re`gle
d’abstraction n’est faite sur une variable libre de C (Cf la discus-
sion suivant Convention hyp en section 2.2.4). Or cette condition est
remplie en ligne 6 puisque, par de´ﬁnition de AbstractC,D, on a en
particulier x /∈ V L(C).
1. Hyp d′ind. (D : B) = (D : B′)
2. Tauto (z : λx.B) = (z : λx.(z : B))
3. InstTauto (D : λx.B) = (D : λx.(D : B))
4. Tauto (z : λz.B′) = (z : λx.(z : B′))
5. InstTauto (D : λx.B′) = (D : λx.(D : B′))
6. Context(1) (D : λx.(D : B)) = (D : λx.(D : B′))
7. Equiv(3, 6) (D : λx.B) = (D : λx.(D : B′))
8. Equiv(7, 5) (D : λx.B) = (D : λx.B′)
– Applic : soient B = E et F = G les pre´misses de la re`gle, on a donc
C = C ′ ≡ (B F ) = (EG). Il vient :
1. Hyp d′ind. (D : B) = (D : E); (D : F ) = (D : G)
2. Tauto x : (y z) = x : ((x : y)(x : z))
3. InstTauto D : (B F ) = D : ((D : B)(D : F ))
4. InstTauto D : (EG) = D : ((D : E)(D : G))
5. Context(1) D : ((D : B)(D : F )) = D : ((D : E)(D : G))
6. Equiv(3, 5) D : (B F ) = D : ((D : E)(D : G))
7. Equiv(6, 4) D : (B F ) = D : (EG)
– QNDC,D : soient C[T/x] = C
′[T/x] et C[F ′x/x] = C ′[F ′x/x] et
C[⊥/x] = C ′[⊥/x] les pre´misses de la re`gle. Par hypothe`se d’induc-
tion on a  D : C[T/x] = D : C ′[T/x] et  D : C[F ′x/x] = D :
C ′[F ′x/x] et  D : C[⊥/x] = D : C ′[⊥/x]. Du fait que x n’est
pas libre dans D (par de´ﬁnition de QNDC,D), on a D : C[T/x] ≡
(D : C)[T/x] et D : C ′[T/x] ≡ (D : C ′)[T/x]. De meˆme pour les
cas F ′x/x et ⊥/x. L’hypothe`se d’induction nous donne donc  (D :
C)[T/x] = (D : C ′)[T/x] et  (D : C)[F ′x/x] = (D : C ′)[F ′x/x] et
 (D : C)[⊥/x] = (D : C ′)[⊥/x]. Il suﬃt donc d’appliquer QNDC
pour avoir D : C = D : C ′.
– InductionC,D :
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on a donc C = C ′ ≡ A, φx −→ t, ou` x /∈ V L(A), avec par hypothe`se
d’induction  D,A, φx, x −→ t et  D,A, φx, ¬˙x, ∀˙y.t[(xy)/x] −→ t
(avec y n’apparaissant pas dans t). Or, par de´ﬁnition de InductionC,D
on a x /∈ V L(C,D), il suﬃt donc d’appliquer InductionC aux hy-
pothe`ses d’induction pour obtenir  D,A, φx −→ t.
– CoInductionC,D :
on a donc C = C ′ ≡ A, φu, φv, 〈u, v〉∈˙t −→ (A′ tuv), ou` u, v /∈
V L(A), avec comme hypothe`se d’induction que  D,A, φu, φv, 〈u, v〉∈˙t −→
u∼˙v. Comme pour la re`gle d’Induction, il suﬃt de remarquer que
par de´ﬁnition de CoInductionC,D on a u, v /∈ V L(C,D), et d’appli-
quer CoInductionC .

The´ore`me B.0.44 (De´duct-) Soient B,C,D des suites de termes et C =
C ′ une e´quation.
Si MTFA(B,D; C,D)  C = C ′ alors MTFA(B; C)  D −→ (C = C ′).

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