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Kurzfassung
Schon seit jeher ist die mathematische Beschreibung und Analyse von physikalischen
Vorga¨ngen ein Kerngebiet aller naturwissenschaftlichen Disziplinen. Dabei gewann in
den letzten Jahrzehnten durch das Aufkommen der Digitalrechner die numerische Ana-
lyse mit dem Ziel einer Simulation der Vorga¨nge immer mehr an Bedeutung. Die An-
forderungen an immer genauere Simulationsergebnisse bei gleichzeitig immer kom-
plexeren Modellen u¨berforderten dabei schnell die Leistungsmo¨glichkeiten, die ein
einfacher Von-Neumann-Rechner bietet. Eine Mo¨glichkeit, die Rechenleistung eines
Systems fu¨r diese Anforderungen zu steigern, ist die Parallelverarbeitung der gegebe-
nen Problemstellung durch mehrere Prozessoren, wobei im Laufe der Zeit viele unter-
schiedliche Architekturen entsprechender Parallelrechner entstanden. Gleichwohl er-
reichen auch solche Systeme bei wachsender Problemgro¨ße schnell wieder eine Leis-
tungsgrenze, die weit unterhalb des immensen Bedarfs an Rechenleistung liegen kann,
die zur Lo¨sung großer Probleme, wie zum Beispiel eine verla¨ssliche Klimasimula-
tion, beno¨tigt wird. Ein weiterer logischer Schritt ist daher die Kopplung mehrerer
solcher paralleler Systeme zu einer noch ho¨heren Einheit, die man klassischerwei-
se als Metacomputer bezeichnet. Die Natur eines Metacomputers weist dabei hier-
archische und oftmals heterogene Strukturen auf, die es bei einer effizienten Abbil-
dung paralleler Algorithmen auf diese Architekturform zu beru¨cksichtigen gilt. Als
Parallelisierungsparadigma wird auf solchen Systemen u¨blicherweise ein Nachrich-
tenaustausch eingesetzt, bei dem sich die parallelen Prozessoren Zwischenergeb-nisse
der Berechnung explizit u¨ber entsprechend hierarchisch gegliederte Netze zukommen
lassen. Zur Realisierung dieses Nachrichtenaustausches auf Anwendungsebene wird
dabei in der Regel auf das sogenannte Message Passing Interface (MPI) zuru¨ckge-
griffen, das eine Programmierschnittstelle zu den unterliegenden Kommunikationsbi-
bliotheken darstellt. Um eine solche nachrichtenaustauschbasierte Parallelverarbeitung
auf einem Metacomputer mo¨glichst effizient zu gestalten, mu¨ssen zwei wesentliche
Aspekte beru¨cksichtigt werden: Zum einen muss die unterliegende Kommunikations-
bibliothek in der Lage sein, die verschiedenen Tech-nologien im System mo¨glichst
optimal auszunutzen; zum andern muss auch der parallele Algorithmus derart durch
eine geschickte Abbildung auf das hierarchische beziehungsweise heterogene System
angepasst werden, dass er die vorhandenen Ressourcen mo¨glichst effizient ausnutzen
kann. In der vorliegenden Arbeit werden diese beiden Forderungen unter Beru¨cksich-
tigung diverser weiterer Aspekte ausfu¨hrlich diskutiert, wobei im Zentrum der Dis-
kussion die Realisierung einer Metacomputing-fa¨higen MPI-Bibliothek steht, die vom
Autor am Lehrstuhl fu¨r Betriebssysteme der RWTH Aachen University in den letzten
Jahren maßgeblich mitentwickelt wurde.
i
Abstract
Since the beginning, mathematical description and analysis of physical processes has
been a core area for all disciplines of natural science. Over the last several decades,
numerical analysis with the goal of simulating processes has increased in importance
due to the emergence of digital computers. The requirements of increasingly precise
simulation results while simultaneously facing increasingly complex models quickly
proved too much of a challenge for the capacities offered by simple Von-Neumann
computers. One possibility of boosting a system’s computing power to match these
increasing requirements is by using several processes for the parallel processing of a
given problem, where many various architectures of corresponding parallel computers
have developed over time. Nevertheless, even these kinds of systems again quickly
reach their capacities in the face of problems of an increasing size. These limits can
lay far below the immense computing power requirements needed to solve large-scale
problems, such as, for example, reliable climate simulation. As a result, a further log-
ical step would be to link several such parallel systems into an even higher-order unit,
which we classically term a metacomputer. The nature of a metacomputer features hi-
erarchical and often heterogeneous structures which must be taken into consideration
when creating an efficient mapping of parallel algorithms using this form of architec-
ture. Within such systems, a message exchange is normally used as a parallelization
paradigm, in which the parallel processors send the intermediate computation results
explicitly through correspondingly hierarchically-structured networks. In order to re-
alize this message exchange at the application level, the so-called Message Passing
Interface (MPI) normally is resorted to, which represents a programming interface to
the underlying communication libraries. Two key aspects must be considered in order
to design this kind of message passing-based parallel processing on a metacomputer
in the most efficient way possible. First, the underlying communication library must
be able to fully utilize the various technologies within the system in the most optimal
manner. Second, the parallel algorithm must be adapted to the hierarchical and hetero-
geneous system by using smart mapping, allowing the algorithm to use the available
resources in the most efficient way possible. This dissertation will discuss both of these
requirements in detail, while taking into consideration various other aspects. In doing
so, the focus of discussion will be on the realization of a metacomputer-enabled MPI
library, which the author has played a key role in co-developing over the past several
years at the Department of Operating Systems at the RWTH Aachen University.
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1 Einleitung und Inhaltsu¨bersicht
Schon seit jeher ist die mathematische Beschreibung und Analyse von physikalischen
Vorga¨ngen ein Kerngebiet aller naturwissenschaftlichen Disziplinen. Dabei gewann in
den letzten Jahrzehnten durch das Aufkommen der Digitalrechner die numerische Ana-
lyse mit dem Ziel einer Simulation der Vorga¨nge immer mehr an Bedeutung. Die An-
forderungen an immer genauere Simulationsergebnisse bei gleichzeitig immer kom-
plexeren Modellen u¨berforderten dabei schnell die Leistungsmo¨glichkeiten, die ein
einfacher Von-Neumann-Rechner bietet.
Eine Mo¨glichkeit, die Rechenleistung eines Systems fu¨r diese Anforderungen zu stei-
gern, ist die parallele Bearbeitung der gegebenen Problemstellung durch mehrere Pro-
zessoren oder Prozessorelemente. Im Laufe der Zeit entstanden viele unterschiedliche
Architekturen und entsprechende Programmiermodelle fu¨r solche Parallelrechner, wo-
bei neben den dedizierten Parallelrechnern sogenannte Rechnerverbundsysteme auf-
grund ihres preislichen Vorteils bei gleichzeitig hoher Leistung in letzter Zeit zuneh-
mend an Bedeutung gewonnen haben.
Die Grundidee eines solchen Systems ist es, mehrere eigentlich autarke Rechner u¨ber
ein Netzwerk so miteinander zu verkoppeln, dass auf ihnen eine effiziente Parallel-
verarbeitung der gegebenen Problemstellung mo¨glich wird. Trotzdem erreichen auch
solche Systeme bei wachsender Problemgro¨ße schnell wieder eine Leistungsgrenze,
die weit unterhalb des tatsa¨chlichen und stets immensen Bedarfs an Rechenleistung
liegt. Ein weiterer logischer Schritt ist daher die Kopplung mehrerer solcher parallelen
Systeme zu einer noch ho¨heren Einheit, von der man sich erhofft, dass sich durch ihre
Bu¨ndelung an Rechenressourcen die Leistungsgrenze weiter in Richtung des tatsa¨chli-
chen Bedarfs verschieben la¨sst: dem sogenannten Metacomputer.
Metacomputer: eine Begriffserkla¨rung
Die altgriechische Pra¨position
”
Meta“ charakterisiert in der Erkenntnistheorie etwas,
das u¨ber seiner eigenen Kategorie steht. ¨Ubertra¨gt man diese Logik auf den Begriff
des Metacomputers, so ko¨nnte dieser einen Computer-aus-Computern beschreiben.
Tatsa¨chlich wurde dieser Begriff maßgeblich durch einen Artikel von Larry Smarr und
Charles Catlett gepra¨gt, in dem sie schon 1992 folgende Definition formulierten:
”
The metacomputer is a network of heterogeneous, computational resources linked by
software in such a way that they can be used as easily as a personal computer.“ [211]
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1 Einleitung und Inhaltsu¨bersicht
Smarr und Catlett unterscheiden in ihrem Artikel dabei zwischen drei mo¨glichen Stu-
fen oder genauer gesagt Auspra¨gungen eines solchen Metacomputers:
1. Die erste Stufe beschreibt dabei einen lokalen Verbund aus heterogenen Ressour-
cen, deren Beschaffenheit von weitem betrachtet tatsa¨chlich dem Meta-Analo-
gon eines einzelnen Rechners entsprechen ko¨nnte: Wa¨hrend ein PC einen Ver-
bund auf Systemebene darstellt, in dem so verschiedene Ressourcen wie zum
Beispiel Prozessor, Plattenspeicher und Grafikkarten zusammengefasst sind, las-
sen sich auch innerhalb von Rechenzentren so verschiedene Einrichtungen wie
zum Beispiel Großrechner, Massenspeicher und Visualisierungsinstallationen
identifizieren, die ebenfalls einen kooperativen Verbund, diesmal jedoch auf Nah-
verkehrsebene darstellen.
2. Die zweite Stufe des Metacomputings erweitert diese Sichtweise auf die Res-
sourcen nun um den Aspekt der Parallelverarbeitung: Wa¨hrend im Bereich der
Großrechner, als Beispiel seien hier massiv parallele Systeme oder Vektorrech-
ner genannt, homogene parallele Architekturen oftmals anzutreffen sind, stellt
die Kopplung solcher Parallelrechner zu einer ho¨heren Einheit, na¨mlich zu ei-
nem Metacomputer, in der Regel ein heterogenes System dar. Dabei la¨sst sich
eine solche Kopplung wieder lokal zum Beispiel innerhalb eines Rechenzen-
trums durchfu¨hren,1 aber auch eine globale Kopplung von Rechenressourcen
u¨ber Weitverkehrsnetze mit dem Ziel einer verteilten, aber trotzdem kooperati-
ven Parallelverarbeitung ist denkbar. In beiden Fa¨llen stellt ein Metacomputer
somit eine virtuelle Parallelrechnerarchitektur dar.
3. Die letzte Stufe charakterisiert schließlich die Kopplung mehrerer lokaler Meta-
computer u¨ber eine entsprechend leistungsstarke Weitverkehrsinfrastruktur, wo-
zu einheitliche Standards und Schnittstellen geschaffen werden mu¨ssen, damit
der Zugang zu den Ressourcen dieses globalen Zusammenschlusses fu¨r den Be-
nutzer noch einigermaßen transparent gehalten werden kann. Diese Auspra¨gung
eines Metacomputers, die man auch als Meta-Metacomputer bezeichnen ko¨nn-
te, tendiert dabei schon deutlich in eine Richtung, die man heutzutage unter dem
Begriff des Grid-Computings zusammenfasst.
Der Fokus der vorliegenden Arbeit liegt dabei ganz deutlich auf dem zweiten dieser
drei Auspra¨gungen eines Metacomputers, also der Kopplung paralleler Rechenressour-
cen u¨ber Nah- oder Weitverkehrsnetze mit dem Ziel einer effizienten Lo¨sung numeri-
scher Probleme auf diesen Systemen. Gleichwohl spielen in dieser Arbeit an mehreren
Stellen auch Aspekte des Grid-Computings eine gro¨ßere Rolle, und zwar immer dann,
wenn es um die Frage geht, wie sich ein solcher heterogener Zusammenschluss an
Ressourcen mo¨glichst transparent verwalten la¨sst.
1 In diesem Fall spricht man auch von einer Ad-hoc-Kopplung.
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Inhaltsu¨bersicht und Gliederung dieser Arbeit
Auf der anderen Seite verlangt aber gerade die effiziente Nutzung eines solchen Sys-
tems nach einer expliziten Beru¨cksichtung der Heterogenita¨t, und zwar nicht nur auf
System-, sondern auch auf Anwenderebene. Mark Baker and Geoffrey Fox formulier-
ten dazu in [9] folgende drei Schritte, die zur Realisierung der virtuellen Parallelrech-
nerarchitektur eines Metacomputers vollzogen werden mu¨ssen:
1. Kopplung individueller Soft- und Hardware-Ressourcen u¨ber eine entsprechen-
de Netzwerkinfrastruktur
2. Implementierung von Middleware, die einen transparenten Blick auf diese ge-
koppelten Ressourcen ermo¨glicht
3. Entwicklung und Optimierung von Anwendungen, die die gekoppelten Ressour-
cen effizient ausnutzen ko¨nnen
Die vorliegende Arbeit versucht nun, alle diese Aspekte in den folgenden Kapiteln ge-
nauer zu beleuchten und zu diskutieren. In Kapitel 2 wird dazu zuna¨chst in die Grund-
lagen der Parallelverarbeitung genauer eingefu¨hrt und werden verschiedene Architek-
turformen von Parallelrechnern, hier insbesondere Rechnerverbundsysteme, genauer
vorgestellt. Kapitel 3 bescha¨ftigt sich anschließend wieder mit der Architekturform
des Metacomputers, wobei auch auf den Bereich des Grid-Computings noch etwas ge-
nauer eingegangen werden soll. Nachdem in den einfu¨hrenden Kapiteln auch schon
allgemein verschiedene Programmiermodelle fu¨r Parallelrechner vorgestellt werden,
wird in Kapitel 4 das Paradigma der Parallelisierung mit Nachrichtenaustausch, hier
insbesondere mit dem Message Passing Interface (MPI), behandelt. In Kapitel 5 wird
schließlich dieses Paradigma auch auf die Architekturform des Metacomputers u¨ber-
tragen, um nach einer allgemeinen Diskussion verschiedene Implementierungsaspekte
unterschiedlicher realer Middleware-Varianten fu¨r solche Systeme genauer zu erla¨utern.
Insbesondere fa¨llt in dieses Kapitel auch die Vorstellung der sogenannten MetaMPICH-
Bibliothek, die vom Autor dieser Arbeit am Lehrstuhl fu¨r Betriebssysteme der RWTH
Aachen in den letzten Jahren maßgeblich mit- und weiterentwickelt wurde. Das an-
schließende Kapitel 6 knu¨pft dann unmittelbar an den Eigenschaften dieser Software-
Bibliothek an, wobei zuna¨chst verschiedene Unzula¨nglichkeiten der bis dato vorhan-
denen Software-Architektur diskutiert werden, um dann anschließend anhand des Ent-
wurfs einer neuen dienstintegrierten Sitzungsschicht, die federfu¨hrend vom Autor ent-
wickelt und implementiert wurde, die Behebung dieser Unzula¨nglichkeiten aufzuzei-
gen. Wie oben schon erwa¨hnt, ist zwar die Mo¨glichkeit zur transparenten Nutzung ei-
nes Metacomputers eine fu¨r den Benutzer angenehme Eigenschaft, die aber oftmals ei-
ner effizienten Parallelverarbeitung, fu¨r die es in der Regel einer expliziten Beru¨cksich-
tigung der Heterogenita¨t bedarf, diametral gegenu¨bersteht. In Kapitel 7 soll daher auch
die Anwendungsebene in Bezug auf Metacomputer genauer beleuchtet werden. Der
Autor stellt dazu verschiedene, zum Teil neu entwickelte, Beru¨cksichtigungsmo¨glich-
keiten fu¨r entsprechend optimierte Applikationen vor, wobei insbesondere auf das Zu-
sammenspiel und den no¨tigen Informationsfluss zwischen der Metacomputing-fa¨higen
Middelware und der Anwendungsebene eingegangen werden soll. Eine Zusammenfas-
sung und ein abschließendes Fazit in Kapitel 8 beenden schließlich diese Arbeit.
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2 Grundlagen der
Parallelverarbeitung
In diesem Kapitel werden zuna¨chst die allgemeinen Grundlagen der Parallelverarbei-
tung einleitend dargelegt, wobei insbesondere auf ihre Ziele, aber auch auf ihre Gren-
zen eingegangen wird, um im Anschluss mo¨gliche Architekturformen von Systemen
fu¨r ihre tatsa¨chliche Umsetzung darzustellen.
Wie bereits in der Einleitung erwa¨hnt, ist seit der Entwicklung des ersten Digital-
rechners im Jahre 1941 durch Konrad Zuse1 das Bedu¨rfnis nach Rechenleistung stets
gro¨ßer gewesen als jene, die von den jeweils aktuellen Prozessorgenerationen zur Ver-
fu¨gung gestellt werden konnte. Somit ist auch eine der Grundideen der Parallelverar-
beitung, na¨mlich die Verteilung eines Problems auf mehrere parallele Prozessoren mit
dem Ziel, die Dauer der Rechenzeit zur Lo¨sung des Problems zu reduzieren, nicht neu.
Tatsa¨chlich ist dieser Ansatz fast so alt wie die Erfindung des Digitalrechners selber.
So hat zum Beispiel Stanley Gill, der zusammen mit David Wheeler und Maurice Wil-
kes Pionierarbeit auf dem Gebiet der praktischen Programmierung geleistet hat [238],
schon im Jahre 1958 einen Artikel zum Thema
”
Paralleles Programmieren“ vero¨ffent-
licht [95].
Die Grand Challenges
Dennoch konnte das Paradigma der Parallelverarbeitung den Engpass an Rechenleis-
tung bisher immer nur mindern und zu keiner Zeit ganz beheben, zumal mit jeder neu-
en Prozessorgeneration die Simulationsmo¨glichkeiten und damit auch das Verlangen
nach immer genaueren Lo¨sungen von immer komplexeren Modellen und Problemen
stets wuchsen. So wurden zum Beispiel in den spa¨ten 80er Jahren von den amerikani-
schen Beho¨rden die sogenannten Grand Challenges formuliert:
”
A grand challenge is a fundamental problem in science or engineering, with broad
applications, whose solution would be enabled by the application of high performance
computing resources that could become available in the near future.“ [99]
Die Grand Challenges sind somit eine Liste von wichtigen Forschungsproblemen, de-
ren zuku¨nftiger Lo¨sung durch den Einsatz einer stetig anwachsenden verfu¨gbaren Re-
chenleistung entgegengekommen werden soll. Bei diesen Problemen handelt es sich
dabei zumeist um sehr komplexe Systeme, zu deren Erforschung dann die Simulation
1 Man kann sich daru¨ber streiten, ob Konrad Zuse wirklich der Erfinder des Digitalrechners war.
Zumindest war Zuses Z3 der erste bina¨r rechnende, frei programmierbare und turingma¨chtige Digi-
talrechner – alles Eigenschaften, die auch noch heutige Prozessoren besitzen [252].
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auf Basis des wissenschaftlichen Hochleistungsrechnens2 herangezogen werden muss.
Beispiele fu¨r solche komplexen Systeme sind unter vielen anderen:
• Modelle aus der Festko¨rper-, Moleku¨l- und Atomphysik
⇒ Simulation von Phasenu¨berga¨ngen, Quanteneffekten etc.
• Modelle aus der Plasma- und Fusionsphysik
⇒ Simulation fu¨r Kerntechnik und Fusionsforschung
• Diffusion, Stro¨mung und Turbulenzen
⇒ Windkanal-Simulationen, Aerodynamik etc.
• Meteorologische Modelle von Atmospha¨re und der Ozeane
⇒ Klima-/Wettersimulation und -vorhersage
• Modelle aus der Biochemie und der Medizin
⇒ Simulation von chemischen Reaktionen
• Modelle aus der Computer- und Schaltkreistechnologie
⇒ simulationsgestu¨tzter Entwurf neuer Hardware-Strukturen
Auch wenn die damaligen Ambitionen und Erwartungen an die na¨chsten Generatio-
nen von Supercomputern groß waren [37], existieren die damals formulierten Ziele und
Herausforderungen nach nunmehr u¨ber 20 Jahren im Prinzip auch heute noch. Und das
obwohl sich die Rechenleistung des damals schnellsten Supercomputers (ein Cray-2)
zum heutigen (die Installation des IBM-Roadrunners in den USA im Los Alamos Na-
tional Laboratory, Stand Fru¨hjahr 2009) von 1,9 GigaFLOPS auf 1,7 PetaFLOPS fast
um den Faktor 106 vergro¨ßert hat [162].
Ein Beispiel aus der Liste der Grand Challenges ist das Gebiet der Stro¨mungsleh-
re,3 die auch eine bedeutende Rolle zum Beispiel in der Simulation von Klima- und
Wettermodellen spielt. Insbesondere die Wettervorhersage wird oft auch als Beispiel
herangezogen, wenn es darum geht, den weiterhin enormen Bedarf an Rechenleistung
zu veranschaulichen. Daher sollen im Folgenden einige diesbezu¨gliche ¨Uberlegungen,
wie man sie auch in einigen Lehrbu¨chern [239] findet, kurz wiedergegeben werden.
Ein Anwendungsbeispiel fu¨r Parallelrechner: Wettersimulation
Bei den Modellen zur Wettersimulation wird die Erdatmospha¨re zumeist dreidimen-
sional in diskrete Volumeneinheiten zerlegt, wobei dann die physikalischen Gro¨ßen
wie zum Beispiel Druck, Temperatur und Stro¨mungsgeschwindigkeit innerhalb die-
ser Einheiten durch recht komplexe mathematische Gleichungen beschrieben werden.
Zusa¨tzlich mu¨ssen zur Lo¨sung jeder dieser Gleichungen auch noch jene Werte beru¨ck-
sichtigt werden, die sich fu¨r die physikalischen Gro¨ßen in den benachbarten Volumen-
einheiten ergeben, wobei das Gesamtsystem dann in der Regel durch ein iteratives
Verfahren gelo¨st wird.
2 Auf Englisch: High Performance Computing (HPC).
3 Auf Englisch: Computational Fluid Dynamics (CFD).
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Wu¨rde man nun zum Beispiel zur Simulation die gesamte Erdatmospha¨re in Elemente
der Gro¨ße 1 km × 1 km × 1 km zerlegen und die Simulation bis zu einer Atmo-
spha¨renho¨he von 10 km durchfu¨hren, so wu¨rde sich grob ein System von etwa 5 · 109
solcher Volumenelemente ergeben.4 Angenommen man mo¨chte mit der Simulation
den Wetterverlauf u¨ber eine Woche hinweg vorhersagen, wobei der Zeitverlauf mit
einem Abstand von einer Minute diskretisiert werden soll. Somit mu¨ssten fu¨r dieses
Modell fu¨r jedes der Volumenelemente etwa 1 · 104 Berechnungsschritte durchgefu¨hrt
werden.5 Nimmt man jetzt einmal (mehr oder weniger willku¨rlich) an, dass jeder die-
ser Berechnungsschritte aus etwa 200 einzelnen Fließkommaoperationen besteht, so
kommt man auf eine Gesamtsumme von 1 · 1016 Fließkommaoperationen, die es zu
bewa¨ltigen gilt.
Mit einem heutigen Hochleistungsprozessor, der hier einmal mit einer Leistung von 10
GigaFLOPS angenommen wird, wu¨rde diese Berechung dann 1 · 106 Sekunden, das
entspricht 111/2 Tagen, dauern und wa¨re somit sogar la¨nger als der Vorhersagezeit-
raum der Wettersimulation. Mit einem Parallelrechner der TeraFLOPS-Liga wu¨rde die
Berechnung hingegen nur noch mehrere Minuten bis wenige Stunden dauern, und mit
einem Supercomputer oberhalb der PetaFLOPS-Marke ko¨nnte die Berechnung und
damit die Wettervorhersage sogar schon innerhalb weniger Sekunden abgeschlossen
sein.
Da das Wetter aber ein chaotisches System darstellt (kleine Abweichungen oder Unge-
nauigkeiten ko¨nnen zu gravierend abweichenden Vorhersagen fu¨hren), wird auch bei
einer solchen Simulation im Falle ausreichend verfu¨gbarer Rechenleistung der Wunsch
nach einem noch genaueren Modell sehr schnell obsiegen, so dass dann auch hier wie-
der der theoretische Bedarf gro¨ßer als die derzeit verfu¨gbare Rechenleistung wird.
Dennoch war und ist, wie dieses Beispiel scho¨n zeigt, die Parallelverarbeitung der
einzig gangbare Weg, um den immensen Bedarf an Rechenleistung zumindest einiger-
maßen zu befriedigen. Eine wirkliche Sa¨ttigung dieses Bedarfs scheint dabei auch in
Zukunft nicht absehbar.
Kopplung von Supercomputern: Metacomputing
An dieser Stelle sei erwa¨hnt, dass der na¨chste logische Schritt bei fehlender Rechen-
leistung dann die Kopplung mehrerer Supercomputer zu einem noch gro¨ßeren par-
allelen System darstellt – eben zu einem Metacomputer. Die Abbildung der jeweili-
gen Aufgabe auf die heterogen verteilten Prozessoren eines solchen Systems ist je-
doch wesentlich komplizierter, als es bei homogenen Parallelrechnern der Fall ist. Auf
diese und andere Aspekte des Metacomputings wird in dieser Arbeit in den spa¨teren
Kapiteln noch genauer eingegangen, wohingegen in diesem Kapitel zuna¨chst mit der
Betrachtung traditioneller Parallelrechner und ihrer Anwendung fortgefahren werden
soll.
4 Die gesamte Erdoberfla¨che betra¨gt 510.072.000 km2.
5 Eine Woche hat 10.080 Minuten.
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2.1 Leistungsvermo¨gen der Parallelverarbeitung
In diesem Unterkapitel werden zuna¨chst kurz einige wichtige Grundbegriffe der Par-
allelverarbeitung eingefu¨hrt. Anschließend soll noch einmal auf das Potential, aber
auch auf die Grenzen der Parallelverarbeitung zur Leistungssteigerung eingegangen
werden.
2.1.1 Einfu¨hrung von Grundbegriffen
Ein regula¨res Ziel der Parallelverarbeitung ist es, die Laufzeit T eines Programms zur
Lo¨sung eines Problems durch den Einsatz von p parallelen Prozessoren zu verku¨rzen.
Wunschziel ist dabei, dass die Laufzeit mo¨glichst linear mit der Anzahl an Prozessoren
sinkt, im Idealfall also auf den Wert T/p.
Speedup und Effizienz
Ein Maß fu¨r diese Beschleunigung des Programmablaufs ist der Speedup, der sich wie
folgt berechnet:
S =
T1
Tp
Dabei entspricht T1 gerade der Laufzeit des seriellen Programms, also mit nur einem
Prozessor, wa¨hrend Tp der Laufzeit des parallelisierten Programms beim Einsatz von
p Prozessoren entspricht. Angestrebt wird also nach Mo¨glichkeit ein Speedup von
Sopt = p, was jedoch in der Realita¨t nur in seltenen Fa¨llen erreichbar ist.
Trotzdem gibt es in Realita¨t aber durchaus auch Fa¨lle, in denen dieser optimale Speed-
up nicht nur erreicht, sondern sogar u¨bertroffen wird. In einem solchen Fall spricht
man dann von einem sogenannten super-linearen Speedup. Ein solches Pha¨nomen
kann zum Beispiel dann auftreten, wenn nicht die Rechenleistung des Prozessors, son-
dern die Gro¨ße des verfu¨gbaren (Cache-)Speichers den Engpass im System darstellt.
Bilden Prozessor und Speicher eine Einheit, wie es zum Beispiel fu¨r eine CPU und
ihren 1st oder 2nd Level-Cache der Fall ist,6 so steigt mit jedem weiteren hinzuge-
nommenen Prozessor auch der verfu¨gbare (Cache-)Speicher. Passt nun ein gegebe-
nes Problem aufgrund seiner Gro¨ße nicht in den Speicher einer solchen Einheit, so
wird diese sta¨ndig auf einen langsameren Hintergrundspeicher (wie den Hauptspei-
cher, oder sogar den Plattenspeicher) zuru¨ckgreifen mu¨ssen. Verteilt sich hingegen
dass Problem bei der Parallelverarbeitung auf mehrere dieser Einheiten aus Prozessor
und (Cache-)Speicher, und passen diese Teilprobleme dann aber in die jeweiligen Spei-
cher der parallelen Einheiten, so erzielt man eine Beschleunigung der Problemlo¨sung
nicht nur auf Basis der vermehrten Rechenleistung, sondern auch aufgrund der weg-
fallenden langsamen Zugriffe auf den Hintergrundspeicher. Somit za¨hlt fu¨r das Leis-
tungsvermo¨gen eines parallelen Systems oft nicht nur die aggregierte Rechenleistung
6 Ein anderes Beispiel fu¨r eine solche Einheit bilden jeweils Prozessor und Hauptspeicher in einem
Rechnerverbundsystem (→ Kapitel 2.3).
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in Form der Anzahl an CPUs, sondern auch die aggregierte Speichermenge des Ge-
samtsystems.
Ein weiteres Maß, das sich aus den gleichen Parametern wie der Speedup bestimmen
la¨sst, ist die Effizienz, die wie folgt definiert ist:
E =
T1
p · Tp =
S
p
Die Effizienz entspricht dabei dem Anteil der Programmlaufzeit, in dem sich die Pro-
zessoren bei der Lo¨sung des Problems mit
”
sinnvoller“ Arbeit bescha¨ftigt haben. Der
restliche Anteil besteht hingegen aus Zeiten, in denen sich die Prozessoren mit Syn-
chronisation, Kommunikation und anderem Verwaltungsaufwand, der aufgrund der
Parallelisierung entstanden ist, bescha¨ftigen mussten. Entsprechend den Zielen der
Parallelverarbeitung ist daher eine Effizienz von 100% (oder gro¨ßer) anzustreben,7
was analog zum Speedup jedoch in der Realita¨t nur in Ausnahmefa¨llen erreichbar ist
[22].
Skalierbarkeit
Die reale Effizienz ist dabei aber bei weitem keine Konstante, sondern stellt wie der
Speedup vielmehr eine Funktion dar, die unter anderem von der Anzahl p der verwen-
deten Prozessoren abha¨ngig ist. Wie bereits erwa¨hnt wa¨re ein zumindest anna¨hernd
linear steigender Speedup und damit eine konstante Effizienz ein wu¨nschenswertes
Ziel in der Parallelverarbeitung – in einem solchen Fall sagt man auch, dass das ge-
gebene Problem auf dem verwendeten System skaliert. Auf der anderen Seite soll
der parallele Algorithmus nach Mo¨glichkeit auch bei vera¨nderter Problemgro¨ße ein
mo¨glichst gleichbleibendes, weiterhin skalierendes Verhalten aufweisen. Der Begriff
der Skalierbarkeit ist somit im Bereich der Parallelverarbeitung zweideutig: Zum einen
beschreibt er das Verhalten des Algorithmus, wenn die Problemgro¨ße steigt, zum an-
deren charakterisiert die Skalierbarkeit aber auch das gesamte parallele System (Soft-
und Hardware) und sein Verhalten, wenn die Anzahl der eingesetzten Prozessoren
wa¨chst. Sind fu¨r einen parallelen Algorithmus auf einem bestimmten System nun beide
dieser Auspra¨gungen der Skalierbarkeit gegeben, so bedeutet dies, dass in diesem Fall
ein Laufzeitzuwachs durch eine anwachsende Problemgro¨ße durch eine entsprechende
Hinzunahme weiterer Prozessoren (zumindest theoretisch) kompensiert werden kann.
Jedoch muss man an dieser Stelle auch den Begriff der Problemgro¨ße etwas genau-
er betrachten, da auch dieser mehrdeutig sein kann. So kann die Problemgro¨ße zum
einen die Anzahl an beno¨tigten Operationen zur Lo¨sung eines Problems sein. In die-
sem Fall sind Problemgro¨ße und Laufzeit in der Regel direkt proportional zueinander.
Zum anderen wird die Problemgro¨ße aber oft auch in Anlehnung an die Gro¨ße der
zu verarbeitenden Daten oder die Anzahl der zu berechnenden Endwerte angegeben.
So ko¨nnte zum Beispiel die Anzahl an diskreten Volumenelementen aus dem Anwen-
7 Eopt =
Sopt
p
= p
p
= 1.
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dungsbeispiel von Seite 6 auch die dortige Problemgro¨ße beschreiben. Bei einer sol-
chen Definition der Problemgro¨ße muss aber der Zusammenhang zwischen Laufzeit
und Problemgro¨ße bei weitem nicht mehr linear sein, und zwar insbesondere dann
nicht, wenn die Komplexita¨t des Algorithmus u¨berproportional mit der Anzahl an Ein-
gabewerten oder zu berechnenden Endwerten steigt. Hat ein solcher Algorithmus zum
Beispiel eine Komplexita¨t von O(N2) (mit N als Problemgro¨ße), wird man bei einer
Verdopplung von N die Anzahl p an verwendeten Prozessoren entsprechend vervier-
fachen mu¨ssen, um die Laufzeit etwa konstant halten zu ko¨nnen – die Skalierbarkeit
des Systems und des Algorithmus sei dabei einmal vorausgesetzt.
2.1.2 Die Grenzen der Parallelverarbeitung
Wie im vorherigen Unterkapitel dargelegt wurde, weist bei vorliegender Skalierbar-
keit ein paralleler Algorithmus auf einem gegebenen System einen linear ansteigenden
Speedup und damit eine mit der Prozessorzahl konstante Effizienz auf. Die folgenden
¨Uberlegungen werden aber sehr schnell zeigen, dass diese Eigenschaften in der Rea-
lita¨t immer nur angena¨hert werden ko¨nnen, und auch dies oft nur fu¨r eine begrenz-
te Anzahl an eingesetzten Prozessoren. Fu¨r eine konstante Effizienz mu¨sste na¨mlich
auf der einen Seite der gesamte Mehraufwand, der sich durch die Parallelisierung er-
gibt,8 unabha¨ngig von der Anzahl an eingesetzten Prozessoren sein, und auf der an-
deren Seite mu¨sste sich dieser Mehraufwand, wie auch das zu lo¨sende Problem an
sich, gleichma¨ßig auf alle verwendeten Prozessoren verteilen lassen.9 Man kann sich
aber gut vorstellen, dass eine solche optimale Parallelisierung in der Realita¨t praktisch
ausgeschlossen ist, da man annehmen kann, dass es in realen Algorithmen immer Pro-
grammteile gibt, deren Abarbeitung sich entweder gar nicht oder nur ungleichma¨ßig
auf die parallelen Prozessoren verteilen la¨sst.
Amdahls Gesetz
Basierend auf dieser Annahme formulierte Gene Amdahl schon 1967 in [4] eine Ge-
setzma¨ßigkeit, die eine obere Schranke fu¨r den maximal erzielbaren Speedup beschreibt.
Dabei geht Amdahl bei der Herleitung dieses Gesetzes vereinfachend davon aus, dass
ein Algorithmus immer aus einem inha¨rent sequentiellen Anteil f besteht, der sich
unter keinen Umsta¨nden parallelisieren la¨sst, wa¨hrend der restliche Teil (1 − f ) des
Algorithmus sich optimal auf die parallelen Prozessoren verteilen la¨sst.10 Der auf-
grund dieser Annahmen dann mit p Prozessoren maximal erzielbare Speedup ergibt
sich somit zu:
Smax(p) =
T1
f · T1 + 1−fp T1
=
1
f + 1−f
p
=
p
1 + (p− 1)f
Man erkennt, dass der Speedup nur dann rein linear ist, wenn der rein sequentielle An-
teil f verschwindet – sich somit der gesamte Algorithmus also optimal parallelisieren
8 Sprich: die Anzahl an zusa¨tzlich beno¨tigten Operationen, wie sie sich zum Beispiel durch das Ver-
teilen des Problems auf die Prozessoren ergeben.
9 Das Problem und der Verwaltungsaufwand mu¨ssen sich beide optimal parallelisieren lassen.
10 Optimal bedeutet hier, dass kein zusa¨tzlicher Mehraufwand existiert und dass alle p Prozessoren den
gleichen Anteil 1−f
p
zur Berechnung zugeteilt bekommen.
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lassen wu¨rde. Fu¨r alle anderen Fa¨lle besitzt diese Funktion des Speedups jedoch eine
obere Schranke, die auch durch den Einsatz beliebig vieler Prozessoren nicht u¨ber-
schritten werden kann:
Ssup = Smax(p→∞) = 1
f
Und dies hat zur Folge, dass auch die maximale Effizienz mit p gegen null strebt:
Emax(p) =
1
1 + (p− 1)f ⇒ Emax(p→∞)→ 0
Amdahls Gesetz legt also den Schluss nahe, dass die Effizienz eines Systems mit zu-
nehmender Anzahl an verwendeten Prozessoren gegen null sinkt. So ergibt sich zum
Beispiel schon fu¨r p = 1
f
+ 1 nur noch eine Effizienz von 50%, was bedeutet, dass in
diesem Fall im Schnitt nur noch die Ha¨lfte der Prozessoren effektiv rechnet, wa¨hrend
die andere Ha¨lfte die Zeit mit Warten verbringt. Was man Amdahls Gleichung fu¨r
den Speedup aber entnehmen kann, ist, dass sich fu¨r kleine Prozessoranzahlen die
Speedup-Kurve noch anna¨hernd linear verha¨lt und durch eine Gerade der Steigung
m = 1 − f angena¨hert werden kann,11 wobei der Bereich, fu¨r den diese Na¨herung
noch einigermaßen zula¨ssig ist, ebenfalls durch die Gro¨ße des sequentiellen Anteils f
bestimmt wird.
An dieser Stelle muss jedoch erwa¨hnt werden, dass auch dieser Anteil f von der jewei-
ligen Problemgro¨ße N abha¨ngig sein kann. Ist dabei die algorithmische Komplexita¨t
des parallelisierbaren Anteils gro¨ßer als jene des inha¨rent sequentiellen Anteils, so
sinkt mit steigender Problemgro¨ße der Einfluss von f und die Skalierbarkeit steigt,
wie man auch folgender Herleitung entnehmen kann:
• sei T1(N) = ts(N) + tp(N) die gesamte Laufzeit des Algorithmus fu¨r p = 1 in
Abha¨ngigkeit von der Problemgro¨ße N
• und seien ts(N) und tp(N) die Laufzeiten fu¨r den rein sequentiellen und fu¨r den
parallelisierbaren Teil des Algorithmus mit ts = f · T1 und tp = (1− f) · T1
• so gilt fu¨r den prozentualen Anteil f des inha¨rent sequentiellen Teils:
f(N) = 1− tp(N)
ts(N) + tp(N)
• und mit O(tp(N)) > O(ts(N)) folgt:
f(N)→ 0 fu¨r N →∞
Daraus folgt, dass, obwohl Amdahls Gesetz auf den ersten Blick die Effizienz und
damit die Skalierbarkeit von großen parallelen Systemen zunichtezumachen scheint,
11 Fu¨r die erste Ableitung des Speedups nach Amdahl gilt: S′(p) = 1−f(1+p·f−f)2 p.
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sich fu¨r diese Klassen von Algorithmen, wie sie in der Realita¨t im ¨Ubrigen recht ha¨ufig
vorkommen, aber zeigt, dass bei einer entsprechend großen Problemgro¨ße auch der
Einsatz einer großen Anzahl an parallelen Prozessoren weiterhin sinnvoll und effizient
sein kann.
Gustafsons Gesetz
Genau diesen Zusammenhang beobachtete auch John Gustafson schon Ende der 80er
Jahre, als er feststellte, dass in der Praxis die tatsa¨chlichen Laufzeiten der parallelen
Algorithmen u¨ber die Jahre hinweg anna¨hernd konstant blieben, wohingegen die bere-
chenbaren Problemgro¨ßen mit der auch damals stetig steigenden Anzahl an Prozesso-
ren pro neuer Parallelrechnergeneration sta¨ndig weiter wuchsen. Gustafson formulier-
te daraufhin die Annahme, dass in der Realita¨t Amdahls Gesetz dahingehend ungu¨ltig
sei, als dass mit der Prozessoranzahl p eben nicht die Laufzeit Tp(p) sinkt (sogenann-
te Laufzeitskalierung),12 sondern dass vielmehr mit p die Problemgro¨ße N(p) gerade
so steigt, dass Tp(N(p)) etwa konstant bleibt (sogenannte Problemgro¨ßenskalierung)
[118].
Basierend auf dieser Annahme formulierte Gustafson eine Gesetzma¨ßigkeit bezu¨glich
des Speedups, die als Gustafsons Gesetz oder aber auch als Scaled Speedup bekannt
geworden ist. Dieses Gesetz geht dabei von folgenden beiden Voraussetzungen aus:
1. Die parallele Ausfu¨hrungszeit Tp bleibt unabha¨ngig von p konstant:
Tp(p) := a = const.
2. Der inha¨rent sequentielle Laufzeitanteil ist ebenfalls unabha¨ngig von p:
ts(p) := b = const.
Gilt im ¨Ubrigen weiterhin T1 = ts + tp und Tp = ts + tpp , so folgt fu¨r den sogenannten
skalierten Speedup nach Gustafson:
Sscaled =
T1
Tp
=
b+ (a− b) · p
a
= g + (1− g) · p
mit g := b
a
=
ts
Tp
= const.
Gema¨ß dieser Gesetzma¨ßigkeit geht also der skalierte Speedup nicht wie der Speed-
up nach Amdahl mit steigender Prozessoranzahl gegen eine obere Schranke, sondern
steigt auch fu¨r große p ebenfalls anna¨hernd linear mit einer Steigung m = 1− g.
War somit nach Amdahl der maximal erzielbare Speeup durch den Anteil f = ts
T1
bestimmt, so wird der Speedup nach Gustafson durch den Anteil g = ts
Tp
limitiert.
Vergleicht man nun diese beiden Anteile, so folgt:
g =
1
1 + 1−f
f ·p
=
1
1 + k
= const.
12 Nach Amdahl gilt fu¨r die Gesamtlaufzeit eines Algorithmus: Tp = ts + tpp .
12
2.1 Leistungsvermo¨gen der Parallelverarbeitung
mit k := 1− f
f · p = const.
Hier schließt sich nun wieder der ausgehende Zusammenhang zwischen dem Speed-
up und der Skalierung der Problemgro¨ße mit der Anzahl an verfu¨gbaren Prozessoren,
denn k la¨sst sich gerade als Skalierungsfaktor zwischen Problemgro¨ße und Prozessor-
anzahl auffassen, so dass der Einfluss des inha¨rent sequentiellen Anteils f eines Al-
gorithmus (wie oben beschrieben) mit der gleichzeitigen Zunahme von Problemgro¨ße
und Anzahl an Prozessoren gegen null sinkt:
f = f(p) =
1
1 + k · p =
1
1 +N(p)
= f(N)→ 0 fu¨r N(p)→∞
mit N(p) = k · p
Diese Erkenntnis ist im Rahmen dieser Arbeit insofern wichtig, als sie die Motivation
zur Kopplung von eventuell auch weit verteilten parallelen Rechenressourcen mit dem
Ziel der Lo¨sung von großen algorithmischen Problemen zu rechtfertigen vermag.
2.1.3 Synchronisation und Nachrichtenaustausch
In der Realita¨t wird sich ein gegebenes Problem nur sehr selten auf die parallelen
Prozessoren so aufteilen lassen, dass diese alle exakt gleich viele Operationen aus-
zufu¨hren haben und dass keiner der Prozessoren auf Zwischenergebnisse der anderen
warten muss. Dies liegt zum einen darin begru¨ndet, dass die parallelen Algorithmen
oftmals eine inha¨rente Datenabha¨ngigkeit aufweisen,13 zum anderen unterliegen die
Prozessoren und somit auch die Abarbeitungszeiten fu¨r die jeweiligen Teilprobleme
in der Regel Laufzeitschwankungen, zumindest sofern die parallelen Einheiten nicht
durch einen globalen Taktgeber gesteuert werden.
Synchronisation zur Einhaltung der sequentiellen Konsistenz
Wu¨rde ein Prozessor nun auf ein solches Zwischenergebnis, das zum Beispiel aufgrund
unterschiedlicher Laufzeiten fu¨r die Teilprobleme noch nicht vorliegt, nicht warten,
sondern einfach weiterrechnen, so wa¨re die Berechnung eines korrekten Endergebnis-
ses mit Sicherheit nicht mehr garantiert. Man erkennt also, dass in parallelen Program-
men eine explizite Synchronisation an bestimmten kritischen Punkten in der Regel
unerla¨sslich ist.14 In diesem Zusammenhang wird in der Literatur auch oft von der
Einhaltung der sequentiellen Konsistenz durch das parallelisierte Programm gespro-
chen – ein Begriff, der schon 1979 von Leslie Lamport fu¨r die korrekte Ausfu¨hrung
von parallelen Programmen auf Multiprozessorsystemen mit gemeinsamem Haupt-
speicher eingefu¨hrt wurde [145, 22].
13 Ein Prozessor kann erst weiterarbeiten, sobald bestimmte Zwischenergebnisse von anderen Prozes-
soren vorliegen.
14 Ein globaler Taktgeber wu¨rde somit sogar der strengsten Form der Synchronisation entsprechen,
na¨mlich mit jeweils einem Synchronisationspunkt nach jeder ausgefu¨hrten Instruktion.
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In der Regel entstehen an solchen Synchronisationspunkten nicht nur Wartezeiten
aufgrund nicht-optimaler Lastverteilung zwischen den Prozessoren, sondern auch die
Synchronisation selbst kann unter Umsta¨nden einen erheblichen Mehraufwand dar-
stellen, so dass ein paralleles Programm in der Regel so wenig wie mo¨glich, aber so
viel wie no¨tig an Synchronisationspunkten aufweisen sollte.
Parallelisierung u¨ber Nachrichtenaustausch
Eine besondere Form der Synchronisation stellt der Nachrichtenaustausch dar. Bei die-
ser Variante der Parallelisierung mu¨ssen sich die Prozessoren die zur Weiterverarbei-
tung beno¨tigten Zwischenergebnisse u¨ber den Aufruf von expliziten Sende- und Emp-
fangsfunktionen zukommen lassen. Wurde ein beno¨tigtes Zwischenergebnis von einem
anderen Prozessor dabei noch nicht versandt, so muss der entsprechende Empfa¨nger
zwangsla¨ufig auf die Kommunikation dieses Ergebnisses warten, wodurch eine impli-
zite Synchronisation erreicht wird.
Es wird sich im Laufe dieser Arbeit noch zeigen, dass sich dieses Modell der Parallel-
verarbeitung auf der einen Seite sehr flexibel und universell auf den verschiedensten
Architekturtypen von Parallelrechnern umsetzen la¨sst, dass es aber auf der anderen
Seite oftmals den gro¨ßten Mehraufwand mit sich bringt. Dabei entsteht dieser Mehr-
aufwand gerade durch die zusa¨tzlichen Kommunikationszeiten, die durch das explizite
Senden und Empfangen der Nachrichten anfallen. Grob kann man daher sagen, dass
sich die parallele Laufzeit Tp eines durch Nachrichtenaustausch parallelisierten Pro-
gramms aus zwei Zeitanteilen zusammensetzt:
Tp = Tcomp + Tcomm
Dabei ist Tcomp gerade der Zeitanteil, in dem aktiv gerechnet wird, wa¨hrend Tcomm
jenen Zeitanteil darstellt, in dem die Prozessoren untereinander kommunizieren oder
auf Kommunikationsereignisse, wie zum Beispiel das Eintreffen einer Nachricht, war-
ten. Beide Zeitanteile sind dabei wiederum offensichtlich abha¨ngig von der jeweiligen
Anzahl p an eingesetzten Prozessoren: Wa¨hrend der Zeitanteil Tcomm mit p u¨blicher-
weise sinkt, steigt hingegen der Kommunikationsaufwand und damit in der Regel auch
Tcomm mit der Anzahl an beteiligten Prozessoren.
Auf der anderen Seite sind diese Zeitanteile aber sicherlich auch wieder abha¨ngig von
der Gro¨ßeN des jeweils zu lo¨senden Problems. Einen Kennwert fu¨r den Mehraufwand,
den der Nachrichtenaustausch bei einem gegebenen Algorithmus hervorruft, liefert
in diesem Zusammenhang das Verha¨ltnis der beiden Zeitanteile in Abha¨ngigkeit der
Problemgro¨ße N und der Prozessoranzahl p:
Kommunikationszeit
Berechnungszeit
=
Tcomm(N, p)
Tcomp(N, p)
Man erkennt, dass die Skalierbarkeit des parallelen Algorithmus gerade dann nicht
mehr gegeben ist, sobald dieses Verha¨ltnis mit N und/oder p unbeschra¨nkt wa¨chst, da
in diesem Fall die Kommunikation die erzielbare Effizienz zu dominieren beginnt.
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Will man nun einen gegebenen Algorithmus auf seinen kommunikationsbezogenen
Mehraufwand hin untersuchen, reicht es in der Realita¨t oft aus, nur seine Abha¨ngig-
keit von der jeweiligen Problemgro¨ße zu betrachten, wenn man davon ausgeht, dass
nach Gustafson Prozessoranzahl und Problemgro¨ße in der Regel in einem linearen Zu-
sammenhang stehen. Fu¨r eine Vielzahl an Algorithmen stellt sich dabei heraus, dass
bei ihnen der Rechenaufwand mit N wesentlich sta¨rker wa¨chst als der Kommunikati-
onsaufwand:
O(Tcomp(N)) > O(Tcomm(N))
Fu¨r diese Klasse an Algorithmen ist also die Skalierbarkeit fu¨r große Probleme trotz
des zusa¨tzlichen Aufwandes des Nachrichtenaustausches auch weiterhin gegeben [239].
Ein Beispiel fu¨r einen solchen Algorithmus ko¨nnte die auf Seite 6 bereits vorgestellte
Wettersimulation sein. Wu¨rde man bei diesem Modell die Diskretisierung dahingehend
verfeinern, dass die Kantenla¨ngen der finiten Volumenelemente von 1 km auf 500 m
reduziert werden, so steigt die gesamte Anzahl an Volumenelementen und damit auch
der Rechenaufwand um den Faktor 8, wa¨hrend die Anzahl an Elementen pro Ho¨hen-
einheit nur um den Faktor 4 wa¨chst. Verteilt man das Problem nun zum Beispiel durch
horizontale Modellschnitte auf die parallelen Prozessoren, und geht man des Weiteren
davon aus, dass die Anzahl an dadurch getrennten Nachbarn die Kommunikation be-
stimmt, so steigt auch der Kommunikationsaufwand nur um den Faktor 4. Allgemein
gilt also bei diesem Modell:
O(Tcomp(N)) = N3 > O(Tcomm(N)) = N2
Bei einem entsprechend feinen Modell dominiert hier also der Rechenaufwand deut-
lich gegenu¨ber dem Aufwand fu¨r die Kommunikation.
2.2 Architekturformen von Parallelrechnern
Im Laufe der Zeit wurden schon die unterschiedlichsten Formen an Parallelrechnern
entworfen und umgesetzt, wobei sich neben diversen Exoten auch immer wieder er-
folgreiche Trends bestimmter Architekturformen herausgebildet haben. In diesem Un-
terkapitel wird nun eine Taxonomie fu¨r diese verschiedenen Rechnertypen vorgenom-
men und werden die wichtigsten Architekturformen und ihre Programmiermodelle et-
was genauer vorgestellt.
2.2.1 Verschiedene Klassifikationsansa¨tze
Die Mo¨glichkeiten zur Klassifikation beziehungsweise zur Taxonomie von Rechnerar-
chitekturen sind u¨beraus vielfa¨ltig, so dass es auch kein einheitliches Klassifikations-
schema gibt, nach dem sich alle Architekturtypen unter Beru¨cksichtigung aller relevan-
ten Aspekte einordnen ließen. Im Folgenden sollen jedoch zwei recht weit verbreitete
Klassifikationsschemata kurz vorgestellt werden, wobei sich das eine vornehmlich an
dem Parallelita¨tsgrad von Leit- und Rechenwerk orientiert, also die Prozessorarchitek-
tur betrachtet, wa¨hrend das andere den Fokus auf die Anbindung des Hauptspeichers
an die parallelen Prozessoren legt und dementsprechend also die jeweilige Speicherar-
chitektur untersucht.
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Klassifikation anhand der Prozessorarchitektur
Eine oft zitierte Klassifikation von Parallelrechnern ist jene nach Michael J. Flynn, der
eine Einteilung gema¨ß den Daten- und Befehlsstro¨men der Rechnerarchitektur vor-
nimmt [76].
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Abbildung 2.1: Klassifikationsschema nach Flynn
Das Schema dieser Klassifikation ist in dieser Arbeit in Abbildung 2.1 wiedergege-
ben, auch wenn es sich fu¨r eine Taxonomie moderner Parallelrechner nur noch un-
zula¨nglich eignet, da diese Systeme fast ausschließlich in die Flynn’sche Kategorie
Multiple-Instruction-Multiple-Data (MIMD) fallen. Die Kategorie Single-Instruction-
Single-Data (SISD) entspricht dem klassischen Konzept des Von-Neumann-Rechners,
wa¨hrend die Kategorie Single-Instruction-Multiple-Data (SIMD) die typischen Ver-
treter von Vektor- und Feldrechnern umfasst. Der vierten Kategorie, mit der Bezeich-
nung Multiple-Instruction-Single-Data (MISD), lassen sich nur schwerlich reale Ver-
treter zuordnen. Flynn selber propagiert diese Klasse in ju¨ngsten Publikationen als
eine mo¨gliche zuku¨nftige parallele Architektur, die einem
”
Algorithm to the Gates“-
Paradigma, also einer Verlagerung des jeweiligen Algorithmus in den Prozessor, folgen
soll [75]. ¨Ahnliche Ansa¨tze gab es schon in den 80er Jahren mit den sogenannten sy-
stolischen Arrays, einer Rechnerform, bei der das Netzwerk zwischen den parallelen
Prozessorelementen gleichzeitig den jeweiligen Algorithmus repra¨sentierte [144]. Fu¨r
weitere Ausfu¨hrungen und Einzelheiten bezu¨glich der Flynn’schen Taxonomie sei hier
auf die entsprechende Literatur verwiesen [76, 77, 78].
Klassifikation anhand der Speicherarchitektur
Eine andere Klassifizierung erfolgt anhand der Anordnung und der Art der Kopplung
von Prozessoren und Speicher in einem System [122]. Hierbei kann man unter anderem
folgende Architekturklassen unterscheiden:
a) UMA: Uniform Memory Accces Die parallelen Prozessoren des Systems grei-
fen alle auf denselben Hauptspeicher zu, u¨ber den sie auch ihre Kommunikation und
Synchronisation untereinander abwickeln. Dabei ist die Zugriffscharakteristik, wie
zum Beispiel die Dauer fu¨r einen Zugriff (sprich die Speicherlatenz) oder die Speicher-
bandbreite, fu¨r alle beteiligten Prozessoren immer gleich. Im oberen linken Teil von
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Abbildung 2.2 ist das Schema einer solchen einheitlichen Anbindung der Prozessoren
an den gemeinsamen Hauptspeicher einmal beispielhaft fu¨r vier Prozessoren wiederge-
geben. Reale Vertreter dieser Architekturklasse ko¨nnen zum Beispiel Hochleistungs-
server sein, die auch als SMP-Rechner15 oder als Multiprozessoren bezeichnet werden.
b) NUMA: Non-Uniform Memory Access Bei dieser Systemform werden meh-
rere UMA-Knoten16, die jeweils einen oder auch mehrere Prozessoren pro Knoten
besitzen, so u¨ber ein spezielles Netzwerk miteinander verbunden, dass ein direkter
Zugriff auch auf die Speicher der anderen Knoten mo¨glich ist. Das resultierende Sys-
tem weist dann eine zweistufige Hauptspeicherhierarchie auf, wobei Zugriffe auf die
Speicherbereiche von entfernten Knoten in der Regel la¨nger dauern als Zugriffe auf
den lokalen Speicher. Der obere rechte Teil der Abbildung 2.2 zeigt ein Beispiel fu¨r
ein solches System, das hier aus zwei speichergekoppelten UMA-Einheiten mit je-
weils wiederum zwei Prozessoren besteht. Diese Architekturklasse wird in der Rea-
lita¨t durch dedizierte NUMA-Multiprozessorsysteme vertreten, aber auch bestimmte
Rechnerverbundsysteme, die u¨ber ein entsprechendes speicherkoppelndes Netzwerk
verfu¨gen, geho¨ren zu dieser Klasse.
c) NoRMA: No Remote Memory Access Bei dieser Architekturform haben die
Prozessoren jeweils ihren eigenen Hauptspeicher und sind dabei auch wieder u¨ber ein
Kommunikationsnetzwerk miteinander verbunden, u¨ber das sie Nachrichten austau-
schen ko¨nnen. Jedoch ist hier ein direkter transparenter Zugriff auf Hardware-Ebene
auf die Hauptspeicher der anderen Netzwerkknoten nicht mo¨glich.17 Das Schema fu¨r
ein solches System ist in Abbildung 2.2 im unteren Teil wiedergegeben. Zu dieser
Architekturklasse geho¨ren zum einen einfache Rechnerverbundsysteme, wobei deren
Kopplung sowohl u¨ber
”
normale“ Nahverkehrsnetze18 wie Ethernet erfolgen kann, in
diesem Fall spricht man auch oft von einem Network of Workstations (NOW), aber
auch eine Kopplung u¨ber lokale Hochgeschwindigkeitsnetzwerke19 ist hier mo¨glich,
wobei dann oft von einem Cluster of Workstations (COW) die Rede ist. Zum anderen
geho¨ren zu dieser Architekturklasse aber auch dedizierte Multicomputer und massiv
parallele Systeme (sogenannte MPP-Rechner20), bei denen große Anzahlen an Prozes-
soren plus jeweiligem eigenem Hauptspeicher innerhalb einer Einheit verbaut werden.
2.2.2 Parallelverarbeitung auf gemeinsamem Speicher
Wie man sich gut vorstellen kann, hat die Entscheidung fu¨r eine bestimmte Spei-
cherarchitektur auch einen wesentlichen Einfluss auf die Wahl des zu verwendenden
Programmiermodells fu¨r den Parallelrechner. Bei einem Rechner mit gemeinsamem
Speicher, also bei einem UMA- oder NUMA-System, teilen sich die parallelen Pro-
15 SMP: Symmetric Multi-Processing.
16 Mit Knoten sind hier immer die Knoten eines Netzwerks gemeint.
17 Trotzdem gibt es auch hier die Mo¨glichkeit eines virtuellen gemeinsamen Hauptspeichers, der dann
auf Software-Ebene realisiert werden muss.
18 Auf Englisch: Local Area Networks (LAN).
19 Diese werden oft auch als System Area Networks (SAN) bezeichnet.
20 MPP: Massively Parallel Processing.
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Abbildung 2.2: Schematische Darstellung der Speicherarchitekturen
oben links: UMA-System (Uniform Memory Access)
oben rechts: NUMA-System (Non-Uniform Memory Access)
unten: NoRMA-System (No Remote Memory Access)
zesse, die jeweils von einem der Prozessoren bedient werden, den physischen Haupt-
speicher. Zwar verfu¨gen bei modernen Betriebssystemen alle Prozesse im Rechner
u¨ber einen eigenen exklusiven virtuellen Adressraum, dennoch mu¨ssen diese dann
wiederum jeweils auf Teile des physisch vorhandenen Speichers abgebildet werden.
Damit die Prozesse trotz der getrennten virtuellen Speicherbereiche Nachrichten und
Zwischenergebnisse innerhalb des Systems austauschen ko¨nnen, bieten moderne Be-
triebssysteme in der Regel spezielle Funktionen zur Inter-Prozess-Kommunikation21
an [219]. Neben reinen nachrichtenaustauschorientierten Funktionen, wie zum Beispiel
den sogenannten Message Queues, existiert dabei oft auch die Mo¨glichkeit, explizit
gemeinsame Speicherbereiche anzulegen. Dies wird erreicht, indem bestimmte Teile
des physischen Hauptspeichers einfach bei mehreren Prozessen gleichzeitig in deren
virtuellen Speicher eingeblendet werden.
Ein a¨hnliches Konzept liegt auch beim Programmiermodell der sogenannten Threads
vor, die auch als leichtgewichtige Prozesse oder als Aktivita¨tstra¨ger bezeichnet wer-
den. Threads sind dabei nebenla¨ufige Aktivita¨tsbahnen oder Ausfu¨hrungsfa¨den inner-
halb eines Prozesses, die auf Betriebssystemen mit entsprechender Unterstu¨tzung auch
21 Auf Englisch: Inter Process Communication (IPC).
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auf mehrere Prozessoren verteilt werden ko¨nnen. In einem solchen Fall werden also
Teile eines einzigen Prozesses zeitgleich von verschiedenen Prozessoren bearbeitet,
wobei sich alle beteiligten Prozessoren in demselben virtuellen Adressraum befinden.
Fu¨r eine Erla¨uterung der entsprechenden Programmierschnittstellen sei hier auf die
weiterfu¨hrende Literatur verwiesen [227, 208, 175].
Bei allen Programmiermodellen, die auf eine direkte Nutzung des gemeinsamen Spei-
chers setzen, ko¨nnen die parallelen Prozessoren jeweils direkt auf die globalen Da-
ten der jeweiligen Problemstellung zugreifen, um so ihren Anteil an der Lo¨sung des
Gesamtproblems zu bearbeiten. Dabei wird das Problem in der Regel so auf die Pro-
zessoren verteilt, dass bei der Bearbeitung mo¨glichst wenig konkurrierende Zugrif-
fe auf die Daten im gemeinsamen Speicher entstehen, um so die notwendige Syn-
chronisation zwischen den Prozessoren so gering wie mo¨glich zu halten. Grundsa¨tz-
lich kann man hierzu zwei Strategien verfolgen: zum einen eine strikte Trennung der
Datenbereiche, auf denen die parallelen Einheiten jeweils arbeiten, und zum ande-
ren eine Zuteilung von mo¨glichst wenig verwandten Aufgaben an die jeweiligen Ein-
heiten. Der erste Ansatz verfolgt somit eine Daten-Aufteilung, bei der die Prozesso-
ren zwar alle etwa die gleiche Aufgabe22 bearbeiten, jeder jedoch auf einem anderen
Teil der Daten des Gesamtproblems. Der zweite Ansatz verfolgt hingegen mehr eine
Kontrollfluss-Aufteilung, bei der die Prozessoren unterschiedliche Teile des Lo¨sungs-
algorithmus bearbeiten, um sich dabei auch indirekt mo¨glichst wenig bei den Datenzu-
griffen in die Quere zu kommen. Typische Vertreter des ersten Ansatzes basieren zum
Beispiel auf dem OpenMP-Standard [57, 177], der oftmals eine einfache nachtra¨gli-
che Parallelisierung von urspru¨nglich sequentiellen Programmen auf Schleifenebene
ermo¨glicht. Trotzdem lassen sich aber auch mit OpenMP oder durch explizite Thread-
Programmierung parallele Programme auch mit einer Kontrollfluss-Aufteilung reali-
sieren [45, 44].
2.2.3 Parallelverarbeitung mit Nachrichtenaustausch
Die Grundidee des Nachrichtenaustausches in der Parallelverarbeitung und sein Ein-
fluss auf ihr Leistungsvermo¨gen wurden in Kapitel 2.1.3 schon kurz angerissen, wo-
hingegen in diesem Abschnitt mo¨gliche Realisierungsvarianten fu¨r unterschiedliche
Architekturformen an Parallelrechnern vorgestellt werden sollen.
Nachrichtenaustausch bei gemeinsamem Speicher
Im vorhergehenden Unterkapitel wurde schon erwa¨hnt, dass Betriebssysteme den par-
allelen Prozessen innerhalb eines Systems mit gemeinsamem Speicher in der Regel
spezielle Funktionen zur Verfu¨gung stellen, damit diese untereinander kommunizie-
ren ko¨nnen. Einige dieser Funktionen eignen sich dabei direkt fu¨r einen expliziten
Nachrichtenaustausch zwischen den Prozessen, was bedeutet, dass die Prozesse die
Nachrichten einfach und direkt u¨ber den Aufruf entsprechender Sende- und Empfangs-
funktionen austauschen ko¨nnen. Der sendende Prozess u¨bergibt dabei die Nachricht
durch Aufruf einer entsprechenden Funktion an das Betriebssystem, das diese dann
22 Sprich: den gleichen Teil des Lo¨sungsalgorithmus.
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anschließend in den Empfangspuffer des Empfa¨ngers kopiert, sobald dieser seinerseits
die entsprechende Funktion zum Empfangen aufgerufen hat.
Auch wenn diese Art der Abwicklung eines Nachrichtenaustausches relativ einfach zu
handhaben ist, bringt der Umweg der Nachricht u¨ber das Betriebssystem jedoch oft-
mals zeitliche Leistungsnachteile mit sich. Dieser Nachteil liegt darin begru¨ndet, dass
mit der ¨Ubergabe der Kontrolle an das Betriebssystem ein Systemaufruf vollzogen
wird, der
”
teure“ Umschaltzeiten zwischen dem sogenannten User-Modus und dem
sogenannten Kernel-Modus mit sich bringt. Diese Umschaltzeiten fallen dabei insbe-
sondere beim Austausch kleinerer Nachrichten ins Gewicht, da sie unabha¨ngig von
der Nachrichtengro¨ße pro Aufruf der entsprechenden Kommunikationsfunktion ent-
stehen. Bei gro¨ßeren Nachrichten ist hingegen der Kopiervorgang der dominierende
Zeitanteil, so dass mit Zunahme der Nachrichtengro¨ße, und damit der Dauer des Ko-
piervorganges, der Einfluss der Umschaltzeiten auf die Gesamtkommunikationsdauer
sinkt. Dieser Zusammenhang la¨sst sich auch durch folgende Gleichung fu¨r die ¨Uber-
tragungsdauer einer Nachricht der Gro¨ße n ausdru¨cken:
tcomm(n) = tswitch + tcopy(n) = tlatency + tdata(n)
Diese Gleichung beschreibt dabei eine generelle Zeitcharakteristik fu¨r das ¨Ubertra-
gen von Nachrichten, die man auch bei anderen ¨Ubertragungsverfahren beziehungs-
weise ¨Ubertragungsmedien wiederfinden kann. Demnach setzt sich na¨mlich die Zeit,
die eine komplette Nachricht vom Beginn des Sendevorganges bis zum Eintreffen des
letzten Bytes beim Empfa¨nger beno¨tigt, immer aus einem konstanten Verzo¨gerungs-
anteil tlatency und einem nachrichtengro¨ßenabha¨ngigen Teil tdata zusammen. In vielen
Fa¨llen kann dabei der von n abha¨ngige Anteil durch eine lineare Funktion anna¨hernd
beschrieben werden, wobei der Kehrwert des entsprechenden Proportionalita¨tsfaktors
auch als Bandbreite23 B, in dem hier besprochenen Fall dann zum Beispiel als Kopier-
bandbreite, bezeichnet wird:
tcomm(n) = tlatency + tdata(n) = tlatency +
n
B
Um diesen Verzo¨gerungsanteil, der auch Kommunikationslatenz genannt wird, im Falle
eines Systems mit gemeinsamem Speicher zu minimieren, greift man bei der Parallel-
verarbeitung nun oft nicht auf die einfachen, aber
”
teuren“ Funktionen des Betriebssys-
tems zuru¨ck, sondern implementiert die Abwicklung des Nachrichtenaustausches ex-
plizit u¨ber das Einrichten gemeinsamer Speicherbereiche fu¨r die beteiligten Prozesse.
Bei dieser Variante schreibt der sendende Prozess die Nachricht in einen solchen ge-
meinsamen Speicherbereich, so dass anschließend der Empfa¨nger die Nachricht dann
aus diesem gemeinsamen Speicher in seinen privaten Empfangspuffer kopieren kann
– und das alles ohne zusa¨tzliche Aufrufe von Betriebssystemfunktionen. Bei gro¨ße-
ren Nachrichten ist aber auch dieses Verfahren nicht mehr optimal, da der Empfa¨nger
so lange warten mu¨sste, bis die komplette Nachricht im gemeinsamen Zwischenpuf-
fer angekommen ist. Aus diesem Grund wird daher in der Regel ab einer bestimmten
23 Gelegentlich (und eigentlich zutreffender) wird eine solche Bandbreite, die das Verha¨ltnis einer Da-
tenmenge zu einer Zeit beschreibt, auch als Datenrate oder als Durchsatz benannt.
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Nachrichtengro¨ße auf eine sogenannte Rendezvous-Variante des ¨Ubertragungsproto-
kolls umgeschaltet, bei der der Empfa¨nger schon mit dem Auslesen des Zwischenpuf-
fers beginnt, wa¨hrend der Sender noch weitere Teile der Nachricht in diesen schreibt.
Damit der Empfa¨nger den Sender dabei nicht
”
u¨berholt“, mu¨ssen sich die Prozesse
natu¨rlich immer wieder synchronisieren, so dass sich dieses Verfahren auch tatsa¨chlich
nur fu¨r gro¨ßere Nachrichten eignet, wa¨hrend kleinere Nachrichten weiterhin nach der
zuvor beschriebenen Variante u¨bertragen werden sollten.24
Nachrichtenaustausch u¨ber Netzwerke
Bei Parallelrechnern, bei denen die Prozessoren nicht u¨ber einen gemeinsamen Spei-
cher verfu¨gen (→NoRMA-Architektur), muss der Nachrichtenaustausch immer expli-
zit u¨ber ein entsprechend koppelndes Netzwerk erfolgen. Auch hierzu bieten moder-
ne Betriebssysteme standardisierte Programmierschnittstellen an, mit deren Hilfe zum
Beispiel logische Punkt-zu-Punkt-Verbindungen zwischen den Prozessoren eingerich-
tet werden ko¨nnen, so dass u¨ber diese dann die Kommunikation mit entsprechenden
Sende- und Empfangsfunktionen abgewickelt werden kann. Ein Beispiel fu¨r eine sol-
che weitverbreitete Schnittstelle ist das Berkeley Socket Interface, das auch in dieser
Arbeit in Kapitel 2.3.2 noch etwas genauer vorgestellt werden soll.
Zwar la¨sst sich auf Basis solcher Schnittstellen der Nachrichtenaustausch relativ ein-
fach umsetzen, jedoch fu¨hrt die Involvierung des Betriebssystems auch hier wieder zu
den oben beschriebenen zusa¨tzlichen Kommunikationsverzo¨gerungen. Viel gravieren-
der schla¨gt aber oftmals die eigentliche ¨Ubertragungszeit u¨ber das jeweilige Medium
bei den Latenzen zu Buche. Dies gilt insbesondere bei Weitverkehrsnetzen,25 aber auch
bei
”
normalen“ Nahverkehrsnetzen kann die ¨Ubertragungszeit eine dominierende Rol-
le spielen. Somit ergibt sich auch hier wieder bei der Kommunikationscharakteristik
ein konstanter Verzo¨gerungsanteil, der sich wie folgt zusammensetzt:
tlatency = tstartup + ttransfer
Dabei beschreibt tstartup wieder die Zeit, die zur Initialisierung des eigentlichen Kom-
munikationsvorganges nach dem Aufruf der jeweiligen Sendefunktion beno¨tigt wird,
wa¨hrend ttransfer gerade den Zeitversatz beschreibt, den die kleinste mo¨gliche Da-
teneinheit braucht, um das physische Kommunikationsmedium zu u¨berqueren. Fu¨r die
Gesamtzeit zur ¨Ubertragung einer Nachricht der Gro¨ße n u¨ber das Netzwerk folgt also:
tcomm(n) = tlatency + tdata(n) = tstartup + ttransfer +
n
B
Dieser Zusammenhang der unterschiedlichen Zeitanteile fu¨r die Kommunikationszeit
soll hier auch noch einmal in Abbildung 2.3 veranschaulicht werden.
24 Das hier beschriebene Verfahren fu¨r kleine Nachrichten wird in der Literatur oft als Eager-Protokoll
bezeichnet.
25 Auf Englisch: Wide Area Networks (WAN).
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Abbildung 2.3: ¨Ubertragungszeiten einer Nachricht im Weg-Zeit-Diagramm
Remote Direct Memory Access (RDMA) Wa¨hrend bei
”
normalen“ Netzwerken
die Kommunikationslatenz also oftmals durch die eigentliche ¨Ubertragungszeit domi-
niert wird, gilt dies in der Regel aber nicht fu¨r spezielle Hochgeschwindigkeitsnetzwer-
ke (→ SAN). Bei solchen Netzwerken verliert na¨mlich die reine ¨Ubertragungsdauer
aufgrund der hohen ¨Ubertragungsgeschwindigkeiten und der kurzen physikalischen
Wege so stark an Einfluss, dass andere Verzo¨gerungsanteile fu¨r die Gesamtlatenz wie-
der ausschlaggebend werden. Daher versucht man bei der Kommunikation u¨ber solche
Netze oftmals auch wieder den teuren Umweg u¨ber das Betriebssystem zu vermeiden.
Eine Mo¨glichkeit dazu liefert das RDMA-Verfahren, mit dessen Hilfe die Daten des
einen Rechners direkt in den Speicher des anderen Rechners kopiert werden ko¨nnen,
ohne dass das jeweilige Betriebssystem involviert sein muss. RDMA ist dabei eine
besondere Form des bekannten DMA-Verfahrens, bei dem ein spezieller Controller
Daten im System kopieren kann, ohne die CPU zu belasten. Bei einem RDMA-fa¨higen
Netzwerk ko¨nnen nun a¨hnliche Controller die zu versendenden Nachrichten gleich
u¨ber die lokalen Rechnergrenzen hinweg kopieren, wobei auch hier die jeweiligen
CPUs nicht belastet werden.
RDMA hat somit gleich zwei Vorteile: Zum einen gelangen die Nachrichten der An-
wendungen direkt u¨ber das Netzwerk in die entsprechenden Zielpuffer der Empfa¨nger,
ohne dass ein Systemaufruf oder auch Zwischenkopien26 der Nachrichten im Betriebs-
system notwendig werden. Zum anderen werden die CPUs von einer direkten Beteili-
gung am eigentlichen Kommunikationsvorgang befreit, so dass diese sich in der Zwi-
schenzeit (zumindest theoretisch) anderen Aufgaben zuwenden ko¨nnen [150].
Speicherkoppelnde Netze In Kapitel 2.2.1 wurde bei der Vorstellung verschie-
dener Parallelrechnerarchitekturen bei den NUMA-Systemen erwa¨hnt, dass hier die
Knoten u¨ber ein spezielles Netzwerk miteinander verbunden sind, das jedem Kno-
ten einen direkter Zugriff auf den Speicher eines anderen Knotens ermo¨glicht. Diese
26 In diesem Zusammenhang spricht man auch von einem Zero-Copy-Verfahren.
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Netze werden daher auch als speicherkoppelnd bezeichnet. Die Kommunikation zwi-
schen zwei Prozessen auf entfernten Knoten erfolgt dabei in solchen Netzen u¨ber den
transparenten Aufruf von Lade- und Speicheroperationen auf Adressen im jeweiligen
gemeinsamen Adressraum [244]. Wa¨hrend bei RDMA-fa¨higen Netzen der Nachrich-
tenaustausch noch explizit u¨ber das Initiieren einer entsprechenden RDMA- ¨Ubertra-
gung erfolgt, werden bei speicherkoppelnden Netzen die Daten also implizit u¨bertra-
gen, sobald auf eine entsprechende Speicherstelle geschrieben wird. Bei der Parallel-
verarbeitung mit Nachrichtenaustausch auf solchen Netzen ko¨nnen somit die oben be-
reits beschriebenen Vorgehensweisen fu¨r den Nachrichtenaustausch auf gemeinsamem
Speicher im Prinzip direkt u¨bertragen werden.
Es stellt sich bei diesem Verfahren, wie u¨brigens auch beim RDMA-Verfahren, jedoch
die Frage, wie die CPU auf Empfa¨ngerseite feststellen kann, ob eine neue Nachricht
inzwischen eingetroffen ist oder nicht. Dies kann dadurch gelo¨st werden, dass der Sen-
der das Eintreffen einer neuen Nachricht dem Empfa¨nger durch das Setzen eines ent-
sprechenden Bitmusters signalisiert. Dies bedeutet aber auf der anderen Seite, dass der
Empfa¨nger auf das Eintreffen einer neuen Nachricht durch sta¨ndiges Testen des ent-
sprechenden Bitmusters aktiv warten muss, was wiederum
”
unno¨tig“ CPU-Zeit ver-
braucht. Eine andere Mo¨glichkeit ist das Auslo¨sen von entfernten Interrupt-Signalen,
zumindest sofern die jeweilige Netzwerkarchitektur dies anbietet.
2.3 Parallelverarbeitung auf
Rechnerverbundsystemen
Nachdem in den vorangegangenen Abschnitten schon unterschiedliche Architektur-
formen von Parallelrechnern vorgestellt wurden, soll in diesem Unterkapitel auf eine
Architektur genauer eingegangen werden, die in den letzten Jahren zunehmend an Be-
deutung gewonnen hat: die Rechnerverbundsysteme, deren Architekturform auch unter
dem Begriff des Clusters bekannt ist [187].
2.3.1 Der Rechnerverbund als Parallelrechnerarchitektur
Die Grundidee bei diesen Systemen ist es, mehrere eigentlich autarke Rechner so mit-
einander zu vernetzen, dass auf diesem Verbund eine effektive Parallelverarbeitung,
meist gema¨ß dem Paradigma des Nachrichtenaustausches, erfolgen kann. Praktisch
sind solche Cluster in der Regel NoRMA-Systeme, bei denen jeder Netzwerkknoten
seinen eigenen Hauptspeicher besitzt und die Nachrichten explizit u¨ber das jeweili-
ge Netzwerk ausgetauscht werden. Ein Vorteil dieser Systeme gegenu¨ber dedizierten
Supercomputern ist, dass sie sich relativ kostengu¨nstig aus Standard-PC-Hardware zu-
sammenbauen lassen. Derartige Cluster, deren Knoten aus solchen Standardkompo-
nenten bestehen, werden auch als COTS-Systeme27 bezeichnet. Diese Systeme ha-
ben in den letzten Jahren insbesondere dadurch eine weite Verbreitung erfahren, dass
Standard-PC-Prozessoren, wie sie im Desktop- oder Workstation-Bereich verbaut wer-
27 COTS: Components Off The Shelf.
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den, inzwischen ebenfalls am oberen Ende der Leistungsskala angekommen sind und
teuren Spezialprozessoren, wie sie fru¨her im HPC-Bereich weit verbreitet waren, nicht
mehr viel nachstehen. Ein Trend, der sich umgekehrt auch daran ablesen la¨sst, dass par-
allele Architekturen sich in Form von Standard-Hardware wie Multicore-CPUs mitt-
lerweile auch im Desktop- und sogar im Laptop-Bereich verbreiten [226]. Die Welten
des High Performance Computings und des Desktop Computings ru¨cken somit, zu-
mindest was Standards und Schnittstellen betrifft, in den letzten Jahren immer weiter
aufeinander zu, was sich zum Beispiel auch an der stetig wachsenden Verbreitung des
Betriebssystems Linux in beiden Bereichen erkennen la¨sst.
Das Beowulf-Projekt
Ein kleines, aber gleichzeitig richtungweisendes Cluster-Projekt, das auf einer sol-
chen Basis von gu¨nstiger Hardware und frei verfu¨gbarer Software durchgefu¨hrt wur-
de, war das bekannte Beowulf -Projekt, das 1994 am Goddard Space Flight Center der
NASA entstand [216]. Das Projekt bestand aus der Kopplung von 16 Linux-basierten
Standard-PCs (mit Intel 486er CPUs) u¨ber ein ebenfalls kostengu¨nstiges Ethernet als
Verbindungsnetzwerk. Zur Steigerung der geringen Kommunikationsbandbreite, die
das Standard-Ethernet damals bot, wurde jeder der PCs gleich mit zwei solchen Netz-
werkkarten ausgestattet, so dass ein spezieller Treiber den logischen Datenstrom paral-
lel u¨ber die physischen Verbindungen verteilen konnte, um auf diese Weise den Netz-
werkdurchsatz durch Kanalbu¨ndelung zu erho¨hen. Auf ein solches Verfahren, das auch
unter den Begriffen Channel Bonding oder Message Striping bekannt ist, wird in dieser
Arbeit an mehreren Stellen nochmals eingegangen (→ Kapitel 5.1.2).
Dedizierte HPC Cluster
Auch wenn das Beowulf-Projekt aus technologischer Sicht nur ein kleiner Schritt war,
kennzeichnet es doch deutlich einen Meilenstein bei der historischen Entwicklung der
Parallelrechnerarchitekturen: na¨mlich weg von hochspezialisierten Lo¨sungen, wie sie
ausschließlich in Rechenzentren verbaut wurden, hin zu standardbasierten Lo¨sungen,
wie sie im Kleinen durchaus auch an Lehrstu¨hlen oder bei kleineren mittelsta¨ndischen
Unternehmen kostengu¨nstig installiert werden ko¨nnen. Auch wenn es sich bei dem
Beowulf-Projekt um einen dedizierten Rechnerverbund handelte,28 sind solche und
a¨hnliche Projekte eher im unteren Leistungsbereich des Cluster-Computings angesie-
delt, was insbesondere auf der schwachen Kopplung in Bezug auf die Kommunika-
tionslatenzen beruht. Noch schwa¨chere Kopplungen findet man nur zum Beispiel im
Bereich des sogenannten Network Computings oder bei sogenannten Office Grids, bei
denen ungenutzte Rechenressourcen zur parallelen oder auch nur zur verteilten Be-
rechnung genutzt werden.
Auf der anderen Seite bedeutet dies aber, dass leistungssta¨rkere Rechnerverbundsys-
teme auch u¨ber entsprechend leistungsstarke Verbindungsnetzwerke verfu¨gen mu¨ssen
(→ Hochgeschwindigkeitsnetzwerke). Bei solchen Hochleistungsclustern, deren Kno-
28 Die Rechner dienten nur eben diesem Zweck der Parallelverarbeitung.
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ten in der Regel aus Server-Boards und Server-CPUs bestehen,29 werden dann auch
entsprechende Netzwerkkarten30 verbaut, die auf der einen Seite deutlich schneller,
aber auch deutlich teurer als zum Beispiel Ethernet sind, auf der anderen Seite aber
standardisiert oder zumindest so weit verbreitet sind, dass man hier nicht von pro-
prieta¨ren Netzwerklo¨sungen, wie sie fru¨her (und zum Teil auch noch heute) zum Bei-
spiel in MPP-Systemen eingesetzt wurden, sprechen kann.
2.3.2 Verbindungsnetzwerke fu¨r Rechnerverbundsysteme
Einige Aspekte spezieller Verbindungsnetzwerke, wie sie auch bei Cluster-Systemen
zum Einsatz kommen, wurden im Kapitel 2.2.3 bereits angesprochen. Im Folgenden
sollen nun einige Netzwerktechnologien fu¨r Rechnerverbundsysteme sowie deren Pro-
tokolle und Programmierschnittstellen etwas genauer vorgestellt werden, da an einigen
Stellen in dieser Ausarbeitung wiederholt auf diese verwiesen wird.
Ethernet
Ethernet ist die am weitesten verbreitete Technologie fu¨r Nahverkehrsnetze (→ LAN)
und in der IEEE-Norm 802.3 weitestgehend standardisiert [112]. Die urspru¨ngliche
Ethernet-Technologie war dabei ein busbasiertes Netzwerk mit einer Geschwindigkeit
von nur 10 Mbit/s, wa¨hrend die neueren Teile des Standards inzwischen ¨Ubertragungs-
geschwindigkeiten von bis zu 10 Gbit/s spezifizieren, die sowohl u¨ber Glasfaser als
auch u¨ber Kupfermedien in Switch-basierten Topologien sogar u¨ber gro¨ßere Distan-
zen hinweg mo¨glich sind. Heutzutage am weitesten verbreitet sind jedoch noch die
sogenannte Fast-Ethernet-Technologie mit 100 Mbits/s und das schon schnellere Gi-
gabit-Ethernet mit 1 Gbit/s. Als Transportprotokoll wird auf diesen Netzen inzwischen
fast ausschließlich TCP/IP eingesetzt, das gleichzeitig auch das Standardprotokoll fu¨r
Weitverkehrsnetze darstellt [191, 59, 192, 89] (→ Kapitel 3.2.1).
Ein Nachteil bei der Kommunikation mit TCP u¨ber Ethernet ist der Verwaltungsauf-
wand des Protokollstapels, der zu relativ hohen ¨Ubertragungslatenzen fu¨hrt. Moder-
ne Ethernet-Karten realisieren daher Teile dieses Stapels in Hardware, wie zum Bei-
spiel die Berechnung der TCP/IP-Checksummen, um die Latenzzeiten zu verku¨rzen.
Trotzdem liegen die Verzo¨gerungszeiten bei der Verwendung von u¨blicher Ethernet-
Technologie noch etwa in einer Gro¨ßenordnung von 100 µs, was fu¨r eine Skalierung
bei der Parallelverarbeitung bestimmter Anwendungen deutlich zu langsam sein kann.
Das Socket Interface
Eine oft benutzte Schnittstelle zur Programmierung von Kommunikationsabla¨ufen u¨ber
den TCP/IP-Protokollstapel ist das Berkley Socket Interface,31 das an der University of
California, Berkeley schon 1983 entwickelt wurde und seit la¨ngerem auch ein Teil des
29 Dennoch handelt es sich hierbei weiterhin um Standardkomponenten, wie sie zumindest im Server-
Bereich weit verbreitet sind.
30 Netzwerkkarten fu¨r PCs, Workstations oder Server werden allgemein auch als Network Interface
Controller (NIC) bezeichnet.
31 Die Schnittstelle wird verku¨rzt auch einfach als BSD Sockets bezeichnet.
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POSIX-Standards ist [113]. Das Interface, das Bestandteil jedes modernen Betriebs-
systems ist, stellt dem Programmierer Funktionen zum Senden und Empfangen von
Nachrichten zur Verfu¨gung, die dann transparent u¨ber die jeweiligen unterliegenden
Netze verschickt werden. Die Schnittstellen sind dabei so allgemein gehalten, dass sie
auf verschiedenen Transportprotokollen aufsetzen ko¨nnen, wobei TCP hier aber wohl
das u¨blichste ist.32
Das Schnittstellendesign basiert auf der Abstraktion der logischen Verbindungen durch
die Datenstruktur eines so genannten Sockets [241]. Diese Datenstruktur repra¨sentiert
dabei den jeweiligen Endpunkt auf den beiden Seiten einer Punkt-zu-Punkt-Verbin-
dung zwischen zwei Kommunikationspartnern. Diese Verbindung muss vor der ei-
gentlichen Kommunikation zuna¨chst initialisiert werden, indem die Sockets an die
beiden Endpunkte, die wiederum durch ihre jeweiligen Adressen repra¨sentiert wer-
den,
”
gebunden“ werden. Eine solche Endpunkt-Adresse kann zum Beispiel aus einer
Internet-Adresse in Kombination mit einem TCP-Port gebildet werden, je nach Pro-
tokoll sind aber auch andere Adressformate mo¨glich. Das Verfahren zur Einrichtung
solcher Punkt-zu-Punkt-Verbindungen folgt bei diesem Modell einem strikten Client-
Server-Prinzip, was bedeutet, dass einer der Kommunikationspartner (der Server) auf
die Anfrage zur Einrichtung der Verbindung ausgehend von dem anderen Partner (dem
Client) warten muss [217]. Ist eine solche Verbindung dann einmal hergestellt worden,
ko¨nnen beide Partner bidirektional u¨ber diese gleichberechtigt kommunizieren. Die
Funktionen zum Senden und Empfangen arbeiten dabei nach einem einfachen FIFO-
Prinzip: Der Sender
”
schreibt“ die Daten auf der einen Seite in den jeweiligen Socket
und der Empfa¨nger
”
liest“ diese anschließend wieder auf der anderen Seite der Ver-
bindung aus seinem Socket heraus.
Die Verbindung zwischen diesen beiden Endpunkten besitzt dabei eine gewisse Ka-
pazita¨t, die zum Beispiel aus den entsprechenden Zwischenpuffern der beteiligten
Betriebssysteme gebildet wird. Ist diese Kapazita¨t erscho¨pft, so blockiert die Sen-
defunktion in der Regel so lange, bis die ¨Ubertragung durch das Auslesen der Da-
ten auf Empfa¨ngerseite schließlich abgeschlossen werden kann. Auf der anderen Seite
muss natu¨rlich auch ein Empfa¨nger in der Regel solange in der Empfangsfunktion blo-
ckieren, bis die erwartete Nachricht bei ihm eingetroffen ist. Trotzdem sei hier schon
erwa¨hnt, dass auch die Mo¨glichkeit existiert, die Sockets auf eine nicht-blockierende
Semantik umzuschalten: In diesem Betriebsmodus kehren alle entsprechenden Funk-
tionen sofort zur Anwendungsebene zuru¨ck, sobald der gewu¨nschte Kommunikati-
onsvorgang vom Betriebssystem oder genauer vom ¨Ubertragungsprotokoll) tempora¨r
nicht weiter vorangetrieben werden kann.
Der Vorgang eines Socket-basierten Verbindungsaufbaus und der Ablauf eines an-
schließenden Kommunikationsvorganges sind im linken Teil der Abbildung 2.4 darge-
stellt: Nachdem die Sockets initialisiert und die Adressen an diese gebunden wurden,
32 Es sei erwa¨hnt, dass auch UDP ein verbreitetes Transportprotokoll darstellt, das jedoch im Gegen-
satz zu TCP nur einen verbindungslosen und nicht-zuverla¨ssigen ¨Ubertragungsdienst anbietet. Im
Folgenden soll aber in Bezug auf Sockets zuna¨chst nur von verbindungsorientierten Protokollen wie
TCP ausgegangen werden.
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Abbildung 2.4: Das Socket Interface: Ablaufschema und Prototypen
sendet der Client mit dem Connect-Befehl eine Anfrage an den Server, der diese in-
nerhalb der Accept-Funktion empfa¨ngt. Anschließend besta¨tigt der Server die Anfrage
und wartet dann selber wiederum auf eine abschließende Besta¨tigung des Clients.33 Ist
die Verbindung somit eingerichtet, sendet in dem hier dargelegten Beispiel der Client
eine Nachricht an den Server, der diese als Antwort umgehend an den Client zuru¨ck-
sendet.34 Ist der Austausch von Nutzdaten schließlich abgeschlossen, ko¨nnen beide die
Verbindung wieder schließen, wobei in einem klassischen Client-Server-Modell der
Server anschließend in der Regel wieder auf weitere Anfragen anderer Clients war-
ten wird. Die Prototypen der entsprechenden Funktionen des Socket Interfaces sind in
dieser Arbeit im rechten Teil der Abbildung 2.4 aufgefu¨hrt.
Myrinet
Myrinet ist der Name einer Netzwerktechnologie, die seit mehreren Jahren von der Fir-
ma Myricom weiterentwickelt und vertrieben wird [32], wobei Teile dieser Technologie
vor einiger Zeit auch in Form eines ANSI-Standards spezifiziert wurden [235]. Die ge-
genwa¨rtigen Produkte von Myricom, Myrinet-2000 und Myri-10G, verstehen sich da-
bei als direkte Hochleistungsalternativen (→ SAN) zur heutigen Ethenet-Technologie.
Tatsa¨chlich basieren die Produkte nicht nur auf den gleichen Hardware-Schnittstellen
33 Dieser Ablauf zur Einrichtung einer TCP-Verbindung wird auch als Three-Way Handshake bezeich-
net.
34 Dieses Kommunikationsschema wird auch Ping-Pong-Kommunikation genannt.
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wie Ethernet, Myri-10G-Netzwerkkarten sind sogar auf Protokollebene interoperabel
mit dem 10-Gigabit-Ethernet-Standard, so dass sie prinzipiell in beiden Netzwerkum-
gebungen einsetzbar sind. Zwar liegen die ¨Ubertragungsbandbreiten von Myrinet etwa
in der gleichen Gro¨ßenordnung wie die der modernen Ethernet-Technologie, der große
Vorteil von Myrinet besteht aber in den deutlich niedrigeren ¨Ubertragungslatenzen von
nur 2µs bis 3µs [170].
Fu¨r die zurzeit noch weiter verbreitete Myrinet-2000-Technologie existieren gleich
zwei eigene Software-Schnittstellen, die Myrinet-GM und Myrinet-MX genannt wer-
den, wobei die Letztere auch zur Ansteuerung der neueren Myrinet-10G-Technologie
eingesetzt werden kann. Die Software-Schnittstellen stellen Funktionen zum Hardware-
nahen Nachrichtenaustausch zur Verfu¨gung (→ Low-Level API), wobei das GM-Inter-
face mehr RDMA-orientiert ist, wa¨hrend das neuere MX-Interface u¨ber eine Semantik
verfu¨gt, die mehr an expliziten Sende- und Empfangsfunktionen angelehnt ist, wie sie
zum Beispiel auch bei dem oben beschriebenen Socket Interface oder bei MPI35 in
a¨hnlicher Form vorhanden sind.
Um diese beiden Schnittstellen herum stellt Myricom weitere Software-Schichten in
Form von Treibern und Bibliotheken zur Verfu¨gung, die auch eine direkte Abbildung
anderer Kommunikationsschnittstellen, wie zum Beispiel Sockets oder MPI auf die
Myrinet-Technologie ermo¨glichen. Daru¨ber hinaus existieren fu¨r beide Schnittstel-
len auch Ethernet-Emulatoren, so dass eine transparente Nutzung von Standard-Netz-
werkanwendungen u¨ber diese speziellen Hochgeschwindigkeitsnetzwerke mo¨glich ist.
An dieser Stelle muss jedoch betont werden, dass jede Emulations- oder Adaptions-
schicht in der Regel auch immer einen zusa¨tzlichen Mehraufwand mit sich bringt,
so dass die maximal erzielbare Leistung oft nur durch eine direkte Ansteuerung der
jeweiligen proprieta¨ren Schnittstellen, im Falle von Myrinet also der GM- oder MX-
Schnittstelle, erreicht wird.
InfiniBand
Im Gegensatz zu Myrinet ist InfiniBand eine Netzwerktechnologie, die nicht nur von
einem einzelnen Hersteller entwickelt wurde, sondern von der InfiniBand Trade Asso-
ciation (IBTA), einem Zusammenschluss mehrerer Technologiefirmen,36 spezifiziert
wurde [131]. Diese Spezifikation umfasst dabei neben den Hardware-Schnittstellen
auch die speziellen Transportprotokolle, die innerhalb der InfiniBand-Netzwerkkar-
ten direkt in Hardware implementiert sind [188]. Zwischen den Karten und den ent-
sprechenden Switches ko¨nnen sowohl Kupfer als auch Lichtwellenleiter als mo¨gliche
¨Ubertragungsmedien eingesetzt werden, wobei der Standard ¨Ubertragungsbandbreiten
von 2 Gbit/s (Single Data Rate, SDR), 4 Gbit/s (Double Data Rate, DDR) sowie 8
Gbit/s (Quad Data Rate, QDR) je Punkt-zu-Punkt-Verbindung spezifiziert. Daru¨ber
hinaus erlaubt es der Standard bis zu zwo¨lf solcher Punkt-zu-Punkt-Kana¨le zu einer
logischen Verbindung zu bu¨ndeln, um so die effektive ¨Ubertragungsbandbreite wei-
35 MPI: Message Passing Interface (→ Kapitel 4).
36 Darunter befinden sich auch so große Namen wie Intel, IBM und Sun [130].
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ter zu erho¨hen. Eine Bu¨ndelung von zwo¨lf QDR-Kana¨len kann somit theoretisch eine
Spitzenbandbreite von 96 Gbit/s erzielen.
Zur Ansteuerung der Hardware wird vom Standard keine direkte API definiert, son-
dern die IBTA hat hierzu sogenannte Verbs spezifiziert, die vielmehr eine abstrakte
Beschreibung der Funktionen darstellen, mit denen die Kommunikation gesteuert wer-
den kann. Die in den Verbs spezifizierten Transfer-Operationen decken dabei sowohl
wieder explizite Sende- und Empfangsfunktionen als auch RDMA-basierte Kommu-
nikationsfunktionen ab. Wie diese Verbs dann konkret in Form einer API umgesetzt
werden, kann von den jeweiligen Herstellern theoretisch ganz individuell ausgestal-
tet werden. Gleichwohl gibt es auch hier einen Trend zur Vereinheitlichung, so dass
neben der proprieta¨ren API des Herstellers Mellanox Technologies (die sogenannte
VAPI) [159] von der sogenannten OpenFabrics Alliance auch eine Schnittstelle spezifi-
ziert wurde (der OFED Software Stack, fru¨her OpenIB), die als offener Quasistandard
dienen soll [169].
Ebenfalls von der IBTA spezifiziert wurde das Socket Direct Protocol (SDP), das
dem Anwender nach oben hin die bekannte Socket-Schnittstelle zur Verfu¨gung stellt,
wa¨hrend die unterliegenden Transportmechanismen auf den RDMA-Funktionalita¨ten
von InfiniBand beruhen. Das Protokoll bietet einen verbindungsorientierten und zu-
verla¨ssigen ¨Ubertragungsdienst, der als leistungsfa¨hige Alternative zu TCP/IP einge-
setzt werden kann. SDP ist somit ein Transportprotokoll, das speziell auf InfiniBand
zugeschnitten wurde,37 dessen Handhabung aber ganz in Analogie zu TCP u¨ber BSD
Sockets abgewickelt werden kann [158].
Eine weitere Alternative zur einfachen Kommunikation u¨ber InfiniBand bietet die
”
In-
ternet Protocol over InfiniBand“-Lo¨sung (IPoIB), die von der Internet Engineering
Task Force (IETF) definiert wurde [47]. Die Lo¨sung setzt dabei unterhalb der TCP/IP-
Schicht an, indem sie IP-Pakete einfach u¨ber das InfiniBand-Netzwerk weiterleitet.
Dies ermo¨glicht somit eine transparente Nutzung von Standard-Netzwerkanwendungen
auf InfiniBand, ohne dass irgendeine Code-Anpassung notwendig wird. Der Nachteil
dieser Lo¨sung ist aber, dass bei der Kommunikation hier auch wieder der komplette
TCP/IP-Protokollstapel durchlaufen werden muss, was die erzielbare ¨Ubertragungs-
leistung wieder mindert.
Scalable Coherent Interface (SCI)
Im Gegensatz zu Myrinet und InfiniBand, die zwar RDMA-Funktionalita¨ten bieten,
stellt SCI eine wirklich speicherkoppelnde Netzwerktechnologie dar, mit der sich so-
mit NUMA-Systeme realisieren lassen. SCI ist dabei als IEEE-Standard definiert [229]
und wurde urspru¨nglich dazu entwickelt, um in dedizierten Multiprozessorsystemen
die CPUs, den Speicher und die I/O-Gera¨te miteinander zu verbinden, da die damals38
dafu¨r verwendeten Busse dazu nicht mehr in ausreichendem Maße in der Lage waren
[244]. Eine SCI-Topologie basiert auf unidirektionalen Punkt-zu-Punkt-Verbindungen,
37 Inzwischen kann SDP auch schon bei anderen RDMA-fa¨higen Netzwerklo¨sungen eingesetzt werden.
38 Genauer: Anfang der 90er Jahre.
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die dann zu komplexeren Topologien wie zum Beispiel einem Ring oder einem Torus
verschaltet werden ko¨nnen.
Fu¨r den Bereich der Rechnerverbundsysteme werden seit einigen Jahren von der Fir-
ma Dolphin Interconnect Solutions SCI-basierte Netzwerkkarten angeboten, mit denen
sich eine Speicherkopplung auch fu¨r normale PC-Systeme realisieren la¨sst. Die ver-
netzten Karten erzeugen dabei einen 64 Bit großen globalen virtuellen SCI-Adressraum,
in den dann die lokalen Adressra¨ume der Netzwerkknoten eingeblendet werden ko¨nnen,
so dass ein transparenter Zugriff auch auf entfernte Speicherbereiche mo¨glich wird.
Die Hardware der SCI-Karten sorgt dann bei einem solchen Zugriff automatisch dafu¨r,
dass der entsprechende Speicherinhalt oder vielmehr seine ¨Anderung auf allen Seiten
sichtbar wird. Da bei dieser Form der Kommunikation keinerlei Aufrufe von expliziten
Sende- oder Empfangsfunktionen oder das Initiieren einer RDMA- ¨Ubertragung no¨tig
werden, stand diese Technologie jahrelang fu¨r a¨ußerst niedrige ¨Ubertragungslatenzen
– zumindest verglichen mit anderen Hochgeschwindigkeitsnetzwerken fu¨r Rechner-
verbundsysteme.
Auch wenn sich mit SCI eine NUMA-Architektur realisieren la¨sst, ist hier nicht au-
tomatisch der gesamte lokale Adressraum eines Prozesses fu¨r alle anderen Knoten
erreichbar. Vielmehr muss dazu der jeweilige Prozess seine lokalen Speichersegmen-
te zuna¨chst explizit in den globalen SCI-Adressraum exportieren, wa¨hrend die an-
deren Prozesse eben diese Segmente als entfernte Speicherbereiche in ihren eigenen
Adressraum einblenden, also importieren mu¨ssen. Die beno¨tigten Funktionen zum Ex-
portieren und Importieren von globalen Speichersegmenten werden dabei durch die
sogenannte SISCI-Schnittstelle [63] in Form einer Low-Level API zur Verfu¨gung ge-
stellt, wa¨hrend Applikationsprogrammierer hierzu zum Beispiel auf die ho¨herschich-
tige SMI-Bibliothek [66] zuru¨ckgreifen ko¨nnen. Daru¨ber hinaus existiert auch fu¨r SCI
eine Socket-Emulationsschicht, die von der Firma Dolphin unter dem Namen Super-
Sockets vertrieben wird und die man als das SCI-basierte Analogon zum oben erwa¨hn-
ten SDP-Protokoll (→ InfiniBand) betrachten kann. Somit lassen sich auch bei SCI
viele Standard-Netzwerkanwendungen ohne weitere Code-Anpassungen u¨ber dieses
Netzwerk transparent betreiben [207].
Weitere Netzwerke und Schnittstellen
Die neueste Netzwerkkartengeneration der Firma Dolphin, die unter dem Namen Dol-
phin Express (DX) vermarktet wird, basiert aus Hardware-Sicht nicht mehr auf der
SCI-Spezifikation, sondern auf dem PCI-Express-Standard [143]. Trotzdem wurden
die vorhandenen Software-Schichten der vorherigen SCI-Technologie samt Low-Level
API (→ SISCI) beibehalten, so dass sich diese Karten ganz transparent zu ihren Vor-
ga¨ngern betreiben lassen.
Ein weiteres speicherkoppelndes Netzwerk ist QsNet39 von der Firma Quadrics, das
als sehr aufwendige, teure und proprieta¨re Technologie eigentlich nicht mehr als ei-
ne COTS-Lo¨sung bezeichnet werden kann. QsNet ist dabei insbesondere fu¨r die ska-
39 Aktuell: QsNet-III mit Elan5-Netzwerkadapter.
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lierbare Vernetzung von Clustern mit bis zu u¨ber 1.000 Knoten konzipiert, wobei die
Topologie auf hierarchisch angeordneten Switches beruht [200].
Bei allen hier vorgestellten Hochgeschwindigkeitsnetzwerken wird die maximale Leis-
tung in der Regel nur erreicht, wenn man die jeweiligen, zueinander zumeist inkompa-
tiblen Low-Level APIs direkt anspricht, wohingegen die Verwendung der verbreiteten
Socket API zwar oft transparent, aber nur unter zusa¨tzlichem Mehraufwand erfolgen
kann. Die sogenannte DAPL-Spezifikation der DAT-Collaborative soll gerade dieses
Problem insbesondere fu¨r RDMA-orientierte Netzwerke lo¨sen, indem sie eine gene-
rische, aber dennoch Hardware-nahe Programmierschnittstelle definiert, auf die dann
die verschiedenen Low-Level APIs der jeweiligen Netzwerktechnologien ohne Leis-
tungsverlust abgebildet werden ko¨nnen [58].
Noch einen Schritt weiter geht das Internet Wide Area RDMA Protocol (iWARP),
das von der IETF wie bei InfiniBand in Form von Verbs spezifiziert wurde und ei-
ne RDMA-basierte Datenu¨bertragung auch fu¨r
”
normale“ Ethernet-Karten realisieren
soll, bei denen der TCP/IP-Protokollstapel dann jedoch in Hardware umgesetzt werden
sollte [197].
2.4 Fazit
Der Bedarf an Rechenleistung zur Lo¨sung großer Probleme war, ist und wird wohl
auch in Zukunft immer gro¨ßer sein als jene, die von einem einzelnen Prozessor der
noch so aktuellsten Rechnergeneration geliefert werden kann. Die Parallelverarbei-
tung ist somit der einzig gangbare Weg, um diesen immensen Bedarf zumindest ei-
nigermaßen zu befriedigen, wobei sich aber auch die Parallelverarbeitung in Bezug
auf Skalierbarkeit und Effizienz mit ihren Grenzen auseinandersetzen muss. Glu¨ckli-
cherweise hat sich fu¨r eine große Anzahl an Algorithmen gezeigt, dass bei einer ent-
sprechend großen Problemgro¨ße auch der Einsatz einer hohen Anzahl an Prozessoren
weiterhin sinnvoll und effizient sein kann. Im Laufe der Zeit wurden dazu unterschied-
liche Architekturformen an Parallelrechnern entwickelt, wobei sich in den letzten Jah-
ren insbesondere Rechnerverbundsysteme durchgesetzt haben [122, 187]. Die Vorteile
dieser Architekturform liegen in der einfachen Erweiterbarkeit und Kaskadierbarkeit
sowie der Verwendung gu¨nstiger Standardkomponenten, die u¨ber entsprechende Netz-
werke miteinander gekoppelt werden. Als ein vermeintlicher Nachteil dieser Archi-
tekturform mag der Zwang zum Parallelisierungsparadigma des Nachrichtenaustau-
sches angefu¨hrt werden, das oftmals einen ho¨heren Mehraufwand mit sich bringt als
die direkte Parallelverarbeitung auf einem gemeinsamen Speicher [239, 156]. Auf der
anderen Seite ist der Nachrichtenaustausch eine universelle Parallelisierungsstrategie,
die sowohl auf eng gekoppelten als auch zwischen weit entfernten Rechenressourcen
angewendet werden kann. Im Bereich der Rechnerverbundsysteme gibt es daru¨ber hin-
aus eine Vielzahl spezieller Netzwerklo¨sungen wie SCI, Myrinet oder InfiniBand, mit
denen sich der Kommunikationsengpass zwischen den Prozessoren deutlich mindern
la¨sst. Einen ausfu¨hrlichen und aktuellen Vergleich der Leistungsfa¨higkeit verschiede-
ner Hochgeschwindigkeitsnetzwerke, hier insbesondere zwischen SCI und InfiniBand
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sowie zwischen unterschiedlichen ¨Ubertragungsprotokollen, findet man in [152]. Einen
ebenfalls ausfu¨hrlichen, aber etwas a¨lteren Vergleich von entsprechenden Leistungs-
daten, hier insbesondere zwischen Myrinet, InfiniBand und QsNet, la¨sst sich hingegen
in [149, 148] nachlesen.
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Nachdem im vorherigen Kapitel schon diverse Parallelrechnerarchitekturen vorgestellt
wurden, die dabei zumeist u¨ber eine homogene Hardware-Charakteristik verfu¨gten,
soll in diesem Kapitel die Architekturform des Metacomputers genauer betrachtet
werden, der in der Regel eine heterogene (oder zumindest hierarchische) Hardware-
Charakteristik aufweist.
3.1 Die Kopplung von Parallelrechnern
Schon in Kapitel 2.3.1 wurde der Rechnerverbund als eine mo¨gliche Architekturform
zur Parallelverarbeitung vorgestellt, bei der eigentlich autarke Rechner zu einem neu-
en System miteinander vernetzt werden. Diese Idee la¨sst sich einfach erweitern, in-
dem man in einer na¨chsten Stufe nun eben mehrere Parallelrechner, wie zum Beispiel
Cluster, zu einer noch ho¨heren Systemeinheit miteinander verbindet: zum Beispiel zu
einem Cluster aus Clustern1 [12].
Solche Systeme entstehen oftmals dann, wenn zu einer bestehenden Rechnerinfra-
struktur im Laufe der Zeit neue Installationen2 hinzukommen. So kann man sich gut
vorstellen, dass zum Beispiel Rechenzentren in periodischen Absta¨nden ihr Rech-
nerportfolio durch die Installation weiterer Cluster neuerer Technologie erweitern,
wa¨hrend a¨ltere Installationen nicht zwangsla¨ufig zeitgleich außer Betrieb genommen
werden mu¨ssen. Dies hat zum einen den Vorteil, dass der Benutzer immer jenes Sys-
tem aus dem Portfolio wa¨hlen kann, das den Bedu¨rfnissen seiner Applikation auch in
Hinblick auf die Effizienz am besten gerecht wird. Zum anderen lassen sich bei gro¨ße-
ren Problemstellungen dann durchaus a¨ltere und neuere Systeme gemeinsam nutzen,
um so die verfu¨gbare Rechenleistung zu maximieren. An dieser Stelle wird aber auch
schon eine erste mo¨gliche Schwierigkeit bei der Nutzung solcher gekoppelten Syste-
me sichtbar: Wa¨hrend jede einzelne Installation in der Regel ein in sich homogenes
System darstellt, entsteht durch die Kopplung von Systemen unterschiedlicher Tech-
nologien ein heterogener Verbund aus Parallelrechnern, der entsprechend schwieriger
zu handhaben sein du¨rfte.
1 Auf Englisch: Cluster of Clusters (CoC).
2 Sprich: neue Parallelrechner.
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3.1.1 Der Metacomputer als Parallelrechnerarchitektur
Die Idee zur Kopplung von Parallelrechnern ist nicht neu. Schon Mitte der 90er began-
nen Hochleistungsrechenzentren damit, das Kopplungspotential von architektonisch
unterschiedlichen Supercomputern zu analysieren und auszunutzen, wobei man die-
ses Konzept mit dem Schlagwort
”
Metacomputing“ taufte [17]. Heutzutage wird dieses
Konzept inzwischen auch unter den Begriffen Grid- und Cloud-Computing gefu¨hrt,
die allerdings wesentlich mehr Aspekte als die reine Kopplung von parallelen Re-
chenressourcen zu ho¨heren Einheiten umfassen. So liegt zum Beispiel der Fokus des
Grid-Computings, auf das in dieser Arbeit auch noch in Kapitel 3.1.3 kurz eingegan-
gen wird, auf einem einfachen, ortsunabha¨ngigen und institutsu¨bergreifenden Zugang
zu verteilten Rechen- und Speicherressourcen, wa¨hrend der noch relativ neue Begriff
des Cloud-Computings die Virtualisierung von Ressourcen durch verteilte Dienste fo-
kussiert [126]. Alle diese Aspekte spielen jedoch in dieser Arbeit keine oder nur eine
untergeordnete Rolle, so dass sich hier im weiteren Verlauf auf das wesentlich kon-
kretere Konzept (und somit auch auf den konkreteren Begriff) des Metacomputings
konzentriert werden soll.
An dieser Stelle soll daher auch gleich eine Nomenklatur eingefu¨hrt werden, die im
weiteren Verlauf dieser Arbeit immer wieder benutzt wird:
• Metacomputer: ein Verbund aus mehreren Parallelrechnern
• Metahost: ein homogener Parallelrechner, wie zum Beispiel ein MPP-System
oder ein Cluster
• Cluster: ein Verbund aus mehreren autarken Rechnern, wie zum Beispiel aus
Workstations (→ COW)
• Knoten / Host: ein Netzwerkknoten innerhalb eines Clusters, wie zum Beispiel
ein Einprozessor- oder ein SMP-Systems
An dieser Stelle sei angemerkt, dass SMP-Systeme sowie heutige Multicore-Prozes-
soren auch als eigensta¨ndige Parallelrechner angesehen werden ko¨nnten. Diese sollen
jedoch in dieser Arbeit lediglich als Host beziehungsweise als Knoten und nicht etwa
jeweils als eigensta¨ndige Metahosts betrachtet werden.
Wide Area Computing
Viele der fru¨hen Metacomputing-Projekte hatten nicht nur das oben beschriebene Ziel
einer lokalen Kopplung von Supercomputern, das man aufgrund des oftmals geringe-
ren Konfigurationsaufwandes auch als Ad-hoc-Kopplung bezeichnet, im Visier. Viel-
mehr sollten auch Supercomputer in unterschiedlichen Institutionen u¨ber weite Stre-
cken hinweg, zum Beispiel in unterschiedlichen Rechenzentren, miteinander verbun-
den werden [198]. Man kann sich gut vorstellen, dass bei dieser Kopplungsvariante das
verbindende Weitverkehrsnetz einen erheblichen Flaschenhals insbesondere in Hin-
blick auf die Kommunikationslatenz darstellt. Trotzdem wurden im Rahmen dieser
Projekte in verschiedenen Szenarien nicht nur die Machbarkeit einer solchen Kopp-
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lung, sondern unter bestimmten Voraussetzungen auch deren Effizienz nachgewiesen.
Im Folgenden soll daher ein kurzer ¨Uberblick u¨ber einige ausgewa¨hlte Projekte gege-
ben werden, die entweder entsprechend richtungsweisend waren oder aber noch mit
weiteren Aspekten dieser Arbeit in einem anderen Zusammenhang stehen:
Das I-WAY-Projekt Das I-WAY-Projekt3 war wohl das erste wirklich gro¨ßere Me-
tacomputing-Projekt, an dem diverse Forschungsgruppen aus unterschiedlichen Insti-
tutionen Nordamerikas um das Jahr 1995 beteiligt waren [60]. Das Projekt basierte auf
der Kopplung von etwas 20 Rechenzentren u¨ber Hochleistungsweitverkehrsnetze, mit
denen verschiedene Supercomputer sowie spezielle Visualisierungseinrichtungen fu¨r
verteilte Virtual-Reality-Anwendungen miteinander verbunden wurden. Das Projekt
gilt auch aus heutiger Sicht noch als richtungweisend, zumal viele der heute verfu¨gba-
ren Entwicklungen im Bereich der Grid-Technologie (wie zum Beispiel das Globus-
Toolkit, siehe Kapitel 3.1.3 auf Seite 38) ihren Ursprung in der I-WAY-Initiative und
ihren direkten Nachfolgern haben [96, 218].
Das Supercomputing’99 Experiment Schon das I-WAY-Projekt wurde 1995
auf der ja¨hrlich stattfindenden Supercomputing-Konferenz der ¨Offentlichkeit pra¨sen-
tiert. Im Jahre 1999 wurde auf der gleichen Konferenz (SC’99) ein weiteres Metacom-
puting-Experiment durchgefu¨hrt, bei dem diesmal Supercomputer in Japan, Deutsch-
land (Stuttgart), den USA und Großbritannien u¨ber Kontinentgrenzen hinweg zu einem
einzigen großen Parallelrechner verbunden werden sollten. Bei dem Experiment wur-
den verschiedene verteilte Simulationsanwendungen (unter anderem aus dem Bereich
der numerischen Stro¨mungsmechanik) erfolgreich auf den gekoppelten Supercompu-
tern durchgefu¨hrt. Jedoch zeigten sich auch deutlich die Schwierigkeiten, die sich aus
den hohen Kommunikationslatenzen sowie den distanzbedingten Konfigurations- und
Wartungsproblemen ergaben [189, 70].
Das Gigabit-Testbed-West Das Gigabit-Testbed-West (GTBW) war ein von dem
DFN4 initiiertes und vom BMBF5 gefo¨rdertes deutsches Projekt in den Jahren 1997
bis 2000 zur Evaluation der Weitverkehrstechnik der damaligen na¨chsten Generation
mit dem Ziel der Ablo¨sung des bestehenden Breitband-Wissenschaftsnetzes (B-WiN)
durch eine leistungsfa¨higere Infrastruktur (G-WiN). Ein Schwerpunkt des Projektes
war auch die Untersuchung und Erprobung des Kopplungspotentials von Rechenzen-
tren in Westdeutschland ganz im Sinne des Metacomputings [68, 69]. So wurden in
einem ersten Schritt verschiedene Supercomputer des Forschungszentrums Ju¨lich und
der GMD-Forschungszentrum Informationstechnik GmbH6 in Sankt Augustin an das
neue Weitverkehrsnetz angebunden und auf Anwendungsebene (unter anderem zur
verteilten numerischen Simulation) miteinander gekoppelt. Im spa¨teren Verlauf des
Projektes wurde das Netz um Verbindungen zu weiteren zentralen Einrichtungen, wie
dem DLR7 sowie den Universita¨ten in Ko¨ln und Bonn erweitert und die bereits beste-
3 Das Wort ist ein Akronym fu¨r Information Wide Area Year.
4 DFN: Verein zur Fo¨rderung eines Deutschen Forschungsnetzes.
5 BMBF: Bundesministerium fu¨r Bildung und Forschung.
6 Heute: Fraunhofer-Gesellschaft (FhG).
7 DLR: Deutsche Zentrum fu¨r Luft- und Raumfahrt.
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henden Verbindungen wurden teilweise weiter hochgeru¨stet. An dieser Stelle sei schon
erwa¨hnt, dass im Zuge des GTBW-Projektes auch die Entwicklung der MetaMPICH-
Kommunikationsbibliothek initiiert wurde, auf die in dieser Arbeit in Kapitel 5.2 noch
detailliert eingegangen wird.
Das VIOLA-Testbed Das VIOLA-Testbed8 ist ebenfalls ein deutsches Projekt, das
von dem DFN und dem BMBF initiiert und gefo¨rdert wurde. ¨Ahnlich wie das GTBW-
Projekt basiert auch das VIOLA-Projekt auf der Installation einer neuen Weitverkehrs-
infrastruktur (X-WiN), mit deren Errichtung im Raum Aachen/Bonn/Ko¨ln (mit einer
Erweiterung nach Bayern) im Jahre 2004 begonnen wurde. Anders als beim GTBW
lag bei VIOLA jedoch der Fokus nicht hauptsa¨chlich auf Metacomputing, vielmehr
sollten die Aspekte der neuen Hochleistungsinfrastruktur u¨ber alle Netzwerkschich-
ten hinweg untersucht werden, wobei unter anderem auch die Evaluierung verschie-
dener Signalisierungstechniken9 sowie die Entwicklung einer dynamischen Bandbrei-
tenzuteilung u¨ber entsprechende Netzwerkdienste im Vordergrund standen [137, 138].
Nichtsdestoweniger wurden auch im Rahmen dieses Projektes wieder geografisch ver-
teilte Rechenressourcen (diesmal hauptsa¨chlich COWs) zur Verarbeitung großer par-
alleler Anwendungen miteinander gekoppelt, wobei ein besonderes Augenmerk auf
dem reibungslosen Zusammenspiel der Dienste und Protokolle in den verschiedenen
Netzwerkschichten lag [15, 27].
3.1.2 Der Metacomputer als heterogenes System
¨Ubertra¨gt man das Konzept der nachrichtenbasierten Parallelverarbeitung auf das hier-
archische System eines Metacomputers, so wird man schnell erkennen, dass eine Be-
ru¨cksichtigung der unterliegenden Hardware-Strukturen bei Berechnung und Kommu-
nikation unumga¨nglich ist. Konnte man bei dem Einsatz reiner Multiprozessorsysteme
sowie dedizierter Cluster-Systeme, wie sie in Kapitel 2.2 vorgestellt wurden, noch von
einer gleichma¨ßigen Verteilung der Rechenleistung und von einer homogenen Kom-
munikationscharakteristik fu¨r alle Prozessoren ausgehen, so ist dies im Falle eines Me-
tacomputers nicht mehr gegeben: Unterschiedliche Prozessorleistungen, unterschied-
liche Anzahlen an Prozessoren je Metahost und unterschiedliche Kommunikationsin-
frastrukturen fu¨hren zu einem stark heterogenen Gesamtsystem, in dem jeweils das
schwa¨chste Glied die Gesamtleistung zu limitieren droht. Insbesondere die koppeln-
den Netze zwischen den jeweiligen Metahosts stellen in der Regel einen erheblichen
Flaschenhals dar10, den es bei der Kommunikation zu beru¨cksichtigen gilt. Abbildung
3.1, in der ein Metacomputer mit drei verschiedenen Metahosts dargestellt ist, soll
dies noch einmal anschaulich verdeutlichen: Die Anzahl der internen Netzwerkkno-
ten variiert je nach betrachtetem Metahost (Cluster A hat 10 Knoten, Cluster B nur 8
und Cluster C hingegen 16 Knoten), wobei auch die internen Netzwerke verschieden
sind (Cluster A verfu¨gt u¨ber ein Switch-Netzwek, Cluster B basiert auf einer Ring-
Topologie und Cluster C ist offensichtlich als 2D-Gitter aufgebaut). Daru¨ber hinaus
ko¨nnen die Knoten je Cluster eine unterschiedliche Anzahl an CPUs beziehungsweise
8 VIOLA: Vertically Integrated Optical Testbed for Large Applications.
9 Sprich: auf Router- oder Switch-Ebene.
10 wenn nicht in der Bandbreite, dann aber mit Sicherheit in der Latenz
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Cores sowie natu¨rlich unterschiedliche Taktfrequenzen aufweisen – ja sogar die ver-
wendete CPU-Architektur samt Befehlssatz kann zwischen den Metahosts variieren.
Cluster C
Cluster A
Cluster B
WAN
Abbildung 3.1: Beispiel eines Metacomputers aufgebaut aus Clustern mit unterschied-
licher Knotenanzahl und verschiedenen internen Netzwerktopologien
Mo¨chte man in einem solchen System die erzielbare Gesamtleistung optimieren, muss
man zuna¨chst eine Lastbalancierung durchfu¨hren, so dass alle Prozessoren zwischen
den impliziten Synchronisationspunkten (diese ergeben sich, wie in Kapitel 2.1.3 be-
reits einleitend beschrieben, durch die jeweilige Nachrichtenu¨bergabe) jeweils etwa
gleich lange aktiv rechnend sind und es somit zu keinen unno¨tigen Wartephasen bei
den Prozessoren kommt. La¨sst sich ein solches Lastverteilungsschema noch relativ
einfach durch geeignete Balancierungs- und Ausgleichsalgorithmen, die neben dem
jeweiligen Problemen auch die entsprechenden Prozessorleistungskennzahlen als Ein-
gabe erhalten, durchfu¨hren, so ist die Beru¨cksichtigung der heterogenen Kommunika-
tionsstrukturen schon deutlich komplizierter.11 Dies liegt zum einen an den verschie-
denen mo¨glichen Topologien der koppelnden Netze zwischen den Metahosts, wie sie
in Kapitel 5.1.2 noch genauer diskutiert werden. Zum anderen ist innerhalb der Meta-
hosts eine Vielfalt verschiedener dedizierter Netzwerktechnologien mit entsprechend
vielfa¨ltigen Protokollen und Topologien denkbar, die zur optimalen Nutzung des Ge-
samtssystems ebenfalls optimal unterstu¨tzt und mo¨glichst effizient ausgenutzt werden
sollen.
11 Auf beide Aspekte wird spa¨ter in Kapitel 7.1.3 noch genauer eingegangen.
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3.1.3 Vom Meta- zum Grid-Computing
Die bisherigen Ausfu¨hrungen u¨ber Metacomputer und die praktischen Erkenntnisse
aus den fru¨hen Metacomputing-Experimenten verdeutlichen die Schwierigkeiten, die
bei der Konfiguration eines Metacomputing-Systems entstehen ko¨nnen. Neben den
Problemen der heterogenen Hardware-Strukturen waren es insbesondere die unter-
schiedlichen Software-Standards und Dienststrukturen, wie sie an den verschiedenen
Rechenzentren der Welt eingesetzt wurden, die um das Jahr 1999 Ian Foster und
Carl Kesselman zum Entwurf einer neuen Philosophie in Bezug auf zuku¨nftige glo-
bale Rechnerinfrastruktur veranlassten – der Begriff des Grid-Computings war gebo-
ren [82]. Wa¨hrend beim Metacomputing die explizite Beru¨cksichtung der heterogenen
Hardware-Strukturen zum Erzielen einer optimalen Leistung verlangt wird, folgt die
Idee des Grid-Computings mehr dem Wunsch des Benutzers nach Transparenz und
Einheitlichkeit, wie sie sich zumindest in Bezug auf Software und Dienstschnittstellen
oftmals ohne gro¨ßere Leistungsverluste erreichen lassen. In den Folgejahren wurden
unter dem Schlagwort des Grids sta¨ndig weitere Aspekte einer global vernetzten Infra-
struktur subsumiert, wie zum Beispiel auch der Begriff des e-Science, unter dem die
Beschreibung, Katalogisierung und Verwaltung von gigantischen Datenmengen, wel-
che durch Einrichtungen wie Synchrotrons, Satelliten und Teleskope kontinuierlich
anfallen, aber auch deren Weiterverarbeitung mit Hilfe von verteilten Rechenressour-
cen verstanden wird [124]. In Zukunft sollen neben Forschung und Entwicklung auch
andere Bereiche, wie staatliche Verwaltungsinstitutionen und gemeinnu¨tzige Organi-
sationen, aber auch kommerzielle Firmen von dieser globalen Infrastruktur12 profitie-
ren ko¨nnen. Die entsprechenden Schlagworte fu¨r diese zuku¨nftig koexistente Nutzung
des Grids heißen entsprechend e-Government, e-Services und e-Business [160] – man
erkennt schon, dass diese Aspekte weit außerhalb des Fokus dieser Arbeit liegen.
Dennoch sollen im Folgenden noch einige solche Konzepte und Standards des Grid-
Computings etwas genauer vorgestellt werden, bei denen ein thematischer Zusam-
menhang mit dem Begriff des Metacomputings zumindest noch offensichtlich ist. Ei-
ne grundlegende Idee bei der Einrichtung einer Grid-Infrastruktur ist das Prinzip der
”
virtuellen Organisationen“ [87]. Eine virtuelle Organisation ist dabei ein dynamischer
Zusammenschluss verschiedener realer Organisationen, Institutionen und Firmen mit
dem Ziel einer gemeinsamen, koordinierten Ressourcenteilung. Gemeinsame Ressour-
cen ko¨nnen hier wieder gemeinsame Datenpools sein, aber auch die Nutzung entfern-
ter Software oder der direkte Zugang zu entfernten Rechenressourcen fallen hier unter
diesen Begriff. Das Konzept der virtuellen Organisationen hilft dabei das Prinzip der
verteilten Problemlo¨sung in einem Grid entscheidend zu vereinfachen und zu verbes-
sern. So sind die Beziehungen zwischen den Teilnehmern der virtuellen Organisatio-
nen sehr flexibel: Beziehungsverha¨ltnisse ko¨nnen schnell gea¨ndert und neue Verha¨lt-
nisse rasch definiert werden. Obwohl diese Beziehungsverha¨ltnisse dezentral im Grid
verwaltet werden, ko¨nnen mit Hilfe von virtuellen Organisationen Zugriffsrechte sehr
gut gesteuert und so die entsprechende Sicherheit garantiert werden.
12 Sprich: dem Grid.
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Das Globus-Toolkit Eine der ersten Initiativen zur Schaffung eines De-facto-Grid-
Standards in Anlehnung an das Prinzip der virtuellen Organisationen war die Ent-
wicklung des Globus-Toolkits, dessen Wurzeln in dem schon auf Seite 35 beschrie-
benen I-WAY-Projekt liegen. Die Entwicklung dieses Software-Paketes wurde bereits
im Jahre 1995 als ein Open-Source-Projekt unter der Leitung der sogenannten Globus
Alliance begonnen und die Weiterentwicklung dauert auch heute noch an [128]. Die
in diesem Projekt entwickelten Bibliotheken, Werkzeuge und Dienstprogramme ha-
ben sich gerade aufgrund der Open-Source-Eigenschaften weit im Bereich des Grid-
Computings verbreitet, zumal das Globus-Toolkit seit seiner ersten Version schon in
diversen gro¨ßeren Grid-Projekten zum Einsatz gekommen ist [86]. Das Paket entha¨lt
unter anderem Software fu¨r Ressourcen- und Datenmanagement, Sicherheitsaspek-
te, Fehlererkennung und Fehlerbehandlung sowie fu¨r elementare Kommunikation und
den Informationsaustausch in einem Grid und liegt zurzeit in seiner Version 4 vor [85].
Das UNICORE-System UNICORE13 ist ein Software-Projekt, dessen Entwick-
lung schon 1997 mit dem Ziel begonnen wurde, einen vereinfachten, intuitiven und si-
cheren Zugang zu den HPC-Ressourcen deutscher Rechenzentren zu ermo¨glichen. Im
Gegensatz zum Globus-Toolkit, das mehr eine Sammlung verschiedener Dienste und
Werkzeuge darstellt, ist UNICORE eine einheitliche Middleware, die dem Benutzer
in Form eines vertikal-integrierten Client-Server-Systems den einfachen Zugriff auf
die heterogen verteilten Ressourcen u¨ber ein grafisches Frontend ermo¨glicht [71, 222].
UNICORE wurde und wird stetig weiterentwickelt und liegt zurzeit in seiner Version 6
vor, die unter anderem auch als Zugangssoftware zu so großen Infrastrukturprojekten
wie DEISA14 oder das D-Grid verwendet wird [61, 56].
Der OGSA-Standard
Die Open Grid Services Architecture (OGSA) ist ein offener Grid-Standard [83, 125],
der vom Global Grid Forum (GGF) entwickelt wird und hauptsa¨chlich auf der vor-
handenen Basis von Web-Services aufsetzt. Gema¨ß dem World Wide Web Consortium
(W3C) ist ein Web-Service ein Software-System, das eine interoperable Computer-zu-
Computer-Interaktion ermo¨glicht [245]. Dabei kann man einen Web-Service als eine
Art Remote Procedure Call (RPC) verstehen, der auf einem entfernten Rechner eine
Anfrage startet und schließlich ein Ergebnis zuru¨ckliefert. Anfrage und Ergebnis wer-
den dabei u¨ber das
”
Web“, also namentlich u¨ber das Internet (per TCP/IP) in Form
von XML-codierten Daten gema¨ß dem Simple Object Access Protocol (SOAP) durch-
gefu¨hrt [247, 213], wobei die SOAP-Rahmen jedoch prinzipiell unabha¨ngig vom unter-
liegenden Transportprotokoll sind. Die Verwandtschaft mit Web-Services schla¨gt sich
bei OGSA auch in der Verwendung (und der teilweisen Erweiterung) von standardi-
sierten und XML-basierten Protokollen und Sprachen wie SOAP wieder. Dabei bietet
OGSA eine transparente Sicht sowohl auf lokale als auch auf entfernte Ressourcen,
wobei aber trotzdem die Lokalita¨t einer Ressource durchaus zur Optimierung ausge-
nutzt werden kann. Der Standard macht dabei keinerlei Aussagen u¨ber Implemen-
tierungsdetails, weder u¨ber Programmiersprachen, Programmiermodelle, noch u¨ber
13 UNICORE: Uniform Interface to Computing Resources.
14 DEISA: Distributed European Infrastructure for Supercomputing Applications.
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Programmier- und Ausfu¨hrungsumgebungen, sondern er erlaubt es, die zu implemen-
tierenden Grid-Dienste auf vorhandene native Dienste abzubilden. OGSA definiert da-
zu einen ganzen Satz an Schnittstellen fu¨r das dynamische Zusammenspiel dieser Grid-
Dienste (zum Beispiel das Web Services Resource Framework, WS-RF [246]), welche
selber wiederum durch ihre Eigenschaften und ihr Verhalten definiert sind. So sind
Aspekte dieses Zusammenspiels zum Beispiel die dynamische Erzeugung und das Er-
kennen oder genauer das Auffinden von Grid-Diensten, wobei die Dienste unabha¨ngig
voneinander kontrollierbar und erweiterbar sein sollten. Dazu werden im Rahmen von
OGSA Konventionen zum Beispiel u¨ber Namensgebung und Fehlerbehandlung fest-
gelegt und schließlich werden Vereinbarungen u¨ber Authentifizierung und Rechtever-
gabe innerhalb der virtuellen Organisationen getroffen. Sowohl das Globus-Toolkit als
auch UNICORE sind inzwischen beide OGSA-konform, so dass sie auch gemeinsam
in einem Grid kooperativ eingesetzt werden ko¨nnen.
3.2 Transportprotokolle fu¨r Weitverkehrsnetze
Nach dem Exkurs des vorangegangenen Absatzes in die doch eher abstrakte Welt der
Protokolle und Dienste des Grid-Computings sollen in diesem Kapitel nun wieder et-
was konkreter einige Transportprotokolle vorgestellt werden, wie sie, zumeist dem
Internet entlehnt, auch in dedizierten Grid- oder Metacomputing-Umgebungen einge-
setzt werden ko¨nnen.
3.2.1 Das Transmission Control Protocol (TCP)
Wie schon in Kapitel 2.3.2 erwa¨hnt, ist TCP ein zuverla¨ssiges und verbindungsorien-
tiertes Transportprotokoll.
”
Verbindungsorientiert“ heißt dabei, dass die kommunizier-
ten Daten von dem Protokoll nicht als Nachrichten fester La¨nge, sondern als kontinu-
ierlicher Byte-Strom aufgefasst werden. Das wiederum bedeutet, dass man mit dem
ebenfalls in Kapitel 2.3.2 auf Seite 25 beschriebenen Socket Interface die Datenmen-
gen x und y zum Beispiel durch zweimaliges Aufrufen der send()-Funktion verschi-
cken kann, diese aber auf Empfa¨ngerseite durch einen einzigen Empfangsaufruf mit
der Datenmenge z = x + y aus der Verbindung geholt werden ko¨nnen.
”
Zuverla¨ssig“
hingegen bedeutet, dass die einzelnen Transporteinheiten (die sogenannten Segmente)
so durchgehend nummeriert werden, dass sie zum einen auf Empfa¨ngerseite immer
wieder in die richtige Reihenfolge gebracht werden ko¨nnen und zum anderen eventu-
ell verloren gegangene Segmente erkannt und entsprechend erneut angefordert werden
ko¨nnen.15
Flusssteuerung (Flow Control)
Um eine zuverla¨ssige und geordnete ¨Ubertragung der Daten garantieren zu ko¨nnen,
beno¨tigt das TCP-Protokoll sowohl auf Sender- als auch auf Empfa¨ngerseite zusa¨tzli-
15 Das unterliegende IP-Protokoll ist hingegen nicht zuverla¨ssig, was bedeutet, dass hier einzelne
IP-Pakete, in denen die TCP-Segmente eingebettet werden, verzo¨gert und/oder verworfen werden
ko¨nnen, so dass die Zustellreihenfolge der TCP-Segmente nicht eindeutig ist.
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che Puffer, in denen die noch nicht quittierten beziehungsweise noch nicht ausgelese-
nen Segmente zwischengespeichert werden. Ist dieser Puffer auf Empfa¨ngerseite voll,
so mu¨ssen alle weiterhin eintreffenden Segmente zwangsla¨ufig verworfen werden. Aus
diesem Grund ist im TCP-Protokoll eine Flusskontrolle implementiert, die dafu¨r sorgt,
dass der Sender nicht schneller Segmente verschickt, als der Empfa¨nger aktuell emp-
fangen kann. Dazu beno¨tigt der Sender die Information, wie viel Platz noch im Emp-
fangspuffer frei ist, die er vom Empfa¨nger zusammen mit den Quittierungsnachrichten
erha¨lt. Mit dieser Information und dem eigenen Wissen, wie viele Segmente der Sender
schon abgeschickt hat, die noch nicht vom Empfa¨nger quittiert wurden,16 kann dieser
berechnen, wie viele weitere Segmente er gegenwa¨rtig absetzen darf. Eine wichtige
Gro¨ße in diesem Zusammenhang ist das sogenannte
”
Latenz-Bandbreiten-Produkt“,
das ein Maß fu¨r die Kapazita¨t (in Byte) des jeweiligen ¨Ubertragungsmediums ist. Me-
dien oder genauer Verbindungen, die einen hohen solchen Wert aufweisen, haben eine
entsprechende hohe Kapazita¨t, was bedeutet, dass sich bei ihnen gleichzeitig sehr viele
Daten im Transfer befinden ko¨nnen. Will man in solchen Fa¨llen, wie sie typischerwei-
se bei schnellen WAN-Verbindungen vorkommen, die zur Verfu¨gung stehende Band-
breite durch eine optimale Segmentrate ausnutzen, so mu¨ssen auch angemessen große
Sende- und Empfangspuffer im TCP-Protokoll zur Verfu¨gung gestellt werden, damit
der Sender nicht unno¨tig die Segmente verzo¨gert.
¨Uberlaststeuerung (Congestion Control)
Erha¨lt ein Sender innerhalb einer bestimmten Zeitspanne keine Quittierungsnachricht
fu¨r die bereits abgesetzten Segmente, so geht er davon aus, dass diese auf dem Weg
zum Empfa¨nger verloren gegangen sind und wird versuchen, diese erneut zuzustel-
len.17 Ein Problem entsteht hier jedoch, wenn diese Segmente nicht zum Beispiel auf-
grund von ¨Ubertragungsfehlern verloren gegangen sind, sondern wegen einer ¨Uber-
lastung von Netzwerk-Routern einfach verworfen wurden. Beginnen nun na¨mlich alle
Sender in einer solchen Stausituation direkt wieder mit der erneuten ¨Ubertragung aller
ausstehenden Segmente, so wird die Belastung der Router nicht vermindert, sondern
unter Umsta¨nden gar noch erho¨ht. Aus diesem Grund wurden im Laufe der Zeit ver-
schiedene Algorithmen innerhalb des TCP-Protokolls implementiert, die alle dazu die-
nen sollen, solche ¨Uberlastsituationen zu vermeiden oder aufzulo¨sen. Bekannte Ver-
treter sind zum Beispiel TCP-Reno, TCP-Vegas, TCP-BIC und TCP-CUBIC [168, 199].
Allen diesen Algorithmen ist dabei gemein, dass die Segmentsenderate zu Beginn einer
¨Ubertragung nur langsam an die maximal mo¨gliche, durch die Flusssteuerung vorge-
gebene Senderate angena¨hert wird, und zum anderen, dass im Falle eines Segmentver-
lustes die Rate sofort wieder auf einen niedrigeren Anfangswert zuru¨ckgefahren wird,
um so eine Verstopfung des Netzes zu vermeiden. Der Unterschied zwischen diesen
Algorithmen liegt hingegen im Wesentlichen darin, auf Basis welcher Funktion die
Ratensteigerung nach Beginn oder nach einem Segmentverlust schließlich berechnet
wird.
16 Diese Segmente befinden sich noch
”
unterwegs“, sprich im Transfer.
17 Diese Zeitspanne wird auf Basis der sogenannten Round Trip Time (RTT) berechnet
(tRTT ∼ 2 · tLatency)
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Ein Problem dieser Algorithmen zur ¨Uberlaststeuerung ist jedoch, dass sie fu¨r Net-
ze ausgelegt sind, bei denen es viele
”
konkurrierende“ TCP-Stro¨me gibt, so dass es
u¨berhaupt zu einer solchen Stausituation kommen kann. Bei dedizierten WAN-Ver-
bindungen, wie sie in Grid- oder Metacomputing-Umgebungen ha¨ufig vorkommen,
bei denen die Leitung oder vielmehr eine bestimmte Bandbreite den Applikationen
zugesichert wird [202], ist ein Segmentverlust hingegen keinesfalls ein Indiz fu¨r ei-
ne Stausituation [74]. Trotzdem wird das TCP-Protokoll auch in einem solchen Fall
die Segmentrate zuna¨chst (unno¨tigerweise) drastisch reduzieren, um sie anschließend
langsam wieder in Richtung Maximum steigen zu lassen. Das gleiche Problem kann
prinzipiell auch in dedizierten LAN-Verbindungen auftreten, bei denen zum Beispiel
zwei Cluster u¨ber ein privates Ethernet gekoppelt sind,18 jedoch stellt sich das Pro-
blem bei WAN-Verbindungen als deutlich gravierender heraus, da es hier aufgrund
des hohen Bandbreiten-Latenz-Produktes (und damit der hohen Kapazita¨t des Netzes
beziehungsweise der entsprechend großen TCP-Puffer) unter Umsta¨nden sehr lange
dauern kann,19 bis die maximale Segmentrate wieder erreicht wird.
3.2.2 Alternative ¨Ubertragungsprotokolle
Das TCP-Protokoll ist das Standardtransportprotokoll des Internets, in dem sehr viele
und sehr unterschiedliche Datenstro¨me konkurrierend u¨ber weite Distanzen und viele
Netzknoten geleitet werden [192, 89]. Ein wichtiges Ziel des Protokolls ist dabei die
Gewa¨hrleistung der sogenannten Fairness, was bedeutet, dass in der Regel keine Ver-
bindung bevorzugt werden soll und dass, wie im vorangegangenen Abschnitt beschrie-
ben, bei einer Stausituation alle Partner einheitlich ihre Transferrate entsprechend re-
duzieren.20 Bei einer dedizierten Verbindung, bei der die verfu¨gbare Bandbreite einer
Anwendung jedoch exklusiv zur Verfu¨gung steht, ist diese Fairness von TCP hinge-
gen eher hinderlich, so dass
”
aggressivere“ Transportprotokolle in solchen Fa¨llen zu
oftmals deutlich besseren ¨Ubertragungsleistungen fu¨hren [185, 251].
UDP-basierte Transportprotokolle
Da das TCP-Protokoll als Teil des jeweiligen Betriebssystems innerhalb des Kernel-
Space21 implementiert ist, la¨sst es sich und seine Parameter nicht von der Anwen-
dungsebene (User-Space) aus beeinflussen. Zwar ist eine Manipulation der TCP-Im-
plementierung im Kernel theoretisch denkbar (und fu¨r Evaluationszwecke auch durch-
fu¨hrbar), jedoch mu¨ssten diese Vera¨nderungen dann in allen beteiligten Betriebssyste-
minstanzen des Metacomputers beziehungsweise des Grids durchgefu¨hrt werden, was
18
”
Privat“ bedeutet, dass die IP-Adressen dieses Netzes nicht von außen erreichbar sind.
19 In der Gro¨ßenordnung von bis zu einigen Minuten [74].
20 An dieser Stelle muss jedoch betont werden, dass die faire Verteilung der vorhandenen Bandbreiten
auf Basis von Socket-Verbindungen erfolgt, was bedeutet, dass ohne weitere Maßnahmen eine An-
wendung mit doppelt so vielen Verbindungen auch etwa doppelt so viel der verfu¨gbaren Bandbreite
zugeteilt bekommt. Diesen Umstand kann man sich zu Nutze machen, indem man gro¨ßere Nach-
richten u¨ber mehrere parallele Verbindungen verteilt verschickt (→ Message Striping), wie es zum
Beispiel auch von der sogenannten PSockets-Bibliothek umgesetzt wird [209].
21 Sprich: innerhalb des Betriebssystemkerns.
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in der Regel nicht praktikabel ist. Eine Lo¨sung dieses Problems stellt nun die Reim-
plementierung eines zuverla¨ssigen und somit TCP-a¨hnlichen Transportprotokolls im
User-Space dar, dessen Parameter sich dann auch von der Anwendungsebene aus ent-
sprechend beeinflussen lassen. Leider la¨sst sich ein solches Protokoll nicht direkt auf
der IP-Schicht aufsetzen, da auch auf deren Schnittstelle nur aus dem Kernel heraus
und/oder mit privilegierten Rechten zugegriffen werden darf, so dass man gezwungen
ist, eine Schicht ho¨her auf das nicht-zuverla¨ssige, datagrammbasierte UDP-Protokoll22
zum Versenden des segmentierten Datenstroms zuru¨ckzugreifen. Obwohl sich damit
der Protokollstapel und somit der Verwaltungsaufwand gegenu¨ber der direkten Nut-
zung von TCP erho¨ht, kann der Vorteil einer mo¨glichen Einflussnahme auf die Para-
meter von Fluss- und ¨Uberlaststeuerung des neuen Transportprotokolls insbesondere
in Grid-Umgebungen deutlich u¨berwiegen [115, 237]. Aus diesem Grund wurden mit
WAMP [233], RBUDP [120], FOBS [62], SABUL [114] und UDT [116] (um nur einige
zu nennen) schon mehrere solcher User-Space-Transportprotokolle entwickelt, wobei
UDT23 zurzeit wohl das popula¨rste Projekt darstellt [117].
Das Stream Control Transmission Protocol (SCTP)
Dieses Protokoll ist ein noch relativ neues Transportprotokoll, das aber inzwischen
auch schon innerhalb des Linux-Kernels implementiert ist [220, 221, 249]. Wie TCP
ist SCTP ein verbindungsorientiertes und zuverla¨ssiges ¨Ubertragungsprotokoll, das je-
doch noch einige zusa¨tzliche Eigenschaften besitzt, die in TCP so nicht verfu¨gbar sind.
So ko¨nnen innerhalb einer einzelnen SCTP-Verbindung, die in diesem Fall auch als
Association bezeichnet wird, gleichzeitig mehrere parallele Kana¨le (sogenannte Stre-
ams) vorhanden sein, u¨ber die Nachrichten unabha¨ngig voneinander verschickt wer-
den ko¨nnen. Das Protokoll stellt dabei sicher, dass innerhalb eines solchen Streams
die Sende- und die Empfangsreihenfolge der Daten beibehalten werden. Das Proto-
koll fasst dabei die Daten (anders als TCP) nicht als kontinuierlichen Byte-Strom auf,
sondern als Strom von Nachrichten mit einer jeweils konkreten La¨nge, die auch auf
Empfa¨ngerseite noch sichtbar ist. Das bedeutet, dass zwei versendete Nachrichten der
La¨ngen x und y auch u¨ber entsprechend zwei Aufrufe der recv()-Funktion (wie-
der mit den La¨ngen x und y) aus dem Stream ausgelesen werden mu¨ssen. Neben der
Unterstu¨tzung der bereits in Kapitel 2.3.2 auf Seite 25 vorgestellten BSD Socket API
stellt das Protokoll u¨ber eine zusa¨tzliche Schnittstelle auch noch weitere Funktionen
zur Verfu¨gung, u¨ber die sich weitere spezielle Eigenschaften von SCTP ausnutzen las-
sen. So bietet das Protokoll zum Beispiel eine sogenannte Multihoming-Unterstu¨tzung,
mit der sich u¨ber die Funktion sctp_bindx() gleichzeitig mehrere IP-Adressen an
eine Association binden lassen. Auch wenn sich die Fluss- und ¨Uberlassteuerungsal-
gorithmen von SCTP stark an denen von TCP orientieren, bietet sich das Protokoll
aufgrund seiner zusa¨tzlichen Mo¨glichkeiten gegenu¨ber TCP prinzipiell auch fu¨r den
Nachrichtenaustausch in Grid- und Metacomputing-Umgebungen an [35, 172, 134, 135].
22 UDP: User Datagram Protocol.
23 UDT: UDP-based Data Transfer Protocol.
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Transparent Inter-Process Communication (TIPC)
An dieser Stelle sei erwa¨hnt, dass mit TIPC ein weiteres Socket-basiertes Kommuni-
kationsprotokoll in den letzten Jahren in den Linux-Kernel aufgenommen wurde, das
aber hauptsa¨chlich fu¨r die Kommunikation innerhalb von Clustern gedacht ist, um
dort fu¨r Netzwerkanwendungen den Verwaltungsaufwand des sonst u¨blichen TCP/IP-
Protokollstapels zu eliminieren [230]. Auch wenn sich dieses Protokoll nicht fu¨r den
Einsatz in Weitverkehrsnetzen eignet, ko¨nnte es aufgrund seiner streng hierarchischen
Netzwerkgliederung (das Protokoll unterscheidet in seiner Adressstruktur zwischen
Knoten, Clustern und Zonen) zur lokalen Kopplung von Clustern im Sinne von Ad-
hoc-Metacomputern unter Umsta¨nden sinnvoll einsetzbar sein, wie es auch erste Er-
gebnisse bei seinem Einsatz zur Parallelverarbeitung nahezulegen scheinen [34].
3.3 Fazit
Nachdem in Kapitel 2 schon der immense Bedarf an Rechenleistung zur Lo¨sung großer
Probleme und die daraus folgende Konsequenz der Bu¨ndelung von Prozessoren zu
Parallelrechnern dargelegt wurden, ist in diesem Kapitel der na¨chste logische Schritt
mit dem Ziel einer weiteren Erho¨hung der verfu¨gbaren Leistung beschrieben worden:
die Kopplung von unter Umsta¨nden auch weit entfernten Rechenressourcen zur ei-
ner weiteren Parallelrechnerarchitektur – dem Metacomputer. Auch diese Architektur-
form kann wiederum unterschiedliche Auspra¨gungen haben. So ist sowohl die Ad-hoc-
Kopplung von lokalen Parallelrechnern, die Erweiterung von Clustern zu
”
Clustern aus
Clustern“, aber auch der Zusammenschluss von mehreren Rechenzentren u¨ber Weit-
verkehrsnetze denkbar. Gerade Letzteres hat aufgrund der resultierenden Heterogenita¨t
in Bezug auf Hard- und Software auf der einen Seite und des trotzdem enormen Po-
tentials der gekoppelten Ressourcen auf der anderen Seite die Entwicklung des Grid-
Computings mit all seinen heutigen Werkzeugen, Schnittstellen und Standards maß-
geblich hervorgerufen. Dabei sind die Aspekte des Grid-Computings so mannigfaltig
geworden, dass viele seiner Bereiche inzwischen außerhalb des Fokus dieser Arbeit
stehen, so dass auf diese hier auch nicht na¨her eingegangen werden kann. Fu¨r eine um-
fassende ¨Ubersicht der Aspekte des Grid-Computings sei daher auf die weiterfu¨hren-
de Literatur, hier insbesondere auf die Werke von Foster und Kesselman, verwiesen
[82, 86, 14]. Ein anderer wichtiger Aspekt des Metacomputings, der auch in vielen Be-
reichen des Grid-Computings eine wichtige Rolle spielt, ist die Frage, u¨ber welche
Transportprotokolle die oftmals weit entfernten Ressourcen miteinander kommunizie-
ren sollen. Neben TCP, das quasi als Allzweckprotokoll sowohl in lokalen als auch in
Weitverkehrsnetzen weit verbreitet eingesetzt wird, konnte in verschiedenen Studien
gezeigt werden, dass andere Transportprotokolle insbesondere in dedizierten Meta- be-
ziehungsweise Grid-Computing-Umgebungen leistungsstarke Alternativen darstellen
ko¨nnen. Fu¨r einen ausfu¨hrlichen Leistungsvergleich verschiedener Transportprotokol-
le sei hier zum Beispiel auf Messungen verwiesen, die im Zusammenhang mit dem
VIOLA-Projekt durchgefu¨hrt worden sind [186, 185].
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Nachrichtenaustausches
Nachdem schon in Kapitel 2 allgemein auf das Prinzip der Kommunikation von Rech-
nern mit dem Ziel der Parallelverarbeitung eingegangen wurde, und auch schon im
vorherigen Kapitel 3 einige Aspekte der Kommunikation in Metacomputern diskutiert
wurden, sollen in diesem Kapitel nun Ansa¨tze und Werkzeuge zur Parallelisierung von
Anwendungen mit Nachrichtenaustausch noch genauer vorgestellt werden.
4.1 Parallelisierung mit Nachrichtenaustausch
Bei dem Programmiermodell des Nachrichtenaustausches wird in der Regel eine Par-
allelisierung auf Prozessebene angestrebt, wobei die parallelen Prozesse alle jeweils
u¨ber einen eigenen Adressraum verfu¨gen. Inter-Prozess-Kommunikation zur Synchro-
nisation und zum Datenaustausch ist hier nur u¨ber das Versenden und Empfangen von
Nachrichten mo¨glich. Die Parallelisierungsstrategie funktioniert nun so, dass man ver-
sucht, ein Problem oder genauer einen Algorithmus in mo¨glichst große unabha¨ngige
Teilaufgaben zu zerlegen. Am Ende dieser Teilaufgaben mu¨ssen sich die Prozesse dann
ihre Teilergebnisse in Form dieser Nachrichten explizit untereinander austauschen, da-
mit schließlich ein Gesamtergebnis berechnet werden kann.
Ein einfaches Parallelisierungsbeispiel Als Beispiel sei hier das klassische
Problem der parallelen Addition von Zahlen erwa¨hnt: n Prozessoren sollen m Zahlen
mo¨glichst schnell zu einer Gesamtsumme addieren. Bei einer Parallelisierung mittels
Nachrichtenaustausches wu¨rde man nun zuna¨chst die m Zahlen auf die n Prozessoren
verteilen, die dann anschließend diese Zahlen parallel addieren, so dass n Zwischen-
summen entstehen. Diese n Zahlen gilt es nun untereinander auszutauschen, um sie
zum Endergebnis zu verknu¨pfen. Hierzu kann man sich unterschiedliche Kommuni-
kationsmuster vorstellen, wobei man sich u¨berlegen muss, wo, das heißt bei welchem
Prozessor respektive bei welchen Prozessoren, das Endergebnis schließlich vorliegen
soll. Dieses Problem ist fu¨r zwei mo¨gliche Kommunikationsmuster in Abbildung 4.1
veranschaulicht. Bei dem linken Kommunikationsmuster, dessen Implementierung in
Form von Pseudocode hier in Abbildung 4.2 wiedergegeben ist, liegt das Endergebnis
nur bei einem Prozessor vor, der hier also eine Sonderrolle einnimmt. Bei dem rechten
symmetrischen Kommunikationsmuster hingegen ist das Endergebnis schließlich bei
alle Prozessoren verfu¨gbar.1
1 Es sei hier erwa¨hnt, dass natu¨rlich auch das anfa¨ngliche Verteilen der Zahlen mit Kommunikation
verbunden sein kann.
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P0 P1 P2 P3 P0 P1 P2 P3
Abbildung 4.1: Beispiel, in dem n = 4 Prozessoren m = 16 Zahlen addieren
links: Endergebnis liegt schließlich nur bei Prozessor P0 vor
rechts: symmetrisches Berechnungs- und Kommunikationsschema
Addition von m Zahlen auf n Prozessen mit aufsteigender proc id (von 0 bis n-1):
ADD_LOCAL(IN n, IN m, IN proc_id, OUT local_result);
FOR i = 1 TO n
IF(proc_id MODULO (i * 2) EQUAL 0)
RECV(IN proc_id + i, OUT recv_buffer);
local_result = local_result + recv_buffer;
ELSE
SEND(IN proc_id - i, IN local_result);
BREAK
FI
NEXT i = i * 2
IF(proc_id EQUAL 0)
global_result = local_result;
FI
Abbildung 4.2: Pseudocode fu¨r das Parallelisierungsbeispiel der Addition von Zahlen
Das SPMD- und das MPMD-Paradigma
Ausgehend von der ¨Uberlegung, welche Rolle ein Prozess innerhalb des parallelen
Programmablaufs u¨bernehmen soll, lassen sich hier generell zwei Programmiermodel-
le unterscheiden. Das allgemeinere von beiden ist das sogenannte Multiple-Program-
Multiple-Data-(MPMD-)Paradigma, bei dem fu¨r die unterschiedlichen Aufgaben der
Prozesse innerhalb eines parallelen Laufs auch jeweils unterschiedliche Programme
zur Verfu¨gung gestellt werden. Im Extremfall fu¨hrt hier also jeder parallele Prozess
sein eigenes, auf ihn und seine Aufgabe zugeschnittenes Programm (→ Executable)
aus.
In der Praxis wird man einen solchen Extremfall aber nur sehr selten finden. Viel
o¨fter gibt es hingegen parallele Programme, die einem sogenannten Master-Worker-
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Ansatz folgen, bei dem es einen Prozess (den Master) gibt, der die Koordination, wie
zum Beispiel das Verteilen der Aufgaben und das spa¨tere Einsammeln der Ergebnisse,
der parallelen Bearbeitung u¨bernimmt. Dieser Ansatz folgt somit auch dem MPMD-
Paradigma, wobei man jedoch nur zwischen zwei Programmen unterscheiden muss:
dem des Masters und dem, das von den
”
Workern“ auszufu¨hren ist.
Beim zweiten der beiden oben erwa¨hnten Programmiermodelle, dem Single-Program-
Multiple-Data-(SPMD-)Paradigma, wird schließlich allen parallelen Prozessen nur ein
einziges Programm zur Verfu¨gung gestellt. Damit die parallelen Prozesse in diesem
Programm nun aber nicht alle die gleiche Teilaufgabe u¨bernehmen,2 mu¨ssen sich die
gestarteten Prozesse innerhalb des Programms zum Beispiel anhand von Identifikati-
onsnummern eindeutig unterscheiden lassen, wie es zum Beispiel auch im Pseudocode
aus Abbildung 4.2 anhand der proc id gemacht wurde.
Statische und dynamische Prozesserzeugung
Die Frage, welcher Prozess welches Programm ausfu¨hren soll, fu¨hrt gleich zu einer
weiteren ¨Uberlegung, na¨mlich der Frage, wie und wann die beteiligten Prozesse fu¨r
die parallele Bearbeitung erzeugt werden sollen. Bei der statischen Prozesserzeugung
werden alle Prozesse gleich zu Beginn des parallelen Programmlaufes erzeugt, und
zwar in der Regel jeweils ein Prozess pro verfu¨gbarem Prozessor. Die Verteilung und
das Starten der Prozesse werden dabei gewo¨hnlich u¨ber einen Scheduler vollzogen, der
auch garantiert, dass jedem gestarteten Prozess die ihm zugeteilte CPU auch wa¨hrend
des gesamten Programmlaufes als exklusive Ressource weiterhin zur Verfu¨gung steht.
Wesentlich flexibler, aber auch viel komplizierter zu koordinieren ist hingegen die
dynamische Prozesserzeugung, die in der Praxis oftmals in Zusammenhang mit dem
MPMD-Paradigma vertreten ist. Bei dieser Variante haben die Prozesse die Mo¨glich-
keit, zur Laufzeit weitere Kindsprozesse zu erzeugen.3 Es stellt sich dabei jedoch die
Frage, wo, das heißt auf welchen Prozessoren, solche dynamisch neu hinzukommen-
den Prozesse gestartet werden sollen und welches Programm oder genauer welches
Executable sie anschließend ausfu¨hren sollen. Auch muss geregelt werden, ob sich
solche dynamischen Prozesse vorzeitig wieder selber beenden ko¨nnen und ob dabei
die Elternprozesse auf deren Beendigung warten oder nach der Erzeugung selber mit
ihren eigenen Berechnungen fortfahren. Obwohl dieses Programmiermodell aufgrund
seiner Flexibilita¨t auf den ersten Blick als sehr vorteilhaft erscheinen mag, ko¨nnen die
damit auftretenden Fragen bezu¨glich der Prozessverwaltung sowie der oftmals nicht
unerhebliche Mehraufwand, den eine Prozesserzeugung oder Terminierung zur Lauf-
zeit mit sich bringt, sehr wohl starke Gegenargumente darstellen.
Programmierschnittstellen
Der eigentliche Vorgang eines Nachrichtenaustausches, also das Abwickeln der jewei-
ligen Kommunikationsprotokolle der verschiedenen Netzwerkschichten bis hinunter
2 Sprich: nicht alle die gleichen Bereiche der Daten bearbeiten und so nicht die gleichen Teilergebnisse
berechnen.
3 In der englischsprachigen Literatur wird dieser Vorgang oftmals als Process Spawning bezeichnet.
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zur ¨Ubertragung der Nachricht u¨ber das physische Medium, ist systemnah und in der
Regel zu komplex, als dass seine Umsetzung in das Aufgabengebiet eines Applikati-
onsprogrammierers geho¨rt. Vielmehr steht dem Programmierer von parallelen Anwen-
dungen dazu Middleware in Form von Kommunikationsbibliotheken zur Verfu¨gung,
die die Kommunikationsvorga¨nge entsprechend umsetzen und die dazu no¨tigen kom-
plexen Abla¨ufe durch eine Programmierschnittstelle vor dem Applikationsprogram-
mierer verbergen.
Solche Kommunikationsbibliotheken bieten dabei in der Regel neben einfachen Sende-
und Empfangsfunktionen zum Weiterleiten der Nachrichten auch ein entsprechendes
Sitzungsmanagement zum transparenten Einrichten (und ggf. auch Wiederabbauen)
der beno¨tigten Kommunikationsbeziehungen sowie eine Laufzeitumgebung, die fu¨r
das Starten (und ggf. auch wieder das spa¨tere Beenden) der parallelen Prozesse ver-
antwortlich ist. Daru¨ber hinaus ko¨nnen solche Bibliotheken u¨ber diverse weitere Funk-
tionalita¨ten verfu¨gen, die dem Applikationsprogrammierer zum Beispiel eine einfa-
che Abwicklung sogenannter kollektiver Kommunikationsschemata (→ Kapitel 4.2.3)
oder die transparente Konvertierung von Daten ermo¨glichen.
Im Laufe der Zeit wurden von verschiedenen Gruppen die unterschiedlichsten Auspra¨-
gungen solcher Kommunikationsbibliotheken implementiert, wobei sich deren jewei-
liges Design oftmals an den Bedu¨rfnissen bestimmter Typen paralleler Algorithmen
oder an den Architekturen der jeweiligen Zielplattformen orientierte. Im Folgenden
soll eine lose Liste einen kurzen historischen ¨Uberblick u¨ber einige dieser Projekte
geben, wobei betont werden muss, dass diese Liste hier keinesfalls vollsta¨ndig ist.
Vielmehr entha¨lt sie vor allem solche Projekte, die auch einen Einfluss auf die spa¨tere
Entwicklung des MPI-Standards hatten, der in dieser Arbeit im folgenden Kapitel 4.2
noch genauer erla¨utert werden soll.
• NX, NX/2 und NX/M [190]
... sind verschiedene Versionen einer betriebssysteminternen Kommunikations-
bibliothek, die von der Firma Intel zusammen mit ihren damaligen Generationen
an dedizierten Multicomputern (wie zum Beispiel der Intel Paragon) vertrieben
wurde.
• Express [184]
... ist eine kommerzielle, aber portable Sammlung von verschiedenen Werkzeu-
gen der Firma Parasoft zur Parallelisierung von Anwendungen. Neben einer Bi-
bliothek zum Nachrichtenaustausch entha¨lt diese Sammlung auch Werkzeuge
zum Debuggen paralleler Programme sowie zur Verwaltung und Visualisierung
verteilter Daten.
• Zipcode [210]
... ist ebenfalls ein Software-System zum Nachrichtenaustausch, das am Cali-
fornia Institute of Technology (Caltech) entwickelt wurde und insbesondere in
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Bezug auf das Adressierungsschema von Nachrichten einen starken Einfluss auf
den spa¨teren MPI-Standard haben sollte.
• P4 (Portable Programs for Parallel Processors) [42]
... wurde am Argonne National Laboratory (ANL) entwickelt und entha¨lt neben
einer Socket-basierten Schnittstelle zum Nachrichtenaustausch auch Funktionen
zur Unterstu¨tzung der Parallelisierung auf Systemen mit gemeinsamem Spei-
cher.
• PARMACS [43]
... ist eine Erweiterung des P4-Systems, das hauptsa¨chlich die Schaffung einer
makrobasierten Fortran-Schnittstelle zum Ziel hatte.
• Chameleon [110]
... ist im eigentlichen Sinne keine eigensta¨ndige Kommunikationsbibliothek, son-
dern bietet vielmehr eine einheitliche, portable und makrobasierte Schnittstelle
zu verschiedenen Kommunikationsbibliotheken an. So ko¨nnen mit Chameleon
parallelisierte Programme zum Beispiel sowohl u¨ber NX als auch u¨ber P4 als
unterliegende Bibliotheken ohne weitere Anpassung kommunizieren.
• PVM (Parallele Virtuelle Maschine) [64]
... ist in dieser Liste wohl die einzige Kommunikationsbibliothek, die auch heute
noch neben MPI eine bedeutende Rolle spielt. Dabei wurde PVM urspru¨nglich
schon 1989 am Oak Ridge National Laboratory (ORNL) entwickelt, ist seitdem
aber kontinuierlich gepflegt worden und wurde inzwischen auch fu¨r den Einsatz
in Meta- und Grid-Computing-Umgebungen weiterentwickelt [92].
Betrachtet man allein den Umfang dieser (nicht vollsta¨ndigen) Liste, so wird man
schnell erkennen, dass eine portable Parallelisierung von Algorithmen aufgrund dieser
Vielfalt von unterschiedlichen Kommunikationsbibliotheken, die in der Regel alle u¨ber
eine eigene Programmierschnittstelle (→ API) verfu¨gen, ein schwieriges Unterfangen
darstellt. Zwar mag man argumentieren, dass bei einer Bindung eines parallelen Al-
gorithmus an eine dieser Bibliotheken man fu¨r eine Portierung des Algorithmus auf
eine neue Zielplattform
”
einfach“ die Kommunikationsbibliothek mitportieren mu¨sse.
Das Problem dabei ist jedoch, dass wa¨hrend die eigentlichen Algorithmen in der Regel
in einer standardisierten (und somit portablen) Hochsprache wie zum Beispiel Fortran
vorliegen, die unterliegenden Kommunikationsbibliotheken hingegen wesentlich sys-
temna¨her programmiert sind und dabei oftmals ausgiebigen Gebrauch von Funktionen
machen, die speziell auf die jeweiligen Zielplattformen zugeschnitten wurden und so-
mit nur schwer portabel sind (→ Low-Level API).
Die Lo¨sung fu¨r dieses Problem ist jedoch naheliegend: Man beno¨tigt eine standardi-
sierte Schnittstelle zwischen den portablen Applikationen und den speziellen Kom-
munikationsbibliotheken fu¨r die Zielplattformen. Diese ¨Uberlegung und der Bedarf
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nach einer einfachen Portierbarkeit von parallelen Algorithmen auf immer neuere Ge-
nerationen an Parallelrechnern fu¨hrte 1993 schließlich zur Definition einer solchen
einheitlichen Schnittstelle: dem Message Passing Interface (MPI).
4.2 Das Message Passing Interface (MPI)
Das Message Passing Interface ist eine reine Schnittstellenspezifikation, und somit im
Gegensatz zu den zuvor aufgelisteten Projekten keine Implementierung einer Kom-
munikationsbibliothek. Diese Spezifikation wird vom sogenannten MPI-Forum ent-
wickelt und liegt zurzeit in Form von API-Definitionen fu¨r die Programmiersprachen
Fortran-77, Fortran-90, C sowie C++ als Standard vor.
Die Ziele, die das MPI-Forum bei der Entwicklung dieser Spezifikation verfolgt haben,
werden von ihm wie folgt angegeben:
• Entwurf von einheitlichen APIs fu¨r wichtige Programmiersprachen zur einfa-
chen Portierung von parallelen Applikationen, wobei aber die zugrunde liegende
Semantik der Spezifikation sprachunabha¨ngig sein sollte
• Entwicklung eines Schnittstellendesigns, das sich ohne gro¨ßeren Aufwand und
ohne gravierende ¨Anderungen in den unterliegenden Systemschichten auf die
Plattformen einer Vielzahl von Herstellern abbilden la¨sst
• Ermo¨glichung von effizienten Kommunikationsvorga¨ngen, zum Beispiel durch
Vermeidung unno¨tiger Kopieroperationen und die Mo¨glichkeit zur Ausnutzung
von unterstu¨tzenden Einrichtungen wie Co-Prozessoren (→ RDMA)
• Erleichterung einer Entwicklung von Implementierungen auch fu¨r heterogene
Umgebungen
Der erste Entwurf dieser Spezifikation wurde im Jahre 1994 vero¨ffentlicht und ist heu-
te als
”
MPI-Standard 1.0“ bekannt [212]. Erste Korrekturen und Erweiterungen zu die-
ser Version wurden dann anschließend im Jahre 1995 unter der Bezeichnung MPI-
1.1 vero¨ffentlicht. Noch im gleichen Jahr begann das MPI-Forum mit der Diskussion
beno¨tigter Erweiterungen des Standards. So wurde neben weiteren Korrekturen und
Klarstellungen, die innerhalb dieses Prozesses als
”
Version 1.2 von MPI“ bekanntgege-
ben wurden, auch der Funktionsumfang zum Beispiel um paralleles File-IO und dyna-
mische Prozesserzeugung4 erweitert sowie die Sprachenbindung um die Unterstu¨tzung
von C++ erweitert. Das Resultat dieser Diskussion wurde dann schließlich 1997 un-
ter dem Titel
”
MPI-2: Erweiterungen des MPI-Standards“ [101] vero¨ffentlicht.5 In den
Folgejahren wurden fu¨r beide Dokumente (MPI-1.1 und MPI-2) weitere Errata heraus-
gegeben, die aber erst 2008 in die komplett u¨berarbeiteten Dokumente des Standards
mit den Namen MPI-1.3 und MPI-2.1 einflossen, wobei die Version 2.1 die komplette
4 MPI folgte bis dahin ausschließlich dem SPMD-Paradigma.
5 Die Beschreibung der Korrekturen und Klarstellungen mit dem Titel
”
Version 1.2 von MPI“ ist
ebenfalls ein Teil jenes Dokumentes.
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Version 1.3 beinhaltet und um die MPI-2 Funktionalita¨ten erga¨nzt [161].
Heute unterscheidet man daher zwei Kompatibilita¨tsebenen:
• Kompatibilita¨t mit MPI-1 bedeutet, dass eine MPI-Implementierung allen Spe-
zifikationen des MPI-Standards in der Version 1.3 genu¨gen muss
• Kompatibilita¨t mit MPI-2 heißt hingegen, dass die jeweilige MPI-Implemen-
tierung auch die Erweiterungen hin zur Version 2.1 des Standards anbieten muss.
Es sei hier erwa¨hnt, dass fu¨r viele Applikationen eine MPI-Bibliothek der Kompatibi-
lita¨tsebene MPI-1 vo¨llig ausreichend ist,6 die gleichen Applikationen aber auch auto-
matisch MPI-2-konform sind und somit mit einer MPI-Bibliothek der ho¨heren Ebene
MPI-2 betrieben werden ko¨nnen.
Zurzeit (Stand Fru¨hjahr 2009) bescha¨ftigt sich das MPI-Forum mit weiteren kleinen
Korrekturen des MPI-2.1-Standards, die jedoch keine Auswirkungen auf existierenden
Applikationscode haben werden und mit MPI-2.2 betitelt sind. Des Weiteren laufen
derzeit regelma¨ßige Diskussionen u¨ber gro¨ßere Erweiterungen des Standards, die in
absehbarer Zukunft unter dem Namen MPI-3.0 vero¨ffentlicht werden sollen.
Im Folgenden werden nun einige grundlegende API-Funktionen des Standards in der
Kompatibilita¨tsebene MPI-1 genauer vorgestellt. Fu¨r weiterfu¨hrende Erla¨uterungen
oder die Beschreibung der Funktionalita¨ten von MPI-2 sei hier auf die entsprechen-
de Literatur verwiesen [161, 180, 108, 109].
4.2.1 Die Sitzungsinitialisierung
MPI-Programme werden u¨blicherweise u¨ber einen Kommandozeilenbefehl gestartet,
der zum Beispiel so aussehen kann:
mpirun <Laufzeitparameter> <Programmname> [Programmparameter]
Die Laufzeitparameter richten sich dabei an die jeweilige MPI-Umgebung. So kann an
dieser Stelle typsicherweise angegeben werden, wie viele parallele Prozesse fu¨r den
jeweiligen Lauf gestartet werden sollen. Wie die parallelen Prozesse dann anschlie-
ßend konkret gestartet werden, zum Beispiel u¨ber ein Batch-System, ist wiederum
nicht im MPI-Standard spezifiziert, so dass dieser Vorgang dann auf die jeweiligen
Zielplattformen individuell zugeschnitten werden kann. Nach dem Start mu¨ssen alle
parallelen Prozesse zu Beginn die MPI-Umgebung u¨ber einen entsprechenden Auf-
ruf der Funktion MPI_Init() initialisieren sowie vor Programmende diese wieder
mit MPI_Finalize() verlassen. Die genauen Prototypen dieser Funktionen sind in
Abbildung 4.3 wiedergegeben.
Nach dem Start einer parallelen Applikation ist es fu¨r die Prozesse oft wichtig zu erfah-
ren, wie viele andere Prozesse es in diesem Lauf noch gibt. Dies kann u¨ber den Aufruf
6 Die Applikation benutzt nur Funktionen aus dem Umfang des Standards in der Version 1.3.
51
4 Grundlagen des Nachrichtenaustausches
int MPI_Init(int* argc, char*** argv);
int MPI_Finalize();
int MPI_Comm_size(MPI_Comm comm, int *num_procs);
int MPI_Comm_rank(MPI_Comm comm, int *my_rank);
Abbildung 4.3: Funktionen mit Bezug zur Laufzeitumgebung
der Funktion MPI_Comm_size() geschehen (→Abbildung 4.3). Der Funktion wird
dabei als Parameter ein sogenannter MPI-Kommunikator u¨bergeben, der immer eine
Gruppe von Prozessen beschreibt.7 Zwar basiert MPI-1 auf dem SPMD-Paradigma,
jedoch ko¨nnen sich auch hier Prozesse nach ihrem Start in diesen Kommunikatoren
neu gruppieren. Der Kommunikator MPI_COMM_WORLD beschreibt dabei immer alle
mit mpirun gestarteten Prozesse. Weitere Details zum Kommunikator-Konzept von
MPI werden in dieser Arbeit spa¨ter noch in Kapitel 7.3.1 auf Seite 179 vorgestellt.
Innerhalb eines Kommunikators ist jedem MPI-Prozess eine eindeutige Nummer zu-
geordnet, mit der er identifiziert werden kann. Diese Nummern werden dabei von null
an aufwa¨rts vergeben und daher auch als Rang bezeichnet. Es sei hier aber betont, dass
dieser Rang nicht zwangsla¨ufig einem hierarchischen Rang entspricht. Der Rang ei-
nes Prozesses la¨sst sich vielmehr dazu nutzen, Prozesse mit unterschiedlichen Ra¨ngen
durch Verzweigung parallel auch unterschiedliche Code-Blo¨cke ausfu¨hren zu lassen.8
Der eigene Prozessrang la¨sst sich dabei u¨ber die Funktion MPI_Comm_rank() be-
stimmen (→ Abbildung 4.3).
4.2.2 Kommunikation zwischen den Prozessen
Der MPI-Standard definiert eine Fu¨lle unterschiedlicher Kommunikationsfunktionen,
so dass hier zuna¨chst nur die elementaren Sende- und Empfangsfunktionen fu¨r die
Punkt-zu-Punkt-Kommunikation vorgestellt werden. Die Prototypen dieser Funktio-
nen sind hier in Abbildung 4.4 wiedergegeben.
Das Senden und Empfangen von Nachrichten
Die grundlegende Sendefunktion beno¨tigt zuna¨chst einen Verweis auf die zu versen-
denden Daten im Speicher sowie die Anzahl der zu versendenden Datenelemente.
Der MPI-Standard behandelt die Daten dabei typisiert, was bedeutet, dass man einen
Datentyp wie zum Beispiel MPI_INT oder MPI_DOUBLE angeben muss, so dass
sich die Anzahl an Elementen dann auf diesen Typ bezieht. Die Verwendung von ty-
7 Ein Kommunikator ist ein sogenannter opaker Datentyp, was bedeutet, dass fu¨r den Programmierer
nur seine Semantik, nicht jedoch seine tatsa¨chliche Beschaffenheit von Bedeutung ist.
8 Der Prozessrang entspricht somit etwa der proc id aus dem Pseudocode-Beispiel in Abbildung 4.2.
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int MPI_Send(void *buf, int count, MPI_Datatype type, int dest,
int tag, MPI_Comm comm);
int MPI_Recv(void *buf, int count, MPI_Datatype type, int src,
int tag, MPI_Comm comm, MPI_Status *status);
int MPI_Probe(int src, int tag, MPI_Comm comm, MPI_Status *status);
int MPI_Iprobe(int src, int tag, MPI_Comm comm, int *flag,
MPI_Status *status);
Abbildung 4.4: Funktionen zur Punkt-zu-Punkt-Kommunikation
pisierten Nachrichten hat den Vorteil, dass eine entsprechende MPI-Bibliothek auf
heterogenen Systemen eine unter Umsta¨nden no¨tige Datenkonvertierung selbstta¨tig
durchfu¨hren kann (→ Kapitel 5.1.2 auf Seite 88). Bei einer einfachen Punkt-zu-Punkt-
Kommunikation mu¨ssen nun noch der Rang des gewu¨nschten Zielprozesses sowie ein
sogenannter Kennzeichner9 angegeben werden, mit dem man eine Nachricht von an-
deren unterscheiden kann.
Um eine mit MPI_Send() verschickte Nachricht zu empfangen, muss der Zielpro-
zess explizit eine komplementa¨re Empfangsfunktion aufrufen. Die Empfangsfunktion
sollte dabei genau die gleichen Angaben wie die entsprechende Sendefunktion aufwei-
sen, wobei anstelle des Empfa¨ngers hier nun explizit angegeben werden muss, von wel-
chem Prozess die Nachricht empfangen werden soll. Liegt dabei von diesem Prozess
zurzeit keine entsprechende Nachricht vor, so blockiert der Prozess so lange, bis eine
passende Nachricht eintrifft. Ob eine passende Nachricht vorliegt, wird dabei intern
durch einen zusa¨tzlichen Nachrichtenkopf entschieden, der fu¨r den Benutzer transpa-
rent den eigentlichen Nutzdaten einer Nachricht vorangestellt wird. Ein solcher Kopf
entha¨lt nun die Information, von wem die Nachricht stammt, wie lang die Nachricht
ist und welchen Kennzeichner die Nachricht tra¨gt. Zusa¨tzlich zu diesem Kennzeich-
ner wird in Bezug auf den jeweils beim Senden verwendeten MPI-Kommunikator ein
sogenannter Kontext-Kennzeichner u¨bermittelt, da die Prozessgruppen innerhalb von
Kommunikatoren einen abgeschlossenen Adressierungsraum darstellen. Nur wenn auf
Empfa¨ngerseite auch diese Angaben identisch sind,10 kann die Nachricht zugestellt
werden. Wie man am Prototyp in Abbildung 4.4 erkennen kann, liefert MPI_Recv()
zusa¨tzlich u¨ber den letzten Parameter Statusinformationen in Bezug auf die jewei-
lige empfangene Nachricht zuru¨ck. So la¨sst sich u¨ber diesen Statusparameter auch
die tatsa¨chliche La¨nge einer Nachricht abfragen, da diese auch kleiner als der zur
Verfu¨gung gestellte Empfangspuffer sein darf.11
9 Auf Englisch: Tag.
10 Sprich: es wurde derselbe Kommunikator verwendet.
11 Der Parameter count beschreibt auf Empfa¨ngerseite nur die Gro¨ße des Empfangspuffers, auf Sen-
derseite hingegen die tatsa¨chliche Nachrichtenla¨nge.
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Es gibt auch die Mo¨glichkeit, auf das schlichte Vorhandensein einer Nachricht mit
MPI_Iprobe() zu testen oder auf das Eintreffen einer beliebigen Nachricht mit
MPI_Probe() zu warten, ohne diese aber gleichzeitig auch empfangen zu mu¨ssen.
Bei diesen Funktionen werden somit zuna¨chst nur die Nachrichtenko¨pfe empfangen
und ausgewertet, wa¨hrend sich die Zustellung der Nutzdaten noch in der Schwebe
befindet. Liegt bereits eine Nachricht vom Prozess src mit dem Kennzeichner tag
beim aufrufenden Prozess vor, so liefert die Funktion MPI_Iprobe() in flag ein
entsprechendes true zuru¨ck, ansonsten ein false (→ Abbildung 4.4). Mit Hilfe der
Platzhalter MPI_ANY_SOURCE und/oder MPI_ANY_TAG, die im ¨Ubrigen auch im
Zusammenhang mit MPI_Recv() verwendet werden ko¨nnen, kann daru¨ber hinaus
auch auf das Vorliegen beliebiger Nachrichten innerhalb eines Kommunikators getes-
tet oder gewartet werden.
Synchrone und asynchrone Kommunikation
Synchroner Nachrichtenaustausch bedeutet, dass die jeweiligen Sende- und Empfangs-
funktionen erst dann wieder verlassen werden, wenn die Nachricht komplett im end-
gu¨ltigen Empfangspuffer eingetroffen ist. Auf Empfa¨ngerseite ist eine solche Semantik
intuitiv, da der Empfa¨nger ja in der Regel auf das Eintreffen und den Abschluss der
¨Ubertragung einer Nachricht wartet, bevor er mit den so erhaltenen Daten weiterar-
beiten kann. Auf Senderseite bedeutet eine synchrone Kommunikation hingegen, dass
der Sender auch nach dem Absetzen der Nachricht zuna¨chst noch in der Sendefunk-
tion so lange warten muss, bis das Eintreffen (und das Akzeptieren) der Nachricht
vom Empfa¨nger besta¨tigt wird. Bei der Verwendung einer solchen Semantik wird so-
mit sichergestellt, dass es mindestens einen expliziten Synchronisationspunkt in der
(globalen) Zeit geben muss, in dem sich Sender und Empfa¨nger gleichzeitig inner-
halb der jeweiligen Kommunikationsfunktionen befinden. In diesem Zusammenhang
spricht man auch von einer Rendezvous-Semantik.
Die Verwendung einer solchen Kommunikationssemantik kann vom Programmierer
explizit gewu¨nscht sein, um zum Beispiel eine zeitliche Synchronisation der Prozesse
zu erzwingen,12 sie kann jedoch auch implizit immer dann notwendig werden, wenn ei-
ne Nachricht gro¨ßer ist als die Kapazita¨t der zur Verfu¨gung stehenden Zwischenpuffer.
In einem solchen Fall kann der Sender na¨mlich die Nachricht erst dann komplett ab-
gesetzt haben, wenn auch der Empfa¨nger den endgu¨ltigen (und entsprechend großen)
Empfangspuffer durch das Aufrufen der Empfangsfunktion zur Verfu¨gung gestellt hat.
Ist eine Nachricht klein genug, so dass sie vom Sender direkt an das jeweilige ¨Ubertra-
gungsmedium oder an etwaige Zwischenpuffer u¨bergeben werden kann, so braucht der
Sender nicht unbedingt auf das Eintreffen der Nachricht beim Empfa¨nger zu warten,
sondern kann sofort nach dem Absetzen der Nachricht die Sendefunktion wieder ver-
lassen und mit anderen Berechnungen fortfahren. Die Nachricht bleibt dann so lange
in den Zwischenpuffern liegen, bis schließlich auch auf Empfa¨ngerseite die Empfangs-
funktion aufgerufen und somit der endgu¨ltige Empfangspuffer bekannt gegeben wird.
Im Zusammenhang mit einer solchen Semantik spricht man auch von einer Eager-
12 Bei MPI erreicht man diese durch die Verwendung der Funktion MPI_Ssend().
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Kommunikation, bei der die Synchronisation der Prozesse zeitlich (aber nicht logisch)
entkoppelt wird.
Der Vorteil dieser zeitlichen Asynchronita¨t liegt auf der Hand: Wa¨hrend bei der Ren-
dezvous-Variante der Sender auf ein Fertigstellungssignal vom Empfa¨nger warten muss,
kann bei der Eager-Variante der Sender diese Zeit schon wieder aktiv mit weiteren
Berechnungen
”
sinnvoller“ nutzen. Die oben vorgestellte Variante zum Verschicken
von Nachrichten u¨ber MPI_Send() wird daher in der Regel so implementiert, dass
nach Mo¨glichkeit immer die Eager-Variante fu¨r die ¨Ubertragung genutzt wird, solan-
ge noch ausreichend Kapazita¨t in den Zwischenpuffern zur Verfu¨gung steht.13 Sind
Nachrichten jedoch gro¨ßer als ein bestimmter Schwellwert, oder ist die Kapazita¨t der
Zwischenpuffer erscho¨pft, muss auf die synchronisierende Rendezvous-Variante um-
geschaltet werden.
Nicht-blockierende Kommunikationsfunktionen
Die Idee, unno¨tige Wartezeiten sinnvoller zu nutzen, findet sich auch in den nicht-
blockierenden Funktionsvarianten des MPI-Standards wieder. Bei diesen Funktionen
werden der MPI-Schicht lediglich alle no¨tigen Informationen zur Kommunikation (La-
ge des Sende- oder Empfangspuffers, La¨nge der Nachricht etc.) mitgeteilt, und an-
schließend werden diese Funktionen dann sofort wieder verlassen, ohne dass auf einen
Abschluss des jeweiligen Kommunikationsschemas gewartet wird. Wann die eigent-
liche ¨Ubertragung der Nachricht dann stattfindet, ist vom MPI-Standard nicht weiter
vorgegeben. Der Standard besagt lediglich, dass die angegebenen Sende- und Emp-
fangspuffer bis zum Abschluss des Kommunikationsvorganges nicht anderweitig ver-
wendet werden du¨rfen, wobei sich mit entsprechenden Funktionen dieser Abschluss
u¨berpru¨fen la¨sst oder auf diesen gewartet werden kann. Die Prototypen fu¨r die einfa-
chen nicht-blockierenden Sende- und Empfangsfunktionen sind in Abbildung 4.5 wie-
dergegeben. Wie man dort erkennt, liefern die nicht-blockierenden Funktionen fu¨r jede
Nachricht, deren ¨Ubertragung sich noch in der Schwebe befindet, als letzten Parame-
ter ein sogenanntes Request zuru¨ck, mit dem dann u¨ber die Funktionen MPI_Wait()
oder MPI_Test() der Abschluss des Kommunikationsvorganges sichergestellt wer-
den kann. Obwohl diesen Funktionen das jeweils zu u¨berpru¨fende Request u¨bergeben
wird, besagen die sogenannten Progress-Regeln des MPI-Standards, dass alle noch
ausstehenden Kommunikationsauftra¨ge
”
vorangetrieben“ werden mu¨ssen. Dazu muss
von der jeweiligen MPI-Bibliothek intern eine Liste aller noch schwebenden Auftra¨ge
(zum Beispiel in Form von Zeigern auf die Requests) verwaltet werden. Droht ein aus-
stehender Kommunikationsvorgang nun zu blockieren, kann auf diese Weise von der
Bibliothek die Weiterbearbeitung der anderen Auftra¨ge sichergestellt werden.14
Der Vorteil von nicht-blockierenden Kommunikationsfunktionen kommt jedoch nur
dann voll zum Tragen, wenn sich die Prozesse auch tatsa¨chlich zwischen Kommuni-
kationsinitialisierung und dem spa¨teren Abschluss sinnvoll anderweitig bescha¨ftigen
13 Eine MPI-Bibliothek stellt dazu u¨blicherweise auch eigene Pufferbereiche zusa¨tzlich zu den system-
internen Zwischenpuffern zur Verfu¨gung.
14 Dieser Teil einer MPI-Bibliothek wird oft auch als Progress Engine bezeichnet (→ Kapitel 4.3.1).
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int MPI_Isend(void *buf, int count, MPI_Datatype type, int dest,
int tag, MPI_Comm comm, MPI_Request *request);
int MPI_Irecv(void *buf, int count, MPI_Datatype type, int src,
int tag, MPI_Comm comm, MPI_Request *request);
int MPI_Wait(MPI_Request *request, MPI_Status *status);
int MPI_Test(MPI_Request *request, int *flag, MPI_Status *status);
Abbildung 4.5: Nicht-blockierende Kommunikationsfunktionen
ko¨nnen. In einem solchen Fall lassen sich dann nicht nur unno¨tige Wartezeiten ver-
meiden, sondern es kann auch zu einer tatsa¨chlichen ¨Uberlappung von Kommunikation
und Berechnung kommen. Auf diese Weise la¨sst sich zum einen fu¨r kleine Nachrichten
der Einfluss der ¨Ubertragungslatenzen (→ Zeitanteil ttransfer in Abbildung 2.3) ver-
mindern, zum anderen kann fu¨r große Nachrichten bei entsprechender Hardware die
CPU unter Umsta¨nden fast ga¨nzlich vom Kommunikationsvorgang entlastet werden.
Ein Beispiel hierfu¨r ko¨nnen RDMA-basierte Verbindungsnetzwerke sein, bei denen
die Nachrichtenu¨bertragung von einem DMA-Controller im Hintergrund abgewickelt
wird, wa¨hrend die CPU auch in dieser Zeit (→ Zeitanteil tdata in Abbildung 2.3) fu¨r
andere Berechnungen zur Verfu¨gung steht.
4.2.3 Verschiedene Kommunikationsschemata
Neben dem einfachsten Fall, in dem ein Prozess einem anderen eine Nachricht schickt,
gibt es zwischen zwei Prozessen bestimmte Kommunikationsmuster, die in der Praxis
immer wieder auftreten und daher oft auch als Basis fu¨r Leistungsanalysen von MPI-
Implementierungen und den entsprechenden Netzwerken dienen.
Das Ping-Pong-Schema
Das wohl bekannteste dieser Kommunikationsmuster ist die Ping-Pong-Kommuni-
kation, bei der eine Nachricht zwischen zwei Prozessen hin- und hergesendet wird
(→ Abbildung 4.6). Geht man davon aus, dass das Verschicken einer Nachricht zwi-
schen zwei Prozessen in beide Richtungen etwa gleich lange dauert, so lassen sich mit
Hilfe dieses Kommunikationsmusters relativ einfach Latenz und Bandbreite eines Sys-
tems in Bezug auf die jeweilige MPI-Implementierung bestimmen. Dazu la¨sst man in
einem sogenannten Ping-Pong-Benchmark zwei Prozesse wiederholt das beschriebe-
ne Kommunikationsmuster durchfu¨hren, wobei man die beno¨tigte Zeit jeweils fu¨r eine
bestimmte Nachrichtengro¨ße und eine gewisse Anzahl an Wiederholungen stoppt.15
15 Die Wiederholungen mit konstanter Nachrichtengro¨ße sind insbesondere fu¨r kleine Nachrich-
ten no¨tig, da Messschwankungen oder unzureichend auflo¨sende Uhren die Messergebnisse sonst
verfa¨lschen wu¨rden.
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Abbildung 4.6: Das Muster einer Ping-Pong-Kommunikation
Aus den Messwerten fu¨r sehr kleine Nachrichten16 la¨sst sich dann die ¨Ubertragungsla-
tenz ablesen, wa¨hrend sich die maximale ¨Ubertragungsbandbreite aus den Messwerten
fu¨r sehr große Nachrichten ableiten la¨sst.
tlatency ≈ ∆ t(n)
2
∣∣∣
n→0
B ≈ 2n
∆ t(n)
∣∣∣
n≫0
Das Ping-Ping-Schema
Ein weiteres relativ ha¨ufig anzutreffendes Kommunikationsmuster ist der symmetri-
sche Datenaustausch, der auch als Ping-Ping-Muster bezeichnet wird (→ Abbildung
4.6). Anders als bei dem Ping-Pong-Muster senden hier beide Prozesse zuna¨chst ih-
re Nachricht, um dann anschließend die entsprechende Nachricht des jeweils ande-
ren zu empfangen. Obwohl in der Regel alle fu¨r Parallelverarbeitung relevanten Netz-
werke vollduplex-fa¨hig sind, kann es bei diesem Muster aufgrund der gleichzeitigen
Einspeisung der beiden Nachrichten in das Netzwerk zu zusa¨tzlichen Verzo¨gerungen
kommen. Daru¨ber hinaus ko¨nnen sich bei großen Nachrichten in diesem Muster die
Sende- und Empfangsvorga¨nge derart u¨berlagern, dass aufgrund mangelnder Kapazita¨t
an Zwischenpuffern immer erst Teile der eingehenden Nachricht empfangen werden
mu¨ssen, bevor weitere Teile der eigenen Nachricht gesendet werden ko¨nnen. Aus die-
sen Gru¨nden dauert bei diesem Muster die Nachrichtenu¨bertragung in eine Richtung
oftmals la¨nger als bei dem Ping-Pong-Muster:
∆ tPing−Pong
2
≤ ∆ tPing−Ping < ∆ tPing−Pong
Auf der anderen Seite beschreiben beide Kommunikationsmuster einen wechselseiti-
gen Austausch von Daten, so dass man mit dem Ping-Ping-Muster aufgrund der gleich-
16 Genauer: fu¨r Nachrichten ohne Nutzdaten.
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zeitig stattfindenden Kommunikationsvorga¨nge in beide Richtungen eine deutlich ho¨-
here aggregierte Bandbreite erreicht:
BPing−Pong =
2n
∆ tPing−Pong
< BPing−Ping =
2n
∆ tPing−Ping
t
Prozessor 1Prozessor 0
MPI_Recv()
MPI_Wait() MPI_Wait()
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Abbildung 4.7: Das Muster einer Ping-Ping-Kommunikation 17
Bei der Interpretation von Benchmark-Ergebnissen muss man daher genau differenzie-
ren, ob die ausgegebenen Werte gemessene Zykluszeiten (∆t) oder gemittelte ¨Uber-
tragungsverzo¨gerungen (tlatency), beziehungsweise einseitigbezogene oder aggregierte
Bandbreiten darstellen [133, 48].
Kollektive Kommunikationsschemata
Kollektive Operationen sind Kommunikationsfunktionen, die von allen beteiligten MPI-
Prozessen gemeinsam aufgerufen werden mu¨ssen.18 Diese Funktionen helfen dem Pro-
grammierer dabei, oft beno¨tigte Kommunikationsmuster in einem einzigen Funktions-
aufruf zusammenzufassen. Es sei hier aber betont, dass diese Funktionen nicht nur als
Erleichterung fu¨r den Programmierer gedacht sind. Sie bieten vielmehr auch den Im-
plementatoren der MPI-Bibliotheken die Mo¨glichkeit, diese Kommunikationsmuster
mo¨glichst optimal auf die unterliegenden Netzwerke anzupassen. Der Programmierer
einer MPI-Applikation sollte daher auch aus Leistungsgru¨nden nach Mo¨glichkeit auf
diese Arten an Kommunikationsfunktionen zuru¨ckgreifen.
Ein mo¨glicher Nachteil dieser Funktionen ist jedoch, dass sie alle blockierend und so-
mit kollektiv synchronisierend sein ko¨nnen, was bedeutet, dass sie nach einem Aufruf
unter Umsta¨nden erst wieder verlassen werden, sobald alle beteiligten MPI-Prozesse
die entsprechende Funktion aufgerufen haben. Bei einer ungu¨nstigen Lastverteilung
heißt dies, dass MPI-Prozesse eventuell sehr lange in diesen Funktionen auf den ent-
sprechenden Aufruf der anderen MPI-Prozesse warten mu¨ssen und sich diese Warte-
17 Das gleiche Kommunikationsmuster la¨sst sich bei MPI sogar noch einfacher u¨ber die alleinige Ver-
wendung des Befehls MPI_Sendrecv() erzielen.
18 Genauer: von allen Prozessen, die sich innerhalb der Prozessgruppe des jeweiligen Kommunikators
befinden.
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zeiten nicht, wie zum Beispiel beim Aufruf einer asynchronen oder vielmehr nicht-
blockierenden Punkt-zu-Punkt-Kommunikationsfunktion, anderweitig nutzen lassen.
int MPI_Bcast(void *buf, int count, MPI_Datatype type, int root,
MPI_Comm comm);
int MPI_Scatter(void *sendbuf, int scount, MPI_Datatype stype,
void *recvbuf, int rcount, MPI_Datatype rtype,
int root, MPI_Comm comm);
int MPI_Gather(void *sendbuf, int scount, MPI_Datatype stype,
void *recvbuf, int rcount, MPI_Datatype rtype,
int root, MPI_Comm comm);
int MPI_Reduce(void *sendbuf, void *recvbuf, int count,
MPI_Datatype datatype, MPI_Op op, int root,
MPI_Comm comm);
Abbildung 4.8: Kollektive Kommunikationsfunktionen
Im Folgenden sollen einige wichtige kollektive Kommunikationsschemata beispielhaft
vorgestellt werden, wobei die jeweiligen Prototypen der entsprechenden Funktionsauf-
rufe in Abbildung 4.8 wiedergegeben sind.
Verschicken einer Nachricht von einem an mehrere Prozesse Wenn ein
Prozess eine Nachricht an alle anderen Prozesse innerhalb eines Kommunikators ver-
schicken mo¨chte, kann er sich der sogenannten Broadcast-Funktion bedienen. Zur
Durchfu¨hrung dieses Kommunikationsschemas mu¨ssen nun alle beteiligten Prozesse
die Funktion MPI_Bcast() aufrufen, wobei der Funktion als Parameter explizit der
Rang des versendenden Prozesses u¨bergeben werden muss, den man hier dann auch
als root-Prozess des Broadcast bezeichnet. Alle anderen beteiligten Prozesse erken-
nen innerhalb der Funktion, dass sie empfangende Prozesse sind, so dass die Kom-
munikation entsprechend durchgefu¨hrt werden kann (→ Abbildung 4.9, links). Dabei
ist die interne Umsetzung dieses Musters der jeweiligen MPI-Bibliothek u¨berlassen.
Ein solcher Broadcast ko¨nnte also intern zum Beispiel in Form einer Sendeschleife
u¨ber alle Empfangsprozesse laufen oder auch baumartig vollzogen werden. Wichtig
ist gema¨ß des Standards nur, dass die Nachricht am Ende der Funktion schließlich bei
allen beteiligten Prozessen, also bei allen Prozessen, die sich innerhalb des jeweiligen
Kommunikators befinden, vorliegt.
Wie in Kapitel 4.1 schon ausgefu¨hrt, gibt es in vielen parallelen Algorithmen einen
Master-Prozess, der das Verteilen der Aufgabe und das spa¨tere Einsammeln der Teiler-
gebnisse koordiniert. Ein solcher Master ko¨nnte somit als root-Prozess sehr einfach
zu Beginn des Algorithmus mit Hilfe der Broadcast-Funktion die zu bearbeitenden
Datensa¨tze verteilen. Jedoch beno¨tigen die Worker-Prozesse oftmals gar nicht alle Da-
tensa¨tze, da jeder nur auf einem Teil von diesen tatsa¨chlich arbeitet. Eine entsprechend
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gestu¨ckelte Verteilung der Datensa¨tze u¨ber die parallelen Prozesse la¨sst sich dabei rela-
tiv einfach u¨ber die Funktion MPI_Scatter() realisieren. Bei dieser Funktion wird
dann ein Datenfeld (zum Beispiel ein Vektor von Zahlen), das sich zu Beginn im Sen-
depuffer des Master-Prozesses befindet, in gleichgroße Teilstu¨cke zerlegt, welche dann
einzeln den beteiligten Prozessen entsprechend ihren Ra¨ngen zugeordnet und an die je-
weiligen Empfangspuffer verschickt werden, wobei sich hier auch der root-Prozess
ebenfalls eines dieser Teilstu¨cke zur Weiterverarbeitung selber zuordnet.
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Abbildung 4.9: Beispiele kollektiver Kommunikationsmuster
links: das Schema einer Broadcast-Kommunikation
rechts: das Schema einer Gather-Kommunikation
Einsammeln von verteilten Ergebnissen Als Umkehrfunktion der Scatter-Ope-
ration kann das Einsammeln von verteilten Ergebnissen hin zu einem Prozess betrach-
tet werden. Eine solche Operation, bei der die Inhalte der Sendepuffer schließlich hin-
tereinander im Puffer wieder eines root-Prozesses empfangen werden, der diese dann
auswerten kann, ist MPI_Gather(). Das zugeho¨rige Kommunikationsmuster ist im
rechten Teil von Abbildung 4.9 dargestellt. Geht es zum Beispiel darum, wieder eine
Gesamtsumme von Zahlen zu bilden, so ko¨nnten die parallelen Prozesse mit dieser
Funktion ihre Teilergebnisse einfach zum Prozess mit dem Rang 0 als root-Prozess
senden, welcher anschließend diese zum Endergebnis aufaddiert.
Fu¨r den Programmierer noch eleganter geht dies aber mit Hilfe von MPI_Reduce(),
die gleichzeitig mit der Kommunikation eine mathematische Operation auf den ge-
sendeten Daten ausfu¨hrt. Zur Verfu¨gung stehen hier unter anderem die Summenbil-
dung (MPI_SUM) und die Suche nach einem Minmal- (MPI_MIN) oder Maximalwert
(MPI_MAX), die als entsprechender Operationsparameter der Funktion u¨bergeben wer-
den. Der Pseudocode aus dem Beispiel in Abbildung 4.2, bei dem das Endergebnis
aller zu summierenden Zahlen schließlich bei Prozess 0 vorliegt, wu¨rde somit bei ei-
ner Verwendung von MPI zu einem einzigen Aufruf einer solchen Reduktionsfunktion
zusammenschrumpfen.
Symmetrische Kommunikationsschemata Will man hingegen ganz im Sin-
ne eines symmetrischen Berechnungs- und Kommunikationsschemas, dass die ver-
sendeten Daten beziehungsweise die Ergebnisse abschließend bei allen beteiligten
Prozessen gleichberechtigt vorliegen, so stellt der MPI-Standard fu¨r einige der kol-
lektiven Kommunikationsfunktionen auch gleich die entsprechenden Abwandlungen
zur Verfu¨gung, so zum Beispiel MPI_Allgather() oder MPI_Allreduce().
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Man kann sich dabei vorstellen, dass diese Funktionen nach einer internen Redukti-
on, also einem Einsammeln hin zu einem Prozess, zum Beispiel zum Prozess 0, die-
se mit einem anschließenden Broadcast wieder an alle MPI-Prozesse verteilen. Aber
auch hier macht der Standard keine Aussage u¨ber die tatsa¨chliche interne Realisie-
rung dieses Vorganges, so dass dieser mo¨glichst optimal von den jeweiligen MPI-
Implementierungen an die unterliegenden Hardware-Strukturen angepasst werden kann
(→ Abbildung 4.10).
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Abbildung 4.10: Das Schema einer kollektiven Allgather-Kommunikation
4.3 Eine detailliertere Betrachtung: MPICH
Zeitgleich mit dem Beginn des Spezifizierungsprozesses des MPI-Standards in seiner
Version 1.0 begann man am Argonne National Laboratory (ANL) mit der Entwick-
lung einer ersten MPI-Bibliothek, die den Entwicklungsprozess des Standards beglei-
ten und als anschließende Referenzimplementierung dienen sollte. Als dann 1994 die
erste Version des MPI-Standards vero¨ffentlicht wurde, hat man gleichzeitig diese Re-
ferenzimplementierung mit dem Namen MPICH [107] freigegeben, so dass sofort auch
eine im Quelltext frei verfu¨gbare Umsetzung desselben sowohl fu¨r die Anwender als
auch fu¨r die Hersteller von Parallelrechnern zur Verfu¨gung stand.
Heute liegt MPICH in seiner Version 1.2.7 vor und realisiert dabei vollsta¨ndig den
MPI-1-Standard sowie mit parallelem File-IO und der C++-Schnittstelle große Teile
der hinzugekommenen MPI-2-Spezifikationen. Ebenfalls wurde inzwischen von ANL
die komplett neu geschriebene MPI-Implementierung MPICH2 [111] entwickelt, die
versucht, auch noch die in MPICH fehlenden Funktionalita¨ten des MPI-2.1-Standards,
wie zum Beispiel die dynamische Prozesserzeugung, zu unterstu¨tzen. An dieser Stelle
reicht es jedoch vo¨llig aus, weiterhin nur das urspru¨ngliche MPICH zu betrachten, da
es inzwischen als Basis diverser abgeleiteter MPI-Bibliotheken gedient hat, von denen
viele auch schon den kompletten MPI-2-Standard unterstu¨tzen.
Bei der Entwicklung von MPICH standen damals zwei maßgebliche Ziele im Fokus,
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na¨mlich Portierbarkeit und Effizienz, was sich auch im Namen der Bibliothek wider-
spiegelt:
”
The ‘CH’ in MPICH stands for ‘Chameleon’, symbol of adaptability to one’s environ-
ment and thus of portability. Chameleons are fast, and from the beginning a secondary
goal was to give up as little efficiency as possible for the portability.“ [107]
Dabei muss betont werden, dass diese Ziele diametral zueinander sein ko¨nnen, da sich
Portabilita¨t oftmals leider nur auf Kosten der erzielbaren Leistung erreichen la¨sst. Un-
ter Leistung und Effizienz wird bei MPICH die Fa¨higkeit verstanden, sowohl hohe
Bandbreiten fu¨r große Nachrichten zu erreichen als auch aufgrund eines mo¨glichst
gering gehaltenen Verwaltungsaufwandes niedrige Latenzen fu¨r kleine Nachrichten
erzielen zu ko¨nnen. Das Ziel der Portierbarkeit sollte sicherstellen, dass MPICH sich
leicht an verschiedene Rechnerplattformen anpassen la¨sst, um so seine Verbreitung
und die des MPI-Standards zu fo¨rdern. Tatsa¨chlich wurde MPICH schnell von Firmen
und anderen Instituten aufgegriffen und inzwischen auf eine Vielzahl verschiedenar-
tigster Parallelrechnerarchitekturen portiert, wobei es auch als Basis mehrerer kom-
merzieller MPI-Bibliotheken gedient hat. Dieser Umstand zeigt sich auch in folgender
(unvollsta¨ndiger) Liste an Implementierungen und Projekten, die alle aufgrund des frei
verfu¨gbaren Quelltextes von MPICH abgeleitet werden konnten:
• MPICH-GM und MPICH-MX: Unterstu¨tzung von Myrinet-Netzwerken
[170, 171]
• MVAPICH: Unterstu¨tzung von InfiniBand-Netzwerken
[151, 142]
• SCI-MPICH: Unterstu¨tzung von SCI-Netzwerken
[242, 243]
• MPI/SX: Portierung auf die Vektorrechner der SX-Serie der Firma NEC
[104, 97]
• NT-MPICH und MPICH.NT: Portierungen auf MS-Windows-Plattformen
[204, 121]
• MPICH-VMI und MPICH/Madeleine: gleichzeitige Unterstu¨tzung verschiede-
ner Netzwerke
[183, 7]
• MPICH-G2 und MetaMPICH: Erweiterung fu¨r Metacomputer-Umgebungen
[136, 193]
4.3.1 Die Architektur von MPICH
Um die oben erwa¨hnte Ziele der Portabilita¨t bei gleichzeitiger Effizienz zu erreichen,
wurde bei der Architektur von MPICH auf ein striktes Schichtenmodell zuru¨ckge-
griffen. Bei dieser Einteilung in Schichten wurde zuna¨chst einmal darauf geachtet,
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dass jener plattformunabha¨ngige Code, der keinen Einfluss auf die spa¨tere Leistung
haben wird, strikt von dem restlichen Code in Form einer eigenen Schicht mit fest
definierten Schnittstellen getrennt wurde. Wie oben beschrieben, sollte MPICH so-
wohl schnell portierbar, aber auch leistungsoptimierbar sein. Daher wurde als eine
weitere Schicht eine generische Referenzimplementierung jener Codeteile erstellt, die
zwar plattformunabha¨ngig gehalten werden ko¨nnen, bei denen aber eine zugeschnit-
tene Optimierung auf die jeweiligen Zielplattformen zu einer Leistungsverbesserung
fu¨hren kann. Auf diese Weise bleibt die Mo¨glichkeit einer schnellen Portierung er-
halten, wobei dann anschließend eine Leistungsoptimierung durch gezielte Vera¨nde-
rungen in eben dieser Schicht mo¨glich wird. Als unterste Schnittstelle basierte das
urspru¨ngliche MPICH schließlich auf der schon in Kapitel 4.1 auf Seite 47 erwa¨hn-
ten Makrosammlung des Chameleon-Projektes, so dass eine Ad-hoc-Portierung von
MPICH auf jene Systeme mo¨glich wurde, deren vorhandene Kommunikationsschnitt-
stellen bereits von Chameleon unterstu¨tzt wurden.
Konkret schla¨gt sich der damals gewa¨hlte Architekturansatz in dem Schichtenmodell
wieder, wie es in Abbildung 4.11 dargestellt ist. Unter der eigentlichen MPI API, auf
der die Applikationen aufsetzen, befindet sich zuna¨chst eine du¨nne Instrumentierungs-
schicht mit dem Namen MPIP. Mit Hilfe dieser Schicht ko¨nnen MPI-Funktionsaufrufe
in externe Bibliotheken umgeleitet werden, um dort zum Beispiel das Kommunikati-
onsverhalten von Applikationen zu dokumentieren. Falls hingegen keine solche Funk-
tionsumleitung erfolgt, ist diese Schicht praktisch leer und alle Funktionsaufrufe wer-
den direkt an die korrespondierenden Funktionen der sogenannten MPIR-Schnittstelle
weitergereicht. Die darunter liegende MPIR-Schicht entspricht nun gerade jener oben
erwa¨hnten Schicht, in der alle plattformunabha¨ngigen und nicht leistungsrelevanten
Funktionalita¨ten zusammengefasst sind. So wird in dieser Schicht zum Beispiel die
Behandlung der Datentypen fu¨r Nachrichten umgesetzt, aber auch die Verwaltung
von MPI-Kommunikatoren, die spa¨ter noch in Kapitel 7.3.1 auf Seite 179 genauer
beschrieben werden, ist in dieser Schicht implementiert.
Der plattformabha¨ngige Teil wird nun von der MPIR-Schicht nach unten hin durch das
sogenannte Abstract Device Interface [102] in seiner
”
Version 2“ (ADI2) [106] getrennt.
Diese ADI2-Schnittstelle ist dabei noch immer relativ komplex (ca. 40 Funktionen), so
dass das darunter liegende ADI2-Device mo¨glichst optimal auf die jeweilige Zielplatt-
form zugeschnitten werden kann. In den Aufgabenbereich dieser Device-Schicht mit
dem Namen MPID fa¨llt dabei unter anderem auch die Verwaltung von noch nicht abge-
schlossenen Kommunikationsauftra¨gen. Dazu mu¨ssen in dieser Schicht Warteschlan-
gen fu¨r jene Auftra¨ge verwaltet werden, wie sie zum Beispiel durch Aufrufe von asyn-
chronen Kommunikationsfunktionen aus einer Applikation heraus angestoßen werden
ko¨nnen, aber auch eingehende Nachrichten mu¨ssen hier zuna¨chst zwischengepuffert
oder deren Empfang zuru¨ckgestellt werden, sofern von der Applikation der jeweils
endgu¨ltige Empfangspuffer noch nicht bekannt gegeben worden ist. Dieser Teil der
Schicht, der somit fu¨r die interne Verwaltung des Nachrichtenaustausches zusta¨ndig
ist, wird dabei auch oft als Progress Engine bezeichnet.
Obwohl dieser Teil des Schichtenmodells in Abbildung 4.11 als plattformabha¨ngig
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Abbildung 4.11: Die Architektur von MPICH im Schichtenmodell
gekennzeichnet ist, entha¨lt die MPICH-Distribution auch fu¨r diese Schicht bereits
eine Referenzimplementierung. Dieses generische ADI2-Device ist dabei wiederum
gro¨ßtenteils plattformunabha¨ngig implementiert, lediglich ein kleiner Teil (das soge-
nannte Channel-Device) muss dann noch entsprechend der jeweiligen Zielplattform
implementiert werden, wobei die minimale Schnittstelle zwischen beiden Teilen le-
diglich einen Umfang von nur noch fu¨nf Funktionen aufweist [103]. Aufgrund dieser
sehr kleinen Schnittstelle ist nun, wie bereits oben beschrieben, eine schnelle Portie-
rung dieses ADI2-Devices auf neue Plattformen mo¨glich, wobei durch anschließende
Aufweitung der Schnittstelle und/oder durch zugeschnittene Optimierungen innerhalb
des Devices eine entsprechende leistungssteigernde Anpassung an die jeweilige Hard-
ware erfolgen kann. Die Originaldistribution von MPICH verfu¨gt u¨ber zwei respektive
drei Implementierungen solcher Channel-Devices, die in Abbildung 4.11 mit ch2,
ch shmem und ch p4 gekennzeichnet sind. Das ch shmem-Device ist dabei eine
generische Implementierung zur Kommunikation auf Parallelrechnerarchitekturen mit
einem gemeinsamen Hauptspeicher,19 wohingegen sich das ch p4-Device zur Kom-
munikation auf das bereits in Kapitel 4.1 auf Seite 47 angesprochene P4-System (Kom-
munikation unter anderem u¨ber Sockets) stu¨tzt. Das Device mit dem Namen ch2 ist
eigentlich kein eigensta¨ndiges Device, sondern dient vielmehr als Schablone, an deren
unteren Ende sich die oben schon erwa¨hnten Chameleon-Makros befinden.
4.3.2 Das generische ADI2-Device
In diesem Abschnitt soll nun die generische Implementierung des ADI2-Devices von
MPICH noch etwas genauer vorgestellt werden, da auf dessen Aufbau auch in spa¨teren
Teilen dieser Arbeit (→ Kapitel 5.2 und Kapitel 6.4) nochmals zuru¨ckgegriffen wird.
19 SHMEM steht dabei fu¨r Shared Memory.
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An dieser Stelle mu¨ssen dazu aber zuna¨chst einige Nomenklaturen noch einmal ge-
nauer erla¨utert werden, da in der dokumentierenden Originalliteratur von MPICH oft-
mals nicht scharf genug zwischen den Begriffen ADI2, ADI2-Device, Channel und
Channel-Device unterschieden wird. Dies liegt vor allem daran, dass die oben erwa¨hn-
te generische Implementierung der ADI2-Schnittstelle wiederum verschiedene Imple-
mentierungen der in ihr enthaltenen Channel-Schnittstelle unterstu¨tzt, wobei auch die-
se Implementierungen in der Literatur oft als
”
Devices“ bezeichnet werden. Um Ver-
wechselung zu vermeiden, sollen in dieser Arbeit daher folgende Nomenklaturen gel-
ten:
• ADI2:
untere Schnittstelle der plattformunabha¨ngigen MPIR-Schicht
• ADI2-Device:
vollsta¨ndige Implementierung der ADI2-Schnittstelle
• generisches ADI2-Device:
Schicht zwischen der ADI2- und der Channel-Schnittstelle
• Channel:
eine zur Laufzeit eingerichtete Instanz eines Channel-Devices
• Channel-Device:
Implementierung der Channel-Schnittstelle (→ ch xyz-Device)
• Channel-Schnittstelle:
Schnittstelle zwischen dem generischen ADI2- und einem Channel-Device
Multi-Device-Konfigurationen
Das generische ADI2-Device ist nicht nur in der Lage, verschiedene Channel-Devices
prinzipiell zu benutzen, sondern es kann dies sogar auch gleichzeitig machen [203].
Dazu verwaltet das ADI2-Device ein Zeigerfeld, in dem unter den jeweiligen MPI-
Ra¨ngen der Prozesse als Index ein Verweis auf die jeweils zu benutzende Instanz eines
Channel-Devices gespeichert ist. So ko¨nnte man sich gut vorstellen, dass zum Bei-
spiel in einem Cluster, dessen Knoten selber wiederum aus SMP-Rechnern bestehen,
fu¨r die lokale Kommunikation ein anderer Channel (zum Beispiel zur Kommunikation
u¨ber den gemeinsamen Hauptspeicher) benutzt werden soll als zwischen den Rech-
nerknoten. Dies ist in Abbildung 4.12 beispielhaft fu¨r den Prozess mit dem globalen20
MPI-Rang 0 wiedergegeben, der sich in diesem Beispiel zusammen mit Prozess 1
auf demselben SMP-Knoten befindet und u¨ber ein Channel-Device mit dem Namen
ch smp kommuniziert, wa¨hrend die Prozesse auf anderen Knoten im Cluster u¨ber
einen Channel mit dem Namen ch tcp erreicht werden ko¨nnen. Beim Aufruf jeder
Kommunikationsfunktion kann so anhand des Prozessranges schnell entschieden wer-
den, u¨ber welchen dieser Channels die Nachricht zugestellt werden soll.
20 Unter dem globalen Rang wird hier immer jener verstanden, den ein Prozess im Kontext des Kom-
munikators MPI COMM WORLD besitzt.
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. . .
Ränge
Zeigerfeld
0 1 2 3 4
ch_smp ch_tcpChannels
. . . (MPI_COMM_WORLD)
Abbildung 4.12: Konfiguration einer Sitzung mit mehreren Channels
Es sei hier aber erwa¨hnt, dass in der Praxis oft der uniforme Fall vorliegt, bei dem
alle diese Verweise auf denselben Channel zeigen, wobei eine Beru¨cksichtigung einer
etwaigen Heterogenita¨t des Systems dann auch noch innerhalb der Channel-Device-
Implementierung stattfinden kann. Ein Beispiel hierfu¨r ist das ch p4-Device, in dem
durch das unterliegende P4-System sowohl die Kommunikation u¨ber den gemeinsa-
men Speicher innerhalb von SMP-Knoten als auch die Kommunikation via TCP zwi-
schen den Knoten automatisch abgewickelt wird.
Verschiedene ¨Ubertragungsprotokolle
Die Referenzimplementierung des ADI2-Devices unterstu¨tzt mehrere ¨Ubertragungs-
protokolle [105], die in Abha¨ngigkeit der Nachrichtengro¨ße automatisch ausgewa¨hlt
werden:
a) Das Short-Protokoll Bei dieser Protokollvariante werden ausschließlich Kon-
trollpakete, die in der MPICH-Terminologie allgemein als Packets bezeichnet werden,
u¨bertragen. Solche Kontrollpakete dienen dabei zur Signalisierung (zum Beispiel beim
Einrichten oder spa¨teren Abbauen einer Kommunikationssitzung), zur Flusssteuerung
beim Versand gro¨ßerer Nachrichten sowie als Nachrichtenko¨pfe, die den Nutzdaten
immer vorangestellt werden mu¨ssen. Ein solcher Nachrichtenkopf entha¨lt, wie auch
schon in Kapitel 4.2.2 auf Seite 52 beschrieben, unter anderem die Information u¨ber
den Rang des Senders, die La¨nge der Nachricht sowie den Kontext- und Nachrichten-
Kennzeichner.
Daru¨ber hinaus ko¨nnen mit bestimmten Packets zusa¨tzlich auch noch kleine Nutzlas-
ten u¨bertragen werden, die dann innerhalb des jeweiligen Kontrollpaketes eingebettet
werden. Ein sinnvoller Einsatz dieser ¨Ubertragungsvariante liegt zum Beispiel dann
vor, wenn das verwendete Netzwerk die Eigenschaft einer minimalen Transfereinheit
aufweist. Bei solchen Netzwerken ko¨nnen nicht einzelne Bytes verschickt werden, son-
dern es geht immer gleich eine minimale Puffergro¨ße u¨ber das Netz, wobei dann Teile
dieses Puffers uninitialisiert bleiben.21 Hier wa¨re es daher ungu¨nstig, wenn man zum
Versand von kleinen Nachrichten diesen Puffer nicht voll ausscho¨pfen wu¨rde, da man
andernfalls zwei dieser Transfereinheiten zur ¨Ubertragung benutzen mu¨sste: eine fu¨r
den Nachrichtenkopf und eine anschließende fu¨r die wenigen Nutzdaten.
21 SCI ist ein Beispiel fu¨r ein solches Netzwerk, bei dem je nach Version des sogenannten Link-
Controllers Daten nur in einer Granularita¨t von 16 bis 256 Bytes u¨bertragen werden ko¨nnen.
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b) Das Eager-Protokoll Das Eager-Protokoll kommt in der Regel bei Nachrichten
von mittlerer Gro¨ße (oft bis zu einigen Kilobyte) zum Einsatz. Bei dieser Protokoll-
variante kann der Sender, wie es auch schon in Kapitel 4.2.2 auf Seite 54 beschrieben
wurde, die ganze Nachricht schon u¨bertragen, noch bevor der Empfa¨nger ihn dazu
auffordert.22 Dazu muss die Nachricht aber gegebenenfalls beim Empfa¨nger zuna¨chst
so lange zwischengepuffert werden, bis der endgu¨ltige Empfangspuffer von der Ap-
plikation zum Beispiel durch das Aufrufen von MPI_Recv() bekannt gegeben wird.
Fu¨r diesen Zweck verwaltet entweder jeder Prozess eine Anzahl an solchen Zwischen-
puffern, die alle schon zu Beginn (zum Beispiel in Form eines Ringpuffers) angelegt
werden, oder aber die Prozesse allozieren entsprechend tempora¨re Speicherbereiche
immer dann, wenn beim Eingang einer Eager-Nachricht die endgu¨ltige Speicheradres-
se noch nicht bekannt ist.
Um entscheiden zu ko¨nnen, ob eine Nachricht bereits erwartet wird und die endgu¨ltige
Empfangsadresse somit schon vorliegt, muss die Progress Engine zuna¨chst den Nach-
richtenkopf empfangen und auswerten, der, wie oben beschrieben, in der Regel zuvor
in Form eines Kontrollpaketes u¨ber das Short-Protokoll zugestellt wird. Fu¨r die ¨Uber-
tragungszeit einer Eager-Nachricht gilt daher im gu¨nstigsten Fall:
teagerexpected = tshort + tlatency +
n
B
mit n als Anzahl der Nutzdaten in Byte und B als ¨Ubertragungsbandbreit.
Geht man des Weiteren davon aus, dass ein Kontrollpaket eine feste La¨nge h besitzt,
so folgt mit tshort = tlatency + hB :
teagerexpected = 2 · tlateny +
h+ n
B
Wenn eine Nachricht jedoch vor der endgu¨ltigen Zustellung noch zwischengepuffert
wird, so muss diese natu¨rlich spa¨ter noch in den endgu¨ltigen Empfangspuffer kopiert
werden. In diesem Fall des Empfanges einer unerwarteten Nachricht beno¨tigt der ak-
tive Vorgang der ¨Ubertragung bis zum endgu¨ltigen Ziel also:
teagerunexpected = teagerexpected +
n
C
= 2 · tlateny + h+ n
B
+
n
C
wobei C gerade der Bandbreite des Kopiervorganges vom tempora¨ren zum endgu¨lti-
gen Empfangspuffer entspricht.
Betrachtet man nun f als den statistischen Anteil an Fa¨llen, in dem eine Eager-Nach-
richt noch vor dem Aufruf der passenden Empfangsfunktion beim Empfa¨nger eintrifft,
so gilt schließlich fu¨r die durchschnittliche aktive ¨Ubertragungszeit:
teager = 2 · tlateny + h+ n
B
+ f · n
C
22 Der endgu¨ltige Empfangspuffer muss somit zum Zeitpunkt der ¨Ubertragung noch nicht bekannt sein.
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c) Das Rendezvous-Protokoll Der obige Zeitanteil f · n
C
kann sich insbesondere
bei ¨Ubertragungsmedien mit hohen Bandbreiten23 negativ auf die ¨Ubertragungsleis-
tung von großen Nachrichten bei der Verwendung des Eager-Protokolls bemerkbar
machen. Ab einer bestimmten Nachrichtengro¨ße ist es daher oft besser, anstelle des
Eager-Protokolls auf eine Rendezvous-Semantik bei der ¨Ubertragung umzuschalten.
Bei dieser Protokollvariante wird nun die ¨Ubertragung der Nutzdaten zum Empfa¨nger
so lange zuru¨ckgestellt, bis dieser nach dem Bekanntwerden des endgu¨ltigen Emp-
fangspuffers zur ¨Ubertragung auffordert. Dieser Vorgang ist in Abbildung 4.13 wie-
dergegeben, in der man erkennt, dass bei dieser Protokollvariante (mindestens) zwei
Kontrollnachrichten verschickt werden mu¨ssen, wobei sich Sender und Empfa¨nger im-
plizit synchronisieren. Fu¨r die aktive ¨Ubertragungszeit einer Rendezvous-Nachricht
folgt somit:
trendezvous = 2 · tshort + tlatency + n
B
= 3 · tlatency + 2 · h+ n
B
Fu¨r jene Nachrichtengro¨ße nthreshold, ab der das Rendezvous-Protokoll eine bessere
¨Ubertragungsleistung als das Eager-Protokoll erreicht, gilt:
trendezvous = teager ⇒ nthreshold =
tlatency +
h
B
f
C
In Hinblick auf die Verwendung in Metacomputern sei hier angemerkt, dass fu¨r ¨Uber-
tragungsmedien, die eine hohe Latenz (aber eventuell trotzdem auch eine hohe Band-
breite) aufweisen, wie zum Beispiel Weitverkehrsnetze, sich fu¨r n mit tlatency ≫ hB
folgende Na¨herung angeben la¨sst:
nthreshold ≈ tlateny · C
f
Liegt bei einem System nun auch noch eine hohe Rechenleistung pro Prozessor24
vor, so kann der Schwellwert nthreshold zwischen Eager- und Rendezvous-Protokoll
so groß werden, dass ein tatsa¨chlicher Einsatz des Rendezvous-Protokolls praktisch
ausgeschlossen werden kann [105].
Das Senden und Empfangen von Nachrichten
Beim Aufruf einer Sendefunktion wird zuna¨chst, wie oben beschrieben, u¨ber den Rang
des Zielprozesses der entsprechende Channel ausgewa¨hlt. Der Channel wiederum ist
tatsa¨chlich nichts anderes als die Instanz einer Datenstruktur, die Funktionszeiger auf
die jeweilig implementierten Funktionen der Channel-Schnittstelle, also des jeweili-
gen Channel-Devices, entha¨lt. In der Sendefunktion des generischen ADI2-Devices
23 Hier gilt dann etwa O(B) ≈ O(C).
24 Sprich: eine hohe Kopierbandbreite C.
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Abbildung 4.13: Synchronisierender Ablauf des Rendezvous-Protokolls
wird nun u¨ber die Nachrichtengro¨ße entschieden, welches der Protokolle zu benutzen
ist, um anschließend den Aufruf an die jeweilige protokollspezifische Sendefunktion
des Channel-Devices weiterleiten zu ko¨nnen. In dem Channel-Device werden dann
zum Beispiel bei einer Eager-Nachricht zuerst der Nachrichtenkopf und anschließend
der Inhalt des u¨bergebenen Nutzdatenpuffers direkt u¨bertragen, wobei die konkrete
Umsetzung der Protokolle zwischen verschiedenen Channels durchaus variieren kann.
Wa¨hrend das Senden von Nachrichten innerhalb der Implementierung einer entspre-
chenden Sendefunktion der Channel-Schnittstelle stattfindet, wird das eigentliche Emp-
fangen nicht, wie man vielleicht meinen ko¨nnte, innerhalb der Implementierung einer
entsprechenden Empfangsfunktion vollzogen. Vielmehr muss jedes Channel-Device
eine Funktion mit dem Namen check_device() zur Verfu¨gung stellen, u¨ber die die
Progress Engine sta¨ndig und in einer nicht-blockierenden Semantik abfragen kann, ob
auf dem Channel neue Kontrollpakete eingetroffen sind oder nicht. Handelt es sich bei
einem solchen neuen Kontrollpaket zum Beispiel um den Kopf eine Eager-Nachricht,
so wird an dieser Stelle u¨berpru¨ft, ob der endgu¨ltige Empfangspuffer schon von der
Applikation bekannt gemacht wurde.25 Ist dies der Fall, so werden direkt die folgen-
den Nutzdaten in diesemn Puffer empfangen, andernfalls wird ein entsprechender Zwi-
schenpuffer benutzt und die Information daru¨ber in einer internen Liste gespeichert.
25 Dies geschieht u¨ber eine Liste, in der alle noch ausstehenden Empfangsauftra¨ge gespeichert werden.
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Beim Aufruf einer Empfangsfunktion durch die Applikation wird nun zuna¨chst u¨ber-
pru¨ft, ob die entsprechende Nachricht eventuell schon in einem solchen Zwischenpuf-
fer eingetroffen ist. Ist dies bereits geschehen, muss die Nachricht nur noch in den
endgu¨ltigen Puffer kopiert werden, damit die Funktion erfolgreich verlassen werden
kann. Andernfalls wird von der Empfangsfunktion lediglich ein weiterer Eintrag zu
jener Liste hinzugefu¨gt, in der die noch ausstehenden Empfangsauftra¨ge von der Pro-
gress Engine gespeichert werden,26 so dass diese, wie gerade beschrieben, zu einem
spa¨teren Zeitpunkt (dann durch einen direkten Empfang in den endgu¨ltigen Emp-
fangspuffer) abgeschlossen werden ko¨nnen. Eine solche Strategie, bei der erst auf
Empfa¨ngerseite Sende- und Empfangsauftra¨ge einander zugeordnet werden, wird da-
bei auch als Push-Semantik bezeichnet. Der entsprechende Ablauf soll dabei auch
noch einmal durch das Flussdiagramm in Abbildung 4.14 verdeutlicht werden.
Nachricht abschließend empfangen?
Nachricht bereits in einem Zwischenpuffer?
return
MPI_(I)Recv() MPI_SUCCESS MPI_SUCCESS
Ja Kopiere
Nachricht
Nein
Speichere
Request
Ja
Nein
blockierend
nicht   blockierend
MPID_IrecvContig()
MPI_Wait()
check
device
MPID_RecvComplete()
MPI_Request
Abbildung 4.14: Ablaufdiagramm fu¨r die Verarbeitung von Empfangsauftra¨gen
Was man in der Abbildung erkennt, ist, dass es zuerst einmal Unterschied macht, ob
eine Nachricht blockierend, also zum Beispiel MPI_Recv(), oder nicht-blockierend
u¨ber MPI_Irecv() empfangen werden soll. In beiden Fa¨llen wird zuna¨chst u¨ber-
pru¨ft, ob die Nachricht bereits vorliegt, und erst wenn dies nicht der Fall ist, wird
bei der nicht-blockierenden Variante die MPI-Schicht mit der Ru¨ckgabe eines Re-
quests verlassen, wa¨hrend bei der blockierenden Variante ein internes Request erzeugt
wird, so dass anschließend u¨ber die ADI2-Funktion MPID_RecvComplete() auf
dessen Fertigstellung gewartet werden kann. Zu diesem Zweck wird nun die Funk-
tion check_device() pollend aufgerufen, wobei betont werden muss, dass hier
nicht nur jener Channel getestet wird, auf dessen Nachrichteneingang gewartet wird,
26 Die Datenstruktur eines solchen noch ausstehenden Auftrages entspricht dabei einem Request, wie
es schon in Kapitel 4.2.2 auf Seite 55 eingefu¨hrt wurde.
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sondern es werden hier, sofern vorhanden, auch alle anderen instanzierten Channel-
Devices einer Sitzung zyklisch auf den Eingang von Kontrollpaketen beziehungsweise
Nutzdaten hin u¨berpru¨ft.27
4.4 Fazit
Das Message Passing Interface ist inzwischen der dominierende Standard im Bereich
der nachrichtenaustauschbasierten Parallelverarbeitung und praktisch auf allen rele-
vanten Plattformen verfu¨gbar. Obwohl der Funktionsumfang der standardisierten MPI
API inzwischen sehr groß geworden ist (MPI-1 beschreibt 128 Funktionen, MPI-2
fu¨gt weitere 152 Funktionen hinzu), wird von den meisten Applikationen lediglich eine
Handvoll dieser Funktionen auch tatsa¨chlich benutzt [108]. Aus diesem Grund reicht es
fu¨r den Fokus dieser Arbeit auch vo¨llig aus, zuna¨chst nur die in diesem Kapitel vorge-
stellten Funktionen genauer zu betrachten, da sich im Prinzip alleine mit den Prototy-
pen aus den Abbildungen 4.3 und 4.4 fast alle weiteren Funktionalita¨ten von MPI auch
auf Applikationsebene nachbilden ließen. Der nachhaltige Erfolg des MPI-Standards
ist wahrscheinlich auch nicht zuletzt gerade auf diesen Umstand zuru¨ckzufu¨hren, dass
die Applikationsentwickler die Freiheit haben, den gebotenen Funktionsumfang nach
eigenem Ermessen beliebig auszuscho¨pfen. Ein weiterer wichtiger Grund fu¨r die Ver-
breitung des Standards war aber sicherlich auch die Tatsache, dass mit MPICH gleich
zu Beginn eine frei verfu¨gbare Referenzimplementierung zur Verfu¨gung stand, die von
jedermann als Basis fu¨r eigene Implementierungen genutzt werden konnte. An die-
ser Stelle sei aber auch erwa¨hnt, dass es mit MPICH2 [111], LAM/MPI [41, 214] und
Open MPI [90, 98] auch noch drei weitere bedeutende und ebenfalls frei verfu¨gbare
MPI-Implementierungen gibt, wobei insbesondere Open MPI in letzter Zeit stark an
Verbreitung gewonnen hat.28 Neben diesen freien Implementierungen gibt es noch ei-
ne Vielzahl an kommerziellen MPI-Bibliotheken, die, wie bereits beschrieben, zum
Teil wiederum auf MPICH oder MPICH2 beruhen. Als Beispiele fu¨r kommerzielle
MPI-Implementierungen seien hier stellvertretend MPI/Pro [232] von Verari Systems,
HP-MPI [127] von Hewlett-Packard, MS MPI [163] von Microsoft und Intel MPI [132]
erwa¨hnt, wobei auch diese Liste keinesfalls vollsta¨ndig ist.
27 In diesem Zusammenhang spricht man auch vom Triggern der Channels durch die Progress Engine.
28 Die Weiterentwicklung und die Pflege von MPICH und LAM/MPI wurden inzwischen eingestellt,
wobei viele der gewonnenen Erkenntnisse in die noch immer anhaltende Entwicklung von MPICH2
und Open MPI eingeflossen sind.
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Die ¨Uberlegungen insbesondere in Kapitel 3.1.2 zeigen, dass man zur optimalen Par-
allelverarbeitung eines gegebenen Problems auf einen Metacomputer im Gegensatz
zur Verarbeitung in einem homogenen System noch diverse zusa¨tzliche Anpassungen
und Optimierungen vornehmen muss. Jedoch steht der Anwender mit dieser Problem-
stellung in der Regel nicht alleine, sondern wird durch bereits vorhandene Kommu-
nikationsbibliotheken und entsprechende Anpassungswerkzeuge unterstu¨tzt. Da sich,
wie bereits in vorhergehenden Kapitel 4 ausgefu¨hrt, MPI zu einem dominierenden
Standard im Bereich der Parallelverarbeitung herausgebildet hat, war und ist es na-
heliegend, diesen Standard auch fu¨r den Nachrichtenaustausch in Metacomputern zu
nutzen.
5.1 MPI-Implementierungen fu¨r Metacomputer
Der einfachste Ansatz wa¨re hier sicherlich, eine
”
normale“ MPI-Implementierung, die
zum Beispiel die Kommunikation u¨ber TCP zwischen allen beteiligten Prozessen un-
terstu¨tzt, transparent auf das System des Metacomputers zu u¨bertragen. Jedoch wu¨rde
eine solche transparente ¨Ubertragung zum einen dazu fu¨hren, dass hier mit TCP wohl
nur der kleinste gemeinsame Nenner in Bezug auf das Netzwerkprotokoll unterstu¨tzt
wird, so dass das Potential der Metahost-internen Netze und ihrer Protokolle in der Re-
gel nicht ausgescho¨pft werden kann. Zwar ist oft auch eine Nutzung von TCP u¨ber sol-
che dedizierten Hochgeschwindigkeitsnetzwerke mo¨glich (→ SuperSockets bei SCI
oder IPoIB bei InfiniBand), jedoch reicht die dabei erzielbare Leistung oft nicht an je-
ne Leistung heran, die man u¨ber die direkte Ansteuerung einer tiefer liegenden, auf das
jeweilige Netzwerk zugeschnittenen Low-Level API (→ SISCI oder OpenIB) erreichen
kann. Zum anderen fu¨hrt die Nutzung einer normalen MPI-Bibliothek auf einem Meta-
computer dazu, dass die heterogenen Strukturen des Systems auch auf Applikations-
ebene verborgen bleiben. Dies bedeutet, dass auch der Anwender durch die Bibliothek
transparent auf eine vermeintlich homogene MPI-Welt blickt, wa¨hrend die unterlie-
genden Strukturen tatsa¨chlich eine stark hierarchische und heterogene Charakteristik
aufweisen. Aus diesen beiden Gru¨nden wurden in der Vergangenheit schon mehrere
spezielle MPI-Bibliotheken mit dem Ziel entwickelt, dem Anwender eine mo¨glichst
optimale Nutzung der gegebenen Ressourcen zu ermo¨glichen.1 Eine solche Bibliothek
1 Oft sind diese Bibliotheken keine reinen Neuentwicklungen, sondern es wurden bestehende normale
MPI-Implementierungen nur entsprechend erweitert.
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muss daher zum einen die verschiedenen denkbaren lokalen Metahost-internen Netz-
werkstrukturen unterstu¨tzen, zugleich aber auch fa¨hig sein, Nachrichten zu entfernten
Metahosts u¨ber entsprechende Weitverkehrsnetze weiterzuleiten. Daru¨ber hinaus soll-
te sie dem Benutzer zusa¨tzliche Mittel und Werkzeuge an die Hand geben, mit denen
dieser seine Applikation mo¨glichst optimal an die heterogenen Strukturen des Meta-
computers anpassen kann.
Im folgenden Unterkapitel soll zuna¨chst auf den ersten Aspekt der gleichzeitigen Un-
terstu¨tzung verschiedener Netzwerke genauer eingegangen werden. Dazu werden ein-
leitend die verschiedenen allgemeinen Architekturansa¨tze fu¨r Bibliotheken zum Nach-
richtenaustausch in Metacomputern vorgestellt, um dann anschließend verschiedene
Vertreter dieser Ansa¨tze genauer vorzustellen. Der zweite angesprochene Aspekt, also
die Bereitstellung von Anpassungsmo¨glichkeiten fu¨r den Benutzer, wird dann in dem
spa¨teren Kapitel 7 behandelt.
5.1.1 Verschiedene Architekturansa¨tze
Betrachtet man die tatsa¨chlichen Vertreter an Metacomputing-fa¨higen MPI-Implemen-
tierungen, so kann man verschiedene grundsa¨tzliche Ansa¨tze in Bezug auf die Software-
Architektur identifizieren, die im Folgenden genauer ero¨rtert werden sollen.
Direkte Unterstu¨tzung mehrerer Netzwerke
Zum einen kann man die Unterstu¨tzung natu¨rlich direkt innerhalb der jeweiligen MPI-
Bibliothek implementieren. Das bedeutet, dass eine solche Bibliothek von Natur aus
mehrere Netzwerke und ihre entsprechenden Protokolle unterstu¨tzen muss. In
”
nor-
malen“ MPI-Implementierungen wird diese Unterstu¨tzung, wie bereit in Kapitel 4 be-
schrieben, u¨blicherweise durch entsprechende Module2 realisiert, die entweder zum
Zeitpunkt der ¨Ubersetzung oder dynamisch zur Laufzeit der Bibliothek dem jewei-
ligen Netzwerk entsprechend ausgewa¨hlt werden. Einige dieser Bibliotheken erlau-
ben dabei nicht nur die dynamische Auswahl eines der unterstu¨tzten Netzwerktypen,
sondern ermo¨glichen sogar die gleichzeitige Unterstu¨tzung von zwei oder mehr Netz-
werktypen, weswegen man sie auch ha¨ufig als multiprotokollfa¨hig bezeichnet.3 Diese
gleichzeitige Unterstu¨tzung zur Laufzeit kann dabei verschiedene Motive haben, so
dass auch das Metacomputing hier nicht immer das prima¨re Ziel sein muss. Dessen
ungeachtet sollen einige dieser Motive im Folgenden kurz vorgestellt werden.
a) Mehrere Netzwerke in Form eines Ru¨ckgriffmechanismus Bei einigen
Bibliotheken ist die gleichzeitige Unterstu¨tzung von mehreren Netzwerken durch die
Umsetzung eines Ru¨ckgriffmechanismus4 motiviert. Dies bedeutet, dass zum Beispiel
im Falle des Ausfalls eines dedizierten Cluster-Netzwerkes auf eine robustere Netz-
werkressource (zum Beispiel TCP u¨ber Ethernet) zuru¨ckgegriffen werden kann, ohne
2 Solche Module sind zum Beispiel die ADI2-Channel-Devices von MPICH.
3 In der englischsprachigen Literatur bezeichnet man diese Fa¨higkeit oft auch als Multi-Method oder
Multi-Rail Support.
4 Auf Englisch: Fall-back Mechanism.
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dass es zu einem Abbruch der Applikation kommen muss. Ein solcher Ru¨ckgriff ist
jedoch in der Regel nur wa¨hrend der Initialisierungsphase einer MPI-Sitzung mo¨glich,
da zum Erhalt der Sitzung ein mo¨glicher Verlust von Nachrichten ausgeschlossen blei-
ben muss. Ein Beispiel fu¨r einen solchen Mechanismus findet man bei der kommer-
ziellen MPI-Bibliothek der Firma Intel [132], bei der wa¨hrend des Applikationsstarts
auf Socket-Kommunikation u¨ber TCP zuru¨ckgegriffen werden kann, falls die Sitzung
sich (zum Beispiel aufgrund von Sto¨rungen) nicht fu¨r ein leistungsfa¨higeres Netzwerk
initialisieren la¨sst. Der Benutzer der Applikation wird dabei u¨ber den Ru¨ckgriff infor-
miert, so dass er entscheiden kann, ob er einen gehemmten parallelen Lauf in Kauf
nehmen mo¨chte, oder ob er die Applikation lieber selber abbricht. Solch ein Mecha-
nismus kann dabei insbesondere bei der Verwendung von Batch-Systemen vorteilhaft
sein, bei denen eine Applikation unter Umsta¨nden relativ lang auf die Prozessorzu-
teilung und damit auf ihren Start warten muss. Ein erzwungener Abbruch aufgrund
einer nicht herstellbaren Kommunikationsverbindung wu¨rde sonst zu einem spa¨teren
Neustart mit wieder vorhergehender Wartezeit fu¨hren.
b) Verteilen von Nachrichten auf mehrere Netzwerke Eine andere Motiva-
tion kann das Versenden von zerteilten Nachrichten u¨ber verschiedene, parallel vor-
handene Netzwerkpfade sein. Bei dieser Methode werden (große) Nachrichten in Teile
zerlegt und dann parallel u¨ber die verschiedenen Netzwerke zum jeweiligen Empfa¨nger
geleitet. Ziel ist es, auf diese Weise den Durchsatz, das heißt die Bandbreite, bei der
Nachrichtenu¨bertragung zu erho¨hen (→Message Striping, Kapitel 5.1.2 auf Seite 82).
Diese Methode ist jedoch in der Regel nur dann sinnvoll, wenn die redundanten Netz-
werkpfade etwa gleiche Kommunikationscharakteristiken aufweisen. Ein Beispiel fu¨r
die Umsetzung eines solchen Mechanismus findet sich in der Open-MPI-Bibliothek,
die es ermo¨glicht, große Nachrichten zu zerteilen und parallel u¨ber gleichzeitig vor-
handene Verbindungen (mit gleichem oder auch unterschiedlichem Protokoll) zu ver-
senden. Die Gro¨ßen der jeweiligen Teilnachrichten richten sich dabei nach entspre-
chenden Leistungskennzahlen fu¨r die verwendeten Netzwerke, wobei zusa¨tzlich ein
Schwellwert fu¨r die Nachrichtengro¨ße festzulegen ist, ab dem der Mechanismus trotz
des zusa¨tzlichen Mehraufwandes zu einer verbesserten Bandbreite fu¨hrt.
c) Netzwahl in Abha¨ngigkeit der Nachrichtengro¨ße Ein a¨hnlicher Ansatz
findet sich auch bei der nachrichtengro¨ßengesteuerten Auswahl der Netzwerktypen.
Bei diesem Ansatz werden die Nachrichten zwar nicht geteilt und parallel u¨ber die
Netze versendet, es wird hier aber fu¨r kleine Nachrichten der latenzoptimale Netz-
werktyp, und fu¨r große Nachrichten entsprechend der bandbreitenoptimale Netzwerk-
typ ausgewa¨hlt. So sagte man zum Beispiel dem SCI-Netzwerk eine besonders nied-
rige Latenz nach, wa¨hrend andere Netze wie zum Beispiel InfiniBand ihren Fokus
auf einer mo¨glichst hohen Bandbreite zu haben schienen.5 Ein Beispiel fu¨r eine sol-
che Umsetzung findet sich in MP-MPICH (→ Kapitel 5.2.1), bei dem, diesem Ansatz
folgend, kleine Nachrichten u¨ber SCI versendet werden, wa¨hrend große Nachrichten,
sofern vorhanden, u¨ber InfiniBand zugestellt werden ko¨nnen.
5 Diese Relation scheint jedoch heutzutage nicht mehr zu stimmen, da inzwischen auch InfiniBand
sehr niedrige ¨Ubertragungslatenzen erreicht.
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d) Unterstu¨tzung verschiedener Netzwerke fu¨r heterogene Systeme Die
fu¨r den Bereich des Metacomputings interessante Motivation ist jedoch die Unterstu¨tz-
ung von nicht-homogenen Topologien und Netzwerkumgebungen. Eine solche Unter-
stu¨tzung findet sich oftmals auch schon in normalen MPI-Implementierungen im Be-
zug auf Systeme, die lediglich eine hierarchische Struktur aufweisen. Ein Beispiel
dafu¨r ist die gleichzeitige Unterstu¨tzung der Kommunikation u¨ber gemeinsamen Spei-
cher innerhalb eines Netzwerkknotens und der Kommunikation u¨ber das entsprechen-
de Netzwerk zwischen zwei verschiedenen Knoten innerhalb des Systems. So stellt
zum Beispiel MPICH-GM gleich drei ADI2-Channel-Devices zur Verfu¨gung: eines
zur Behandlung von selbstadressierten Nachrichten, eines zur Kommunikation u¨ber
den gemeinsamen Hauptspeicher innerhalb eines SMP-Knotens und eines zur Kom-
munikation u¨ber Myrinet, also u¨ber das eigentliche Netzwerk. Trotz dieser verschie-
denen mo¨glichen Kommunikationskana¨le innerhalb des Systems wu¨rde man einen sol-
chen Myrinet-Cluster nur schwerlich als heterogen bezeichnen.
Dennoch la¨sst sich dieser Ansatz auf Systeme mit hierarchischen und echt-heterogenen
Strukturen, wie die eines Metacomputers, u¨bertragen, indem man als eine weitere Stu-
fe in der Hierarchie einen weiteren Kommunikationskanal zum Nachrichtenaustausch
u¨ber Weitverkehrsnetze (zum Beispiel via TCP) hinzunimmt [203].
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Abbildung 5.1: Kopplung zweier Metahosts u¨ber eine MPI-Bibliothek mit direkter
Unterstu¨tzung fu¨r verschiedene Netzwerke
In Abbildung 5.1 ist eine solche Architekturform einmal grafisch dargestellt. Man er-
kennt, dass bei dieser Variante innerhalb der MPI-Bibliothek die unterliegenden Kom-
munikationsprotokolle der Transportschicht u¨ber die oben erwa¨hnten Module entwe-
der direkt angesprochen werden (zum Beispiel u¨ber die Socket API fu¨r die Kommu-
nikation via TCP) oder der jeweilige Transportmechanismus in den Modulen selbst
implementiert werden muss (zum Beispiel Kommunikation u¨ber den verteilten ge-
meinsamen Speicher eines SCI-Netzes). Die dargestellte Sitzungsschicht innerhalb
der MPI-Bibliothek ist dabei fu¨r die Initialisierung der entsprechenden Kommunika-
tionsmodule verantwortlich und sorgt damit auch fu¨r die anfa¨ngliche Einrichtung der
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beno¨tigten Kommunikationskana¨le. In dem spa¨teren Verlauf der MPI-Sitzung sorgt
dann in der Regel auch diese Schicht fu¨r die entsprechende Zuordnung der ho¨her-
schichtigen Sende- und Empfangsauftra¨ge an die jeweiligen Module. Auf diese Weise
ko¨nnen Kommunikationsanfragen zum Beispiel innerhalb eines Clusters u¨ber das in-
terne Cluster-Netzwerk, in der Abbildung 5.1 als lokales Netzwerk bezeichnet, abge-
wickelt werden, wa¨hrend Kommunikationsanfragen an entfernte Prozesse in anderen
Clustern u¨ber ein Modul zur Weitverkehrskommunikation und somit u¨ber ein globa-
les Netzwerk abgewickelt werden. Wie man erkennt, eignet sich dieser Ansatz auf-
grund der streng hierarchischen Strukturierung6 wohl ausschließlich fu¨r Metacompu-
ting-Systeme, bei denen alle beteiligten Prozesse auch einen direkten Zugang zu die-
sem globalen Netzwerk haben (→ All-to-All-Architektur).
Unterstu¨tzung basierend auf einer zusa¨tzlichen Bibliothek
Bei dieser Variante basiert die MPI-Bibliothek auf einer unterliegenden weiteren Kom-
munikationsbibliothek, die eine gleichzeitige Unterstu¨tzung von verschiedenen Netz-
werktypen bietet. In diesem Sinne sind dann in der MPI-Bibliothek lediglich jene
Funktionalita¨ten implementiert, die unabha¨ngig von den unterliegenden Kommuni-
kationsmechanismen gehalten werden ko¨nnen. Ein Vorteil dieses Ansatzes ist, dass
die oberen MPI-Schichten so von dem Management der unterliegenden heterogenen
Strukturen vo¨llig entkoppelt werden. Es ist somit Aufgabe dieser unterliegenden Bi-
bliothek, die gewu¨nschte Kommunikationssitzung einzurichten und zu verwalten so-
wie die u¨bergebenen Sende- und Empfangsauftra¨ge an die entsprechenden Transport-
protokolle zu verteilen oder die verschiedenen Transportmechanismen selber zu im-
plementieren.7
Ein Nachteil solcher entkoppelten Kommunikationsbibliotheken kann jedoch dadurch
entstehen, wenn diese die Informationen u¨ber die heterogenen Strukturen des Systems
derart transparent halten, dass diese weder der ho¨heren MPI-Schicht noch der eigent-
lichen Applikation zuga¨nglich gemacht werden ko¨nnen. Dies hat jedoch zur Folge,
dass auf diesen Schichten auch keine Anpassung an die Heterogenita¨t mehr erfolgen
kann, die aber oftmals fu¨r eine optimale Ausnutzung der vorhandenen Ressourcen un-
umga¨nglich ist. Dieser Sachverhalt soll u¨brigens in den Abbildungen 5.1 und 5.2 da-
durch gekennzeichnet werden, dass jeweils jene Schichten mit einem dickeren Rahmen
zusammengefasst sind, in denen die heterogenen Strukturen des Systems bekannt sind,
und somit eine entsprechende Beru¨cksichtigung vorgenommen werden kann. Wie ei-
ne mo¨gliche Weitergabe dieser Information und eine entsprechende Beru¨cksichtigung
dieser auch auf der Ebene der jeweiligen MPI-Anwendung erfolgen ko¨nnen, wird in
dieser Arbeit spa¨ter noch im Kapitel 7.3 genauer diskutiert.
Als Beispiele fu¨r Vertreter solcher universellen Kommunikationsbibliotheken mit Mul-
tiprotokollunterstu¨tzung seien hier nur das Nexus-Projekt [84], die Madeleine-Biblio-
6 Sprich: jede tiefere Netzwerkstufe beinhaltet alle Knoten der ho¨heren Netzwerkstufen.
7 Aufgrund der angesprochenen Entkopplung solcher Kommunikationsbibliotheken von den ho¨heren
MPI-Schichten ko¨nnen und werden diese oftmals in ihrer Eigenschaft als Mehrzweckbibliotheken
auch außerhalb von MPI-Umgebungen zur Kommunikation in entsprechenden Projekten eingesetzt.
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Abbildung 5.2: Kopplung zweier Metahosts auf Basis einer zusa¨tzlichen Kommunika-
tionsbibliothek, die gleichzeitig mehrere Netzwerke unterstu¨tzt
thek [33, 5] sowie das Virtual Machine Interface (VMI) [182] genannt, die alle schon
einmal als Basis fu¨r entsprechende MPI-Implementierungen eingesetzt worden sind:
• Nexus in MPICH-G [79]
Bietet gleichzeitige Unterstu¨tzung fu¨r:
Sockets/TCP, AAL5/ATM und weitere, inzwischen veraltete Schnittstellen
• Madeleine in MPICH/Madeleine [7] und MPICH/MADIII [6]
Bietet gleichzeitige Unterstu¨tzung fu¨r:
Sockets/TCP, SISCI/SCI, GM/MX/Myrinet und Elan/Quadrics
• VMI in MPICH-VMI [183]
Bietet gleichzeitige Unterstu¨tzung fu¨r:
Sockets/TCP, GM/Myrinet und VAPI/InfiniBand
Dabei eignen sich alle drei dieser Implementierungen auch fu¨r den Bereich des Meta-
computings, wobei auf die beiden erstgenannten in Kapitel 5.1.3 in dieser Arbeit noch
etwas genauer eingegangen wird, wa¨hrend bezu¨glich VMI und MPICH-VMI hier nur
auf die entsprechende Literatur verwiesen werden kann [182, 183, 234].
Eine Meta-Schicht aufsetzend auf lokalen MPI-Implementierungen
Oftmals sind die beiden bisher vorgestellten Architekturansa¨tze dahingehend zu un-
flexibel, als dass sie nicht immer alle denkbaren lokalen Kommunikationsprotokol-
le abdecken ko¨nnen. So bieten zwar beide Ansa¨tze die gleichzeitige Unterstu¨tzung
verschiedener Netzwerke aus einer Hand, jedoch muss diese Unterstu¨tzung fu¨r jedes
mo¨gliche Netzwerk zuna¨chst einmal implementiert werden, was sich insbesondere bei
proprieta¨ren Netzwerktechnologien, wie sie zum Beispiel in dedizierten Supercompu-
tern zum Einsatz kommen, nur schwer realisieren la¨sst. Als Beispiele fu¨r solche spezi-
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ellen Netzwerke seien hier das RapidArray Interconnect eines Cray XD1 Systems [36]
sowie das spezielle 3D-Torus-Netzwerk einer IBM BlueGene genannt [1].
Zwar verfu¨gen die meisten offenen MPI-Bibliotheken (sowie andere offene multi-
protokollfa¨hige Kommunikationsbibliotheken) u¨ber entsprechende Module zur An-
steuerung von ebenfalls offenen Netzwerkstandards wie Sockets, SISCI, OpenIB oder
DAPL, jedoch fehlen oftmals entsprechende Kommunikationsmodule fu¨r hersteller-
spezifische Netzwerkschnittstellen. Damit eine solche proprieta¨re Technologie dann
u¨berhaupt in Verbindung mit dem MPI-Standard genutzt werden kann, muss diese Un-
terstu¨tzung letztendlich wiederum vom jeweiligen Hersteller selber geliefert werden.
Dies geschieht in der Regel durch eine sogenannte Vendor-MPI-Bibliothek, die der
Hersteller zusammen mit seinem Hardware-Produkt ausliefert und die speziell auf die
jeweilige Technologie zugeschnitten ist. Zwar basieren solche Vendor-MPI-Lo¨sungen
ha¨ufig auch auf offenen MPI-Bibliotheken wie zum Beispiel MPICH2, da diese frei
verfu¨gbare Code-Basen darstellen, auf denen die Hersteller dann aufsetzen ko¨nnen.
Dennoch vero¨ffentlichen die Hersteller nur in seltenen Fa¨llen den von ihnen entwi-
ckelten oder erweiterten Code, da sie in der Regel durch Geheimhaltung von Imple-
mentierungsdetails einen etwaigen Technologievorsprung zu wahren suchen.
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Abbildung 5.3: Kopplung zweier Metahosts mit Hilfe einer Meta-MPI-Schicht, die auf
jeweils lokalen MPI-Implementierungen aufsetzt
Will man nun trotzdem ein solches herstellerspezifisches System in einen Metacom-
puter mit einbinden, so muss man auf einer ho¨heren Ebene ansetzen: na¨mlich auf
der standardisierten MPI-Schnittstelle selber, die natu¨rlich auch von dem Vendor-MPI
nach oben hin angeboten wird. Bei diesem Ansatz setzt also die Metacomputing-fa¨hige
MPI-Implementierung auf den lokalen herstellerspezifischen MPI-Bibliotheken auf,
die man in diesem Zusammenhang dann auch als die nativen MPI-Bibliotheken des
Metacomputing-Systems bezeichnet. Die obere MPI-Implementierung bildet dabei al-
so eine Meta-MPI-Schicht, der die Verwaltung der heterogenen Ressourcen und die
Weiterleitung von Nachrichten an entfernte Prozesse obliegen, wa¨hrend die Kommuni-
kation innerhalb der lokalen Netzwerke u¨ber die jeweiligen nativen MPI-Bibliotheken
abgewickelt wird.
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Ruft eine Applikation also auf einer solchen Meta-Schicht eine Kommunikationsfunk-
tion auf, so muss in dieser Schicht nun zuna¨chst entschieden werden, ob es sich um
eine Kommunikationsanfrage bezu¨glich eines lokalen Partners oder um einen entfern-
ten Prozess handelt. Im ersten Fall wird die Anfrage einfach an die unterliegende native
MPI-Schicht durchgereicht, wobei noch eine Umsetzung des globalen Prozessranges
auf den entsprechenden lokalen Rang, den der adressierte Prozess innerhalb der je-
weiligen nativen MPI-Umgebung besitzt, stattfinden muss. Im zweiten Fall muss die
Meta-Schicht eine Weiterleitung der Nachricht zu dem entsprechenden entfernten Me-
tahost veranlassen, so dass die Nachricht dort (eventuell u¨ber einen weiteren Umweg
der dortigen nativen MPI-Umgebung) zugestellt werden kann.
5.1.2 Behandlung und Weiterleitung von Nachrichten
Bei der Bewertung der hier vorgestellten Architekturansa¨tze zur Implementierung ei-
ner Metacomputing-fa¨higen MPI-Bibliothek darf nicht vergessen werden, dass fu¨r ei-
ne effiziente Parallelverarbeitung auf einem Metacomputer auch dessen Hardware-
Architektur sowie seine Umgebung ausschlaggebend sind. Insbesondere ist hier der
Fokus auf die Behandlung und die Weiterleitung von Nachrichten zwischen den je-
weiligen Metahosts zu legen, da dies gerade den Flaschenhals im System darstellt.
Somit ist es auch Kernaufgabe einer solchen Metacomputing-fa¨higen Kommunikati-
onsbibliothek, die ja als Verbindungsschicht zwischen den verteilten Metahosts agiert,
diesen Flaschenhals durch ein mo¨glichst geschicktes Vorgehen bei der Weiterleitung
von Nachrichten zu minimieren. Im Folgenden sollen nun einige der dazu relevanten
Aspekte noch etwas genauer diskutiert werden.
Einfluss der Hardware-Topologien
Zuna¨chst einmal gilt es bei der Betrachtung des Gesamtsystems zu beru¨cksichtigen,
dass sich mit der Hardware-Architektur auch die Topologie des Metacomputers mo¨g-
lichst gut mit den Kommunikationsstrukturen beziehungsweise mit der Software-Ar-
chitektur der jeweiligen MPI-Bibliothek vereinen lassen sollte. Bei den Hardware-
Topologien von hierarchischen Metacomputing-Systemen lassen sich dabei grundsa¨tz-
lich folgende Ansa¨tze identifizieren:
a) Router-basierter Architekturansatz Bei dieser Architekturform haben nur
einige ausgewa¨hlte Knoten pro Metahost einen direkten Zugang zu dem koppelnden
Weitverkehrsnetz (→ Abbildung 5.4 a). Die Gru¨nde dafu¨r ko¨nnen vielfa¨ltig sein: So
besitzen dedizierte Supercomputer, wie zum Beispiel MPP-Systeme, oft spezielle I/O-
Knoten, die dann fu¨r die externe Kommunikation zusta¨ndig sind. Oder aber es handelt
sich bei dem Interface zum koppelnden Netzwerk um eine recht teure Ressource, so
dass aus Kostengru¨nden nicht alle Knoten eines Metahosts mit einer solchen Schnitt-
stelle direkt ausgestattet sein ko¨nnen. Nicht zuletzt kann es sich hier aber auch um
sicherheitspolitische Entscheidung des jeweiligen Betreibers handeln, der nur eine be-
grenzte Anzahl an Knoten der Außenwelt gegenu¨ber direkt o¨ffnen mo¨chte, wa¨hrend
sich die anderen Knoten hinter einer Firewall oder innerhalb eines privaten Adressrau-
mes verbergen und so keinen direkten Zugang zum a¨ußeren Netzwerk haben.
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Abbildung 5.4: Architekturansa¨tze in Bezug auf die Hardware-Topologie
Dabei kann ein solcher Router-basierter Ansatz aus Sicht der MPI-Bibliothek transpa-
rent gestaltet sein, was bedeutet, dass er keinen direkten Einfluss auf die interne Kom-
munikationsstrukturen der Bibliothek hat.8 Dennoch gibt es auch Szenarien, bei denen
ein solches transparentes Routing nicht mo¨glich ist, weil zum Beispiel die ¨Ubertra-
gungsprotokolle zwischen dem a¨ußeren Weitverkehrsnetz und den lokalen Hochge-
schwindigkeitsnetzwerken auf den unteren Netzwerkschichten zueinander inkompati-
bel sind. In einem solchen Fall muss das Routing, das heißt das Weiterleiten, der Nach-
richten auf einer ho¨heren Ebene vollzogen werden. So ist es zum Beispiel mo¨glich,
dass die Weiterleitung der Nachrichten u¨ber die entsprechenden Router-Knoten durch
eine zusa¨tzliche Kommunikationsbibliothek durchgefu¨hrt wird, wie sie schon im vorhe-
rigen Kapitel 5.1.1 auf Seite 77 beschrieben wurde, und die dann entsprechend wieder
die Protokolle beider Netze (lokal und global) unterstu¨tzen muss. Daru¨ber hinaus ist
aber auch ein explizites Routing innerhalb der oberen Schichten der Metacomputing-
fa¨higen MPI-Bibliothek denkbar, was bei bestimmten Anwendungsfa¨llen auch durch-
aus praktikabel ist (→ PACX, MetaMPICH).
b) Gateway-basierter Architekturansatz Bei diesem Ansatz sind ein oder meh-
rere Knoten gleichzeitig Teil beider oder mehrerer Metahosts (→ Abbildung 5.4 b), so
dass sie fu¨r die anderen Knoten als Gateways fungieren ko¨nnen. Der Ansatz eignet
sich aufgrund der fehlenden Weitverkehrsverbindung ausschließlich fu¨r die Kopplung
lokal benachbarter Metahosts und ist daher hier nur der Vollsta¨ndigkeit halber auf-
gefu¨hrt. Eine konkrete Umsetzung dieser Architekturform entsteht zum Beispiel, wenn
man bei zwei benachbarten Rechnerverbundsystemen mit unterschiedlichen Hochge-
schwindigkeitsnetzwerken einige wenige Knoten gleich mit Netzwerkkarten jeweils
beider Technologien ausstattet.
8 Das Routing findet hier, wie in den meisten Fa¨llen, schon in den unteren Protokollschichten des
Netzes statt.
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Bei Applikationen, bei denen alle Prozesse untereinander viel miteinander kommu-
nizieren, ko¨nnen solche Gateways dabei schnell zum Flaschenhals werden. Auf der
anderen Seite gibt es viele Beispiele fu¨r Applikationen, bei denen die Prozesse jeweils
nur mit zwei weiteren Nachbarn kommunizieren. Bildet man in einem solchen Fall die
Prozesse geschickt auf die u¨ber ein Gateway gekoppelten Knoten der beiden Teilsyste-
me ab, so la¨sst sich mit dieser Architektur eine deutlich bessere Leistung erzielen, als
wenn man die Kopplung u¨ber ein langsameres, aber von allen Knoten direkt erreich-
bares Nahverkehrsnetz wie Ethernet vorgenommen ha¨tte (→ Abbildung 5.5).
Gateway
Metahost BMetahost A
All−to−All
Abbildung 5.5: Beispiel fu¨r eine Applikation, die aufgrund ihres Kommunikations-
musters von einer Gateway-Architektur profitieren kann
c) Voll-vernetzter Architekturansatz Die vorangegangenen ¨Uberlegungen fu¨h-
ren gleich zu dieser Architekturform, bei der zwei oder mehr Metahosts, die intern
jeweils u¨ber ein entsprechend schnelles Netzwerk verfu¨gen, u¨ber ein weiteres globales
Netzwerk so miteinander gekoppelt werden, dass alle Knoten direkt u¨ber dieses Netz-
werk miteinander kommunizieren ko¨nnen. Diese Architekturform wird daher auch als
voll-vernetzte oder als All-to-All-Architektur bezeichnet (→Abbildung 5.4 c). Ein Bei-
spiel ist wieder die Kopplung von zwei lokal benachbarten Rechnerverbundsystemen
u¨ber ein u¨bliches Nahverkehrsnetz wie Ethernet, was man hier auch als eine Art Ad-
hoc-Kopplung auffassen kann.
Dennoch la¨sst sich dieser Ansatz auch auf ra¨umlich weit entfernte Rechenressourcen
u¨bertragen, wobei dann alle Knoten der beteiligten Metahosts einen direkten Zugang
zu dem koppelnden Weitverkehrsnetz haben. Auch wenn dieses koppelnde Netz unter
Umsta¨nden sogar eine exklusive Ressource des Metacomputers mit einer sehr hohen
Durchsatzleistung sein kann, stellt es oftmals trotzdem den Flaschenhals des Systems
dar, da die Nachrichten aufgrund der ra¨umlichen Distanz in der Regel mit einer deut-
lichen Verzo¨gerung (→ Latenz) bei den entfernten Methahosts eintreffen. Dieser Um-
stand muss dann bei der Abbildung der Prozesse auf die Knoten im System wiederum
beru¨cksichtigt werden, wenn man die verfu¨gbare Leistung des Systems optimal aus-
nutzen mo¨chte (→ Kapitel 7.1.3).
Kanalbu¨ndelung / Message Striping
Auf den Einfluss der gewa¨hlten Transportprotokolle fu¨r die ¨Ubertragung von Nach-
richten entlang der koppelnden Weitverkehrsnetze auf den jeweiligen Nachrichten-
durchsatz wurde schon in Kapitel 3.2 eingegangen. An dieser Stelle soll nun eine
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Technik etwas genauer vorgestellt werden, die zwar eng mit dem jeweiligen ¨Uber-
tragungsprotokoll zusammenarbeitet, die aber oftmals erst in den ho¨heren Schichten,
wie zum Beispiel einer Metacomputing-fa¨higen MPI-Bibliothek, umgesetzt wird: die
Kanalbu¨ndelung.
Als Ausgangspunkt zur Erla¨uterung dieser Technik stelle man sich zum Beispiel eine
Router-basierte Kopplung zweier Metahosts vor, bei der es aber nicht nur eine, sondern
gleich mehrere tatsa¨chlich (physisch) vorhandene und somit redundante Netzwerkver-
bindungen zwischen den Metahosts gibt (→ Abbildung 5.6). Es stellt sich nun die
Frage, wie der Nachrichtenverkehr zwischen den beiden Seiten auf diese parallelen
Verbindungen verteilt werden soll. Einen ersten (aber oftmals unzula¨nglichen) Ansatz
einer Lastbalancierung erha¨lt man, indem man ein festes Zuordnungsschema zwischen
den internen Knoten und den global koppelnden Netzwerkverbindungen einfu¨hrt, so
dass jeweils Gruppen von bestimmten Prozessen immer nur u¨ber die eine, ihnen zu-
geordnete Verbindung miteinander kommunizieren. Der Nachteil einer solchen stati-
schen Zuordnung (und somit statischen Lastbalancierung) ist jedoch, dass hier oftmals
keinerlei Beru¨cksichtigung des tatsa¨chlichen Kommunikationsverhaltens der Prozes-
se9 vorgenommen werden kann, da gerade diese Information zum Zeitpunkt der Zu-
ordnung noch nicht bekannt ist.
Metahost A Metahost B
Abbildung 5.6: Kopplung u¨ber Router-Knoten mit redundanten (hier: drei) Netzwerk-
verbindungen zwischen den Metahosts
Als wesentlich effizienter (da deutlich flexibler) erweist sich hier daher oft eine dyna-
mische Lastbalancierung zwischen den parallelen Verbindungen, mit denen die Me-
tahosts gekoppelt sind. Bei einem solchen dynamischen Balancierungsschema wird
somit erst zur Laufzeit auf Basis der jeweils aktuellen Netzwerkauslastung entschie-
den, u¨ber welche der Verbindungen eine Nachricht dann tatsa¨chlich an den anderen
Metahost weitergeleitet wird. Zu diesem Zweck werden auf Software-Ebene solche
mehrfach vorhandenen physischen Verbindungen oftmals zu einer einzelnen logischen
Verbindung zusammengefasst. Durch dieses Vorgehen werden dadurch die tatsa¨chli-
chen physischen Hardware-Strukturen fu¨r ho¨here Schichten in der Weise abstrahiert,
dass diese auf der einen Seite wieder nur mit einer einfachen (virtuellen) Verbindung
umgehen ko¨nnen mu¨ssen und auf der anderen Seite die vorhandenen Netzwerkressour-
cen trotzdem mo¨glichst effizient ausgenutzt werden ko¨nnen.
Eine weitere Technik, die oftmals in das Verfahren der Kanalbu¨ndelung integriert wird,
ist das sogenannte Message Striping, auf das in Ansa¨tzen auch schon in Kapitel 5.1.1
auf Seite 75 eingegangen wurde. Bei diesem Verfahren werden große Nachrichten bei
9 Sprich: des Kommunikationsmusters der u¨berliegenden parallelen Applikation.
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mehrfach vorhandenen (und dabei nicht ausgelasteten) Netzwerkverbindungen in klei-
nere Nachrichtenstu¨cke zerteilt (in sogenannte Stripes), um dann anschließend paral-
lel u¨ber die Verbindungen zum Zielsystem geschickt zu werden, wo diese Nachrich-
tenstu¨cke dann anschließend wieder in richtiger Reihenfolge zusammengesetzt wer-
den.10 Fu¨r kleine Nachrichten lohnt sich dieses Verfahren jedoch oftmals nicht, da hier
der dazu beno¨tigte zusa¨tzliche Protokollaufwand gegenu¨ber der eigentlichen ¨Ubertra-
gungszeit zu dominieren droht. Somit muss hier ein systemabha¨ngiger Schwellwert
fu¨r die Nachrichtengro¨ße gefunden werden, ab dem sich dieses Verfahren in Bezug
auf den Durchsatz zu lohnen beginnt.
Dieser Zusammenhang soll hier auch noch einmal in Abbildung 5.7 verdeutlicht wer-
den. Der obere Teil a) in dieser Abbildung stellt dabei den Fall dar, dass gleichzeitig
mehrere kleine Nachrichten versandbereit zur Verfu¨gung stehen, so dass diese dann
auch gleichzeitig u¨ber die parallelen Verbindungen verschickt werden ko¨nnen. Dahin-
gegen liegt bei dem Szenario, das im mittleren Teil b) der Abbildung wiedergegeben
ist, der Fall vor, dass zwar nur eine, dafu¨r aber eine relativ große Nachricht versandbe-
reit vorliegt.11 Diese kann nun in kleinere Nachrichten zerlegt werden, die dann eben-
falls gleichzeitig u¨ber die parallelen Verbindungen laufen ko¨nnen. Der untere Teil c)
der Abbildung beschreibt schließlich den Fall, bei dem kleinere Nachrichten in zeitli-
chen Absta¨nden hintereinander zum Versand zur Verfu¨gung stehen. Diese ko¨nnten so-
mit ohne Leistungseinbußen hintereinander auch u¨ber nur eine Verbindung geschickt
werden, da es bei einer Verteilung dieser auf die mehrfach vorhandenen Verbindungen
(wie es hier dargestellt ist) zu keiner zeitlichen ¨Uberlagerung kommt.
Kollektive Kommunikation
Die bisherigen Betrachtungen und Ausfu¨hrungen in diesem Kapitel bezogen sich zu-
meist auf die entfernte Punkt-zu-Punkt-Kommunikation, bei der sich das Paar an Kom-
munikationspartnern in unterschiedlichen Metahosts befindet und die Nachrichten mo¨g-
lichst optimal u¨ber diesen Engpass zwischen den Metahosts geleitet werden mu¨ssen.
Die optimale Wegwahl ha¨ngt in diesem Fall stark von den Hardware-Strukturen12
des Metacomputers ab und eine Optimierung auf Software-Ebene la¨sst sich allenfalls
durch die Ausnutzung redundanter Kommunikationspfade erzielen, wie es im vorange-
gangenen Abschnitt schon erla¨utert wurde. Anders sieht es jedoch bei der Umsetzung
sogenannter kollektiver Kommunikationsmuster aus, bei denen gleich mehrere Sender
und/oder Empfa¨nger beteiligt sind. Wie schon in Kapitel 4.2.3 ausgefu¨hrt, beschreibt
auch der MPI-Standard eine Fu¨lle solcher kollektiven Kommunikationsfunktionen,
wobei deren algorithmische Umsetzung jedoch den jeweiligen MPI-Implementierung-
en u¨berlassen wird, so dass diese die Muster mo¨glichst optimal an die Hardware-
Strukturen anpassen ko¨nnen. So kann man sich gut vorstellen, dass zum Beispiel ein
(bina¨r-)baumartig durchgefu¨hrter Broadcast eine durchaus effiziente Umsetzung fu¨r
ein homogenes System sein kann, wa¨hrend auf einem Metacomputer das gleiche Mus-
10 Bei Router-basierten Topologien wird dieses Zerteilen und Wiederzusammensetzen in der Regel
durch entsprechende Prozesse auf den jeweiligen Router-Knoten durchgefu¨hrt.
11 Sprich: die Nachricht ist gro¨ßer als der oben erwa¨hnte Schwellwert.
12 Sprich: von der jeweiligen Topologie.
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a)
b)
c)
Abbildung 5.7: Behandlung von Nachrichten verschiedener Gro¨ße bei Kanalbu¨nde-
lung mit Message Striping
ter zu einer unno¨tigen Belastung des Inter-Metahost-Engpasses fu¨hren kann, wie es in
Abbildung 5.8 dargestellt ist.
Um nun die kollektive Kommunikation in einem solchen System mo¨glichst optimal zu
gestalten, sollte man daher folgende zwei Regeln beachten:
1. Keine Nachricht gleichen Inhalts darf mehrfach von einem zu einem anderen
Metahost versendet werden
2. Jede Nachricht darf den Inter-Metahost-Engpass maximal einmal passieren
Die erste Regel sorgt dafu¨r, dass die zur Verfu¨gung stehende Bandbreite zwischen
den Metahosts nicht unno¨tig belastet wird, um so die Gefahr einer Verstopfung des
Inter-Metahost-Engpasses zu verringern. Die zweite Regel hingegen sorgt dafu¨r, dass
der Einfluss der anzunehmenden hohen Latenzen zwischen den Metahosts auf die Ge-
samtu¨bertragungszeit jeweils nur ein einziges Mal zum Tragen kommt, wobei als Ge-
samtu¨bertragungszeit bei kollektiven Operationen in der Regel jene Zeit verstanden
wird, die vom Aussenden der ersten Nachricht bis zum abschließenden Empfang der
letzten Nachricht bei allen beteiligten Prozessoren verstanden wird. Ein Beispiel fu¨r
ein Broadcast-Muster auf einem Metacomputer, dessen Umsetzung sich an die obigen
Regeln ha¨lt, ist hier in Abbildung 5.8 b) wiedergegeben.
Eine zusa¨tzliche Kommunikationsbibliothek, die versucht, alle kollektiven Kommuni-
kationsfunktionen des MPI-Standards gerade gema¨ß diesen beiden Regeln umzuset-
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Abbildung 5.8: Schlechte (a) und optimierte (b) Umsetzung des Kommunikationsmus-
ters fu¨r einen Broadcast auf einem Metacomputer
zen, ist die sogenannte MagPIe-Bibliothek [140]. Diese Bibliothek versteht sich da-
bei nicht als eigensta¨ndige MPI-Implementierung fu¨r Metacomputer, vielmehr ko¨nnen
eben solche Implementierungen die MagPIe-Bibliothek nutzen, um ohne eigenen Auf-
wand optimierte kollektive Kommunikationsfunktionen fu¨r Metacomputer-Umgebun-
gen anbieten zu ko¨nnen. Dabei wurde MagPIe bei seiner Entwicklung auf die Schnitt-
stellen der MPICH-Implementierung (→ Kapitel 4.3) zugeschnitten, so dass sie sich
oft auch leicht in andere MPI-Implementierungen integrieren la¨sst – zumindest wenn
diese von der MPICH-Referenzimplementierung abgeleitet wurden.
Bei dem Versuch einer mo¨glichst optimalen Umsetzung der Kommunikationsmus-
ter geht MagPIe davon aus, dass Nachrichten zwischen zwei Prozessen immer asyn-
chron13 versandt werden ko¨nnen. Ist dies der Fall, so sind, wie in Kapitel 4.2.2 auf
Seite 54 beschrieben, die Aufrufe der Sende- und Empfangsfunktionen fu¨r die Punkt-
zu-Punkt-Kommunikation zeitlich entkoppelt und die Sendefunktion kann verlassen
werden, sobald die Nachricht in das Netzwerk eingeschleust ist (→ Zeitanteil tstartup+
tdata(n) in Abbildung 2.3 auf Seite 22). Auf Empfa¨ngerseite wird hingegen gewartet,
bis die komplette Nachricht eingetroffen ist, um sie dann anschließend gegebenenfalls
zur Fortsetzung des jeweiligen kollektiven Kommunikationsmusters weiterzusenden.
Vernachla¨ssigt man die Startup-Zeit, so dauert aus Sendersicht ein einzelner Punkt-zu-
Punkt-Kommunikationsvorgang die Zeit tsend = tdata(n) = n/B und ist somit zeitlich
nur von der Nachrichtengro¨ße n und der jeweils zur Verfu¨gung stehenden Bandbreite
B abha¨ngig. Fu¨r die Dauer trecv des entsprechenden Empfangsvorganges kann hinge-
gen auch noch die ¨Ubertragungslatenz (→ Zeitanteil ttransfer) des jeweiligen Netzwer-
kes ausschlaggebend sein.
Es la¨sst sich nun zeigen, dass bei einer geringen Differenz zwischen trecv und tsend
zum Beispiel ein optimaler Broadcast mit dem Muster eines Binomialbaums durch-
gefu¨hrt werden sollte, wa¨hrend bei einer großen Differenz das Muster eines Sterns
vorzuziehen ist [23]. Dies liegt vor allem darin begru¨ndet, dass man bei großen Diffe-
13 Sprich: im Eager-Modus.
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Abbildung 5.9: Zeit-Wege-Diagramm fu¨r einen Broadcast mit einem Sender und zwei
Empfa¨ngern
renzen am besten zuna¨chst alle asynchronen Sendeoperationen mit der kurzen Dauer
tsend anstoßen sollte, so dass sich die anschließenden Transferzeiten ttrans (eine aus-
reichende Bandbreite einmal vorausgesetzt) mo¨glichst u¨berlagern,14 so wie es auch
in dem Zeit-Wege-Diagramm in Abbildung 5.9 fu¨r einen Broadcast mit einem Sen-
der und zwei Empfa¨ngern einmal dargestellt ist. Mit der Annahme, dass innerhalb
eines Metahosts die Relation trecv ≈ tsend gilt, wa¨hrend zwischen den Metahosts auf-
grund der Latenzen der Weitverkehrsnetze trecv ≫ tsend zu erwarten ist, wird von der
MagPIe-Bibliothek zur lokalen kollektiven Kommunikation konsequent das Muster ei-
nes Bina¨rbaums genutzt, wa¨hrend kollektive Nachrichten zu anderen Metahosts immer
direkt und sternfo¨rmig verschickt werden (→ Abbildung 5.10).
Mit entsprechenden Analysen kann gezeigt werden, dass ein solches Vorgehen bei
kollektiver Kommunikation in Metacomputern deutliche Leistungsvorteile gegenu¨ber
einer nichtoptimierten Weiterleitung der Nachrichten bietet.15 Metacomputing-fa¨hige
MPI-Implementierungen sollten daher auch entweder selber entsprechend optimierte
kollektive Kommunikationsmuster anbieten oder aber die Mo¨glichkeit zur Integration
von MagPIe unterstu¨tzen.
14 Sprich: die Nachrichten werden zeitlich parallel u¨ber die Netzwerke verschickt.
15 In [140] werden zum Beispiel von Kommunikationszeitunterschieden bis zu einem Faktor 8 berich-
tet.
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root
Abbildung 5.10: Kommunikationsmuster der MagPIe-Bibliothek fu¨r einen Broadcast
auf einem Metacomputer mit vier Metahosts [140]
Einfluss der Prozessorarchitekturen
Wie in Kapitel 3.1.2 bereits angesprochen, ko¨nnen in einem Metacomputer auch die
Prozessorarchitekturen samt Befehlssatz zwischen den Metahosts variieren. Das be-
deutet natu¨rlich zum einen, dass man fu¨r jede Architektur auch ein dem jeweiligen Be-
fehlssatz entsprechend u¨bersetztes Programm, das Executable, zur Verfu¨gung stellen
muss. Auf der anderen Seite heißt dies aber auch, dass die interne Datenrepra¨sentation
zwischen den Metahost variieren kann. Ist die Repra¨sentation von Fließkommazahlen
noch weitestgehend einheitlich durch einen IEEE-Standard [228] geregelt, so haben bei
der Integer-Repra¨sentation gleich zwei Formate (Little-Endian/Big-Endian) weite Ver-
breitung gefunden, wobei die meisten Prozessorfamilien mit nur jeweils einer dieser
beiden Varianten umgehen ko¨nnen.
Wie bereits in Kapitel 4.2.2 auf Seite 52 erwa¨hnt, werden Nachrichten bei der Kom-
munikation gema¨ß dem Standard in der Regel immer typisiert behandelt. Das bedeu-
tet, dass eine MPI-Bibliothek Kenntnis u¨ber den Datentyp der zu versendenden Daten
hat und diese somit entsprechend der Repra¨sentation auf der Zielseite anpassen kann.
Dabei sind aber bei weitem nicht alle MPI-Implementierungen von Hause aus fu¨r he-
terogene Systeme ausgelegt. So unterstu¨tzt zum Beispiel die in Kapitel 4.3 vorgestellte
MPI-Implementierung MPICH eine solche Datenkonvertierung, wohingegen ihr Nach-
folger MPICH2 eine entsprechende Unterstu¨tzung bisher vermissen la¨sst. Es versteht
sich hier aber von selbst, dass insbesondere eine MPI-Bibliothek fu¨r Metacomputing-
Umgebungen u¨ber eine solche Fa¨higkeit der Repra¨sentationsanpassung verfu¨gen soll-
te.
An dieser Stelle sei auch erwa¨hnt, dass mehrere (vom MPI-Standard vo¨llig unabha¨ngi-
ge) Konventionen zur Darstellung von Integer-Zahlen bei deren Kommunikation exis-
tieren, die als Network-Byte-Order bezeichnet werden. Diese Konventionen, die garan-
tieren sollen, dass Rechner unterschiedlicher Architekturplattformen ohne Probleme
miteinander kommunizieren ko¨nnen, legen dabei fu¨r verschiedene Kommunikations-
protokolle fest, wie die Daten auf dem Netzwerk in einer einheitlichen Weise darzustel-
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len sind.16 Rechner, deren interne Repra¨sentation von dieser Norm abweichen, mu¨ssen
die Daten demnach erst entsprechend konvertieren, bevor sie diese ins Netzwerk ein-
schleusen du¨rfen. Eine solche bekannte Konvention ist die External Data Represen-
tation (XDR), die als Standard fest definiert wurde und in Form von entsprechenden
Konvertierungsbibliotheken eine einfache Anpassung der jeweils internen Repra¨senta-
tion eines Rechners an die Darstellungsform im Netzwerk ermo¨glicht [215].
Auch MPI-Bibliotheken, die fu¨r eine Kommunikation in heterogenen Umgebungen
ausgelegt sind, benutzen oftmals eine solche XDR-basierte Datenkonvertierung – zu-
mindest in den Fa¨llen, in denen diese no¨tig wird. Denn auf der anderen Seite handelt es
sich bei einer MPI-Sitzung um einen jeweils abgeschlossenen Kommunikationsraum,
so dass hier eine Konvertierung gema¨ß irgendeiner Norm natu¨rlich nicht zwingend
vorgeschrieben ist. Vielmehr steht es der jeweiligen Implementierung frei, welche Re-
pra¨sentation sie innerhalb des Netzwerkes wa¨hlen mo¨chte und auf welcher Seite somit
im heterogenen Fall die Konvertierung stattfinden soll. Da eine Datenkonvertierung in
jedweder Richtung immer auch Rechenressourcen verbraucht, sollte hier bei der Wahl
der Kommunikationsseite, auf der diese Konvertierung erfolgt, somit aber immer auch
die Verteilung der Rechenleistungen beru¨cksichtigt werden.
5.1.3 Vorstellung beispielhafter Implementierungen
Nachdem in den vorangegangenen Unterkapiteln mo¨gliche Architekturansa¨tze und
die aus ihnen resultierenden Fragestellungen allgemein diskutiert worden sind, sol-
len in diesem Unterkapitel nun verschiedene Vertreter von Metacomputing-fa¨higen
MPI-Implementierungen genauer vorgestellt werden. Der Fokus dieser Ausarbeitung
liegt dabei auf MPI-1-konformen Implementierungen, also auf Bibliotheken, die min-
destens den MPI-1.3-Standard unterstu¨tzen, so dass bestehende Applikationen ohne
weitere Code-Anpassungen auf diesen Systemen lauffa¨hig sind.17 Zur Gruppe dieser
Implementierungen geho¨ren unter anderem:
• MPICH/Madeleine vom franz. Institut de Recherche en Informatique (INRIA)
[6]
• PACX-MPI vom Ho¨chstleistungsrechenzentrum (HLRS) in Stuttgart
[20]
• MPICH-G und -G2 vom Argonne National Laboratory (ANL) in den USA
[81] [136]
• MetaMPICH vom Lehrstuhl fu¨r Betriebssysteme (LfBS) der RWTH Aachen
[193]
• GridMPI vom Grid Technology Research Center (GTRC) des AIST in Japan
[155]
16 Beim TCP/IP-Protokollstapel entspricht diese Darstellungsform fu¨r Integer-Zahlen genau dem Big-
Endian-Format.
17 Auf die Tatsache, dass eine Code-Anpassung mit dem Ziel einer Leistungsoptimierung auch hier
sinnvoll sein kann, wird in Kapitel 7 noch genauer eingegangen.
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• StaMPI vom japanischen Center for Computer Science and e-Systems (CCSE)
[129]
• HyMPI von der Polytechnischen Schule (POLI) der Universita¨t von Sao Paulo
[154]
• MC-MPI vom Chikayama & Taura Laboratory der Universita¨t von Tokio
[201]
Neben diesen MPI-konformen Implementierungen existiert noch eine ganze Reihe von
weiteren (zum Teil inzwischen obsoleten) Bibliotheken zum Nachrichtenaustausch in
Metacomputer-a¨hnlichen Systemen, die hier zwar erwa¨hnt werden sollen, auf die aber
in dieser Arbeit nicht weiter eingegangen werden kann: PVMPI [72], PLUS [38], MPI-
GLUE [194], MPI Connect [73] etc.
Aus der gemischten Menge an MPI-konformen Implementierungen soll an dieser Stel-
le nur auf deren wichtigste Vertreter exemplarisch und mit Bezug auf die bereits vor-
gestellten allgemeinen Architekturansa¨tze eingegangen werden. Die hier ausgewa¨hl-
ten Vertreter sind zuna¨chst MPICH/Madeleine, PACX-MPI und MPICH-G2, die alle
schon erfolgreich in gro¨ßeren Projekten eingesetzt wurden, dabei jedoch unterschiedli-
che Architekturansa¨tze aufweisen. In Kapitel 5.2 wird schließlich die Implementierung
des Lehrstuhls fu¨r Betriebssysteme (LfBS) der RWTH Aachen noch genauer beleuch-
tet, da sie auch ein Integrationsziel der in dieser Arbeit entwickelten Sitzungsschicht
fu¨r Metacomputer darstellt (→ Kapitel 6.4).
MPICH/Madeleine
Wie bereits im vorhergehenden Kapitel angedeutet, und wie es sich auch am Namen
ableiten la¨sst, basiert MPICH/Madeleine auf der einen Seite auf der schon im Kapi-
tel 4.3 vorgestellten freien MPI-Implementierung MPICH sowie auf der anderen Seite
auf der Multiprotokoll-fa¨higen Kommunikationsbibliothek Madeleine. Diese Biblio-
thek unterstu¨tzt dabei nach unten hin diverse Netzwerkprotokolle und -schnittstellen
und besitzt nach oben hin eine einheitliche API zur Herstellung von RPC-a¨hnlichen
Kommunikationsstrukturen [33]. Diese API bietet dabei neben den Basisfunktionen
zum Senden und Empfangen von Nachrichten auch die Mo¨glichkeit, spezielle Regeln
festzulegen, wie die Nutzdaten in solchen Nachrichten zu verpacken und wieder zu
entpacken sind [7].
Zwar wurde die Madeleine-Bibliothek urspru¨nglich zusammen mit einer Marcel ge-
nannten Multi-Thread-Bibliothek fu¨r die sogenannte PM2-Programmierumgebung ent-
wickelt [173], jedoch ist sie auch als eigensta¨ndige Kommunikationsbibliothek ohne
gro¨ßere Vera¨nderungen einsatzfa¨hig.18 In dem MPICH/Madeleine-Projekt musste da-
her auch nur ein neues, auf die Madeleine-API aufsetzendes ADI2-Device entwickelt
werden, um eine erste Integration in eine MPI-Umgebung zu ermo¨glichen [7]. Dieses
neue Device (ch mad) sorgt dann zusammen mit zwei weiteren Devices, die fu¨r die
18 Die aktuelle und u¨berarbeitete Version dieser Bibliothek tra¨gt in der Literatur auch die Bezeichnung
NewMadeleine [5].
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Knoten- und Prozess-interne Kommunikation zusta¨ndig sind (ch smp und ch self),
fu¨r eine transparente Nutzbarkeit beliebig gekoppelter Netzwerksysteme innerhalb ei-
ner MPI-Sitzung.
Madeleine unterscheidet dabei zwischen sogenannten Connections (direkte Punkt-zu-
Punkt-Verbindung innerhalb eines Netzwerks) und Channels19 (ein Weg zwischen
zwei Knoten im Netzwerk u¨ber eine oder mehrere Connections). Die Konfiguration
einer Sitzung erfolgt bei MPICH/Madeleine daher u¨ber zwei Dateien: die Network-
Konfigurationsdatei und die Channel-Konfigurationsdatei [6]. Die erste Konfigurati-
onsdatei beschreibt die physischen Netzwerke mit ihren jeweils enthaltenen Knoten
sowie die entsprechend zu benutzenden Protokolltypen. ¨Uber die zweite Konfigura-
tionsdatei lassen sich hingegen aus den physischen Netzwerken Teilgraphen in Form
von zuna¨chst physischen Kana¨len spezifizieren. Aus diesen Teilgraphen ko¨nnen dann
in einem weiteren Schritt virtuelle Kana¨le zusammengesetzt werden, die dann spa¨ter
u¨ber ein entsprechendes Routing auch die Zustellung von Nachrichten u¨ber die physi-
schen Netzwerkgrenzen hinweg ermo¨glichen.
networks: ( {
name : tcp_net;
hosts :(foo1,foo2,foo3,foo4
bar1,bar2,bar3);
dev : tcp;
},{
name : sci_net;
hosts :(foo1,foo2,foo3,foo4);
dev : sisci;
},{
name : myri_net;
hosts :(bar1,bar2,bar3,
foo4);
dev : mx;
} );
channels: ( {
name : tcp_channel;
net : tcp_net;
hosts :(foo1,foo2,foo3,foo4,
bar1,bar2,bar3);
},{
name : sci_channel;
net : sci_net;
hosts :(foo1,foo2,foo3,foo4);
},{
name : myri_channel;
net : myrin_net;
hosts :(bar1,bar2,bar3,
foo4);
} );
vchannels: ( {
name : gateway;
channels : (sci_channel,
myri_channel);
} );
Abbildung 5.11: Beispiel eines Madeleine-Konfigurationsdatensatzes fu¨r ein System
mit drei Netzwerken (→ Abbildung 5.12 und [6]).
Ein Beispiel fu¨r eine solche Konfiguration ist in Abbildung 5.11 wiedergegeben. In
dem dort abgebildeten Beispiel definiert die Network-Konfigurationsdatei (linker Teil
der Abbildung) drei Netzwerke fu¨r die Kommunikation u¨ber TCP, SCI und Myrinet,
denen jeweils Netzwerkknoten mit den Namen fooX und barY zugeordnet werden.
Man erkennt, dass das TCP-Netzwerk alle diese Knoten umfasst, wa¨hrend dem SCI-
19 Diese Madeleine-Channels du¨rfen nicht mit den Channel-Devices von MPICH verwechselt werden!
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Netz alle Knoten fooX und dem Myrinet alle Knoten barY zugeordnet sind. Eine
Besonderheit stellt in dieser Konfiguration hingegen der Knoten foo4 dar, da dieser
hier offensichtlich Teil beider Hochleistungsnetze ist und somit als Gateway-Knoten
fungieren kann, was auch noch einmal in Abbildung 5.12 (links) verdeutlicht wird.
Bei der Verwendung des neu definierten virtuellen Kanals mit dem Namen gateway
aus Abbildung 5.11 leitet die Madeleine-Bibliothek nun automatisch Nachrichten zum
Beispiel aus dem SCI-Netz u¨ber diesen Gateway-Knoten an einen entsprechenden
Empfangsknoten im Myrinet-Netzwerk.
myri_net
tcp_net
sci_net
1
TCP
bar3
bar1
foo2 bar2
foo1
foo3
SCI MXfoo4
myri_net
tcp_net
TCP
sci_net
bar1
bar2
bar4foo1 foo4
foo2
foo3 bar3
SCI MX
Abbildung 5.12: Beispiele fu¨r Kopplungsvarianten mit der Madeleine-Bibliothek
links: Kopplung u¨ber Gateway-Knoten oder die All-to-All-Variante
rechts: Kopplung u¨ber zwei Gateway- beziehungsweise Router-Knoten
Alternativ steht in diesem Beispiel aber auch mit dem TCP-Channel eine All-to-All-
Verbindung zur Verfu¨gung, u¨ber die ebenfalls Nachrichten aus dem einen Hochleis-
tungsnetzwerk in das andere weitergeleitet werden ko¨nnen. ¨Uber entsprechend ab-
gewandelte Konfigurationsdatensa¨tze sind mit Madeleine auch Systeme denkbar, die
dem Router-basierten Ansatz a¨hneln. Bei dieser Variante sind dann zwei (oder mehr)
Gateway-Knoten u¨ber ein koppelndes drittes Netzwerk verbunden, wie es als Beispiel
im rechten Teil der Abbildung 5.12 dargestellt ist.20 Nachteil bei diesem Kopplungs-
schema ist jedoch, dass die entsprechenden Router- beziehungsweise Gateway-Knoten
in einer MPICH/Madeleine-Umgebung stets auch Tra¨ger von MPI-Prozessen sind, die
dann durch den u¨ber sie abzuwickelnden Nachrichtenverkehr stark behindert und aus-
gebremst werden ko¨nnen. Dieser Nachteil gilt natu¨rlich entsprechend auch fu¨r die
Gateway-Variante im linken Teil der Abbildung 5.12. Fu¨r weitere Details u¨ber die
Madeleine-Bibliothek und das MPICH/Madeleine-Projekt sei auch hier wieder auf die
entsprechende Literatur verwiesen [33, 7, 6, 5, 153].
PACX-MPI
Einen zu MPICH/Madeleine deutlich anderen Ansatz verfolgt das PACX-MPI-Projekt.
Wa¨hrend die erstgenannte Implementierung auf einer Muliprotokoll-fa¨higen Kom-
munikationsbibliothek aufsetzt, stellt PACX-MPI21 den Vertreter einer reinen Meta-
Schicht dar, die jeweils auf unterliegenden nativen MPI-Implementierungen zur loka-
len Kommunikation aufsetzen muss. Der fu¨r diese Implementierung gewa¨hlte Archi-
tekturansatz liegt dabei in dem urspru¨nglichen Projektziel begru¨ndet, dedizierte Su-
20 Die entsprechenden Konfigurationsdatensa¨tze sind fu¨r dieses Beispiel hier nicht wiedergegeben. Man
kann sich aber leicht u¨berlegen, wie die Datensa¨tze aus Abbildung 5.12 hierzu zu modifizieren sind.
21 PACX ist ein Akronym fu¨r Parallel Computer Extension.
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percomputer22 u¨ber weite Entfernungen hinweg zu koppeln.23 Da bei diesem Typ von
Parallelrechnern, es handelte sich hier um Cray-T3E- und Intel-Paragon-Maschinen
[176, 225], nicht alle Prozessoren u¨ber einen direkten Zugang zu dem koppelnden Weit-
verkehrsnetz verfu¨gen, muss die globale Kommunikation zu speziellen I/O-Knoten
innerhalb der lokalen Rechnernetzwerke umgelenkt werden. Es handelt sich hier al-
so um eine Metacomputer-Kopplung gema¨ß dem Router-basierten Architekturansatz
(→ Kapitel 5.1.2 auf Seite 80). Diesem Paradigma folgend mu¨ssen in einer PACX-
Sitzung auf jedem der beteiligten Parallelrechner zwei spezielle Router-Prozesse (so-
genannte I/O-Daemons) gestartet werden, die dann die Weitverkehrskommunikation
u¨ber die I/O-Knoten abwickeln. Dabei ist jeweils ein Daemon-Prozess fu¨r die ein-
gehenden, und der andere fu¨r die ausgehenden Nachrichten verantwortlich, wobei
diese dann Nachrichten anderer Prozesse u¨ber das jeweilige lokale Netzwerk entge-
gennehmen respektive weiterreichen. Die lokale Kommunikation basiert dabei, wie
oben schon erwa¨hnt, auf nativen MPI-Implementierungen, die jeweils auf die lokalen
Rechnernetzwerke zugeschnitten sind. PACX-MPI agiert somit als zusa¨tzliche Ver-
bindungsschicht oberhalb der lokalen MPI-Sitzungen und entscheidet dabei, ob eine
Nachricht einfach nur nach unten durchgereicht werden muss, in diesem Fall handelt
es sich um eine Nachricht an einen anderen lokalen Prozess, oder ob die Nachricht
u¨ber einen I/O-Daemon an einen entfernten Prozess weiterzuleiten ist. Der schemati-
sche Aufbau einer PACX-MPI-Sitzung ist hier in Abbildung 5.13 als Schichtenmodell
wiedergegeben. An dieser Stelle sei angemerkt, dass, obwohl PACX-MPI urspru¨nglich
zur Kopplung von MPP-Systemen entwickelt wurde, natu¨rlich auch eine Kopplung von
heutigen Cluster-Systemen mit PACX-MPI mo¨glich ist.
MPI
VendorVendor
MPI
Komm.
WAN
Sitzung
WAN
Komm.
Sitzung
PACX−MPIPACX−MPI
MPP A / Cluster A MPP B / Cluster B
nativesVendor
MPI−Anwendung
MPI
Lokales Netzwerk
MPI−Anwendung
Netzwerk
Vendor
MPI
I/O−Daemons: I/O−Daemons:
Globales
PACX−MPI
Lokales Netzwerk
Vendor−MPI
natives
Vendor−MPI
SitzungSitzung Sitzung
WAN
Komm.
WAN
Komm.
Sitzung
. . .
PACX−MPI
. . .
PACX−MPI PACX−MPI
Abbildung 5.13: Kopplung zweier MPPs beziehungsweise zweier Cluster u¨ber soge-
nannte I/O-Daemons mit Hilfe der PACX-MPI-Meta-Schicht
Aus Applikationssicht stellt PACX-MPI eine u¨ber die verteilten Rechner gespannte
und vermeintlich homogene MPI-Umgebung zur Verfu¨gung, so dass innerhalb der
Schicht eine Abbildung der globalen MPI-Ra¨nge auf die lokalen Ra¨nge stattfinden
22 Genauer: sogenannte Massive Parallel Processors (→MPP).
23 Die Maschinen der damals (1997) anvisierten Konfiguration befanden sich in Pittsburgh, San Diego
und Stuttgart. Spa¨ter wurde PACX-MPI unter anderem auch bei dem Supercomputing’99 Experi-
ment (→ Kapitel 3.1.1 auf Seite 35) eingesetzt.
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muss. Dieses Abbildungsschema ist in Abbildung 5.14 beispielhaft fu¨r zwei gekop-
pelte Parallelrechner mit jeweils sechs lokalen Netzwerkknoten wiedergegeben. Man
erkennt in dieser Abbildung auch, dass auf den I/O-Knoten ebenfalls lokale MPI-
Prozesse gestartet werden, die dann aber nicht der Applikation, sondern ausschließlich
der PACX-Sitzung als Router-Prozesse zur Verfu¨gung stehen. So reduziert sich zwar
aus Applikationssicht die maximale Anzahl an verfu¨gbaren Prozessoren jeweils um die
pro Kopplungspaar beno¨tigten I/O-Knoten, jedoch stehen die dort laufenden Prozesse,
anders als zum Beispiel bei einer MPICH/Madeleine-basierten Router-Konfiguration
(→ Abbildung 5.12), hier somit ausschließlich der Weitverkehrskommunikation zur
Verfu¨gung. Dies hat zum einen den Vorteil, dass diese I/O-Knoten nicht zu schnell
zu einem Engpass im System werden, zum anderen ko¨nnen diese I/O-Knoten Nach-
richten von anderen lokalen Prozessen schnell entgegennehmen, zwischenpuffern und
gegebenenfalls fu¨r die Weitverkehrskommunikation aufbereiten.
MPP A / Cluster A MPP B / Cluster B
Import Export
ImportExport
Legende:
lokaler MPI−Rang
globaler MPI−Rang
I/O−Daemons
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−− −−
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3 5
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Abbildung 5.14: Beispiel eines Abbildungsschemas fu¨r die lokalen MPI-Ra¨nge auf die
globalen Ra¨nge einer PACX-MPI-Sitzung [20]
So bieten die Router-Prozesse einer PACX-Umgebung zum Beispiel die Mo¨glichkeit,
Nachrichten optional u¨ber eine Lempel-Ziv-Codierung [250] zu komprimieren, um so
den Nachrichtendurchsatz zwischen den entfernten Parallelrechnern zu erho¨hen. Auf
diese Weise ko¨nnen unter Umsta¨nden durch die fu¨r die Kommunikation abgestell-
te Rechenleistung mo¨gliche Engpa¨sse in der Kommunikationscharakteristik ausge-
glichen werden. Des Weiteren bietet PACX-MPI auch die Mo¨glichkeit, große Nach-
richten nach der in Kapitel 5.1.2 auf Seite 82 bereits beschriebenen Methode der Ka-
nalbu¨ndelung in Teilnachrichten zu zerteilen, um diese dann parallel u¨ber mo¨glicher-
weise mehrfach vorhandene physische Kommunikationskana¨le zuzustellen. Die jewei-
ligen Router-Daemons, die fu¨r die eingehenden Nachrichten zusta¨ndig sind, setzen
diese Teilstu¨cke dann wieder zusammen, dekomprimieren anschließend gegebenen-
falls die wieder zusammengesetzte Nachricht und fu¨hren abschließend unter Umsta¨n-
den auch noch eine XDR-basierte Datenkonvertierung (→ Kapitel 5.1.2 auf Seite 88)
fu¨r die Zielplattform durch [91]. Die Kommunikation zwischen den entfernten Router-
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Daemons la¨uft bei PACX-MPI in der Regel u¨ber TCP.24 Gleichwohl wurden in PACX-
MPI im Laufe der Zeit auch weitere Socket-basierte Kommunikationsprotokolle in-
tegriert, wie zum Beispiel die Mo¨glichkeit einer gesicherten Datenu¨bertragung durch
die Nutzung des Secure Sockets Layer (SSL). Ein weiteres, ebenfalls TCP-basiertes
Protokoll, das in PACX-MPI integriert wurde [141], basiert auf dem sogenannten IMPI-
Standard [94]. Durch dieses standardisierte Protokoll ist PACX-MPI im Prinzip in der
Lage, auch mit anderen Metacomputing-fa¨higen MPI-Implementierungen zu kommu-
nizieren – zumindest sofern diese auch das IMPI-Protokoll unterstu¨tzen.25 Fu¨r wei-
terfu¨hrende Details bezu¨glich der Implementierung und der Handhabung von PACX-
MPI sei hier auf die entsprechende Literatur verwiesen [20, 91, 141, 181].
MPICH-G2
Die Wurzeln der Entwicklung von MPICH-G2 reichen bis zum I-WAY-Projekt zuru¨ck,
das in Kapitel 3.1.1 auf Seite 35 schon kurz vorgestellt wurde. Auch wenn damals26 die
erste Spezifikation des Message Passing Interfaces gerade erst erschienen ist, wurde
auch schon im Rahmen des I-WAY-Projektes mit ersten MPI-basierten Metacomputing-
Anwendungen experimentiert [80]. Basierend auf der MPICH-Bibliothek, die bereits
zeitgleich mit der Vero¨ffentlichung des Standards zur Verfu¨gung stand, wurde mit
MPICH-G wohl die erste Metacomputing-fa¨hige MPI-Implementierung u¨berhaupt rea-
lisiert. Diese Implementierung stu¨tzte sich dabei, wie bereits in Kapitel 5.1.1 auf Seite
78 angedeutet, wiederum auf die sogenannte Nexus-Bibliothek [84], die Multiproto-
kollkommunikation u¨ber TCP oder ATM (AAL5) sowie u¨ber einige proprieta¨re Schnitt-
stellen27 unterstu¨tzt, wozu zuna¨chst ein neues, Nexus-basiertes Channel-Device fu¨r
MPICH implementiert wurde. Gleichzeitig wurden im Rahmen des I-WAY-Projektes
diverse Dienste und Werkzeuge implementiert, die die Verwaltung und den Zugang
zu den verteilten Ressourcen vereinfachen sollten und schließlich unter dem Dach des
Globus-Toolkit-Projektes (→ Kapitel 3.1.3 auf Seite 38) zusammengefasst wurden.28
In diesem Zuge wurde auch MPICH-G als Grid-fa¨hige MPI-Implementierung dahin-
gehend erweitert, dass sie unter anderem beim Start einer MPI-Sitzung zur Ressour-
cenbelegung, zur Authentifizierung und zum anschließenden Prozessstart mit den ent-
sprechenden Werkzeugen und Diensten des Globus-Toolkits interagieren konnte [81].
Ein großer Nachteil von MPICH-G war jedoch gerade die Verwendung der Nexus-
Bibliothek, deren einseitiges Kommunikationsparadigma nur relativ ineffizient u¨ber
Sockets umzusetzen war: So beno¨tigte Nexus zum Beispiel fu¨r die Verbindung zwi-
schen zwei Prozessen gleich zwei Socket-Verbindungen, die jeweils jedoch nur un-
idirektional genutzt wurden, wobei alle Nachrichten vor dem Versenden (respektive
24 Da das urspru¨ngliche Projekt auf die Kopplung via ATM-Leitungen abzielte, ist auch eine direkte
Unterstu¨tzung des ATM-(AAL5-)Protokolls implementiert.
25 Der Standard liegt seit seiner ersten Vero¨ffentlichung im Jahre 2000 zurzeit immer noch in der Ver-
sion 0.0 vor und scheint sich nicht im Bereich der Parallelverarbeitung durchzusetzen. Aus diesem
Grunde wird auch in dieser Arbeit nicht na¨her auf den IMPI-Standard eingegangen.
26 Genauer: um das Jahr 1995.
27 Zum Beispiel u¨ber die sogenannte MPL-Bibliothek zur Kommunikation innerhalb von IBM SP2
Supercomputern [248].
28 Auch die Nexus-Bibliothek war anfa¨nglich ein Teil dieses Toolkits.
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nach dem Empfangen) zusa¨tzlich in spezielle Nexus-Puffer (respektive aus diesen) ko-
piert werden mussten. Aus diesem Grund wurde mit MPICH-G2 im Zuge der Verbrei-
tung von Grid-Computing-Technologien (namentlich hier wieder das Globus-Toolkit)
eine komplette Re-Implementierung von MPICH-G vollzogen, die ga¨nzlich auf die
Verwendung der Nexus-Bibliothek verzichtet [136]. Stattdessen wurde mit globus2
ein neues ADI2-Device implementiert, das sowohl TCP-basierte Kommunikation zwi-
schen allen beteiligten Knoten ermo¨glicht (→ All-to-All), das gleichzeitig aber auch
bei Vorhandensein eines Vendor-MPI darauf basierend die lokalen Kommunikations-
infrastrukturen optimiert ausnutzen kann. MPICH-G2 unterscheidet dabei nicht nur
zwischen den u¨blichen zwei Hierarchiestufen eines Metacomputers (Metahost-intern
und -extern), sondern definiert gleich vier mo¨gliche Stufen einer Topologietiefe, von
denen drei u¨ber TCP und eine u¨ber das Vendor-MPI erreicht werden ko¨nnen: Wide
Area, Local Area, System Area und Vendor.
MX
LAN
SCI TCP
WAN
foo1 foo3
foo2
bar1
bar3
bar2
zab1
zab2
zab3
ZAB
BARFOO
Abbildung 5.15: Konfiguration mit zwei lokalen und einem entfernten Cluster
Knoten foo1 foo2 foo4 bar1 bar2 bar3 zab1 zab2 zab3
Rang 0 1 2 3 4 5 6 7 8
Tiefe 4 4 4 3 3 3 4 4 4
Fa
rb
e
WAN 0 0 0 0 0 0 0 0 0
LAN 0 0 0 0 0 0 1 1 1
System 0 0 0 1 1 1 2 2 2
Vendor 0 0 0 - - - 1 1 1
Tabelle 5.1: Logische Repra¨sentation der Hardware-Hierarchie durch Topologiefarben
Jedem Prozess einer Sitzung werden daher zur Auswahl einer dieser Stufen zur Kom-
munikation mit anderen Prozesspartnern sogenannte Topologiefarben zugeordnet, die
ein logisches Abbild der Hardware-Strukturen darstellen. Eine solche Zuordnung ist
in Tabelle 5.1 fu¨r die Metacomputerkonfiguration aus Abbildung 5.15 wiedergegeben,
in der zwei Cluster, die lokal u¨ber ein LAN verbunden sind, mit einem weiteren Clus-
ter u¨ber ein Weitverkehrsnetz gekoppelt sind. Die Cluster FOO und ZAB verfu¨gen
bei dieser Konfiguration jeweils u¨ber ein dediziertes Cluster-Netzwerk, das somit u¨ber
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ein geeignetes Vendor-MPI angesprochen wird (zum Beispiel u¨ber SCI-MPICH oder
MPICH-MX), wa¨hrend der Cluster BAR auch intern nur u¨ber TCP kommuniziert.
5.2 Eine detailliertere Betrachtung: MetaMPICH
In diesem Unterkapitel soll nun beispielhaft die Architektur der MetaMPICH-Biblio-
thek [193], die am Lehrstuhl fu¨r Betriebssysteme der RWTH Aachen implementiert
wurde, noch etwas genauer vorgestellt werden. Die Entwicklung von MetaMPICH
wurde dabei im Zusammenhang mit dem bereits in Kapitel 3.1.1 auf Seite 35 erwa¨hn-
ten
”
Gigabit Testbed West“-Projekt schon im Jahre 1998 initiiert, wobei das damalige
Teilprojekt auf die Kopplung eines IBM SP2 und eines Cray T3E Supercomputers
[2, 176] u¨ber ATM-basierte Weitverkehrsnetze abzielte. Inzwischen ist MetaMPICH
Teil des sogenannten MP-MPICH-Projektes geworden, das ebenfalls am Lehrstuhl fu¨r
Betriebssysteme der RWTH Aachen unter Mitarbeit des Autors weiterentwickelt und
gepflegt wird.
5.2.1 MetaMPICH als Teil von MP-MPICH
MP-MPICH [28] ist eine Sourcecode-Sammlung, die mehrere Unterprojekte, die zum
gro¨ßten Teil von der urspru¨nglichen MPICH-Distribution abgeleitet wurden, mitein-
ander vereint. Das
”
MP“ im Namen von MP-MPICH steht dabei fu¨r Multi-Platform
und soll kennzeichnen, dass diese Distribution auf die gleichzeitige Unterstu¨tzung ver-
schiedener Betriebssysteme und unterschiedlicher Netzwerke sowohl in homogenen
als auch in heterogenen Umgebungen abzielt, was sich auch an der folgenden Be-
schreibung zweier Teilprojekte von MP-MPICH ablesen la¨sst:
SCI-MPICH Dieses Teilprojekt stellt die Implementation eines weiteren Channel-
Devices (ch smi) fu¨r die generische ADI2-Schnittstelle (→Kapitel 4.3.2) dar, das die
Kommunikation u¨ber schnelle SCI-Netzwerke ermo¨glicht [244]. In diesem Zusammen-
hang wurden auch diverse kollektive Kommunikationsschemata von MP-MPICH mit
Hinblick auf SCI-Topologien optimiert sowie mit der Unterstu¨tzung von einseitiger
Kommunikation auch weitere Teile des MPI-2-Standards in MP-MPICH umgesetzt.
NT-MPICH Neben den Betriebssystemen Linux und Solaris wird von MP-MPICH
auch das in der HPC-Welt noch eher wenig anzutreffende Microsoft Windows un-
terstu¨tzt. Der NT-MPICH-Teil von MP-MPICH realisiert dabei zum einen eine Portie-
rung von SCI-MPICH auf Windows-Plattformen, zum anderen bietet NT-MPICH aber
auch ein weiteres Channel-Device (ch wsock2), das speziell auf die proprieta¨re Win-
Sock2 API [164] von Microsoft zur Socket-Kommunikation u¨ber TCP zugeschnitten ist
[204].
Dynamische Netzwerkunterstu¨tzung
Eine Erweiterung von MP-MPICH gegenu¨ber dem urspru¨nglichen MPICH ist, dass
es dem Benutzer einer Applikation ermo¨glicht wird, das jeweils gewu¨nschte Channel-
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Device (und damit das zu verwendende Netzwerk) zum Startzeitpunkt auszuwa¨hlen,29
wohingegen beim originalen MPICH diese Wahl schon zur Compile-Zeit der Biblio-
thek getroffen werden musste. Dies kann zum Beispiel vorteilhaft sein, wenn sich der
Anwender in einer Umgebung bewegt, in der gleich mehrere Cluster mit jeweils unter-
schiedlichen Netzwerken zur Verfu¨gung stehen. In einem solchen Fall kann die Appli-
kation auf jedem dieser Cluster unter optimaler Nutzung30 des jeweiligen Netzwerkes
ausgefu¨hrt werden, ohne dass es hierzu einer erneuten ¨Ubersetzung des Programms
bedarf – vorausgesetzt, die Prozessorarchitektur ist in allen Clustern identisch.
Dem Benutzer werden bei dieser dynamischen Netzwerkunterstu¨tzung, abha¨ngig vom
verwendeten Betriebssystem und natu¨rlich von der physisch vorhandenen Netzwerkin-
frastruktur, folgende Channel-Devices von MP-MPICH zur Auswahl angeboten:
• ch shmem: leicht modifizierte Variante des urspru¨nglichen Channel-Devices
zur Kommunikation u¨ber gemeinsame Speicherbereiche, wie sie auch schon in
Kapitel 4.3.1 vorgestellt wurde
• ch smi: das oben schon erwa¨hnte Channel-Device zur Kommunikation u¨ber
SCI, das sich intern wiederum nicht direkt auf die SISCI-Schnittstelle, sondern
auf die sogenannte SMI-Bibliothek stu¨tzt (→ Kapitel 2.3.2 auf Seite 29)
• ch wsock2: das ebenfalls oben schon erwa¨hnte Device zur Ansteuerung der
Windows-spezifischen Socket API
• ch gm31: das Channel-Device aus der MPICH-GM-Bibliothek der Firma My-
ricom zur Kommunikation in Myrinet-Netzwerken u¨ber die proprieta¨re GM-
Schnittstelle
• ch usock: ermo¨glicht die Socket-basierte Kommunikation sowohl unter Linux
als auch unter Windows sowie in gemischten Umgebungen, in denen beide Be-
triebssysteme eingesetzt werden
• ch mpx: dieses Channel-Device erlaubt es, in MP-MPICH auch die Kommu-
nikationskana¨le anderer MPI-Implementierungen zu integrieren und entspricht
somit etwa dem Architekturansatz, wie er in Kapitel 5.1.1 auf Seite 78 schon
vorgestellt wurde
Im Folgenden sollen nun zwei dieser Channel-Devices noch etwas genauer betrachtet
werden, da sie insbesondere im Zusammenhang mit MetaMPICH eine wichtige Rolle
spielen: das USOCK- und das MPX-Device.
29 Eine solche Auswahl kann dann zum Beispiel einfach u¨ber den Kommandozeilenbefehl
”
mpirun -channel <ch xxx> <Programmname> [Parameter] “ erfolgen.
30 Mit optimaler Nutzung ist hier die Benutzung eines auf das jeweilige Netzwerk speziell zugeschnit-
tene Channel-Device gemeint.
31 Die Benutzung dieses Devices wird zwar von MP-MPICH unterstu¨tzt, es ist aber selber nicht Be-
standteil von MP-MPICH!
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Das USOCK-Device
Bei dem Channel-Device ch usock handelte es sich urspru¨nglich um eine Portierung
des Windows-spezifischen ch wsock2-Devices nach Linux, das, wie oben schon
erwa¨hnt, zur Kommunikation u¨ber Sockets die proprieta¨re WinSock2 API benutzt.
Obwohl diese API einen deutlich erweiterten Funktionsumfang und zahlreiche nu¨tzli-
che Erweiterungen gegenu¨ber der generischen BSD Socket API, wie sie in dieser Ar-
beit schon in Kapitel 2.3.2 auf Seite 25 kurz vorgestellt wurde, verfu¨gt, stu¨tzt sie sich
ebenfalls auf die bekannten unterliegenden Transportprotokolle wie TCP oder UDP, so
dass eine Interoperabilita¨t beider APIs zumindest auf Protokollebene gewahrt bleibt.
Die Erweiterungen betreffen somit viel mehr die Art und Weise, wie u¨ber die API
die Sende- und Empfangspuffer u¨bergeben werden und wie auf Netzwerkereignisse32
reagiert wird. Um das USOCK-Device bei seiner Portierung nicht zu sehr um solche,
teilweise recht vorteilhaften Eigenschaften der WinSock2 API zu beschneiden, wur-
den diese Funktionen nicht einfach durch BSD-konforme Funktionen ersetzt, sondern
es wurde auf eine Emulation der Windows-spezifischen Funktionen durch die soge-
nannte nt2unix-Bibliothek [179] zuru¨ckgegriffen. Diese Vorgehensweise hat dabei zum
einen die Portierung erheblich vereinfacht, zum anderen ist das Device auch weiterhin
unter Windows optimal einsetzbar, so dass mit ihm auch gemischte MPI-Sitzungen
mo¨glich sind, bei denen sowohl Windows- als auch Linux-Rechner in einer gemeinsa-
men MPI-Welt miteinander kommunizieren ko¨nnen.
Sitzungsinitialisierung Wie in Kapitel 4.2.1 schon erwa¨hnt, muss das Einrich-
ten jeder MPI-Sitzung zuna¨chst durch den Aufruf der Funktion MPI_Init() von
der Applikation aus initiiert werden. Das USOCK-Device richtet daraufhin zu Beginn
die TCP-Verbindungen zwischen allen beteiligten Prozessen ein, unabha¨ngig davon,
ob diese spa¨ter auch tatsa¨chlich miteinander kommunizieren. Um die Client-Server-
Semantik, die dem Socket-Modell ja eigentlich inha¨rent ist, auf eine gleichberechtigte
All-to-All-Semantik einer MPI-Sitzung abzubilden, muss bei diesem Device zuna¨chst
ein Master-Prozess bestimmt werden,33 dessen IP-Adresse zusammen mit dem ent-
sprechenden TCP-Port allen anderen beteiligten Prozessen bekannt gemacht werden
muss. Der Master-Prozess, dem die Anzahl aller Prozesse in der einzurichtenden Sit-
zung bekannt ist, wartet nun auf den Eingang von Verbindungsanfragen eben aller
dieser anderen beteiligten Prozesse, die in diesem Zusammenhang auch als Clients be-
zeichnet werden. Diese Clients verbinden sich daraufhin (in zufa¨lliger Reihenfolge)
mit dem Master,34 der so lange die eingehenden Anfragen zum Verbindungsaufbau
akzeptiert (→ Abbildung 5.16 a), bis schließlich alle Clients sich mit ihm verbunden
haben. Anschließend schickt nun jeder Client seine eigene IP-Adresse an den Master,
der diese in genau der Reihenfolge sammelt, in der sich die Clients mit ihm verbunden
haben. Liegen schließlich alle diese Adressen beim Master vor, so schickt er diese wie-
derum in Form einer Adresstabelle an alle Clients (→ Abbildung 5.16 b), die so auch
32 Ein solches Ereignis ist zum Beispiel das Eintreffen von Nutzdaten oder der Eingang einer neuen
Verbindungsanfrage.
33 In der Regel u¨bernimmt diese Aufgabe des Masters jener Prozess, der spa¨ter auch den Rang 0 im
Kommunikator-Kontext von MPI_COMM_WORLD haben wird.
34 Sprich: sie rufen die entsprechende connect()-Funktion der Socket API auf.
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a)
P0
Master
123.123.123.123
(listen/accept)
connect
connect connect
send:111.111.111.111
send:122.122.122.122
send:133.133.133.133
P?
P?
P?
b)
send send
P1
P0
P3
P2
122.122.122.122
133.133.133.133
111.111.111.111
Master
send
c)
P1
P0
P3
P2
(listen/accept)
122.122.122.122
(listen/accept)
111.111.111.111
Master
connect
connect
connect
Abbildung 5.16: Beispiel einer Sitzungsinitialisierung fu¨r vier Prozesse
die Information u¨ber die Adressen der anderen beteiligten Prozesse erhalten. Anhand
der Position der eigenen IP-Adresse in dieser Tabelle kann nun zuna¨chst jeder Client
seinen eigenen Rang bestimmen, den er spa¨ter in der MPI-Sitzung innerhalb des Kom-
munikators MPI_COMM_WORLD besitzen wird. Anschließend mu¨ssen sich alle Clients
nur noch untereinander verbinden (→ Abbildung 5.16 c), wobei die Verbindungspro-
zedur so abla¨uft, dass Clients mit geringerem Rang auf die Verbindungen mit Clients
ho¨herer Ra¨nge warten (listen/accept), wa¨hrend Clients mit ho¨heren Ra¨ngen die
Verbindungsanfragen starten (connect). Sind auf diese Weise schließlich alle n·(n−1)
2
bidirektionalen Verbindungen eingerichtet, so wird die Initialisierungsprozedur von
USOCK verlassen und die Kontrolle im weiteren Verlauf u¨ber den Ru¨cksprung aus
MPI_Init() wieder der jeweiligen Applikation u¨bergeben.
Kommunikation Wie das Senden und Empfangen von Nachrichten durch das ge-
nerische ADI2-Device prinzipiell abgewickelt wird, wurde schon in Kapitel 4.3.2 auf
Seite 68 beschrieben. In diesem Abschnitt soll nun noch kurz auf die entsprechende
Umsetzung der Sende- und Empfangsfunktionen der Channel-Schnittstelle innerhalb
des USOCK-Devices exemplarisch eingegangen werden. Das Device unterstu¨tzt dabei
die beiden bereits vorgestellten ¨Ubertragungsprotokolle Short und Eager, wohingegen
das Rendezvous-Protokoll nicht (mehr) unterstu¨tzt wird.
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Die Implementation beider Protokolle ist auf Senderseite im Grunde nicht besonders
aufwendig ausgestaltet. Bei beiden Protokollvarianten wird zuna¨chst u¨ber eine Ta-
belle, die wa¨hrend der Sitzungsinitialisierung angelegt wurde, anhand des Zielranges
der entsprechende Socket bestimmt, der die gewu¨nschte (bereits eingerichtete) TCP-
Verbindung beschreibt. Anschließend wird u¨ber die WSASend()-Funktion der Win-
Sock2 API bei der Short-Variante der Nachrichtenkopf als Puffer mit enthaltenen Nutz-
daten verschickt, wa¨hrend bei der Eager-Variante gleich zwei Puffer an den Empfa¨nger
verschickt werden: Der erste entha¨lt den Kopf der Nachricht, wohingegen der zweite
gerade die Nutzdaten beinhaltet. An dieser Stelle sei erwa¨hnt, dass die WinSock2 API
einen solchen gleichzeitigen Versand von mehreren Puffern erlaubt und daru¨ber hin-
aus mit der sogenannten WSA-Overlapped-Semantik die Fertigstellung des Kommu-
nikationsvorganges im Hintergrund unterstu¨tzt. Das bedeutet, dass selbst wenn auf-
grund eines gerade belegten Kanals die ¨Ubertragung nicht sofort abgeschlossen wer-
den kann, eine abschließende ¨Ubertragung durch das Betriebssystem garantiert ist. Der
Sender muss, a¨hnlich wie bei den nicht-blockierenden MPI-Funktionen, die abschlie-
ßende ¨Ubertragung der Nutzdaten nur noch durch den Aufruf einer weiteren Funkti-
on (WSAGetOverlappedResult()) sicherstellen, bevor er den Sendepuffer wie-
der beschreiben darf. Auf Linux-Plattformen wird dieses Verhalten nun innerhalb der
nt2unix-Bibiothek durch die Verwendung eines zusa¨tzlichen Threads emuliert, der im
Hintergrund durch wiederholtes Aufrufen der einfachen send()-Funktion der BSD
Socket API alle u¨bergebenen Puffer zu verschicken versucht.
Auf Empfa¨ngerseite werden hingegen zyklisch alle Socket-Verbindungen auf das Ein-
treffen neuer Nachrichten hin u¨berpru¨ft. Dies darf dabei (zumindest bei einer Multi-
Device-Konfiguration) natu¨rlich nicht blockierend geschehen, da sonst eventuell der
Nachrichteneingang auf den Verbindungen anderer aktiver Channels vernachla¨ssigt
wird und es so zu Deadlock-Situationen kommen ko¨nnte.35 Liegen nun auf einer der
Socket-Verbindungen neue Nachrichten vor, so wird immer zuna¨chst nur der Minimal-
Kopf empfangen und ausgewertet. Weitere Teile des Nachrichtenkopfes und even-
tuell angeha¨ngte Nutzdaten mu¨ssen dann durch weitere Aufrufe der entsprechenden
WSARecv()-Funktion anschließend noch aus dem Socket geholt werden.
Das MPX-Device
In bestimmten Fa¨llen kann es nu¨tzlich sein, wenn eine MPI-Bibliothek zur Kom-
munikation auf eine weitere, unterliegende MPI-Bibliothek zuru¨ckgreifen kann. Ein
Beispiel fu¨r einen solchen Fall wurde schon in Kapitel 5.1.1 auf Seite 78 im Zu-
sammenhang mit den Architekturansa¨tzen fu¨r MPI-Implementierungen fu¨r Metacom-
puter beschrieben. Bei diesem konkreten Ansatz ist die Metacomputing-fa¨hige MPI-
Implementierung nur fu¨r die Abwicklung der Kommunikation zwischen den Meta-
hosts verantwortlich (und sollte dabei alle Optimierungsmo¨glichkeiten, wie sie in Ka-
35 Die BSD Socket API bietet dem Programmierer zum Beispiel mit select() eine Funktion, die
so lange wartet, bis auf irgendeinem der u¨bergebenden Sockets ein Netzwerkereignis eintrifft. Da
diese Funktion so aber nicht auf das Eintreffen zum Beispiel von Nachrichten u¨ber den gemeinsamen
Speicher auf einem anderen Channel reagieren kann, scheidet deren blockierende Verwendung hier
aus.
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pitel 5.1.2 dargelegt wurden, beru¨cksichtigen), wa¨hrend die unterliegende MPI-Bib-
liothek speziell auf die lokale Kommunikationsinfrastruktur zugeschnitten ist und so-
mit die Kommunikation innerhalb der Metahosts optimal abwickeln kann. Die Rea-
lisierung eines solchen Architekturansatzes wird bei MP-MPICH oder genauer bei
MetaMPICH durch das Channel-Device ch mpx ermo¨glicht, das zur Kommunikati-
on eben wiederum die standardisierten MPI-Funktionen zum Senden und Empfangen
von Punkt-zu-Punkt-Nachrichten benutzt. Das Schichtenmodell dieses Architekturan-
satzes ist in Abbildung 5.17 wiedergegeben. In dieser Abbildung erkennt man gut,
dass in diesem Schichtenmodell die MPI-Schnittstelle gleich zweimal vorkommt: ein-
mal zwischen der Applikation und MP-MPICH sowie einmal zwischen MP-MPICH
und dem unterliegenden Vendor-MPI.
ADI2−Schnittstelle
Instrumentierungsschnittstelle (MPIP)
MPID−Schicht
MPIR−Schicht
MPI−Applikation
Channel−Schnittstelle
Generische Implementierung
des ADI2−Devices
M
P−
M
PI
CH
MPX Channel−Device
(ch_mpx)
Vendor−MPI
MPI−Schnittstelle
MPI−Schnittstelle
(plattformunabhängiger Teil)
(plattformabhängiges ADI2−Device)
Abbildung 5.17: Das MPX-Device von MP-MPICH im Schichtenmodell
Es stellt sich nun die Frage, wie bei der Erstellung dieses Systems vermieden werden
kann, dass es zu Verwechslungen oder Konflikten zwischen den beiden Schnittstellen
kommt, deren API-Funktionen ja zuna¨chst beide die gleichen Namen tragen.36 Da-
zu muss man wissen, dass in einer Bibliothek, die zuna¨chst nichts anderes ist als die
Sammlung mehrerer Objektdateien, in einer Tabelle alle von ihr angebotenen Funk-
tionen als Namen aufgelistet sind. Will man nun aus dem Quellcode einer Applika-
tion schließlich ein ausfu¨hrbares Programm erzeugen (→ Executable), so muss man
beim letzten Schritt (das ist der Aufruf des Linkers) alle Bibliotheken angeben, de-
ren Funktionen die Applikation oder aber auch andere der verwendeten Bibliotheken
nutzen.37 Der Linker durchsucht daraufhin die Tabellen der Bibliotheken und versucht
die no¨tigen Verbindungen zwischen den Funktionsaufrufen und deren Implementie-
rungen herzustellen, wobei er den Vorgang in der Regel abbricht, sobald eine solche
36 Bei solchen Konflikten zwischen identischen Symbolnamen spricht man auch von Name Clashes.
37 Sprich: auch Querabha¨ngigkeiten mu¨ssen hier aufgelo¨st werden.
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Auflo¨sung nicht mehr eindeutig durchgefu¨hrt werden kann. Ein solcher Fall liegt aber
gerade bei der Verwendung des MPX-Devices in MP-MPICH vor: Hier ist na¨mlich
nicht eindeutig, ob sich die MPI-Funktionsaufrufe im Channel-Device an die obere
Schnittstelle von MP-MPICH oder an die untere der Vendor-MPI-Bibliothek richten.
Auch ko¨nnten sich die MPI-Funktionsaufrufe der Applikation (vom Namen her) so-
wohl an MP-MPICH als auch an das Vendor-MPI richten – der Linker wu¨rde aufgrund
dieser Mehrdeutigkeit den Erstellvorgang mit einer Fehlermeldung abbrechen.
Um dem System diese Mehrdeutigkeit zu nehmen, gibt es mehrere Mo¨glichkeiten,
die aber alle darauf hinauslaufen, dass man die Funktionsnamen von einer der bei-
den MPI-Schnittstellen umbenennen muss. Eine Mo¨glichkeit bestu¨nde darin, die obe-
re Schnittstelle in MP-MPICH zu modifizieren, zum Beispiel alle dort angebotenen
Funktionen so umzubenennen, dass diese nicht mehr mit
”
MPI“ sondern mit
”
MPX“
beginnen. Natu¨rlich mu¨sste man daraufhin auch alle Funktionsaufrufe in der jeweili-
gen Applikation entsprechend umbenennen, was sich tatsa¨chlich relativ einfach u¨ber
Pra¨prozessor-Makros realisieren ließe.38 Eine andere Mo¨glichkeit wa¨re, die Funktio-
nen der unteren MPI-Schnittsstelle hin zum Vendor-MPI umzubenennen. Liegt diese
MPI-Bibliothek als Quelltext vor, so ko¨nnte eine solche Umbenennung zum Beispiel
automatisiert durch Skripte durchgefu¨hrt werden.
Tatsa¨chlich bietet das MPX-Device eine solche Skript-basierte Integration fu¨r Teile der
MVAPICH-Bibliothek [151] zur Kommunikation u¨ber InfiniBand. Der Grund fu¨r die-
se Vorgehensweise ist, dass MP-MPICH keine native Unterstu¨tzung von InfiniBand-
Netzwerken besitzt, MVAPICH aber ebenfalls als MPICH-abgeleitete Bibliothek im
Quelltext frei verfu¨gbar ist. Zwar basiert auch MVAPICH auf der in Kapitel 4.3.2
beschriebenen generischen ADI2-Implementierung mit darunter liegenden Channel-
Devices, wie zum Beispiel dem ch gen2-Device [174] zur Ansteuerung des OFED-
Software-Stacks, jedoch wurde von den Entwicklern von MVAPICH inzwischen auch
der obere Teil der ADI2-Schicht vera¨ndert und optimiert, so dass eine direkte Inte-
gration des ch gen2-Devices in MP-MPICH leider nicht mo¨glich war. Mit Hilfe des
Integrationsskriptes kann im Schichtenmodell nun oberhalb der ADI2-Schnittstelle an-
gesetzt werden, so dass u¨ber diese Integration von MVAPICH in das MPX-Device auch
MP-MPICH die Kommunikation u¨ber InfiniBand indirekt unterstu¨tzen kann.
Auf der anderen Seite legen Hersteller von dedizierten Parallelrechnern den Quelltext
der oftmals zusammen mit der Hardware vertriebenen und auf die jeweilige Kommuni-
kationsinfrastruktur zugeschnittenen MPI-Bibliotheken in der Regel nicht offen. Das
bedeutet, dass in einem solchen Fall lediglich die bereits kompilierte Bibliothek mit
festgelegten Funktionsnamen als Schnittstelle vorliegt. Glu¨cklicherweise gibt es aber
Software-Tools (zum Beispiel das Programm objcopy [88]), mit deren Hilfe man die
oben erwa¨hnten Tabellen, die die Symbolnamen der angebotenen Funktionen einer Bi-
bliothek enthalten, im Nachhinein noch manipulieren kann. Auf diese Weise kann auch
das MPX-Device prinzipiell jede zur Verfu¨gung stehende Vendor-MPI-Bibliothek zur
Kommunikation nutzen.
38 Dies ist genau die Vorgehensweise, die PACX-MPI verfolgt, um sich als Meta-Schicht zwischen
Applikation und den unterliegenden MPI-Implementierungen einfu¨gen zu ko¨nnen.
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5.2.2 Die Architektur von MetaMPICH
Nachdem nun schon einige Aspekte von MP-MPICH beleuchtet wurden, die auch fu¨r
den Einsatz in Metacomputern relevant sein ko¨nnen, sollen in diesem Abschnitt nun je-
ne Architekturaspekte noch genauer vorgestellt werden, die MP-MPICH oder genauer
MetaMPICH zu einer wirklich Metacomputing-fa¨higen MPI-Bibliothek machen.
Der Konfigurationsdatensatz
Eine zentrale Rolle fu¨r die Einrichtung einer MPI-Sitzung auf einem Metacomputer
spielt bei MetaMPICH die sogenannte Metakonfiguration. Hierbei handelt es sich um
einen Datensatz, in dem sowohl die Kommunikationstopologie des Systems beschrie-
ben wird als auch die benutzerbezogenen Daten fu¨r die jeweils gewu¨nschte Sitzung
eingetragen werden.39 Die Angaben in diesem Konfigurationsdatensatz mu¨ssen da-
bei der Syntax einer bestimmten Beschreibungssprache folgen, die extra zu diesem
Zweck fu¨r MetaMPICH entwickelt wurde. Ein solcher Datensatz gliedert sich dabei
in vier Teile: einen Kopf, der Informationen u¨ber die allgemeine Zusammensetzung
der einzurichtenden Sitzung entha¨lt, einen Abschnitt mit Optionen, mit denen der Be-
nutzer die Eigenschaften der gewu¨nschten Sitzung weiter konkretisieren kann, einen
Beschreibungsteil, in dem die Hardware-Strukturen der einzelnen Teilsysteme genau-
er spezifiziert werden mu¨ssen, und einen Abschnitt, in dem die globale Topologie des
Metacomputers genauer beschrieben werden muss.
Wie mit diesen vier Abschnitten die jeweilige Sitzung konkret konfiguriert werden
kann, soll im Folgenden kurz vorgestellt werden. Zur Erla¨uterung der Syntax wird hier
anstelle einer kompletten Beschreibung mit Hilfe der u¨blichen Erweiterten Bacchus
Naur Form (EBNF) [67] eine einfachere Beschreibungsform gewa¨hlt, bei der nicht-
terminale Symbole u¨ber
”
<Symbolname>“ beschrieben werden, wa¨hrend optionale
Elemente u¨ber
”
[Optionsname]“ kenntlich gemacht werden sollen.
a) Der Kopf des Konfigurationsdatensatz In diesem Abschnitt wird nur die
Information u¨ber die gewu¨nschte Zusammensetzung des Systems vom Benutzer (oder
aber auch zum Beispiel von einem Scheduling-System) eingetragen, die dabei Ant-
worten auf folgende Fragen gibt:
• Aus wie vielen Teilsystemen, das heißt Metahosts, besteht der Metacomputer?
• Und wie viel Prozesse sollen pro Teilsystem gestartet werden?
In diesem Abschnitt mu¨ssen den Metahosts dabei auch logische Namen zugeordnet
werden (→ Abbildung 5.18), die jedoch keinerlei Bezug zu realen Rechnernamen ha-
ben mu¨ssen und nur als Referenzen fu¨r weitere Beschreibungen innerhalb der Meta-
konfiguration dienen.
39 Der Start eines Programms mit dieser Konfiguration erfolgt dann u¨ber den Kommandozeilenbefehl
”
mpirun -meta <Konfigurationsdatei> [Programmname]“.
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<Kopfabschnitt>::=
NUMHOSTS <Anzahl der Metahosts>
<Metahost-Name> <Anzahl Prozesse>
<Metahost-Name> <Anzahl Prozesse>
<Metahost-Name> <Anzahl Prozesse>
...
<Optionsabschnitt>::=
OPTIONS
[HETERO [XDR]]
[EXCHANGE_ORDER LittleEndian | BigEndian]
[SPLITSIZE <Nachrichtengroesse>]
[PORTBASE <TCP-Port>]
[ROUTERTIMEOUT <Zeit in Sekunden>]
[SECONDARY_DEVICE <Channel-Device> [<Device-Optionen>]]
...
Abbildung 5.18: Syntaxregeln fu¨r die oberen beiden Abschnitte einer Metakonfigura-
tion fu¨r MetaMPICH
b) Der Abschnitt mit den weiteren Optionen In diesem Teil der Konfiguration
kann von Benutzer zum Beispiel festgelegt werden, ob und wie eine Datenkonvertie-
rung (HETERO) fu¨r Nachrichten zwischen den Metahosts durchgefu¨hrt werden soll.
Auch la¨sst sich hier schon angeben, ob fu¨r gro¨ßere Nachrichten zum Beispiel eine
Kanalbu¨ndelung durchgefu¨hrt werden soll (vorausgesetzt, die physisch vorhandenen
Verbindungen lassen dies zu) und, falls ja, ab welcher Nachrichtengro¨ße dieser Me-
chanismus einsetzen soll (SPLITSIZE). Diese und einige weitere Optionen sind auch
in Abbildung 5.18 wiedergegeben.
c) Die Beschreibung der Teilsysteme In diesem Abschnitt muss nun die Hard-
ware-Struktur jedes im Kopfabschnitt aufgefu¨hrten Metahosts genauer beschrieben
werden (→ Abbildung 5.19). Dazu muss zuna¨chst fu¨r jeden Metahost in einer Liste
jene Rechnernamen (NODES) aufgefu¨hrt werden, die eben zu diesem Metahost zu-
sammengefasst werden sollen, und zusa¨tzlich kann zu jedem dieser Rechnernamen
auch noch angegeben werden, u¨ber welche Adresse(n) dieser Rechner im globalen
System des Metacomputers erreicht werden kann. Schließlich muss in diesem Teil der
Konfiguration auch noch festgelegt werden, u¨ber welche lokale Kommunikationsin-
frastruktur der jeweilige Metahost verfu¨gt, was u¨ber eine entsprechende Angabe eines
der von MP-MPICH unterstu¨tzten Channel-Devices gemacht wird (TYPE).
An dieser Stelle stellt sich nun die Frage, welche der in Kapitel 5.1.2 auf Seite 80 vor-
gestellten Topologieformen in Bezug auf Metacomputing-Systeme von MetaMPICH
unterstu¨tzt werden. Tatsa¨chlich ko¨nnen mit MetaMPICH sowohl Router-basierte Ar-
chitekturen als auch voll-vernetzte Systeme umgesetzt werden – und sogar Misch-
formen aus beiden Ansa¨tzen sind mit MetaMPICH mo¨glich. Handelt es sich um ein
System mit Router-Knoten, so ko¨nnen diese ebenfalls in dem Beschreibungsabschnitt
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<Teilsystem>::=
METAHOST <Metahost-Name> {
TYPE = <Channel-Device>;
NODES = <Knotenliste>;
[ROUTERS = <Knotenliste>;]
...
}
<Channel-Device>::= ch_shmem | ch_smi | ch_gm | ch_usock | ch_mpx;
<Knotenliste>::= <Knoten> | <Knotenliste>, <Knoten>
<Knoten>::= <Knotenname> [(Adressen-Liste)];
<Adressen-Liste>::= <Adresse> | <Adressen-Liste>, <Adresse>
Abbildung 5.19: Syntaxregeln fu¨r die Beschreibung der Teilsysteme eines
Metacomputers
der jeweiligen Teilsysteme zusammen mit ihren Netzwerkadressen explizit aufgefu¨hrt
werden.40 Abbildung 5.20 zeigt zu Verdeutlichung eine Konfiguration mit drei Meta-
hosts, wobei zwei davon (
”
FOO“ und
”
BAR“) u¨ber eine All-to-All-Verbindung ver-
fu¨gen, wohingegen der Metahost
”
ZAB“ u¨ber Router-Knoten mit den anderen beiden
kommuniziert. Eine entsprechende Metakonfiguration fu¨r dieses Beispiel ist in Abbil-
dung 5.21 wiedergegeben.
All−to−All
foo1
foo2
bar1foo3 bar3
bar2
BARFOO
foo4 bar4
Routers
ZAB
zab1
zab3
zab2
zab4
Abbildung 5.20: Beispiel fu¨r eine gemischte Konfiguration mit drei Metahosts
d) Die Beschreibung der Topologie zwischen den Metahosts In diesem
Abschnitt muss im Falle einer Router-basierten Konfiguration sehr detailliert spezi-
fiziert werden, u¨ber welche Paare an Router-Knoten die Nachrichten an andere Me-
40 Eine solche Trennung zwischen Applikationsknoten und Router-Knoten in zwei Listen kann, muss
aber nicht gemacht werden.
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METAHOST FOO {
NODES=foo1(111.111.111.111),
foo2(111.111.111.112),
foo3(111.111.111.113);
ROUTERS=foo4(111.111.111.114);
....
}
METAHOST BAR {
NODES=bar1(121.121.121.121),
bar2(121.121.121.122),
bar3(121.121.121.123);
ROUTERS=bar4(121.121.121.124);
....
}
METAHOST ZAB {
NODES=zab1, zab2;
ROUTERS=zab3(131.131.131.133),
zab4(131.131.131.134);
....
}
CONNECTIONS
PAIR FOO BAR 0
PAIR BAR FOO 0
PAIR FOO ZAB 1
111.111.111.114
-> 131.131.131.133
PAIR ZAB FOO 1
131.131.131.133
-> 111.111.111.114
PAIR BAR ZAB 1
121.121.121.124
-> 131.131.131.134
PAIR ZAB BAR 1
131.131.131.134
-> 121.121.121.124
Abbildung 5.21: Metakonfiguration zu dem Beispiel aus Abbildung 5.20
tahosts zugestellt werden sollen. Dabei muss unter anderem auch festgelegt werden,
u¨ber welche Adressen sich die Router miteinander verbinden und wie viele Verbin-
dungen es pro Router-Paar fu¨r eine Lastbalancierung oder Kanalbu¨ndelung geben soll.
Im Falle einer All-to-All-Konfiguration ist hingegen die Topologie zwischen den Me-
tahosts weitestgehend flach, so dass in einem solchen Fall in diesem Abschnitt des
Konfigurationsdatensatzes lediglich die Information enthalten sein muss, dass es eben
keine Router-Verbindungen zwischen den Metahosts einzurichten gilt, was man auch
im rechten Teil der Abbildung 5.21 fu¨r das Metahost-Paar
”
FOO/BAR“ gut erkennen
kann.
Die interne Weiterleitung von Nachrichten
Die Umsetzung der Unterstu¨tzung beider Architekturformen von Metacomputern (so-
wohl u¨ber Router als auch All-to-All) basiert in beiden Fa¨llen auf der in Kapitel
4.3.2 auf Seite 65 schon vorgestellten Multi-Device-Fa¨higkeit des generischen ADI2-
Devices von MPICH, bei dem u¨ber den MPI-Rang des Zielprozesses das entsprechen-
de Channel-Device automatisch ausgewa¨hlt wird. Genau dieser Mechanismus wird
auch bei MetaMPICH beim Vorliegen einer sogenannten Secondary-Device-Konfi-
guration, die dem oben beschriebenen All-to-All-Fall entspricht, ausgenutzt, wobei
Nachrichten innerhalb eines Metahosts weiterhin u¨ber das sogenannte native Device
verschickt werden, wohingegen Nachrichten zu anderen Metahosts eben u¨ber ein se-
kunda¨res Device zugestellt werden [30, 29]. Das native oder vielmehr lokale Device er-
gibt sich dabei gerade aus der entsprechenden Angabe im Beschreibungsabschnitt der
Metahosts im Konfigurationsdatensatz (Schlu¨sselwort TYPE), wa¨hrend das sekunda¨re
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und somit globale Device schon in dem Abschnitt mit den Optionen festgelegt werden
muss (Schlu¨sselwort SECONDARY DEVICE). Auch wenn theoretisch jedes der von
MP-MPICH unterstu¨tzten Channel-Devices als ein solches sekunda¨res Device dienen
ko¨nnte, so ist in den meisten Fa¨llen jedoch nur eine Metahost-Kopplung u¨ber Socket-
basierte Devices (wie zum Beispiel ch usock) sinnvoll, da die Kommunikation u¨ber
dieses Device ja fu¨r alle beteiligten Prozesse mo¨glich sein muss.
An dieser Stelle sei auch noch eine Besonderheit des USOCK-Devices erwa¨hnt, na¨m-
lich dass es im Gegensatz zu den meisten anderen von MP-MPICH unterstu¨tzten De-
vices instanziierbar ist, was bedeutet, dass innerhalb einer Sitzung gleich mehrere
Instanzen (Channels) dieses Devices eingerichtet werden ko¨nnen. Auf diese Weise
kann USOCK sowohl als sekunda¨res als auch gleichzeitig als natives Device einge-
setzt werden. Als Beispiel ko¨nnte man sich somit vorstellen, dass der Metahost
”
FOO“
in Abbildung 5.20 intern eine Instanz von ch usock zur lokalen Kommunikation
zum Beispiel u¨ber ein privates41 Gigabit-Ethernet-Netzwerk verwendet, wa¨hrend eine
weitere Instanz des Devices fu¨r die globale TCP-basierte Kommunikation zwischen
den Metahosts
”
FOO“ und
”
BAR“ u¨ber ein Weitverkehrsnetz sorgt.42 Abbildung 5.22
zeigt fu¨r dieses Beispiel die Verwaltung der Channel-Device-Instanzen innerhalb des
generischen ADI2-Devices aus Sicht beider Metahosts.
Channels
Ränge 0 1 2 3 4
. . .
Knoten foo1 foo2 foo3 bar1 bar2 bar3
. . .
Zeigerfeld
Zeigerfeld
(aus Sicht von BAR)
(aus Sicht von FOO)
. . .
ch_usock ch_usock
5 . . . (MPI_COMM_WORLD)
(lokal) (global)
Abbildung 5.22: Beispiel fu¨r eine MP-MPICH-Sitzung mit zwei aktiven Instanzen des
USOCK-Devices (eine Instanz fu¨r die lokale und eine fu¨r die globale
Kommunikation)
Fu¨r die Router-basierte Kopplungsvariante werden von MetaMPICH zuna¨chst zwei
weitere virtuelle Channel-Devices zur Verfu¨gung gestellt: das sogenannte Gateway-
(ch gateway) sowie das sogenannte Tunnel-Device (ch tunnel). Diese beiden
Devices sind dabei in der Hinsicht virtuell, als sie selber keine Daten transportieren
41
”
Privat“ bedeutet, dass die IP-Adressen dieses Netzes nicht von außen erreichbar sind.
42 Die Zuordnung der angegebenen Netzwerkadressen zu den beiden Netzen oder genauer gesagt den
beiden Devices muss dann zusa¨tzlich in der Metakonfiguration u¨ber das Schlu¨sselwort NETMASK
erfolgen [28, 30].
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ko¨nnen, sondern vielmehr fu¨r das Umlenken des Nachrichtenstromes u¨ber die jewei-
ligen Router-Knoten sorgen. Dazu wird von MetaMPICH zu Beginn einer Sitzung
auf jedem angegebenen Router-Knoten ein entsprechender Router-Prozess gestartet,
die sich dann alle zuna¨chst wie Applikationsprozesse in das globale Rang-Schema
von MPI einordnen. Dies ermo¨glicht zum einen, dass mit den Router-Prozessen in-
nerhalb eines Metahosts
”
ganz normal“ u¨ber die jeweiligen nativen Devices kom-
muniziert werden kann, zum anderen bringt es jedoch das Problem mit sich, dass
aus Sicht der
”
echten“ Applikationsprozesse das Nummerierungsschema fu¨r die MPI-
Prozess-Ra¨nge vera¨ndert wird. Um nun sicherzustellen, dass die Router-Prozesse aus
Sicht der Applikation weiterhin transparent bleiben, muss der urspru¨ngliche Welt-
Kommunikator (MPI_COMM_WORLD) u¨berladen werden. Zu diesem Zweck wird ein
neuer Kommunikator (MPI_COMM_ALL) eingefu¨hrt, der die Rolle des alten Welt-
Kommunikators u¨bernimmt und alle Prozesse (sowohl Router- als auch Applikations-
prozesse) umfasst, wa¨hrend in einem neuen MPI_COMM_WORLD wieder ausschließ-
lich die Applikationsprozesse zusammengefasst werden. Die Abbildung zwischen den
Ra¨ngen der Prozesse in beiden Kommunikatoren wird dabei durch entsprechende In-
teger-Felder sichergestellt.
. . .
0 1 2 4
0 1 2
Ränge
foo1 foo2 foo3 foo4
. . .
. . .bar1 zab2
. . .
. . .
. . .
. . .. . .
8 9
6 7
3
Device
sekundäres
Device
natives
3
(MPI_COMM_ALL)
(MPI_COMM_WORLD)
zab1
Zeigerfeld
ch_gateway
−−
Knoten
Channels
Abbildung 5.23: Einsatz des Gateway-Devices bei der Router-Kommunikation ent-
sprechend dem Beispiel aus Abbildung 5.20 (aus Sicht von FOO)
In die Zeigerfelder zur Device-Auswahl wird nun an jenen Stellen ein Verweis auf
das Gateway-Device eingetragen, bei denen eine Kommunikation u¨ber einen Router-
Prozess erforderlich ist. Beim Senden einer Nachricht erzeugt nun das Gateway-Device
einen weiteren Nachrichtenkopf, in dem der Rang des urspru¨nglichen Senders und der
globale Rang des endgu¨ltigen Empfa¨ngers gespeichert werden. Anschließend ruft das
Device erneut die Funktion der ADI2-Schnittstelle zum Versenden einer Nachricht auf
(→ Kapitel 4.3.2 auf Seite 68), diesmal jedoch mit dem Rang des entsprechenden lo-
kalen Router-Prozesses als Ziel. Die Nachricht gelangt so (zusammen mit dem zusa¨tz-
lichen Kopf) u¨ber das native Device zum Router-Prozess, der sie anschließend zu sei-
nem Gegenspieler im entfernten Metahost weiterleitet (→Abbildung 5.24). Das zweite
virtuelle Device (ch tunnel) dient nun ganz analog auf Empfa¨ngerseite dazu, dass
der dortige Router die Nachricht nach Auswerten (und Entfernen) des zusa¨tzlichen
Kopfes ebenfalls u¨ber das dortige native Device dem endgu¨ltigen Empfa¨nger zustellen
kann, wobei als Senderadresse der Rang des urspru¨nglichen Senders entsprechend vor-
geta¨uscht wird (→ Abbildung 5.25). Auf diese Weise kann MetaMPICH Nachrichten
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fu¨r die Applikation vo¨llig transparent u¨ber die Router-Prozesse zustellen, wobei fu¨r
die Kommunikation zwischen den Routern als Transportprotokolle sowohl TCP als
auch ATM (AAL5) unterstu¨tzt werden. Zusa¨tzlich ko¨nnen von MetaMPICH, wie oben
schon angedeutet, eine optionale Kanalbu¨ndelung mit (statischer) Lastbalancierung
und eine XDR-basierte Datenkonvertierung durch die Router-Prozesse durchgefu¨hrt
werden.
M
et
aM
PI
CH
ch_gateway natives Device
MPID
MPIR
Router−Prozess
ch_tunnelnatives Device
MPIR
MPID
Kommunikation
MPI−Applikationsprozess
Kommunikation
Inter−Metahost−
Intra−Metahost−
Channel−Schnittstelle
ADI2−Schnittstelle
MPI−Schnittstelle
Channel−Schnittstelle
ADI2−Schnittstelle
MPI−Schnittstelle
Abbildung 5.24: Die Router-basierte Kommunikation im Schichtenmodell von Meta-
MPICH auf Senderseite
5.2.3 Die Integration in das UNICORE-System
Wa¨hrend die Router-basierte Kopplungsvariante von MetaMPICH ihre Wurzeln in
dem GTBW-Projekt hatte, wurde die Implementierung der All-to-All-Variante durch
den Einsatz von MetaMPICH in einem weiteren Meta- beziehungsweise Grid-Compu-
ting-Projekt motiviert: dem bereit in Kapitel 3.1.1 auf Seite 36 vorgestellten VIOLA-
Projekt. Im Rahmen dieses Projektes sollten unter anderem auch verschiedene par-
allele Applikationen u¨ber das VIOLA-Grid zu Evaluations- und Demonstrationszwe-
cken ausgefu¨hrt werden, wobei die zur Verfu¨gung stehenden Rechenressourcen hier
nicht aus dedizierten Supercomputern (wie noch im GTBW-Projekt), sondern durch
moderne COWs (zumeist mit Myrinet als internem Netzwerk) gebildet wurden. Ob-
wohl diese Cluster u¨ber verschiedene Rechenzentren und Institutionen (hauptsa¨chlich
in NRW) verteilt waren, hatten doch alle Knoten dieser Cluster in der Regel einen
direkten Zugang zu dem global verbindenden optischen Hochgeschwindigkeitsnetz-
werk, dem dementsprechend durch die Integration der Secondary-Device-Option in
die Metakonfiguration von MetaMPICH Rechnung getragen wurde.
Eine weitere Neuerung in Bezug auf den Einsatz von MetaMPICH im VIOLA-Projekt
war, dass dort die Zuteilung und der Zugang zu den verteilten Rechenressourcen u¨ber
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Router−Prozess
MPIR
MPID
natives Devicech_tunnel
Kommunikation
MPID
MPIR
ch_gateway
MPI−Applikationsprozess
Inter−Metahost−
Kommunikation
Intra−Metahost−
natives Device
Channel−Schnittstelle
ADI2−Schnittstelle
MPI−Schnittstelle
Channel−Schnittstelle
ADI2−Schnittstelle
MPI−Schnittstelle
Abbildung 5.25: Die Router-basierte Kommunikation im Schichtenmodell von Meta-
MPICH auf Empfa¨ngerseite
das inzwischen etablierte UNICORE-Grid-System abgewickelt werden sollten [222,
27]. Wa¨hrend bei fru¨heren Metacomputing-Experimenten (oder auch bei Ad-hoc-Kopp-
lungen) die Ressourcenvergabe und zum Teil auch der Prozessstart per Hand oder
u¨ber einfache Skripte erfolgte, wird bei dem UNICORE-System die Ressourcenan-
frage zuna¨chst abstrahiert u¨ber eine grafische Benutzerschnittstelle entgegengenom-
men. Die eigentliche Ressourcenzuteilung erfolgt dann nach einer Weiterleitung der
Anfrage durch entsprechende Grid-Dienste, die dazu in einem Dialog mit den jeweils
lokalen Scheduler-Instanzen der einzelnen Rechnerinstallationen die gewu¨nschte Re-
servierung aushandeln. Damit sich auf diese Weise Ressourcen aus zwei (oder mehr)
Clustern gleichzeitig u¨ber das UNICORE-System reservieren lassen, musste das Sys-
tem zuna¨chst um ein entsprechendes Metacomputing-Plug-in zur Formulierung der
verteilten Anfrage erweitert werden. Dazu wurde zuerst die grafische Benutzerschnitt-
stelle dahingehend angepasst, dass sich in einer Kommunikationsmatrix mehrere Clus-
ter u¨ber MetaMPICH-Router oder u¨ber All-to-All-Beziehungen virtuell miteinander
verbinden und die jeweils gewu¨nschten Bandbreiten spezifizieren lassen. Des Wei-
teren musste in UNICORE ein sogenannter MetaScheduling-Service integriert wer-
den, der Anfragen an zwei (oder mehr) lokale Scheduler-Instanzen derart koordiniert,
dass es auch tatsa¨chlich zu einer zeitlichen Koinzidenz der Ressourcenzuteilung in
den verschiedenen Clustern kommt [15]. Sobald die Zusammensetzung aller Cluster-
Knoten (und damit auch die ihrer Adressen) bekannt ist, wird auf jedem Cluster basie-
rend auf einer XML-codierten Auftragsbeschreibung die von MetaMPICH beno¨tigte
Metakonfigurationsdatei durch den MetaScheduling-Service erzeugt. Anschließend ist
UNICORE als unterliegendes Grid-System dann auch fu¨r die Einrichtung und ¨Uber-
wachung der MetaMPICH-Sitzung verantwortlich, wobei es ferner auch die Ausgaben
der Applikation zu sammeln und schließlich dem Benutzer zu pra¨sentieren gilt.
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5.3 Fazit
Es zeigt sich, dass sich das Parallelisierungsmodell des Nachrichtenaustausches sehr
gut auf die Strukturen eines Metacomputers u¨bertragen la¨sst und da das Message Pas-
sing Interface ein weit verbreiteter Standard fu¨r dieses Modell darstellt, ist es nahe-
liegend, auch eine entsprechende MPI-Bibliothek zur Kommunikation in einem Meta-
computer zu benutzen. An dieser Stelle sei jedoch erwa¨hnt, dass es durchaus auch
andere Ansa¨tze, wie zum Beispiel das PVM-basierte (→ Kapitel 4.1 auf Seite 49)
Harness Metacomputing Framework [92, 165] gibt, auf die aber in dieser Arbeit aus
Platzgru¨nden nicht weiter eingegangen werden kann. Zwar ist der MPI-Standard prin-
zipiell fu¨r den Einsatz auch in heterogenen Umgebungen ausgelegt (zum Beispiel
durch die Unterstu¨tzung typisierter Nachrichten), jedoch muss in Systemen mit hier-
archischen Netzwerkstrukturen auch die jeweilige MPI-Implementierung mit diesen
verschiedenen Netzwerktypen umgehen ko¨nnen, wenn die verfu¨gbaren Kommunika-
tionsressourcen voll ausgescho¨pft werden sollen. In diesem Kapitel wurden dazu ver-
schiedene Architekturansa¨tze diskutiert und vier reale Vertreter solcher Metacompu-
ting-fa¨higen MPI-Implementierungen genauer vorgestellt. In der Literatur finden sich
daru¨ber hinaus erstaunlich viele Vergleichsstudien dieser Architekturansa¨tze (sowohl
qualitativer als auch quantitativer Natur), so dass an dieser Stelle auf eine direkte Ge-
genu¨berstellung der verschiedenen Projekte verzichtet und stattdessen auf die entspre-
chenden Studien verwiesen werden soll [3, 12, 11, 167, 29, 119].
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Bei der Integration von MetaMPICH in das UNICORE-System sind jedoch auch ei-
nige Schwachstellen von MetaMPICH in Bezug auf seine Einsetzbarkeit in Grid-
Umgebungen offensichtlich geworden:
1. Zum einen ist die Konfiguration einer MetaMPICH-Sitzung u¨ber die Metakon-
figurationsdatei dahingehend unflexibel, als in ihr sowohl Benutzer- und Job-
bezogene Daten als auch statische Informationen u¨ber die unterliegende Hard-
ware-Struktur (wie zum Beispiel die IP-Adressen der ausgewa¨hlten Knoten) ge-
meinsam abgelegt werden – eine Trennung dieser Datensa¨tze wu¨rde die Verar-
beitung durch verschiedene Grid-Dienste erleichtern.
2. Eine weitere Schwachstelle von MetaMPICH ist die unzula¨ngliche Konfigura-
tionsmo¨glichkeit insbesondere in Bezug auf die All-to-All-Kopplungsvariante,
die auf die rudimenta¨re Sitzungsinitialisierung des USOCK-Devices zuru¨ckzu-
fu¨hren ist. Das Device richtet na¨mlich zu Beginn sa¨mtliche N-zu-N mo¨glichen
TCP-Verbindungen zwischen den beteiligten Prozessen ein, unabha¨ngig davon,
ob diese spa¨ter von der Applikation u¨berhaupt beno¨tigt werden.1 Daru¨ber hinaus
muss bei den Netzwerkadressen immer der kleinste gemeinsame Nenner2 be-
nutzt werden. Es ist somit zum Beispiel nicht mo¨glich, in einer Konfiguration mit
zwei lokalen und einem entfernten Cluster die lokalen Knoten u¨ber ein schnelle-
res, aber privates LAN (innerhalb einer Secondary-Device-Sitzung) miteinander
kommunizieren zu lassen und gleichzeitig u¨ber die nativen ADI2-Devices in-
nerhalb der Cluster auch die dedizierten Cluster-Netzwerke auszunutzen. Eine
Lo¨sung fu¨r einen solchen Fall ko¨nnte die Einfu¨hrung einer weiteren Hierarchie-
stufe in MetaMPICH in Form eines tertia¨ren Devices sein, jedoch scheint eine
koppelnde Sitzungsschicht, die gleichzeitig mit mehreren Adressra¨umen um-
gehen kann, hier die weitaus elegantere Lo¨sung. Eine solche Sitzungsschicht
wu¨rde (wie das sekunda¨re Device) wieder alle Prozesse einer MetaMPICH-
Sitzung abdecken, wobei intern automatisch (und nach Mo¨glichkeit intelligent)
entschieden wird, u¨ber welche Adresse und damit u¨ber welches Netzwerk die
Verbindung zu einem anderen Prozess aufzubauen ist. Im Idealfall ist eine sol-
che Schicht dabei nicht nur in der Lage, zwischen unterschiedlichen Netzen,
sondern auch zwischen unterschiedlichen ¨Ubertragungsprotokollen, wie sie in
Kapitel 3.2 dieser Arbeit vorgestellt wurden, mo¨glichst optimal und dynamisch
auszuwa¨hlen.
1 Der Aufwand fu¨r das Einrichten der Verbindungen steigt quadratisch mit der Anzahl an Prozessen.
2 Sprich: ein Adressraum, in dem jeder Prozess jeden anderen erreichen kann.
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3. Die dritte Schwachstelle von MetaMPICH (und soweit bekannt auch von allen
anderen Metacomputing-fa¨higen MPI-Implementierungen) ist hier die fehlende
Interaktionsmo¨glichkeit der einmal eingerichteten Sitzung mit der a¨ußeren Grid-
Umgebung. Zwar lassen sich durch Grid-Dienste die Parameter der Sitzungskon-
figuration vor Prozessstart festlegen, und auch der Prozessstart selber und die
Beendigung der Prozesse ko¨nnen von der Grid-Umgebung u¨berwacht werden.
Eine Rekonfiguration der Sitzungsparameter und/oder eine Abfrage der inneren
Zusta¨nde zur Laufzeit einer einmal gestarteten Sitzung sind jedoch in aller Re-
gel nicht mo¨glich. Wu¨nschenswert wa¨re daher die Schaffung einer Schnittstelle,
u¨ber die sich von externen Instanzen zum Beispiel Qualita¨tsparameter wie die
aktuelle Kommunikationsbandbreite oder die Latenz einer Verbindung abfragen
lassen, und u¨ber die (falls die sitzungsinternen Regelungsmechanismen nicht
selber greifen) auch eine externe Intervention mo¨glich wird.
Alle diese ¨Uberlegungen haben dazu gefu¨hrt, dass vom Autor dieser Arbeit am Lehr-
stuhl fu¨r Betriebssysteme der RWTH Aachen eine solche dienstintegrierte Sitzungs-
schicht fu¨r Metacomputer in Form einer neuen Kommunikationsbibliothek mit dem
Namen ISI3 entworfen und implementiert wurde [53]. Zwar war die Entwicklung die-
ser Bibliothek durch die oben beschriebenen Ma¨ngel von MetaMPICH motiviert, je-
doch wurde beim Entwurf dieser Schicht sehr darauf geachtet, dass sie sich aufgrund
ihres allgemein gehaltenen Schnittstellendesigns durchaus auch einfach in weitere
Metacomputing-fa¨hige MPI-Implementierungen integrieren lassen du¨rfte. Im Folgen-
den soll nun dieses Design der Sitzungsschicht genauer vorgestellt werden.
6.1 Die zwei Schnittstellen der Sitzungsschicht
Das Design der ISI-Bibliothek ist das einer mo¨glichst du¨nnen, aber mit Hinblick auf
die angebotenen Dienste durchaus breiten Kommunikationsschicht, die auf der einen
Seite oberhalb der durch Sockets abstrahierten Transportschicht und auf der ande-
ren Seite unterhalb der ho¨heren Schicht einer MPI-Implementierung angesiedelt ist
(→ Abbildung 6.1). Kernaufgabe dieser Sitzungsschicht, die wie gesagt speziell fu¨r
eine spa¨tere Integration in heterogene Metacomputing-Umgebungen entwickelt wur-
de, ist das Herstellen der no¨tigen Verbindungen zwischen den beteiligten, oftmals
hierarchisch gruppierten Prozessen. Fu¨r diese Schicht mussten daher zwei Schnitt-
stellen entwickelt werden, wobei die obere die MPI-Semantik der Prozessgruppen un-
terstu¨tzt, wa¨hrend die untere auf den Funktionen zum Einrichten der beno¨tigten Punkt-
zu-Punkt-Verbindungen aufsetzen muss. Zuna¨chst sollen daher diese Anforderungen
an die beiden Schnittstellen noch etwas genauer vorgestellt werden.
Eine eingerichtete Sitzung innerhalb einer Gruppe von Prozessen wird von der ISI-
Schicht nach oben hin durch den opaken Datentyp einer sogenannten Doma¨ne abstra-
hiert. Die Prozesse innerhalb einer solchen Doma¨ne werden dabei durch ihren an die
Semantik der MPI-Schnittstelle angelehnten Rang identifiziert, der durch eine Inte-
gerzahl zwischen null und der Gesamtanzahl an Prozessen innerhalb der jeweiligen
3 Diese Abku¨rzung kann als Akronym fu¨r Integrated Services Interface aufgefasst werden.
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USI−Module zur Kapselung der nativen Socket APIs
Abbildung 6.1: Eingliederung der ISI-Bibliothek im Schichtenmodell
Doma¨ne gebildet wird. Eine Doma¨ne stellt somit einen abgeschlossenen Kommunika-
tionsraum fu¨r die in ihr enthaltenen Prozesse dar und kann in diesem Zusammenhang
als ein Analogon zum MPI-Kommunikator MPI_COMM_WORLD verstanden werden.
Wie man schon an dieser Analogie erkennen kann, ist das Schnittstellendesign der ISI-
Schicht nach oben hin deutlich an das einer stark vereinfachten MPI-Schnittstelle an-
gelehnt, mit dem Ziel, eine spa¨tere Integration als Meta-Schicht innerhalb einer beste-
henden MPI-Implementierung mo¨glichst einfach zu gestalten. Diese Analogie schla¨gt
sich auch in der Syntax der nach oben hin angebotenen C-Funktionen der ISI-Schicht
oder vielmehr ihrer Schnittstellen nieder, deren wichtigste Vertreter in der Abbildung
6.2 aufgefu¨hrt sind.
Auf der anderen Seite musste fu¨r diese Schicht nach unten hin ein Schnittstellendesign
gefunden werden, das sich zum einen an den, fu¨r Weitverkehrsprotokolle u¨blicherwei-
se verwendeten Socket-Schnittstellen orientiert, zum anderen aber eventuell zusa¨tzlich
angebotene Funktionalita¨ten und Besonderheiten der verschiedenen Transportproto-
kolle nicht zu sehr einschra¨nkt. Aus diesem Grunde wird innerhalb der ISI-Schicht
die Kommunikation nicht direkt auf die jeweils nativen Socket-Schnittstellen abgebil-
det, sondern diese durch eine zusa¨tzliche Schnittstelle, das Universal Socket Interface
(USI), abstrahiert. Unterhalb dieser Schnittstelle, die zwar ebenfalls durch opake Da-
tentypen noch abstrakt gehalten ist, jedoch von der Namenskonvention schon stark an
das bereits vorgestellte BSD Socket Interface (→ Kapitel 2.3.2 auf Seite 25) angelehnt
ist, werden die nativen Socket-Funktionsaufrufe in kleinen Modulen, den sogenann-
ten USI-Modulen, gekapselt, wie es auch in Abbildung 6.1 angedeutet ist. Um einen
ersten Eindruck von dieser Schnittstelle zu bekommen, sei hier auch schon mal auf
die spa¨tere Abbildung 6.8 auf Seite 125 verwiesen, in der die wichtigsten Prototypen
dieser C-Schnittstelle aufgefu¨hrt sind.
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Zieht man nun schon hier einen groben Vergleich zwischen diesen beiden gegenu¨ber-
liegenden Schnittstellen ISI und USI, so wird schnell deutlich, dass es eben Aufgabe
dieser Schicht ist, die Client-Server-Semantik, die dem gewo¨hnlichen Socket-Modell
inha¨rent ist, auf die gleichberechtigte Kommunikationssemantik des MPI-Modells auf
der Ebene von Prozessgruppen abzubilden.
6.1.1 Die ISI-Schnittstelle
In diesem Unterkapitel soll nun die obere der beiden Schnittstellen genauer vorgestellt
werden. Dabei soll insbesondere auch ein Fokus auf jene Aspekte gelegt werden, die
fu¨r eine spa¨tere Integration in eine Metacomputing-fa¨hige MPI-Implementierung eine
besondere Rolle spielen.
Wie oben schon erwa¨hnt, wird eine in der ISI-Schicht unter den beteiligten Prozessen
einzurichtende Kommunikationssitzung durch eine sogenannte Doma¨ne repra¨sentiert,
die eine vorgegebene Gro¨ße4 hat und in der jeder beteiligte Prozess einen eindeutigen
Rang zur Identifizierung besitzt. Die Zuordnung zwischen dem jeweiligen Prozess und
seinem Doma¨nenrang wird dabei u¨ber eine Doma¨nenkonfiguration realisiert.
int ISI_Init(int *rank, int *size, ISI_Domain_t *domain_handle,
const char* domain_identifier, const char* rank_identifier,
const char* retrieve_method, const char* retrieve_params);
int ISI_Fini(ISI_Domain domain_handle);
int ISI_Send(void* buffer_pointers[], const int buffer_sizes[],
int num_buffers, int dest_rank, ISI_Domain_t domain_handle,
ISI_Request *request_handle);
int ISI_Recv(void* buffer_pointers[], const int buffer_sizes[]
int num_buffers, int src_rank, ISI_Domain_t domain_handle,
ISI_Request_t *request_handle);
Abbildung 6.2: Grundlegende Funktionsprototypen der ISI-Schnittstelle
Der Konfigurationsdatensatz
Diese Doma¨nenkonfiguration ist ein XML-codierter Datensatz, der den Prozessen auf
eine noch genauer zu spezifizierende Weise zuga¨nglich gemacht werden muss. Diese
Spezifizierung des Zuganges erfolgt durch die Wahl einer Zugriffsmethode, die der je-
weils vorhandenen Laufzeitumgebung angepasst werden kann. So sind zum Beispiel
als mo¨gliche Zugriffsmethoden die selbststa¨ndige Erzeugung des Datensatzes inner-
halb des jeweiligen Prozesses, das Auslesen des Datensatzes aus einer dem Prozess
lokal zur Verfu¨gung gestellten Datei oder auch das Abrufen des beno¨tigten Datensat-
zes bei einer zentralen Server-Instanz denkbar. Die Auswahl unter den zur Verfu¨gung
4 Sprich: Anzahl enthaltener Prozesse.
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gestellten Zugriffsmethoden erfolgt dabei u¨ber einen entsprechenden Parameter der
Initialisierungsfunktion ISI_Init(), die jeder Prozess noch vor Beginn jeglicher
Kommunikation innerhalb der Doma¨ne aufrufen muss. Der genaue Prototyp dieser In-
itialisierungsfunktion ist in Abbildung 6.2 wiedergegeben, wobei die Parameter der
Funktion im Folgenden kurz erla¨utert werden:
• OUT int rank: Ru¨ckgabewert der Initialisierungsfunktion; entspricht nach
dem Aufruf dem Rang des Prozesses innerhalb der Doma¨ne
• OUT int size: Ru¨ckgabewert der Initialisierungsfunktion; entspricht nach
dem Aufruf der Gro¨ße der initialisierten Doma¨ne
• OUT ISI_Domain_t handle: ein opaker Datentyp, mit dessen Hilfe die
Doma¨ne bei spa¨teren Aufrufen von Kommunikationsfunktionen wieder identifi-
ziert werden kann
• IN char* domain_identifier: dient zur Identifizierung der zu initiali-
sierenden Doma¨ne; diese Angabe ist no¨tig, da zum einen ein Prozess durchaus
gleichzeitig Mitglied in mehreren Doma¨nen sein kann, zum anderen kann zum
Beispiel im Falle einer zentralen Verwaltungsinstanz fu¨r die Doma¨nenkonfigu-
rationen auch diese gleichzeitig fu¨r mehrere Doma¨nen verantwortlich sein
• IN char* rank_identifier: durch einen Vergleich dieser u¨bergebenen
Zeichenkette mit einem entsprechenden Eintrag in der Doma¨nenkonfiguration
kann nun jeder Prozess wa¨hrend der Initialisierung seinen eigenen Doma¨nen-
rang bestimmen, der dann anschließend u¨ber den Ausgabeparameter rank auch
zuru¨ckgereicht wird
• IN char* retrieve_method: spezifiziert die Zugriffsmethode, mit der
der Datensatz der Doma¨nenkonfiguration dem Prozess zuga¨nglich gemacht wer-
den soll
• IN char* retrieve_params: zusa¨tzliche Parameter in Form eines Strings
(z.B. codiert in XML), die von der Zugriffsmethode zum Erlangen des Daten-
satzes beno¨tigt werden; so zum Beispiel ein Dateiname oder die Adresse eines
zentralen Konfigurationsservers
Die als Zeichenkette angegebene Zugriffsmethode wird dabei innerhalb der Initiali-
sierung direkt als Name einer dynamisch zu ladenden Funktion nachgeschlagen5, die
dann fu¨r die entsprechenden Schritte zur Bereitstellung des Konfigurationsdatensatzes
zu sorgen hat, wobei der individuell anzugebende Rangidentifikator (in Abbildung 6.2
als rank_identifier bezeichnet) und der zu spezifizierende Doma¨nenidentifika-
tor (domain_identifier) fu¨r die richtige Zuordnung von Prozess und Doma¨ne
dienen, so dass schließlich auch die korrekte Ru¨ckgabe von Rang und Doma¨nengro¨ße
sichergestellt ist.
5 Die dynamisch geladene Zugriffsfunktion wird bei der tatsa¨chlichen Implementierung in einem ent-
sprechenden Objekt gekapselt. Auf die objektorientierten Strukturen innerhalb der Sitzungsschicht
wird noch in Kapitel 6.2.1 genauer eingegangen.
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In Abbildung 6.3 ist hier als Beispiel ein Auszug aus einem mo¨glichen Konfigura-
tionsdatensatz dargestellt, wobei in Abbildung 6.4 das Zusammenspiel zwischen der
Initialisierungsfunktion mit gegebenen Parametern, der darin spezifizierten Zugriffs-
methode und des daru¨ber zu erhaltenen Datensatzes wiedergegeben ist. Der Konfigu-
rationsdatensatz beschreibt in diesem einfachen Beispiel eine Doma¨ne mit nur zwei
Prozessen, die dann entsprechend der Konvention die Ra¨nge 0 und 1 zugewiesen be-
kommen wu¨rden. Welchem der beiden Prozesse dabei welcher der beiden Ra¨nge zu-
zuordnen ist, entscheidet sich dabei anhand der Rangidentifikatoren, die in diesem
Fall durch die beiden Zeichenketten foo1 und foo2 in der Konfiguration vorgegeben
sind.6
<domain identifier="my_domain">
<size> 2 </size>
<process identifier="foo1">
<rank> 0 </rank>
</process>
<process identifier="foo2">
<rank> 1 </rank>
</process>
</domain>
rank=0
"my_domain"
rank=1
foo1 foo2
size=2
Abbildung 6.3: Einfaches Beispiel eines Konfigurationsdatensatzes mit grafischer Dar-
stellung der durch ihn beschriebenen Doma¨ne
Sitzungsinitialisierung
Wird nun die Initialisierungsfunktion der ISI-Schicht aufgerufen, mit dem Ziel, ei-
ne Sitzung entsprechend dieser Konfiguration zu instanziieren, so wird zuna¨chst u¨ber
die Angabe der entsprechenden Zugriffsmethode oder genauer durch das Ausfu¨hrung
der entsprechenden Zugriffsfunktion der Datensatz den beiden Prozessen zuga¨nglich
gemacht. In dem hier vorgestellten Beispiel aus Abbildung 6.4 lesen die beiden Pro-
zesse dazu einfach die gewu¨nschten Daten aus einer lokal vorliegenden Datei mit dem
Namen my domain.xml. Beim anschließenden Parsen identifiziert nun zum Bei-
spiel einer der Prozesse den ihm u¨bergebenen Rangidentifikator foo1 als Attribut in-
nerhalb einer entsprechenden <process>-Kennung und kann so auf seinen eigenen
Doma¨nenrang, in diesem Falle den Rang 0, schließen. Auf gleiche Weise mu¨ssen beide
Prozesse zuvor anhand des ihnen u¨bergebenen Doma¨nenidentifikators auch die Gu¨ltig-
keit der ihnen zugefu¨hrten Konfigurationsdatensa¨tze u¨berpru¨fen, um so dann auch auf
die Gro¨ße der von ihnen zu initialisierenden Doma¨ne schließen zu ko¨nnen. Anschlie-
ßend werden die beiden so ermittelten Parameter (Gro¨ße und Rang) im Falle einer
erfolgreichen Initialisierung an die aufrufende ho¨here Schicht zuru¨ckgegeben. Nach
6 Diese beiden Zeichenketten ko¨nnten zum Beispiel die Rechnernamen repra¨sentieren, auf denen die
Prozesse mit den jeweiligen Ra¨ngen ausgefu¨hrt werden sollen.
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erfolgreicher Initialisierung der Doma¨ne wird von der Funktion daru¨ber hinaus ein so-
genanntes Handle als opaker Datentyp zuru¨ckgegeben,7 der bei allen folgenden, auf
diese Doma¨ne bezogenen Aufrufen von Kommunikationsfunktionen wieder mit ange-
geben werden muss, damit anhand dieses Handles die entsprechende Prozessgruppe
schnell wieder identifiziert werden kann.
ReadLocalFile()
retrive_parameter = "my_domain.xml"
retrieve_method = "ReadLocalFile"
domain_identifier = "my_domain"
rank_identifier = "foo1"
"libretmeth.so"
lokale Datei
"my_domain.xml"
IN
. . .
. . .
. . .
ISI_Init()
OUT
ISI−Schicht
Dynamische Bibliothek
<size> 2 </size>
<domain id="my_domain">
<process id="foo1">
<rank> 0 </rank>
size = 2
rank = 0
call
dlopen
call
open
read
return
Abbildung 6.4: Ablauf beim Aufruf der Initialisierungsfunktion einer Doma¨ne
6.1.2 Die ¨Ubertragung von Nutzdaten
Auch wenn die Kernaufgabe einer Sitzungsschicht die Erstellung und die Verwaltung
der einzurichtenden Kommunikationsbeziehungen zwischen den beteiligten Prozes-
sen darstellt, muss trotzdem auch eine solche Schicht Funktionalita¨ten zum Versenden
von Nutzdaten zur Verfu¨gung stellen, um u¨ber diese Einstiegspunkte eine Assoziati-
on zwischen den eingerichteten Kommunikationsbeziehungen und dem eigentlichen
Kommunikationsvorgang zu ermo¨glichen.
Funktionen zum Senden und Empfangen
Bei der oberen Schnittstelle der ISI-Schicht werden diese Einstiegspunkte gerade durch
explizite, wieder an der MPI-Semantik orientierte Sende- und Empfangsfunktionen
realisiert. Diesen beiden Funktionen mit den Namen ISI_Send() und ISI_Recv()
7 Intern ist dieses Handle als typenloser Zeiger auf die jeweilig initialisierte Datenstruktur der Doma¨ne
realisiert.
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muss dann neben dem entsprechenden Doma¨nen-Handle auch der entsprechende Do-
ma¨nenrang des jeweils gewu¨nschten Kommunikationspartners u¨bergeben werden. Die
genaue Schnittstellendefinition dieser Funktionen ist wieder in Abbildung 6.2 zu fin-
den. Anhand der dort dargestellten Definitionen erkennt man auch, dass diese Funk-
tionen im Gegensatz zu ihren MPI-seitigen Gegenspielern nicht nur einen einzigen
Puffer, sondern gleich ein ganzes Feld an Sende- oder Empfangspuffern u¨bergeben be-
kommen. Dies ermo¨glicht zum einen eine einfachere Behandlung der Kommunikation
zusammengesetzter Datentypen auf Basis eines einzigen Funktionsaufrufs (→ Kapi-
tel 6.4), zum anderen tra¨gt dies insbesondere auch der Tatsache Rechnung, dass eine
ho¨here Pra¨sentationsschicht zusa¨tzliche Verwaltungsinformationen in vorangestellten
oder angeha¨ngten Datenpuffern zusammen mit den jeweiligen Nutzdaten u¨bertragen
werden muss. Im konkreten Fall einer MPI-Implementierung bestehen diese Verwal-
tungsinformationen zum Beispiel aus einem Nachrichtenkopf, in dem, wie in Kapitel
4.2.2 beschrieben, unter anderem die Informationen u¨ber den jeweiligen Kontext, den
Nachrichten-Kennzeichner und die Nachrichtenla¨nge codiert sind. Somit hat eine sich
auf die ISI-Schicht stu¨tzende MPI-Implementierung hier die Mo¨glichkeit, die Refe-
renzen sowohl auf den Kopf- als auch auf den Nutzdatenpuffer in Form eines Kommu-
nikationsauftrages an die Sitzungsschicht zu u¨bergeben. Nach oben hin wird dabei ein
solcher Auftrag (wie bei MPI) in Form eines sogenannten Requests repra¨sentiert, das
wie die Doma¨ne durch einen opaken Datentyp dargestellt wird.
Die Behandlung von Nachrichtenko¨pfen
An dieser Stelle sei erwa¨hnt, dass die ISI-Schicht selber ga¨nzlich ohne zusa¨tzliche
Nachrichtenko¨pfe arbeitet, so dass zumindest in dieser Hinsicht von der Sitzungs-
schicht hier kein zusa¨tzlicher Mehraufwand ausgeht. Auf der anderen Seite bedeutet
dies aber, dass die Sitzungsschicht jegliche Nutzdaten samt den Nachrichtenko¨pfen der
ho¨heren Schichten lediglich an die Transportschichten durchreicht, so dass auf dieser
Ebene keinerlei zusa¨tzliche Kontrollmechanismen innerhalb der Sitzungsschicht im-
plementiert werden ko¨nnen. Dies hat unter anderem zur Folge, dass die ISI-Schicht
keine ¨Uberpru¨fung der an sie gerichteten Kommunikationsauftra¨ge zum Beispiel hin-
sichtlich einer passenden Nachrichtenla¨nge durchfu¨hren kann. Solche Kontrollfunktio-
nen mu¨ssen daher in einer ho¨heren Schicht sichergestellt werden, in der die Nutzdaten
zusammen mit dem Kopf eine Nachricht konkreter La¨nge bilden, und nicht, wie in der
ISI-Schicht, als Teil eines in Puffer zerlegten Nutzdatenstroms aufgefasst werden.
Dieser Sachverhalt soll hier anhand der Abbildung 6.5 nochmals verdeutlicht werden.
Man erkennt in dieser Abbildung, wie die zu versendenden Nutzdaten8 aus der An-
wendung zuna¨chst an eine mo¨gliche MPI-Schicht u¨bergeben werden, was in diesem
einfachen Beispiel u¨ber den Aufruf von MPI_Send() geschieht. Die MPI-Schicht
fu¨gt dann einen Nachrichtenkopf hinzu, der in der Regel unter anderem die Informati-
on u¨ber die La¨nge der Nutzdaten entha¨lt. Dieser Nachrichtenkopf wird nun zusammen
mit den Nutzdaten u¨ber einen Aufruf von ISI_Send() an die ISI-Schicht weiterge-
geben, die beide Puffer zusammen an die unterliegenden Transportschichten u¨ber den
Aufruf von USI_Send() direkt weiterreicht. Es sei betont, dass es sich bei diesem
8 Genauer: die Zeiger auf die entsprechenden Nutzdatenpuffer.
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MPI−Ebene
Socket−Ebene
ISI−Ebene
(Präsentationsschicht)
(Transportschicht)
(Sitzungsschicht)
(Applikationsschicht)
Anwendungsebene
Nutzdatenpuffer Nutzdaten
NachrichtenkopfMPI−Kopf
MPI_Send()
ISI_Send()
USI_Send()
send ()
Abbildung 6.5: Weiterreichung von Nutzdaten zusammen mit einem mo¨glichen MPI-
Kopf durch die ISI-Schicht
Weiterreichen von Ko¨pfen und Puffern durch die ISI-Schicht lediglich um die Weiter-
gabe von Zeigern und Pufferla¨ngen handelt. Es werden also innerhalb der ISI-Schicht
keine Pufferinhalte kopiert.9
Eine semantische ¨Uberpru¨fung des MPI-Kopfes, seiner La¨nge sowie der La¨nge der
Nutzdaten findet somit innerhalb der ISI-Sicht nicht statt. Auf Empfa¨ngerseite bedeu-
tet dies jedoch, dass eine MPI-Schicht im Prinzip immer zuna¨chst mit einem Aufruf
von ISI_Recv() den MPI-Kopf empfangen muss, bevor mit einem zweiten Emp-
fangsaufruf die eigentlichen Nutzdaten empfangen werden ko¨nnen. Der Grund dafu¨r
ist, dass nach dem MPI-Standard die La¨nge einer Nachricht vor dem Empfang nicht
unbedingt bekannt sein muss. Selbst wenn auf Empfa¨ngerseite schon eine Empfangs-
anfrage fu¨r den entsprechenden Rang vorliegt (ein MPI_Recv() wurde also fu¨r die-
sen Rang bereits aufgerufen), kann es trotzdem sein, dass es sich um eine unerwartete
Nachricht handelt, die aus dem Socket ausgelesen und zuna¨chst tempora¨r zwischen-
gespeichert werden muss, weil zum Beispiel der gegebene Nachrichtenkennzeichner
nicht passt. Oder aber es liegt der nach dem MPI-Standard durchaus zula¨ssige Fall vor,
dass die eingehende Nachricht kleiner als die beim MPI_Recv() angegebene Puf-
fergro¨ße ist. Auch in diesem Fall ist die tatsa¨chliche Nachrichtengro¨ße erst nach dem
Empfang des jeweiligen Nachrichtenkopfes bekannt.
Um diese Semantik eines vorausgehenden Nachrichtenkopfes besser zu unterstu¨tzen,
bietet die ISI-Schnittstelle daher eine zusa¨tzliche Funktion namens ISI_Probe(),
mit der zum einen auf das Vorliegen neuer Nachrichten oder vielmehr neuer Nachrich-
tenko¨pfe auf einem Socket-Kanal getestet werden kann. Zum anderen erlaubt diese
Funktion auch eine Art Vorschau auf den eventuell vorliegenden Nachrichtenkopf, so
9 Was hingegen innerhalb der MPI-Schicht (→ Short-Protokoll, Kapitel 4.3.2 auf Seite 66), aber unter
Umsta¨nden auch innerhalb eines USI-Moduls durchaus vorkommen kann.
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dass dieser dann zusammen mit den folgenden Nutzdaten mit einem einzigen Emp-
fangsaufruf (dieser dann aber mit mehreren Puffern als Parameter) durch die ISI-
Schicht aus dem Socket geholt werden kann.
Der genaue Prototyp der Funktion ISI_Probe() ist in Abbildung 6.6 wiederge-
geben. Man erkennt, dass diese Funktion im Gegensatz zur ihrem Pendant im MPI-
Standard einen Zeiger auf einen (gu¨ltigen) Puffer fu¨r den Nachrichtenkopf und des-
sen La¨nge u¨bergeben bekommt. Die Funktion liefert anschließend ISI_SUCCESS
zuru¨ck, sobald fu¨r den entsprechenden Rang ein neuer Nachrichtenkopf der angegebe-
nen La¨nge eingetroffen ist. Dabei kann der eigentliche Nachrichtenkopf, der anschlie-
ßend zum Beispiel zusammen mit den Nutzdaten u¨ber einen Aufruf von ISI_Recv()
aus dem Socket geholt wird, durchaus eine gro¨ßere La¨nge besitzen als jene, die beim
Aufruf von ISI_Probe() angegeben wurde. Der Grund dafu¨r ist, dass MPI-Imple-
mentierungen oftmals unterschiedliche Nachrichtenko¨pfe mit unterschiedlichen Gro¨ßen
fu¨r unterschiedliche Zwecke benutzen.10 Der Typ des jeweiligen Nachrichtenkopfes
(und damit seine Gro¨ße) sowie die La¨nge der folgenden Nutzdaten werden dabei in ei-
nem vorangehenden Minimal-Kopf codiert, nach dessen Auswertung dann die La¨nge
der Gesamtnachricht, bestehend aus dem folgenden Teil-Kopf und den Nutzdaten,
schließlich bekannt ist. Die ISI_Probe()-Funktion liefert der oberen Schicht so-
mit tatsa¨chlich eine Vorschau auf die ersten sich noch im Socket-Kanal befindlichen
Bytes einer anliegenden beziehungsweise eingehenden Nachricht, die dann anschlie-
ßend u¨ber den Aufruf der ISI_Recv()-Funktion letztendlich in die gewu¨nschten
Zielpuffer gelangt.
int ISI_Probe(void* header_buffer, int header_size, int src_rank,
ISI_Domain_t _domain_handle);
int ISI_Test(ISI_Request_t request_handle);
int ISI_Wait(ISI_Request_t request_array[], int num_requests);
Abbildung 6.6: Weitere Funktionsprototypen der ISI-Schnittstelle
Eine nicht-blockierende Kommunikationssemantik
Es stellt sich nun die Frage, zu welchem Zeitpunkt ein Kommunikationsauftrag, des-
sen Annahme von der ISI-Schicht wie oben beschrieben mit einem Request besta¨tigt
wird, tatsa¨chlich ausgefu¨hrt und schließlich beendet wird. Normalerweise wird die ISI-
Schicht versuchen, den u¨bergebenen Kommunikationsauftrag mo¨glichst direkt, sprich
noch innerhalb der jeweils aufgerufenen Sende- oder Empfangsfunktion, auszufu¨hren.
Ein Auftrag gilt dabei dann als abgeschlossen, wenn die u¨bergebenen Kommunikati-
onspuffer von der aufrufenden Schicht wieder benutzt werden du¨rfen. Bei einem Sen-
deaufruf ist dies fru¨hestens genau dann der Fall, wenn die entsprechenden Pufferin-
10 Durch unterschiedliche Ko¨pfe werden zum Beispiel eine Flusssteuerung oder auch das Annullieren
von Nachrichten signalisiert.
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halte in etwaige Zwischenpuffer der unterliegenden Netzwerkschichten u¨bernommen
wurden, spa¨testens jedoch, wenn die Nutzdaten die Empfangspuffer des Zielprozesses
erreicht haben, wobei dies dann auch auf Empfa¨ngerseite den Zeitpunkt darstellt, an
dem der entsprechende Empfangspuffer zur Weiterverarbeitung auf Applikationsebene
ausgelesen werden darf.
Kann hingegen innerhalb eines Sende- oder Empfangsaufrufs die Nachricht nicht ab-
schließend behandelt werden, zum Beispiel weil der entsprechende Gegenspieler auf
der anderen Empfa¨nger- oder Senderseite noch nicht aufgerufen wurde, so garan-
tiert die ISI-Schnittstelle hier eine blockierungsfreie Kommunikationssemantik, bei
der die Funktionen auch ohne Fortschritt mit einem entsprechenden Ru¨ckgabewert
(ISI_PENDING) wieder verlassen werden. Der Fall eines solchen angestoßenen, aber
noch nicht abgeschlossenen Kommunikationsauftrages muss somit von einer ho¨heren
Schicht dahingehend explizit beru¨cksichtigt werden, als die abschließende Bearbei-
tung des jeweiligen Requests zu einem spa¨teren Zeitpunkt erneut u¨berpru¨ft werden
muss. Der jeweilige Bearbeitungsstatus eines u¨bergebenen Kommunikationsauftrages
la¨sst sich aus der aufrufenden Schicht heraus jederzeit anhand des Requests und einer
entsprechenden Testfunktion mit dem Namen ISI_Test() ermitteln. Diese Funk-
tion liefert dabei nicht nur den jeweiligen Status in Form eines symbolischen Wertes
zuru¨ck,11 sondern sto¨ßt auch einen eventuell unterbrochenen Kommunikations- oder
vielmehr Transportvorgang erneut an, zumindest sofern dieser nicht schon im Hinter-
grund abgewickelt werden konnte (→ Kapitel 6.1.3).
Konnte die Nachricht komplett verschickt werden?
ISI_Send() ISI_PENDING ISI_Test() ISI_PENDING
return
return
return
return
ISI_SUCCESS ISI_SUCCESS
Nein Nein
JaJa
TriggerTrigger
ISI_Request
Abbildung 6.7: Ablaufdiagramm fu¨r das zyklische Triggern eines Requests durch eine
ho¨here Schicht bis zur Fertigstellung des Kommunikationsauftrages
In diesem Zusammenhang spricht man auch vom Triggern des Requests, was bedeu-
tet, dass erneut versucht wird, die im Zusammenhang mit dem Request noch ausste-
11 Mo¨gliche Werte sind hier zuru¨ckgewiesen (ISI_REJECTED), in der Schwebe (ISI_PENDING),
abgeschlossen (ISI_SUCCESS) und ungu¨ltig (ISI_INVALID).
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henden Daten zu verschicken respektive zu empfangen. Dabei sei erwa¨hnt, dass auch
das Triggern beziehungsweise ein Aufruf der Funktion ISI_Test() ebenfalls ei-
ne nicht-blockierende Semantik hat: Ko¨nnen keine weiteren Daten verschickt oder
empfangen werden, so kehrt die Funktion blockierungsfrei mit der erneuten Ru¨ckga-
be des Wertes ISI_PENDING zuru¨ck. Die Testfunktion muss daher fu¨r jedes noch
ausstehende Request immer wieder zyklisch aufgerufen werden, bis der Abschluss
des Kommunikationsauftrages von der Funktion durch den entsprechenden Ru¨ckga-
bewert (ISI_SUCCESS) signalisiert wird. Dieser Ablauf eines zyklischen Triggerns
des Requests bis zu dessen Fertigstellung soll dabei in Abbildung 6.7 noch einmal
veranschaulicht werden.
6.1.3 Die USI-Schnittstelle
Nachdem mit den Funktionen aus Abbildung 6.2 und Abbildung 6.6 der wichtigste Teil
der Schnittstelle der ISI-Schicht nach oben hin erla¨utert wurde, solle in diesem Kapitel
nun die Schnittstelle nach unten zu den Transportschichten hin genauer vorgestellt
werden.
Die USI-Schnittstelle orientiert sich in ihrem Funktionsumfang grob an den Kern-
funktionen des bereits in Kapitel 2.3.2 auf Seite 25 vorgestellten BSD Socket Inter-
faces, was sich auch gut an den Funktionsprototypen aus Abbildung 6.8 ablesen la¨sst.
An dieser Stelle muss nochmals betont werden, dass der eigentliche Zugriff auf die
Socket APIs der unterliegenden Transportprotokolle durch die USI-Schnittstelle in
Form der USI-Module abstrahiert wird. So sind die Prototypen aus Abbildung 6.8
auch nicht die tatsa¨chlichen Funktionsnamen, sondern diese werden jeweils um den
jeweiligen Modul-Namen erga¨nzt.12 Wird von der ISI-Schicht ein noch nicht initia-
lisiertes USI-Modul angesprochen, so wird versucht, die entsprechenden Funktionen
u¨ber den Modul-Namen aus speziellen dynamischen Bibliotheken zu laden. Schla¨gt
dies fehl, weil zum Beispiel das besagte Modul oder ein entsprechendes Transport-
protokoll auf einem bestimmten Knoten nicht verfu¨gbar ist, so wird die Sitzung nicht
zwangsla¨ufig abgebrochen – der Knoten ist dann nur u¨ber dieses Protokoll nicht er-
reichbar. Andernfalls werden die geladenen Funktionen an entsprechende Funktions-
zeiger gebunden, u¨ber die die weitere Initialisierung und die spa¨tere Kommunikation
modulbezogen abgewickelt werden ko¨nnen. Initialisiert wird ein neues Modul stets
u¨ber die USI_Listen()-Funktion, die auch dann aufgerufen werden muss (und
zwar anstelle der Adresse mit dem Platzhalter USI_NO_LISTEN_ADDR), wenn der
jeweilige Prozess fu¨r dieses Modul nicht als Server-Instanz fungieren soll oder kann.13
¨Uber den zuru¨ckgegebenen opaken Datentyp USI_Module_t, der anschließend als
Handle fu¨r dieses Modul fungiert, ko¨nnen dann u¨ber die USI_Socket()-Funktion
beliebig viele Instanzen von Sockets zur Kommunikation u¨ber das jeweilige Modul
erzeugt werden.14
12 Zum Beispiel lautet der Funktionsname zum Senden per TCP USI_TCP_Send().
13 Ein solcher Fall liegt zum Beispiel vor, wenn in einer Doma¨nenkonfiguration eines Prozesses kein
einziges der sogenannten Acceptor-Objekte definiert wurde (→ Kapitel 6.2.2).
14 Der opake Datentyp USI_Socket_t ist dabei tatsa¨chlich ein void-Zeiger, an den beliebige ande-
re, modulspezifische Datenstrukturen geha¨ngt werden ko¨nnen.
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Im Gegensatz zur u¨blichen Verwendung der entsprechenden BSD-Funktionen besit-
zen alle USI-Funktionen eine strikt nicht-blockierende Semantik, was bedeutet, dass
diese nach ihrem Aufruf sofort zuru¨ckkehren, sobald gegenwa¨rtig keine neuen Netz-
werkereignisse vorliegen. Wie diese Semantik in den USI-Modulen intern realisiert ist,
bleib dabei der jeweiligen Modulimplementierung u¨berlassen. So kann bei der inter-
nen Verwendung der BSD Socket API auf die bereits angedeutete nicht-blockierende
Socket-Variante umgeschaltet werden, aber auch eine tatsa¨chliche Kommunikation im
Hintergrund ist mo¨glich, wie es zum Beispiel die in Kapitel 5.2.1 auf Seite 99 vorge-
stellte WinSock2 API oder deren Emulation durch einen Thread erlaubt.
Auffallend ist vielleicht in diesem Zusammenhang, dass es bei der USI-Schnittstelle
im Gegensatz zu den ISI-Funktionen keine Funktionen zur ¨Uberpru¨fung des Abschlus-
ses eines Kommunikationsauftrages gibt. Der Grund dafu¨r ist, dass es hier eigentlich
gar keinen Auftrag im Sinne eines MPI- oder ISI-Requests gibt. Die USI-Funktionen
beginnen vielmehr mit dem Senden oder Empfangen und mu¨ssen anschließend so
oft aufgerufen (sprich getriggert) werden, bis ein USI_SUCCESS als Ru¨ckgabewert
den Abschluss der ¨Ubertragung fu¨r die Nachrichtenpuffer anzeigt. Den Fortschritt
einer solchen ¨Ubertragung, der wie oben beschrieben ja auch im Hintergrund statt-
finden kann, la¨sst sich dabei u¨ber die Za¨hlersta¨nde der Sende- und Empfangspuffer
(buffer_progress) ablesen, die ausgehend von der urspru¨nglichen Puffer- bezie-
hungsweise Nachrichtenla¨nge durch den Kommunikationsfortschritt gegen null run-
tergeza¨hlt werden.
Zurzeit (Stand Fru¨hjahr 2009) sind USI-Module zur Kommunikation per TCP, UDT
und SCTP implementiert, weitere Module zur Unterstu¨tzung der WinSock2 API so-
wie der sogenannten PSocket-Bibliothek [209] zur Umsetzung von Socket-basierter
Kanalbu¨ndelung (→ Kapitel 5.1.2 auf Seite 82) sind in Planung.
int USI_Listen(char* address, USI_Module_t* module);
int USI_Socket(USI_Socket_t* socket, USI_Module_t module);
int USI_Connect(USI_Socket_t socket, char* address);
int USI_Accept(USI_Socket_t socket);
int USI_Send(USI_Socket_t socket, void* buffers[],
volatile int buffer_progress[], int num_buffers);
int USI_Recv(USI_Socket_t socket, void* buffers[],
volatile int buffer_progress[], int num_buffers);
int USI_Close(USI_Socket_t socket);
Abbildung 6.8: Die Funktionsprototypen der USI-Schnittstelle
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6.2 Die Implementierung der Sitzungsschicht
Nachdem nun die beiden Programmierschnittstellen der Sitzungsschicht vorgestellt
wurden, soll hier jetzt auf das interne Design der Schicht eben zwischen diesen beiden
Schnittstellen eingegangen werden. Es wird sich zeigen, dass die Implementierung der
Schicht, anders als das einfache Design ihrer Schnittstellen, objektorientiert und da-
bei durchaus komplex umgesetzt wurde. Aus diesem Grund wurde die Schicht auch
nicht in der Programmiersprache C, sondern in C++ implementiert, so dass die interne
Struktur aus Klassen oder genauer einem Zusammenschluss aus entsprechend instan-
ziierten Objekten besteht.
6.2.1 Die interne Doma¨nenrepra¨sentation
Das sprichwo¨rtliche Ru¨ckgrat dieses Zusammenschlusses aus Objekten wird durch ein
sogenanntes Doma¨nenobjekt gebildet, das eben eine jeweils initiierte Sitzung gema¨ß
dem in Kapitel 6.1.1 vorgestellten Doma¨nen-Konzept repra¨sentiert. Ein solches Objekt
ist eine Instanz der Klasse ISII_Domain15 und besitzt zum Beispiel als wichtige
Eigenschaften wieder eine Doma¨nengro¨ße (domain_size) sowie einen Doma¨neni-
dentifikator (domain_identifier). Der Doma¨nenidentifikator dient dabei nicht
nur, wie in Kapitel 6.1.1 beschrieben, dem Zugriff auf den jeweiligen Doma¨nenkonfi-
gurationsdatensatz, sondern auch zur Differenzierung zwischen mo¨glicherweise mehr-
fach instanziierten Doma¨nenobjekten, da ein ISI-Prozess durchaus gleichzeitig Teil
mehrerer ISI-Doma¨nen sein kann. Aus diesem Grund ist es, im Gegensatz zum Bei-
spiel nach der Initialisierung einer MPI-Sitzung, bei der Initialisierung der ISI-Schicht
zula¨ssig, die in Kapitel 6.1.1 bereits vorgestellte Funktion ISI_Init() innerhalb
eines Prozesses auch mehrfach mit unterschiedlichen Doma¨nenidentifikatoren aufzu-
rufen.
Jeder Aufruf von ISI_Init() erzeugt dabei ein neues Doma¨nenobjekt, das dann
u¨ber das jeweils zuru¨ckgegebene Handle spa¨ter wieder referenziert werden kann. In-
nerhalb einer jeden solchen Doma¨neninstanz besitzt dann wiederum jeder beteiligte
Prozess einen eindeutigen Doma¨nenrang, der aber zwischen den Instanzen durchaus
variieren kann. Ein Prozess wird somit vor der Initialisierung innerhalb des Konfigu-
rationsdatensatzes durch das Paar aus Doma¨nen- und Rangidentifikator beschrieben,
wohingegen er nach der Initialisierung von anderen Kommunikationspartnern durch
das Paar aus Doma¨nen-Handle und Doma¨nenrang eindeutig identifiziert und adressiert
werden kann.
Abbildung 6.9 (rechts) zeigt ein Beispiel von zwei gleichzeitig initialisierten Sitzun-
gen, also eine Konfiguration, bei der zumindest einige der beteiligten Prozesse gleich-
zeitig Teil von zwei Doma¨nen sind. In diesem Beispiel sind dies die Prozesse mit den
Prozessidentifikatoren foo1 und foo2, die sowohl zur Doma¨ne small domain als
auch zur Doma¨ne big domain geho¨ren. Wie man erkennen kann, muss bezu¨glich
der inneren Rang-Verteilung zwischen den Doma¨nen keinerlei Zusammenhang beste-
15 Per Konvention werden die Namen der internen Funktionen und Klassen der Sitzungsschicht mit
ISII eingeleitet, um sie so von den Funktionen der oberen Schnittstelle zu unterscheiden.
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hen, da diese ausschließlich durch die jeweilige Doma¨nenkonfiguration, die fu¨r dieses
Beispiel im linken Teil der Abbildung 6.9 wiedergegeben ist, festgelegt wird. Wie man
auch in dieser Abbildung erkennt, ko¨nnen beim Vorhandensein mehrerer Doma¨nen
sich deren Konfigurationen innerhalb desselben Datensatzes befinden, in diesem Fall
sind dann in der Regel die Zugriffsmethode (retrive_method) und die Zugriffspa-
rameter (retrieve_params) bei beiden Initialisierungsaufrufen gleich (→ Abbil-
dung 6.2), mu¨ssen dies aber nicht.16
<domain identifier="big_domain">
<size> 3 </size>
<process identifier="foo1">
<rank> 2 </rank>
</process>
<process identifier="foo2">
<rank> 0 </rank>
</process>
<process identifier="bar1">
<rank> 1 </rank>
</process>
</domain>
<domain identifier="small_domain">
<size> 2 </size>
<process identifier="foo1">
<rank> 0 </rank>
</process>
<process identifier="foo2">
<rank> 1 </rank>
</process>
</domain>
"small_domain"
rank=0 rank=1
"big_domain"
rank=1
size=3
size=2
foo1 foo2
bar1
rank=2 rank=0
Abbildung 6.9: Ein Konfigurationsdatensatz mit zwei Doma¨nen (links), die durchaus
beide auch gleichzeitig initialisiert werden ko¨nnen (rechts)
Um nun Kommunikationsauftra¨ge an andere Prozesse, die u¨ber das besagte Paar aus
Doma¨nen-Handle und jeweiligem Doma¨nenrang adressiert werden, diesen zuordnen
zu ko¨nnen, verfu¨gt jedes Doma¨nenobjekt u¨ber ein sogenanntes Gateway-Array. Die-
ses Feld an Ziegern, auf das u¨ber den jeweils gewu¨nschten Rang als Index zugegriffen
werden kann, fu¨hrt dann auf entsprechende Objekte vom Typ ISII_Gateway, die
bei allen Prozessen wa¨hrend der Initialisierung fu¨r jeden mo¨glichen Kommunikations-
partner angelegt werden.17 ¨Uber diese Objekte kann dann die Sitzungsschicht (indi-
rekt) auf die durch die USI-Sockets abstrahierten Verbindungen zugreifen, um so mit
den anderen Prozessen innerhalb einer Doma¨ne kommunizieren zu ko¨nnen. Dazu be-
sitzen die Gateway-Objekte entsprechende Sende- und Empfangsfunktionen, u¨ber die
die Requests von dem Doma¨nenobjekt entsprechend den Ra¨ngen weitergereicht wer-
den ko¨nnen. Dabei verarbeiten die Gateway-Objekte die Requests jedoch nicht selber,
16 Auch die Prozessidentifikatoren ko¨nnten in diesem Beispiel in den beiden Doma¨nen unterschiedlich
sein, jedoch wurden diese hier der ¨Ubersichtlichkeit halber gleich gewa¨hlt.
17 Die Bezeichnung
”
Gateway“ fu¨r diese Objekte hat nichts mit dem Gateway-basierten Architektur-
ansatz aus Kapitel 5.1.2 auf Seite 81 zu tun!
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sondern sie dienen vielmehr als Vermittler, die versuchen, die Requests an Instanzen
sogenannter aktiver Objektklassen zu u¨bergeben (→ Kapitel 6.2.3).
6.2.2 Der Verbindungsaufbau
Eine der wichtigsten aktiven Objektklassen ist dabei der sogenannte Conveyor, der
fu¨r die tatsa¨chliche ¨Ubertragung der Nutzdaten verantwortlich ist. Diese Klasse be-
sitzt dazu, wie alle anderen aktiven Klassen auch, eine spezielle Funktion mit dem
Namen FosterProgress(), die, wenn sie zyklisch aufgerufen wird (man spricht
auch in diesem Zusammenhang wieder vom Triggern), dafu¨r sorgt, dass zuna¨chst ei-
ne tatsa¨chliche USI-Socket-Verbindung mit dem entsprechenden entfernten Prozess
aufgebaut wird und dass danach die Nutzdaten kontinuierlich u¨ber diese Verbindung
zugestellt werden ko¨nnen. Damit ein solches Conveyor-Objekt jedoch eine Nutzda-
tenverbindung initiieren kann, muss auf der anderen Seite ein entsprechender Ge-
genspieler vorhanden sein: ein sogenanntes Acceptor-Objekt, das entsprechend dem
Client-Server-Modell eingehende Verbindungsanfragen entgegennimmt. Auch ein sol-
cher Acceptor ist dabei ein aktives Objekt, das u¨ber zyklisches Triggern regelma¨ßig die
USI_Accept()-Funktion aufruft, um so zu u¨berpru¨fen, ob neue Verbindungsanfra-
gen vorliegen. Hat sich nun ein solcher Conveyor mit einem Acceptor verbunden, so
muss dieser dem Acceptor zuna¨chst mitteilen, von welchem anderen Rang innerhalb
der Doma¨ne dieser Verbindungsaufbau initiiert wurde, damit eine eindeutige Zuord-
nung zwischen dieser Verbindung und dem entfernten Prozessrang auch auf Acceptor-
Seite mo¨glich ist.
Signalisierung
Zwar wurde schon in Kapitel 6.1.2 auf Seite 120 dargelegt, dass die ISI-Schicht auf
die Verwendung zusa¨tzlicher Nachrichtenko¨pfe verzichtet, was ebenfalls fu¨r den Ver-
sand von Kontrollnachrichten u¨ber Nutzdatenverbindungen gilt, jedoch kommt gerade
eine Sitzungsschicht nicht umhin, fu¨r den Verbindungsaufbau und das Sitzungsmana-
gement eine Methode der Signalisierung einzusetzen. Um diese Signalisierung auf der
einen Seite mo¨glichst interoperabel zu gestalten und sie auf der anderen Seite (aus
Leistungsgru¨nden) mo¨glichst weit von der Nutzdatenu¨bertragung zu entkoppeln, wur-
de fu¨r die ISI-Schicht eine XML-RPC-basierte Out-of-Band-Signalisierung gewa¨hlt,
deren Beschaffenheit im folgenden Exkurs kurz genauer vorgestellt werden soll.
Out-of-Band-Signalisierung bedeutet, dass Kontroll- beziehungsweise Signali-
sierungsinformationen nicht in den Nutzdatenstrom eingeschoben werden, sondern
u¨ber separate Signalisierungskana¨le u¨bertragen werden. Der Vorteil gegenu¨ber der
In-Band-Variante ist, dass der Nutzdatenstrom nicht permanent auf solche Signalisie-
rungsinformationen, die dann u¨blicherweise u¨ber sogenannte Fluchtsymbole gekenn-
zeichnet oder vielmehr eingeleitet werden, hin untersucht werden muss. Nachteilig
ko¨nnte jedoch sein, dass man mit dem Signalisierungskanal zusa¨tzliche Ressourcen
verbraucht, die bei der Nutzdatenu¨bertragung dann fehlen ko¨nnten. Da es sich aber
bei Socket-basierten Verbindungen nur um logische Verbindungen handelt, du¨rfte sich
dieser Ressourcenverbrauch in der ISI-Schicht nur gering auf die Nutzdatenverbindun-
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gen auswirken, zumal die entsprechenden Verbindungen nach einem abgeschlossenen
Signalisierungsvorgang in der Regel wieder abgebaut werden.
XML-RPC ist, wie der Name es schon andeutet, eine XML-basierte Methode zur
Interprozesskommunikation, die sich ebenfalls an dem Client-Server-Modell orien-
tiert. Der Client stellt dabei (nach erfolgreichem Verbindungsaufbau) eine Anfrage
an den Server, die in der Semantik eines Funktionsaufrufs u¨ber Funktionsname so-
wie zusa¨tzliche Parameter codiert wird. Der Server fu¨hrt daraufhin lokal diese Funk-
tion (beziehungsweise Methode) aus und sendet anschließend das Ergebnis (ebenfalls
XML-codiert) an den Client zuru¨ck. Die XML-RPC-Spezifikation [206, 240, 146] defi-
niert dazu eine einfache Grammatik, die festlegt, wie die Funktionsnamen, die Para-
meter und deren Datentypen in XML zu codieren sind. Die ist auch der Grund, warum
XML-RPC und nicht etwa SOAP (→ Kapitel 3.1.3 auf Seite 39) in der ISI-Schicht
als RPC-Mechanismus verwendet wurde: Es la¨sst sich aufgrund seiner Schlichtheit
einfacher und schneller handhaben. Ein einfaches allgemeines Beispiel fu¨r einen sol-
chen XML-RPC-basierten Client-Server-Dialog ist in Abbildung 6.10 wiedergegeben.
Man erkennt, dass die Parameter typisiert u¨bertragen werden, so dass eine einfache
Konvertierung von den Zeichenketten des XML-Codes in die jeweiligen lokalen Da-
tenformate mo¨glich wird. Was man auch sieht, ist, dass die jeweilige Bedeutung der
Parameter nicht u¨ber einen etwaigen Schlu¨ssel, sondern u¨ber deren Auftreten inner-
halb der Parameterliste bestimmt wird.18 Auch wenn durch dieses Vorgehen der XML-
Code eines solchen Dialoges klein gehalten wird, kann seine Semantik insbesondere
fu¨r einen menschlichen Leser leicht mehrdeutig werden. Glu¨cklicherweise bietet der
XML-RPC-Standard aber noch diverse weitere Datentypen, wobei auch die Konstruk-
tion von eigenen Datenstrukturen (struct) und Feldern (array) mo¨glich ist.
Anfrage des Clients:
<methodCall>
<methodName> Zip2City
</methodName>
<params>
<value>
<int> 52056 </int>
</value>
</params>
</methodCall>
Antwort des Servers:
<methodResponse>
<params>
<value>
<string> Aachen </string>
</value>
<value>
<string> NRW </string>
</value>
</params>
</methodResponse>
Abbildung 6.10: Beispiel fu¨r einen XML-RPC-codierten Client-Server-Dialog
Die ISI-Schicht wiederum verwendet zur XML-RPC-basierten Kommunikation aus-
schließlich String-codierte Schlu¨ssel-Wert-Paare, die mit Hilfe solcher Datenstruktu-
ren gebildet werden. In Abbildung 6.11 ist einmal beispielhaft dargestellt, wie der Dia-
18 So wird bei der Antwort des Servers in Abbildung 6.10 implizit davon ausgegangen, dass der erste
String den Namen der Stadt und der zweite String den Namen des entsprechenden Bundeslandes
darstellt.
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Anfrage des Clients:
<methodCall>
<methodName> Zip2City
</methodName>
<params>
<struct>
<member>
<name> ZipCode </name>
<value> 52056 </value>
</member>
</struct>
</params>
</methodCall>
Antwort des Servers:
<methodResponse>
<params>
<struct>
<member>
<name> City </name>
<value> Aachen </value>
</member>
<member>
<name> State </name>
<value> NRW </value>
</member>
</struct>
</params>
</methodResponse>
Abbildung 6.11: Beispiel fu¨r die Codierung von XML-RPC-Parametern in Form von
Schlu¨ssel-Wert-Paaren
log aus dem Beispiel in Abbildung 6.10 zwischen zwei ISI-Objekten ablaufen ko¨nn-
te.19 Auf analoge Weise codiert teilt nun auch ein Conveyor-Objekt dem entsprechen-
den Acceptor auf der anderen Seite mit, welchen Doma¨nenrang sein Prozess besitzt.
Dazu sendet der Conveyor den RPC-Befehl ForkNewConveyor an den Acceptor
(mit dem lokalen Doma¨nenrang als Parameter), der daraufhin ein weiteres Conveyor-
Objekt erzeugt, das dann im weiteren Verlauf als lokaler Verbindungsendpunkt fu¨r
die Nutzdatenu¨bertragung fungieren soll. Dabei erbt der neue Coneveyor die beste-
hende USI-Socket-Verbindung vom Acceptor, so dass das Acceptor-Objekt anschlie-
ßend wieder zur Bearbeitung weiterer Verbindungsanfragen von anderen Prozessen
zur Verfu¨gung steht. Der Ablauf eines solchen Verbindungsaufbaus zwischen zwei
Conveyor-Objekten mit Hilfe eines Acceptors ist auch nochmals in Abbildung 6.12
wiedergegeben.
Verwaltung der aktiven Objekte
Es stellt sich nun die Frage, wie solche aktiven Objekte wie Conveyor und Acceptor in
der internen Doma¨nenstruktur verwaltet werden. Zuna¨chst einmal erha¨lt jedes dieser
aktiven Objekte bei seiner Erstellung eine Identifikationsnummer zugeteilt, die sich aus
dem Rang des jeweils initiierenden Prozesses und einer fortlaufenden Nummer zusam-
mensetzt, wobei verbundene Objekte (wie zum Beispiel das Conveyor-Paar aus Abbil-
dung 6.12) stets gemeinsam u¨ber dieselbe Identifikationsnummer angesprochen wer-
den. Somit lassen sich u¨ber diese Nummern nicht nur einzelne Objekte, sondern gleich
ganze Verbindungen identifizieren, was das spa¨tere Sitzungsmanagement zu vereinfa-
chen hilft. Des Weiteren werden alle von einem Prozess erstellten aktiven Objekte in
einer lokalen Tabelle gespeichert, auf die u¨ber die Identifikationsnummer als Index
19 Sowohl Abbildung 6.10 als auch Abbildung 6.11 sollen nur der Veranschaulichung dienen und wei-
chen daher in einigen Details leicht von der offiziellen XML-RPC-Spezifikation ab.
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ConveyorAcceptor
Send
Conveyor
Rang 0
Acceptor ConveyorConnect
Accept
Conveyor
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<methodCall>
  ForkNewConveyor
</methodCall>
<member>
  <name>
    remote_rank
  </name>
  <value>
    1
  </value>
</member>
Abbildung 6.12: Verbindungsaufbau u¨ber ein Acceptor-Objekt
zugegriffen werden kann.20 Offensichtlich sind einige aktive Objekte aber auch einem
bestimmten entfernten Prozessrang und damit einem bestimmten Gateway-Objekt zu-
geordnet. Aus diesem Grund verwaltet auch jedes Gateway eine weitere Tabelle, die
jeweils Referenzen auf die ihm zugeordneten aktiven Objekte entha¨lt. Daru¨ber hinaus
unterscheidet ein Gateway auch noch zwischen sogenannten eingereihten und nicht-
eingereihten Objekten.21 Was darunter zu verstehen ist, soll im folgenden Abschnitt
kurz erla¨utert werden.
Wie schon angedeutet, sollen tatsa¨chliche Verbindungen zwischen den Prozessen ei-
ner ISI-Sitzung nur dann aufgebaut werden, wenn diese auch tatsa¨chlich miteinander
kommunizieren wollen. Man ko¨nnte sich nun gut vorstellen, dass dazu ein initiieren-
der Mechanismus innerhalb der Gateway-Objekte implementiert ist, der nur dann ein
neues Conveyor-Objekt (und damit eine spa¨tere Nutzdatenverbindung) erzeugt, wenn
eine erste Sendeanfrage von der Doma¨ne an das Gateway mit dem entsprechenden
Zielrang u¨bergeben wird. Analoge ¨Uberlegungen ko¨nnte man auch fu¨r das Vorliegen
einer ersten Empfangsanfrage fu¨r einen Quellrang anstellen, jedoch treten zum einen
Sende- und Empfangsaufrufe in der Regel paarweise auf und man mo¨chte nicht zwei,
sondern nur eine bidirektionale Nutzdatenverbindung aufbauen. Zum anderen legt der
MPI-Standard bei der Kommunikation eine sogenannte Push-Semantik nahe, bei der
erst auf Empfa¨ngerseite u¨berpru¨ft wird, ob fu¨r einen Sendeauftrag schon ein korre-
20 Diese Tabelle ist dabei in Form einer C++/STL-Map [224] realisiert, in der dann Zeiger auf diese
Objekte abgelegt werden.
21 Auf Englisch: enqueued respektive not-enqueued.
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Abbildung 6.13: Beispiel fu¨r den Fall, dass der Verbindungsaufbau fu¨r ein Prozess-
Paar gleichzeitig von beiden Partnern angestoßen wird
spondierender Empfangsauftrag vorliegt (→ Kapitel 4.3.2 auf Seite 70), so dass es
auch aus diesem Grunde sinnvoll ist, die Initiierung einer Datenu¨bertragung von der
Senderseite ausgehen zu lassen.
Dennoch kann es auch hier dazu kommen, dass von zwei Prozessen gleichzeitig ein
Verbindungsaufbau zum jeweils anderen angestoßen wird, so zum Beispiel wenn auf
MPI-Ebene das symmetrische Muster einer Ping-Ping-Kommunikation (→ Kapitel
4.2.3 auf Seite 57) vorliegt. Die Folge ist, dass nach Abschluss des Verbindungsauf-
baus gleich zwei Conveyor-Paare vorliegen, so dass eine Zuordnung von Sende- und
Empfangsauftra¨gen zu diesen mehrfachen Endpunkten nicht mehr ohne Weiteres ein-
deutig ist. Die Lo¨sung dieses Problems ist nun, dass sich immer nur ein Conveyor pro
Prozess in einem privilegierten Zustand befinden darf, den man als eingereiht bezeich-
net. Sende- und Empfangsauftra¨ge werden dabei von einem Gateway nur an solche
aktiven Objekte weitergereicht, die sich in diesem privilegierten Zustand befinden,
wobei pro Prozess-Paar auch jeweils nur ein verbundenes Conveyor-Paar privilegiert
und somit eingereiht sein darf. Welches von zwei Paaren dann in einem Konfliktfall
zum Zuge kommt, ha¨ngt schließlich von dem Doma¨nenrang des jeweils initiierenden
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Prozesses ab: Das Conveyor-Paar, dessen Verbindungsaufbau von dem Prozess mit
dem ho¨heren Rang angestoßen wurde, muss sich dem anderen Conveyor-Paar unter-
ordnen (→ Abbildung 6.13). Auf diese Weise wird der Verbindungsaufbau nur bei
Bedarf und zuna¨chst unabha¨ngig von den Doma¨nenra¨ngen initiiert, wobei mo¨gliche
Konfliktfa¨lle erkannt und redundante Verbindungen anschließend durch einen soge-
nannten CleanUp-Dienst (→ Kapitel 6.3.1 auf Seite 143) auch wieder abgebaut wer-
den ko¨nnen.
Domain
remote rank = 1
domain size = ...
local rank = 0
10
TCP−Socket
USI−Module
ID Pointer
...
[0:1]
...
...
next
Conveyor
Gateway Mediator−Map
send()
Enqueued List
ISI_Send(dest=1)
Gateway−Array:
Abbildung 6.14: Verwaltung der aktiven Objekte in einem Gateway
Abbildung 6.14 soll die Verwaltung der aktiven Objekte in einem Gateway noch ein-
mal verdeutlichen: Jedes Gateway-Objekt besitzt zuna¨chst einmal eine sogenannte
Mediator-Map, in der in Tabellenform alle dem jeweiligen Gateway zugeordneten akti-
ven Objekte mit Identifikationsnummer und entsprechendem Zeiger eingetragen sind.
In einer solchen Tabelle ko¨nnen sich dabei pro Gateway durchaus sowohl mehrere
Verweise zum Beispiel auf Conveyor-Objekte als auch auf Acceptor-Objekte befinden,
die alle (wie bereits angedeutet) zyklisch von dem Doma¨nenobjekt getriggert werden.
Sende- oder Empfangsanfragen werden hingegen nur an solche aktiven Objekte u¨ber-
geben, die sich zusa¨tzlich in der sogenannten Enqueued-List und damit im eingereihten
Zustand befinden. Beim Aufruf einer ISI_Send()- oder ISI_Recv()-Funktion
u¨bergibt dazu das Gateway-Objekt (das sich im Gateway-Array des Doma¨nenobjektes
unter dem entsprechenden Ziel-Rang befindet) das jeweilige ISI_Request immer
zuna¨chst an jenes aktive Objekt, das sich in dieser Liste ganz vorne befindet. Die-
ses Objekt u¨berpru¨ft daraufhin, ob es fu¨r die Bearbeitung dieses Requests
”
zusta¨ndig“
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ist,22 u¨bergibt dann aber in jedem Fall das Request anschließend auch noch seinem
jeweiligen Nachfolger in der Liste. Dabei haben alle aktiven Objekte in dieser Liste
die Mo¨glichkeit, den Status des jeweiligen Requests beim Durchreichen zu a¨ndern.
Der Sinn dieser Vorgehensweise ist, dass so gleichzeitig mehrere aktive Objekte die
gestellten Sende- und Empfangsanfragen beobachten und gegebenenfalls bearbeiten
ko¨nnen. Auf diese Weise ist es zum Beispiel mo¨glich, dass bestimmte Objekte einfach
nur Statistiken u¨ber die Kommunikationsanfragen fu¨hren, oder dass andere Objekte,
die sich dann in den Listen entsprechend vor den Coneveyor-Objekten einordnen, eine
Flusssteuerung der Nutzdaten durchfu¨hren ko¨nnen (→ Kapitel 6.3.2).
Konfiguration der aktiven Objekte
Sowohl Conveyor- als auch Acceptor-Objekte beno¨tigen zum Herstellen der Verbin-
dungen natu¨rlich zuna¨chst auch die Informationen u¨ber die jeweiligen Netzwerkadres-
sen. Diese mu¨ssen dazu zuvor, wie alle anderen beno¨tigten Informationen zur Sit-
zungsinitialisierung auch, innerhalb des Doma¨nenkonfigurationsdatensatzes abgelegt
werden. Jedoch erfolgt hierbei keine direkte Zuordnung zwischen den Adressen und
den jeweiligen Prozessen. Vielmehr sind die Adressen Eigenschaften der aktiven Ob-
jekte, die fu¨r jeden Prozess entsprechend vorkonfiguriert werden. Der Konfigurations-
datensatz muss somit eine Beschreibung all jener aktiver Objekte beinhalten, die schon
wa¨hrend der Initialisierungsphase23 erzeugt werden sollen. Abbildung 6.15 zeigt das
Beispiel eines einfachen Konfigurationsdatensatzes fu¨r eine Doma¨ne mit nur zwei Pro-
zessen. Man erkennt, dass fu¨r jeden der beiden Prozesse zuna¨chst ein Acceptor-Objekt
mit USI-Modul (<module>) und Netzwerkadresse (<address>) fu¨r das Anneh-
men eingehender Verbindungen konfiguriert werden muss. Um nun Nutzdatenverbin-
dungen zwischen den Prozessen aufbauen zu ko¨nnen, enthalten in diesem Beispiel die
Konfigurationsabschnitte beider Prozesse auch noch jeweils die Definition von ent-
sprechenden Conveyor-Objekten, wobei der Aufbau redundanter Verbindungen nach
dem oben beschriebenen Verfahren vermieden wird.
Zusa¨tzlich ko¨nnen in der Konfiguration jedem Objekt weitere Eigenschaften in Form
von String-codierten Schlu¨ssel-Wert-Paaren zugeordnet werden, die auch als soge-
nannte Properties der Objekte bezeichnet werden. Dabei stellt prinzipiell jeder be-
liebige Schlu¨ssel oder genauer jedes beliebige Schlu¨sselwort ein gu¨ltiges Property dar,
das mit einem Wert besetzt und spa¨ter auch wieder abgefragt werden kann. Ob ein
solcher gesetzter Wert dann auch tatsa¨chlich Auswirkungen auf das Verhalten eines
aktiven Objektes haben wird, ha¨ngt dabei von der jeweiligen Implementierung der
entsprechenden Objektklasse ab. So ko¨nnte das Property
”
timeout“ zum Beispiel
bei einem Conveyor dazu fu¨hren, dass sich das Objekt nach einer bestimmten Zeit-
spanne im Falle eines vergeblichen Verbindungsaufbaus entsprechend selber beendet,
wa¨hrend das gleich Schlu¨sselwort bei einem Acceptor eventuell keine Auswirkungen
haben muss. Auf die Bedeutung unterschiedlicher Properties fu¨r verschiedene aktive
Objekte wird auch im na¨chsten Unterkapitel noch etwas genauer eingegangen.
22 Sprich: ein eingereihter Conveyor kommuniziert zum Beispiel die entsprechenden Nutzdaten.
23 Sprich: innerhalb der Aufrufs von ISI_Init().
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<domain identifier="my_domain">
<size> 2 </size>
<process identifier="foo1">
<rank> 0 </rank>
<acceptor>
<module> TCP </module>
<address>
111.111.111.111:55555
</address>
</acceptor>
<conveyor remote_rank="1">
<module> TCP </module>
<address>
122.122.122.122:55555
</address>
<property key="timeout">
10
</property>
</conveyor>
</process>
<process identifier="foo2">
<rank> 1 </rank>
<acceptor>
<module>TCP</module>
<address>
122.122.122.122:55555
</address>
</acceptor>
<conveyor remote_rank="0">
<module>TCP</module>
<address>
111.111.111.111:55555
</address>
<property key="timeout">
10
</property>
</conveyor>
</process>
</domain>
Abbildung 6.15: Beschreibung aktiver Objekte innerhalb der Doma¨nenkonfiguration
6.2.3 Die integrierten Dienstobjekte
Neben Conveyor- und Acceptor-Objekten ko¨nnen innerhalb einer ISI-Doma¨ne auch
noch Instanzen an diversen anderen aktiven Objekten existieren, die sich dabei aber
alle in eine gemeinsame Klassenhierarchie eingliedern. Diese Klassenhierarchie ist
hier in Abbildung 6.16 wiedergegeben, wobei im Folgenden die dort abgebildeten Ob-
jektklassen genauer betrachtet werden sollen.
Die Mediator-Klasse Diese abstrakte Oberklasse beinhaltet jene Eigenschaften
und Methoden, die von allen aktiven Objekten besessen werden. Dazu geho¨rt zum Bei-
spiel die Zuordnung zu einem Gateway beziehungsweise zu einem entfernten Doma¨nen-
rang, aber auch die schon angesprochene Identifikationsnummer der Objekte wird in
dieser Klasse verwaltet. Dabei werden solche Eigenschaften, die ja im Prinzip Werte
interner Variablen darstellen, immer auch in Form eines String-codierten Schlu¨ssel-
Wert-Paares in einer Property-Tabelle abgelegt, so dass diese spa¨ter zum Beispiel
durch eine externe Management-Instanz (→ Kapitel 6.3.3) leicht abfragbar sind. Da-
mit die aktiven Objekte einer Sitzung u¨berhaupt
”
aktiv“ agieren ko¨nnen, mu¨ssen diese
(a¨hnlich wie die Prozesse durch ein Betriebssystem) regelma¨ßig durch einen prozes-
sinternen Scheduler (→ Kapitel 6.2.3 auf Seite 139) zur Verrichtung ihrer Aufgaben
angestoßen werden.24 Die dazu notwendigen Verwaltungsinformationen, wie zum Bei-
24 Solche Aufgaben sind zum Beispiel das Annehmen eingehender Verbindungsanfragen bei Acceptor-
Objekten oder die Nutzdatenu¨bertragung bei Conveyor-Objekten.
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Connector
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Abbildung 6.16: Die Klassenhierarchie der aktiven Objekte einer ISI-Sitzung
spiel der Scheduling-Status oder die Scheduling-Priorita¨t, werden dabei ebenfalls in
der Mediator-Klasse in Form von Properties gespeichert. Ein Auszug mo¨glicher Pro-
perties und deren Erla¨uterungen sind in Tabelle 6.1 wiedergegeben.
Die Connector-Klasse Diese Klasse ist der abstrakte Gegenspieler zur schon ein-
gefu¨hrten Acceptor-Klasse. Connector-Objekte besitzen dabei genauso wie Accptor-
Objekte als Eigenschaften sowohl die Zugeho¨rigkeit zu einem geladenen USI-Modul
als auch eine entsprechende Netzwerkadresse. Alle Klassen oder vielmehr deren Ob-
jekte, die von der Connector-Klasse abgeleitet sind, versuchen somit immer als Ers-
tes, eine neue Netzwerkverbindung zu einem entsprechenden Acceptor-Objekt u¨ber
die angegebene Adresse aufzubauen. Gelingt dies nicht innerhalb einer vorgegebenen
Zeitspanne (connector timeout), ko¨nnen diese Objekte so konfiguriert werden,
dass sie sich nach eventueller Ru¨ckmeldung (→ ChildCallBack, Kapitel 6.2.3 auf Seite
140) selber wieder beenden oder aber eine andere Adresse beziehungsweise ein ande-
res USI-Modul (und somit eventuell auch ein anderes ¨Ubertragungsprotokoll) auspro-
bieren.
Die Conveyor-Klasse Die Eigenschaften von Objektinstanzen dieser Klasse wur-
den schon im vorherigen Kapitel 6.2.2 gro¨ßtenteils beschrieben. Wie man in Abbil-
dung 6.16 erkennt, ist die Conveyor-Klasse sowohl von der Connector- als auch von der
Acceptor-Klasse abgeleitet. Somit gibt es bei der Einrichtung eines spa¨ter verbunde-
nen Conveyor-Paares zur Nutzdatenu¨bertragung stets zu Beginn immer ein Connector-
seitiges Conveyor-Objekt, das den Verbindungsaufbau zu einem entfernten Acceptor
initiiert. Dieser Acceptor erzeugt daraufhin, wie schon beschrieben, nach dem Emp-
fang des ForkNewConveyor-Befehls einen Conveyor-Klon, der alle Eigenschaf-
ten samt Verbindungsendpunkt erbt, wa¨hrend sich das Acceptor-Objekt anschließend
durch den Aufruf einer Reset-Funktion wieder in seinen Anfangszustand zur Entge-
gennahme weiterer Verbindungsanfragen zuru¨cksetzt.
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mediator type Art des jeweiligen Mediators(Acceptor, Conveyor, Executor, ...)
remote rank Rang des zugeordneten entfernten Prozesse
identifier Eindeutiger Identifizierer des Objekts
parent identifier Identifizierer des Elternobjektes(wird fu¨r ChildCallBack beno¨tigt)
module Name des zugeordneten USI-Moduls
address Netzwerkadresse fu¨r das USI-Modul
gateway status
Gibt an, ob ein Objekt eingereiht (privilegiert) ist
(enqueued / not enqueued)
connection status Ist das Objekt mit einem anderen Prozess verbunden?(connected / not connected)
connector timeout Zeitspanne bis ein Objekt sich bei erfolglosemVerbindungsaufbau selber wieder beendet
scheduling status Wird das Objekt beim Scheduling beru¨cksichtigt?(considered, suspended, terminated)
scheduling priority Priorita¨t des Objektes beim Scheduling
Tabelle 6.1: Auszug mo¨glicher Properties, die ein aktives Objekt besitzen kann
Die Executor-Klasse Dies ist die zweite Klasse, die von der Acceptor-Klasse ab-
geleitet ist. Ein Acceptor kennt somit nach Verbindungsaufbau auch nur zwei initiie-
rende Befehle, na¨mlich zur oben beschriebenen Erzeugung eines Conveyors oder eben
zur Erzeugung eines neuen Executor-Objektes (ForkNewExecutor). Dabei dient
ein Executor nun gerade dazu, nach seiner Erzeugung weitere XML-RPC-codierte Be-
fehle auf der vom Acceptor geerbten Verbindung entgegenzunehmen und bei gegebe-
nem Zugriffsrecht auch auszufu¨hren. Ein Auszug der mo¨glichen Befehle, die ein Exe-
cutor entgegennehmen kann, ist in Tabelle 6.2 wiedergegeben. Wie sich u¨ber Executor-
Objekte eine bereits eingerichtete Sitzung zur Laufzeit sowohl intern als auch extern
u¨berwachen und eventuell umkonfigurieren la¨sst, wird in Kapitel 6.3 noch genauer
beschrieben.
Die Governor-Klasse Objekte dieser Klasse sind die direkten Gegenspieler zu
den Executor-Objekten, was bedeutet, dass diese Objekte nach dem Verbindungsauf-
bau XML-RPC-codierte Befehle an entsprechende Executor-Instanzen senden und die
zuru¨ckgegebenen Antworten auswerten ko¨nnen. Die Governor-Klasse ist dabei eine
abstrakte Oberklasse, von der die jeweils gewu¨nschte Implementierung des entspre-
chenden Dienstobjektes abgeleitet wird. Ein Beispiel fu¨r einen solchen Dienst ist die
Klasse SwitchConveyor zum Unschalten zwischen zwei alternativen Nutzdaten-
verbindungen, auf die auch in Kapitel 6.3 noch genauer eingegangen wird.
Die Supervisor-Klasse Abgeleitete Objekte von dieser abstrakten Oberklasse stel-
len Dienstobjekte dar, die zur internen ¨Uberwachung einer Sitzung bestimmt sind. Im
Unterschied zu den von der Governor-Klasse abgeleiteten Diensten stellen Supervi-
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AddNewMediator Erzeugt ein neues aktives Objekt mit den
u¨bergebenen Eigenschaften/Properties
DeleteMediator Lo¨scht ein aktives Objekt
EnqueueMediator Reiht ein aktives Objekt in die Gateway-Liste ein(maximal ein Conveyor pro Liste!)
DequeueMediator Entfernt ein aktives Objekt wieder von der Gateway-Liste
GetProperty
Liefert zu einem Schlu¨ssel den entsprechenden
Property-Wert
SetProperty
¨Andert einen Property-Wert (falls erlaubt) oder fu¨gt
ein neues Property zu einem Objekt hinzu
ReturnPropertyMap
Liefert eine Tabelle sa¨mtlicher Properties eines
Objektes
ReturnMediatorMap Liefert eine Tabelle aller Mediatoren, die einemGateway zugeordnet sind
Liefert unter anderem die Information, wie viel
ReturnStatistics Bytes an Nutzdaten mit den anderen Prozessen
jeweils schon ausgetauscht wurden
CloseConnection Beendet die Verbindung samt zugeho¨rigem Executor
Tabelle 6.2: Auszug mo¨glicher Befehle, die ein Executor entgegennimmt
sor-Objekte selber jedoch keinerlei Verbindungen zu anderen Prozessen her.25 Diese
Objekte reagieren vielmehr auf prozessinterne Ereignisse und ko¨nnen daraufhin zum
Beispiel entsprechende Governor-Objekte erzeugen, die dann wiederum auch u¨ber
Prozessgrenzen hinweg die aktuelle Konfiguration der Sitzung beeinflussen ko¨nnen.
Eines der wichtigsten Supervisor-Objekte ist dabei das sogenannte AutoConnect-
Objekt, das fu¨r den ereignisgesteuerten Verbindungsaufbau zur Nutzdatenu¨bertragung
sorgt, wie er auch in Kapitel 6.3 noch einmal genauer erla¨utert wird.
Die Surveyor-Klasse Diese Klasse ist im Prinzip der Conveyor-Klasse sehr a¨hn-
lich, da auch sie zuna¨chst eine
”
normale“ Nutzdatenverbindung zwischen zwei Prozes-
sen aufbaut. Im Unterschied zu Conveyor-Objekten werden u¨ber diese Verbindungen
anschließend jedoch keine
”
echten“ Nutzdaten verschickt,26 sondern die Verbindung
wird zur Durchfu¨hrung von sitzungsinternen Benchmarks verwendet. Ein Beispiel fu¨r
ein solches Surveyor-Objekt ist das simple Ping-Pong-Objekt, das sich zur Ermitt-
lung von aktueller Bandbreite und Latenz verwenden la¨sst. An dieser Stelle sei noch
angemerkt, dass solche Surveyor-Objekte natu¨rlich die Leistungsfa¨higkeit der jewei-
ligen Sitzung kurzzeitig aufgrund der zusa¨tzlich verschickten Messdaten negativ be-
einflussen, so dass solche Messungen immer mo¨glichst kurzgehalten werden sollten.
25 Aus diesem Grund ist diese Klasse auch direkt von der Mediator-Klasse abgeleitet, und nicht etwa
von der Connector- oder Acceptor-Klasse.
26
”
Echte“ Nutzdaten sind in diesem Zusammenhang jene, die u¨ber die ISI_Send()-Funktion an die
ISI-Schicht weitergereicht wurden.
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Auf der anderen Seite lassen sich auf Basis solcher Messungen unter Umsta¨nden auch
Schwachstellen und Engpa¨sse in der jeweiligen Sitzungskonfiguration aufdecken und
eventuell auch anschließend beseitigen, so dass der Nutzen der Surveyor-Objekte ge-
genu¨ber ihrem (kurzzeitigen) negativen Einfluss deutlich u¨berwiegen kann.
Der prozessinterne Scheduler
Wie schon erwa¨hnt, besitzt jeder Prozess innerhalb einer ISI-Sitzung einen internen
Scheduler, der fu¨r die regelma¨ßige Zuteilung von Rechenzeit an die aktiven Objekte
sorgt. Voraussetzung dafu¨r ist natu¨rlich, dass zuna¨chst einmal auch der jeweilige Pro-
zess die CPU durch den Scheduler des Betriebssystems zugeteilt bekommen hat. Geht
man aber davon aus, dass in einer parallelen Umgebung auf jedem Prozessor in der
Regel nur ein rechenintensiver Prozess gestartet wird, so kann auch aus Sicht eines
ISI-Prozesses die CPU als nahezu exklusive Ressource angesehen werden. Die Frage
ist nun, wann und nach welchem Verfahren der interne Scheduler die Kontrolle an die
aktiven Objekte u¨bergeben soll. Dabei lassen sich zuna¨chst zwei Grundanforderungen
formulieren:
1. Es darf kein aktives Objekt verhungern!
2. Die Nutdatenu¨bertragung muss ho¨chste Priorita¨t haben!
Die erste Anforderung bedeutet, dass in endlicher Zeit alle aktiven Objekte genu¨gend
oft eine Zuteilung bekommen mu¨ssen, so dass sie ihren vorgesehenen Dienst ent-
sprechend verrichten ko¨nnen. Die zweite Anforderung ergibt sich hingegen aus dem
prima¨ren Ziel der ISI-Schicht, na¨mlich eine mo¨glichst effiziente Parallelverarbeitung
durch eine schnelle Abwicklung der Kommunikation zu gewa¨hrleisten. Aus diesen
beiden Anforderungen la¨sst sich schon ableiten, dass die Scheduling-Strategie zum
einen ein priorita¨tengesteuertes Verfahren sein sollte und dass zum anderen die ent-
sprechenden Priorita¨ten so gewa¨hlt und verwaltet werden sollten, dass dringliche Auf-
gaben mo¨glichst schnell abgearbeitet werden, wobei gleichzeitig ein Verhungern von
Objekten ausgeschlossen bleiben muss.
Mit diesen Zielen vor Augen wurden wa¨hrend der Entwicklungsphase verschiedene
Scheduling-Strategien versuchsweise in der ISI-Schicht implementiert, wobei sich ein
sogenanntes Lotterie-Scheduling [236] als besonders geeignet erwiesen hat. Bei die-
sem Verfahren bekommt jedes Objekt eine bestimmte Anzahl an sogenannten Tickets
zugeteilt, wobei die Anzahl proportional zur gewu¨nschten Priorita¨t gewa¨hlt wird. Der
Scheduler
”
zieht“ nun in jeder Scheduling-Runde ein solches Ticket aus einem virtu-
ellen
”
Ticket-Pool“ und bestimmt, welches Objekt diesem Ticket zugeordnet ist. Der
entsprechende Besitzer des Tickets erha¨lt anschließend die Zuteilung. Der Vorteil die-
ses Verfahrens ist, dass sich zum einen die Priorita¨t relativ einfach u¨ber die Anzahl
der Tickets steuern la¨sst und dass zum anderen ein Verhungern ausgeschlossen bleibt,
sofern jedes Objekt mindestens ein Ticket besitzt. Fu¨r eine eingehende Evaluierung
dieser und anderer Scheduling-Strategien innerhalb der ISI-Schicht sei hier auf fol-
gende Arbeit verwiesen: [196].
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Der prozessinterne Scheduler, der als Bestandteil der Doma¨nenklasse implementiert
wurde, ist aber nicht nur fu¨r die reine Zuteilung der CPU-Kontrolle an die aktiven Ob-
jekte zusta¨ndig. Vielmehr verwaltet und u¨berwacht er auch diese Objekte und kann da-
bei zum Beispiel auch auf deren jeweiligen Bearbeitungsfortschritt reagieren, der ihm
von den Objekten u¨ber deren Ru¨ckgabewerte mitgeteilt wird.27 Auch ist der Scheduler
fu¨r das tatsa¨chliche Lo¨schen von Objekten verantwortlich, die zuvor von sich selber
oder durch andere Objekte in den Zustand
”
terminiert“ versetzt wurden. Innerhalb des
Lo¨schvorganges eines Objektes wird dabei dann auch u¨berpru¨ft, ob dieses Objekt ur-
spru¨nglich von einem anderen Objekt erzeugt wurde und es somit eine
”
Eltern-Kind“-
Beziehung gibt. Ist dies der Fall28 und lebt das entsprechende Elternobjekt noch, so
wird u¨ber eine sogenannte ChildCallBack()-Methode das Elternobjekt u¨ber das
Ableben des Kindes informiert, wobei zusa¨tzliche String-codierte Parameter mit u¨ber-
geben werden ko¨nnen, die dann zum Beispiel u¨ber den Grund des Ablebens Auskunft
geben. Es sei hier aber auch erwa¨hnt, dass dieser Callback-Mechanismus nicht nur
beim Ableben, sondern auch zur Signalisierung anderer Ereignisse an die Elternobjek-
te benutzt werden kann.
Das Scheduling in der ISI-Schicht ist eigentlich als nicht-preemptiv ausgelegt, was
bedeutet, dass der Scheduler dem jeweils ausgewa¨hlten aktiven Objekt die volle Kon-
trolle u¨bergibt und diese nicht zum Beispiel nach Ablaufen einer Zeitscheibe dem Ob-
jekt wieder entziehen kann [21]. Das heißt aber auf der anderen Seite, dass die aktiven
Objekte die Kontrolle letzten Endes wieder freiwillig abgeben mu¨ssen. Geschieht dies
nicht, zum Beispiel aufgrund eines Programmierfehlers oder weil ein aktives Objekt
durch externe Einwirkung in eine Verklemmung gera¨t, so drohen der gesamte Pro-
zess und damit unter Umsta¨nden auch die gesamte Sitzung zu blockieren. Aus diesem
Grund wurde jedoch in der ISI-Schicht ein zusa¨tzlicher Sicherheitsmechanismus im-
plementiert, der dafu¨r sorgt, dass ein aktives Objekt, das die Kontrolle nicht freiwillig
innerhalb einer bestimmten Zeitspanne wieder zuru¨ckgibt,29 automatisch durch den
Scheduler beendet und gelo¨scht wird. Gleiches kann daru¨ber hinaus auch fu¨r Objek-
te gelten, die zwar die Kontrolle stets wieder zuru¨ckgeben, bei denen aber u¨ber eine
gro¨ßere Zeitspanne (progress timeout) keinerlei wirkliche Aktivita¨t durch den
Scheduler beobachtet werden konnte.
Abschließend sei noch erwa¨hnt, dass der interne Scheduler eigentlich immer nur dann
aktiv werden kann, wenn die Kontrolle zuvor von der Applikation u¨ber den Aufruf
einer ISI-Funktion auch an die ISI-Schicht u¨bergeben wurde. Dies ist zwar in der Re-
gel (zumindest bei kommunikationsintensiven Applikationen) genu¨gend oft gegeben,
jedoch kann es auch Szenarien geben, in denen der Anwender der ISI-Schicht mehr be-
ziehungsweise o¨fter Rechenzeit zugestehen mo¨chte, zum Beispiel weil er ohne la¨stige
Verzo¨gerungen mit der Schicht selber interagieren will. Fu¨r diesen Fall la¨sst sich in
jedem Prozess einer ISI-Doma¨ne ein zusa¨tzlicher Thread aktivieren,30 der das interne
27 Solche Ru¨ckgabewerte sind zum Beispiel PROGRESS, NO_PROGRESS oder IDLE.
28 Sprich: das Property parent identifier ist gesetzt.
29 Diese Zeitspanne wird u¨ber das Property foster timeout bestimmt und sollte mo¨glicht
”
großzu¨gig“ ausgelegt werden.
30 Zum Beispiel u¨ber den Executor-Befehl ActivateFosterThread.
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Scheduling dann nebenla¨ufig zur jeweiligen Applikation regelma¨ßig durchfu¨hrt.
6.3 Internes und externes Sitzungsmanagement
Nachdem im vorangegangenen Kapitel 6.2 die Implementierung der ISI-Schicht vor-
gestellt wurde, soll in diesem Kapitel auf das Zusammenspiel der Dienstobjekte und
auf die Mo¨glichkeit einer externen Intervention zum Sitzungsmanagement eingegan-
gen werden. Dazu sollen zuna¨chst die wichtigsten Dienstobjekte und ihr Verhalten,
zum Teil anhand von entsprechenden Ablaufdiagrammen, erla¨utert werden.
6.3.1 Interne Sitzungsu¨berwachung
Zur internen Sitzungsu¨berwachung werden in einer Doma¨nenkonfiguration zusa¨tzli-
che Instanzen entsprechender Supervisor-Objekte spezifiziert, die dann regelma¨ßig31
den aktuellen Zustand der Sitzung u¨berpru¨fen, um dann gegebenenfalls entsprechende
Maßnahmen zur Rekonfiguration einzuleiten. Dabei kann man sich die verschiedens-
ten Varianten solcher u¨berwachenden Dienste vorstellen. So ist zum Beispiel ein Qua-
lityCheck-Dienst denkbar, der u¨ber die Zuhilfenahme eines Ping-Pong-Surveyors die
Bandbreite und/oder die Latenz einer Verbindung in regelma¨ßigen Absta¨nden u¨ber-
wacht und bei Unter- oder ¨Uberschreitung von vorgegebenen Grenzwerten auf eine
andere Verbindung oder sogar ein anderes ¨Ubertragungsprotokoll umschalten kann.
Im Folgenden sollen hier aber nur die wichtigsten dieser u¨berwachenden Dienste, die
dabei insbesondere schon wa¨hrend der Phase der Sitzungsinitialisierung eine bedeu-
tende Rolle spielen, kurz vorgestellt werden.
Der AutoConnect-Dienst
In Kapitel 6.2.2 wurde schon der Ablauf zum Einrichten von Verbindungen durch das
Zusammenspiel von Conveyor- und Acceptor-Objekten dargelegt. Dabei wurde auf
Seite 131 auch ausgefu¨hrt, dass man sich gut vorstellen ko¨nnte, dass ein initiieren-
der Mechanismus innerhalb der Gateway-Objekte immer dann ein neues Conveyor-
Objekt erzeugt, sobald fu¨r den entsprechenden Zielrang ein erster Sendeaufruf erfolgt
ist. Dieser Mechanismus ist dabei aber nicht direkt innerhalb der Gateway-Klasse im-
plementiert, sondern wird vielmehr durch den AutoConnect-Dienst realisiert. Dieser
Dienst wiederum wird durch entsprechende AutoConnect-Objekte verko¨rpert, die In-
stanzen einer vom Supervisor abgeleiteten Klasse darstellen. Eine einfache (und ty-
pische) Doma¨nenkonfiguration, die u¨ber diese Supervisor-Objekte eine ISI-Sitzung
beschreibt, bei der die Verbindungen zwischen den Prozessen nur dann aufgebaut wer-
den, wenn diese auch tatsa¨chlich miteinander kommunizieren wollen, ist hier in Ab-
bildung 6.17 wiedergegeben. Vergleicht man nun diese Abbildung mit der Doma¨nen-
konfiguration in Abbildung 6.15 auf Seite 135, so erkennt man, dass dort die ent-
sprechenden Conveyor-Objekte direkt zu Beginn einer Sitzung erzeugt werden, um
anschließend sofort Verbindungen mit den jeweiligen anderen Prozessen u¨ber deren
Acceptor-Objekte aufzubauen. In dem hier vorgestellten Fall von Abbildung 6.17 wer-
den hingegen zuna¨chst nur Supervisor-Objekte erzeugt, die wie in Kapitel 6.2.3 auf
31 Sprich: immer dann, wenn sie vom internen Scheduler den Zuschlag erhalten.
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Seite 137 schon ausgefu¨hrt selber keine Verbindungen zu anderen Prozessen herstel-
len. Das entsprechende Supervisor-Objekt
”
beobachtet“ vielmehr die ISI-Requests, die
u¨ber das Gateway an die eingereihten Mediatoren weitergereicht werden. Stellt der
AutoConnect-Dienst dabei fest, dass Sendeanfragen vorliegen, bisher jedoch noch kein
Conveyor-Objekt diese auch bearbeitet, so leitet er entsprechende Schritte ein, die an-
hand von Abbildung 6.18 erla¨utert werden sollen: Bei seiner Initialisierung reiht sich
das AutoConnect-Objekt in die entsprechende Mediatoren-Liste des Gateways ein, so
dass es die an die ISI-Schicht u¨bergebenen Sende-Requests beobachten kann. Sobald
nun eine erste Sendeanfrage vorliegt, u¨berpru¨ft der AutoConnect-Dienst, ob ein Con-
veyor sich ebenfalls schon in dieser Mediatoren-Liste befindet. Ist dies der Fall, so
beendet das AutoConnect-Objekt seinen Dienst, da eine Nutzdatenu¨bertragung durch
diesen Conveyor in der Regel dann sichergestellt ist. Befindet sich hingegen noch kein
Conveyor in der entsprechenden Liste der eingereihten Mediatoren, so wird u¨berpru¨ft,
ob dem Gateway denn eventuell ein Conveyor zugeordnet ist, der sich aber noch nicht
in diesem privilegierten Zustand befindet. Wird in der Gateway-Tabelle ein solcher
Conveyor gefunden, so kann versucht werden, diesen Conveyor (wenn er denn auch
schon verbunden ist) in die Gateway-Liste einzureihen, was dann u¨ber die Erzeugung
eines weiteren Dienstobjektes mit dem Namen SwitchConveyors (→ Kapitel 6.3.2 auf
Seite 146) abgewickelt wird. Liegt hingegen fu¨r den Rang des Partnerprozesses noch
u¨berhaupt kein Conveyor bei dem Gateway vor, so wird von dem AutoConnect-Dienst
einfach ein entsprechender neuer Conveyor erzeugt und anschließend in die Gateway-
Liste eingereiht.
<domain identifier="my_domain">
<size> 2 </size>
<process identifier="foo1">
<rank> 0 </rank>
<acceptor>
<module> TCP </module>
<address>
111.111.111.111:55555
</address>
</acceptor>
<supervisor name="AutoConnect">
<remote_rank> 1 </remote_rank>
<module> TCP </module>
<address>
122.122.122.122:55555
</address>
</supervisor>
</process>
<process identifier="foo2">
<rank> 1 </rank>
<acceptor>
<module> TCP </module>
<address>
122.122.122.122:55555
</address>
</acceptor>
<supervisor name="AutoConnect">
<remote_rank> 0 </remote_rank>
<module> TCP </module>
<address>
111.111.111.111:55555
</address>
</supervisor>
</process>
</domain>
Abbildung 6.17: Eine Doma¨nenkonfiguration mit enthaltenen AutoConnect-Diensten
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Governor
Suspend/
Terminate
Conveyor
Wurde eine Sendeanfrage gestellt?
Conveyor, der "enqueued" ist?
Gibt es schon einen entsprechenden
Gibt es überhaupt einen Conveyor?
(enqueued)
(SwitchConveyors)
AddNew−
AddNew−
ISI−Scheduler
Nein
Ja
Nein
Ja
AutoConnect
Ja
Nein
Abbildung 6.18: Ablaufdiagramm zum AutoConnect-Dienst
Der CleanUp-Dienst
Dieser Dienst kann dazu benutzt werden, um redundant vorhandene Nutzdatenverbin-
dungen zwischen zwei Prozessen derart wieder abzubauen, dass nur noch eine einzige
Verbindung, und zwar jene zwischen einem eingereihten Conveyor-Paar u¨brig bleibt.
Der Dienst ist damit insbesondere dann von Nutzen, wenn zwei Prozesse, wie schon in
Kapitel 6.2.2 auf Seite 130 erla¨utert, gleichzeitig den Verbindungsaufbau in die jeweils
andere Richtung initiiert haben, wobei nur eine der beiden Verbindungen schließlich
zur Nutzdatenu¨bertragung auch tatsa¨chlich benutzt wird.
Das Ablaufdiagramm fu¨r diesen Dienst ist in Abbildung 6.19 wiedergegeben und soll
hier auch noch einmal kurz erla¨utert werden: Zuna¨chst wird u¨berpru¨ft, ob es u¨berhaupt
ein eingereihtes (und verbundenes) Conveyor-Paar gibt, denn nur dann macht das Ab-
bauen anderer (und somit redundanter) Verbindungen einen Sinn. Ist dies der Fall, so
wird fu¨r jedes weitere Conveyor-Paar eine Instanz des sogenannten DeleteConveyors-
Dienstes (→ Kapitel 6.3.2 auf Seite 146) erzeugt, der dann fu¨r ein geregeltes Abbauen
der Verbindung und das anschließende Lo¨schen der entsprechenden Conveyor-Objekte
sorgt.
Weitere Supervisor-Dienste
Wie schon erwa¨hnt, sind neben AutoConnect und CleanUp noch diverse andere Su-
pervisor-Dienste innerhalb der ISI-Schicht denkbar, jedoch sollen von diesen hier nur
noch die Dienste TimeOut, SelfSent und GatewayTunnel kurz vorgestellt werden.
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Suspend/
Terminate
Gibt es einen Conveyor, der  
"enqueued" ist?
Ist dieser Conveyor verbunden?
Gibt es weitere Conveyor, die
nicht "enqueued" sind? Governor
AddNew−
(DeleteConveyors)
ISI−Scheduler
Nein
Nein
Nein
CleanUp
Ja
Ja
Ja
Abbildung 6.19: Ablaufdiagramm zum CleanUp-Dienst
TimeOut Dieser rudimenta¨re Dienst, der in der Regel mit niedrigster Priorita¨t la¨uft,
stoppt bei seiner Erzeugung die Systemzeit und vergleicht diese bei jedem Triggern mit
der aktuellen Zeit. Ist dabei eine vorgegebene Zeitspanne u¨berschritten worden, so be-
endet sich der Dienst wieder, wobei er zuvor u¨ber den Aufruf der ChildCallBack()-
Methode sein Elternobjekt u¨ber sein Ableben (und somit u¨ber die angelaufene Zeit-
spanne) informiert. TimeOut-Objekte ko¨nnen somit zum Beispiel dazu benutzt wer-
den, um Dienstobjekte fu¨r eine gewisse Zeit
”
schlafen zu legen“,32 oder aber auch, um
bestimmte Aufgaben periodisch durchfu¨hren zu ko¨nnen.
SelfSent Normalerweise werden die Nutzdaten an andere Prozesse verschickt, je-
doch ko¨nnen sich aufgrund der nicht-blockierenden Kommunikationssemantik Pro-
zesse durchaus auch Nachrichten an sich selber senden. Dazu dienen die SelfSent-
Objekte, die, um diesen Sonderfall behandeln zu ko¨nnen, nichts anderes machen, als
vorliegende Sende- und Empfangsanfragen zu vergleichen und bei an sich selbst adres-
sierten Nachrichten die entsprechenden Pufferinhalte einfach zu kopieren.
GatewayTunnel Dies ist ein Beispiel fu¨r einen etwas exotischeren und dabei durch-
aus komplexeren Dienst, die sich aber aufgrund des Designs der ISI-Schicht einfach in
eine Doma¨ne integrieren la¨sst. Der Dienst realisiert die Zustellung von Nutzdaten zwi-
schen Prozessen, die eigentlich keine direkte Verbindung zueinander aufbauen ko¨nnen,
indem die Nachrichten u¨ber zusa¨tzliche Zwischenknoten umgeleitet werden, wie es in
Abbildung 6.20 angedeutet ist. Es sei hier aber betont, dass eine solche explizite Um-
32 Sprich: die entsprechenden Objekte werden voru¨bergehend vom Scheduling ausgeschlossen.
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leitung von Nachrichten einen erheblichen Mehraufwand darstellen kann und dass der
Knoten, u¨ber den die Nachrichten umgeleitet werden, schnell zum Flaschenhals wer-
den kann (→ Kapitel 5.1.2 auf Seite 81).
Send
GatewayTunnel
Recv
ISI_Send(dest=2)
Rang 0 Rang 1 Rang 2
Conveyor Conveyor
Conveyor
remote_rank = 2 remote_rank = 0
remote_rank = 2
Conveyor
remote_rank = 0
ISI_Recv(src=0)
Abbildung 6.20: Beispiel fu¨r den Einsatz des GatewayTunnel-Dienstes zur Weiterlei-
tung von Nachrichten zu Prozessen, die sich nicht direkt erreichen
6.3.2 Interne Sitzungssteuerung
Zur internen Steuerung und aktiven ¨Anderung einer Sitzungskonfiguration dienen Ob-
jekte, die von der bereits vorgestellten Governor-Klasse abgeleitet sind. Diese Objek-
te stellen dabei Signalisierungsverbindungen mit Executor-Instanzen in entsprechend
entfernten Prozessen her, um so prozessgrenzenu¨bergreifend die Konfiguration beein-
flussen zu ko¨nnen. Dazu ko¨nnen sie die ebenfalls bereits vorgestellten XML-RPC-
codierten Befehle versenden und entsprechend einem vorgegebenen
”
Programm“ oder
Ablaufschema auf die zuru¨ckkommenden Antworten reagieren. Auch hier sind wie-
der beliebig viele Varianten solcher programmierten Dienste denkbar, wobei an dieser
Stelle nur auf die Klassen SwitchConveyors und DeleteConveyors zur direkten Ein-
flussnahme auf die verwendeten Nutzdatenverbindungen eingegangen werden soll.
Der DeleteConveyors-Dienst Dieser Dienst ist, wie schon in Zusammenhang
mit den CleanUp-Objekten erwa¨hnt, dazu da, ein bestehendes Conveyor-Paar mitsamt
eingerichteter Verbindung derart kontrolliert wieder zu beenden, dass dabei keiner-
lei Nutzdaten
”
unterwegs“ verloren gehen. Handelt es sich dabei bei einem solchen
Conveyor-Paar um eingereihte Mediatoren,33 so muss sichergestellt werden, dass al-
le bisher gesendeten Daten auch auf Empfa¨ngerseite bereits wieder eingetroffen sind.
Dazu reiht sich der Dienst zuna¨chst selber in die Mediator-Liste des entsprechenden
33 Sprich: u¨ber deren Verbindung ko¨nnen aktuell noch Nutzdaten verschickt werden.
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Gateways ein und stellt sich in dieser Liste ganz nach vorne, so dass er alle weite-
ren Sende- und Empfangsanfragen zuna¨chst selber abfangen kann, um so die Nutz-
datenu¨bertragung tempora¨r stoppen zu ko¨nnen. Durch eine Abfrage der Sende- und
Empfangsstatistik auf beiden Seiten la¨sst sich nun ermitteln, ob sich inzwischen keine
Nutzdaten mehr auf der Verbindung im Transit befinden. Ist dies nicht der Fall, so muss
gewartet beziehungsweise durch gezieltes Zulassen von weiteren Kommunikationsauf-
tra¨gen gegengesteuert werden, bis schließlich ein Gleichgewicht zwischen gesendeten
und empfangenen Daten in beiden Richtungen vorliegt, denn erst dann ko¨nnen die
entsprechenden Conveyor-Objekte auf beiden Seiten der Verbindung sicher gelo¨scht
werden.
Der SwitchConveyors-Dienst Dieser Dienst ist der DeleteConveyors-Klasse sehr
a¨hnlich, nur dient er nicht zum Lo¨schen, sondern lediglich zum Umschalten zwischen
zwei alternativen Verbindungen. Der Dienst pru¨ft dabei zuna¨chst, ob sich u¨berhaupt ein
Conveyor-Paar aktuell fu¨r den entsprechenden Prozessrang im eingereihten Zustand
befindet. Ist dies nicht der Fall, so kann ohne weitere Umsta¨nde auf das gewu¨nschte
Paar derart umgeschaltet werden, als dass die beiden entsprechenden Conveyor ein-
fach nur auf beiden Seiten gleichzeitig eingereiht werden. Befindet sich hingegen noch
ein anderes Conveyor-Paar bereits in diesem Zustand, so muss, wie bei dem Delete-
Conveyors-Dienst beschrieben, zuna¨chst sichergestellt werden, dass bei diesem Paar
alle bisher gesendeten Daten auch schon auf Empfa¨ngerseite wieder eingetroffen sind.
Ist auch hier dieses Gleichgewicht sichergestellt, so kann das bisher eingereihte Paar
aus diesem privilegierten Zustand wieder sicher entfernt werden, wobei anschließend
das Zielpaar die Rolle der tatsa¨chlichen Nutzdatenu¨bertragung u¨bernehmen kann.
6.3.3 Externe ¨Uberwachung und Steuerung
Alle bisher vorgestellten Dienstobjekte kommunizierten innerhalb einer Sitzung un-
tereinander und sind somit fu¨r eine interne ¨Uberwachung und Steuerung der Sitzung
gedacht. Zu Beginn dieses Kapitels wurde in Bezug auf die Schwachstellen von Meta-
MPICH als Motivation fu¨r die Entwicklung der ISI-Bibliothek unter anderem aber
auch die fehlende Interaktionsmo¨glichkeit zur Statusabfrage und Rekonfiguration der
Sitzungsparameter zur Laufzeit genannt. Tatsa¨chlich ist es bei einer ISI-Sitzung mo¨g-
lich, sich auch von außerhalb mit jedem beliebigen Prozess zu verbinden und ganz
analog zu den XML-RPC-codieren Client-Server-Dialogen zwischen den aktiven Ob-
jekten mit den Prozessen zu kommunizieren. Zu diesem Zweck wurde ein ganz spezi-
elles Governor-Objekt mit dem Namen CommandLines implementiert, das sich prin-
zipiell in jedes andere Programm (zum Beispiel einen Grid-Dienst) integrieren la¨sst.
Das Objekt macht anschließend nichts anderes, als sich u¨ber eine vorgegebene Adres-
se mit einem entsprechenden Acceptor-Objekt zu verbinden, um dort eine weitere
Executor-Instanz zu erzeugen. Anschließend werden alle dem Objekt u¨bergebenen
Befehle nacheinander an diesen Executor gesendet und die ru¨ckkehrenden Antworten
zuru¨ckgegeben. Auf diese Weise lassen sich zum Beispiel Grid-Dienste entwickeln,
die periodisch den aktuellen inneren Status der Sitzung abfragen und fu¨r eventuelle
Gegenmaßnahmen die Sitzungsparameter zur Laufzeit auch von außerhalb beeinflus-
sen ko¨nnen.
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Ein Beispiel fu¨r ein einfaches Programm, das den CommandLines-Governor zur Bil-
dung einer externen Instanz nutzt, ist der sogenannte ISI-Commander, der vom mensch-
lichen Benutzer Befehle u¨ber die Tastatur34 entgegennimmt und an den Executor des
jeweiligen Prozesses, mit dem sich der Benutzer hat verbinden wollen, weiterleitet.
Um sich nicht mit jedem einzelnen Prozess einer Sitzung zur ¨Uberwachung oder zu
Rekonfiguration verbinden zu mu¨ssen, ko¨nnen Befehle innerhalb einer Sitzung auch
von Prozess zu Prozess weitergeleitet werden. Auf diese Weise genu¨gt es, wenn sich
der Benutzer mit nur einem Prozess innerhalb einer Doma¨ne verbindet, von dem aus
er dann prinzipiell die gesamte Sitzung beziehungsweise die entsprechenden Parame-
ter aller beteiligten Prozesse kontrollieren kann. Ein Beispiel fu¨r eine solche externe
Intervention mit Hilfe des ISI-Commanders ist in Abbildung 6.21 wiedergegeben, in
der von einem Benutzer explizit auf eine neue Nutzdatenverbindung (und damit zum
Beispiel auch auf ein anderes Protokoll) zwischen den Prozessen mit den Ra¨ngen 0
und 1 umgeschaltet wird (→ SwitchConveyors).
Ein a¨hnliches Programm, jedoch nicht fu¨r menschliche Interaktion, sondern zur skrip-
tenbasierten Stapelverarbeitung ist der sogenannte ISI-Interpreter, der gleich eine Ket-
te von Befehlen, die dazu zum Beispiel in einer entsprechenden Datei abgelegt werden
mu¨ssen, nacheinander ausfu¨hrt. Daru¨ber hinaus akzeptiert der ISI-Interpreter auch Be-
fehle, die ihm direkt als Startparameter u¨bergeben werden, wobei die entsprechenden
Antworten des Executors an die Standardausgabe des Betriebssystems weitergeleitet
werden. Auf diese Weise lassen sich mit den betriebssystemu¨blichen Kommandozeilen-
und Skriptinterpretern (wie zum Beispiel die UNIX-Shell) auch ergebnisgesteuerte
Skriptprogramme zur ¨Uberwachung einer ISI-Sitzung nutzen.
Eine andere Mo¨glichkeit zur Interaktion mit der a¨ußeren Umgebung einer ISI-Sitzung
bieten die sogenannten Commentator-Objekte, die auch von der Governor-Klasse ab-
geleitet sind. Im Gegensatz zu
”
normalen“ Governor-Objekten verbinden sich diese
Objekte aber aus einer ISI-Sitzung heraus mit externen Instanzen, die wiederum eine
spezielle Form des Executor-Objektes besitzen mu¨ssen. Dieser Executor kann dabei
nur einen Befehl verarbeiten, und zwar jenen zur einfachen Weiterleitung aller u¨ber-
mittelten Parameter, die dann wiederum vom jeweiligen externen Dienst ausgewer-
tet, in eine Datei geschrieben oder gegebenenfalls an weitere Instanzen weitergelei-
tet werden ko¨nnen. Ein simples Beispiel fu¨r einen solchen Dienst ist der sogenannte
ISI-Collector, der alle Informationen oder genauer alle erhaltenen Parameter sofort
auf der Standardausgabe ausgibt. Wird dieser Dienst zusammen mit einer ISI-Sitzung
gestartet, so ko¨nnen zum Beispiel sitzungsintegrierte Supervisor-Objekte bestimmte
Zusta¨nde zyklisch u¨berpru¨fen (wie beispielsweise die aktuelle Latenz oder Bandbreite
einer Verbindung) und bei besonderen Auffa¨lligkeiten diese dann durch die Erzeugung
von entsprechenden Commentator-Objekten auch nach außen hin berichten, so dass
sich zum Beispiel u¨ber den ISI-Collector Logdateien in Bezug auf den Laufzeitstatus
einer Sitzung erstellen lassen.
34 Sprich: u¨ber die Kommandozeile.
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6.4 Die Integration in MetaMPICH
Die in diesem Kapitel vorgestellte Sitzungsschicht, die ja in Form einer Bibliothek im-
plementiert ist, wurde stets mit dem Ziel entwickelt, nicht als eigensta¨ndige Kommuni-
kationsbibliothek zu fungieren,35 sondern vielmehr als koppelnde Verbindungsschicht
(mit externer Dienstschnittstelle) innerhalb einer Metacomputing-fa¨higen MPI-Imple-
mentierung eingesetzt zu werden. Dabei wurde das Schnittstellendesign so generisch
wie mo¨glich gehalten und bei der Implementierung ein stark modulares Design gewa¨hlt,
so dass eine einfache Integration in diverse MPI-Implementierungen denkbar ist. An
dieser Stelle soll daher die Integration der ISI-Bibliothek in das MetaMPICH-Projekt
stellvertretend auch fu¨r andere mo¨gliche Integrationsziele beispielhaft vorgestellt wer-
den.
Wie in Kapitel 5.2.2 auf Seite 105 schon ausgefu¨hrt, unterstu¨tzt MetaMPICH prinzi-
piell sowohl die All-to-All- als auch die Router-basierte Kopplungsvariante fu¨r Me-
tahosts. Die hier vorgestellte Integration von ISI bezieht sich jedoch ausschließlich
auf die All-to-All-Variante, bei der sich die ISI-Schicht als Metahost-u¨bergreifende
Sitzungsschicht fu¨r die Kommunikation (oder vielmehr fu¨r das Einrichten und Ver-
walten der Kommunikationsbeziehungen) aller Prozesse u¨ber die Metahost-Grenzen
hinweg verantwortlich zeigt. Der Grund dafu¨r ist, dass MetaMPICH fu¨r die (in der
Regel wenigen) Router-Prozesse durchaus sehr komplexe Konfigurationen erlaubt, die
dann aber auch alle sehr detailliert in der jeweiligen Metakonfiguration spezifiziert
werden mu¨ssen, so dass eine einfache Abbildung dieser Konfigurationen auf eine ISI-
Sitzung nicht ohne gro¨ßeren Aufwand mo¨glich ist. Dennoch sei erwa¨hnt, dass eine
solche ISI-Sitzung, bei der nur die Router-Prozesse von MetaMPICH beteiligt wa¨ren,
durchaus prinzipiell denkbar ist, und dass daru¨ber hinaus auch der Einsatz der in Ka-
pitel 6.3.1 auf Seite 144 erwa¨hnten Tunnel-Objekte zur Weiterleitung von Nachrich-
ten eine mo¨gliche Option zur Umsetzung des Router-Konzeptes auf Basis einer ISI-
Sitzung innerhalb von MetaMPICH darstellt.
Ein neues Channel-Device
Wie auch schon in Kapitel 5.2.2 auf Seite 107 beschrieben beruht die Weiterleitung
von Nachrichten zwischen den Metahosts im Falle einer Kopplung u¨ber die All-to-
All-Variante bei MetaMPICH auf einem sogenannten sekunda¨ren Device, das durch
ein spezielles Channel-Device verko¨rpert wird, das alle beteiligten Prozesse einer Sit-
zung in Bezug auf die Kommunikation abdecken ko¨nnen muss. Somit wurde als ers-
ter Integrationsschritt auch ein weiteres Channel-Device mit dem Namen ch isi fu¨r
MetaMPICH beziehungsweise MP-MPICH entwickelt, das sich zur Sitzungsinitiali-
sierung und zur anschließenden Kommunikation auf die ISI-Bibliothek und die un-
terliegenden USI-Module stu¨tzt. Dieses neue Channel-Device konnte aufgrund der
in Kapitel 6.1.1 vorgestellten Semantik der ISI-Schnittstelle extrem schlank gehal-
ten werden. So besteht zum Beispiel die u¨ber die Channel-Schnittstelle aufgerufene
Funktion zur Device- und damit zur Sitzungsinitialisierung im Wesentlichen nur aus
einer Kapselung der ISI_Init()-Funktion, und auch das Senden von Nutzdaten
35 Was prinzipiell jedoch durchaus mo¨glich wa¨re.
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mit vorangestelltem Nachrichtenkopf konnte aufgrund der in Kapitel 6.1.2 auf Sei-
te 120 diskutierten Semantik sehr einfach umgesetzt werden. Dabei wurde innerhalb
des ch isi-Devices lediglich das Eager-Protokoll implementiert, was bedeutet, dass
alle Nachrichten unabha¨ngig ihrer Gro¨ße u¨ber denselben Aufruf der ISI_Send()-
Funktion verschickt werden. Der Grund dafu¨r ist, dass zum einen der Einsatz eines
Rendezvous-Protokolls wegen der in Kapitel 4.3.2 auf Seite 66 dargelegten ¨Uberle-
gungen in Metacomputing-Systemen in der Regel nicht praktikabel ist. Zum anderen
ist eine besondere Behandlung von kleinen Nachrichten durch ein Short-Protokoll in
Bezug auf ihre Einbettung innerhalb des jeweils vorangestellten Nachrichtenkopfes
aufgrund der Mo¨glichkeit der ISI-Schnittstelle zum Versenden mehrerer Puffer u¨ber
einen einzigen Sendeaufruf nicht mehr notwendig.36 Das Empfangen von Nachrichten
basiert bei dem ch isi-Device hingegen zuna¨chst auf der ISI_Probe()-Funktion,
mit der auf das Vorhandensein neuer Nachrichtenko¨pfe (oder genauer von MPICH-
Packets) regelma¨ßig innerhalb der in Kapitel 4.3.2 auf Seite 68 vorgestellten Funktion
check_device() getestet wird. Immer wenn ein solcher neuer (Minimal-)Kopf
vorliegt, ko¨nnen aus diesem sein Typ (und somit seine tatsa¨chliche La¨nge) sowie die
La¨nge der eventuell folgenden Nutzdaten ausgelesen werden, um dann anschließend
u¨ber einen entsprechenden Aufruf von ISI_Recv() den Empfang der gesamten
Nachricht zu initiieren.
An dieser Stelle sei angemerkt, dass der MPI-Standard auch sogenannte zusammen-
gesetzte Datentypen unterstu¨tzt, auf die aber aus Platzmangel in Kapitel 4.2 nicht
eingegangen werden konnte. Solche Datentypen bestehen dabei nicht nur aus einem,
sondern aus mehreren, oftmals nicht zusammenha¨ngenden Puffern beziehungsweise
Speicherbereichen. Ein Beispiel hierfu¨r sind Datentypen, die sich mit dem Befehl
MPI_Type_vector() erzeugen lassen, u¨ber die sich Spaltenvektoren innerhalb
einer Matrix37 adressieren lassen. Auf Applikationsebene lassen sich dann bei Ver-
wendung dieses Datentyps solche Spaltenvektoren jeweils mit einem einzigen Auf-
ruf von MPI_Send() verschicken, obwohl ihre Vektorelemente im Speicher u¨ber
das Matrixfeld mit einem festen Abstand verteilt abgelegt sind. Bei der Implemen-
tierung eines Channel-Devices fu¨r MPICH besteht nun die Option, diese Semantik
der zusammengesetzten Datentypen ebenfalls zu unterstu¨tzen, wobei dann bei einem
Sende- oder Empfangsaufruf eine Beschreibung des jeweiligen Datentyps mit u¨ber die
Channel-Schnittstelle u¨bergeben wird. Verzichtet ein Channel-Device jedoch auf eine
solche eigene Unterstu¨tzung, so werden die zusammengesetzten Datentypen schon in
der Schicht des generischen ADI2-Devices derart aufgelo¨st, dass fu¨r jeden einzelnen
Pufferbereich ein eigener Sende- oder Empfangsaufruf an die Channel-Schnittstelle
weitergeleitet wird. Da sowohl die ISI- als auch die USI-Schnittstelle ebenfalls die
¨Ubergabe mehrerer Puffer innerhalb eines Kommunikationsaufrufs ermo¨glichen, wur-
de diese optionale Unterstu¨tzung fu¨r zusammengesetzte Datentypen auch innerhalb
des ch isi-Device realisiert. Ob dies schließlich auch zu einer Leistungsverbes-
serung fu¨hrt, ha¨ngt aber letztendlich von der Implementierung des jeweiligen USI-
Moduls ab, u¨ber das kommuniziert wird: Nur wenn dies in der Lage ist, die multiplen
36 Ein solches Zusammenfu¨gen von mehreren (kleinen) Puffern zu einem einzigen Aufruf des Trans-
portprotokolls ist dann Aufgabe eines entsprechend optimierten USI-Moduls.
37 Sprich: innerhalb eines zweidimensionalen Arrays.
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Puffer (oder genauer die Zeiger auf diese) auch in einem Satz an die Transportschicht
weiterzureichen, ist mit einem Leistungsvorteil zu rechnen.38
Interaktion mit der Laufzeitumgebung
Eine MPI-Sitzung basierend auf dem ch isi-Device kann wie bei jedem anderen
MPICH-Device mit einem Kommandozeileninterpreter u¨ber den Befehl mpirun in-
itiiert werden, der dann dafu¨r sorgt, dass auf allen beteiligten Knoten des Systems
die parallelen Prozesse gestartet werden. Es stellt sich nun jedoch die Frage, wie
zur Initialisierung des ch isi-Devices die beno¨tigten ISI-Doma¨nenkonfigurationen
in die ISI-Schicht gelangen. Dazu muss das mpirun-Skript zuna¨chst ermitteln, auf
welchen Knoten des Systems u¨berhaupt Prozesse fu¨r die jeweilige Sitzung zu star-
ten sind. Diese ko¨nnen dazu bei MP-MPICH u¨blicherweise entweder explizit u¨ber
den
”
-nodes“ Parameter beim mpirun-Befehl mit angegeben werden, oder aber
sie werden aus einer speziellen Datei gelesen, die ebenfalls vom Benutzer oder aber
auch zum Beispiel von einem Batch-System oder Job-Scheduler vorgegeben werden
muss. Um spa¨ter eine geeignete Doma¨nenkonfiguration erstellen zu ko¨nnen, mu¨ssen
anschließend in einem Device-abha¨ngigen Teil des mpirun-Skriptes zu jedem Kno-
ten die entsprechenden Netzwerkadressen und die zu benutzenden USI-Module er-
mittelt werden. Auch wenn es fu¨r die Ermittlung von Netzwerkadressen automati-
sierte Standardwerkzeuge (wie zum Beispiel den Befehl nslookup) gibt, geht das
ch isi-Device hier einen anderen Weg, der den hierarchischen Stufen eines Systems
besser gerecht werden kann: Alle Knoten eines Metacomputers werden dazu in ei-
ner sogenannten globalen Systemkonfigurationsdatei zusammengefasst, gruppiert und
gemeinsam mit ihren Verbindungsnetzwerken entsprechend beschrieben. Dieser Da-
tensatz, der ebenfalls in XML codiert wird, dient dabei als statische Systembeschrei-
bung, die zum Beispiel von einem Administrator vorgegeben und in der Regel nur
selten gea¨ndert wird. Ein Beispiel fu¨r eine solche Systembeschreibung findet sich
hier in Abbildung 6.22 wieder, in der zwei Cluster mit ihren lokalen (und privaten)
Netzwerken sowie einem global koppelnden Netz beschrieben werden. Ein speziel-
ler Parser, der in die Laufzeitumgebung von MP-MPICH integriert wurde, ist nun in
der Lage, aus dieser Datei fu¨r einen u¨bergebenen Knotennamen die jeweilige loka-
le und/oder globale Netzwerkadresse zu extrahieren, so dass vom Device-abha¨ngigen
Teil des mpirun-Skriptes eine entsprechende ISI-Doma¨nenkonfiguration mit der Be-
schreibung der beno¨tigten Acceptor- und AutoConnect-Objekte erstellt werden kann.
Die Konfiguration wird dazu in eine tempora¨re Datei geschrieben, die nach dem Start
von allen parallelen Prozessen der MPI- oder genauer der ISI-Sitzung gelesen wird
(retrieve_method="ReadLocalFile"), so dass anschließend alle beno¨tigten
Verbindungen zwischen den Prozessen entsprechend dieser Konfiguration eingerich-
tet werden ko¨nnen. Das Skript versucht dabei zwischen Paaren von Prozessen immer
die optimale39 Verbindung als Standard zu konfigurieren – nur wenn sich die Prozes-
se beziehungsweise die Knoten nicht innerhalb eines Clusters befinden, werden die
entsprechenden Adressen des globalen Netzwerkes verwendet. Ist dies hingegen nicht
38 Dies ist zum Beispiel beim TCP-Modul der Fall, das den Systemaufruf writev() anstelle von
send() zum Verschicken von Daten verwendet.
39 Sprich: die lokale.
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erwu¨nscht, so kann vom Benutzer u¨ber die Startoption
”
-global“ erzwungen wer-
den, dass ausschließlich u¨ber das global koppelnde Netz zwischen den Knoten kom-
muniziert wird. Auf der anderen Seite ist es aber ebenso mo¨glich, u¨ber die Option
”
-cluster <name>“ nur einen einzelnen Cluster als Zielsystem fu¨r die Sitzung
auszuwa¨hlen, wobei dann auch nur die entsprechenden Cluster-internen Adressen fu¨r
die ISI-Konfiguration herangezogen werden.
<sysconfig>
<network name="WAN:TCP">
<type>global</type>
<module>TCP</module>
</network>
<cluster name="foo">
<network name="FOO:TCP">
<type>local</type>
<module>TCP</module>
</network>
<node name="foo1">
<interface name="WAN:TCP">
<address>111.111.0.1</address>
</interface>
<interface name="FOO:TCP">
<address>192.168.0.1</address>
</interface>
</node>
. . .
</cluster>
<cluster name="bar">
<network name="BAR:TCP">
<type>local</type>
<module>TCP</module>
</network>
<node name="bar1">
<interface name="WAN:TCP">
<address>122.122.0.1</address>
<quality name="bandwidth">
100.0
</quality>
</interface>
<interface name="BAR:TCP">
<address>192.168.0.1</address>
<quality name="latency">
50.0
</quality>
</interface>
</node>
. . .
</cluster>
</sysconfig>
Abbildung 6.22: Systembeschreibung eines Metacomputers fu¨r das ch isi-Device
Fallback- und Quality-of-Service-Mechanismen Was bisher in dieser Arbeit
nicht genauer erwa¨hnt wurde, ist, dass bei der Konfiguration eines Conveyors oder
eines AutoConnect-Objektes auch gleichzeitig mehrere Adressen (und/oder entspre-
chend mehrere USI-Module) in Form einer Tabelle angegeben werden ko¨nnen. Kann
dabei u¨ber die erste dort aufgefu¨hrte Adresse innerhalb einer vorgegebenen Zeitspanne
(→ connector timeout, Kapitel 6.2.3 auf Seite 136) keine Verbindung mit dem
Partnerprozess aufgebaut werden, so werden im Folgenden alle weiter aufgefu¨hrten
Adressen zyklisch durchprobiert, bis schließlich eine Verbindung erfolgreich herge-
stellt werden kann. Diese Form eines Ru¨ckgriffmechanismus (→ Kapitel 5.1.1 auf
Seite 74) innerhalb der ISI-Schicht la¨sst sich auch beim ch isi-Device nutzen, in-
dem die Startoption
”
-fallback“ beim mpirun-Befehl als Parameter mit angege-
ben wird. Das entsprechende Skript tra¨gt daraufhin dann nicht nur eine, und zwar die
vermeintlich optimale Adresse in die ISI-Konfiguration ein, sondern gleich alle Adres-
sen, die in der Systemkonfigurationsdatei einem Knoten zugeordnet wurden. Ein an-
derer, aber a¨hnlicher Mechanismus beruht auf dem QualityCheck-Supervisor, der zum
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Beispiel mit Hilfe von Ping-Pong-Surveyor-Objekten aktuelle Latenz und/oder Band-
breite einer mo¨glichen Verbindung ermitteln kann. Ist bei einem AutoConnect-Objekt
das entsprechende Property
”
quality check = enabled“ gesetzt, so werden
vor der Erzeugung eines neuen Conveyor-Paares alle angegebenen und somit mo¨gli-
chen Adressen u¨ber kurze Ping-Pong-Messungen auf ihre Qualita¨t hin u¨berpru¨ft, um so
schließlich die beste Verbindung fu¨r die Nutzdatenu¨bertragung automatisch auswa¨hlen
zu ko¨nnen. Da dieses
”
Durchtesten“ aller mo¨glichen Adress- und Protokollvarianten
natu¨rlich einen zusa¨tzlichen Aufwand bedeutet, und zudem die beste Verbindungs-
variante in der Regel offensichtlich ist, la¨sst sich ein solcher QualityCheck auch mit
einer entsprechenden Vorgabe verbinden: Nur wenn auf der vermeintlich besten Ver-
bindungsvariante diese Vorgabe (zum Beispiel eine Latenz- oder Bandbreitengrenze)
nicht eingehalten wird, werden die alternativen Verbindungen dahingehend u¨berpru¨ft,
ob sie u¨ber eine entsprechend bessere Qualita¨t verfu¨gen. Dieser Mechanismus la¨sst
sich durch die Integration der ISI-Schicht in MP-MPICH nun auch auf MPI-Ebene nut-
zen: Wa¨hlt der Benutzer beim Prozessstart u¨ber mpirun die Option
”
-qos“, so wer-
den in der resultierenden Doma¨nenkonfiguration der ISI-Sitzung die Objekte entspre-
chend so vorkonfiguriert, dass diese zuna¨chst die angegebenen
”
Qualita¨tsmerkmale“
u¨berpru¨fen, bevor die eigentlichen Nutzdatenverbindungen eingerichtet werden. Die
gewu¨nschten Qualita¨tsmerkmale oder vielmehr ihre einzuhaltenden Grenzen mu¨ssen
dazu einfach zusa¨tzlich innerhalb der Systemkonfigurationsdatei beschrieben werden,
wie es auch schon in Abbildung 6.22 beispielhaft fu¨r den Knoten des Clusters BAR
wiedergegeben ist.
Einbindung in Metakonfigurationen
Obwohl sich alleine durch die gerade beschriebene Integration der ISI-Bibliothek in
Form eines weiteren Channel-Devices in MP-MPICH beziehungsweise MetaMPICH
die unterschiedlichen Netzwerke eines Metacomputers bereits in einer transparenten
Weise zu einem gewissen Grad ausnutzen lassen, ko¨nnen sich mit einer expliziten
Beru¨cksichtigung der Netzwerkhierarchien durch eine entsprechende Metakonfigu-
ration die Parameter einer Sitzung weitaus flexibler auf die Eigenschaften des je-
weiligen Systems angepasst werden. Aus diesem Grund la¨sst sich ch isi auch in-
nerhalb eines entsprechenden Metakonfigurationsdatensatzes (→ Abbildung 5.18 auf
Seite 105) sowohl fu¨r die Metahost-interne Kommunikation, zum Beispiel u¨ber ein
privates Gigabit-Ethernet oder auch u¨ber IPoIB (→ Kapitel 2.3.2 auf Seite 28), als
auch zur globalen Kopplung als Device spezifizieren. Dabei ist ch isi (wie auch
schon das USOCK-Device) instanziierbar, so dass es gleichzeitig sowohl als nati-
ves als auch als sekunda¨res Device innerhalb einer Metakonfiguration genutzt wer-
den kann. Dabei kommt dem Device zugute, dass die ISI-Bibliothek, wie in Kapitel
6.2.1 beschrieben, die gleichzeitige Verwaltung mehrerer Sitzungsinstanzen erlaubt.
So wird die Doma¨nenkonfiguration fu¨r eventuelle Metahost-interne ISI-Sitzungen bei
MetaMPICH wie bereits erla¨utert u¨ber den Device-abha¨ngigen Teil des mpirun-
Skriptes erzeugt, wa¨hrend die Konfigurationen fu¨r die globale Kopplung (und somit
fu¨r ein sekunda¨res Device) innerhalb der MPI-Prozesse selber erzeugt und an die ISI-
Schicht weitergegeben werden (retrieve_method="GetFromParams"). Da-
bei werden auch eventuelle Optionen und Parameter, die vom Benutzer innerhalb der
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Metakonfiguration in Bezug auf das ch isi-Device angegeben werden ko¨nnen, ent-
sprechend beru¨cksichtigt und in der ISI-Doma¨nenkonfiguration umgesetzt. Auf der
anderen Seite entfa¨llt fu¨r den Benutzter bei der Verwendung von ch isi als koppeln-
des Device die genaue Spezifizierung der Teilsysteme beziehungsweise ihrer globalen
und/oder lokalen Adressen, da diese Informationen automatisch der bereits erwa¨hnten
statischen Systembeschreibung entnommen werden ko¨nnen (→ Abbildung 6.22).
6.5 Fazit
Auch wenn die Entwicklung der dienstintegrierten Sitzungsschicht ISI durch Unzula¨ng-
lichkeiten von MetaMPICH motiviert war, so ist doch eine eigensta¨ndige und viel-
seitige Kommunikationsbibliothek entstanden, deren Einsatzpotential durch ihre Inte-
gration in MetaMPICH bei Weitem noch nicht ausgescho¨pft ist. Die Mo¨glichkeit in-
nerhalb einer Sitzung verschiedene Transportprotokolle gleichzeitig zu benutzen und
die Fa¨higkeit einer Interaktion und Rekonfiguration zur Laufzeit sind Eigenschaften,
die so nach Kenntnisstand des Autors von keiner anderen Metacomputing-bezogenen
Kommunikationsbibliothek geboten werden. Durch das stark modulare Design ist die
Bibliothek daru¨ber hinaus leicht erweiterbar, so dass man sich in Zukunft auch die
Implementierung weiterer integrierter Dienste insbesondere zur Interaktion mit Grid-
Middleware wie zum Beispiel UNICORE vorstellen kann. Auch ist, wie in Kapitel
6.1.3 schon angedeutet, die Unterstu¨tzung weiterer Transportprotokolle und weiterer
Socket APIs in Form von neuen USI-Modulen in Planung. Schon jetzt kann Meta-
MPICH aufgrund des neuen ch isi-Devices zur Cluster-Kopplung neben dem u¨bli-
chen TCP-Protokoll auch alternative Transportprotokolle wie UDT oder SCTP nut-
zen, aber auch die gleichzeitige Ansteuerung von speziellen Verbindungsnetzwerken
zu Cluster-internen Kommunikation u¨ber Sockets (wie zum Beispiel u¨ber IPoIB/Infini-
Band oder u¨ber die Dolphin SuperSockets/SCI) la¨sst sich mit Hilfe der ISI-Bibliothek
einfach umsetzen. Dabei la¨sst sich aufgrund der Multiprotokollfa¨higkeit, einer all-
gemeinen XML-basierten Systembeschreibung und der Mo¨glichkeit zur selbstta¨tigen
¨Uberwachung von Quality-of-Service-Parametern auch eine transparente Nutzung ei-
nes Metacomputers realisieren, bei der die tatsa¨chlichen Strukturen des Systems vor
dem Anwender verborgen werden, ihm aber trotzdem stets die leistungsfa¨higsten Kom-
munikationsbeziehungen automatisch zur Verfu¨gung gestellt werden. Auch wenn eine
solche transparente Nutzung eines Metacomputers auf den ersten Blick fu¨r einen Be-
nutzer als sehr einfach und angenehm erscheinen mag, ist auf der anderen Seite eine
explizite Beru¨cksichtigung der heterogenen und/oder hierarchischen Strukturen des
Systems in der Regel unerla¨sslich, wenn es darum geht, die erzielbare Leistung und
Effizienz des Metacomputers zur maximieren. Im folgenden Kapitel 7 soll daher auch
gerade dieser Aspekt der Optimierungsmo¨glichkeiten von Anwendungen in Bezug auf
Metacomputer noch genauer diskutiert werden.
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Nachdem in den vorherigen Kapiteln schon diverse interne Implementierungsaspekte
einer Metacomputing-fa¨higen MPI-Bibliothek diskutiert wurden, soll in diesem Ka-
pitel nun abschließend auch die Anwendungsebene noch etwas genauer beleuchtet
werden. Dabei stellt sich insbesondere die Frage, welche Mittel und Mo¨glichkeiten
die Kommunikationsbibliothek dem Anwendungsprogrammierer zur Verfu¨gung stel-
len kann, damit dieser den jeweiligen parallelen Algorithmus mo¨glichst optimal an die
heterogenen Strukturen des Systems anpassen kann.
7.1 Eine synthetische Applikation
Parallele Applikationen, und insbesondere solche, die mit Hilfe von MPI parallelisiert
wurden, gibt es zuhauf, so dass die beispielhafte Betrachtung einer Anwendung den
diversen Aspekten einer effizienten Parallelverarbeitung eigentlich nicht gerecht wer-
den kann. Trotzdem soll aus Platzgru¨nden in dieser Arbeit nur ein simplifiziertes nu-
merisches Problem, das als Grundlage vieler praxisrelevanter Algorithmen betrachtet
werden kann, als Aufha¨nger fu¨r sie Leistungsanalyse und das Optimierungspotential
von Applikationen auf Metacomputing-Systemen dienen – die Lo¨sung der zweidimen-
sionalen Laplace-Gleichung:
∂2Φ
∂x2
+
∂2Φ
∂y2
= △ Φ = 0
Diese Gleichung, die man auch als
”
Prototyp“ fu¨r elliptische partielle Differential-
gleichungen auf zweidimensionalen Gebieten Ω ⊂ R2 bezeichnen ko¨nnte, beschreibt
dabei zum Beispiel die stationa¨re Temperaturverteilung in einer Platte, oder auch die
elektrostatische Ladungsverteilung in einem zweidimensionalen Gebiet. Die diskreti-
sierte Betrachtung dieses Problems liefert u¨ber die Anwendung des zweiten zentralen
Differenzenquotienten in beide Raumrichtungen schließlich ein lineares Gleichungs-
system, das fu¨r jeden betrachteten Raumpunkt einen skalaren Wert Φ(xi, yj) als Un-
bekannte beinhaltet:
Φ(xi, yj) =
(dx)2(dy)2
(dx)2 + (dy)2
(
Φ(xi−1, yj) + Φ(xi+1, yj)
2(dx)2
+
Φ(xi, yj−1) + Φ(xi, yj+1)
2(dy)2
)
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Wobei dx und dy die Absta¨nde der Diskretisierungspunkte in beide Raumrichtungen
beschreiben. Man erkennt, dass bei dieser Betrachtung jeder Wert Φ(xi, yj) eines dis-
kreten Punktes offensichtlich nur von den Werten auf den vier direkten Nachbarpunk-
ten (xi−1, yj), (xi+1, yj), (xi, yj−1), (xi, yj+1) abha¨ngt, so dass das lineare Gleichungs-
system offensichtlich du¨nn besetzt ist:
A · Φ = ~b
A =


A˜ −I 0 0
−I A˜ −I 0 · · ·
0 −I A˜ −I
0 0 −I A˜
· · · . . .


︸ ︷︷ ︸
n


n mit A˜ =


4 −1 0 0
−1 4 −1 0 · · ·
0 −1 4 −1
0 0 −1 4
· · · . . .


︸ ︷︷ ︸
m


m
Die Matrix A ist somit eine (nm×nm) Matrix, die aus n∗n Untermatrizen besteht, die
wiederum (m×m) Matrizen des Typs A˜,−I oder 0 sind. Die Werte n und m beschrei-
ben dabei die Anzahl an Diskretisierungspunkten in x- und in y-Richtung, wodurch
das betrachtete diskretisierte Gebiet offensichtlich begrenzt wird. Diese Begrenzung
wird wiederum durch die Randbedingungen bestimmt, die in der Regel zusammen mit
der Laplace-Gleichung in Form eines Randwertproblems vorgegeben werden. Dabei
unterscheidet man:
• Dirichlet-Randbedingungen: bezeichnet die Forderung, dass Φ(x, y) auf dem
Rand ∂Ω vorgegebene Funktionswerte annehmen muss
• Neumann-Randbedingungen: hier werden nicht die Funktionswerte, sondern For-
derungen an die Ableitungen von Φ(x, y) in Normalenrichtung des Randes ∂Ω
vorgegeben
7.1.1 Iterative Gleichungslo¨ser
Es stellt sich nun die Frage, wie dieses Gleichungssystem algorithmisch von einem
Rechner gelo¨st werden soll, wobei sich hierzu insbesondere iterative Gleichungslo¨ser
anbieten. Solche Gleichungslo¨ser berechnen ausgehend von einem Startvektor rekur-
siv eine Na¨herung fu¨r den gesuchten Lo¨sungsvektor ~x, die der Gleichung A~x = ~b
mo¨glichst genau genu¨gen soll. Ihr Einsatz lohnt sich dabei insbesondere auf großen,
du¨nn besetzten1 Matrizen, wie sie bei der Diskretisierung von partiellen Differenti-
algleichungen entstehen. Weil sie so bei der Simulation von vielen physikalischen
Vorga¨ngen eingesetzt werden ko¨nnen, sind diese Verfahren weit entwickelt und im
Bereich des parallelen wissenschaftlichen Rechnens auch weit verbreitet. Ihr Vorteil
gegenu¨ber den direkten Verfahren (z.B. Gauß-Elimination oder LU-Zerlegung) besteht
unter anderem darin, dass hier die Matrix A im Allgemeinen nicht vera¨ndert werden
1
”
Du¨nn besetzt“ bedeutet, dass die Anzahl der von null verschiedenen Elemente der Matrix etwa in
der Gro¨ßenordnung der Anzahl der Unbekannten liegt.
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muss und somit auch du¨nn besetzt bleibt. Wa¨hrend ein direktes Verfahren (zumindest
theoretisch) immer nach einer endlichen Anzahl an Berechnungsschritten ein exaktes
Ergebnis liefert, ist bei den iterativen Verfahren a priori nicht genau bekannt, nach
wie vielen Iterationsschritten das gewu¨nschte Residuum2 unterschritten wird. Zudem
ist das Ergebnis immer nur eine Na¨herung an die exakte Lo¨sung. Jedoch sind auch
die direkten Verfahren, insbesondere bei schlecht konditionierten Problemstellungen,
bedingt durch Rundungsfehler, nie exakt.
Die Fixpunktiteration
Grundlage iterativer Gleichungslo¨ser ist die Fixpunktiteration, die wiederum auf dem
Banach’schen Fixpunktsatz beruht. Dabei nennt man x∗ einen Fixpunkt der Funktion
ϕ(x), wenn gilt:
ϕ(x∗) = x∗
Eine Lo¨sung dieser Fixpunktgleichung kann dann nach dem Banach’schen Fixpunkt-
satz iterativ gema¨ß
xk+1 = ϕ(xk), x0 ∈ U
bestimmt werden, wenn ϕ(x) in einer Umgebung U von x∗ kontraktiv ist. Dies ist
genau dann gegeben, wenn es ein L (0 < L < 1) gibt, so dass fu¨r alle x, y ∈ U gilt:
|ϕ(x)− ϕ(y)| < L |x− y|
Zur Lo¨sung des Problems A~x = ~b bedient man sich nun der Fixpunktgleichung
~x = ~x+ C(~b− A~x) = ϕ(~x),
wobei C eine noch weiter zu bestimmende Matrix ist. Man erkennt, dass ~x hier genau
dann ein Fixpunkt(-vektor) von ϕ(~x) ist, wenn ~x auch A~x = ~b erfu¨llt.
Es la¨sst sich zeigen [157], dass die nun folgende Fixpunktiteration
~xk+1 = ϕ(~xk) = ~xk + C(~b− A~xk) = (I − CA)~xk + C~b
fu¨r jeden beliebigen Startwert ~x0 dann konvergiert, und somit auch die Lo¨sung fu¨r
A~x = ~b liefert, wenn gilt:
‖ I − CA ‖ < 1
I ist die Einheitsmatrix und ‖ . ‖ eine beliebige Vektornorm.
Die Konvergenzgeschwindigkeit ha¨ngt dabei offensichtlich von der Wahl der Matrix
C ab, wobei fu¨r eine schnelle Konvergenz
”
ungefa¨hr“ C ≃ A−1 gelten sollte.
Das Jacobi-Verfahren
Bei dem Jacobi-Verfahren, das auch Gesamtschrittverfahren oder Jacobi-Relaxations-
verfahren genannt wird, wird fu¨r die Matrix C die Wahl
C = D−1, D = diag(a11, a22, ..., ann)
getroffen, wobei D gerade die Diagonalmatrix in A = D + L+ U darstellt.
2 Das Residuum ist ein Maß fu¨r die Abweichung vom exakten Wert: Res = ‖ A~xk −~b ‖ .
157
7 Eine Betrachtung der Anwendungsebene
L = strenge linke untere Dreiecksmatrix
U = strenge rechte obere Dreiecksmatrix
Fu¨r die Iterationsvorschrift gilt nun:
~xk+1 = (I −D−1A)~xk +D−1~b = −D−1(L+ U)~xk +D−1~b
Oder in Komponentenschreibweise:


x1(k + 1)
x2(k + 1)
.
.
.
xN (k + 1)

 =


1
a11
0 · · · 0
0 1
a22
· · · 0
.
.
.
.
.
.
.
.
.
.
.
.
0 0 · · · 1
aNN


∗




b1
b2
.
.
.
bN

−


0 a12 · · · a1n
a21 0 · · · a2n
.
.
.
.
.
.
.
.
.
.
.
.
aN1 aN2 · · · 0

 ∗


x1(k)
x2(k)
.
.
.
xN (k)




Fu¨r eine einzelne Komponente xi folgt dann:
xi(k + 1) =
1
aii
(
bi −
N∑
j 6=i
aij xi(k)
)
Offensichtlich lassen sich hier die Komponenten xi(k + 1) unabha¨ngig voneinander
aus ~xk berechnen, so dass hier eine einfache Parallelisierung mo¨glich ist [205, 239].
Eine Erweiterung des Jacobi-Verfahrens stellt das Jacobi-Over-Relaxation- oder JOR-
Verfahren dar. Bei diesem Verfahren setzt sich der neu berechnete Vektor ~xk+1 aus
dem gewichteten Vektor ~x und einem Anteil zusammen, der wie bei dem einfachen
Jacobi-Verfahren berechnet und dann ebenfalls gewichtet wird:
xi(k + 1) = (1− γ) xi(k) + γ
aii
(
bi −
N∑
j 6=i
aij xi(k)
)
Eine geschickte Wahl des Relaxationsfaktors γ kann dann je nach Problemstellung zu
einem besseren Konvergenzverhalten fu¨hren.
• 0 < γ < 1 liefert eine geda¨mpfte Iteration
• γ = 1 entspricht der normalen Jacobi-Iteration
• und bei 1 < γ < 2 spricht man von einer ¨Uberrelaxation
Trotzdem muss nochmals betont werden, dass auch dieses Verfahren bei weitem nicht
fu¨r alle linearen Gleichungssysteme konvergiert, so dass man bei einem gegebenen
System prinzipiell zuna¨chst eine Konvergenzuntersuchung durchfu¨hren muss. Dabei
kann man wieder mit Hilfe des Banach’schen Fixpunktsatzes zeigen, dass das Ver-
fahren immer dann konvergiert, wenn der Spektralradius der Iterationsmatrix γ · (I −
D−1A) kleiner als eins ist, was insbesondere bei streng diagonaldominanten Glei-
chungssystemen gegeben ist. Unabha¨ngig von der Wahl des Relaxationsfaktors la¨sst
sich dabei fu¨r große diagonaldominante Gleichungssysteme grob abscha¨tzen, dass das
Verfahren etwa log(N) Iterationsschritte beno¨tigt, bis eine erste
”
gute“ Na¨herung er-
reicht ist, was somit einem Rechenaufwand von
O(Tcomp(N)) = N · log(N)
entspricht [147, 239].
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Das Gauß-Seidel-Verfahren
Bei dem Gauß-Seidel-Verfahren, das auch Einzelschrittverfahren genannt wird, wird
fu¨r die Matrix C folgender Ansatz gewa¨hlt:
C = (D + L)−1
Fu¨r die Iterationen folgt dann:
~xk+1 = (I − (D + L)−1A)~xk + (D + L)−1~b
Und durch die Multiplikation mit (D + L) folgt:
(D + L)~xk+1 = ((D + L)− A)~xk +~b = −U~xk +~b
Diese Gleichung lautet in Komponentenschreibweise:


a11 0 · · · 0
a21 a22 · · · 0
.
.
.
.
.
.
.
.
.
.
.
.
aN1 aN2 · · · aNN

 ∗


x1(k + 1)
x2(k + 1)
.
.
.
xN (k + 1)

 = −


0 a12 · · · a1N
0 0 · · · a2N
.
.
.
.
.
.
.
.
.
.
.
.
0 0 · · · 0

 ∗


x1(k)
x2(k)
.
.
.
xN (k)

+


b1
b2
.
.
.
bN


Fu¨r eine einzelne Komponente xi folgt die Summenform:
N∑
j<i
aij xj(k + 1) + aii xi(k + 1) = −
N∑
j>i
aij xj(k) + bi
und nach Auflo¨sen nach xi:
xi(k + 1) =
1
aii
(
bi −
N∑
j<i
aij xj(k + 1) −
N∑
j>i
aij xj(k)
)
Man erkennt, dass hier zur Berechnung einer Komponente xi(k + 1) auch die be-
reits berechneten Komponenten xj(k + 1), j < i des gleichen Iterationsschritts mit
einfließen. Durch diese Abha¨ngigkeit ist hier eine Parallelisierung, die nach jedem Ite-
rationsschritt die gleiche Na¨herung wie die serielle Lo¨sung liefert, nicht mehr ganz
so einfach mo¨glich. Jedoch bietet das Gauß-Seidel-Verfahren oft (aber nicht immer)
ein deutlich besseres Konvergenzverhalten als das Jacobi-Verfahren, da hier bei der
Berechnung schon die
”
neuesten“ Ergebnisse fu¨r die Komponenten mit beru¨cksichtigt
werden. Im Prinzip gibt es mehrere mo¨gliche Varianten dieses Verfahrens, die sich
alle nur darin unterscheiden, in welcher Reihenfolge die Komponenten von ~x(k + 1)
berechnet werden. Die Konvergenzgeschwindigkeit ha¨ngt dabei von der Wahl der Va-
riante ab, wobei allerdings a priori nur schwer vorhersagbar ist, welche am schnellsten
konvergieren wird.
Auch zu diesem Verfahren gibt es wieder eine Abwandlung, bei der das Konvergenz-
verhalten mit Hilfe eines Relaxationsfaktors beeinflusst werden kann. Dieses Verfah-
ren nennt man das Successive-Over-Relaxation- oder SOR-Verfahren. Seine Iterations-
vorschrift lautet analog zum JOR:
xi(k + 1) = (1− γ) xi(k) + γ
aii
(
bi −
N∑
j<i
aij xj(k + 1)−
N∑
j>i
aij xj(k)
)
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Zur Herleitung, Erla¨uterung und Analyse weiterer mo¨glicher Lo¨sungsverfahren sei an
dieser Stelle wieder einmal auf die entsprechende Literatur verwiesen [100, 157, 205].
7.1.2 Die algorithmische Umsetzung
In diesem Unterkapitel soll diskutiert werden, wie sich das hergeleitete Gleichungssys-
tem zur Lo¨sung der diskretisierten Laplace-Gleichung mit Hilfe eines der vorgestellten
iterativen Verfahren algorithmisch in einem Parallelrechner lo¨sen la¨sst. Dazu soll je-
doch zuna¨chst die serielle Implementierungsvariante betrachtet werden.
Um die Unbekannten und die Randwerte des diskretisierten zweidimensionalen Ge-
bietes im Speicher eines Rechners verwalten zu ko¨nnen, belegt dieser zuna¨chst einen
(n+ 2)× (m+ 2) großen, zusammenha¨ngenden Speicherbereich. Dieser Speicherbe-
reich kann dabei als direktes Abbild des diskretisierten Gebietes Ω angesehen werden,
in dem die (n · m) Werte der Diskretisierungsstellen sowie die (2n + 2m) vorge-
gebenen Werte des Randwertproblems3 so abgelegt werden, dass man zum Beispiel
u¨ber die Indexadressierung u[i][j] einfach auf den Wert ui,j = Φ(xi, yj) zugrei-
fen kann. Aufgrund der angesetzten Fu¨nfpunkt-Diskretisierung4 fu¨r die Herleitung der
diskretisierten Laplace-Gleichung ha¨ngt auch hier wieder jeder Wert nur von seinen
vier direkten Nachbarn innerhalb dieses Speicherfeldes ab, wie es auch in Abbildung
7.1 dargestellt ist. An dieser Stelle sei angemerkt, dass man zur Erho¨hung der Konver-
genzgeschwindigkeit auch durchaus Diskretisierungsschemata mit ho¨herer Ordnung
anwenden kann, bei denen dann zwischen den Unbekannten entsprechend mehr direk-
te Abha¨ngigkeiten entstehen, was dann aber wiederum auch zur einer Erho¨hung des
Rechenaufwandes pro Iteration fu¨hrt.
Bevor man aber eines der vorgestellten iterativen Relaxationsverfahren zur Lo¨sung der
Laplace-Gleichung algorithmisch anwenden kann, mu¨sste man zuna¨chst (wie bereits
angedeutet) das jeweils gegebene System auf die Konvergenz hin untersuchen. Glu¨ck-
licherweise la¨sst sich sowohl fu¨r das Jacobi- als auch fu¨r das Gauß-Seidel-Verfahren
zeigen, dass diese fu¨r das diskretisierte Laplace’sche Randwertproblem unabha¨ngig
von der Wahl der Rand- und Startwerte in einer endlichen Zahl an Iterationsschrit-
ten eine stabile Lo¨sung liefern. Den Konvergenzbeweis findet man zum Beispiel in
[100, 178].
Wa¨hrend sich das Gauß-Seidel-Verfahren mit den bisherigen Erla¨uterungen nun di-
rekt implementieren la¨sst, ist bei der Umsetzung des Jacobi-Verfahrens jedoch noch
zu beru¨cksichtigen, dass die bereits berechneten Werte u[i][j] erst bei der na¨chs-
ten Iteration wieder miteinfließen du¨rfen, weswegen diese zuna¨chst in einem zweiten
Speicherfeld zwischengespeichert werden mu¨ssen. Der entsprechende Algorithmus
des Jacobi-Verfahrens ist fu¨r dx = dy in Abbildung 7.2 wiedergegeben, wohingegen
eine algorithmische Umsetzung des Gauß-Seidel-Verfahrens sich einfach durch eine
Gleichsetzung von u und v in Abbildung 7.2 erzielen la¨sst. Durch die Trennung der
Felder ist das Jacobi-Verfahren immun gegen eine Vertauschung von i- und j-Schleife,
3 Hier wird von Dirichlet-Randbedingungen ausgegangen, bei denen die Randwerte Konstanten sind.
4 Auf Englisch: Five-point stencil.
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i−1,j
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i,j−1
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Abbildung 7.1: Diskretisierung eines zweidimensionalen Gebietes Ω zur algorithmi-
schen Lo¨sung der Laplace-Gleichung durch einen Rechner
while(...)
{
for( int i = 1; i < n + 1; i++ )
for( int j = 1; j < m + 1; j++ )
v[i][j] = 0.25 * ( u[i+1][j] + u[i-1][j]
+ u[i][j+1] + u[i][j-1] );
swap(&u, &v);
}
Abbildung 7.2: Der algorithmische Kern des Jacobi-Verfahrens zur Lo¨sung der diskre-
tisierten zweidimensionalen Laplace-Gleichung
jedoch sollte man aus Leistungsgru¨nden die Bearbeitungsreihenfolge der Werte stets
so wa¨hlen, dass man sich
”
Cache-gu¨nstig“ im Adressraum des Speichers linear auf-
oder abwa¨rts bewegt.
Es stellt sich nun die Frage, wie viele Iterationen innerhalb der while-Schleife in Ab-
bildung 7.2 durchgefu¨hrt werden sollen. Da die Genauigkeit der erzielten Lo¨sung von
der Anzahl an durchgefu¨hrten Iterationen abha¨ngt, ist es sinnvoll, fu¨r diese Genauig-
keit ein Maß einzufu¨hren, so dass der Algorithmus beim Erreichen eines vorgegebenen
Genauigkeitswertes automatisch terminieren kann. Als Maß fu¨r die bereits erzielte Ge-
nauigkeit dient dabei der Fehler, der sich aus der Abweichung des schon berechneten
Lo¨sungsfeldes von der urspru¨nglichen Forderung der diskretisierten Differentialglei-
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chung ergibt:
fi,j =
2ui,j − ui+1,j − ui−1,j
(dx)2
+
2ui,j − ui,j+1 − ui,j−1
(dy)2
Um ein skalares Maß fu¨r die Abweichung des gesamten diskretisierten Gebietes zu
erhalten, normiert man die Abweichungen aller Diskretisierungsstellen oder genauer
aller Unbekannten schließlich zu einem Residuum:
res = ‖ F ‖ mit F =

 f1,1 f1,2 · · ·f2,1 . . .
· · ·


Die Parallelisierung
Ein einfacher Parallelisierungsansatz (auf p gleichartigen Prozessoren) mit homogener
Lastverteilung besteht zuna¨chst darin, das (n ·m) große Diskretisierungsgitter des Ge-
bietes Ω in p gleich große Teilgebiete zu zerlegen. Anschließend wird jedem Prozessor
ein solches Teilgebiet zugewiesen, so dass jeder Prozessor nur noch fu¨r die Berechnung
von (n ·m)/p Unbekannten zusta¨ndig ist. Zur Berechnung beno¨tigen die Prozessoren
jedoch die Werte der Ra¨nder ihrer Teilgebiete, die entweder zum Rand ∂Ω des Gesamt-
gebietes Ω oder zum Teilgebiet eines anderen Prozessors geho¨ren. Um auch auf diese
Werte zugreifen zu ko¨nnen, werden die diskretisierten Teilgebiete der Prozessoren je-
weils von zusa¨tzlichen Transmissionspunkten5 umgeben, die dann die entsprechenden
Randwerte der Teilgebiete repra¨sentieren. Eine solche Zerlegung des Lo¨sungsgebietes
in Teilgebiete ist auch in Abbildung 7.3 beispielhaft einmal fu¨r p = 16 Prozessoren
wiedergegeben.
Nach jedem Iterationsschritt mu¨ssen alle benachbarten Prozessoren die Randwerte
austauschen, damit beim na¨chsten Iterationsschritt die aktuellen Werte an den Teilge-
bieten in den Transmissionspunkten vorliegen. Ein solcher Austausch kann zum Bei-
spiel mit Hilfe von MPI-basierten Sende- und Empfangsfunktionen durchgefu¨hrt wer-
den, wobei die Prozessoren dabei das Muster einer Ping-Ping-Kommunikation vollzie-
hen, das in dieser Arbeit auch schon in Abbildung 4.7 auf Seite 58 wiedergegeben wur-
de. Wie der komplette Austausch aller beno¨tigten Transmissionswerte dann konkret in
Sende- und Empfangsaufrufe umgesetzt werden kann, ha¨ngt dabei von mehreren Fak-
toren ab. Zum einen spielt hier das Speicherlayout eine Rolle, das vorgibt, wie die
Werte des Gleichungssystems im Speicher des jeweiligen Prozessors abgelegt werden.
Zum anderen ha¨ngt es aber auch davon ab, nach welchem Schema das Lo¨sungsgebiet
auf die Prozessoren verteilt wurde.
In Abbildung 7.3 wurde das Gebiet zum Beispiel blockartig durch vertikale und ho-
rizontale Schnitte aufgeteilt, so dass die Gebiete der Prozessoren an maximal vier
Nachbargebiete grenzen. Geht man davon aus, dass in jeder Iteration alle beno¨tigten
Transmissionswerte eines Nachbarn mit einer einzigen Nachricht (und somit in einem
5 Diese werden in der Literatur auch als Ghost Points oder als Halo bezeichnet.
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Transmissionspunkte
m
n
Teilgebiet:
...
Abbildung 7.3: Blockartige Zerteilung des Lo¨sungsgebietes in p = 16 Teilgebiete, die
jeweils von sogenannten Transmissionsra¨ndern umgeben sind
einzigen Kommunikationsvorgang) u¨bertragen werden ko¨nnen, so dauert ein solcher
Austausch:6
tcomm = 4 · tlatency +
(
2 · n√
p
+ 2 · m√
p
)
· 1
B
Wobei fu¨r die Latenz tlatency und die Bandbreite B solche Werte anzusetzen sind, wie
sie bei der Analyse eines Ping-Ping-Kommunikationsschemas gemessen wurden.
Neben dem blockartigen Verteilungsschema sind jedoch auch Aufteilungsmuster denk-
bar. Abbildung 7.4 zeigt zum Beispiel ein Schema, bei dem das Lo¨sungsgebiet nur
durch vertikale Schnitte streifenartig auf die Prozessoren verteilt wird, so dass jeder
Prozessor auch nur maximal zwei Nachbarn besitzt. In diesem Fall kann fu¨r den Aus-
tausch der Transmissionswerte somit
tcomm = 2 ·
(
tlatency +
min(n,m)
B
)
angenommen werden, wobei die Schnittrichtung so gewa¨hlt werden sollte, dass die
Nachrichtengro¨ße mo¨glichst klein bleibt.
Stellt man die ¨Ubertragungszeiten fu¨r beide Verteilungsschemata gegenu¨ber, so folgt,
dass die streifenweise Zerteilung des Lo¨sungsgebietes immer dann vorteilhafter ist,
wenn fu¨r n ≈ m gilt:
tlatency >
(
1− 2√
p
)
· n
B
6 Diese Herleitung gilt hier nur fu¨r den Fall von mehr als acht Prozessoren, da es nur dann mindestens
einen Prozessor gibt, dessen Gebiet auf allen vier Seiten auch an Nachbarn grenzt.
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m
n
Abbildung 7.4: Streifenartiges Verteilungsschema des Lo¨sungsgebietes auf die Pro-
zessoren, so dass diese jeweils nur maximal zwei Nachbarn besitzen
Mit Hinblick auf Metacomputer, bei denen u¨blicherweise hohe Latenzen (aber even-
tuell trotzdem auch hohe Bandbreiten) zwischen den Teilsystemen vorherrschen, ist
somit eine streifenweise Gebietsverteilung gegenu¨ber einem blockartigen Schema in
der Regel vorzuziehen.
Konvergenz und Terminierung im parallelen Fall
Bei der direkten Anwendung des Gauß-Seidel-Verfahrens tritt im parallelen Fall das
Problem auf, dass aufgrund des fehlenden zweiten Speicherfeldes sich die Bearbei-
tungsreihenfolge der Unbekannten gegenu¨ber dem seriellen Fall derart a¨ndert, dass
die Konvergenzgeschwindigkeit (und damit die beno¨tigte Anzahl an Iterationen) so-
wohl von der Prozessoranzahl als auch von der Wahl des Verteilungsschemas abha¨ngig
werden kann. Zwar konvergiert auch ein derart parallelisiertes Gauß-Seidel-Verfahren
(und auch die Abweichungen zum seriellen Fall halten sich in der Regel in Grenzen),
jedoch la¨sst sich auch dieses Verfahren durch eine kleine Modifikation wieder immun
gegenu¨ber Abweichungen zwischen serieller und paralleler Lo¨sung gestalten. Dazu
unterteilt man das diskretisierte Lo¨sungsgebiet abwechselnd in
”
rote“ und in
”
schwar-
ze“ Punkte, wobei man in einem Iterationsschritt zuna¨chst fu¨r alle roten und anschlie-
ßend u¨ber alle schwarzen Diskretisierungspunkte die Werte fu¨r die na¨chste Na¨herung
berechnet. Aufgrund der Fu¨nfpunkt-Diskretisierung fließen somit zur Berechnung der
roten Punkte nur Werte auf schwarzen Punkten ein, und umgekehrt bei der Berechnung
der schwarzen Punkte werden nur Werte auf roten Punkten beno¨tigt. Damit im paral-
lelen Fall die Bearbeitungsreihenfolge (und damit das angena¨herte Endergebnis) exakt
identisch mit dem eines seriellen Algorithmusablaufes bleibt, mu¨ssen innerhalb eines
Iterationsschritts die Transmissionspunkte auch in zwei Phasen zwischen den Prozes-
soren ausgetauscht werden: die roten Transmissionspunkte nach Berechnung aller ro-
ten Werte und die schwarzen Transmissionspunkte entsprechend nach der Berechnung
aller schwarzen Werte.
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Dennoch bleibt auch bei diesem parallelen Algorithmus die Frage noch offen, wie
lange die Prozessoren iterieren sollen. Fu¨r den seriellen Fall wurde schon angedeutet,
dass ein Abbruchkriterium durch das Unterschreiten eines vorgegebenen Residuums
erfu¨llt werden kann. Im parallelen Fall stellt sich nun jedoch die Frage, wie die par-
allel arbeitenden Prozessoren dieses Kriterium gleichzeitig erkennen ko¨nnen, so dass
eine synchrone Terminierung des Algorithmus erfolgen kann. Eine Lo¨sung ist, dass
jeder Prozessor fu¨r sein Teilgebiet zuna¨chst die Fehlerwerte fi,j berechnet und diese
dann zu einem Skalarwert normiert. Anschließend muss dann aus diesen p skalaren
Werten das globale Residuum bestimmt werden, was zum Beispiel relativ einfach mit
der in Kapitel 4.2.3 auf Seite 60 vorgestellten MPI-Funktion MPI_Allreduce()
durchgefu¨hrt werden kann. Jedoch gilt es hierbei zu bedenken, dass das entsprechen-
de Kommunikationsmuster recht zeitaufwendig sein kann, so dass eine ¨Uberpru¨fung
des Abbruchkriteriums nicht unbedingt in jedem Iterationsschritt durchgefu¨hrt werden
sollte. Insbesondere bei Systemen, die eine hohe ¨Ubertragungslatenz aufweisen, sollte
daher ein genu¨gend großes ¨Uberpru¨fungsintervall gewa¨hlt werden, damit der entspre-
chende Mehraufwand nicht die Laufzeit des Algorithmus zu dominieren droht. Die
Tatsache, dass dabei das Abbruchkriterium unter Umsta¨nden schon deutlich vor dem
Erreichen des na¨chsten ¨Uberpru¨fungsintervalls eintreffen kann, sollte zwar bei dieser
Wahl beru¨cksichtigt werden, jedoch schaden
”
zu viele“ durchgefu¨hrte Iterationen auf
der anderen Seite auch nicht der Genauigkeit des Ergebnisses.
7.1.3 Die Abbildung auf Metacomputer
Es stellt sich nun die Frage, wie sich dieser Algorithmus mo¨glichst optimal auf die
Strukturen eines Metacomputers abbilden la¨sst. Wie schon mehrfach ausgefu¨hrt ist
ein Metacomputer ein hierarchisches und oftmals auch heterogenes System, bei dem
zum Beispiel die Anzahl an Prozessoren sowie deren Leistung zwischen den beteilig-
ten Metahosts durchaus variieren ko¨nnen (→ Kapitel 3.1.2). Bei einer transparenten
Nutzung7 eines solchen Systems wird stets der langsamste Prozessor die erzielbare Ge-
samtleistung dominieren, da ohne eine Anpassung der Lastverteilung die anderen Pro-
zessoren auf diesen an den in der Regel unabdingbaren Synchronisationspunkten war-
ten mu¨ssen. Will man die Gesamtleistung des Systems also optimieren, so wird man
auf der einen Seite um die Anwendung eines entsprechenden Lastbalancierungssche-
mas nicht umhinkommen. Auf der anderen Seite sollten bei einem optimierten Algo-
rithmus auch die Kommunikationsstrukturen zwischen den Prozessen derart angepasst
sein, dass sich der Kommunikationsflaschenhals zwischen den Metahosts mo¨glichst
gering auf die Gesamtleistung auswirkt. Beide Aspekte sollen nun hier fu¨r den vor-
gestellten parallelen Algorithmus zur Lo¨sung der diskretisierten Laplace-Gleichung
diskutiert werden.
Lastbalancierung
Zur Diskussion der Lastbalancierung soll hier angenommen werden, dass sich jedem
Metahost des Systems eine Leistungskennzahl P zuordnen la¨sst, die seine parallele
7 Sprich: eine Nutzung ohne Beru¨cksichtigung der heterogenen Strukturen.
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Rechenleistung als eigensta¨ndiges System beschreibt. Diese parallele Rechenleistung
ist dabei das Verha¨ltnis eines gegebenen Rechenaufwandes L zu der zur Lo¨sung durch
den Metahost entsprechend beno¨tigten Zeit t:
P (N, p) =
L(N, p)
t(N, p)
Die parallele Rechenleistung ha¨ngt somit zuna¨chst sowohl von dem betrachteten Al-
gorithmus, der jeweiligen Problemgro¨ße N , der Anzahl an eingesetzten Prozessoren
p des Metahosts sowie deren Leistung, aber auch von der Kommunikationsleistung
des Netzwerkes innerhalb des jeweiligen Metahosts ab. Die Rechen- und Kommuni-
kationsleistung eines einzelnen Prozessors wird bei dieser Betrachtung als eine fixe
Hardware-Eigenschaft angesehen, die jeweils pro Metahost konstant ist. Die Einheit
der Gro¨ße des Rechenaufwandes ist im ¨Ubrigen noch nicht genauer definiert, ko¨nnte
aber zum Beispiel durch die Anzahl an beno¨tigten Fließkommaoperationen beschrie-
ben werden.
In dem hier betrachteten Fall des vorgestellten Algorithmus zur Lo¨sung der Laplace-
Gleichung beno¨tigt man zum Beispiel in jeder Iteration vier Fließkommaoperationen
pro innerer Diskretisierungsstelle beziehungsweise pro Unbekannter. Wa¨hlt man bei
der Parallelisierung eine Algorithmusvariante, bei der die Konvergenzgeschwindigkeit
immun gegen die Variation des Verteilungsschemas und die Anzahl an verwendeten
Prozessoren ist (→ Jacobi- oder Rot/Schwarz-Verfahren), so reicht es fu¨r die Bestim-
mung der parallelen Rechenleistung aus, wenn man nur den Aufwand und die Zeit fu¨r
eine einzelne Iteration betrachtet.8 Die fu¨r eine Iteration beno¨tigte Zeit ha¨ngt im par-
allelen Fall jedoch auch noch von der Zeit tcomm zum Austausch der Transmissions-
werte ab. Geht man aber davon aus, dass die Leistungs- und Lastverteilung innerhalb
des Metahosts homogen ist, so werden alle Prozessoren etwa zeitgleich mit der Kom-
munikationsphase beginnen und diese parallel durchfu¨hren, so dass dieser Zeitanteil
nur einmal und nicht in Abha¨ngigkeit von p auftreten sollte. Geht man des Weiteren
davon aus, dass durch die Parallelisierung die Rechenzeit fu¨r eine Iteration etwa linear
mit der Anzahl p an Prozessoren abnimmt, so kann man in dem hier diskutierten Fall
grob annehmen, dass der variable Anteil in der parallelen Leistung eines Metahosts
nur noch von eben dieser Anzahl p an eingesetzten Prozessoren abha¨ngt:
L(N, p) = L(N) ∼ N
t(N, p) ∼ L(N)
p
∼ N
p
⇒ P (N, p) = L(N)
t(N, p)
= P (p) ∼ p
Setzt man fu¨r einen Metahost schließlich seine maximale Anzahl an Prozessoren zur
Problemlo¨sung ein, so la¨sst sich fu¨r die parallele Leistung und den hier betrachteten
Algorithmus schließlich ein konstanter Maximalwert P angeben.
8 Fu¨r eine tatsa¨chlichen Messung sollte man jedoch trotzdem eine konstante Anzahl an Wiederholun-
gen durchfu¨hren und daru¨ber einen Mittelwert bestimmen, um so Cache-Effekte und Auflo¨sungs-
probleme der Stoppuhren beru¨cksichtigen zu ko¨nnen.
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Fu¨r eine optimale Lastverteilung einer Problemgro¨ße N auf nun zum Beispiel zwei
Metahosts A und B sollte gelten, dass diese jeweils zeitgleich jede Iteration (beste-
hend aus Berechnung in interner Kommunikation) beenden, um anschließend den Aus-
tausch der Transmissionswerte ohne zusa¨tzliche Wartezeiten zwischen den Metahosts
durchfu¨hren zu ko¨nnen. Fu¨r einen solchen Fall einer optimalen Lastverteilung gilt so-
mit:
tA(NA, pA) = tB(NB, pB) ⇒ NA
PA
=
NB
PB
wobei NA und NB die Gro¨ße der jeweiligen Teilprobleme darstellen.
Beru¨cksichtigung der Inter-Metahost-Kommunikation
Unter Beru¨cksichtigung der Zeit tintercomm fu¨r die Inter-Metahost-Kommunikation
beno¨tigt der Algorithmus fu¨r eine Iteration auf dem gekoppelten System bei optimaler
Lastbalancierung nun:
titeration =
L(NA)
PA
+ tintercomm =
L(NB)
PB
+ tintercomm
An dieser Stelle stellt sich nun die entscheidende Frage, ob es sich unter Inkaufnahme
des zusa¨tzlichen Kommunikationsaufwandes durch den Inter-Metahost-Engpass u¨ber-
haupt lohnt, die Rechenleistung der beiden Metahosts zur Problemlo¨sung zu koppeln.
Sei hier zum Beispiel PA > PB , so ko¨nnte es ja sinnvoller sein, das gesamte Problem
vom leistungssta¨rkeren Metahost A alleine bearbeiten zu lassen. Dauert dies jedoch
la¨nger als die verteilte Berechnung (plus Kommunikation), so lohnt sich hier das Me-
tacomputing:
L(N)
PA
>
L(NB)
PB
+ tintercomm ⇔ L(N)
PA
>
L(N)
PA + PB
+ tintercomm
∣∣∣
PA>PB
⇒ tintercomm < PB
P 2A + PA · PB
· L(N)
∣∣∣
PA>PB
Was man an dieser Ungleichung gut erkennt, ist, dass sich mit L(N) ∼ N ab einer be-
stimmten Problemgro¨ße N der Einsatz des gekoppelten Systems auf jeden Fall zu loh-
nen beginnt, zumal bei einer streifenartigen Gebietsverteilung fu¨r die Inter-Metahost-
Kommunikationszeit auch bei großen Gebieten gilt:
tintercomm ∼ min(n,m) .
√
N mit N = n ·m
Trotzdem bietet das Problem der parallelen Lo¨sung der diskretisierten Laplace-Glei-
chung auch noch weiteres Optimierungspotential in Bezug auf die Inter-Metahost-
Kommunikation: Wurde bisher davon ausgegangen, dass in jeder Iteration ein solcher
Austausch der Transmissionswerte u¨ber den Inter-Metahost-Engpass no¨tig ist, so la¨sst
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sich zeigen, dass das Gleichungssystem auch dann noch konvergiert, wenn dieser Aus-
tausch nicht regelma¨ßig stattfindet. Diese Erkenntnis geht dabei auf eine grundlegende
Arbeit von D. Chazan und W. L. Miranker [46] aus dem Jahre 1969 zuru¨ck, in der sie
sogenannte chaotische Relaxationsschemata fu¨r lineare Gleichungssysteme untersu-
chen.
Exkurs: chaotische und periodische Relaxation
Ausgehend von der Fixpunktiteration (→ Kapitel 7.1.1 auf Seite 157) zur Lo¨sung des
linearen Gleichungssystems A~x = ~b
~x(k + 1) = (I − CA) · ~x(k) + C~b
werden bei einem solchen chaotischen Relaxationsschema die Aktualisierungsreihen-
folge sowie das
”
Alter“ der Werte, die zur jeweiligen Aktualisierung herangezogen
werden, zusa¨tzlich durch sogenannte Update- und Shift-Funktionen u und s bestimmt:
xν+1i =
N∑
j=1
qi,j · xν−s(ν,j)i + di fu¨r i = u(ν) (→ Update)
xν+1i = x
ν
i fu¨r i 6= u(ν) (→ kein Update)
mit der Iterationsmatrix Q = I − CA und ~d = C~b [223]
Dabei beschreibt ν gerade den ν-ten Bearbeitungsteilschritt mit jeweils N Teilschritten
pro Bearbeitungsgesamtschritt k.
Das
”
normale“ Jacobi- oder Gauß-Seidel-Verfahren erha¨lt man dabei mit:
u(ν) = (ν mod N) + 1
s(ν, j) = ν mod N fu¨r Jacobi und s(ν, j) = 0 fu¨r Gauß-Seidel
Es la¨sst sich nun zeigen, dass neben diesen beiden Verfahren auch beliebige chaotische
Relaxationsschemata konvergieren, sofern folgende beiden Bedingungen erfu¨llt sind:
• Die Update-Funktion u(ν) muss jeden Wert i (mit 1 ≤ i ≤ N ) fu¨r ν → ∞
ebenfalls unendlich oft annehmen [26].
• Die Shift-Funktion s(ν, j) muss derart begrenzt sein (0 ≤ s(ν, j) ≤ sˆ), dass
sichergestellt ist, dass im ν-ten Teilschritt kein Wert zur Berechnung einfließt,
dessen eigene Berechnung la¨nger als sˆ Teilschritte zuru¨ckliegt [16].
Beide Bedingungen sind insbesondere fu¨r sogenannte periodische Relaxationsschema-
ta erfu¨llt [65], bei denen die Aktualisierung (und damit der Austausch der Transmissi-
onswerte) nur in jedem δ Iterationsschritt erfolgt:
u(ν) =
(
ν mod (δ ·N) )+ 1
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Durch die Anwendung eines solchen Aktualisierungs- beziehungsweise Kommunika-
tionsschemas zwischen den Metahosts mit einer geeigneten Periode δ > 1 la¨sst sich so-
mit der durchschnittliche Einfluss von tintercomm auf die Dauer einer Iteration deutlich
reduzieren. Auf der anderen Seite sinkt jedoch mit steigendem δ die Konvergenzge-
schwindigkeit, so dass entsprechend mehr Iterationen bis zum Erreichen der Abbruch-
bedingung durchgefu¨hrt werden mu¨ssen. Auf diese Weise lassen sich somit schwache
Kommunikationscharakteristiken, wie sie zum Beispiel beim Inter-Metahost-Engpass
vorliegen, durch die Aufwendung zusa¨tzlicher Rechenleistung in Form von zusa¨tzli-
chen Iterationen kompensieren [166, 25, 178]. Dabei gilt es zwischen beiden Zeitanteilen
(der gesparten Kommunikationszeit und der zusa¨tzlichen Iterationszeit) derart ein Op-
timum zu finden, dass die Gesamtlaufzeit des parallelen Algorithmus fu¨r eine gegebene
Problemgro¨ße minimal wird.
Fu¨r die ¨Uberpru¨fung der Abbruchbedingung sei hier noch angemerkt, dass im Falle
einer periodischen Aktualisierung der Transmissionswerte die lokalen Residuen der
Prozessoren auf ihren jeweiligen Teilgebieten zwischen den Kommunikationsphasen
stetig sinken, um dann nach der Aktualisierung wieder sprunghaft anzusteigen. Es
ist daher darauf zu achten, dass die Bestimmung des globalen Residuums zur ¨Uber-
pru¨fung der Genauigkeit des bisher erzielten Ergebnisses immer erst nach einem sol-
chen erneuten Anstieg durchgefu¨hrt werden darf [24]. Dieser Sachverhalt ist auch gut
in Abbildung 7.5 zu erkennen, in der der Verlauf des globalen Residuums fu¨r den Fall
δ = 1 sowie fu¨r eine Aktualisierungsperiode von δ = 10 u¨ber der Anzahl an durch-
gefu¨hrten Iterationen aufgetragen ist. Man erkennt deutlich, dass die Konvergenzrate
fu¨r δ = 10 schlechter ist, wobei in Abbildung 7.5 dazu sowohl der tatsa¨chliche Verlauf
als auch die einhu¨llende Kurve fu¨r eine Schrittweite von 10 wiedergegeben ist.
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Abbildung 7.5: Konvergenzverlauf des Residuums fu¨r eine Aktualisierungsperiode
von δ = 1 (normale Relaxation) und δ = 10 (periodische Relaxation)
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7.2 Ein Benchmark fu¨r Metacomputer
Benchmarking, also das Untersuchen und Bewerten der Leistungen eines Systems, ist
insbesondere auch im Bereich der Parallelverarbeitung eine essentielle Aufgabe. So
mu¨ssen auf der einen Seite die Systementwickler das Verhalten ihrer eigenen Imple-
mentierungen verstehen, um anschließend mo¨gliche Verbesserungen am System vor-
nehmen zu ko¨nnen. Auf der anderen Seite sollten aber auch Applikationsentwickler
Schwachstellen im System kennen, um so eventuell gu¨nstigere Algorithmen auswa¨hlen
zu ko¨nnen, und schließlich interessiert es den Anwender, mit welcher Leistung er
bei der Benutzung seiner Applikation auf dem gewa¨hlten System rechnen kann. Da-
bei unterscheidet man zwischen verschiedenen Arten von Benchmarks: So gibt es
sogenannte synthetische Benchmarks, bei denen speziell vorgegebene Szenarien auf
dem System getestet werden. Dabei reichen diese Tests von genauen Untersuchungen
ganz bestimmter Kommunikationsmuster (→ Ping-Pong-Benchmark) bis hin zu kom-
plexen Benchmark-Paketen, die gleich eine ganze Fu¨lle an unterschiedlichen Kom-
munikationsformen untersuchen. Bei sogenannten Kernel-Benchmarks wird das Sys-
tem auf sein Verhalten beim Einsatz wichtiger, von vielen Applikationen benutzter
Elementaralgorithmen hin untersucht. Und schließlich gibt es noch die sogenannten
Applikations-Benchmarks, bei denen die Leistung des Systems an vollen Applikatio-
nen untersucht wird, um so fu¨r eine gegebene Anwendung das Einsatzpotential auf
verschiedenen Zielplattformen vergleichen zu ko¨nnen.
Bei heterogenen und hierarchischen Systemen steht dabei insbesondere der Aspekt
einer optimierten oder besser angepassten Applikationsentwicklung im Vordergrund:
Der Programmierer muss hier na¨mlich abwa¨gen, wie viel Aufwand und Zeit fu¨r ei-
ne Anpassung des Algorithmus an die gegebenen Strukturen des Systems lohnens-
wert sind. Dabei gilt es auf der einen Seite das in der Regel durch das schwa¨chste
Glied verborgene Leistungspotential des Systems zu evaluieren, wa¨hrend es auf der
anderen Seite natu¨rlich auch das Optimierungs- beziehungsweise Anpassungspotenti-
al des jeweiligen Algorithmus zu untersuchen gilt. Wa¨hrend das Optimierungspoten-
tial des Algorithmus wohl ausschließlich auf Basis der Kenntnisse und Fa¨higkeiten
des Applikationsentwicklers abgescha¨tzt werden kann, kann man zur Evaluierung der
Systemleistung wieder auf Benchmark-Programme zuru¨ckgreifen. Das Problem ist je-
doch, dass durch
”
normale“ Benchmarks, die in der Regel von homogenen Systemen
ausgehen, eben nicht das verborgene, durch Optimierung aber eventuell ausnutzbare
Leistungspotential bestimmt wird, sondern nur eben jene Leistung, die das System bei
einer transparenten Nutzung verrichtet.
Aus diesen Gru¨nden wurde am Lehrstuhl fu¨r Betriebssysteme der RWTH Aachen vom
Autor dieser Arbeit ein Benchmark-Werkzeug entwickelt, das eine mo¨gliche Leis-
tungsdiskrepanz zwischen transparenter und angepasster Nutzung eines heterogenen
Systems aufzeigen soll [51]. Dieses Werkzeug mit dem Namen Meta-LfBS-Benchmark
(MLB) richtet sich dabei insbesondere an Metacomputer-Systeme mit sowohl hier-
archischen als auch heterogenen Strukturen. Das Benchmark-Programm basiert da-
her auch auf dem im vorherigen Kapitel 7.1 vorgestellten Algorithmus zur iterativen
Lo¨sung der diskretisierten Laplace-Gleichung, die (wie schon ausgefu¨hrt) als einfa-
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cher Prototyp partieller Differentialgleichungen angesehen werden kann. Da sehr vie-
le Simulationsalgorithmen, wie sie im Bereich des High Performance Computing weit
verbreitet sind, gerade auf solchen iterativen Algorithmen zur Lo¨sung der jeweiligen
Problemstellung beruhen, kann der MLB somit auch als Kernel-Benchmark angesehen
werden, dessen Ergebnisse sich prinzipiell auch auf den mo¨glichen Einsatz a¨hnlicher
Algorithmen u¨bertragen lassen [49].
7.2.1 Benchmark-Beschreibung
Der MLB-Benchmark geht grundsa¨tzlich von der Annahme aus, dass das gegebene
System aus zwei in sich homogenen Metahosts besteht, die sich jeweils wiederum aus
einer beliebigen Anzahl an Prozessoren beziehungsweise Netzwerkknoten zusammen-
setzen ko¨nnen. Auf diesem System wird nun der zuvor beschriebene Algorithmus zur
Lo¨sung der zweidimensionalen diskreten Laplace-Gleichung in mehreren Durchla¨ufen
mit unterschiedlichen Konfigurationen und Parametern zur Ausfu¨hrung gebracht. Da-
bei ist das betrachtete Lo¨sungsgebiet jedoch immer von der Gro¨ße 2 · n × n und
wird mit einem streifenartigen Verteilungsschema so auf die Prozessoren verteilt, wie
es in Abbildung 7.6 wiedergegeben ist, wobei λA und λB Lastbalancierungsfaktoren
sind. Wie man erkennt, mu¨ssen bei diesem Verteilungsschema lediglich zwei Prozes-
soren u¨ber den Inter-Metahost-Engpass kommunizieren, die aus diesem Grund hier
auch als sogenannte Frontend-Prozessoren bezeichnet werden.9 Das Aktualisierungs-
schema der Transmissionswerte wird dabei zwischen diesen beiden Prozessoren wie-
der durch eine Periode δ bestimmt, wa¨hrend alle anderen Prozessoren stets in jeder
Iteration einen Kommunikationsschritt durchfu¨hren (δintra = 1).
n n
BA
.n .n
Frontend Prozessoren
Metahost BMetahost A
Abbildung 7.6: Gebietsverteilungsschema des MLB-Benchmarks
Um spa¨ter eine Optimierung in Bezug auf eine an die heterogenen Strukturen ange-
passte Lastbalancierung durchfu¨hren zu ko¨nnen, muss der Benchmark zuna¨chst die
Hardware-Strukturen des Systems genauer kennen. Dazu werden zuerst Ping-Pong-
basierte Latenzmessungen zwischen allen Prozessoren vorgenommen, so dass diese
9 Es werden vom MLB immer jene beiden Prozesse oder vielmehr Prozessoren als
”
Frontends“ be-
stimmt, die u¨ber die schnellste Inter-Metahost-Verbindung verfu¨gen.
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anschließend den Metahosts A oder B zugeordnet werden ko¨nnen.10 Zwar ist diese
automatische Topologieanalyse aus Benutzersicht durchaus komfortabel, jedoch kann
diese Bestimmung bei großen Systemen mit vielen Prozessoren relativ lange dauern,11
so dass auch eine benutzerseitige Vorgabe der Metahost-Zugeho¨rigkeit u¨ber eine ent-
sprechende Konfigurationsdatei mo¨glich ist.
Als na¨chster Schritt mu¨ssen zur Lastbalancierung die Leistungskennzahlen PA und
PB bestimmt werden (→ Kapitel 7.1.3 auf Seite 165). Dazu fu¨hren beide Metahosts
zuna¨chst lokal einen parallelen Lauf des Lo¨sungsalgorithmus auf einem jeweils nur
n × n großen Teilgebiet durch (λA = λB = 1 und δ → ∞), wobei der Algorithmus
und somit die Messung nach einer fest vorgegebenen Anzahl an Iterationen fu¨r beide
Metahosts wieder beendet wird. Bei dieser Messung kommunizieren die Metahosts
somit ausschließlich intern, so dass die spa¨tere Inter-Metahost-Kommunikation auf die
Bestimmung der Leistungskennzahlen, die sich aus dem Kehrwert der hier gemessenen
Zeiten ergeben, keinen Einfluss hat.
Aus den gemessenen Leistungskennzahlen la¨sst sich nun ein Lastbalancierungsschema
fu¨r λA und λB bestimmen, das einer optimalen Gebietsverteilung sehr nahe kommen
sollte:
λA
λB
=
PA
PB
, mit λA + λB = 2
An dieser Stelle kann nun jedoch ein Pha¨nomen auftreten, auf das schon in Kapitel
2.1.1 auf Seite 8 kurz eingegangen wurde: Bei der Bewertung des Leistungsvermo¨gens
eines parallelen Systems ist na¨mlich oftmals nicht nur die reine Rechen- und Kom-
munikationsleistung ausschlaggebend, sondern je nach Algorithmus und gegebener
Problemgro¨ße kann auch die aggregierte (Cache-)Speichermenge einen entscheiden-
den Einfluss auf die Systemleistung haben. So kann es in dem hier diskutierten Fall
zum Beispiel sein, dass der Metahost A genu¨gend Cache-Speicher besitzt, um das
gesamte n × n große Teilgebiet aufzunehmen, wa¨hrend sich bei Metahost B die be-
nutzten Daten wa¨hrend der Iterationen immer wieder gegenseitig in den Hauptspei-
cher verdra¨ngen. Die Annahme, dass das eben auf der Basis von PA und PB berech-
nete Verteilungsschema zu einer Optimierung fu¨hrt, ko¨nnte nun dahingehend falsch
sein, als bei seiner Anwendung das u¨ber λA > 1 zugewiesene Teilgebiet nun so
groß ist, dass dies nicht mehr in den aggregierten Cache-Speicher des Metahosts A
passt, und sich so die Verha¨ltnisse unter Umsta¨nden sogar ins Gegenteil verkehren
ko¨nnen. Aus diesem Grund wird von dem Benchmark zuna¨chst eine weitere Messung
der Leistungskennzahlen P ′A = P ′B durchgefu¨hrt, bei der nun aber auch das gerade be-
rechnete Lastbalancierungsschema angewendet wird. Nur wenn auch bei diesem Lauf
das Leistungsverha¨ltnis gleichgeblieben oder sich die Gesamtleistung verbessert hat
(P ′A + P ′B > PA + PB), wird die berechnete Lastbalancierung auch als tatsa¨chliche
Optimierung angesehen, andernfalls wird das Schema im weiteren Verlauf des Bench-
marks hingegen nicht weiter beru¨cksichtigt (λA = λB = 1).
10 Diese System- oder vielmehr Topologieanalyse beruht dabei wiederum auf einem Werkzeug mit dem
Namen CommSpeedClassFinder, das Teil der MP-MPICH-Distribution ist.
11 Der Aufwand fu¨r diese Bestimmung ist O(p2).
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Neben einem guten Lastbalancierungsschema versucht der MLB-Benchmark auch ei-
ne gute Aktualisierungsperiode δ fu¨r den Austausch der Transmissionswerte u¨ber den
Inter-Metahost-Engpass zu finden. Wie schon im vorangegangenen Kapitel 7.1.3 auf
Seite 168 erwa¨hnt, steigt dabei mit δ auch die beno¨tigte Anzahl an Iterationen, bis das
Abbruchkriterium einer genu¨gend genauen Lo¨sungsna¨herung erreicht ist, so dass es
ein optimales δ in Form eines Minimums der Gesamtlaufzeit zu bestimmen gilt:
δopt = arg min
(
t(δ)
)
, mit δ ≥ 1
Tatsa¨chlich fu¨hrt der Benchmark dazu mehrere Durchla¨ufe des Lo¨sungsalgorithmus
mit steigender Periodenla¨nge durch, bis entweder ein eindeutiges Minimum gefunden
oder eine maximale Periodenla¨nge erreicht wurde (→ Abbildung 7.7).
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Abbildung 7.7: Vom MLB gemessene Laufzeiten in Abha¨ngigkeit der Aktualisie-
rungsperiode δ der Transmissionswerte zwischen den Metahosts
7.2.2 Ausgewa¨hlte Benchmark-Ergebnisse
Der MLB-Benchmark liefert nicht nur die mit den verschiedenen Parametern gemes-
senen Laufzeiten, sondern er setzt diese auch in Relationen, die er am Ende in Form
von zwei Speedup-Werten ausgibt:
• Der Artless-Speedup beschreibt dabei die Beschleunigung, die der Algorith-
mus erfa¨hrt, wenn er ohne jegliche Optimierung anstatt auf einem (und zwar
dem leistungssta¨rkeren) Metahost auf dem gekoppelten System transparent aus-
gefu¨hrt wird. Neben den bisher beschriebenen Messla¨ufen stoppt der MLB dazu
auch zusa¨tzlich die Zeit, die jeder Metahost beno¨tigt, um das 2 · n × n große
Gesamtproblem alleine zu lo¨sen.
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• Der Artful-Speedup beschreibt hingegen das Verha¨ltnis aus der besten gemes-
senen Zeit im Falle des gekoppelten Systems, wobei diese, wie oben beschrie-
ben, durch die Anwendung eines mo¨glichst optimalen Lastbalancierungssche-
mas und einer mo¨glichst guten Aktualisierungsperiode δ zwischen den Meta-
hosts gegenu¨ber dem transparenten Durchlauf verbessert werden soll.
Diese Speedup-Werte beziehen sich immer auf das gekoppelte System von zwei Meta-
hosts, so dass ein optimaler Speedup hier gerade den Wert zwei ha¨tte. Das Verha¨ltnis
von Artful- zu Artless-Speedup gibt dabei Aufschluss u¨ber das mo¨glicherweise verbor-
gene Leistungs- beziehungsweise Optimierungspotential, wa¨hrend die entsprechenden
Absolutwerte daru¨ber Auskunft geben, ob sich fu¨r eine gegebene Problemgro¨ße der
Einsatz des gekoppelten Systems u¨berhaupt lohnt.
Die jeweils zu untersuchende Problemgro¨ße wird dem Benchmark dabei u¨ber eine
sogenannte
”
Problemklasse“ als Parameter u¨bergeben, die in Anlehnung an die Pro-
blemgro¨ßen der sogenannten NAS-Parallel-Bechmarks (NPB) [8] eingeteilt wurden:
Klasse Problemgro¨ße Beschreibung
S 2 · 16× 16 Sehr kleine Systeme und Testla¨ufe
W 2 · 128× 128 Gekoppelte Workstations oder SMP-Knoten
A 2 · 256× 256 Verbund aus kleineren Cluster-of-Workstations
B 2 · 512× 512 Verbund aus gro¨ßeren Cluster-of-Workstations
C 2 · 1024× 1024 Gekoppelte High Performance Cluster
Die Prozesse innerhalb eines Metahosts verwenden dabei zur Kommunikation das je-
weilige SCI-Netzwerk der beiden Cluster, wa¨hrend die beiden Frontend-Prozesse u¨ber
eine Gigabit-Ethernet-Verbindung via TCP/IP kommunizieren. Als koppelnde MPI-
Bibliothek wurde MetaMPICH mit einer Secondary-Device-Konfiguration verwendet,
wobei die gekoppelten Cluster folgende Eigenschaften hatten:
P4-Cluster:
• 8 Knoten, 16 CPUs
• Dual Xeon 2,4 GHz, 512 KB Cache
• 400 MHz FSB, 1 GB pro Knoten
• 2×4 SCI 2D-Torus
PD-Cluster:
• 16 Knoten, 16·2 (DualCore) CPUs
• Intel PentiumD 2,8 GHz, 1 MB Cache
• 533 MHz FSB, 2 GB pro Knoten
• 3×4 SCI 2D-Torus
Messungen mit symmetrischer Knotenanzahl
Bei dem ersten hier betrachteten Szenario wird auf beiden Clustern (sprich auf bei-
den Metahosts) immer jeweils die gleiche Anzahl an Prozessen gestartet, so dass auf-
grund der doch recht a¨hnlichen Prozessorleistungen die Anwendung eines Lastbalan-
cierungsschemas hier noch kein gravierendes Optimierungspotential bieten sollte. In
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Abbildung 7.8: Der gemessene Artless-Speedup fu¨r verschiedene Problemgro¨ßen
der Abbildung 7.8 sind die fu¨r dieses Szenario gemessenen Artless-Speedup-Werte
u¨ber der Anzahl an eingesetzten Prozessoren fu¨r drei unterschiedliche Problemklassen
aufgetragen. Wie man erkennt, erzielt man fu¨r die kleine Problemgro¨ße W keinerlei
Vorteil durch den Einsatz des gekoppelten Systems, da die gemessenen Werte fast alle
kleiner als eins sind, was schließlich eine Verschlechterung der Gesamtlaufzeit be-
deutet. Der Grund dafu¨r ist, dass bei dieser kleinen Problemgro¨ße die Inter-Metahost-
Kommunikation (und dabei insbesondere die Latenz) gegenu¨ber dem Rechenaufwand
dominiert.
Erho¨ht man hingegen die Problemgro¨ße (Problemklasse A beziehungsweise B), so
steigt auch der erzielbare Speedup, was aufgrund der Relation von O(n) als Aufwand
fu¨r die Kommunikation gegenu¨ber O(n2) fu¨r die Rechenlast innerhalb einer Iterati-
on auch zu erwarten ist. Fu¨r kleine Systeme (bis 8/8 Prozessoren) liegt der Artless-
Speedup fu¨r die Klassen A und B hier in Abbildung 7.8 sogar deutlich u¨ber dem
Schwellwert von eins, was somit einem lohnenswerten Einsatz des Metacomputers
auch ohne Anpassung des Algorithmus gleichkommt.
Erho¨ht man jedoch weiter die Prozessoranzahl pro Metahost (16/16), so brechen die
Speedup-Werte wieder stark ein. Dies liegt darin begru¨ndet, dass beim Einsatz von 16
lokalen Prozessoren die Rechenzeit pro Iteration wieder so klein wird, dass die Inter-
Metahost-Kommunikation (und somit die Wartezeit der anderen Prozessoren) wieder
zu dominieren beginnt und sich somit kein Vorteil aus der Kopplung der beiden Syste-
me ergibt. Vergleicht man nun die Ergebnisse des Artless-Speedups aus Abbildung 7.8
mit den gemessenen Werten des Artful-Speedups, die in Abbildung 7.9 wiedergegeben
sind, so kann man deutlich das verborgene Leistungspotential des gekoppelten Systems
erkennen, das aufgrund der Anpassung des Algorithmus (in diesem Fall insbesondere
durch die Reduktion der Inter-Metahost-Kommunikation) nun zu Tage kommt.
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Abbildung 7.9: Der gemessene Artful-Speedup fu¨r verschiedene Problemgro¨ßen
Messungen mit asymmetrischer Knotenanzahl
Was fu¨r einen Einfluss eine optimale Lastverteilung auf den erzielbaren Speedup haben
kann, und in welchen Fa¨llen die aggregierte Cache-Speichermenge eine ausschlagge-
bende Rolle spielen kann, soll hier an einem weiteren Szenario diskutiert werden, in
dem jeweils doppelt so viele parallele Prozesse auf dem P4-Cluster als auf dem PD-
Cluster gestartet wurden. Die dabei gemessenen Speedup-Werte sind fu¨r die Problem-
gro¨ßen W und A dazu in Abbildung 7.10 u¨ber der jeweiligen Prozess- beziehungsweise
Prozessor-Konfiguration aufgetragen. Auch in dieser Abbildung erkennt man, dass zu-
mindest fu¨r die Klasse W alle Artless-Speedup-Werte deutlich unter eins und somit im
nicht mehr effizienten Bereich liegen. Auch steigt der Artful-Speedup fu¨r diese Klasse
nicht deutlich u¨ber jenen Schwellwert, was insgesamt daran liegt, dass in dem Fall der
hier vorliegenden asymmetrischen Prozessor-Konfiguration eine Kopplung der Syste-
me (unter Inkaufnahme der damit verbundenen Inter-Metahost-Kommunikation) nur
zu einem Zuwachs der reinen aggregierten Rechenleistung von etwa 50% (gegenu¨ber
ca. 100% im symmetrischen Fall) fu¨hrt. Grob gesprochen ist somit die Kopplung im
asymmetrischen Fall aufgrund des gleichen Kommunikationsaufwandes weniger
”
loh-
nenswert“ als im symmetrischen Fall.
Auffallend ist aber in diesem Zusammenhang die u¨berraschend hohe Effizienz der ge-
messenen Speedup-Werte fu¨r das Klasse-A-Problem in dem asymmetrischen Fall, bei
dem vier Prozesse auf dem P4-Cluster und nur zwei Prozesse auf dem PD-Cluster gest-
artet wurden. Auch hier wu¨rde man na¨mlich zuna¨chst vermuten, dass insbesondere der
Artless-Speedup deutlich unter der ungleichen Lastverteilung und dem geringen Re-
chenleistungsgewinn durch die Kopplung der Systeme leiden wu¨rde, jedoch erreicht
dieser hier eine erstaunliche Effizienz von u¨ber 75%, und der Artful-Speedup sogar
eine Effizienz von anna¨hernd 90%. Der Grund fu¨r dieses Verhalten ist dabei in der ag-
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Abbildung 7.10: Artful- und Artless-Speedup fu¨r asymmetrische Konfigurationen
gregierten Cache-Speichermenge dieser Prozessor-Konfiguration zu suchen: Wa¨hrend
das Klasse-A-Problem, das einer Speichermenge von 2 MByte entspricht,12 weder in
vier Caches des P4-Clusters noch in zwei Caches des PD-Clusters passt,13 kann bei
einer Kopplung der Systeme eine Verdra¨ngung der Daten aus den Caches wa¨hrend der
Iterationen vermieden werden, so dass ein deutlicher Geschwindigkeitsvorteil entsteht.
Dieser Einfluss der Caches in Abha¨ngigkeit von der Problemgro¨ße la¨sst sich auch ve-
rifizieren, wenn man die Speedup-Werte (bezogen auf die Anzahl an Prozessoren) bei
Messungen auf jeweils nur einem Cluster, also im nicht-gekoppelten Fall, betrach-
tet. Solche Werte sind fu¨r den P4-Cluster zusammen mit der idealen Speedup-Kurve
S(p) = p hier in Abbildung 7.11 dargestellt. Auch hier erkennt man, dass die Caches
des P4-Clusters bis einschließlich des Einsatzes von vier Prozessoren das Klasse-A-
Problem nicht komplett aufnehmen ko¨nnen, wobei dann beim Einsatz von acht Pro-
zessoren der Schwellwert unterschritten wird und die gesamte Problemgro¨ße in die
aggregierten Caches der Prozessoren passt, was sich dann schließlich auch in einem
superlinearem Speedup fu¨r p = 8 Prozessoren niederschla¨gt. Gleiches erkennt man in
Abbildung 7.11 auch bei dem ¨Ubergang vom seriellen auf den parallelen Fall mit zwei
Prozessoren fu¨r die Problemgro¨ße W, die 512 KByte groß ist und somit nicht in den
Cache eines einzelnen Prozessors des P4-Clusters passt. Als Fazit la¨sst sich demnach
hier ableiten, dass bei einer geschickten Lastbalancierung, die auch solche mo¨glichen
Cache-Effekte mitberu¨cksichtigt, sich das Metacomputing in einigen Fa¨llen als u¨ber-
raschend effizient erweisen kann.
12 Diese Speichermenge wird durch den doppelten Bedarf des JOR-Verfahrens begru¨ndet:
2 · (2 · 256× 256) · 8 Byte = 2 MByte.
13 Um eine Verdra¨ngung aus den Caches sicher zu vermeiden, muss die Problemgro¨ße echt kleiner als
die Cache-Gro¨ße sein.
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Abbildung 7.11: Speedup-Werte bezogen auf die Anzahl an Prozessoren bei Messun-
gen nur auf dem P4-Cluster (nicht-gekoppelten Fall)
7.3 Erkennung der Hardware-Strukturen
Wie die vorangegangenen ¨Uberlegungen und Ergebnisse gezeigt haben, bietet eine
Beru¨cksichtung der hierarchischen und/oder heterogenen Hardware-Strukturen eines
Metacomputers bei der Applikationsentwicklung ein durchaus nicht zu vernachla¨ssi-
gendes Optimierungspotential. Die Frage steht dabei jedoch noch im Raum, wie die
entsprechenden Hardware-Strukturen auf Anwendungsebene erkannt und somit beru¨ck-
sichtigt werden ko¨nnen. Bei der Beschreibung des MLB-Benchmarks wurden dabei
schon zwei grundlegende Mo¨glichkeiten vorgestellt: Entweder der menschliche Be-
nutzer oder Administrator des Metacomputers kennt die Strukturen des Systems und
kann diese Information somit explizit der jeweiligen optimierten Applikation (zum
Beispiel in Form eines beschreibenden Datensatzes) zur Verfu¨gung stellen, oder aber
die Applikation muss sich diese Informationen in einer initialen Sondierungsphase
durch verteilte Messungen der jeweiligen Kommunikations- und Rechenleistung sel-
ber beschaffen. Bei dem ersten Ansatz stellt sich dann aber wiederum die Frage, mit
welcher Syntax und mit welchem Informationsgehalt die Systembeschreibung codiert
werden soll, wa¨hrend beim zweiten Ansatz die Frage gestellt werden muss, ob eine
solche Sondierung des Systems, die dann bei jedem Applikationsstart durchgefu¨hrt
wird, nicht einen erheblichen, aber eventuell vermeidbaren Mehraufwand darstellt.
An dieser Stelle kommt nun jedoch noch eine dritte mo¨gliche Variante ins Spiel,
na¨mlich eine, bei der die Informationen u¨ber die Strukturen des Systems von der
MPI-Laufzeitumgebung der Applikation zur Verfu¨gung gestellt werden. Diese Vari-
ante ha¨tte zum einen den Vorteil, dass die Schnittstelle, an der die Informationsu¨ber-
gabe (wie auch immer geartet) stattfindet, durch den MPI-Standard spezifiziert werden
ko¨nnte. Zum anderen liegt innerhalb der Sitzungsschicht einer Metacomputing-fa¨hi-
gen MPI-Implementierung oftmals ein großer Teil der beno¨tigten Informationen be-
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reits vor, da diese in der Regel auch zur Sitzungsinitialisierung beno¨tigt werden. Man
ko¨nnte nun denken, dass der MPI-Standard, der ja in seiner Spezifikation eine wirk-
liche Fu¨lle an Aspekten abdeckt, auch einen solchen Mechanismus vorsieht, bei dem
systembezogene Informationen von der MPI-Schicht an die Applikation nach oben
hin durchgereicht werden ko¨nnen.14 Tatsa¨chlich aber stellt der Standard jegliches par-
allele System unabha¨ngig von seiner tatsa¨chlichen Beschaffenheit in Form einer fla-
chen und (vermeintlich) homogenen Systemumgebung gegenu¨ber der Applikations-
ebene dar. Der Grund fu¨r dieses Vorgehen wird vom Standard selber mit dem Ziel
gro¨ßtmo¨glicher Portabilita¨t fu¨r MPI-Programme begru¨ndet und fordert viel mehr von
der jeweiligen MPI-Implementierung mo¨gliche Optimierungspotentiale in heteroge-
nen Umgebungen auszunutzen.15 Tatsa¨chlich bietet der MPI-Standard sogar semanti-
sche Schnittstellen, u¨ber die eine Applikation dem MPI-Laufzeitsystem ihre
”
Bedu¨rf-
nisse“ mit dem Wunsch auf entsprechende Beru¨cksichtung mitteilen kann,16 ob und
wie eine solche Beru¨cksichtigung dann tatsa¨chlich stattfindet, ist dann aber wiederum
der jeweiligen MPI-Implementierung selber u¨berlassen [161, 231].
7.3.1 Mo¨glichkeiten des Informationsflusses
Da der MPI-Standard eine Weitergabe von hardware- und topologiebezogenen Infor-
mationen an die Applikationsebene von Hause aus nicht unterstu¨tzt, wurden in vielen
der in Kapitel 5.1.3 vorgestellten Metacomputing-fa¨higen MPI-Implementierungen ei-
gene zusa¨tzliche Schnittstellen geschaffen, um eine Anpassung von Applikationen an
die Metacomputer-Umgebungen zu ermo¨glichen. Den meisten dieser Schnittstellen ist
dabei gemein, dass sie das sogenannte Kommunikator- und/oder Attribut-Konzept des
MPI-Standards erweitern, wobei beide Konzepte dazu dienen, Gruppen von parallelen
Prozessen als semantische Einheiten mit gemeinsamen Eigenschaften zu verwalten.
Daher sollen an dieser Stelle zuna¨chst diese beiden Konzepte des MPI-Standards noch
etwas genauer vorgestellt werden.
Exkurs: Das Kommunikator- und Attribut-Konzept von MPI
Auf MPI-Kommunikatoren wurde in dieser Ausarbeitung schon einmal kurz in Kapi-
tel 4.2 bei der Vorstellung der wichtigsten MPI-Funktionen eingegangen. Dort wur-
de auch schon erwa¨hnt, dass ein solcher Kommunikator ein opaker Datentyp ist, der
immer eine Gruppe von Prozessen beschreibt, wobei MPI_COMM_WORLD stets der
Gruppe aller gestarteten Prozesse einer Sitzung entspricht. Neben diesem vordefinier-
ten Kommunikator kennt der Standard nur noch zwei weitere Kommunikatoren, die
immer definiert sind:
• MPI_COMM_SELF: beschreibt eine
”
Gruppe“, in der sich immer nur ein Pro-
zess, und zwar der benutzende Prozess selber, befindet.
• MPI_COMM_NULL: stellt einen Pseudo-Kommunikator dar, der eine ungu¨ltige
Gruppe oder vielmehr einen ungu¨ltigen Kommunikator beschreibt.
14 Bei einem solchen Informationsfluss spricht man auch von einem Bottom-up-Ansatz.
15 Zum Beispiel in Form von entsprechend angepassten kollektiven Kommunikationsfunktionen.
16 Diese Richtung des Informationsflusses bezeichnet man entsprechend auch als Top-down-Ansatz.
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Neben diesen drei vordefinierten Kommunikatoren kann eine Applikation jedoch wei-
tere eigene Kommunikatoren definieren, die dann in Bezug auf MPI_COMM_WORLD
entsprechende Untergruppen an Prozessen beschreiben. Fu¨r diesen Zweck definiert
der Standard unter anderem die Funktion MPI_Comm_split(), mit der man die
Prozessgruppe eines gegebenen Kommunikators in mehrere disjunkte Untergruppen
teilen kann. Jeder beteiligte Prozess findet sich dann anschließend in einer der neuen
Teilgruppen wieder, wobei auch der Ausschluss eines Prozesses durch eine Zuordnung
zu MPI_COMM_NULL mo¨glich ist. Die Zuordnung der Prozesse zu den Teilgruppen
wird dabei durch eine virtuelle
”
Farbe“ bestimmt, die den Prozessen beziehungsweise
den Prozessgruppen zugeteilt wird.17 An dieser Stelle sei nun betont, dass auf Ap-
plikationsebene nicht etwa der Symbolname des jeweiligen Kommunikators, sondern
tatsa¨chlich nur seine Farbe fu¨r die Identifikation der Prozessgruppen ausschlaggebend
ist. So ko¨nnen zum Beispiel in einem einzigen Split-Vorgang gleich zwei (oder auch
mehr) neue Kommunikatoren entstehen, die zwar alle semantisch unterschiedliche
Prozessgruppen beschreiben, syntaktisch aber alle den gleichen Namen tragen. Ein
solcher Fall ist in Abbildung 7.12 fu¨r ein Beispiel wiedergegeben, bei dem ausgehend
von MPI_COMM_WORLD vier gestartete Prozesse in zwei Untergruppen mit dem glei-
chen Namen MPI_COMM_REALM geteilt werden, wobei die eigene Untergruppe aus
Sicht der Prozesse 0 bis 2 genau diese drei Prozesse umfasst, wa¨hrend sich Prozess 3
als alleiniger Teilnehmer in seiner Untergruppe wiederfindet. Wie man in der Abbil-
dung 7.12 erkennt, kann sich bei einem solchen Vorgang anschließend auch das Iden-
tifizierungsschema auf Basis der MPI-Ra¨nge in Bezug auf die neuen Kommunikatoren
gea¨ndert haben.18
MPI_COMM_WORLD
MPI_COMM_REALMMPI_COMM_REALM
Split
0 1 2 0
0 1 2 3
Abbildung 7.12: Teilung der Prozesse eines Kommunikators in zwei Untergruppen
Neben diesem bisher vorgestellten Typ von Kommunikatoren (die sogenannten In-
tra-Kommunikatoren), die wie gesagt Prozessgruppen beschreiben, gibt es aber auch
noch einen anderen Typ von Kommunikatoren, mit denen sich die Beziehungen der
Gruppen untereinander ausdru¨cken lassen: die sogenannten Inter-Kommunikatoren.
Wa¨hrend man u¨ber Intra-Kommunikatoren nur die Prozesse u¨ber die Ra¨nge innerhalb
der entsprechenden Gruppe adressieren kann, lassen sich u¨ber Inter-Kommunikatoren
auch Prozesse in anderen Gruppen, und zwar u¨ber deren dortigen lokalen Rang, adres-
sieren. Inter-Kommunikatoren dienen somit als eine Art
”
Bru¨cke“ zwischen zwei Pro-
17 Eine solche Farbe wird dabei durch nichts anderes als einen einfachen Integer-Wert repra¨sentiert.
18 Der Prozess mit dem urspru¨nglichen Rang 3 aus Abbildung 7.12 besitzt nach dem Splitten in dem
neuen Kommunikator hier dann den Rang 0.
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zessgruppen, die ansonsten in sich jeweils abgeschlossene Kommunikationsra¨ume dar-
stellen wu¨rden. Wie man erkennt, ließe sich dieses Konzept auch sehr gut auf Meta-
computer u¨bertragen, bei denen dann jeweils Intra-Kommunikatoren die Kommunika-
tionsbeziehungen zwischen den Prozessen innerhalb eines Metahosts repra¨sentieren,
wa¨hrend die Inter-Kommunikatoren fu¨r die Kommunikation zwischen den Metahosts
herangezogen werden ko¨nnten, wie es hier auch in Abbildung 7.13 beispielhaft fu¨r ein
System mit zwei Metahosts wiedergegeben ist.
FOO
Metahost 
BAR
Metahost 
MPI_COMM_FOO MPI_COMM_BAR
MPI_COMM_INTER
MPI_COMM_WORLD
Abbildung 7.13: Beispiel fu¨r die semantische Abbildung der Prozesszugeho¨rigkeit bei
einem Metacomputer durch MPI-Kommunikatoren
Eng verwandt mit dem Kommunikatoren- ist das Attribut-Konzept von MPI, mit dem
sich beliebige Informationen in Form von Schlu¨ssel-Wert-Paaren u¨ber die MPI-Schnitt-
stelle verwalten lassen. Ein solches Attribut ist dabei ebenfalls ein opaker Datentyp,
wobei sich wiederum beliebig viele solcher Attribute einem Kommunikator zuordnen
lassen. Aus Sicht einer MPI-Implementierung dient dieser Mechanismus der Mo¨glich-
keit einer semantiklosen Datenablage fu¨r die Applikation, was bedeutet, dass abgelegte
Attribute nicht etwa durch die MPI-Implementierung inhaltlich ausgewertet werden.19
Daru¨ber hinaus finden sich im Standard auch rudimenta¨re Ansa¨tze, diesen Mecha-
nismus fu¨r einen Informationsfluss in genau entgegengesetzter Richtung zu benutzen,
bei dem die MPI-Implementierung spezielle vordefinierte Attribute gleich zu Beginn
MPI_COMM_WORLD und/oder MPI_COMM_SELF zuordnet, die dann von Applikati-
onsseite aus abgefragt werden ko¨nnen. Der MPI-Standard spezifiziert dazu eine Hand-
voll solcher vordefinierten Attribute und erwa¨hnt, dass jede MPI-Implementierung
auch weitere eigene Attribute nach Bedarf hinzufu¨gen kann. Hier liegt jedoch ein
großes Problem in Bezug auf die Portabilita¨t: Da Attribute opake Datentypen sind,
deren Symbolnamen zur ¨Ubersetzungszeit der MPI-Bibliothek festgelegt werden, bin-
det sich eine Applikation an die entsprechende MPI-Implementierung, sobald sie deren
proprieta¨re Attribute benutzt und ist somit nicht mehr zu anderen MPI-Implementie-
rungen kompatibel.
Einsatz in Metacomputing-fa¨higen MPI-Implementierungen
Dessen ungeachtet bieten viele Metacomputing-fa¨hige MPI-Implementierungen dem
Applikationsentwickler Optimierungsmo¨glichkeiten an, die alle in der Regel auf der
19 Ein semantikbehafteter Informationsfluss in gleicher Richtung la¨sst sich hingegen mit MPI-2 durch
das sogenannte Info-Objekt realisieren [101].
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Einfu¨hrung solcher zusa¨tzlichen Attribute und/oder Kommunikatoren beruhen, deren
transparente Nutzung dann aber nicht mehr durch den MPI-Standard abgedeckt ist.
So bietet MetaMPICH zum Beispiel mit MPI_COMM_LOCAL einen neuen vordefi-
nierten Kommunikator an, der jeweils die lokale Prozessgruppe eines Metahosts be-
schreibt, wa¨hrend MPI_COMM_WORLDweiterhin alle gestarteten Prozesse einer Meta-
MPICH-Sitzung umfasst.20 Da dieser Kommunikator jedoch in allen beteiligten Meta-
hosts jeweils den gleichen Symbolnamen tra¨gt, ist es aus Applikationssicht schwer her-
auszufinden, in welchem der Metahosts sich der jeweils orientierende Prozess befindet.
Dennoch kann dieser Kommunikator dazu benutzt werden, um zum Beispiel optimier-
te kollektive Kommunikationsoperationen auf Anwendungsebene umzusetzen – wenn
hierfu¨r nicht bereits die in Kapitel 5.1.2 auf Seite 84 vorgestellte MagPIe-Bibliothek
auf transparente Weise sorgt.21 Fu¨r eine genauere Topologieanalyse kann daru¨ber hin-
aus auch die auf MetaMPICH aufsetzende MetaComm-Bibliothek genutzt werden [55],
deren Verwendung allerdings aufgrund ihrer Bindung an MetaMPICH ebenfalls die
Portabilita¨t einer Applikation stark einschra¨nkt.
Einen a¨hnlichen Ansatz wie MetaMPICH verfolgt auch MPICH/Madeleine bei der Un-
terstu¨tzung des Anwendungsprogrammierers zur Anpassung der Applikation an die
Hardware-Strukturen eines Metacomputers: Alle Channels, die fu¨r eine Madeleine-
Sitzung in einem entsprechenden Datensatz konfiguriert werden mu¨ssen (→ Abbil-
dung 5.11 auf Seite 91), werden auf Anwendungsebene ebenfalls in Form von Kom-
munikatoren abgebildet. Diese werden dem Programmierer in Form eines vordefinier-
ten Arrays (MPI_USER_COMM) zur Verfu¨gung gestellt, das alle diese neuen Kom-
munikatoren entsprechend der Definitionsreihenfolge der jeweiligen Channels inner-
halb des Konfigurationsdatensatzes entha¨lt. Die Anzahl an vordefinierten Kommuni-
katoren (und damit die Anzahl der konfigurierten Channels) sowie die Position von
MPI_COMM_WORLD innerhalb dieses Arrays lassen sich dabei u¨ber die zusa¨tzlich vor-
definierten Konstanten MPI_COMM_NUMBER und MPI_COMM_WORLD_INDEX ab-
fragen – man erkennt schon, dass die Verwendung all dieser neuen Symbolnamen in-
nerhalb einer Anwendung auch nicht gerade zu deren Portabilita¨t beitra¨gt.
Nicht direkt u¨ber neudefinierte Kommunikatoren, sondern u¨ber entsprechende Attri-
bute versucht MPICH-G2 die Topologieinformationen zur Anwendungsebene durch-
zureichen. Dazu werden zwei neu Attribute mit den Namen TOPOLOGY_DEPTH und
TOPOLOGY_COLORS vordefiniert, deren Werte sich dann als Eigenschaften des Kom-
munikators MPI_COMM_WORLD auslesen lassen. Dabei beschreiben die beiden Attri-
bute gerade die Topologietiefen und die Topologiefarben, wie sie auch schon in Kapitel
5.1.3 auf Seite 96 vorgestellt wurden. In Abbildung 7.14 ist einmal wiedergegeben, wie
sich mit diesen Topologieinformationen neue Kommunikatoren auf Anwendungsebene
erstellen lassen, die dann wiederum die unterliegenden Hardware-Hierarchien in Form
von Prozessgruppen abbilden. In diesem Beispiel repra¨sentiert MPI_COMM_LOCAL
20 Dieser neue Kommunikator entspricht somit etwa den beiden Kommunikatoren MPI_COMM_FOO
und MPI_COMM_BAR in Abbildung 7.13.
21 MetaMPICH bietet selber keine optimierte kollektive Kommunikation an, kann hierfu¨r aber als
MPICH-Derivat die MagPIe-Bibliothek nutzen (→ Kapitel 5.1.2 auf Seite 84).
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die lokalen Prozessgruppen der beteiligten Metahosts, wa¨hrend die anderen beiden
Kommunikatoren (FOO und BAR) nur jene Prozesse umfassen, die auch tatsa¨chlich
u¨ber ein lokales Vendor-MPI kommunizieren ko¨nnen.22
MPI_Comm MPI_COMM_LOCAL, MPI_COMM_FOO, MPI_COMM_BAR;
MPI_Comm_rank(MPI_COMM_WORLD, &rank);
MPI_Attr_get(MPI_COMM_WORLD, TOPOLOGY_DEPTH, &depths, &flag);
MPI_Attr_get(MPI_COMM_WORLD, TOPOLOGY_COLOR, &colors, &flag);
MPI_Comm_split(MPI_COMM_WORLD, colors[rank][1],0, &MPI_COMM_LOCAL);
MPI_Comm_split(MPI_COMM_WORLD,
depth[rank] == 4 ? colors[rank][3],
MPI_UNDEFINED, 0, &MPI_COMM_FOO);
MPI_Comm_split(MPI_COMM_WORLD,
depth[rank] == 4 ? colors[rank][3],
MPI_UNDEFINED, 0, &MPI_COMM_BAR);
Abbildung 7.14: Beispiel, wie sich Topologieinformationen bei MPICH-G2 von der
Applikationsebene u¨ber neue vordefinierte Attribute abfragen lassen
7.3.2 Eine zusa¨tzliche Bibliothek: MPIXternal
Alle eben vorgestellten Mo¨glichkeiten zur Identifikation der Hardware-Strukturen des
Metacomputers auf Applikationsebene stellen, wie gesagt, proprieta¨re Lo¨sungen dar,
deren Benutzung stets an die jeweilige Metacomputing-fa¨hige MPI-Implementierung
gebunden ist. Eine portablere Lo¨sung wird hingegen von dem sogenannten MPIXternal-
Projekt [52, 50, 54] des Lehrstuhls fu¨r Betriebssysteme der RWTH Aachen geboten,
das maßgeblich vom Autor dieser Arbeit initiiert und koordiniert wurde. Das Projekt
stellt dabei die Entwicklung einer zusa¨tzlichen Software-Bibliothek dar, die auf je-
der beliebigen MPI-Implementierung aufsetzen kann. Mit dieser Bibliothek ist es so
mo¨glich, Hardware-Informationen in einem MPI-u¨blichen Stil an die Anwendungs-
ebene weiterzureichen, ohne dass die jeweilige Applikation an eine bestimmte MPI-
Implementierung gebunden wird. Dies wird allgemein dadurch erreicht, dass die be-
no¨tigten Informationen nicht durch die MPI-Schnittstelle, sondern u¨ber eine externe
Konfigurationsdatei auf die Applikationsebene gelangen. In dieser Konfigurationsdatei
ko¨nnen dazu neue Kommunikatoren und Attribute (zum Beispiel von einem Benutzer)
selber in XML vordefiniert werden. Ein Beispiel fu¨r eine solche Konfigurationsdatei
ist hier in Abbildung 7.15 wiedergegeben, in der man erkennt, dass sich dort beliebige
Kommunikator- und Attributnamen neu spezifizieren lassen. Die spa¨tere Zugeho¨rig-
keit eines Prozesses zu einem dieser Kommunikatoren wird dabei u¨ber seinen Rechner-
namen bestimmt, wie er von der MPI-Funktion MPI_Get_processor_name()
22 In der Regel du¨rften jedoch alle diese drei Kommunikatoren identisch sein.
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zuru¨ckgeliefert wird. In Abbildung 7.15 geho¨ren zum Beispiel alle Prozesse auf Kno-
ten mit den Namen foo1 bis foo4 zum spa¨teren Kommunikator MPI_COMM_FOO,
wobei betont werden muss, dass die ¨Uberpru¨fung dieser Namenszugeho¨rigkeit dem
Prinzip eines regula¨ren Ausdrucks folgt. Auf diese Weise ist es denn nun auch mo¨glich,
nicht nur einzelne Knoten, sondern gleich ganze Cluster unter einem Kommunikator
zusammenzufassen, wobei die Knotennamen des Clusters dann einem festen Aufbau-
schema folgen mu¨ssen.23
<comm name="MPI_COMM_FOO">
<node> foo1 </node>
<node> foo2 </node>
<node> foo3 </node>
<node> foo4 </node>
<attribute key="NETWORK">
SCI
</attribute>
</comm>
<comm name="MPI_COMM_BAR">
<cluster> bar </cluster>
<attribute key="NETWORK">
Myrinet
</attribute>
</comm>
<intercomm name="MPI_COMM_INTER">
<first> MPI_COMM_FOO </first>
<second> MPI_COMM_BAR </second>
</intercomm>
Abbildung 7.15: Beispiel fu¨r die externe Konfiguration selbstdefinierter Kommunika-
toren und Attribute fu¨r die MPIXternal-Bibliothek
Um die in der Konfigurationsdatei abgelegten Informationen24 schließlich in einer Ap-
plikation auch abfragen zu ko¨nnen, stellt die Bibliothek dem Applikationsprogram-
mierer neue Funktionen zur Verfu¨gung,25 mit denen er feststellen kann, ob die ent-
sprechenden Kommunikatoren oder Attribute in dem jeweiligen Konfigurationsdaten-
satz definiert wurden und ob ein Prozess zu einem bestimmten Kommunikator geho¨rt
oder nicht. Ein Beispiel fu¨r eine solche Abfrage ist in Abbildung 7.16 wiedergege-
ben, bei der u¨berpru¨ft wird, zu welchem Cluster mit welchem Netzwerk ein Prozess
geho¨rt. Dabei muss erwa¨hnt werden, dass sich u¨ber den Attribut-Mechanismus von
MPI beliebige Datenstrukturen verwalten lassen,26 wohingegen bei MPIXternal die
Schlu¨ssel-Wert-Paare immer als Zeichenketten codiert sind.
An dieser Stelle ko¨nnte man nun einwenden, dass ein Anwendungsprogramm auch
dann weniger portabel ist, wenn es von der MPIXternal-Bibliothek Gebrauch macht.
Dem kann zum einen aber entgegnet werden, dass diese Bibliothek selber portabel
ist,27 so dass Anwendungen einfach immer zusammen mit MPIXternal auf eine neue
Plattform verschoben werden ko¨nnen. Zum anderen bietet diese Bibliothek auch noch
eine weitere Schnittstelle, die sich unterhalb regula¨rer MPI-Funktionsaufrufe einzu-
schieben versucht. Dazu werden innerhalb des Anwendungsprogramms bestimmte
MPI-Funktionen28 durch den Makroprozessor derart u¨berladen, dass bei Vorhanden-
23 Hier zum Beispiel fooX, mit X als Knotennummer.
24 Sprich: die dort definierten Kommunikatoren und Attribute.
25 Namentlich MPIX_Comm_external() und MPIX_Keyval_external().
26 Sprich: der Ru¨ckgabewert von MPI_Attr_get() ist ein Zeiger auf einen beliebigen Datentyp.
27 Sprich: sie ist unabha¨ngig von einer bestimmten MPI-Implementierung.
28 Namentlich MPI_Comm_rank() und MPI_Comm_size().
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#define MPIX_Comm_external_(a,b) \
MPIX_Comm_external(&a,#a,b)
#define MPIX_Keyval_external_(a,b) \
MPIX_Keyval_external(&a,#a,b)
MPI_Comm MPI_COMM_FOO = MPI_COMM_NULL;
MPIX_Comm_external_(MPI_COMM_FOO, &flag);
if (flag) { /* Prozess gehoert zum Metahost FOO: */
int NETWORK = 0;
MPIX_Keyval_external_(NETWORK, &flag);
if (flag) { /* Attribut ’NETWORK’ gefunden: */
char* value = NULL;
MPI_Attr_get(MPI_COMM_FOO, NETWORK, &value, &flag);
if (flag) { /* Wert zum Attribut ’NETWORK’ gefunden: */
printf("Intra-Metahost Netzwerk von FOO: %s\n", value);
. . .
Abbildung 7.16: Beispiel, wie auf Basis der MPIXternal-Bibliothek per XML vordefi-
nierte Kommunikatoren sich auf Applikationsebene entfalten lassen
sein der MPIXternal-Bibliothek diese zuna¨chst intern einen entsprechenden Aufruf
von MPIX_Comm_external() zum Erstellen der extern definierten Kommunikato-
ren ausfu¨hren, bevor sie ihre eigentlichen Ru¨ckgabewerte zuru¨ckliefern. Jedoch muss
sich der Applikationsprogrammierer auch dieser ¨Uberladung derart gewahr sein, als
dass entsprechende Maßnahmen fu¨r den Fall vorgesehen werden, dass die MPIXternal-
Bibliothek und/oder die entsprechend extern definierten Kommunikatoren einmal nicht
vorhanden sind. So muss zum Beispiel auch der sogenannte MPI-Error-Handler von
der Applikation rekonfiguriert werden, da sonst im Normalfall eine MPI-Sitzung sofort
beendet wird, sobald ein ungu¨ltiger Kommunikator (MPI_COMM_NULL) einer MPI-
Funktion u¨bergeben wird. Auf diese Weise lassen sich so auch Applikationen program-
mieren, die sich mit und ohne MPIXternal ohne weitere Vera¨nderungen kompilieren
lassen. Weitere Details zu dieser Form der Schnittstelle von MPIXternal findet man in
[52].
An dieser Stelle stellt sich nun jedoch die Frage, wer respektive welche Instanz die
Konfigurationsdatei mit den vordefinierten Komminkatoren und/oder Attributen er-
stellt. Natu¨rlich kann dies, wie oben bereits angedeutet, durch den Benutzer der je-
weiligen Applikation geschehen, der dazu die entsprechende Zuordnung zwischen der
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gegebenen Hardware-Topologie und den erwarteten Prozessgruppen29 der Applikati-
on vornehmen muss. Dazu muss der Anwender natu¨rlich in Besitz der Topologiein-
formationen sein, die ihm entweder vorgegeben und somit bekannt sind oder die er
zum Beispiel mit Hilfe eines Topologieanalysewerkzeuges, wie es auch in der initia-
len Sondierungsphase des MLB-Benchmarks (→ Kapitel 7.2.1) zum Einsatz kommt,
in Erfahrung bringen kann.
Tatsa¨chlich wurde im Zusammenhang mit der MPIXternal-Bibliothek ein solches To-
pologieanalysewerkzeug entwickelt,30 das die sondierte Hardware-Topologie anschlie-
ßend in XML-codierter Form ausgibt. Gleiches la¨sst sich daru¨ber hinaus auch mit ei-
nem ISI-Interpreter-basierten Skript erzeugen (→Kapitel 6.3.3), das dann zur Laufzeit
einer ISI-Sitzung zwischen allen beteiligten Prozessen einfache Ping-Pong-Messungen
von entsprechenden Surveyor-Objekten durchfu¨hren la¨sst und das aus deren Ergeb-
nissen dann die Topologiebeschreibung erzeugen kann. Schließlich wurde am Lehr-
stuhl fu¨r Betriebssysteme daru¨ber hinaus auch noch ein grafisches Frontend entwi-
ckelt, in das die erzeugte Topologiebeschreibung geladen werden kann, so dass dann
vom Benutzer u¨ber einfaches Drag-and-Drop auf Basis dieser Hardware-Gruppierung
die gewu¨nschten Prozessgruppen in Form von vordefinierten Kommunikatoren zusam-
mengestellt werden ko¨nnen [50].
Die Integration in MetaMPICH
Abschließend sei auch noch erwa¨hnt, dass die entsprechende Konfigurationsdatei na-
tu¨rlich auch von der jeweiligen MPI-Implementierung selbst erzeugt werden kann, die
zumindest im Falle eine Metacomputing-fa¨higen Bibliothek ebenfalls topologiebezo-
gene Informationen beno¨tigt, die ihr in der Regel u¨ber eigene Konfigurationsdateien
zur Verfu¨gung gestellt werden. So wurde zum Beispiel auch schon die Laufzeitum-
gebung von MetaMPICH dahingehend erweitert, dass sich innerhalb eines Metakon-
figurationsdatensatzes eigene Bezeichnungen fu¨r den sonst u¨blichen Kommunikator
MPI_COMM_LOCAL angeben lassen. Bei der Auswertung dieses Datensatzes wird
dann von MetaMPICH automatisch eine entsprechende (tempora¨re) Konfigurations-
datei fu¨r die MPIXternal-Bibliothek erstellt. Wie diese benutzerdefinierten Kommu-
nikatoren in der Metakonfiguration und schließlich im XML-codierten Datensatz fu¨r
MPIXternal umgesetzt werden, ist hier beispielhaft in Abbildung 7.17 wiedergege-
ben.31 Eine a¨hnliche Integration eines solchen automatisierten Konfigurationsmecha-
nismus fu¨r extern definierte Kommunikatoren ist daru¨ber hinaus nicht nur bei Meta-
MPICH, sondern auch bei anderen Metacomputing-fa¨higen MPI-Implementierungen
denkbar, was in Zukunft die Portabilita¨t von MPIXternal-basierten, auf Heterogenita¨t
optimierten Applikationen weiter fo¨rdern du¨rfte.
29 Sprich: den neuen Kommunikatoren.
30 Auch dieses basiert auf dem Werkzeug CommSpeedClassFinder, das Teil der MP-MPICH-
Distribution ist.
31 In Abbildung 7.17 erkennt man auch, dass sich hier nicht nur Intra- sondern auch Inter-
Kommunikatoren fu¨r die Kommunikation zwischen den Metahosts vordefinieren lassen.
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METAHOST FOO
{
NODES = foo1,foo2,foo3,foo4;
INTRACOMM = "MPI_COMM_FOO";
. . .
}
METAHOST BAR
{
NODES = bar1,bar2,bar3,bar4;
INTRACOMM = "MPI_COMM_BAR";
. . .
}
CONNECTIONS
PAIR FOO BAR
- {INTERCOMM = "MPI_COMM_INTER"}
. . .
<comm name="MPI_COMM_FOO">
<node>foo1</node>
<node>foo2</node>
<node>foo3</node>
<node>foo4</node>
</comm>
<comm name="MPI_COMM_BAR">
<bar>bar1</bar>
<bar>bar2</bar>
<bar>bar3</bar>
<bar>bar4</bar>
</comm>
<intercomm name="MPI_COMM_INTER">
<first> MPI_COMM_FOO</first>
<second>MPI_COMM_BAR</second>
</intercomm>
Abbildung 7.17: Extern definierte Kommunikatoren in einer Metakonfiguration (links)
und die resultierende MPIXternal-Konfiguration (rechts)
7.4 Fazit
Auch wenn der in diesem Kapitel betrachtete Algorithmus zur Lo¨sung der zweidi-
mensionalen Laplace-Gleichung nur ein simplifiziertes Beispiel darstellt, so steht er
doch exemplarisch fu¨r eine Vielzahl a¨hnlicher Algorithmen, wie sie im Bereich des
Hochleistungsrechnens insbesondere zur Simulation von physikalischen Vorga¨ngen
sta¨ndig zur Anwendung kommen [40, 239]. Anhand dieses Algorithmus konnte hier
auch beispielhaft gezeigt werden, wie eine entsprechend optimierende Abbildung auf
die Strukturen eines Metacomputers vollzogen werden kann. Eine kurze, aber gute
¨Ubersicht mit sieben weiteren Algorithmen (darunter neben Gleichungslo¨ser fu¨r Simu-
lationszwecke auch verschiedene Graphen- und Suchalgorithmen) und entsprechenden
Strategien zur Lastbalancierung und Anpassung an die Strukturen eines Metacompu-
ters findet man in [10]. Weitere Beispiele fu¨r die Optimierung von Anwendungen in
Bezug auf hierarchische und/oder heterogene Systeme sind daru¨ber hinaus unter ande-
rem in [123, 31, 13, 49, 18] wiedergegeben. Alle diese Optimierungsanstrengungen sind
in der Regel dahingehend erfolgreich, als die Laufzeit der angepassten Algorithmen
gegenu¨ber dem Fall einer transparenten Nutzung des Systems sinkt. Es stellt sich da-
bei aber immer auch die Frage, wie kosten- und zeitaufwendig solche Anstrengungen
sind. Um den Anwender oder vielmehr den Anwendungsentwickler beim Aufspu¨ren
ungenutzter Optimierungspotentiale zu unterstu¨tzen, wurden auch entsprechende Ana-
lysewerkzeuge entwickelt, die insbesondere Aufschluss u¨ber das Kommunikationsver-
halten von Applikationen auf Metacomputern geben ko¨nnen [39, 139, 19]. Gleichwohl
wa¨re ein von vornherein hierarchisches Algorithmendesign, das die unterschiedlichen
Stufen der unterliegenden Hardware-Struktur automatisch und dynamisch zu beru¨ck-
sichtigen vermag, wohl der sprichwo¨rtliche
”
Ko¨nigsweg“ fu¨r die Zukunft [93, 195].
Dafu¨r mu¨ssten jedoch entsprechend standardisierte Schnittstellen geschaffen werden,
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die einen Informationsfluss ermo¨glichen, auf dessen Basis eine solche flexible Abbil-
dung der Software-Strukturen auf die gegebene Hardware-Infrastruktur erst vollzogen
werden kann. Die MPIXternal-Bibliothek bietet dazu bereits einen ersten Ansatz, die
Schaffung solcher Schnittstellen innerhalb des MPI-Standards ko¨nnte daru¨ber hinaus
im Zuge der Spezifizierung von MPI-3.0 erfolgen.
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In der vorliegenden Arbeit wurden wesentliche Aspekte einer Parallelverarbeitung mit
Nachrichtenaustausch auf Metacomputer-Systemen vorgestellt und insbesondere auf
ihre effiziente Umsetzbarkeit hin untersucht. Dabei wurde versucht, nicht nur den ak-
tuellen Stand der Technik darzulegen, sondern auch die historische Entwicklung sowie
die anhaltende Motivation zur Kopplung paralleler Rechenressourcen zu ho¨heren Ein-
heiten aufzuzeigen.
Diese Motivation entspringt dabei dem stets immensen Bedarf an Rechenleistung zur
Lo¨sung großer Probleme, wie sie zum Beispiel in Form der Grand Challenges formu-
liert wurden, der bisher zu keinem Zeitpunkt von der noch so aktuellsten Rechnerge-
neration ga¨nzlich befriedigt werden konnte. Der Grund dafu¨r ist, wie Gustafson schon
Ende der 80er Jahre feststellte, dass mit jeder neuen Rechnergeneration auch die An-
spru¨che der Anwender an die Genauigkeit der Lo¨sungen wachsen, so dass hier in der
Regel der Fall einer Problemgro¨ßenskalierung vorliegt. Eine Problemgro¨ßenskalierung
bedeutet aber, dass im Gegensatz zu den Annahmen von Amdahl fu¨r eine große Klasse
an Algorithmen eine effiziente Parallelverarbeitung auch noch mit einer hohen Anzahl
an Prozessoren mo¨glich ist.
Ein Beispiel fu¨r einen solchen Algorithmus ist der in Kapitel 7 vorgestellte Ansatz zur
parallelen Lo¨sung der zweidimensionalen Laplace-Gleichung, bei dem der Rechenauf-
wand pro Iteration die Ordnung O(N) hat, wohingegen der Kommunikationsaufwand
nur mit etwa O(√N) wa¨chst.1 Bildet man einen solchen Algorithmus auf ein paralle-
les Rechensystem mit Kommunikationsengpass wie etwa einen Metacomputer ab, so
begu¨nstigt auf der einen Seite eine steigende Problemgro¨ße seine Skalierbarkeit, da
der Einfluss des Engpasses mit dieser schwindet. Auf der anderen Seite ist aber im-
mer auch die maximale Laufzeit eines Algorithmus limitiert, da zum einen hinter den
eingesetzten Ressourcen in der Regel reale Kosten stehen und zum anderen das Ergeb-
nis der Problemlo¨sung dem Anwender in angemessener Zeit zur Verfu¨gung gestellt
werden muss.
Um aber bei vorgegebener Laufzeit innerhalb dieser eine mo¨glichst große Problem-
gro¨ße verarbeiten zu ko¨nnen, mu¨ssen folgende Anforderungen in Bezug auf die ef-
fiziente Benutzung eines heterogenen Systems wie das eines Metacomputers gestellt
werden: Zum einen muss die Laufzeitumgebung des Algorithmus, wie zum Beispiel
die verwendete Bibliothek zum Nachrichtenaustausch, technisch in der Lage sein, alle
verfu¨gbaren Ressourcen mo¨glichst optimal auszunutzen. Das bedeutet im konkreten
Fall einer Kommunikationsbibliothek, dass diese die Fa¨higkeit haben muss, sowohl
1 Mit N als Problemgro¨ße beziehungsweise der Anzahl an Unbekannten.
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die schnellen internen Netzwerke als auch die koppelnde Netzwerkinfrastruktur mit
mo¨glichst wenig Mehraufwand bedienen zu ko¨nnen. Zum anderen muss aber auch
der Algorithmus selber durch entsprechende Lastbalancierung und geschickte Abbil-
dung der parallelen Prozesse auf das heterogene System derart angepasst werden, dass
er aufgrund seines Berechnungs- und Kommunikationsmusters die vorhandenen Res-
sourcen mo¨glichst effizient ausnutzen kann. Dabei stellt sich jedoch die Frage, wie die
dazu beno¨tigten Informationen auf die Anwendungsebene gelangen ko¨nnen.
Da sich das Message Passing Interface schon seit einigen Jahren als verbreiteter Stan-
dard fu¨r den Nachrichtenaustausch in parallelen Anwendungen etabliert hat, war und
ist es naheliegend, dass sich auch entsprechende MPI-Implementierungen diesen An-
forderungen in Bezug auf Metacomputing-Systemen bereits gestellt haben. Der dies-
bezu¨gliche Lo¨sungsansatz des Lehrstuhls fu¨r Betriebssysteme der RWTH Aachen ist
die in Kapitel 5.2 vorgestellte MetaMPICH-Bibliothek, die maßgeblich vom Autor
dieser Arbeit in den letzten Jahren weiterentwickelt wurde. Vorteile von MetaMPICH
sind zum einen, dass sich mit der Bibliothek sowohl Router-basierte Topologiekonfi-
gurationen als auch das All-to-All-Konzept realisieren lassen, und dass zum anderen
von der Bibliothek sowohl eine integrierte Unterstu¨tzung diverser lokaler Netzwerk-
technologien geboten wird, aber auch eine zusa¨tzliche Einbeziehung von Vendor-MPI-
Implementierungen mo¨glich ist.
Trotzdem wurden bei dem Einsatz von MetaMPICH im VIOLA-Projekt und bei der
damit einhergehenden Integration in das UNICORE-System auch einige Schwachstel-
len des Lo¨sungsansatzes insbesondere mit Hinblick auf die Umsetzung des All-to-
All-Konzeptes sichtbar. So waren zum einen die Konfigurationsmo¨glichkeiten dahin-
gehend limitiert, als die Kopplung der Teilsysteme nur auf Basis eines zumindest lo-
gisch homogenen TCP-Netzes erfolgen konnte, bei dem sich alle beteiligten Knoten
innerhalb desselben Adressraumes befinden mu¨ssen. Weitere Hierarchiestufen inner-
halb dieses koppelnden Netzes konnten somit nicht weiter beru¨cksichtigt werden, so
dass zwischen den Teilsystemen zur Kommunikation immer der kleinste gemeinsame
Nenner benutzt werden musste.
Jedoch sind aber insbesondere bei heutigen Grid-Umgebungen die koppelnden Netz-
werkschichten oftmals nicht homogen, sondern ebenfalls hierarchisch, so dass deren
mo¨gliche Beru¨cksichtigung innerhalb der entsprechenden Konfiguration einer Sitzung
wu¨nschenswert wurde. Dabei galt es nun jedoch nicht nur unterschiedliche Netze
auf Basis des TCP-Protokolls statisch zu beru¨cksichtigen, vielmehr sollten auch die
dynamische Auswahl alternativer Transportprotokolle sowie entsprechende Quality-
of-Service- und/oder Fallback-Mechanismen realisiert werden. Dieses wurde schließ-
lich durch den Autor dieser Arbeit mit dem Entwurf und der Implementierung der
ISI-Bibliothek erreicht, die hier in Kapitel 6 detailliert vorgestellt wurde. Die ISI-
Bibliothek stellt dabei durch ihre Integration in MetaMPICH eine den obigen Anfor-
derungen entsprechende Sitzungsschicht fu¨r Metacomputer dar, die u¨ber ihre externe
XML-basierte Schnittstelle eine einfache Interaktion mit der a¨ußeren Grid-Umgebung,
wie zum Beispiel dem UNICORE-System, ermo¨glichen kann.
190
Die ISI-Schicht ist dabei in der Lage, zur Laufzeit sowohl topologiebezogene Infor-
mationen u¨ber das unterliegende System als auch u¨ber das Kommunikationsmuster
der Applikation in Bezug auf den Inter-Metahost-Engpass zu sammeln. Es stellt sich
nun aber die Frage, wie sich diese und andere Informationen auf Applikationsebe-
ne dazu nutzen lassen, um den jeweiligen Algorithmus mo¨glichst optimal an die je-
weiligen Hardware-Strukturen anpassen zu ko¨nnen. Ein Beispiel fu¨r eine solche An-
passungsmo¨glichkeit wurde dazu in dieser Arbeit in Kapitel 7.1.3 exemplarisch vor-
gestellt. Diese wie auch andere Anpassungsmo¨glichkeiten fu¨r weitere Algorithmen
bedu¨rfen aber in der Regel stets eines gewissen Maßes an Kenntnis u¨ber die unter-
liegenden Hardware-Strukturen durch den Anwendungsprogrammierer, so dass ein
mo¨glichst portabler Weg gefunden werden muss, um diese Informationen auch auf
Anwendungsebene zuga¨nglich zu machen.
Der MPI-Standard ist dabei zumindest in seiner gegenwa¨rtigen Version leider nicht
besonders hilfreich, da dieser einer Applikation nach deren Start stets eine vermeint-
lich homogene MPI-Welt vorgibt, in der alle Prozesse gleichberechtigt und gleich
verteilt sind. Zwar helfen proprieta¨re Lo¨sungen und Erweiterungen, die in speziellen
MPI-Bibliotheken zusa¨tzlich implementiert wurden, den beno¨tigten Informationsfluss
durch die MPI-Schnittstelle zu realisieren, jedoch sind diese aufgrund der fehlenden
Standardkonformita¨t in der Regel nicht sehr portabel. Ein anderer Ansatz, bei dem die
entsprechenden Erweiterungen nicht innerhalb einer MPI-Bibliothek realisiert sind,
sondern in Form einer zusa¨tzlichen Bibliothek, die im Zusammenspiel mit jeder belie-
bigen MPI-Implementierung genutzt werden kann, wurde hier in Kapitel 7.3.2 anhand
des MPIXternal-Projektes des Lehrstuhls fu¨r Betriebssysteme der RWTH Aachen vor-
gestellt, das vom Autor dieser Arbeit initiiert und maßgeblich umgesetzt wurde.
Diese zusa¨tzliche Bibliothek erlaubt es, eine angepasste Gruppierung der Prozesse
entsprechend den vorgegebenen Hardware-Hierarchien vor Applikationsstart festzu-
legen, so dass sich die verschiedenen Prozessgruppen auf die jeweiligen Teilsysteme
des Metacomputers abbilden lassen. An dieser Stelle sei erwa¨hnt, dass eine weitere
Mo¨glichkeit dazu auch durch die in Kapitel 4.1 kurz vorgestellte Variante einer dyna-
mischen Prozesserzeugung gegeben sein ko¨nnte. Bei dieser Variante werden na¨mlich
nicht alle Prozesse gleich zum Applikationsstart erzeugt, sondern Gruppen von Pro-
zessen ko¨nnen hier zur Laufzeit weitere Prozessgruppen erzeugen, wobei sich dann
auch hier die Frage stellt, wo diese Prozesse sich im System spa¨ter befinden sollen.
Dieses hierarchische Konzept von Prozessgruppen ko¨nnte sich demnach ebenfalls gut
fu¨r eine Abbildung auf Metacomputersysteme eignen, so dass diesbezu¨glich weitere
Forschungsaktivita¨ten wu¨nschenswert sein du¨rften.
Als abschließendes Fazit kann resu¨miert werden, dass die anfa¨nglichen Metacomputing-
Projekte wohl eher Machbarkeitsstudien und Experimente darstellten, die noch weit
von einer effizienten Parallelverarbeitung auf gekoppelten Systemen entfernt waren.
Durch das Aufkommen und die Verbreitung des Grid-Computings und die damit ver-
bundene Schaffung von Schnittstellen und Standards sind aber die Benutzung und die
Konfiguration solcher gekoppelten Systeme deutlich einfacher und damit ebenfalls
verbreiteter geworden. Dies hat aber auch dazu gefu¨hrt, dass auf der anderen Seite
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das Bedu¨rfnis nach einer standardisierten und gleichzeitig der Hierarchie des Systems
gerecht werdenden Programmierschnittstelle gro¨ßer geworden ist. Der MPI-Standard
ist zwar derzeit der dominierende Standard im Bereich der Parallelverarbeitung, kann
aber aufgrund seines bisherigen Konzeptes einer homogenen Welt diesen Anforde-
rungen nicht gerecht werden. Zur Zeit der Abfassung dieser Arbeit tagt jedoch (nach
Jahren der Unta¨tigkeit) das MPI-Forum wieder regelma¨ßig und man darf hoffen, dass
im Zuge der Standardisierung von MPI-3.0 entsprechende Schnittstellen geschaffen
werden.
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Speedup, 8, 10, 173
Speicherarchitektur, 16
Speicherkoppelnde Netze, 22
Stream Control Transmission Protocol,
43, 125
Supercomputing’99 Experiment, 35, 92
SuperSockets, siehe Scalable Coherent
Interface
Supervisor-Dienste, 137, 141
Symmetric Multi-Processing, 17, 34, 65,
76
System Area Networks, siehe Hochge-
schwindigkeitsnetzwerke
TCP, siehe Transmission Control Pro-
tocol
Transmission Control Protocol, 25, 40,
65, 76, 99, 125
Transportprotokolle, siehe TCP,SCTP,UDT
UDP-based Data Transfer Protocol, 42,
125
UDT, siehe UDP-based Data Transfer
Protocol
UMA, siehe Uniform Memory Accces
UNICORE, 39, 110
Uniform Memory Accces, 16
USI-Module, 115, 125
USI-Schnittstelle, 124
USOCK, 99, 113
VIOLA, 36, 110
Voll-vernetzte Architektur, 77, 107
WAN, siehe Wide Area Network
Wettersimulation, 6, 15
Wide Area Network, 21, 25, 36, 40, 41,
76, 81, 97, 115
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