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ON THE ASYMPTOTIC BEHAVIOR OF HIGH ORDER
MOMENTS FOR A FAMILY OF SCHRÖDINGER EQUATIONS
N. TZVETKOV AND N. VISCIGLIA
Abstract. We study upper bounds and the asymptotic behavior of high or-
der moments for solutions to a family of linear and nonlinear Schrödinger
equations.
1. Introduction
Consider the free Schrödinger equation
(1.1)
{
(i∂t + ∂
2
x)u = 0, (t, x) ∈ R× R
u(0, x) = f ∈ Σs(R), s ∈ N, s ≥ 1,
where
(1.2) ‖f‖2Σs(R) = ‖f‖2Hs(R) +
∫
R
x2s|f(x)|2dx .
Here Hs(R) denote the classical Sobolev spaces. The solution of (1.1) can be
written as
(1.3) u(t, x) =
1√
2π
∫
R
eixξ−itξ
2
fˆ(ξ)dξ,
where
(1.4) fˆ(ξ) =
1√
2π
∫
R
e−ixξf(x)dx
denotes the Fourier transform of f ∈ Σs(R), s ≥ 1. It follows directly from (1.3)
that
(1.5) ‖u(t, ·)‖Hs(R) = ‖f‖Hs(R), ∀ t ∈ R .
Another direct consequence of (1.3) is the invariance of the space Σs(R) by
the linear flow associated with (1.1), namely eit∂
2
xf ∈ Σs(R) for every t with the
following quantitative bound:
(1.6)
∫
R
x2s|u(t, x)|2dx . 〈t〉2s.
Moreover one can show the exact long-time behavior
(1.7) lim
t→±∞
∫
R
(x
t
)2s|u(t, x)|2dx = 22s ∫
R
∣∣∂sxf ∣∣2dx .
Property (1.5) implies that for the solutions of (1.1) no migration of Fourier modes
is possible. On the other hand property (1.6) and (1.7) imply that there is a migra-
tion of the conserved L2 mass of the solutions of (1.1) to the spatial infinity.
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Our goal in this work is to show that (1.6) and more importantly (1.7) persist
for a large class of perturbations of (1.1), both linear and nonlinear. We therefore
consider the following family of defocusing NLS:
(1.8)
{(
i∂t + ∂
2
x + V (x) + λ|u|2k
)
u = 0, (t, x) ∈ R× R, λ ≤ 0, k ∈ N, k ≥ 2,
u(0, x) = f ∈ Σs(R), s ∈ N, s ≥ 1.
We suppose that V : R→ R is a potential such that:
(1.9) |∂jxV (x)| . (1 + |x|)−1, ∀j = 1, · · · , s.
Notice that we have imposed decay on the derivatives of V and not on the potential
V itself. Indeed in the sequel we shall assume either V ∈ L∞(R) or V ∈ L∞(R)
and limx→∞ V = 0. It will depend on the kind of results we are looking for, and
in any case it will be specified along the statements. Since we shall work with the
perturbed Sobolev spaces, we need to compute the operator
√
−∂2x − V , hence we
shall assume
(1.10) −∂2x − V ≥ 0 in the operator sense.
As mentioned above, our aim is the analysis of the invariance of the space Σs(R)
along the flow associated with (1.8) with a quantitative estimate, as well as the
asymptotic description of the moments∫
R
x2s|u(t, x)|2dx as t→ ±∞.
Notice that for λ = 0 the equation (1.8) reduces to the purely linear Schrödinger
equation with a linear perturbation V , while for λ < 0 it is nonlinear, defocusing
and not translation invariant, unless V ≡ 0. It is worth mentioning that, at the
best of our knowledge, very few results are known about the growth of higher order
moments, in the linear case either. We quote in this direction [6], [9], [16], [19], [25]
and the references therein. In the aforementioned papers the results are mainly de-
voted to the study of qualitative informations on the growth of high order moments,
but we are not aware of any result where it is studied its asymptotic behavior for
large times.
Our first result provides a general statement about upper bounds (and not yet
on the asymptotic behavior) of the moments of order s for a large class of linear
potential perturbations. At the best of our knowledge the result below is not stated
elsewhere in the literature under its full generality.
Theorem 1.1. Let s ≥ 1 be a fixed integer. Assume that V is real valued, V ∈
L∞(R) and satisfies (1.9), (1.10). Then for every f ∈ Σs(R), we get the following
upper-bound:
(1.11) ‖eit(∂2x+V )f‖2Σs(R) . 〈t〉2s.
Concerning the translation invariant nonlinear case (namely (1.8) with V = 0
and λ 6= 0) we quote the paper [3] where it is shown that the moments of order s
grow as ts, however the limit as time goes to ±∞ is not explicitely studied (even
if it should follow by a simple extra argument, see Remark 1.5). However, the
technique used in [3] seems to be specific for the case V = 0. More precisely, it is
based on the commuting vector fields approach which is not available in the case
V 6= 0. At this point we should mention [5] where a suitable pseudo-differential
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version of vector fields is constructed under a potential perturbation and as a result
it is obtained the time decay of the corresponding nonlinear solutions. However it
is unclear how to use the technique developed in [5] to study the behavior of high
order moments in the nonlinear setting.
In order to state the nonlinear counterpart of Theorem 1.1 (namely for solutions
to (1.8) with λ < 0) first of all we recall that, due to the defocusing character of
(1.8) and due to the classical Sobolev embedding H1(R) ⊂ L∞(R), there exists
an unique global solution u(t, x) ∈ C(R;H1(R)) for every f ∈ H1(R). Therefore
from now on we shall not comment anymore about the existence and uniqueness
of solution to (1.8) for initial data f ∈ Σs(R), s ≥ 1. However even if f ∈ Σs(R),
it is not guaranteed for free that the solution u(t, x) belongs to Σs(R) for every
time t ∈ R. This is part of our work, along with quantitative information on the
behavior of the high order moments for large time.
Next, we introduce a further assumption that we shall use in the nonlinear setting:
(1.12) sup
(t,x)∈R2
〈t〉 12 |u(t, x)| <∞ ,
where u(t, x) ∈ C(R;H1(R)) is the unique solution to (1.8) with f ∈ H1(R).
We point out that assumption (1.12) is satisfied for instance in the case λ < 0
and for any repulsive potentials V (x), namely:
(1.13) 2V (x) + x∂xV (x) ≥ 0.
In fact under this assumption, by the pseudoconformal energy estimate (see [12]
and [4]), one can show:
(1.14) ‖xu(t, x) + 2it∂xu(t, x)‖L2(R) . 1.
On the other hand by the Gagliardo-Nirenberg inequality we get
√
2|t|‖e−ix
2
4t u(t, x)‖L∞(R)
.
√
2|t|‖e−ix
2
4t u(t, x)‖
1
2
L2(R)‖∂x(e−i
x2
4t u(t, x))‖
1
2
L2(R)
= ‖u(t, x)‖
1
2
L2(R)‖xu(t, x) + 2it∂xu(t, x)‖
1
2
L2(R) . 1,
where we used (1.14) and the L2 conservation at the last step. Hence (1.12) follows
under the assumption (1.13).
We also recall that (1.12) has been established in the paper [5] for a large class
of potentials under a smallness assumption on the initial datum and with a generic
spectral condition on the potential V .
Next we give our statement about the invariance of the space Σs(R) along with
an upper bound in the defocusing nonlinear case (namely (1.8) with λ < 0).
Theorem 1.2. Let s ≥ 1, k ≥ 2 be two fixed integers, and let λ < 0. Assume that
the potential V is real valued, V ∈ L∞(R) and satisfies (1.9), (1.10). Let u(t, x)
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satisfies (1.12), where u(t, x) ∈ (R;H1(R)) is the unique global solution to (1.8)
(λ, k as above), with f ∈ Σs(R). Then we get the following upper bound:
(1.15) ‖u(t, x)‖2Σs(R) . 〈t〉2s.
Notice that in Theorem 1.2, compared with Theorem 1.1, we assume the extra
condition (1.12) which is not needed in the linear case. Nevertheless the conclusion
about the moments that we get are the same.
Concerning Theorems 1.1 and 1.2 we shall provide one unified proof. Indeed it will
be clear along the proof that one can drop the assumption (1.12) in the linear case
λ = 0. In fact this assumption is needed to deal with the nonlinear term, but it is
not needed to deal with the linear part.
Next we focus on the issue of the precise description of the moments of order s
for large times. In order to do that we need another assumption on the potential
V . More specifically we assume the asymptotic completeness of the wave operator
in the L2 setting:
(1.16) ∀g ∈ L2(R) ∃ g± ∈ L2(R) s.t. ‖eit(∂
2
x+V )g − eit∂2xg±‖L2(R) t→±∞→ 0.
We recall that (1.16) has been established for a large class of potentials which satisfy
a suitable long-range decay condition, namely V has to decay of the order 〈x〉−1−ǫ0
with ǫ0 > 0 (see [1], [10], [17]).
Along the paper the following asymptotic description for free waves will play an
important role (see [8] and [17]):
(1.17) ‖eit∂2xh− e
ix
2
4t√
2it
hˆ(
x
2t
)‖L2(R) t→∞−→ 0, ∀h ∈ L2(R),
where hˆ(ξ) is the (unique) extension of (1.4) to functions in L2(R). Next we state
our result about the long time description of moments of order s. Since in the linear
case we can provide a better result compared with the nonlinear one, we provide
two separate statements.
Theorem 1.3. Let V ∈ L∞(R) be real valued, limx→∞ V (x) = 0. Assume moreover
(1.9), (1.10) and (1.16). Let f ∈ Σs(R) with s ≥ 1 an integer, then
(1.18) lim
t→±∞
∫
R
(x
t
)2s|eit(∂2x+V )f |2dx = 22s‖(√−∂2x − V )sf‖2L2 .
Notice that (1.18) is the perturbative counterpart of (1.7) under a linear poten-
tial pertubation.
Finally we switch to the nonlinear case (namely (1.8) with λ < 0) where, exactly
as in Theorem 1.2, we assume the extra assumption (1.12). Moreover despite to
Theorem 1.3 we get a slightly weaker conclusion, indeed on the r.h.s. in (1.20) we
have the classical Sobolev norm of the scattering states f±, while in the r.h.s. in
(1.18) it is involved the pertubed Sobolev norm of the initial datum f himself.
Theorem 1.4. Assume that V ∈ L∞(R) is real valued and satisfies (1.9), (1.10),
(1.16). Let λ < 0 and k ≥ 2 be an integer. Let f ∈ Σs(R) with s ≥ 1 an integer,
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and assume that the unique global solution u(t, x) ∈ (R;H1(R)) to (1.8) satisfies
(1.12). Then u(t, x) ∈ C(R;Hs(R)) and there exist f± ∈ Hs(R) such that
(1.19) lim
t→±∞
‖u(t, x)− eit∂2xf±‖Hs(R) = 0.
Moreover
(1.20) lim
t→±∞
∫
R
(x
t
)2s|u(t, x)|2dx = 22s ∫
R
∣∣∂sxf±∣∣2dx .
Several remarks in order are listed below.
Remark 1.5. In the case V = 0, Theorem 1.4 can be obtained by using the vector
field J = x + 2it∂x, whose main property is [J, i∂t + ∂
2
x] = 0. Indeed one can get
the following bound for solutions to (1.8) with V ≡ 0, λ ≤ 0:
sup
t
‖Jsu(t, x)‖L2(R) <∞
(see [3]). In turn this estimate along with (1.19) and the following identity (that
follows by developing in power of t the operator Js)
Jsu(t, x)
ts
=
xs
ts
u(t, x) + (2i)s∂sxu(t, x) + o(1) as t→∞
implies (1.20) for the translation invariant defocusing NLS.
However the argument that we propose in this paper in order to prove (1.20) is more
flexible, it is not based on the commuting vector fields technique, and in particular
it works in the more general no translation invariant setting.
Remark 1.6. As we shall see, the proof of (1.19) is straightforward under the as-
sumption (1.12). There is a huge literature devoted to the proof of (1.19) without
assuming a priori the strong time decay (1.12) on the solution neither the space
decay assumption |x|sf ∈ L2(R) on the initial datum. In this direction we recall
[14] in the case V = 0 and k > 2. Different proofs can be found in [15], [20] [24]
via interaction Morawetz estimates. The critical case k = 2 and V = 0 has been
studied in [8]. Concerning the case of defocusing NLS with a potential V 6= 0 and
k > 2, the scattering in Sobolev spaces has been established in several papers, in
between we quote [2], [11], [13] and the references therein.
Remark 1.7. It is worth mentioning that the proof of (1.20) follows, at least formally,
by (1.7) and (1.19). However the argument needed to get (1.20) is more subtle
since L2 weighted integrals are involved on the l.h.s., despite to the convergence
established in (1.19) which occurs in Sobolev spaceHs(R) only. In fact at the best of
our knowledge it is not clear whether or not the scattering states f± that appear in
(1.19) belong to Σs(R), and as a result we do not know if u(t, x)− eit∂2xf± ∈ Σs(R).
Remark 1.8. Notice that as a consequence of Theorem 1.4 one can reconstruct the
Hs(R) norm of the scattering state by using L2 weighted norms in physical space.
This is reminiscent of the identities proved in [21], [23] where the H
1
2 (R) norm
of the scattering state is obtained as a limit of space time integrals on cylinders
bounded in physical space and infinite in the time variable. See also [22] for a
generalization to the nonlinear wave equation.
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2. Equivalence of Sobolev norms and applications
Along this section we collect some results useful in the sequel. The first result
concerns the equivalence between classical and perturbed L2 based Sobolev spaces.
Recall that we assume −∂2x − V ≥ 0. In such a way the operator
√
−∂2x − V is
meaningful. In particular we can give the following definitions of perturbed Sobolev
spaces (resp. homogeneous and inhomogeneous):
‖f‖2
H˙s
V
(R)
= ‖(
√
−∂2x − V )sf‖2L2(R),
‖f‖2Hs
V
(R) = ‖(
√
−∂2x − V )sf‖2L2(R) + ‖f‖2L2(R).
Proposition 2.1. Let s > 0 be an integer and V be a real valued potential that
satisfies (1.10) and moreover ∂jxV ∈ L∞(R) for j = 0, · · · , s. Then there exist
c, C > 0 such that:
(2.1) c‖f‖Hs
V
(R) ≤ ‖f‖Hs(R) ≤ C‖f‖Hs
V
(R).
Proof. We shall prove that
(2.2) ‖∂sxf‖2L2(R) + ‖f‖2L2(R)
≤ 2((√−∂2x − V )sf, (√−∂2x − V )sf)L2(R) +M‖f‖2L2(R)
and
(2.3)
(
(
√
−∂2x − V )sf, (
√
−∂2x − V )sf
)
L2(R)
+ ‖f‖2L2(R)
≤M‖∂sxf‖2L2(R) +M‖f‖2L2(R)
for a suitable M > 0 large enough.
First we notice that for every j, l ∈ {0, . . . , s} such that j + l < 2s and for every
W ∈ L∞(R) the following holds: for every K > 0 there exists ǫ(K) such that
ǫ(K)
K→∞→ 0 and moreover
(2.4) |
∫
R
W∂jxf(x)∂
l
xf¯(x)dx| . K‖f‖2L2(R) + ǫ(K)‖∂sxf‖2L2(R).
In fact by the Cauchy-Schwartz inequality and interpolation there exist θ1, θ2 ∈
[0, 1] such that
|
∫
R
W∂jxf(x)∂
l
xf¯(x)dx| . ‖∂jxf‖L2(R)‖∂lxf‖L2(R)
. ‖f‖θ1L2(R)‖∂sxf‖1−θ1L2(R)‖f‖θ2L2(R)‖∂sxf‖1−θ2L2(R)
then we conclude by the Young inequality and by noticing that, since j + l < 2s
then necessarily min{θ1, θ2} < 1.
Next, we sketch the proof of (2.3). By developing the operator (
√
−∂2x − V )s
and by integration by parts we get
(2.5)
(
(
√
−∂2x − V )sf, (
√
−∂2x − V )sf
)
L2(R)
=
∫
R
(−∂2x − V )sf f¯dx
=
∫
R
|∂sxf |2dx+
∑
l,j∈0,··· ,s
j+l<2s
∫
R
Wj,l∂
j
xf∂
l
xf¯dx
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where Wj,l are linear combination of product of derivatives of V of order at most
s. In particular by assumption we have Wj,l ∈ L∞. It is easy now to get (2.3) by
recalling (2.4).
Concerning the proof of (2.2) we notice that again by (2.5) and (2.4) we get the
existence of C > 0 such that(
(
√
−∂2x − V )sf, (
√
−∂2x − V )sf
)
L2(R)
≥
∫
R
|∂sxf |2dx−
1
2
‖∂sxf‖2L2(R) − C‖f‖2L2(R)
and we easily conclude. 
As an application of Proposition 2.1 we up-grade the L2 asymptotic completeness
assumption to Hs for any s.
Proposition 2.2. Let s ≥ 0 be an integer and V be a potential that satisfies
the same assumptions as in Proposition 2.1 and the condition (1.16). Then the
following is true:
(2.6) ∀g ∈ Hs(R) ∃g± ∈ Hs(R) s.t. ‖eit(∂
2
x+V )g − eit∂2xg±‖Hs(R) t→±∞−→ 0.
Proof. Notice that if s = 0 then (2.6) it is equivalent to (1.16). In the case s >
0 notice that supt ‖e−it∂
2
x ◦ eit(∂2x+V )g‖Hs(R) < ∞ due to (2.1) and to the fact
that eit(∂
2
x+V ) and e−it∂
2
x are isometries respectively in HsV (R) and H
s(R). Then
it is easy to deduce by (1.16) that the functions g±, that in principle belong to
L2(R), indeed belong to Hs(R). Next notice that if moreover we assume g ∈
Hs+1(R) then, following the argument as above, there exist g± ∈ Hs+1(R) such
that ‖eit(∂2x+V )g − eit∂2xg±‖L2(R) t→±∞−→ 0. By combining this fact with the uniform
boundedness of eit(∂
2
x+V )g and eit∂
2
xg± inH
s+1(R) we conclude by interpolation that
‖eit(∂2x+V )g − eit∂2xg±‖Hs(R) t→±∞−→ 0. Summarizing we have proved the following
fact:
(2.7) ∀g ∈ Hs+1(R) ∃g± ∈ Hs+1(R) s.t. ‖eit(∂
2
x+V )g − eit∂2xg±‖Hs(R) t→±∞−→ 0.
In particular we have proved that the one parameter family of operators
e−it∂
2
x ◦ eit(∂2x+V ) ∈ L(Hs(R), Hs(R))
is uniformly bounded and converges pointwisely on a dense subspace of Hs(R)
(namely Hs+1(R)) as t → ±∞. By a straightforward density argument we deduce
that the same property is true on Hs(R) and we conclude. 
By the proof of Proposition 2.1 one can get the following result which will be
the key point to get (1.18).
Proposition 2.3. Let s ≥ 0 be an integer and V a real valued potential that
satisfies ∂jxV ∈ L∞(R) and limx→∞ ∂jxV = 0 for j = 0, · · · , s. Assume moreover
(1.16) and for every g ∈ Hs(R) let g± ∈ L2(R) be given by (1.16). Then necessarily
g± ∈ Hs(R) and moreover
(2.8)
∫
R
∣∣∂sxg±∣∣2dx = ‖(√−∂2x − V )sg‖2L2(R).
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Proof. We claim that
(2.9) ‖eit(∂2x+V )g‖2
H˙s
V
(R)
= ‖eit(∂2x+V )g‖2
H˙s(R)
+ o(1), as t→ ±∞.
On the other hand by using Proposition 2.2 we get
(2.10) ‖eit(∂2x+V )g − eit∂2xg±‖H˙s(R) t±∞→ 0
and we also have
(2.11) ‖eit∂2xg±‖H˙s(R) = ‖g±‖H˙s(R), ‖g‖H˙s
V
(R) = ‖eit(∂
2
x+V )g‖H˙s
V
(R)
by the fact that eit(∂
2
x+V ) is an isometry on H˙sV (R). It is now easy to conclude (2.8).
Next we prove (2.9). In order to do that first notice that
(2.12) ∀ ǫ > 0 ∃ δ > 0 s.t. lim sup
t→±∞
‖∂jxv(t)‖L2(|x|<δt) < ǫ, ∀j = 0, . . . , s
where v(t, x) = eit(∂
2
x+V )g. Indeed, by combining (2.6) with (1.17) and the change
of variable formula, then we get∫
|x|<δt
|∂jxv(t, x)|2dx =
∫
|x|<δt
|∂jxu±(t, x)|2dx+ o(1)
=
∫
|x|<δ/2
|F(∂jxg±)|2dx+ o(1), as t→ ±∞
where u±(t, x) = e
it∂2xg±. We conclude since we have
lim
δ→0
∫
|x|<δ/2
|F(∂jxg±)|2dx = 0 .
Next, notice that by (2.5), in order to conclude (2.9), it is sufficient to show
(2.13)
∫
R
Wj,l∂
j
xv(t, x)∂
l
xv¯(t, x)dx
t±∞→ 0, ∀j, l ∈ {0, . . . , s}, j + l < 2s
where lim|x|→∞Wj,l = 0, since Wj,l is a linear combination of product of functions
that decay by assumption. Notice that by the equivalence of Sobolev spaces (see
Proposition 2.1) and by using the fact that eit(∂
2
x+V ) are isometries on HsV (R), we
have
(2.14) sup
t
‖v(t, ·)‖Hs(R) <∞.
Moreover we have (if δ is given by (2.12) for a fixed ǫ > 0)
|
∫
R
Wj,l∂
j
xv(t, x)∂
l
xv¯(t, x)dx|
≤
∫
|x|<δt
|Wj,l∂jxv(t, x)∂lxv¯(t, x)|dx +
∫
|x|>δt
|Wj,l∂jxv(t, x)∂lxv¯(t, x)|dx
≤ ‖Wj,l‖L∞(R)
√
(
∫
|x|<δt
|∂jxv(t, x)|2dx)‖v(t, x)‖Hs(R)
+ ‖Wj,l‖L∞(|x|>δt)‖v(t, x)‖2Hs(R).
We conclude (2.13) by combining (2.14), (2.12) and lim|x|→∞Wj,l = 0. 
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3. Proof of Theorems 1.1 and 1.2
The main of this section is to prove the following upper bound
(3.1)
∫
R
x2s|u(t, x)|2dx . 〈t〉2s .
under the assumptions of Theorems 1.1 and 1.2. We provide one proof that works
in both linear and nonlinear case (namely λ = 0 and λ < 0) , except that in the
case λ < 0 we get an extra term that we shall treat by using the assumption (1.12)
done along the statement of Theorem 1.2. However as we shall see the assumption
(1.12) is not needed in the linear case λ = 0.
We shall need the following proposition.
Proposition 3.1. Let H(t) ∈ C0([0,∞);R) ∩ L1((0,∞);R), αi > 0 and βi ∈ [0, 1)
for i = 1, . . . ,m, C > 0 be given. Let F (t) ∈ C1((0,∞);R) ∩ C0([0,∞);R) be any
function such that:
(1) F (t) ≥ 0, ∀t > 0;
(2) F (0) ≤ C;
(3) the following inequality holds
(3.2) | d
dt
F (t)| ≤ C
m∑
i=1
〈t〉αi(F (t))βi +H(t)F (t), ∀t > 0.
Then there exists K = K(αi, βi, H,C) > 0 such that
F (t) ≤ max
i=1,...,m
(K +Km〈t〉αi+1) 11−βi , ∀t > 0.
Proof. As a first step we show a general fact that we shall use in the sequel. Let
G(t) ≥ 0 be a generic non negative function, then we have the following implication:
(3.3) ∃C′ > 0, Ri > 0, βi ∈ [0, 1) for i = 1, . . . ,m s. t.
G(t) ≤ C′ + C′
m∑
i=1
Ri(G(t))
βi ,
=⇒ G(t) ≤ max
i=1,...,m
(max{1, C′}+max{1, C′}mRi)
1
1−βi .
Notice that it is not restrictive to assume C′ ≥ 1, in fact if it is not the case then
the assumption implies G(t) ≤ 1 +∑mi=1 Ri(G(t))βi and the conclusion becomes
G(t) ≤ maxi=1,...,m(1 +mRi)
1
1−βi . We introduce the function
(0,∞) ∋ y → H(y) = y − C′ − C′
m∑
i=1
Riy
βi .
Notice that
(3.4)
d2
dy2
H(y) ≥ 0, H(0) ≤ 0, lim
y→∞
H(y) =∞
then it is easy to show that
(3.5) ∃!y0 ∈ (0,∞) s.t. H(y0) = 0.
Hence by (3.3) we get
G(t) ∈ {y > 0|H(y) ≤ 0} ≡ [0, y0].
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We claim that
H(z0) > 0, where z0 = max
i=1,...,m
{(C′ + C′mRi)
1
1−βi }
and hence z0 > y0, which in turn implies G(t) ∈ (0, z0) and we conclude (3.3). In
order to show H(z0) > 0 it is sufficient to notice that if we define
z0,i = (C
′ + C′mRi)
1
1−βi
then (since we are assuming C
′ ≥ 1) by direct inspection
z0,i
m
− C
′
m
− C′Rizβi0,i > 0.
Moreover the function y → ym − C
′
m − C′Riyβi is increasing in the region where it
is positive (it follows from the fact that this function has similar properties to the
ones satisfied by H(y), see (3.4)) and it implies
z0
m
− C
′
m
− C′Rizβi0 > 0, where z0 = max{z0,i, i = 1, ...,m}.
Summarizing we get
H(z0) = z0 − C′ − C′
m∑
i=1
Riz
βi
0 =
m∑
i=1
(z0
m
− C
′
m
− C′Rizβi0
)
> 0.
Next we come back to our original function F (t), and we claim that the following
inequality occurs:
(3.6) F˜ (t) ≤ C′′ + C′′
m∑
i=1
〈t〉αi+1(F˜ (t))βi
with a constant C′′ = C′′(αi, βi, H,C) > 1, where F˜ (t) = sups∈(0,t) F (s). Once
this is established then by (3.3), where we choose G(t) = F˜ (t), we get
F˜ (t) ≤ max
i=1,...,m
(max{1, C′′}+max{1, C′′}m〈t〉αi+1) 11−βi
and we conclude. Next we show that (3.2) implies (3.6) and the proof will be
complete. Since H(t) ∈ L1((0,∞);R) we can fix t0 > 1 large enough in such a way
that
∫∞
t0
H(τ)dτ < 12 , then by (3.2)
sup
s∈[t0,t]
F (s) ≤ F (t0) + C
m∑
i=1
( sup
s∈[t0,t]
F (s))βi
∫ t
t0
〈τ〉αidτ + 1
2
( sup
s∈[t0,t]
F (s))
and hence (since we have choosen t0 > 1 and hence 〈τ〉 ≤
√
2τ for τ > t0)
(3.7) sup
s∈[t0,t]
F (s) ≤ 2F (t0) + 2C
m∑
i=1
(
√
2)αitαi+1
αi + 1
( sup
s∈[t0,t]
F (s))βi , ∀t > t0.
Notice that since H ∈ L1(0,∞) we can choose, along with the point t0 fixed above,
other points such that t0 > t1 > t2 · · · > tk = 0 such that
(3.8)
∫ tj
tj+1
H(τ)dτ <
1
2
,
∫ tj
tj+1
〈τ〉αidτ < 1.
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Arguing as along the proof of (3.7) and by using (3.8) we get:
(3.9) sup
s∈[tj+1,t]
F (s) ≤ 2F (tj+1) + 2C
m∑
i=1
( sup
s∈[tj+1,t]
F (s))βi , ∀t ∈ [tj+1, tj ].
It is now easy to deduce from (3.7) and (3.9) that
sup
s∈[0,t]
F (s) ≤ 2k max
j=0,...,k
F (tj) + 2Ck
m∑
i=1
(1 +
(
√
2)αitαi+1
αi + 1
)( sup
s∈[0,t]
F (s))βi , ∀t > 0
and from this we get (3.6), provided that we show maxj=0,...,k F (tj) < C
′′′
where
C
′′′
= C
′′′
(C,αi, βi, H) > 0. In order to do that we go back to (3.9), and notice
that by using again (3.3), where we choose G(t) = Gj(t) = sups∈[tj+1,t] F (s), we
get
F (tj) ≤ Gj(tj)
≤ max
i=1,...,m
(
max{1, 2F (tj+1), 2C}+max{1, 2F (tj+1), 2C}m
) 1
1−βi
and hence F (tj) can be controlled by F (tj+1). If we iterate k times this construction
we control F (tj) by a function of F (tk) = F (0) < C.

We shall also need the following proposition to deal with the nonlinear case
λ < 0.
Proposition 3.2. Assume V ∈ L∞ is real valued and ∂jxV ∈ L∞ for j = 1, . . . , s.
Let u(t, x) be as in Theorem 1.4, then we have
(3.10) sup
t
‖u(t, x)‖Hs(R) <∞.
Proof. We estimate the sup for t ∈ (0,∞), the estimate for t ∈ (−∞, 0) is similar.
From now on we shall use without any further comments the equivalence of norms
(2.1). By the integral formulation of (1.8) we get for every T ≥ 0:
‖u(t, x)‖Hs(R) . ‖u(T, x)‖Hs(R) + ‖
∫ t
T
ei(t−τ)(∂
2
x+V )(u|u|2k)dτ‖Hs(R)
. ‖u(T, x)‖Hs(R) +
∫ ∞
T
‖u|u|2k‖Hs(R)dτ
. ‖u(T, x)‖Hs(R) + sup
t>T
‖u(t, x)‖Hs(R)
∫ ∞
T
1
〈τ〉k dτ
where we have used (1.12) at the last step. Therefore one can conclude the following
estimate supt>T ‖u(t, x)‖Hs(R) < ∞ provided that we choose T > 0 large enough.
The proof of (3.10) is now straightforward.

Proof of (3.1). Next we shall prove the following generalization of (3.1):
(3.11)
∫
R
x2s−2h|∂hxu(t, x)|2dx . 〈t〉2s−2h, ∀h = 0, . . . , s.
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We shall work first by induction on s and then by backward induction on h. Hence
we assume that (3.11) has been established for all s¯ < s and for all h = 0, . . . , s¯.
Notice that this fact implies
(3.12)
∫
R
x2s−2k|∂jxu(t, x)|2dx . 〈t〉2s−2k, ∀0 ≤ j < k ≤ s.
Based on (3.12) we shall establish (3.11).
For h = s we have that (3.11) follows by supt
∫ |∂sxu(t, x)|2dx < ∞. This fact
follows in the linear case (λ = 0) from the conservation of ‖eit(∂2x+V )f‖Hs
V
(R) in
conjunction with Proposition 2.1. In the nonlinear case (λ < 0) it follows by (3.10).
Next we establish (3.11) for h = 1, · · · , s− 1.
We use backward induction on h. Assume that (3.11) has been proved for h =
h¯, · · · , s with h¯ ≥ 2, then we prove that it is true for h = h¯− 1. We point out that
in principle it is unclear that the quantity
∫
R
x2s−2h¯+2|∂h¯−1x u(t, x)|2dx is finite. For
this reason we introduce a family of cut-off functions and at the end we pass to the
limit as ǫ→ 0 by getting uniform bounds. We define
ϕǫ(x) = ǫ
−s+h¯−1ψ(ǫx) where ψ(x) = η(x)xs−h¯+1 and
η ∈ C∞0 (R), η(x) = 1 ∀x ∈ (−1, 1), η(x) = 0 ∀|x| > 2.
Next we compute
d
dt
∫
R
ϕ2ǫ |∂h¯−1x u(t, x)|2dx = 2Re
∫
R
ϕ2ǫ∂
h¯−1
x ∂tu(t, x)∂
h¯−1
x u¯(t, x)dx
and by using the equation solved by u(t, x) we have
· · · = 2Re
∫
R
ϕ2ǫ∂
h¯−1
x i∂
2
xu(t, x)∂
h¯−1
x u¯(t, x)dx
+ 2λRe
∫
R
ϕ2ǫ∂
h¯−1
x i(u(t, x)|u(t, x)|2k)∂h¯−1x u¯(t, x)dx
+ 2Re
∫
R
ϕ2ǫ∂
h¯−1
x i(V u(t, x))∂
h¯−1
x u¯(t, x)dx
= −2Im
∫
R
ϕ2ǫ∂
h¯+1
x u(t, x)∂
h¯−1
x u¯(t, x)dx
− 2λIm
∫
R
ϕ2ǫ∂
h¯−1
x (u(t, x)|u(t, x)|2k)∂h¯−1x u¯(t, x)dx
− 2Im
∫
R
ϕ2ǫ∂
h¯−1
x (V u(t, x))∂
h¯−1
x u¯(t, x)dx = Iǫ + IIǫ + IIIǫ.
By integration by parts we get
(3.13) |Iǫ| = 4|Im
∫
R
ϕǫ∂xϕǫ∂
h¯
xu(t, x)∂
h¯−1
x u¯(t, x)dx|
.
√∫
R
ϕ2ǫ |∂h¯−1x u(t, x)|2dx
√∫
R
(∂xϕǫ)2|∂h¯xu(t, x)|2dx.
Notice that
∂xϕǫ(x) = ǫ
−s+h¯[∂xη(ǫx)(ǫx)
s−h¯+1 + (s− h¯+ 1)(ǫx)s−h¯η(ǫx)]
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and hence, due to the support of η, ∂xη we get
|∂xϕǫ|(x) . |x|s−h¯.
Then from (3.13) we get
(3.14) |Iǫ| .
√∫
R
ϕ2ǫ |∂h¯−1x u(t, x)|2dx
√∫
R
x2s−2h¯|∂h¯xu(t, x)|2dx
. 〈t〉s−h¯
√∫
R
ϕ2ǫ |∂h¯−1x u(t, x)|2dx ,
where we have used the inductive assumption that (3.11) is true for h = h¯.
Concerning the estimate of IIǫ notice that
(3.15) |IIǫ| = 2λ|Im
∫
R
ϕ2ǫ∂
h¯−1
x (u(t)|u(t)|2k)∂h¯−1x u¯(t)dx|
. ‖u(t)‖2kL∞(R)
∫
R
ϕ2ǫ(x)|∂h¯−1x u(t)|2dx
+
∑
j1,...,j2k+1∈N∑
2k+1
l=1
jl=h¯−1
j1≤h¯−2
√∫
R
ϕ2ǫ |∂h¯−1x u(t, x)|2dx
√∫
R
ϕ2ǫ |∂j1x u(t, x)|2dx
2k+1∏
i=2
‖∂jix u(t, x)‖L∞(R).
Moreover by Sobolev embedding H1(R) ⊂ L∞(R) and interpolation we get:
‖∂jix u(t, x)‖L∞(R) . ‖u(t, x)‖
1−
ji
s−1
L∞(R)‖∂s−1x u(t, x)‖
ji
s−1
L∞(R)
. ‖u(t, x)‖1−
ji
s−1
L∞(R)‖u(t, x)‖
ji
s−1
Hs(R), ∀i = 2, . . . , 2k + 1.
Hence we get
2k+1∏
i=2
‖∂jix u(t, x)‖L∞(R) . ‖u(t, x)‖
2k−
∑
2k+1
i=2
ji
s−1
L∞(R) .
1
〈t〉1+γ , for some γ > 0
where we used (due to the contratint imposed on jl)
∑2k+1
i=2 ji < h¯ − 1 ≤ s − 1,
(1.12) and the fact that supt ‖u(t, x)‖Hs(R) < ∞. On the other hand we have by
the induction assumption (3.12)∫
R
ϕ2ǫ |∂j1x u(t, x)|2dx .
∫
R
|x|2s−2h¯+2|∂j1x u(t, x)|2dx . 〈t〉2s−2h¯+2.
Summarizing, going back to (3.15) and by recalling again (1.12), we get
(3.16) |IIǫ| . 〈t〉−k
∫
R
ϕ2ǫ |∂h¯−1x u(t, x)|2dx+ 〈t〉s−h¯−γ
√∫
R
ϕ2ǫ |∂h¯−1x u(t, x)|2dx .
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Next we estimate IIIǫ, and we notice that by using the Leibniz we get:
(3.17) |IIIǫ| = 2|Im
∫
R
ϕ2ǫ∂
h¯−1
x (V u(t, x))∂
h¯−1
x u¯(t, x)dx|
.
∑
0≤j≤h¯−2
∫
R
ϕ2ǫ |∂h¯−1−jx V ||∂jxu(t, x)||∂h¯−1x u¯(t, x)|dx
.
∑
0≤j≤h¯−2
√∫
R
|∂h¯−1−jx V |2ϕ2ǫ |∂jxu(t, x)|2dx
√∫
R
ϕ2ǫ |∂h¯−1x u(t, x)|2dx
. 〈t〉s−h¯
√∫
R
ϕ2ǫ |∂h¯−1x u(t, x)|2dx
where at the last step we used the inductive assumption (3.12) in conjunction with
the fact that by (1.9) we have the bound
|∂h¯−1−jx V |2ϕ2ǫ . |x|2s−2h¯.
Summarizing we get
(3.18) | d
dt
gǫ(t)| . 〈t〉s−h¯
√
gǫ(t) + 〈t〉−kgǫ(t)
where gǫ(t) =
∫
R
ϕ2ǫ |∂h¯−1x u(t, x)|2dx which in turn by Proposition 3.1, where we
choose F (t) = gǫ(t), implies
gǫ(t) . 〈t〉2s−2h¯+2
with a constant uniform w.r.t. to ǫ > 0 and t. Then we conclude the desired
estimate ∫
R
x2s−2h¯+2|∂h¯−1x u(t, x)|2dx . 〈t〉2s−2h¯+2
by passing to the limit as ǫ→ 0.
Finally we establish (3.11) for h = 0.
Since a priori it is unclear that u(t, x) ∈ Σs(R), we introduce
ϕǫ(x) = ǫ
−sψ(ǫx) where ψ(x) = η(x)xs and
η ∈ C∞0 (R), η(x) = 1 ∀x ∈ (−1, 1), η(x) = 0 ∀|x| > 2
and we compute
∣∣ d
dt
∫
R
ϕ2ǫ |u(t, x)|2dx
∣∣ = 2|Re∫ ϕ2ǫ∂tu(t, x)u¯(t, x)| = 2|Im
∫
R
ϕ2ǫ∂
2
xu(t, x)u¯(t, x)dx|
= 4|Im
∫
R
ϕǫ∂xϕǫ∂xu(t, x)u¯(t, x)dx|
≤ 4
√∫
R
ϕ2ǫ |u(t, x)|2dx
√∫
R
(∂xϕǫ)2|∂xu(t, x)|2dx.
Next notice that
∂xϕǫ(x) = ǫ
−s+1∂xη(ǫx)(ǫx)
s + sǫ−s+1η(ǫx)(ǫx)s−1
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and hence due to the properties of η and ∂xη we get
|∂xϕǫ(x)| . |x|s−1
By combining this estimate with the fact that we have established in the previous
steps (3.11) for h = 1, we get
| d
dt
∫
R
ϕ2ǫ |u(t, x)|2dx| . 〈t〉s−1
√∫
R
ϕ2ǫ |u(t, x)|2dx.
By Proposition 3.1 where we choose F (t) = gǫ(t) =
∫
R
ϕ2ǫ |u(t, x)|2dx, we conclude
gǫ(t) . 〈t〉2s
for every ǫ > 0 and t with a constant uniform w.r.t. ǫ, t. Then by passing to the
limit as ǫ→ 0 we get the desired bound∫
R
x2s|u(t, x)|2dx . 〈t〉2s.
4. Proof of Theorem 1.3
First notice that by Proposition 2.2 there exist f± ∈ Hs(R) such that
(4.1) ‖eit(∂2x+V )f − eit∂2xf±‖Hs(R) t→±∞−→ 0.
The same argument to get (1.20) in the nonlinear case λ < 0 (see section 5 below),
can be adapted to prove in the linear setting
(4.2) lim
t→±∞
∫
R
(x
t
)2s|eit(∂2x+V )f |2dx = 22s ∫
R
∣∣∂sxf±∣∣2dx .
Then we conclude (1.18) simply by recalling (2.8).
5. Proof of Theorem 1.4
First we prove (1.19). Recall that we have already proved (see (3.10))
(5.1) sup
t
‖u(t, x)‖Hs(R) <∞.
Next notice that by the integral formulation of (1.8) and by (2.1) we get
‖e−it2(∂2x+V )u(t2, x)− e−it1(∂
2
x+V )u(t1, x)‖Hs(R)
= ‖
∫ t2
t1
e−iτ(∂
2
x+V )(u|u|2k)dτ‖Hs(R) .
∫ t2
t1
‖u|u|2k‖Hs(R)dτ
.
∫ t2
t1
‖u(τ, x)‖Hs(R)‖u(τ, x)‖2kL∞(R)dτ .
∫ t2
t1
1
τk
dτ
t1,t2→∞−→ 0.
Hence we deduce by completness that ∃f˜± ∈ Hs(R) such that
‖u(t, x)− eit(∂2x+V )f˜±‖Hs(R) t→±∞−→ 0.
We conclude since by Proposition 2.2 there exist f± ∈ Hs(R) such that
‖eit(∂2x+V )f˜± − eit∂
2
xf±‖Hs(R) t→±∞−→ 0.
Next we focus on the proof of (1.20). The following proposition will be crucial
for our purpose.
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Proposition 5.1. Let u(t, x) be the unique global solution to (1.8) with f ∈ Σs(R),
then
(5.2) lim
R→∞
(lim sup
t→∞
∫
|x|>Rt
(x
t
)2s|u(t, x)|2dx) = 0.
Proof. As a preliminary fact we notice that
(5.3)
(
lim sup
t→∞
∫
|x|>Rt
|∂jxu(t, x)|2dx
) R→∞−→ 0, ∀j = 0, . . . , s.
The proof of this fact follows from
(5.4) ‖∂jx(u(t, x))−
ei
x2
4t√
2it
F(∂jxf+)(
x
2t
)‖L2(R) t→∞→ 0
(here F denotes the Fourier transform (1.4)) which in turn is a consequence of
‖u(t, x)− eit∂2xf+‖Hs(R) t→∞−→ 0
and the asymptotic description of free waves (1.17). Then from (5.4) we get
lim
t→∞
∫
|x|>Rt
|∂jxu(t, x)|2dx =
∫
|x|>R
2
|F(∂jxf+)|2dx
and hence (5.3) follows from
lim
R→∞
∫
|x|>R
2
|F(∂jxf+)|2dx = 0.
Next we work by induction on s and we show the following fact (that in turn implies
the conclusion of Proposition 5.1 if one takes h = 0):
(5.5) lim
R→∞
(lim sup
t→∞
∫
|x|>Rt
(x
t
)2s−2h|∂hxu(t, x))|2dx) = 0, ∀h = 0, . . . , s.
Notice that for h = s the estimate (5.5) follows by (5.3).
Next we prove (5.5), by induction on s and by backward induction on h, for
h = 1, . . . , s. Namely we assume
(5.6) lim
R→∞
(lim sup
t→∞
∫
|x|>Rt
(x
t
)2s−2k|∂jxu(t, x))|2dx) = 0, ∀0 ≤ j < k ≤ s
and
(5.7) lim
R→∞
(lim sup
t→∞
∫
|x|>Rt
(x
t
)2s−2h¯|∂h¯xu(t, x))|2dx) = 0
for some h¯ ∈ {2, . . . , s}. Then we prove (5.5) for h = h¯ − 1. Notice that we have
the following elementary identity for any smooth function∫
R
x2s−2h¯+2|∂h¯−1x v(x)|2dx = −
∫
R
x2s−2h¯+2∂h¯xv(x)∂
h¯−2
x v¯(x)dx
− (2s− 2h¯+ 2)
∫
R
x2s−2h¯+1∂h¯−1x v(x)∂
h¯−2
x v¯(x)dx
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which implies
∫
R
x2s−2h¯+2|∂h¯−1x v(x)|2dx .
√∫
R
x2s−2h¯|∂h¯xv(x)|2dx
√∫
R
x2s−2h¯+4|∂h¯−2x v(x)|2dx
+
√∫
R
x2s−2h¯|∂h¯−1x v(x)|2dx
√∫
R
x2s−2h¯+2|∂h¯−2x v(x)|2dx .
and hence for every t > 0
(5.8)
∫
R
(x
t
)2s−2h¯+2|∂h¯−1x v(x)|2dx
.
√∫
R
(x
t
)2s−2h¯|∂h¯xv(x)|2dx
√∫
R
(x
t
)2s−2h¯+4|∂h¯−2x v(x)|2dx
+
1
t
√∫
R
(x
t
)2s−2h¯|∂h¯−1x v(x)|2dx
√∫
R
(x
t
)2s−2h¯+2|∂h¯−2x v(x)|2dx .
Next introduce a cut-off function ϕ ∈ C∞(R) such that
ϕ(x) = 0 ∀ |x| < 1
2
, ϕ(x) = 1 ∀ |x| > 1
and define
ϕR(t, x) = ϕ(
x
Rt
).
We claim that for every fixed R > 0
(5.9)
∫
R
x2s−2k|∂jx(ϕR(t, x)u(t, x))|2dx . 〈t〉2s−2k, ∀ 0 ≤ j ≤ k ≤ s
and also
(5.10) lim
R→∞
(lim sup
t→∞
∫
R
(x
t
)2s−2h¯|∂h¯x (ϕR(t, x)u(t, x))|2dx) = 0.
Once (5.9) and (5.10) are established then we get from (5.8), where we choose
v(x) = ϕR(t, x)u(t, x),
(5.11) lim
R→∞
(lim sup
t→∞
∫
R
(x
t
)2s−2h¯+2|∂h¯−1x (ϕR(t, x)u(t, x))|2dx) = 0.
Next notice that
lim
t→∞
‖∂h¯−1−jx ϕR(t, x)‖L∞(R) = 0, ∀j = 0, . . . , h¯− 2
and by (3.11) ∫
R
x2s−2h¯+2|∂jxu(t, x))|2dx . 〈t〉2s−2h¯+2
and hence
(5.12) lim sup
t→∞
∫
R
(x
t
)2s−2h¯+2|∂h¯−1−jx ϕR(t, x)∂jxu(t, x))|2dx = 0,
∀j = 0, . . . , h¯− 2
By using (5.12) and the Leibnitz rule to compute ∂h¯−1x (ϕR(t, x)u(t, x)) we get
lim sup
t→∞
∫
R
(x
t
)2s−2h¯+2(|ϕR(t, x)|2|∂h¯−1x u(t, x)|2 − |∂h¯−1x (ϕR(t, x)u(t, x))|2))dx = 0.
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Hence by (5.11) we get
lim
R→∞
(
lim sup
t→∞
∫
R
(x
t
)2s−2h¯+2|ϕR(t, x)|2|∂h¯−1x u(t, x)|2dx) = 0
and due to the cut-off property of ϕ it implies
lim
R→∞
(
lim sup
t→∞
∫
|x|>Rt
(x
t
)2s−2h¯+2|∂h¯−1x u(t, x)|2dx) = 0.
Concerning the proof of (5.9) it follows, once the Leibniz rule is used to compute
the derivative of a product, by (3.11). For the proof of (5.10) notice that again by
the Leibnitz rule and the fact that
lim
t→∞
‖∂h¯−jx ϕR(t, x)‖L∞(R) = 0, ∀j = 0, . . . , h¯− 1,
we get
lim sup
t→∞
∫
R
(x
t
)2s−2h¯(|ϕR(t, x)|2|∂h¯xu(t, x)|2 − |∂h¯x (ϕR(t, x)u(t, x))|2))dx = 0.
We conclude the proof of (5.10) since due to the cut-off property of ϕ we get
lim
R→∞
(
lim sup
t→∞
∫
R
(x
t
)2s−2h¯(|ϕR(t, x)|2|∂h¯xu(t, x)|2dx)
≤ lim
R→∞
(
lim sup
t→∞
∫
2|x|>Rt
(x
t
)2s−2h¯|∂h¯xu(t, x)|2dx) = 0
where at the last step we have used the inductive assumption (5.7).
The last step is the proof of (5.5) for h = 0 provided that it is known for h = 1
(this fact in turn has been established above).
Then we shall prove the following equivalent version of (5.5) for h = 0:
∀ǫ > 0 ∃R˜ǫ > 0, t˜ǫ > 0 s.t.(5.13) ∫
|x|>R˜ǫt
|x|2s|u(t, x)|2 . ǫt2s, ∀t > t˜ǫ
by using the fact (this is an equivalent version of (5.5) for h = 1)
∀ǫ > 0 ∃Rǫ > 0, tǫ > 0 s.t.(5.14) ∫
|x|>Rǫt
|x|2s−2|∂xu(t, x)|2 . ǫt2s−2, ∀t > tǫ.
We introduce a function ϕ ∈ C∞(R) such that
ϕ(x) = 0 ∀|x| < 1, ϕ(x) = 1 ∀|x| > 2
and the corresponding rescaled function ϕM (x) = ϕ
(
x
M
)
. By direct computation
we get
d
dt
∫
R
ϕM (x)x
2s|u(t, x)|2dx = 2Im
∫
R
∂x(ϕM (x)x
2s)u¯∂xudx
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and hence
∣∣ d
dt
∫
R
ϕM (x)x
2s|u(t, x)|2dx∣∣ . 1
M
∫ 2M
M
x2s|u¯(t, x)||∂xu(t, x)|dx
+
∫ ∞
M
|x|2s−1|u¯(t, x)||∂xu(t, x)|dx .
∫ ∞
M
|x|2s−1|u¯(t, x)||∂xu(t, x)|dx.
As a consequence we get∫
R
ϕM (x)x
2s|u(t, x)|2dx .
∫
R
ϕM (x)x
2s|u(t¯, x)|2dx
+
∫ t
t¯
√(∫ ∞
M
x2s−2|∂xu(τ, x)|2dx
)√(∫
R
x2s|u(τ, x)|2dx)dτ, ∀ t > t¯.
Next we fix t¯ = tǫ and M = Rǫt (where tǫ, Rǫ are given by (5.14)), then by (5.14)
and the upper bound (3.1) we get∫
|x|>Rǫt
x2s|u(t, x)|2dx .
∫
R
x2s|u(tǫ, x)|2dx + ǫ
∫ t
tǫ
τ2s−1dτ
which implies∫
|x|>Rǫt
x2s|u(t, x)|2dx .
∫
R
x2s|u(tǫ, x)|2dx+ ǫt2s − ǫt2sǫ .
We conclude provided that we multiply the previous inequality by t−2s and we take
t≫ tǫ. 
We can now conclude the proof of (1.20). Fix ǫ > 0. Then thanks to (5.2), we
have that there exists tǫ, Rǫ > 0 such that
(5.15)
∫
|x|>Rǫt
(x
t
)2s|u(t, x)|2dx < ǫ
4
, ∀ t > tǫ
and also
(5.16) 22s
∣∣ ∫
|x|<Rǫ
|x|2s|fˆ+(x)|2dx−
∫
R
|∂sxf+(x)|2dx
∣∣ < ǫ
2
.
Notice that by combining (1.19) and (1.17) we get∥∥∥∥∥(xt )s(u(t, x)− e
ix
2
4t√
2it
fˆ+(
x
2t
)
)∥∥∥∥∥
L2(|x|<Rǫt)
≤
∥∥∥(x
t
)s(
u(t, x)− eit∂2xf+
)∥∥∥
L2(|x|<Rǫt)
+
∥∥∥∥∥(xt )s(eit∂2xf+ − e
ix
2
4t√
2it
fˆ+(
x
2t
)
)∥∥∥∥∥
L2(|x|<Rǫt)
≤ Rsǫ
∥∥∥u(t, x)− eit∂2xf+∥∥∥
L2(R)
+Rsǫ
∥∥∥∥∥eit∂2xf+ − e
ix
2
4t√
2it
fˆ+(
x
2t
)
∥∥∥∥∥
L2(R)
t→∞−→ 0.
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Summarizing we get∥∥∥∥∥(xt
)s(
u(t, x)− e
ix
2
4t√
2it
fˆ+(
x
2t
)
)∥∥∥∥∥
L2(|x|<Rǫt)
t→∞−→ 0.
Therefore, thanks to (5.15), we obtain that there exists t˜ǫ ≥ tǫ such that for t > t˜ǫ,∣∣∣ ∫
R
(x
t
)2s|u(t, x)|2dx− ∫
|x|<Rǫt
(x
t
)2s 1
2t
|fˆ+( x
2t
)|2
∣∣∣ < ǫ
2
.
By a change of variable we have
(5.17)
∫
|x|<Rǫt
(x
t
)2s 1
2t
|fˆ+( x
2t
)|2dx = 22s
∫
|x|<Rǫ
|x|2s|fˆ+(x)|2dx.
Therefore coming back to (5.16), we get∣∣∣ ∫
|x|<Rǫt
(x
t
)2s 1
2t
|fˆ+( x
2t
)|2dx− 22s
∫
R
|∂sxf+(x)|2dx
∣∣∣ < ǫ
2
and therefore, we finally obtain that for t > t˜ǫ,∣∣∣ ∫
R
(x
t
)2s|u(t, x)|2dx− 22s ∫
R
|∂sxf+(x)|2dx
∣∣∣ < ǫ .
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