The multiple scattering of neutrons in small-angle neutron scattering experiments has been studied using the technique of Monte Carlo simulation. As a test of the approach investigations have been performed on strongly scattering samples of a system of monodis- Appl. Cryst. (1980), 13, 385-390]. The scattering by systems of monodisperse spheres embedded in a medium has also been studied: the standard procedure for subtraction of the scattering by the medium slightly oversubtracts the multiple scattering due to the medium alone. The wavelength dependence of the single and multiple scattering in light water has been estimated and compared with experimental measurements by groups at the Institut LaueLangevin,
Introduction
In every neutron scattering experiment a finite fraction of the incident neutrons is scattered more than once within the sample. In wide-angle neutron diffraction and neutron inelastic scattering studies on crystalline solids there is normally no explicit correction made for multiple scattering (MS), the standard argument being that the single scattering is sufficiently structured that any MS will be removed when a smooth background is subtracted from the data. On the other hand measurements of the (much less structured) scattering by fluids and disordered materials are sometimes corrected for MS, particularly when the emphasis of the experiment is to derive absolute single or double differential cross sections.
Data from small-angle neutron scattering (SANS) experiments are not normally corrected for multiple scattering. Though MS can occasionally be exploited, as for example in the work of Berk & Hardman-Rhyne (1988, and references cited therein), it is more often than not totally ignored or else argued to have no *Address for correspondence. significant influence on the results of the data analysis. Its neglect is no doubt justified in the majority of experiments, but not necessarily in all. The more accurate the data, and the more detailed the data analysis, the more likely it is that it will be necessary at least to estimate, and possibly to apply, a correction for MS.
In the analysis of SANS experiments where MS contributions to the measured intensities are believed to be significant, two approaches to the problem of the MS correction may be contemplated. The uncorrected data can be compared with the results of a calculation of the total (single plus multiple) scattering from the sample, but this may make it difficult to draw unique quantitative conclusions with regard to the single scattering. An alternative approach is to calculate the MS and then subtract it from the experimental data: this procedure can only succeed if the data have been properly normalized. In both cases a model for the single scattering and a calculation of the multiple scattering are required.
The MS from a sample which only scatters close to the forward direction can be numerically computed [see, for example, Schelten & Schmatz (1980) ] using an analytic relationship between the Fourier transforms of the (infinitely thin sample) single scattering cross section and the actual (finite-thickness sample) total scattering cross section. Another possible approach, which is adopted in the present work, is to use Monte Carlo techniques to simulate the scattering of neutrons in a sample. This method is more versatile in that (at least in principle) there is virtually no limit to the complexity of the sample geometry and scattering cross section. In particular, it is possible to simulate samples which have significant smalland wide-angle scattering cross sections, samples which scatter neutrons inelastically, and samples in sample containers.
In the following section we give a brief description of the method adopted for the Monte Carlo simulation of neutron scattering experiments. We then discuss some calculations of the scattering by spherical particles in vacuo, and by spherical particles immersed in an isotropically scattering medium. The 0021-8898/88/060639-06503.00 © 1988 International Union of Crystallography calculations in vacuo are somewhat artificial, but serve as a useful check that the Monte Carlo program is working correctly, since they may be directly compared with the numerical calculations of Schelten & Schmatz (1980) . The calculations for particles embedded in a medium illustrate the magnitude of the multiple-scattering corrections in a SANS system of real interest.
In view of its importance in the normalization of SANS data we have also attempted to simulate the scattering of neutrons by light water. Since the scattering is inelastic both the definition of a suitable model and the Monte Carlo calculations themselves are more complicated, and we can only draw limited conclusions based on our calculations up to the present time.
Monte Carlo simulations
The computer program MSCAT85 (Copley, Verkerk, van Well & Fredrikze, 1986) , which is an improved version of MSCAT (Copley, 1974 (Copley, , 1981 , was used for the calculations reported in this paper. A discussion of Monte Carlo techniques as applied to the simulation of neutron scattering experiments, and a description of the program MSC (the forerunner of MSCAT), have been given by Bischoff (1970) . The following is a very brief description of MSCAT85.
The program is written to simulate elastic and inelastic scattering in samples with no preferred orientation, using a pulsed monochromatic incident beam and time-of-flight analysis of the neutrons scattered into an array of detectors. The experimental setup is first fully defined, including the geometry and the scattering properties of the sample. Within the simulation itself the 'importance sampling' technique is used to force neutrons to scatter in the sample rather than pass through it or be absorbed: the neutron's statistical weight (its 'importance'), which is initially set to unity, is appropriately modified following each collision. The history of a given neutron is terminated when its statistical weight drops below a specified cutoff value, using the so-called 'Russian roulette' technique to reduce the probability that this sudden truncation of the history will be apparent in the final results. Following the selection of each scattering point, the cross sections for scattering into each detector and time channel are computed. When a specified number of histories has been tracked, the results of the simulation are collected together and written to disk for subsequent analysis.
• Small-angle scattering samples For the studies of small-angle scattering samples the program was modified to provide for situations where the 'continuous elastic scattering structure factor' (Copley et al., 1986) differs from unity at large Q. Additional technical changes were made in order to improve its performance for this type of calculation. The scattering was assumed to be purely elastic, nuclear absorption was neglected, and resolution effects were excluded from the calculations.
Spherical particles in vacuo
The scattering cross section per unit volume for a dilute randomly distributed monodisperse system of spheres of homogeneous scattering density in vacuo may be written [cf Kostorz (1979) , equations (7) and (9)
( 1) where
Fe(QR) = 3[sin(QR)-QR cos(QR)]/(QR) 3. (2)
Here Np is the number of particles of radius R and volume Vp, V is the volume of the system, Aps is the scattering-length density within the spheres, FI,(QR) is the single-particle form factor, and Q is the neutron wave-vector transfer: note that Fp(0)= 1. The total scattering cross section per particle, for neutrons of incident wave vector ko such that koR ,> 1, may be obtained by integrating (1) over all QR [Gradshteyn & Ryzhik (1980) , formula 6.574 2]:
The transmission T for a sample of thickness z is exp(-i), where the scattering power :g= ap(ko)x (Np/V)z. [Schelten & Schmatz (1980) use the symbol s(O)/k~ and the phrase '(apparent) total scattering probability' to designate the scattering power z-'].
Calculations have been performed for samples in slab geometry with scattering powers in the range from 0.2 to 50. The results of calculations for larger values of ~ were unreliable, in part due to the fact that the program is largely written in single precision. In each calculation the histories of 1000 neutrons were tracked, and the statistical weight cut-offwas 0.01. The average number of collisions per incident neutron ranged from roughly 3.7 for :~ = 0"2 to about 43 for i= 50. The CPU time per collision was typically 10-15 ms on a VAX 11/780 computer.
The results of these simulations have been compared with the semianalytic calculations of Schelten & Schmatz (1980) . A Monte Carlo calculation of the scattered intensity for ,~ = 1.13 is in excellent agreement with their results in the range of QR from 0 to 12, and the behaviour of the forward-scattered intensity as a function of ~ is confirmed. In Fig. l we show the ratio of R~(i), the radius of gyration derived from the simulated experiment, to the true radius of gyration, RG(0). This ratio falls slowly with increasing L being approximately 0.95 at i--1, in agreement with Schelten & Schmatz (1980) . Also shown is the ratio of Io( 0' the derived intercept at QR = 0, to the true intercept, Io(0). This quantity is more sensitive to ~ than the radius of gyration: it is already 1-05 at i-0.2, and about 1.32 at :~= 1. Note that g exp(-g)lo(g)/lo(O) is equivalent to, and in good agreement with, the quan- of Schelten & Schmatz (1980) .
Spherical particles in an isotropically scattering medium
We have also studied the scattering by a system of spherical particles with the same properties as the system described above, but immersed in a medium which scatters neutrons isotropically. The scattering cross section and the number density of the medium were chosen to match those properties of light water. To simplify the calculations the scattering was treated as purely elastic.
The cross section for this system is
.
where the first and second terms describe the particles and the medium respectively:f is the volume fraction occupied by the particles, Ap~ is now the scatteringlength-density difference between the particles and the medium, and aM(ko) and pu respectively represent the total scattering cross section per molecule and the number density of molecules in the medium.
The scattering power is f~e + (1--f)iM, with ~e = ae(ko) (1/Ve)z and ZM = aM(ko)PMZ"
Simulations of this system have been run with the followin~ choice of parameters: z = 0" 1 cm, ko = 1 .~-1, R=50 A, Ap~=2.5 × 10 -~4 cm ~-3, aM(ko) =200 barns (1 barn = 100 fm2), and PM = 3"33 × 102~ cm -3.
Calculations with 10000 incident neutrons were performed for samples with volume fractions fin the range from 0"01 to 0"20, and an 'empty' run on the pure medium (i.e. f= 0) was also performed. The transmission of the pure medium (TM) was 0.513, whereas sample transmissions (Ts) ranged from 0.516 to 0"565.
The scattered intensity (per unit solid angle, per unit incident flux) for each sample run, Ns~IQR), was corrected for scattering by the medium by subtracting (1-f)NM(QR)(Ts/TM), where NM(QR) is the corresponding scattered intensity in the 'empty' run. The result was then normalized to produce a reduced intensity I~o,(flQR) which, in the limit of thin samples, is identical to the 'ideal' reduced intensity [isdeal = lF p( Q R )12:
The reduced intensity may be written as a sum of contributions from single and multiple scattering, I ~io", g and Imo~r t respectively, and these quantities together with l~or~ and I~ d~a~ are shown in Fig. 2 for a typical run with f= 0.10. The small discontinuities in _I m~"~or are due to the fact that four separate runs of MSCAT85 were required, over different ranges of QR, in order to obtain these data: the size of these discontinuities is related to the statistical precision of the calculations. The corrected single scattering is in excellent agreement with the 'ideal' scattering function, but the total corrected scattering differs slightly, since MS is not fully removed using the 'standard' subtraction procedure described above. This procedure will oversubtract the MS which only involves the medium because it scales with a higher power of (1 -f) than the single scattering. On the other hand, MS involving the particles is not removed at all. Thus the behaviour of the residual MS is explained because MS involving the particles is relatively more important at small QR Reduced Wave Vector QR Fig. 2 . Single, multiple, and total reduced intensities ,-co.,ttsi"g -to.tin"Jr and Ico.), corrected using the 'standard' procedure described in the text, for a system of particles immersed in a medium, with a volume fraction of 10%. The 'ideal' reduced intensity (I~ ae"~) is also shown as a solid line. The normalization of the intensities is such that I~ ae~= 1 at QR = O.
whereas at larger QR a negative residual MS level is observed due to oversubtraction of the MS by the medium alone.
In an effort to clarify the situation further we have calculated scattered intensities NM(1--flQR) for samples of medium with scattering power (1-f)~u, which corresponds to the scattering power of the medium in the presence of particles occupying the volume fraction f The 'modified' subtraction procedure
d¢o,r(fJQR) = [Ns(fIQR) -NM(1 -fIQR) x (Ts/Tu)]/[fVTsVe(Aps) 2] (6)
was then applied, and results for the same volume fraction (f=0.10) are shown in Fig. 3 . Again the reduced single-scattering intensity is in excellent agreement with the 'ideal' reduced intensity, but now the residual MS is everywhere positive since it repre' sents MS involving at least one scattering event at a particle.
Our results at other volume fractions are similar, the main difference being that at the higher fractions there is more small-angle multiple scattering (due to the particles): JmoUrlrt appears to scale with f On the other hand the residual scattering by the medium is relatively insensitive to f.
Inelastic scattering from light water
For the purpose of computing MS effects in water we have neglected the small coherent contribution to the scattering cross section. The double differential cross section d2S/(df2dE:), with respect to solid angle f2 and scattered neutron energy E f, is written in terms of a dimensionless symmetric incoherent scattering func- 
d2S,/(df2dEf) = p(aB/4rr)(1/ET)(k:/ko)
x exp ( --fl/2)S(a,fl).
Here p is the number density of water molecules, aB is the bound-atom scattering cross section per molecule, ET is Boltzmann's constant multiplied by the temperature, and kf is the scattered neutron wave vector. The dimensionless parameters ~ and fl are defined as
where m, is the mass of the neutron and hco is the neutron energy transfer. The challenge is to choose a relatively simple analytic expression for S(~,/3), valid not only at small (i.e. at small Q) but also at much larger values of a, characteristic of the wide-angle scattering events which occur when a sample of water is placed in a thermal neutron beam. After considerable experimentation with the ideal-gas scattering function we finally decided to use the somewhat more complicated model function due to Egelstaff & Schofield (1962) ,
where d* and e are dimensionless parameters and K1 is the modified Bessel function of the first kind (Abramowitz & Stegun, 1965, p. 374) . At small a this function reduces to the simple Lorentzian form which is characteristic of a diffusing system with diffusion coefficient d*h/m,,, whereas at sufficiently large 0~ it becomes the scattering function for an ideal gas of particles with mass m,, (c/d*) . The choice of d* = 0.032 (which corresponds to a diffusion coefficient of 2 x 10 -5 cm s -2) and c/d* = 18, the molecular weight of H20, gives a scattering function whose full width at half maximum height (FWHM) is shown in Fig. 4 . Also shown are selected 'widths' measured by Brockhouse (1958) and by Sakamoto, Brockhouse, Johnson & Pope (1962) , as well as widths derived from simple diffusion and ideal-gas scattering functions. The Egelstaff-Schofield model appears to give a reasonable account of the width of the scattering at small Q, but its inadequacy in the intermediate range is evident. Using this model we have computed single-and multiple-scattered intensities for room-temperature (300 K) water samples, 20 by 20 by 1 mm. For each of four incident neutron wavelengths (5, 6.28, 8 and 10 A) the scattering was calculated, in five independent Monte Carlo runs, at 40 scattering angles ¢p in the range from 0-2 to 8.0 ° . In an effort to improve the statistical accuracy of the calculation, intensities were separately computed for each of about 25 energy transfer channels distributed on either side of the elastic channel: channel widths were chosen to increase rapidly with increasing energy transfer, reflecting the dramatic decrease in S(a,fl) with increasing energy transfer. The contributions to different channels were then summed to produce energy-integrated scattered intensities as a function of scattering angle.
In each run the histories of 1000 neutrons were followed, and on average about six collisions occurred before a given neutron's history was terminated. Typical computing times were of order 16 min per run.
In general the number of neutrons AI scattered per unit time into solid angle AY2, with mean elastic wavevector transfer Q, may be written as 
AI(Q)=CboA(paBz)(Af2/4~)a(Q )
• r MIs 0.1 1.0 10. 100. C~ . 8 and 9 in Brockhouse (1958) , and the solid circles are from Fig. 4 of Sakamoto et al. (1962) .
ing intensity which for an incoherent elastic scatterer is unity in the thin-sample approximation. The singleand multiple-scattering contributions to a(Q) are designated al(Q) and am(Q) respectively; in the forward direction al is simply the transmission of the sample. Our results at 6.28A are shown in Fig. 5 . As expected, the scatter in the single scattering is more pronounced than the scatter in the MS. Since this leads to increased uncertainty in the total level of scattering, we have independently computed the single-scattering contribution to the intensity by numerically integrating over final neutron energy, to high accuracy, the double differential scattering cross section at constant scattering angle. This singlescattering intensity, multiplied by the sample transmission, and the total intensity obtained by adding in the MS intensity from the Monte Carlo calculation, are also shown in Fig. 5 . The results at the other three wavelengths are similar in every respect: intensities are essentially independent of Q, a~(Q) is approximately 0.6, aM(Q) is slightly more than 0"4, and the total scattering a(Q) is slightly greater than unity. Jacrot (1976) , in a discussion of the incoherent scattering from water, writes the scattered intensity in the forward direction as (2), (11) where the factor (1 -T) expresses the probability that an incident neutron is scattered or absorbed, and g (2) is the ratio of the observed intensity to the intensity which would be observed if there was no absorption and the scattering was isotropic. He states that g(2) is well approximated by the function [1-exp(-0"621/2)] -1. This function is shown in Fig. 6 , along with the results of measurements by Jacrot & Zaccai (1981) (their Table II ) and by May, Ibel & Haas (1982) Jacrot (1976) . The results of May et al. (1982) were normalized to unity at 2--I0/~. the present series of calculations, is shown for comparison. The experimental measurements of Jacrot & Zaccai (1981) and of May et al. (1982) , which are accurate to within 5--10%, differ from our calculations at the longer wavelengths. Detector efficiency has not been removed from the measurements, and it is not included in the calculations. Any correction for detector efficiency will introduce an additional difference between experiment and calculation at the shorter wavelengths. The lack of agreement at all wavelengths is very possibly due to shortcomings in the model for the scattering function of water: we have repeated our calculations using a mass (c/d*) of 1 instead of 18, but the results are virtually identical. It may also be that at least a part of the explanation lies in inadequate, or insufficiently accurate, integration of the multiple scattering over scattered neutron energy. We have not yet had the opportunity to investigate this possibility.
Discussion
It would seem that there is no major obstacle to the task of computing MS intensities in experiments on samples which scatter predominantly in the forward direction, provided the static approximation (that all scattering events are elastic) can be justified, and therefore invoked in order to simplify the calculations. Our results for spherical particles in vacuo confirm the results of Schelten & Schmatz (1980) , and indicate that the simulation technique is a viable alternative to the semianalytic method. This latter approach is only valid for samples which scatter exclusively close to the forward direction, whereas the Monte Carlo method is more generally applicable: its strength is demonstrated in the calculations for spherical particles embedded in a strongly scattering medium. It can be applied to virtually any sample, given a model elastic scattering function, and it may be that an iterative technique could be devised in order to: make a selfconsistent correction to the results of a SANS experiment. Users of the SANS technique are encouraged to consider the possibility of correcting their data for MS, and experiments on stronger scatterers than those normally used, i.e. on 'thicker' samples or on samples with greater scattering contrast, can and should be seriously contemplated if it can be demonstrated that a reliable correction for MS can be applied.
In contrast to the above, any calculation of the inelastic single and multiple scattering by water is a formidable task, and the inadequacies of the calculations reported in this paper are apparent. On the other hand the necessary tools are available, and better calculations can be performed if the need is established. Sufficiently detailed calculations can in principle yield information about the degree of isotropy of the scattering by water at small angles, but the calculations will only be as good as the model, and the model must be consistent with experimental measurements on thin samples under well defined conditions. Any advance in our understanding of the small-angle scattering by thick samples of water is likely to call for combined efforts in measurement and simulation.
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