We study a tandem queueing network with two stations, M heterogeneous flexible servers, and a finite intermediate buffer. The objective is to dynamically assign the servers to the stations in order to maximize the throughput of the system. The form of the optimal policy for M ≤ 3 was derived in two previous papers. In one of those papers, Andradóttir and Ayhan (Operations Research, Vol. 53, pp. 516-531, 2005) provide a conjecture on the form of the optimal policy for M ≥ 4. We prove their conjecture in this paper, showing that the optimal policy is defined by monotone thresholds and the ratios of the service rates among the servers. For M > 1, we also prove that the optimal policy always uses the entire intermediate buffer.
Introduction
In this paper, we consider a tandem queueing network with two stations, M flexible servers, and blocking between the two stations. Specifically, we assume that there is an infinite supply of jobs waiting to be processed in front of the first station. In between the first and second station, there is a finite buffer of size B, with 0 ≤ B < ∞. At each station, at most one job can be processed at any given time, no matter how many servers are assigned to that station. Due the finite buffer between stations, a job which has completed processing at Station 1 may incur manufacturing blocking, i.e., the job must wait at Station 1 until the buffer has an available slot. The service times of the jobs at station j are i.i.d. exponential random variables with rate µ(j), and each sequence is also independent of all other random variables in the system. Next, if server i, i ∈ {1, . . . , M }, is assigned to Station j, j ∈ {1, 2}, it processes work at a deterministic rate µ ij ∈ [0, ∞). Furthermore, if several servers are assigned to the same station, we assume that they work in a collaborative fashion. Thus, the total rate at which work is processed at a station is the sum of the rates of the servers assigned to the station. Since the rates µ ij are general, we can assume that µ(1) = µ(2) = 1 without loss of generality.
The objective of the system controller is to assign the servers in order to maximize the long-run average throughput of the system. This same system has actually been studied extensively in two previous papers, but the optimal policy for a general value of M has not been obtained until now. In Andradóttir et al. [3] the authors obtain the optimal policy for the case M ≤ 2. A follow-up paper by Andradóttir and Ayhan [2] obtains the optimal policy for the case of three servers, M = 3. Furthermore, the authors present a conjecture on the optimal policy for M ≥ 4 and provide extensive simulation results which seem to support the conjecture. In this paper, we verify that the Andradóttir-Ayhan conjecture is indeed true, by obtaining the optimal policy for all M .
Although the cases where M ∈ {1, 2, 3} are all special cases of our main result, it is somewhat instructive to examines the optimal policy for these cases. As mentioned above the simplest case, where M = 1 is analyzed in Andradóttir et al. [3] . The authors prove the following result using general renewal theory arguments:
Theorem 1 (Andradóttir et al. [3] ). If all servers are generalists, then all nonidling server assignment policies are optimal.
Servers are called "generalists" if the service rates either depend only on the station (and not on the server) or they depend only on the server (and not the station). The result is proved for tandem networks with an arbitrary number of stations and general i.i.d. service times. The result is extended in [7] to include networks with failure-prone servers. Clearly, any tandem network with only one server satisfies the "generalist" condition. Therefore, a corollary to Theorem 1 is that for a tandem network M = 1, all non-idling policies are optimal. Further reflection shows that in the M = 1 case, one can also dispense with the i.i.d. assumption, i.e., the result holds for any sequence of service times, as long as the buffers are finite.
A second corollary is that the optimal throughout is independent of the size of the buffers. Lemma 3 implies that for most cases when M > 1 this is no longer true. In particular, when there are at least two servers whose skills differ with respect to Station 1 and Station 2, the optimal policy uses the entire buffer. This characteristic was not proven in previous papers which studied this system. Andradóttir et al. [3] also examine the case where M = 2. In contrast, to the M = 1 case, this result is proven only for two station networks with exponential service times. We restate that result below:
Theorem 2 (Andradóttir et al. [3] ). For network with two stations, exponential services and M = 2, the primary assignment policy is optimal.
The primary assignment policy works as follows. Without loss of generality assume that
If the inequality is strict then the interpretation is that Server 2 is relatively better than Server 1, in terms of processing efficiency, at Station 2. The policy is then to primarily assign Server 1 to Station 1 and Server 2 to Station 2. We deviate from this primary assignment only to avoid blocking at Station 1 or starving at Station 2. Theorem 2 is proven by a detailed analysis via policy iteration. Finally, the case M = 3 is addressed in Andradóttir and Ayhan [2] . Again, the result holds only for two station networks with exponential services:
Theorem 3 (Andradóttir and Ayhan [2] ). For network with two stations, exponential services and M = 3, the ordered server movement policy is optimal.
Suppose now that
As before, the interpretation is that the higher the server index, the more efficient the server is at processing jobs at Station 2. The ordered server movement policy can be described by three mandates: (1) Server 1 works at Station 1, unless the station is blocked; (2) Server 3 works at Station 2, unless it is starved; (3) Server 2 is a roving server, it works at Station 1 if the buffer is low and works at Station 2 when the buffer level is high. The threshold for a "high" versus "low" buffer level must be determined separately. The proof of Theorem 3 requires a rather long algebraic analysis, again using policy iteration. The optimal policy for a general number of servers, which is described in the next section, also requires ordering the servers by their efficiency at Station 1 versus Station 2 and then choosing buffer levels which determine where the servers are assigned. In contrast to the earlier proofs we do not employ policy iteration, we instead use general properties of the bias of the optimal policy. The queueing literature on flexible server networks is quite extensive. A large majority of the work focuses on parallel systems in which each job requires exactly one service. A major stream of the work on parallel systems focuses on finding asymptotically optimal policies via diffusion approximations. Typically, these papers focus on minimizes average or discounted holding costs. Papers representative of this approach include Harrison and Lopez [10] , Bell and Williams [9] , and Mandelbaum and Stolyar [13] . Andradottir et al. [4, 5] examined more general networks and provided heuristic round-robin policies to maximize throughput in such systems.
Most of the research on tandem models has focused on the objective of minimize holding costs. For example, Ahn et al. [1] characterize optimal policies in a two station tandem network with two flexible servers with different holding costs at each station. Kaufman et al. [11] also examine a two station tandem network. However, in this case there are flexible servers which can be hired or fired and thus there is a joint decision regrading when to retain servers, and where to assign them in order to minimize holding costs plus server costs. Sennott et al. [15] analyze tandem production lines with multiple servers, dedicated servers The work most closely related to this paper involve maximizing throughput in tandem queues. Apart from [2] and [3] which are described in detail above, Andradottir et al. also investigated tandem lines with flexible and dedicated servers [6] , failure prone servers [7] , and synergistic servers [8] . Kirkizlar et al. [12] analyze a tandem production line which is understaffed, i.e., there are more stations than servers.
Model Formulation and Optimal Policies
In this section, we formally define the control problem in the framework of Markov decision processes and we also present the main result of the paper. Let the set of servers be M ≡ {1, . . . , M }, where M ≥ 1. Without loss of generality, we assume that, for each i ∈ M, server i's service rate is strictly positive at either Station 1 or Station 2, i.e., µ i1 + µ i2 > 0, for all i ∈ M. Furthermore, we label the server indexes so that
where we define, for each
The network state at time t ∈ [0, ∞) is X(t) and is defined to be the number of jobs in the system that have completed service at Station 1 but have not yet completed service at Station 2. Thus, if X(t) = 0, there is exactly one job that is present at Station 1 and there are no other jobs in the system. If X(t) = s, 1 ≤ s ≤ B + 1, then a job is present at Station 1 and there are s jobs at Station 2, s − 1 of which are waiting in the Station 2 buffer. If X(t) = B + 2, then there is one job at Station 1 which has completed service, but is being blocked, and there are B + 1 jobs at Station 2, B of which are in the buffer. With this state definition, the set of all possible states is given by S ≡ {0, . . . , B + 2}.
In each state the set of actions is given by the possible allocations of servers. For each server i ∈ M exactly one of the following should hold: (i) the server is idle; (ii) the server is allocated to Station 1; or (iii) the server is allocated to Station 2.
However, there are many server allocations which are equivalent to idling the server. For example, if X(t) = 0, then Station 2 has no jobs to serve and any server allocated to Station 2 at time t will idle. Similarly, if X(t) = B + 2, then Station 1 is blocked and any server allocated to Station 1 will idle. Furthermore, if µ i1 = 0 for some i ∈ M, then the allocation of server i to Station 1 is equivalent to idling server i . Finally, if µ i2 = 0 for some i ∈ M, then the allocation of server i to Station 2 is equivalent to idling server i. Proposition 2.1 of [2] implies that there exists an optimal policy which never idles a server when it is avoidable. Therefore, in forming the action spaces, we eliminate some of the actions which lead to avoidable idling. So, the allocation of a server can now be denoted by whether it is assigned to Station 1 or Station 2.
We represent an action by an M -dimensional 0-1 vector a = (a 1 , . . . , a M ), where a i = 0 (a i = 1, resp.) means that the server i is allocated to Station 1 (Station 2, resp.). For s ∈ S, let A s be the set of all vectors that represent available actions when the state of the network is s. Then the action space A s for each state s is given by
Let Π be the set of all stationary deterministic policies. In this case, π ∈ Π can be represented as function π : S → A 1 such that π(0) = (0, . . . , 0) and π(B + 2) = (1, . . . , 1).
Let D π s (t) be the number of transitions from any state
for the process X associated with policy π with initial state s. Then the long-run average throughput g π s corresponding to policy π, starting from a state s ∈ S, is defined as
Our goal is to maximize this quantity, which motivates the following definition.
Definition 1.
A policy π * ∈ Π is said to be optimal if
for all π ∈ Π and s ∈ S.
The set of all optimal policies is denoted by Π * .
Since the MDP is communicating g π * s is the same for all π * ∈ Π * and s ∈ S. We denote by g * the common value. Since S is finite and A s is finite for each s ∈ S, Π * is nonempty. Furthermore, by Theorem 9.1.8 in Puterman [14] , any policy that is optimal in Π is optimal in the wider class of all non-anticipative policies.
Under each policy π ∈ Π, X is a continuous time Markov chain (CTMC) with state space S. The CTMC associated with π has infinitesimal generator Q π whose components Q π s 1 s 2 , s 1 , s 2 ∈ S, are given by 
The following theorem, which is one our main results, follows from Lemmas 7 and 8 in the next section.
Theorem 4. For any optimal policy π * ∈ Π * , there exist thresholds
for all s ∈ S and i ∈ M.
The corollary below establishes the Andradóttir-Ayhan conjecture.
Note that the theorem does not provide a method to determine the optimal thresholds. However, it does greatly reduce the number of policies which must be evaluated. For M servers and a buffer size B the total number of non-idling policies is 2 M (B+1) , whereas the number of threshold policies of the form above is
3 Proof of the Main Result
Associated discrete time MDP problem
As is standard in MDP analysis, we first convert the problem from continuous time to discrete time via uniformization. Recall that under each π ∈ Π the process X is a continuous-time Markov chain. Furthermore, it is clear that the transition rates are uniformly bounded. Therefore, we can use uniformization to convert to the analogous discrete time problem. Also, we can without loss of generality assume that
For the corresponding uniformized discrete time Markov chain, we then have the following transition probabilities:
Since we have chosen the uniformization constant to be unity, we obtain a discrete time analogue of (2):
is the number of transitions from states s 1 in S \ {0} to s 1 − 1 up to time n for the discrete time Markov chain with the state space S and the transition probability matrix P π , and initial state s. Since the associated DTMC under π has the same limiting distribution (α π s (0), . . . , α π s (B + 2)) as the original CTMC under π, we have a discrete time analogue of (3):
According to (4) and (5), we can now restate the original problem in terms of maximizing the reward in an associated discrete time MDP. In particular, π * ∈ Π is optimal if and only if it maximizes the long-run average of the reward in the discrete time MDP with state space S, action space A s for each s ∈ S. For each s 1 , s 2 ∈ S, and a ∈ A s 1 , the transition probability p(s 1 , s 2 ; a) from the state s 1 to s 2 under the action a is given by
The throughput of the process can be represented by allowing the reward for an action a to be
If (1) contains at least one non-strict inequality, then some servers can effectively be "merged" into a single server. We do not provide a detailed demonstration here, but one way to show this is by utilizing randomized policies. Therefore, it suffices to prove Theorem 4 under the assumption
We assume (8) throughout the remainder of the paper. For simplicity of exposition, we also assume that M > 1 (recall that all non-idling policies are optimal in the M = 1 case). We also employ the following notational conventions in subsequent sections:
. . .
An Upper Bound on Throughput
In the next several sections, we prove the bulk of the main result via a number of lemmas. Our first goal is to obtain an upper bound on the best achievable throughput rate. This is done by considering the following linear program (LP):
Note that the LP has a bounded, non-empty feasible region, and therefore there exists an optimal solution to the LP. We denote the optimal value of the LP by γ * . Both the optimal value and optimal solution x * of the LP can be obtained explicitly. To this end, first define
Note that ξ i is strictly increasing in i. Let
and note that since ξ 0 < 0 and ξ M > 0, we have i
The following lemma, which gives the solution to the LP, is proved in the appendix. Lemma 1. x * is the unique optimal solution to the LP.
We then have the following expression for the optimal value of the LP:
The next lemma shows that the optimal value of the LP provides an upper bound on the maximum achievable value in the MDP. Before we present the lemma and its proof, we now provide some intuition on the LP formulation, and on why the optimal value bounds the optimal throughput. Consider the problem of maximizing the throughput in the twostation network. Suppose that instead of choosing a server policy, one could choose the long-run probability that server i is assigned to Station 2. In the LP, x i indeed represents this probability. The box constraints that the x i need to be between 0 and 1 are then natural. The equality constraint is not as natural. Observe first that under any policy, the long-run departure rate from Station 1 must equal the long-run departure rate from Station 2, due to the blocking mechanism. The left-hand side of the equality constraint gives the long-run departure rate from Station 1, given the probability vector x. Similarly, the right-hand side gives the long-run departure rate from Station 2, and as observed above, the two sides must be equal. Finally, using our reward structure the objective function gives the long-run departure rate from Station 2, i.e., the throughput rate of the system. Therefore, an optimal solution gives the maximum achievable throughput rate if one is allowed to freely choose the long-run probability vector x subject only to the restriction in (9) .
We prove below that the optimal value is a strict upper bound to achievable throughput rate. Why is the optimal value not actually achievable? The reason is that there is an additional constraint not represented in the LP. Under any allowable server allocation policy, there will be some non-zero probability that each server is assigned to station 1 or station 2; this occurs for example when the state is 0 or B + 2, respectively. An optimal solution chooses some of the x i to be 0 or 1, which is not possible under feasible server allocation policies. The intuitive notions above are formalized in the lemma and proof below. Lemma 2. g π s < γ * for all π ∈ Π and s ∈ S.
Proof. Fix a policy π ∈ Π and define the vector x as follows:
where, as before (α π s (0), . . . , α π s (B + 2)) is the limiting distribution under π starting from s. Note that the second equality above holds because we assume π i (0) = 0 for all i since A 0 = {(0, . . . , 0)}. Below, we use the related equality
which holds because π i (B + 2) = 1 for all i since A B+2 = {(1, . . . , 1)}.
We claim that x is a feasible solution to the LP. Clearly, 0 ≤ x i ≤ 1, since α π s is a distribution and the π i (·) are also between 0 and 1. Next, under any policy π, X is reversible in stationarity. Summing the local balance equations yields:
In other words, the rate of downward jumps must equal the upward jump rate. Then, we have
Similarly, we have
Combining these identities with (11) implies that x satisfies (9) and is thus feasible. We next show that x is not optimal for the LP. Let
Then it can be readily seen that π 1 (s max ) = 1 and π M (s min ) = 0. Therefore by (10), x 1 > 0 and x M < 1. Examining the definition of x * we see that no matter what the value of i * is we must either have x * 1 = 0 or x * M = 1 (or both). Since neither is the case, we conclude x = x * and thus g
* for all π ∈ Π and s ∈ S.
Irreducibility of the Optimal Policy and Bias Characteristics
We introduce Lemma 3, presented next, primarily to prove later results. However, the lemma is also of independent interest. The lemma implies that the optimal policy generates an irreducible CTMC on S. In other words, any optimal policy makes full use of the buffer between Stations 1 and 2. In particular, this also implies that restricting the buffer size decreases the maximum achievable throughput. Note that this result only holds when there is at least one strict inequality in (1). Lemma 3 is not true if (1) holds entirely with equalities. The total equality case is essentially equivalent to the M = 1 case. As noted before, in that case any non-idling policy is optimal which also implies that the optimal policy need not utilize the entire buffer. The rather lengthy proof of this lemma appears in the Appendix.
Lemma 3. For every optimal policy π * ∈ Π * , P π * is irreducible on S.
We next introduce the bias vector for a particular policy and prove that the bias is increasing and concave in the state s. The main result of the paper follows readily from these characteristics. Recall that for each π ∈ Π the vector g π defined earlier is sometimes called the gain.
For each π ∈ Π, we define the standard bias vector h
where h π consist of the components h π s , s = 0, 1, . . . , B + 2. Since the DTMC we defined is aperiodic, the series above converges. Further, the bias vector h π satisfies
Before proving the core results for our problem, we review some standard results for the bias and gain from the theory of MDP's. It is well known that a policy π * ∈ Π is optimal if it satisfies the 'optimality equation':
The converse is not true for general MDP's. In Example 8.4.3 of Puterman [14] , it is illustrated that even a unichain can have an optimal policy that does not satisfy the optimality equation. On the other hand, using Lemma 3 we show in the next lemma that every optimal solution in our MDP satisfies the optimality equation (12).
Lemma 4. For every optimal policy π * ∈ Π * , the optimality equation (12) is satisfied.
Proof. Suppose that (12) does not hold for some π * ∈ Π * . Since
Under the assumption that (12) does not hold, (13) implies that there is a column vector g such that g ≥ g * 1, g = g * 1 and
We choose π ∈ Π satisfying r π − g + (P π − I)h π * = 0, i.e.,
Since g ≥ g * 1, (14) implies that g π ≥ g * 1. Thus π ∈ Π * . By Lemma 3, P π is irreducible. Hence lim n→∞ (P π ) n is a positive stochastic matrix. Since g ≥ g * 1 and g = g * 1, (14) implies that g π s > g * for all s ∈ S, which is a contradiction.
Lemma 5. For every optimal policy π * ∈ Π * ,
Proof. Let π * ∈ Π * be an optimal policy. The bias vector h π * satisfies
According to (12) , for every π ∈ Π,
Combining (15) and (16), we obtain the result. We now presents the main result of the characteristics of the bias vector. The next lemma shows that the bias is increasing and strictly concave in the state s.
Lemma 6. Let π * ∈ Π * be an optimal policy.
(a) For s ∈ {1, . . . , B + 1},
(b) For s ∈ {0, . . . , B + 1},
Proof. Let π * be an optimal policy. According to (12), we have, for every π ∈ Π and s ∈ S,
(a) Let s ∈ {1, . . . , B + 1} be fixed. Choose policies π 1 , π 2 ∈ Π such that
According to (18), we have, for ν = 1, 2,
Since
leads to
By Lemma 2, we have g * < γ * . Therefore (20) implies
which completes the proof of (17).
and P π sk = 0 for all k ∈ S \ {s, s + 1}. Hence with π ∈ Π such that π i (s) = 0 for all i ∈ M, (18) yields
and P π s+1,k = 0 for all k ∈ S \ {s, s + 1}. Hence taking π ∈ Π such that π i (s + 1) = 1 for all i ∈ M, (18) yields
s > 0. Lemma 7 demonstrates for the optimal server allocation policy, there exist thresholds of the form given in Theorem 4. Note that the existence of thresholds does not rely on the concavity of the bias function.
Lemma 7. Let π * ∈ Π * be an optimal policy. For every s ∈ S, there is i * s ∈ {0, . . . , M } such that 
By Lemma 5,
which can be rewritten as
Thus
Next we choose π 2 ∈ Π such that
By (22) and (23), we have
, which implies that i 1 ≤ i 2 and the proof is complete.
Our final lemma shows that the thresholds in Lemma 7 are ordered as intuition would dictate. The proof of this lemma does indeed on the characteristics of the bias vector which were shown in Lemma 6. Lemma 8. Let π * ∈ Π * be an optimal policy and let i * s ∈ {0, 1, . . . , M }, s ∈ S, be defined by (21) 
Proof.
Suppose that π * is an optimal policy, and that i * ≤ M − 1. We choose a policy π ∈ Π satisfying
Equations (24) and (25) can be written as
Equations (26) and (27) can be further recast as follows:
By Lemma 6, the right-hand side of (28) is strictly larger than the right-hand side of (29). Hence
which implies that i * s 1
, and the proof is complete.
Conclusions
The results in this paper characterize the optimal policy for two station tandem networks with exponential services. A first natural question to examine is whether these policies are optimal, or near optimal, for non-exponential services. Throughput, the performance metric of interest in our model, is often insensitive to distributions. Indeed, for M = 1 the optimal policy is independent of the service distributions. Furthermore, results in [2] indicate that the threshold policy performs well, even with non-exponential service times. A second natural extension is to examine networks with more than two stations. Unfortunately, since the server assignment decision is no longer binary, it is not clear that a simple threshold structure is possible. In particular, the policy in the two station case is defined by a ratio of service rates. With three or more stations, a simple ordering of the servers by service rate ratios is no longer possible.
Therefore, x is not optimal.
Proof of Lemma 3
Let π * ∈ Π * and s ∈ S. Recall that (α π * s (0), . . . , α π * s (B + 2)) is the limiting distribution of the Markov chain that has the transition probability matrix P π * and that starts from s. To prove the lemma, it suffices to show that s 1 = 0 and s 2 = K, where
In the remainder of the proof, we prove s 2 = K by contradiction. The proof that s 1 = 0, which is analogous to the proof that s 2 = K, is omitted. Suppose then that s 2 < K. Define policies π ν , ν = 1, 2, in Π as
where a ν , ν = 1, 2, are actions in A s 2 defined as
We prove the theorem by deriving a contradiction:
where y, 0 ≤ y ≤ 1 is defined as follows:
Note then that (31) implies that at least one of the policies π 1 or π 2 has a strictly higher objective value than the putative optimal policy.
According to (30), we have
The limiting probabilities α Since g * < γ * , we obtain the contradiction (31).
