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ABSTRAK
Peramalan aliran setahun kedepan merupakan tahapan penting dalam perencanaan pola
operasi bangunan hidrolik terutama yang berfungsi untuk penyediaan air. Metode peramalan
konvensional yang banyak diterapkan saat ini terbukti kurang memberikan hasil yang
memuaskan. Penerapan model peramalan berbasis Jaringan Syaraf Tiruan (JST) yang
dikembangkan dalam penelitian ini terbukti cukup bagus dalam   mempresentasikan hubungan
antara data historik dengan data aliran inflow yang terjadi setahun kedepan pada Waduk
Selorejo dan Waduk Lahor.
Model berbasis  JST yang memberikan hasil terbaik adalah sistem persamaan yang
dibentuk dari seri data historik digeser bulanan, berarti aliran yang akan terjadi pada sebulan
kedepan (t+1) akan sangat dipengaruhi oleh nilai aliran pada bulan saat ini (t), 1 bulan
sebelumnya (t-1), 2 bulan sebelumnya (t-2) hingga 12 bulan sebelumnya (t-12). Selanjutnya
dengan menggunakan masukan sejumlah 12 node, maka diperoleh 6 node hidden layer
dan sebuah node output setelah melalui proses aktivasi untuk menghasilkan kinerja
yang memuaskan.
Hasil perbandingan grafis menunjukkan bahwa output model dapat mengenali pola
aliran yang terjadi pada periode mendatang dengan baik. Pengujian dengan menggunakan
data trainning pada data inflow Waduk Selorejo diperoleh root mean square error
(RMSE)  =  0.165  juta  m3/10 hari atau root relative square error (RRSE) =  13 % dan
pada Waduk Lahor diperoleh RMSE = 0.0815 juta m3/10 hari atau RRSE = 8.31%.
Sedangkan pengujian dengan data testing pada data inflow Waduk Selorejo diperoleh
RMSE=0.3729 juta m3/10 hari atau RRSE = 6.84% dan pada Waduk Lahor diperoleh
RMSE=0.287 juta m3/10 hari atau RRSE =  9.64%
Kata kunci : aliran sungai, jaringan syaraf tiruan, peramalan.
I. PENDAHULUAN
Kemajuan dunia komputer dan metode numerik berdampak pada perkembangan
kemajuan bidang pemodelan matematika. Jaringan Syaraf Tiruan (JST) merupakan
salah satu model matematik yang berbasis pada sistem kecerdasan buatan (artificial
intelegentia) dan telah banyak diterapkan pada berbagai bidang termasuk bidang
rekayasa hidrologi. Penerapan JST untuk peramalan aliran sungai juga pernah dilakukan
oleh Osgur Kizi, Istanbul Technical University (2003) pada “Daily River Flow
Forecasting Using Artificial Neural Network and Auto Regresive Models”.  Penelitian
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tersebut dilakukan pada dua buah sungai di Arizona Amerika Serikat, yaitu The Black
Water River dan The Gila River serta 7 buah sungai di Turki. Hasil analisis
menunjukkan bahwa model peramalan berbasis JST terbukti lebih baik dibanding
Model Auto Regresive, oleh karena outputnya mampu menyerupai pola vektor target
dan memberikan nilai root mean square error yang relatif kecil.
Penelitian ini pada dasarnya mencoba menguji kembali konsep JST untuk
peramalan aliran sungai sehingga dapat diketahui sejauh mana konsep tersebut dapat
diterapkan pada sungai-sungai di Indonesia. Penelitian dilakukan pada dua buah sungai
yang tercakup dalam daerah aliran sungai (DAS) Brantas, yaitu Sungai Konto memiliki
luas DAS 236 Km2 dan Sungai Lekso dengan luas DAS 160 Km2.
II. KONSEP JARINGAN SYARAF TIRUAN (JST)
Komponen JST
Jaringan syaraf merupakan salah satu representasi buatan dari otak manusia yang
selalu mencoba untuk mensimulasikan proses pembelajaran pada otak tersebut. Istilah
buatan disini digunakan karena jaringan syaraf ini diimplementasikan dengan
menggunakan program komputer yang mampu menyelesaikan sejumlah proses
perhitungan selama proses pembelajaran (Fausett, 1994).
Contoh salah satu syaraf biologis ditunjukkan pada Gambar 1. Seperti halnya
otak manusia jaringan syaraf juga terdiri dari beberapa neuron, dan terdapat hubungan
antar neuron-neuron tersebut. Neuron-neuron tersebut akan mentransformasikan
informasi yang diterima melalui sambungan keluarnya menuju ke neuron-neuron yang
lain.  Pada JST neuron buatan seperti  ditunjukkan Gambar 2,  sebenarnya mirip dengan
sel neuron biologis. Neuron-neuron buatan tersebut bekerja dengan cara yang sama pula
dengan neuron-neuron biologis. Informasi (input) akan dikirim ke neuron dengan bobot
kedatangan tertentu. Input ini akan diproses oleh suatu fungsi perambatan yang akan
menjumlahkan nilai-nilai semua bobot yang datang. Hasil penjumlahan ini kemudian
akan dibandingkan dengan suatu nilai ambang (threshold) tertentu melalui fungsi
aktivasi setiap neuron. Apabila input tersebut melewati suatu nilai ambang tertentu,
maka neuron tersebut akan diaktifkan, tetapi bila tidak maka neuron tersebut tidak akan
diaktifkan. Bila neuron tersebut diaktifkan maka neuron tersebut akan mengirimkan
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output melalui bobot-bobot outputnya ke semua neuron yang berhubungan dengannya
demikian seterusnya.
Pada JST neuron-neuron akan dikumpulkan dalam lapisan-lapisan (layer) yang
disebut dengan lapisan neuron (neuron layers) dan biasanya neuron-neuron pada suatu
lapisan akan dihubungkan dengan lapisan-lapisan sebelum dan sesudahnya (kecuali
lapisan input dan output). Informasi yang diberikan pada jaringan syaraf akan
dirambatkan lapisan ke lapisan, mulai dari lapisan input sampai ke lapisan output
melalui lapisan lainnya yang sering dikenal dengan nama lapisan tersembunyi (hidden
layer).
Arsitektur JST
Hubungan antar neuron dalam JST mengikuti pola tertentu tergantung pada
arsitektur jaringan syarafnya. Dalam hal pemecahan kasus peramalan aliran sungai
maka penggunaan arsitektur jaringan syaraf dengan banyak lapisan dianggap cukup
relevan oleh karena sifat non linieritasnya. Jaringan dengan banyak lapisan dapat
menyelesaikan masalah yang lebih rumit dari pada jaringan dengan lapisan tunggal,
tentu saja akan berimplikasi pada proses pembelajaran yang lebih rumit. Arsitektur
Gambar 1 :  Jaringan Syaraf Biologis
Gambar 2 :  Struktur neuron jaringan syaraf
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jaringan banyak lapis dengan sebuah hidden layer secara skematis ditunjukkan pada
Gambar 3.
Pada  gambar  tersebut,  vij adalah bobot-bobot yang menghubungkan antara
neuron-neuron pada lapisan input dengan lapisan tersembunyi. Sedangkan wjk adalah
bobot-bobot yang menghubungkan antara neuron-neuron pada lapisan tersembunyi
dengan lapisan output. Z_in adalah hasil pengolahan data pada lapisan tersembunyi,
dengan fungsi aktivasi F1 untuk menghasilkan zj (j=1,2, ...,K) ;
....................................................................................  (1)
....................................................................................  (2)
Sedangkan y_ink adalah hasil pengolahan data pada lapisan output, dengan fungsi




Tujuan dari proses pembelajaran ini adalah melakukan pengaturan terhadap
bobot-bobot yang ada pada jaringan syaraf sehingga diperoleh bobot akhir yang tepat
sesuai dengan pola data yang dilatih. Dalam penelitian ini dipilih algoritma
pembelajaran Backpropagation oleh karena dianggap paling sesuai untuk kasus jaringan
syaraf dengan banyak lapis. Skematis Algoritma Backpropagation untuk JST dengan
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Gambar 3 :  Arsitektur jaringan syaraf dengan banyak lapisan
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Obyek penelitian adalah Sungai Konto pada titik kontrol Waduk Selorejo dan
Sungai Lekso pada titik kontrol Waduk Lahor di Kabupaten Malang. Kedudukan kedua
sungai tersebut dalam kesatuan Daerah Aliran Sungai Brantas seperti ditunjukkan
Gambar 5.
Kegiatan penelitian dilakukan secara berturutan ; 1) pengumpulan seri data
aliran periode 10 harian mulai Tahun 1992~ Tahun 2007, 2) pemisahan data training
(seri data Tahun 1992~2006) dan data testing (seri data Tahun 2007), 3) analisis
korelasi sederhana antara seri data ke t dengan data ke t-1, t-2 .., t-n, 4), penentuan
vektor input dan vektor target, 4) proses pembelajaran dilakukan dengan memanfaatkan
sistem program WEKA 3.2 untuk menghasilkan bobot-bobot parameter, 5) membuat
Waduk  Selorejo
Waduk Lahor
Gambar 5 : Peta Lokasi Waduk Lahor dan Waduk Selorejo
Gambar 4 :  Arsitektur jaringan backpropagation
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algoritma dan program implementasi model, 6) melakukan pengujian model dengan
menggunakan data testing.
IV.  HASIL ANALISA DATA
Data aliran
Fluktuasi aliran inflow ke Waduk Selorejo ditunjukkan pada Gambar 6. Catatan aliran
yang terjadi terlihat cukup bagus. Nilai rerata minimum sebesar 4.87 juta m3/10 hari dan
nilai rata-rata maksimum sebesar 24.69 juta m3/10 hari, sehingga mean rerata data
adalah sebesar 10.23 juta m3/10 hari. Fluktuasi aliran inflow ke Waduk Lahor
ditunjukkan pada Gambar 7. Catatan aliran yang terjadi terlihat kurang begitu bagus
oleh karena memiliki perbedaan nilai yang cukup besar antara musim hujan dan musim
kemarau. Nilai rerata minimum sebesar 2.11  juta m3/10 hari dan nilai rata-rata
maksimum sebesar 19.42 juta m3/10 hari, sehingga mean rerata data adalah sebesar 6.66
juta m3/10 hari.
Gambar 6 : Data aliran inflow Waduk Selorejo Tahun 1992~2007 periode 10 harian
Gambar 7 : Data aliran inflow Waduk Lahor Tahun 1992~2007 periode 10 harian
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Pembelajaran dengan data training
Dari proses pembelajaran dengan menggunakan sistem program WEKA 3.2 diperoleh
hasil sebagai berikut :
· Dengan menggunakan masukan data inflow digeser bulanan diperoleh arsitektur JST
seperti ditunjukkan pada Gambar 8. Pada gambar tersebut terlihat bahwa dengan
input sebanyak 12 node menghasilkan hidden layer yang terdiri dari 6 node dan
sebuah node output. Selanjutnya dengan melalui proses aktivasi dari nilai node
output maka diperoleh besaran aliran prediksi. Bobot sigmoid setiap node dari
masukan data aliran inflow Waduk Selorejo digeser bulanan ditunjukkan pada Tabel
1 dan Tabel 2, sedangkan dengan data aliran inflow Waduk Lahor ditunjukkan pada
Tabel 3 dan Tabel 4.
· Arsitektur JST dari masukan data inflow digeser tahunan ditunjukkan pada Gambar
9. Dengan jumlah input sebanyak 6 node menghasilkan hidden layer yang terdiri dari
3 node dan sebuah node output. Bobot sigmoid setiap node pada data aliran inflow
Waduk Selorejo digeser tahunan ditunjukkan pada Tabel 5 dan Tabel 6, sedangkan
pada data aliran inflow Waduk Lahor ditunjukkan pada Tabel 7 dan Tabel 8.
Gambar 8 : Arsitektur JST dari data digeser bulanan Gambar 9 : Arsitektur JST dari data digeser tahunan
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Algoritma implementasi Model JST untuk prediksi aliran inflow berbasis data digeser
bulanan dan tahunan secara skematis ditunjukkan oleh Gambar 10 dan Gambar 11.
Pengujian model dengan data testing
A).  Uji model dengan data testing aliran inflow Waduk Selorejo
Hasil implementasi model prediksi aliran inflow Waduk Selorejo berbasis JST
dengan input seri data digeser bulanan dan seri data digeser tahunan ditunjuk
Gambar 12 dan 13. Dari kedua gambar tersebut terlihat bahwa penerapan model
dengan masukan seri data aliran digeser bulanan cenderung memberikan hasil yang
lebih baik dibandingkan dengan menggunakan input seri data digeser tahunan.
Indikator kinerja model yang dikembangkan dari basis data digeser bulanan
diperoleh RMSE sebesar 0.3729 juta m3/ dan RRSE sebesar 6.84%, sedangkan
dengan basis data digeser tahunan diperoleh nilai RMSE sebesar 0.4433 juta
m3/periode dan RRSE 7.24%. Kondisi tersebut menunjukkan bahwa secara
Gambar 10 : Algoritma implementasi model dengan input
data digeser bulanan
Gambar 11 : Algoritma implementasi model dengan input
data digeser tahunan
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kuantitatif maupun kualitatif memang penerapan model prediksi aliran berbasis JST
dengan masukan data inflow Waduk Selorejo digeser bulanan cenderung lebih baik
dibandingkan dengan menggunakan input data yang digeser tahunan.
B).  Uji model dengan data testing aliran inflow Waduk Lahor.
Hasil implementasi model pada Waduk Lahor berbasis JST dengan input seri data
digeser bulanan dan digeser tahunan ditunjuk Gambar 14 dan 15. Kedua gambar
Gambar 13    :  Grafik hubungan data testing dan output model Waduk Selorejo
                            (data digeser bulanan dan digeser tahunan)
Gambar 12    :  Grafik perbandingan fluktuasi aliran dari data testing dan output model pada Waduk Selorejo
        ( data digeser bulanan dan digeser tahunan)
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tersebut juga menunjukkan bahwa secara visual hasil yang diperoleh dari penerapan
model dengan input seri data aliran digeser bulanan cenderung memberikan hasil
yang lebih baik dibandingkan dengan menggunakan input seri data digeser tahunan.
Indikator kinerja model yang diperoleh dari pengembangan model berbasis data
digeser bulanan adalah RMSE=0.287 juta m3/periode dan RRSE 9.64%, sedangkan
dari input data digeser tahunan diperoleh RMSE sebesar 0.775 juta m3/periode  dan
RRSE 38.25%.
Gambar 14   :  Grafik perbandingan fluktuasi aliran dari data testing dan output model pada Waduk Lahor
        ( data digeser bulanan dan digeser tahunan)
Gambar     15 :  Grafik hubungan data testing dan output model Waduk Lahor
                            (data digeser bulanan dan digeser tahunan)
PROCEEDING SEMINAR REGIONAL 2010





Dari hasil analisis data dan pembahasan secara keseluruhan maka dapat ditarik
kesimpulan sebagai berikut :
1. Model JST yang dapat memberikan hasil terbaik untuk prediksi aliran inflow
Waduk Selorejo dan Waduk Lahor adalah model yang dikembangkan dari input
seri data digeser bulanan, berarti bahwa aliran yang akan terjadi pada sebulan
mendatang (t+1) akan sangat dipengaruhi oleh nilai aliran pada bulan saat ini (t),
sebulan sebelumnya (t-1), 2 bulan sebelumnya (t-2) hingga 12 bulan sebelumnya (t-
12). Dengan menggunakan masukan sejumlah 12 node, maka diperoleh 6 node
hidden layer dan sebuah node output setelah melalui proses aktivasi.
2. Implementasi sistem persamaan yang dihasilkan cukup baik dalam
mempresentasikan hubungan antara vektor input (seri data historik) dengan vektor
output (data prediksi). Hasil perbandingan grafis secara visual menunjukkan bahwa
output dari model dapat mengenali pola aliran yang terjadi utamanya pada kondisi
aliran-aliran normal. Pengujian dengan menggunakan data trainning pada Waduk
Selorejo diperoleh RMSE= 0.165 juta m3/10 hari, MAE = 2.63 juta m3/10 hari,
RAE = 0.28 (28%) dan RRSE = 0.13 (13 %), sedangkan pada Waduk Lahor
diperoleh RMSE = 0.0815 juta m3/10 hari, MAE = 1.1845 juta m3/10 hari, RAE =
0.191 (19.1%)  dan RRSE = 0.0831 (8.31%).
3. Hasil pengujian dengan menggunakan data testing juga menunjukkan bahwa model
JST yang dikembangkan dari input data digeser bulanan juga lebih baik dibanding
model yang dikembangkan dari input data digeser tahunan. Pengujian dengan
menggunakan data testing pada Waduk Selorejo diperoleh RMSE=0.3729 juta
m3/periode, MAE=1.9124 juta m3/periode,  RAE=21.79% dan RRSE 6.84%,
sedangkan pada Waduk Lahor diperoleh RMSE=0.287 juta m3/periode,
MAE=1.472 juta m3/periode,  RAE=27.11% dan RRSE 9.64%
4. Kemampuan adaptasi model yang dikembangkan cukup baik untuk
mempresentasikan terjadinya aliran-aliran normal, namun kurang baik untuk
mengantisipasi kemungkinan terjadinya aliran-aliran yang bersifat ekstrim (bernilai
besar).
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Mencermati hasil analisis yang telah diperoleh secara keseluruhan, kelemahan
mendasar dari model yang dihasilkan adalah kurangnya kemampuan dalam
mengantisipasi kemungkinan terjadinya debit-debit ekstrim. Kondisi tersebut sangat
dipengaruhi oleh karakteristik statistik data training. Nilai debit ekstrim yang akan
terjadi kemungkinan tidak terjangkau saat proses pembelajaran. Untuk meminimalkan
resiko ini mungkin dapat  ditempuh dengan cara memperpanjang seri data training atau
dengan cara melakukan analisis secara terpisah untuk aliran-aliran ekstrim saja.
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