Many wave-propagation analyses with varying geometries and material properties are expected to be useful for model optimization. Low-order unstructured finite-element methods are suitable for such analyses, as they are capable of modeling multi-material problems with complex geometries; however, the meshing and analysis cost is large. Therefore, in this paper, we developed a fast mesh-generator and analysis method. The robust mesh generator was 17.4-fold faster than a conventional mesh generator, and the predictor algorithm for dynamic implicit finite-element solvers showed a 1.69-fold increase in speed relative to conventional solvers and a 91.3% size-up efficiency on the full Oakforest-PACS system. We demonstrated the usability of the developed meshing and Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. Copyrights for components of this work owned by others than ACM must be honored. Abstracting with credit is permitted. To copy otherwise, or republish, to post on servers or to redistribute to lists, requires prior specific permission and/or a fee. Request permissions from permissions@acm.org. analysis methods via a wave-propagation simulation on a 1.9 billion unstructured tetrahedral-element model using half of the K computer system (41,472 compute nodes).
nondestructive inspection of structures, subsurface tomography for resource development, and extraction of medical images). In these problems, the geometry and nonuniform material properties of the target domain greatly affect wave-propagation characteristics. Three-dimensional loworder unstructured finite-element methods are suitable for multi-material problems with complex geometries; however, their meshing and analysis costs become large. Therefore, simplified analysis methods are often used for model optimization of wave-propagation problems, with few research projects using three-dimensional unstructured finite-element methods. As an example of analysis using three-dimensional finite-element methods, [1] repeats mesh generation and wavepropagation analysis of underground crust structure to improve the underground crust model. This is enabled by accelerating the entire forward simulation, including the meshing and wave-propagation analyses, using a fast and robust mesh generator and analysis methods specialized for the layered crust-structure problem [2, 3] . By developing a fast and robust mesh generator and an analysis method for general multi-material and complex geometry problems, we expect improvements in model optimization for a wide range of problems. Currently, meshing of multi-material problems with complex geometries is challenging from the viewpoints of robustness and mesh-generation time, and the speed associated with finite-element wave-propagation analysis is not sufficient for many case analyses. Therefore, in this study, we developed a fast low-order unstructured finite-element meshing and analysis method capable of computing wave propagation problems in complex multi-material domains.
The remainder of the paper is organized as follows. In Section 2, we explain the target problem. In Section 3, we explain the fast and robust mesh-generator method. In Section 4, we explain the adaptive multistep predictor method developed to accelerate finite-element analyses. In Section 5, we show an example of wave-propagation analysis of an underground structure in Tokyo station. Section 6 summarizes the paper.
TARGET PROBLEM
We target many linear wave-propagation analyses in complexshaped domains with highly nonuniform material properties. Therefore, we used a three-dimensional dynamic finiteelement method with low-order unstructured elements, because the method analytically satisfies the traction-free boundary condition and is suitable for modeling complex geometry and material heterogeneity with low computation costs. The target equation becomes as below:
where
(u n − u n−1 ), a n = −a n−1 − 4 dt
Here u, v, a, and f represent displacement, velocity, acceleration, and external-force vectors, respectively. M, C, K, dt, and n represent the consistent-mass, damping, and stiffness matrices, time increment, and time step, respectively. We use Rayleigh damping for C, where the element-damping matrix, Ce, is calculated using the element-consistent-mass matrix Me and the element-stiffness matrix Ke as Ce = αMe +βKe.
Here α and β are obtained by solving the following leastsquares equation:
Here fmax, fmin, and h represent the maximum and minimum target frequencies and the damping ratio, respectively. Note that small elements can be generated in parts of the domain when meshing complex geometries using solid elements. Under such conditions, a very small time increment is required to satisfy the Courant condition; therefore, explicit time-integration methods (e.g., the central-difference method) lead to huge computation costs. Consequently, we used the Newmark-β method (β = 1/4, δ = 1/2) for time integration. Because the numerical solution depends upon dt and spatial discretization, we assigned the problem setting and discretization size to ensure numerical convergence of the solution. In summary, time-history response, u n , is computed by repeating the following steps:
(1) Read boundary conditions. (2) Obtain u n by solving Eq. (1). (3) Update Eq. (2) using u n .
In practical problems, a conforming mesh with a large number of elements is required for analysis, along with remeshing for model optimization. In addition, solving Eq. (1) requires indirect memory access and large memory transfer, making it difficult to attain high performance and scalability using recent large-scale computers. In Section 3, we show the mesh-generation method for solving the above finite-element wave-propagation problem. In Section 4, we show the analysis method used to accelerate the finite-element solver on massively parallel computers.
FAST AND ROBUST MESHING METHOD FOR COMPLEX MULTI-MATERIAL PROBLEMS
In typical wave-propagation problems, geometric features and material heterogeneity that are long relative to target wavelengths affect the solutions; therefore, a large-scale mesh is required to resolve these problem characteristics. However, robust meshing of large-scale problems with multiple materials and complex geometries remains challenging, and mesh generation remains a bottleneck throughout the entire wavepropagation analysis process. Therefore we developed a parallel and robust tetrahedral finite-element mesh-generation method capable of modeling multi-material problems with complex shapes [4] . In this method, the conformity and quality (i.e., aspect ratios of elements) of the generated mesh are robustly ensured by allowing small approximations in geometries shorter than the target wavelengths. Although the method is suited for parallel processing, it is slow when considering re-meshing during analysis or targeting huge problems with billions of elements. Therefore, we enhanced this method to develop a fast and robust meshing method. First, we summarize the previous study [4] , followed by the explanation of the developed meshing method.
Overview of the previous meshing method
Using closed triangular patches for each material as inputs, this method generates a conforming finite-element mesh with linear tetrahedral elements. First, the target domain is decomposed into multi-scale cubes using an orthogonal octree structure, and each cube is decomposed into tetrahedral elements. We refer to the former process as "cube generation" and the latter process as "tetrahedral mesh generation."
3.1.1 Cube generation. Based on an orthogonal octree structure, background cubes are generated in the target domain. This process comprises three steps.
Top-down cube generation. First, a cube that covers the target domain, including all input triangle patches, is generated (Fig. 1a) . Cubes with input triangle patches are recursively decomposed into eight cubes using an orthogonal octree structure (Fig. 1b) . The recursive decomposition is terminated when the leaf cube reaches a prescribed cube size (referred to as "resolution").
Node coloring. All of the vertices of the generated cubes are colored according to the material-identification number (Fig. 1c) . Here only vertices near material boundaries are colored by an inside/outside judgment algorithm, with a filling algorithm used to color the interior nodes.
Cube refinement. To attain numerical accuracy of the wavepropagation solution, we further decompose cubes recursively until the leaf-cube size reaches a prescribed size defined for each material. Cubes are recursively decomposed until the size of neighboring cubes is within one level of difference (Fig. 1d) . This process avoids rapid changes in element size, which circumvents the generation of squashed elements that often leads to noise in numerical solutions and degrades the convergence characteristics of the finite-element iterative solvers.
Tetrahedral mesh generation.
We then tetrahedralize each cube based on the orthogonal octree structure. Here we use different meshing procedures depending upon the existence of material boundaries inside the target cube.
Cubes with material boundaries. In this case, some of the eight vertices of the cube have different colors. Based on the colors of the eight vertices (Fig. 2a) , we first generate triangulated material-boundary surfaces inside each cube (Fig. 2b) using the multi-material marching-cubes method [5] , which generates boundary triangular patches using the material coloring at the eight vertices. Contrary to the original marching-cubes method, which was limited to two materials, Figure 1 : Cube-generation procedures in two dimensions. Actual cube generation is undertaken using an orthogonal octree structure.
the multi-material marching-cubes method can robustly generate boundary surface patches for three or more materials.
In the multi-material marching-cubes method, new nodes can only be generated at the center of the cube edges, at the center of cube faces, or at the center of the cube. This enables robust meshing of multi-material problems in exchange for geometrical approximation of half of the leaf-cube size. Next, the six faces of each cube are decomposed into triangle patches using Delaunay triangulation (Fig. 2c) . To ensure the uniqueness of triangulation between neighboring cubes, decomposition patterns are predetermined for special inputs with ambiguity. This ensures the conformity of the mesh across cube faces without synchronization among cubes. Each material region is tetrahedralized according to constrained Delaunay tetrahedralization [6] using the material boundary and cube-boundary patches (Fig. 2d ). Because these patches conform across cubes, the generated tetrahedral elements also conform automatically. Cubes without material boundaries. In this case, all of the vertices have the same color; however, the existence of nodes on the cube edges and faces depends on the octree structure. Therefore, we first triangulate the six faces of the cube using Delaunay triangulation. Here there can be 12 edge-centered nodes and six face-centered nodes in each cube ( Fig. 3a  and 3b) . The cube is then decomposed using constrained Delaunay tetrahedralization while maintaining the surface patches (Fig. 3c) . In summary, by constraining the positions of the generated nodes, the previously described meshing method [4] is capable of robustly meshing multi-material problems with complex geometries in parallel. Acceleration of this method is expected to enable fast and robust meshing of complex multi-material problems.
The meshing method presented in this study
In the previous study, the node-coloring procedure and tetrahedral mesh-generation procedure dominated the total meshgeneration time. Here we accelerated the meshing method by improving the algorithms associated with both procedures.
Node coloring.
In the previous method, coloring of nodes on material boundaries was based on the solidangle algorithm (Fig. 4) , with the solid angle representing the projected area of the input triangle patch on a unit sphere centered on the target node. Because the input triangle patches have front/reverse information, we can calculate the projected area with a signed value. The node is judged inside of the patch if the area becomes 4π, and judged outside of the patch if the area becomes 0.
The solid angle-algorithm is robust, but its cost is proportional to the number of triangles in each patch. Instead, we used the crossing-number algorithm (Fig. 5) , which counts the number of intersections between the triangle patches and a ray emitted from the target node. The node is judged inside of the patch if the number of intersections is odd. By using this method, we can eliminate the need to check most of the triangles, which significantly reduces coloring cost. Because the crossing-number algorithm is sensitive to triangles being close to the node or when the triangle becomes perpendicular to the ray, we used the solid-angle algorithm in these cases to avoid numerical errors. Figure 5: Crossing-number algorithm for node coloring used in the meshing method presented in this study
Tetrahedral mesh generation.
Because the tetrahedralization of a cube is unique for each node-coloring or node-existence pattern, we used a lookup table of precomputed tetrahedralization patterns to increase the speed of the tetrahedral mesh-generation process.
Cubes with material boundaries. Because the tetrahedralization pattern of a cube is unique for a given input vertex coloring pattern, we skipped all of the calculations involved in the multi-material marching-cubes method, Delaunay triangulation, and the tetrahedralization methods by using a precomputed lookup table (Fig. 6 ). Because the simplest lookup table will contain 8 8 = 16,777,216 entries, this size will be too large when considering memory capacity. Therefore, we eliminated duplicate patterns, resulting in a smaller lookup table containing 20,048 entries ( Table 1 ). The key to using this table efficiently is to make fast referencing to the entries. Because most cubes exhibit only two or three different material colors, we retained all of the duplicate cases to reduce conditional checks and to promote fast referencing. For cases with additional materials, we used a specialized reference method for fast referencing, as summarized in the Appendix. The maximum aspect ratio of the tetrahedral elements in the lookup table is 11.5, which guarantees the high quality of the generated mesh. Here the aspect ratio, a, represents an indicator of element quality and is defined as
where lmax represents the length of the longest edge of a tetrahedron and hmin represents the shortest length of the line perpendicular from the vertex to face of a tetrahedron.
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Assign decomposition pattern Figure 6 : Boundary cube decomposition used in the method presented in this study An element with a smaller a value is considered to exhibit better quality (a becomes 1 for a regular tetrahedron). Cubes without material boundaries. Tetrahedralization patterns of a cube are uniquely determined once the existing information associated with the 18 nodes is provided. Therefore, we skipped all calculations associated with Delaunay triangulation and tetrahedralization (Fig. 7) . Although the simplest lookup table will have 2 18 = 262,144 entries, we reduced the table size to 6,120 entries by using a property of the octree structure (i.e., neighboring cubes exhibit only one level of difference in resolution). Table 2 shows the properties of the generated lookup table. We also developed a specialized reference method that enables fast referencing of this table (see the Appendix for details). The maximum aspect ratio of the tetrahedral elements in this table is 4.5, which guarantees a high-quality mesh.
Performance measurements
The model-generation times of the previous method [4] and the method presented here are compared in Fig. 8 . Here we used a soil-structure-interaction problem with 142 structure components and one soil domain. The elapsed time was compared for a mesh generated at resolutions of 0.4 m and 0.2 m. Thirty two cores of an SGI UV300, which is a 512 core, 24. We then compared the elapsed time for different resolutions using the same input model and computational environment. Figure 9 shows that the elapsed time was almost proportional to the number of elements in the generated mesh. Therefore the method proposed in this study was scalable in terms of elapsed time and target-mesh size.
In summary, we developed a fast and robust meshing method applicable to practical wave-propagation simulations with complex geometries and multiple materials. This method was 15-17-fold faster than the previous method [4] , and the elapsed time was scalable to the mesh size. In a future work, we will reduce the geometrical approximation by moving, adding, and deleting nodes and merging and dividing elements.
FAST DYNAMIC IMPLICIT FINITE-ELEMENT ANALYSIS USING AN ADAPTIVE MULTISTEP PREDICTOR METHOD
In low-order unstructured finite-element methods, solving Eq. (1) with sparse matrix-vector (SpMV) product-based iterative solvers represents most of the analysis cost. Because this type of computation requires random access and large memory transfers, utilizing the high arithmetic capability of recent computers is difficult. In these dynamic finite-element methods, reducing the number of iterations of the solver and thus reducing the total memory transfer size is effective for increasing the speed of the application. Linear multistep predictors (e.g. the Adams-Bashforth method [7] ) are often used for estimating initial solutions and reducing the number of iterations. We can expect further decreases in the number of iterations by improving the accuracy of the predictor. Because the arithmetic capability of recent computers remains idle in finite-element solvers, we developed a highly accurate predictor utilizing this capability [8] . Here we developed an adaptive multistep predictor that reduces the number of iterations and tested its performance on the K computer using a simple problem set. In this study, we measured the performance of this algorithm on the full system of 2nd generation Intel Xeon Phi-based Oakforest-PACS and the latest Skylake Xeon Gold cluster. We also applied it to a practical problem with complex geometry and multiple materials to further evaluate its performance. In subsequent sections, we summarize the characteristics of the adaptive multistep predictor algorithm [8] and describe the performance-measurement results.
Adaptive multistep predictor method
In this subsection, we generalize the target problem (Eq. (1) and Eq. (2)) and solve Axi = bi(i = 1, 2, ...). In the dynamic finite-element method, the right-hand-side vector bi depends upon the solution of the previous step, xi−1. Therefore, the standard solver method involves sequential steps over time (Algorithm 1). Here a standard predictor, such as an AdamsBashforth predictor [7] , is used to guess the initial solution.
Instead, we developed a predictor that approximately solves several time steps simultaneously in parallel. A previous study by Liu et al. [9] described such an approach. Here m time steps, (i, i + 1, ..., i + m − 1), are solved simultaneously in parallel at step i, with these solutions used as initial solutions when solving time steps i, i + 1, ..., i + m − 1 (Algorithm 2). Although additional cost is required for the predictor (line 6), a high-performance kernel can be used by the solver, thereby reducing the computational cost of the predictor. In particular, a kernel that computes SpMV products with multiple right-hand-sides (a generalized SpMV (GSpMV)) is used in the predictor solver, which exhibits higher performance levels than a standard SpMV-product kernel, because matrix needs only to be read once from memory, regardless of the number guessx i using standard predictor 4: set b i using x i−1
5:
solve x i ⇐ A −1 b i using initial solutionx i 6: end for Algorithm 2 Predictor algorithm of [9] (notation is modified to match other parts of this paper). GSpMV is used in the iterative solver to solve multiple matrix equations simultaneously in line 6.
1: set x −1 = 0 2: for (i = 0; i < n; i = i + m) do for (j = i; j < i + m; j = j + 1) do 8: set b j according to x j−1
9:
solve x j ⇐ A −1 b j using initial solutionx j 10:
end for 11: end for of right-hand sides. Therefore, the reduction in the number of iterations necessary for the solver (line 9) results in speed increases of 30% for the entire application.
We enhanced this approach to develop a multistep implicit predictor. In the previous method [9] , the predictedx differs from the actual x, because the right-hand-side vectorsbj(j = i, ..., i + m − 1) are set based on a standard predictor (line 5 of Algorithm 2). Instead, we adaptively updatedb based on the partially solved x to improve the predictor accuracy (Algorithm 3). Here line 8 is interrupted and restarted after the right-hand-side vectorsb are updated on the basis of the partially solvedx (lines 6-10). In this study, we ran m instances of a conjugate-gradient solver with a 3 × 3-block Jacobi preconditioner in line 8 and restarted all of the instances simultaneously at a prescribed iteration threshold. Together with the improvement of the predictor, we expected a higher peak performance because all of the computations were performed by the highly efficient GSpMV kernel.
Performance measurements

Problem settings.
We compared the performance of the method with and without the adaptive multistep predictor (Algorithm 1 and Algorithm 3) on a 25 time-step wavepropagation problem in a layered domain. Here four time steps were solved simultaneously in Algorithm 3 (m = 4), and b was updated once in 60 iterations. We implemented both analysis programs based on a conjugate-gradient-based SC15 Gordon Bell Prize finalist solver [10] , which is highly tuned for CPU-based computers. Here we modified the matrixvector-product kernels to 3 × 3-block compressed row storage (BCRS) format and implemented multiplication for multiple right-hand sides. Because a highly tuned base code was Algorithm 3 Multistep implicit predictor algorithm. ϵ is tolerance of solver. GSpMV is used in the iterative solver to solve multiple matrix equations simultaneously in line 8. guessx i+m−1 using standard predictor 6: while
guessb j usingx j−1 (j = i + 1, .., i + m − 1)
8:
refine solution {x j ⇐ A −1b j } using initial solutionx j (j = i, ..., i + m − 1) 9: end while 10:
x i =x i 11: end for used and the modified parts were highly tuned (i.e., software prefetching was used to hide the indirect access latency of the BCRS matrix-vector kernels), we expected a high performance that reflected the change in the algorithm.
We used Oakforest-PACS, the K computer, a Skylake-SP Xeon Gold cluster, and a Haswell Xeon E5 cluster for performance analyses. Oakforest-PACS [11] is a many-core supercomptuer at the Joint Center for Advanced High Performance Computing (JCAHPC [12] ) and comprises 8,208 PRIMERGY CX1640 M1 nodes, each with 68 core Intel Xeon Phi 7250 CPUs connected with the Intel Omni-Path network (100 Gbps). Each node has 16 GB of MCDRAM (490 GB/s) and 96 GB of DDR4 memory (115 GB/s). The K computer [13] is a massively parallel supercomputer at the RIKEN Advanced Institute for Computational Science and comprises 82,944 computational nodes, each with eight-core SPARC64 VIIIfx CPUs connected with the Tofu interconnect [14] . Each node has 16 GB of DDR3 memory (64 GB/s). The Skylake-SP Xeon Gold [15] is the latest series of Intel Xeon server CPUs with AVX-512 ISA with up to six channels of DDR4 memory per socket. The Haswell Xeon E5 [16] is a previous version of the Intel Xeon server CPUs with AVX 2.0 ISA with up to four channels of DDR4 memory per socket. Note that the memory bandwidth was markedly increased by the increase in the number of memory channels, as well as memory bus frequency, from the Haswell to the Skylake generation.
4.2.2
Performance on a small scale problem. We first observed the reduction in the number of iterations necessary on a small second-order tetrahedral element model with 5,183,270 nodes and 3,820,608 elements. The number of iterations reduced by 2.56-fold from 9,068 to 3,541 by using the predictor described in this study. Because both the SpMV and GSpMV kernels achieved nearly peak memory throughput, GSpMV kernels were computed in 1.2 times the time required for computing a SpMV kernel on the systems tested. This resulted in a 1.42-fold increase in speed on the Skylake-SP Xeon Gold cluster, a 1.40-fold increase in speed on the Haswell Xeon E5 cluster, a 1.69-fold increase in speed on the Oakforest-PACS, and a 1.50-fold increase in speed on the K Figure 10 : Performance of the method presented in this study. The number of iterations was reduced from 9,068 to 3,541 using the multistep implicit predictor presented here. Note that the MC-DRAM bandwidth of Oakforest-PACS is measured STREAM Triad, while DRAM bandwidth are peak memory bandwidth for all of the systems.
computer (Fig. 10) . Although it is difficult to directly compare these results given the differences in the target problem, we observed reductions in the number of iterations necessary and speedup greater than or equal to that reported for a previous method [9] .
4.2.3
Size-up scalability on the Oakforest-PACS and the K computer. We then assessed the size-up (weak) scalability of the solvers on large computer environments. Because the number of iterations and thus the number of inter-process messages were reduced by the predictor described in this study, we expected improvements in scalability. Table 3 shows the problem sets used for the measurements (WO is for Oakforest-PACS and WK is for the K computer). The total number of iterations for Algorithm 1 was almost constant between models and indicated that the model set was suitable for measuring size-up scalability. Figure 11 shows the scalability on the Oakforest-PACS and indicates that the size-up efficiency from 256 nodes to the full system (8, 192 nodes) improved from 87.5% (Algorithm 1) to 91.3% (Algorithm 3). Figure 12 shows the scalability on the K computer and indicates that the size-up scalability from 1,024 nodes to 32,768 nodes improved from 78.3% (Algorithm 1) to 80.6% (Algorithm 3). Moreover, the use of our predictor improved the floating-point-arithmetic efficiency by 2.4-fold (from 6.0% to 14.5%). The time associated with other parts than that of the solver (line 8 of Algorithm 3) was small as compared with the overall runtime, suggesting that the predictor required minimal overhead.
4.2.4
Speed-up scalability on the Oakforest-PACS and the K computer. We expected improvement in speed-up (strong) scalability by the reductions in the number of inter-node messages. Model sets SO and SK (Table 3) represent the model sets used on the Oakforest-PACS and the K computer. Because it is more difficult to reduce latency than to increase the throughput of interconnections using the current technology, predictor methods enabling reductions in the number of iterations and interprocess messages will be more effective in the future.
In summary, we developed an adaptive multistep predictor that predicts accurate initial solutions using highly efficient GSpMV kernels, which reduced the number of iterations and memory transfer sizes, and resulted in increases in the speed of the overall application, as well as improved scalability Figure 12 : Size-up scalability of solvers with and without the predictor presented in this study on the K computer on large computer environments. Although we applied our predictor to a simple iterative solver, it can also be used with more sophisticated iterative solvers (e.g., iterative multigrid solvers). Therefore, we expect that our predictor can potentially increase the speed associated with solving a wide range of dynamic finite-element problems.
APPLICATION EXAMPLE
As an example of wave-propagation analyses in complex shaped multi-material domains, we solved a problem involving earthquake wave-propagation in an underground Tokyo station, in which we were able to obtain high-resolution threedimensional data. Here we targeted a 1,024 m × 1,024 m × Figure 14 : Speed-up scalability of solvers with and without the predictor presented in this study on the K computer 203 m area modeled using a three-layered ground structure based on a digital ground map from the Japanese Geotechnical Society [17] and a 5-m grid elevation map [18] . We generated a mesh with 0.25-m sized tetrahedral elements comprising 7,738,790,187 degrees of freedom, 1,869,216,850 elements, and 2,579,596,729 nodes. The model was generated in 5 h 26 min (19,570 s) using 64 cores of the shared-memory system described in Section 3. Figure 15 describes the finiteelement model, and shows models comprising three-layered ground and underground structures comprising several stories. We input earthquake waves observed during the 1995 Southern Hyogo Prefecture Earthquake (JMA Kobe [19] ) into the bottom of the model. The computation of time-step increments of dt = 0.002 s × 7,490 steps required 4 h 23 min on half of the K computer system (41,472 computational nodes). The first 25 time steps required 44.1 s for the conventional solver (Algorithm 1), whereas our method required 29.5 s, providing a 1.50-fold increase in speed. This result showed that the adaptive multistep predictor enabled speedup for solving actual wave-propagation problems with complex geometries and multiple materials. Figure 15 shows the displacement response at time t = 12.0 s, indicating a complex response according to the underground soil-layer geometry and structure. Such a response can only be analyzed with full three-dimensional wave-propagation analysis.
Although we solved a wave-propagation problem associated with an underground structure, this method can be used for medical or other engineering simulations at high resolution.
SUMMARY AND FUTURE PROSPECTS
Here we described the development of a fast, low-order, finiteelement meshing and analysis method targeting improvements in the quality of wave-propagation simulation results in domains with multiple materials and complex geometries.
We accelerated an octree-based, multi-material, unstructured meshing method by fast inner/outer evaluation and lookuptable-based mesh generation, resulting in a 17-fold increase in speed relative to the base algorithm. We also accelerated a dynamic finite-element solver used on massively parallel computer environments by developing an adaptive multistep predictor that reduced the number of solver iterations and memory transfer, resulting in a 1.69-fold increase in speed on the Oakforest-PACS system. As an example of wavepropagation analysis involving complex multi-material problems, we conducted the analysis of underground structures using the K computer system. Although we only conducted a single large-scale analysis, the method can be used to conduct multiple simulations of smaller problem sizes. We plan to use these methods for model optimization based on observed data and finite-element wave-propagation analysis results in the future. the Japanese Geotechnical Society, and a 5-m grid elevation map from the Geospatial Information Authority of Japan. . As an example, we consider a case where the eight input material IDs are (7, 23, 8, 7, 23, 7, 15, 15) . In this case, nmat is four (material IDs: 7, 23, 8, and 15). After converting the global material IDs to local material IDs, this pattern becomes (0, 3, 1, 0, 3, 0, 2, 2). The appearance ID becomes 3221 because 0 appears three times, and 2 and 3 appear twice. Because the local material ID 0 appears most frequently and the local material ID 2 is smaller than the local material ID 3 and both of them appear twice, the location ID becomes 1089, 20480, and 260, where 4 0 +4 3 +4 5 =1089 for local material ID 0, 4 6 +4 7 =24080 for local material ID 3, and 4 1 +4 4 =260 for local material ID 2. Moreover, the calculated order ID becomes 1, because the most frequent material number, 0, is the smallest among 0, 3, and 2. Finally, the cube-decomposition pattern is referenced by linear search using these nmat and IDs. Cubes without material boundaries. Determination of decomposition patterns from the lookup table using the existing information from the 18 nodes requires an 18-bit binary array which is set according to the existence of the 18 nodes (referred to as the decomposition ID). Although it is possible to perform a linear search using this decomposition ID, we save the computational search cost by considering the number of face-centered nodes (nfcn). By considering nfcn as a hash value and only searching the corresponding bucket, we save the computational search cost. Therefore, the reference procedure is summarized as follows:
(1) Count nfcn. 
