Abstract The information reconstruction problem on an infinite tree, is to collect and analyze massive data samples at the nth level of the tree to identify whether there is non-vanishing information of the root, as n goes to infinity. This problem has wide applications in various fields such as biology, information theory and statistical physics, and its close connections to cluster learning, data mining and deep learning have been well established in recent years. Although it has been studied in numerous contexts, the existing literatures with rigorous reconstruction thresholds established are very limited. In this paper, motivated by a classical deoxyribonucleic acid (DNA) evolution model, the F81 model, and taking into consideration of the Chargaff's parity rule by allowing the existence of a guanine-cytosine content bias, we study the noise channel in terms of a 4 × 4-state asymmetric probability transition matrix with community effects, for four nucleobases of DNA. The corresponding information reconstruction problem in molecular phylogenetics is explored, by means of refined analyses of moment recursion, in-depth concentration estimates, and thorough investigations on an asymptotic 4-dimensional nonlinear second order dynamical system. We rigorously show that the reconstruction bound is not tight when the sum of the base frequencies of adenine and thymine falls in the interval 0, 1/2 − 3/6 1/2 + 3/6, 1 , which is the first rigorous result on asymmetric noisy channels with community effects.
Introduction
1.1 Big data and the reconstruction problem "Big Data", like the name implies, refers to massive data sets. Finding information about the source of massive data as time evolves, is one of the toughest big data challenges. In this paper, we consider the following broadcasting process that can be considered as signals transmitting on an infinite communication tree network, as a model for propagation of a genetic property, or as a tree-indexed Markov chain. It has two building blocks: the first is an irreducible aperiodic Markov chain on a finite characters set C ; the second is a d-ary tree, which is a rooted tree with every vertex having exactly d offspring, denoted as T = (V, E, ρ) with nodes V, edges E, and root ρ ∈ V. A configuration on T is an element of C T , which is an assignment of a state in C to each vertex. The state of the root ρ, denoted by σ ρ , is chosen according to an initial distribution π on C . This symbol is then propagated on the tree according to a probability transition matrix M = (M i j ) i,j ∈C , which functions as a noisy communication channel on each edge. In other words2, for each vertex v having u as its parent, the spin at v is defined according to the probabilities P(σ v = j | σ u = i ) = M i j , i , j ∈ C . The problem of reconstruction is to analyze whether there exists a non-vanishing information on the letter transmitted by the root, given all the symbols received at the vertices of the nth generation, as n goes to infinity. Denote σ(n) as the spins at distance n from the root and σ i (n) as σ(n) conditioned on σ ρ = i . In this paper, we use the following definition to mathematical formulate reconstructibility and we remark that more equivalent formulations can be seen in Mossel [2001] and Mossel [2004b] .
Definition 1 We say that a model is reconstructible on an infinite tree T, if for some i
where d T V is the total variation distance. When the limsup is 0, we say that the model is non-reconstructible on T.
Existing results
The reconstruction problem arises naturally in statistical physics, where the reconstruction threshold corresponds to the threshold for extremality of the infinite-volume Gibbs measure with free boundary conditions (see Georgii [2011] ). The reconstruction bound is known to have a crucial determination effect on the efficiency of the Glauber dynamics on trees and random graphs (see Berger et al. [2005] , Martinelli et al. [2007] , Tetali et al. [2012] ). It is specially worth mentioning that one of the classical techniques in tackling the reconstruction problem was initiated in Chayes et al. [1986] in the context of spin-glasses. The reconstructability is believed to play an important role in a variety of other contexts including, but not limited to, the following: phylogenetic reconstruction in evolutionary biology (see Mossel [2004a] , Daskalakis et al. [2006] , Roch [2006] ), communication theory in the study of noisy computation (see Evans et al. [2000] ), analogous investigations in the realm of network tomography (see Bhamidi et al. [2010] ), reconstructability and distinguishability regarding the clustering problem in the stochastic block model (see Mossel et al. [2013 Mossel et al. [ , 2014 , Neeman and Netrapalli [2014] ), analogous phase transition analysis using the cavity method in Bayesian inference (see Ricci-Tersenghi et al. [2018] ), classification and labeling in a semi-supervised learning setting using deep algorithms on a closely related and well defined family of hierarchical generative models (see Mossel [2016] ). More applications can be seen in Section 1.4 of Sly [2011] and Section 1.3 of , and the references therein. Clearly, for any channel, the reconstruction problem is closely related to λ, the second largest eigenvalue in absolute value of the transition probability matrix M. Stigum [1966, 1967] showed that the reconstruction problem is solvable if dλ 2 > 1, which is known as the Kesten-Stigum bound. However, when it comes to the case of larger noise, that is dλ 2 < 1, retrieving root information from the symbols received at the nth generation, is a challenging problem whose solvability highly depends on the channel. One important case is the binary channel, that is, the Ising model in statistical mechanics terminology, with the transition matrix
where |θ| + |∆| ≤ 1 and ∆ is used to describe the deviation of M from the symmetric channel. For the binary symmetric model, i.e. ∆ = 0, it was shown in Bleher et al. [1995] that the reconstruction problem is solvable if and only if dλ 2 > 1. For the binary asymmetric model, i.e. ∆ = 0, Mossel [2001 Mossel [ , 2004b showed that the Kesten-Stigum bound is not the bound for reconstruction with sufficiently large asymmetry. The breakthrough result in Borgs et al. [2006] established the first tightness result of Keston-Stigum reconstruction bound in roughly a decade for a binary asymmetric channel on the d-ary tree, provided that the asymmetry is sufficiently small. gave a complete answer to the question of how small it needs to be to establish the tightness of the reconstruction threshold. Another important case is the q-state symmetric channel, that is, the Potts model in statistical mechanics terminology, with the transition matrix
Mossel [2001, 2004b] showed that the Kesten-Stigum bound is not sharp in the q-state symmetric channel with sufficiently many characters. Sly [2011] proved the first exact reconstruction threshold in a nonbinary model, established the Kesten-Stigum bound for the 3-state Potts model on regular trees of large degree, and further showed that the Kesten-Stigum bound is not tight when q ≥ 5, which confirms much of the picture conjectured earlier by Mézard and Montanari [2006] . Inspired by a popular Markov model of DNA sequence evolution, the K80 model (Kimura [1980] ), to distinguish between transitions and transversions, analyzed the case that the transition matrix has two mutation classes and q states in each class, with the transition matrix
Liu et al. [2018] showed that when q ≥ 4, for every d the Kesten-Stigum bound is not tight, i.e. the reconstruction is solvable for some λ even if dλ 2 < 1. . A number of different Markov models of DNA sequence evolution were proposed and frequently used in molecular phylogenetics, a branch of phylogeny to analyze the genetic or hereditary molecular differences in order to gain information on an organism's evolutionary relationships. Specifically, they are used during the calculation of likelihood of a tree and used to estimate the evolutionary distance from the observed differences between sequences. For detailed descriptions of phylogenetic reconstruction and, where v is defined as the branch length measured in the expected number of substitutions per site, and then the corresponding probability transition matrix can be written as
It is clear that the second eigenvalue of the channel P is λ. Because non-reconstruction always holds for d|λ| 2 > 1, without loss of generality, it would be convenient to presume d|λ| 2 ≤ 1 in the following context.
We focus on the 4 × 4-state probability transition matrix allowing θ = 1/2. Note that, when θ = 1/2, the model degenerates to the symmetric q-state Potts model with q = 4, whose reconstructibility is an open problem, while Sly [2011] gave perfect answers on the reconstructibility with q = 3 and q ≥ 5. The asymmetry and community effects can be seen in the following: (1) One state stays unchanged with probability λ+
if that state is in {1, 2}, but with probability λ +
if that state is in {3, 4}; (2) For the community {1, 2} the probability to transfer from one state to the other is
, while for the community {3, 4} the probability to transfer from one state to the other is
for the case in {3, 4}; (3) The transition probabilities from {1, 2} to {3, 4} are given by
while the transition probabilities from {3, 4} to {1, 2} are given by
The main result is given below and its rigorous proof is provided in Section 5. 
Main Theorem

Proof sketch
The ideas and techniques used to prove the Main Theorem can be seen in the following. One standard to classify reconstruction and non-reconstruction is to analyze the difference, between the probability of giving a correct guess of the root given the spins σ(n) at distance n from the root, and the probability of guessing the root according to the stationary initial distribution. Unlike the symmetric models, the model under investigation has two distinct base frequencies θ/2 and (1 − θ)/2, therefore we need to analyze two different quantities x n;θ (probability of giving a correct guess of the root in {1, 2} minus θ/2) and x n;1−θ (probability of giving a correct guess of the root in {3, 4} minus (1 − θ)/2). Since non-reconstruction means that the mutual information between the root and the spins at distance n goes to 0 as n tends to infinity, here it can be established that non-reconstruction is equivalent to
Furthermore, it is necessary to consider the quantity y n;θ (resp. y n;1−θ ) which corresponds to the probability of giving a wrong guess but right group {1, 2} (resp. {3, 4}), and the quantity z n;1−θ (resp. z n;θ ) which corresponds to the probability of giving a wrong guess and even wrong group {3, 4} (resp. {1, 2}). Together with their second moment forms, we have to take care of much more objective quantities than Sly [2011] , and . Through carefully analyzing the relation between the nth and the (n + 1)th level, and fully taking advantage of the Markov random field property and the symmetries incorporated in the model and the tree structure, we establish the distributional recursion and moment recursion. We show that the interactions between spins become very weak if they are sufficiently far away from each other, and prove that x n;θ is small and the decrease from x n;θ to x n+1;θ is never too large. Consequently, we are able to derive the concentration estimates and achieve the following asymptotic 4-dimensional second order nonlinear dynamical system:
Methods in the previous works are to analyze the stability of fixed points of the x-dynamics alone, by showing that if the quadratic terms are strictly positive, given the fact that x n;θ is nonnegative, it will not goes to zero as n goes to infinity. However, a closer look at the above quadratic terms in the x-dynamics reveals that it is hard to obtain the desired results. Therefore, we turn to focus on analyzing the z-dynamics while fully take into consideration of the coupled relationship between x n;θ and z n;1−θ , and conclude that when θ ∈ 0, 3− 3 6 3+ 3 6 , 1 , even if dλ 2 < 1 for some λ, z n;1−θ does not converge to 0 and then x n;θ (≥ −z n;1−θ ≥ 0) does not converge to 0. That is, there is reconstruction beyond the Kesten-Stigum bound.
Organization of the paper
The rest of the paper is organized as follows. In Section 2, we give detailed definitions and interpretations, conduct preliminary analyses, and then provide an equivalent condition for non-reconstruction. In Section 3, we develop the second order recursive relations associated with x n+1;θ and z n+1;1−θ . In-depth concentration results are established in Section 4. A complete proof of the Main Theorem is given in Section 5.
which implies θ 2 y n;θ 2 ≤ θ 2 x n;θ 2 , i.e. − x n;θ ≤ y n;θ ≤ x n;θ . (2.2)
By the definitions of x n;θ , y n;θ and z n;1−θ , we know that z n;1−θ = − x n;θ +y n;θ 2 , and thus (2.2) implies x n;θ + z n;1−θ = x n;θ − x n;θ + y n;θ 2 = x n;θ − y n;θ 2 ≥ 0 and z n;1−θ ≤ 0.
An analogous proof of z n;θ = − x n;1−θ + y n;1−θ 2 ≤ 0 and x n;1−θ + z n;θ ≥ 0 can be easily carried out. (c) Similarly, we have
and then
(b) Similarly, we can achieve that
and then we have
An equivalent condition for non-reconstruction
If the reconstruction problem is solvable, σ(n) contains significant information of the root variable. This can be expressed in several equivalent ways (Mossel [2001 (Mossel [ , 2004b ).
Lemma 4 The non-reconstruction is equivalent to
lim n→∞ x n;θ = lim n→∞ x n;1−θ = 0.
Recursive formulas
Distributional recursion
In this section, we will explore the asymptotic behavior of x n;θ as n goes to infinity, which plays a crucial rule in determining the reconstructibility. However, it is extremely challenging to obtain an explicit expression for x n;θ . Therefore, we analyze the recursive relation between x n;θ and x n+1;θ on the tree structure instead. Consider A as a configuration on L(n+1) and let A j be its restriction to T u j L(n+1). Then from the Markov random field property, we have
where
Setting A = σ 1 (n + 1), we have
, where
In the next two lemmas, we provide some important identities regarding Z i (n).
Lemma 5
For any nonnegative n ∈ Z + , we have
Proof. For any configuration A = (A 1 , . . . , A d ) on the (n + 1)th level, with A j denoting the spins on L n+1 ∩ T u j , we have
By the symmetry of the tree, we have
The means and variances of monomials of Z i can be approximated, using the notation O θ to emphasize that the constant associated with the O-term depends on θ only, as follows:
Lemma 6 One has (i) EZ
), for i = 3, 4, where
), where
(1 − θ) 2 w n;1−θ − 1 − θ 2 x n;1−θ . 
Main expansions of
Next by the results in Section 3.1 and taking Z n;θ = −z n;1−θ , we have
and
with C V a constant depending on θ only. Similarly, there is the recursive relation for x n+1;θ :
Concentration analysis
In order to study the stability of the dynamical system in equation (3.4), we expect R z and V z to be just small perturbations in the order of o x 2 n;θ + x 2 n;1−θ . The following lemma ensures that x n does not drop too fast.
Lemma 7 For any
Proof. Define ∆ n = E max{X I (n), X I I (n)}, where I = {1, 2} and I I = {3, 4}. Then the following inequality holds
where f n (I , σ I (n)) satisfies
Furthermore, Lemma 1 indicates that
In the sequel, we consider θ ≥ can be handled similarly. By the Cauchy-Schwarz inequality and using the fact that
we have
and hence
Therefore, it follows from equation (4.1) that
namely,
Noting that Z i ≥ 0 and then 0 ≤
≤ 1, it is concluded from equation (3.7) that
Thus there exists a δ = δ(θ, ̺) = ̺ 2 /C θ > 0 such that if x n;θ < δ then
Also noting that if x n;θ ≥ δ, equation ( It is known that fixed finite different vertices far away from the root carry little information of the root, based on which, in-depth concentration results could be established.
Lemma 8 For any ε > 0 and a positive integer k, there exists M = M(θ, ε, k) such that for any collection of vertices
Proof. Denote the transition probability from state i to state j at distance s by P s i,j
. Applying Bayes' theorem, we have
Similarly, we can achieve the following results by induction:
Consequently, under the condition that dλ 2 ≤ 1, when i = 1, 2 one has
and when j = 3, 4 one has
For fixed θ, d and k, define
, and let N = N (θ, k, ε) be a sufficiently large integer such that
which holds for the reason that d 
Apparently, n 0 = 1 and n M = k. Also, we can easily see that n ℓ is an increasing integer valued function and there must exist some ℓ such that n ℓ = n ℓ+N . Let {w 1 , . . . , w n ℓ } be the vertices in the set {v ∈ L(ℓ) : |T v ∩ {v 1 , . . . , v k }| > 0}, and {w 1 , . . . , w n ℓ } be the vertices in the set {v ∈ L(ℓ + N ) : |T v ∩ {v 1 , . . . , v k }| > 0} such that w j is the descendent of w j . By the Markov random field property, {σ w j } j =1,··· ,n ℓ are conditionally independent given σ w j . The distribution of σ w j given σ w j is given by
By Bayes' theorem and the Markov random field property, for any i 1 , . . . , i n ℓ ∈ C , we have Similarly discussions yield P(σ ρ = 2 | σ w j = i j , 1 ≤ j ≤ n ℓ )
(1 + ε), m = 3, 4, and P(σ ρ = m | σ w j = i j , 1 ≤ j ≤ n ℓ )
Therefore, we obtain θ 2 − ε ≤ P(σ ρ = 1 | σ w j = i j , 1 ≤ j ≤ n ℓ ) ≤ θ 2 + ε.
Finally, since σ ρ is conditionally independent of the collection {σ v 1 , . . . , σ v k } given {σ w 1 , . . . , σ w n ℓ }, it is concluded that sup i 1 ,..., i k
The rest follows similarly. Therefore, by induction we have x n;θ ≥ Z n;θ ≥ ε for all n > N , which contradicts to the assumption imposed in equation (5.2). Thus, the proof of Theorem 1.3 is completed.
