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Abstract
Virtualization techniques have received increased at-
tention in the field of embedded real-time systems. Such
techniques provide a set of virtual machines that run on
a single hardware platform, thus allowing several appli-
cation programs to be executed as though they were run-
ning on separate machines, with isolated memory spaces
and a fraction of the real processor time available to
each of them.
This papers deals with some problems that arise
when implementing real-time systems written in Ada on
a virtual machine. The effects of virtualization on the
performance of the Ada real-time services are analysed,
and requirements for the virtualization layer are de-
rived. Virtual-machine time services are also defined
in order to properly support Ada real-time applications.
The implementation of the ORK+ kernel on the XtratuM
supervisor is used as an example.
1. Introduction
Virtualization techniques have raised significant in-
terest in the embedded systems area. Virtualization en-
ables a single hardware platform to be divided into a
number of virtual machines, each of them providing a
set of virtual resources that are mapped into the available
physical resources. In this way, each virtual machine
provides a partition for executing programs using a frac-
tion of the physical processor time, memory capacity,
and other devices. Since each partition is based on a vir-
tual machine with a set of virtual devices, although with
only a fraction of the capacity of the physical machine,
it can host any kind of software organization, includ-
ing different kinds operating systems or run-time kernels
(figure 1).
Virtualization can provide temporal and spatial sep-
aration between partitions. Temporal separation means
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that each partition is guaranteed to have a fraction of the
physical processor time, and no other partition can steal
processor time from it. Spatial separation means that
each partition is allocated a fraction of the global phys-
ical memory space in such a way that no other partition
can access any part of it. In this way, applications run-
ning in different partitions are isolated from each other,
and errors occurring in one of them cannot propagate to
the others.
Virtualization has significant advantages for building
complex embedded systems with high-integrity require-
ments, especially when there are subsystems with dif-
ferent levels of integrity. Isolation provides fault con-
tainment, and also simplifies the validation and verifi-
cation process for high-integrity applications coexisting
with lower integrity ones. It also enables more effi-
cient fault detection and management techniques, and
a better adaptation to the different system views that are
commonplace in modern development methods. How-
ever, virtualization also creates new challenges, espe-
cially when real-time behaviour is considered. In addi-
tion to introducing some degree of execution-time over-
head, multiplexing processor time among different par-
titions may undermine the temporal predictability of the
applications. Both the implementation of the virtualiza-
tion software layer and the application itself must be
done in such a way that care is taken in order to keep
temporal predictability, and to ensure that real-time ap-
plications running on virtual machines can be analysed
for temporal correctness.
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Figure 1. Virtualization and partitions.
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In the rest of the paper we analyse the effects of vir-
tualization on real-time programs using the services de-
fined in the Ada real-time annex [4, annex D]. Proposed
Ada 2012 modifications are also discussed. Section 2
contains an overview of virtualization technology, with
focus on bare machine supervisors. Ada real-time ser-
vices are summarized in section 3, and the implications
of implementing them on a virtual machine are analysed.
Section 4 discusses the support needed from the virtu-
alization layer in order to properly implement the An-
nex D real-time services. Finally, section 5 summarizes
the porting of the ORK+ kernel to the XtratuM hyper-
visor as a case study. Conclusions and hints for future
work are presented in section 6.
2. Overview of virtualization technology
2.1. Hypervisors
There are different approaches to virtualization, but
not all of them are equally suitable for real-time systems,
mostly for efficiency reasons. It is generally accepted
that the best approach for embedded systems is based on
the use of a hypervisor or virtual machine monitor [13].
A hypervisor is a layer of software that provides an ex-
ecution environment in which several programs, includ-
ing operating systems, can run in the same way as if they
were executed on the real hardware. Type 1 or bare-
metal hypervisors run directly on the physical hardware,
usually in supervisor mode, whereas type 2 or hosted
hypervisors run on top of an operating system. In or-
der to get a predictable, efficient real-time behaviour, a
bare-metal hypervisor is generally thought to be a better
choice.
Hypervisors can work in two ways. When full vir-
tualization is provided, the virtual machine interface is
identical to the physical processor, and the code running
in the partitions does not have to be modified. This re-
quires hardware support which is not available on most
embedded processors. Paravirtualization [6], on the
other hand, is a technique in which the virtual machine
is similar, but not identical, to the physical machine.
This means that most machine instructions are executed
on the real processor, but privileged instructions are re-
placed by system calls to the hypervisor. This technique
requires changes in the guest operating system, but not
in the application code.
2.2. Scheduling
In order to allow for real-time partitions to exhibit
a predictable behaviour, as well as to ensure temporal
isolation, processor time has to be multiplexed among
the various partitions in a predictable way. A two-level
hierarchical scheduling scheme is often used, where a
global scheduler allocates processor time to partitions,
and a local scheduler is used within each partition to
choose a process or thread to run when the partition is
active.
Different kinds of global and local scheduling poli-
cies can be used [12]. In the rest of the paper a static
global scheduling policy is assumed, as specified in the
ARINC 653 standard [3] and implemented in the current
version of the XtratuM hypervisor [7]. The Ada real-
time scheduling policies will be used at the local level
for partitions running real-time Ada applications.
2.3. Interrupt management
One of the key elements of virtualization is interrupt
management. Interrupts are handled by the virtualiza-
tion layer, and virtual interrupts are dispatched to parti-
tions in a similar way as conventional operating systems
dispatch hardware events to processes (figure 2).
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Figure 2. Immediate event notification.
It should be noticed that in this context the notifica-
tion of events to the target partition may be delayed if
the partition is inactive. In this case, the delivery of the
virtual interrupt is delayed until the partition is active
(figure 3).
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Figure 3. Delayed event notification.
It goes without saying that the dispatching of virtual
interrupts has a direct impact on the performance of the
real-time services provided by Ada partitions.
2.4. Virtualization interface
Hypervisors provide a virtualization interface that the
guest operating systems or real-time kernels running in
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partitions can use to replace the execution of privileged
machine instructions. This interface usually takes the
form of a set of system calls or hypercalls. Hypercalls
give access to the hypervisor basic services: support
for context switch, real-time clocks and timers, inter-
rupt support, inter-partition communication, etc. In this
way, the guest operating system can run in user mode,
whereas the hypervisor is the only part of software run-
ning in supervisor mode.
In order to run Ada programs on a partition, the Ada
run-time system has to be para-virtualized, i.e. it has
to be modified so that the virtual hardware resources
provided by hypercalls are used instead of the physical
hardware.
3. Ada real-time services
3.1. Review of Ada real-time services
The Ada 2005 real-time services are specified in
Appendix D of the ARM [4]. These services can be
grouped into the following categories:
• Scheduling: priorities, dispatching policies, ceiling
locking policy.
• Real time: real-time clock, delay until and timing
events.
• Execution time: execution-time clocks and timers,
group budgets.
The standard also defines the Ravenscar profile as a
set of restrictions on tasking, including some restrictions
on the above services.
The current Ada 2012 proposal [2] includes some ad-
ditions and modifications, which can be summarized as
follows:
• Support for multiple processors (AI05-0171-1);
synchronous barriers (AI05-0174-1); group bud-
gets for multiprocessors (AI05-0169-1); Ravenscar
profile for multiprocessors (AI05-171-1).
The analysis in this paper is restricted to monopro-
cessors, and therefore these real-time mechanisms
will not be discussed.
• Improvements on real-time language features:
– Scheduling: Yield for non-pre-emptive dis-
patching (AI-0166-1).
– Execution time: monitoring the time spent in
interrupt handlers (AI05-0170-1)
– Fix for Ceiling Locking with EDF (AI-055-
1).
– Extended suspension objects, usable with
EDF (AI05-0168-1)
There are also some other minor fixes which will not
be discussed here.
3.2. Impact of virtualization on Ada real-time
services
Running Ada real-time programs on top of a virtu-
alization layer raises some problems, which are derived
from the differences between the virtual machine and the
underlying physical machine. The various issues related
to virtualization are discussed in the next paragraphs.
Scheduling. As explained in section 2 above, a two-
level scheduling scheme is assumed. In order to
be able to ensure the real-time behaviour of the
applications, a global scheduling method with a
predictable, bounded temporal behaviour must be
used. Static cyclic scheduling, as specified by AR-
INC 653, provides such kind of behaviour and is
thus a possible choice. More flexible approaches
are also possible (see e.g. [12]).
The local scheduler is used to determine which task
is dispatched to run in a partition. For a parti-
tion running an Ada program, any of the task dis-
patching policies defined in the real-time annex can
be used. However, the implementation of context
switches at the lowest level of the real-time kernel
has to be modified as privileged instructions have to
be replaced by hypervisor calls. This will generally
result in longer context switch times.
A final remark is that the local scheduler can only
dispatch a task for execution when the partition is
active, which may significantly delay the response
time of real-time tasks, as discussed in section 3.3
below.
Real-time clock, delays and timing events. The im-
plementation of these services relies heavily on the
underlying hardware [14], and therefore has to be
modified when running on a virtual machine. In
this case the physical hardware timers are handled
by the hypervisor, and partition code has only
access to them through hypervisor calls providing
clock readings and virtual timers. Both virtual
machine clocks and virtual interval timers refer to
physical real-time, but virtual timer interrupts may
be delayed if the timer expires when the partition
is not active (see figure 3). As a result, tasks may
suffer significant activation jitter, which has to be
taken into account for temporal analysis.
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Execution-time clocks and timers. CPU time is kept
on physical processors by updating a per-task
execution-time counter on every context switch ac-
cording to the real-time clock value [14]. How-
ever, this implementation cannot be used when run-
ning on a virtual machine, as the time intervals dur-
ing which the partition is not active should not be
counted. Therefore, the execution-time clocks of
all the tasks in a partition have to be stopped when
the partition becomes inactive, and restarted when
the partition becomes active again. This requires
some support from the hypervisor. The best solu-
tion is to implement partition-time clocks in the hy-
pervisor, on top of which the local real-time kernel
can base the per-task execution-time clocks.
Monitoring the time spent in interrupt handlers.
The way in which the execution time of interrupt
handlers is kept is implementation-defined. A
simple and legal implementation is to charge the
time consumed by the interrupt handlers to the
task that is running when the interrupt is gener-
ated. However, the Ada 2012 proposal allows an
implementation to separately account for interrupt
handling time. This case is considerably more
complex, and for the moment this option is not
recommended.
It should be noted that the execution time clock of
any task can be charged with the execution time of
any virtual interrupt delivered by the hypervisor to
the partition, or even with the time spent in han-
dling interrupts not related to the same partition.
This may result in high inaccuracies in execution
time measurement for any task, especially when
there are non-real-time partitions with interrupts
occurring at unpredictable times and unknown han-
dling times.
Ravenscar profile. The Ravenscar profile is not af-
fected by virtualization, except that the real-time
behaviour of tasks may change due to the effects of
running on a virtual machine.
3.3. Response-time analysis
Response time analysis for systems with hierarchi-
cal schedulers has been discussed by Almeida and
Pereira [1], Davis and Burns [8], Pulido et al. [12], and
Balbastre et al. [5], among others. Depending on the ex-
act global and local scheduling methods that are used in
a given system, a choice of techniques can be applied
with various levels of accuracy. In any case, context
switch and interrupt handling overheads, as well as other
effects of virtualization on the temporal behaviour of the
system, must be accounted for.
4. Required virtualization support
In this section we summarize the main features that
the hypervisor implementing the virtualization layer
must provide in order to support the execution of Ada
real-time programs on one or more partitions, according
to the discussion in section 3 above.
First of all, since we are assuming a paravirtualiza-
tion approach, the hypervisor must provide hypercalls to
replace all privileged instructions for the real processor
architecture. This includes access to privileged registers,
input/output instructions, interrupt support, and memory
management, as well as any other processor-specific re-
sources.
Real-time clocks and timers are basic resources for
implementing the Ada real-time clock, delays and tim-
ing events. The hypervisor must provide a monotonic
real-time clock base, and some timer mechanism based
on it. Such basic mechanisms must be accessible by
means of hypercalls, so that the Ada run-time system
can use them to implement the Ada higher-level mecha-
nisms.
Implementing execution-time clocks and timers re-
quires a time base that only advances when a partition
is active. The most efficient way to get it is that the hy-
pervisor implements per-partition execution time clocks
that measure the time spent in running each partition.
Partition-time timers based on such clocks should also
be implemented, and access to all of these mechanisms
should be provided through appropriate hypercalls, as
before.
If partition-time clocks are not provided at the hyper-
call level, the Ada run-time system must build an equiv-
alent service based on lower-lever services provided by
the hypervisor. For example, the hypervisor might de-
liver a virtual interrupt to a partition whenever it is ac-
tivated. If the global scheduler is a static cyclic execu-
tive, knowledge of the minor and major cycle durations
could then be used to compute the duration of the in-
terval during which the partition is inactive. The Ada
run-time system could then adjust a locally maintained
partition-time clock by subtracting the duration of the
inactive interval from the elapsed time.
Execution-time spent in interrupt handlers raises ad-
ditional problems. The Ada run-time system can ac-
count for the time spent in virtual interrupt handlers that
run in the partition, but not for the time used by lower-
level interrupt handlers within the hypervisor. In order
not to charge it to the active partition, the hypervisor
should stop the partition-time clock during the execution
of the interrupt handler. If there is no partition clock at
the hypervisor level, the only possibility to prevent inter-
rupt handling time from being erroneously attributed to
the running task would be to notify the occurrence and
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duration of interrupt handlers in such a way that the Ada
run-time system could adjust its local partition clock.
Monitoring the time spent in interrupt handlers is
even harder. At the lower level, partitions can be pre-
empted by interrupts generated by timers or input/out-
put services requested by other partitions. Moreover,
some interrupts may be delivered to several partitions,
e.g. those generated by hardware timers supporting tim-
ing events or delays. The only way time spent in in-
terrupt handlers can be properly accounted for is to im-
plement interrupt clocks within the hypervisor. To our
knowledge this is not done by any current hypervisor
implementation.
5. Case study
XtratuM [11] is an open-source bare-metal hyper-
visor for real-time embedded systems. It implements
most of the above requirements, with the only excep-
tion of interrupt-time clocks. The global scheduler is
a cyclic executive based on the ARINC 653 specifi-
cation, supporting a variety of local operating systems
at the partition level. We have ported the ORK+ ker-
nel [14] to XtratuM using paravirtualization techniques
on a LEON2 platform [10], an implementation of the
SPARC V8 architecture. The ORK+/XtratuM kernel
acts a guest partition operating system, on top of which
a Ravenscar Ada application can run (figure 4).
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Figure 4. ORK+/XtratuM architecture.
The work is described in detail in another paper [9].
Paravirtualizing the kernel included adding a new Ada
package for the hypercall interface, and modifying four
more packages in order to replace privileged operations
by XtratuM hypercalls. Overall, 1398 out of 7316 lines
of code had to be modified, including the interface pack-
age and some low-level routines written in assembly lan-
guage.
Evaluation experiments showed a low impact of vir-
tualization on system performance. Although the to-
tal overhead for activating periodic tasks was found to
be about 5 times the value for the original ORK+ run-
ning on a bare LEON2, the overall performance losses
were found to be negligible for tasks with periods above
10 ms.
6. Conclusions and future work
The implementation of Ada real-time systems on vir-
tual platforms has been analysed in the paper. The kind
of virtualization kernel that has been taken as a refer-
ence is a bare-metal hypervisor with paravirtualization.
Such kind of platform requires the Ada run-time sys-
tem and the underlying real-time kernel to be modified
so that it can run in user mode and access to physical
devices is replaced by hypercalls giving access to vir-
tual devices. The issues involved in such modifications
have been analysed, and some requirements for the vir-
tualization kernel have been derived. The approach has
been applied to porting the ORK+ kernel to the XtratuM
hypervisor. The porting has required only a moderate
amount of effort and has given reasonable results in per-
formance tests.
Planned future work includes doing a pilot imple-
mentation of interrupt time clocks on ORK+/XtratuM,
and study more in depth the implications of virtualiza-
tion on schedulability analysis. Another promising line
is extending real-time virtualization concepts to multi-
core processor platforms.
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