The Physical Mapping Problem is to reconstruct the relative position of fragments (clones) of DNA along the genome from information on their pairwise overlaps. We show that two simpli ed versions of the problem belong to the class of NP-complete problems, which are conjectured to be computationally intractable. In one version all clones have equal length, and in another, clone lengths may be arbitrary. The proof uses tools from graph theory and complexity.
Introduction
Physical mapping 7, 25 ] is a central problem in molecular biology. In order to replicate and study a certain contiguous stretch of the DNA (a chromosome or a part of one), it must be cut into relatively small fragments called clones. In the process, the information on the order of these clones is lost. The goal of physical mapping is to reconstruct the relative position of the clones along the original stretch of DNA. A physical map is an essential part of most sequencing, gene locating and cloning projects. In fact, one of the main goals set for the rst ve years of the Human Genome Project is to obtain a detailed physical map of all human chromosomes 32].
There are various biological techniques for determining if two clones intersect. All of these techniques involve obtaining some ngerprint for each clone, and deciding that two clones intersect if their ngerprints are su ciently similar. (A ngerprint can be, for example (1) a list of subfragment lengths obtained by digestion of the clone with restriction enzymes 8, 21, 26] , or (2) a 0-1 vector denoting if the clone does or does not hybridize to each of a set of short synthetic oligonucleotides 24] or (3) the hybridization pattern of the clone with each of a set of probes, where each probe appears in a unique region of the genome 27, 19] ). Ideally one would like to compute the intersection probability for each pair of clones from their ngerprints, and then, based on the set of pairwise probabilities, determine the most likely placement of all the clones.
In this note we show that even a simpli ed version of the physical mapping problem is very probably intractable. In this simpler problem we restrict the pairwise information so that for every two clones either (1) we know that they must intersect, or (2) we know that they must not intersect, or (3) we do not know if they intersect or not. We ask if there exists any solution (i.e., placement of the clones along a line) which satis es these constraints. This is equivalent to attaching intersection probabilities 1,0, and 1=2 to cases (1), (2) and (3) respectively, and asking if there is a placement whose overall probability is positive.
We discuss this problem in two versions: (A) when fragment lengths may vary, and (B) when all fragments are assumed to have the same length. Biologically, the rst case corresponds to An interval sandwich problem is de ned by a vertex set V and a partition of the set of all edges of the complete graph on V into three sets E 1 +E 0 +E 3 . Denote E 2 = E 1 E 0 . One asks whether there exists set of edges E such that E 1 E E 2 so that G(V; E) is an interval graph. (G is called a sandwich graph since it is \sandwiched" between the graph G 1 = (V; E 1 ) and its supergraph G 2 = (V; E 2 ).) The problem data can be speci ed by (V; E 1 ; E 2 ) or (V; E 1 ; E 3 ).
To see the equivalence of the interval sandwich problem with the simpli ed physical mapping problem described above, assign a vertex to each clone, and assign edge (i; j) to E 1 ; E 3 or E 0 if the pair of clones satis es case (1), (2) or (3), respectively. There exists an interval sandwich graph if and only if there is a placement of the clones satisfying all the input data.
The interval graph sandwich problem has been de ned in 18] in the context of temporal reasoning, where it was shown to be NP-complete. A study of sandwich problems for other graph families was subsequently done in 17]. In section 2 we give a simpler proof of the NPcompleteness of the interval sandwich problem, based on ideas from 17]. If we assume that all clones have equal length, then in the graph model this is equivalent to the requirement that all the intervals in the realization must have equal length. In Section 3 we give an NP-completeness proof for this special case too. Here we cannot use the simpler proof of section 2. (The NPcompleteness of the former case does not imply the NP-completeness of the latter or vice versa:
A unit interval sandwich is in particular an interval sandwich, but the converse is not always true, so for a given input there may be an interval sandwich but no unit interval sandwich. Hence, there are instances for which the answers of the two problems will di er.) The proof we present is a careful modi cation of the reduction in 18], for the case of unit intervals. Section 4 discusses some open related problems.
There have been several statistical and algorithmic studies of the physical mapping problem. 
Interval Graphs
Given a set of intervals on the real line, one can de ne a partial order on the intervals by a b if and only if the interval a is completely to the left of interval b. We use this interval order to give a reduction from the following problem:
BETWEENNESS:
INPUT: A set of elements S = fa 1 ; : : :; a n g, and a set T = fT 1 ; : : :; T m g of ordered triplets of elements from S, where T i = (a i 1 ; a i 2 ; a i 3 ) i = 1; : : :; m . QUESTION: Does there exist a one-to-one function f : S ! f1; 2; : : :; ng such that either f(a i 1 ) < f(a i 2 ) < f(a i 3 ) or f(a i 1 ) > f(a i 2 ) > f(a i 3 ) for i = 1; : : :; m?
The problem was shown to be NP-complete by Opatrny 28] . Suppose there is an ordering f of the set S which satis es the betweenness conditions. Create an interval realization for an interval sandwich as follows: Draw n disjoint intervals corresponding to the v i -s in the same order as the a i -s appear in f. Notice that this is a special case of the sandwich problem where E 1 = E and E 3 = f(u; v) j c(u) = c(v)g is given implicitly by the coloring. The problem is also motivated by physical mapping: Suppose the data consists of sets of clones, where each set is obtained by complete digestion of the genome using one or more restriction enzymes (cf. 11]). Then all the clones in a set must be disjoint. In the graph presentation, their vertices will all be assigned the same color. If we use data only for positive intersections, and the non-intersections are implied from the partition into such sets, then the resulting decision problem corresponds to that de ned above. Interestingly, the analogous problem where the property 'interval' is replaced by 'chordal' also arises in biology: It is a graph-theoretical reformulation of the perfect phylogeny problem in evolutionary trees, Another proof of the result above has been recently given independently in 12].
Unit Interval Graphs
The reduction of the previous section does not carry over to the case of unit intervals: It is easy to make all the intervals I(v j ) have the same length, but an interval I(x i ) may properly contain one or many I(v j ) intervals, as well as other I(x k ) intervals. We need to work a little harder to prove the complexity of this problem:
Theorem 3.1 The unit interval sandwich problem is NP-complete
Proof. The problem is clearly in NP since a given unit interval realization can be veri ed to t the input in polynomial time. We give a reduction from the following problem, which was shown to be NP-complete by Schaefer 29] :
Not-All-Equal 3-Satis ability (NAE-3SAT):
INPUT: A boolean formula in 3CNF form. QUESTION: Is there a truth assignment such that each clause contains one or two true literals?
Let be a CNF-formula with variables X 1 ; : : :; X n and clauses C 1 ; : : :; C m , i. e., = i=1;:::m C i where C i = Z i1 W Z i2 W Z i3 ], and each Z ij is a literal from the set fX 1 ; : : :; X n X 1 ; : : :; X n g. Without loss of generality, no clause contains a variable and its negation. We now show how to construct for an instance (V; E 1 ; E 2 ) of the sandwich problem. The construction uses two \gadgets"; each gadget is a small sandwich instance which is contained as an induced subproblem in (V; E 1 ; E 2 ), and imposes certain constraints on the solution of the problem. graph. If all three are included, the sandwich graph induced by the gadget is not an interval graph. Consequently, one or two but not all three intervals contain p 1 . Hence, one or two of the literals in each clause are true, as required in NAE-3SAT. Conversely, suppose there is a NAE truth assignment which satis es the formula . We shall prove that there exists a unit interval sandwich for (V; E 1 ; E 2 ) by creating a realization for it: Assign unit intervals P; L; R; A1; : : :; An; B1; ; : : :; Bn as depicted in gure 3. All the intervals A1; : : :An intersect with L, and do not intersect with P; R or Bi. Moreover, they form a 'staircase' so that for every pair of intervals Ai and Aj, each one has a 'tail' which is not covered by the other. The situation for the B intervals is analogous. Note that intervals A1 and B1 are more than one unit apart. 
Discussion
We have shown that two simpli ed versions of the physical mapping problem are NP-complete. One version refers to the situation where all clones are of equal length, which is approximately the case for cosmid or phage clones. The other assumes that clones can have arbitrary lengths, as is the case with YAC clones. One possible way to cope with the hardness of the problems is to perform probabilistic analysis, and show that under certain probabilistic assumptions the expected behavior of certain mapping algorithms is polynomial. The probabilistic model proposed by Lander and Waterman 22] is a natural candidate here. Another possible approach is to incorporate additional constraints of the biological problem into the mathematical model. The resulting restricted problem may still be polynomial.
In the other direction, one may wonder whether devising ngerprinting methods which give di erent kind of data may help. This interesting question is motivated by the fact that the computational complexity is dramatically reduced if additional information of particular type is known. Speci cally, for the case that the relative order of two fragments is known whenever they do not intersect, it was shown in 18] that the decision problem can be solved in linear time. Moreover, the set of all possible realizations (in case there are several orders of the endpoints which t the input data) has a compact and convenient representation. Hence, if such order information can be provided by biological experiments for every two de nitely-non-overlapping clones, the computational problem becomes quite easy. One experimental technique which provides such order data is CISS hybridization 23].
