In recent years, grid technology has emerged as an important tool for solving computeintensive problems within the scientific community and in industry. To further the development and adoption of this technology, researchers and practitioners from different disciplines have collaborated to produce standard specifications for implementing largescale, interoperable grid systems. The focus of this activity has been the Open Grid Forum, but other standards development organizations have also produced specifications that are used in grid systems. To date, these specifications have provided the basis for a growing number of operational grid systems used in scientific and industrial applications. However, if the growth of grid technology is to continue, it will be important that grid systems also provide high reliability. In particular, it will be critical to ensure that grid systems are reliable as they continue to grow in scale, exhibit greater dynamism, and become more heterogeneous in composition. Ensuring grid system reliability in turn requires that the specifications used to build these systems fully support reliable grid services. This study surveys work on grid reliability that has been done in recent years and reviews progress made toward achieving these goals. The survey identifies important issues and problems that researchers are working to overcome in order to develop reliability methods for large-scale, heterogeneous, dynamic environments. The survey also illuminates reliability issues relating to standard specifications used in grid systems, identifying existing specifications that may need to be evolved and areas where new specifications are needed to better support reliability.
INTRODUCTION
In recent years, grid technology has emerged as an important tool for solving computeintensive problems within the scientific community and in industry. To further the development and adoption of this technology, researchers and practitioners from different disciplines have collaborated to produce standard specifications for creating large-scale, interoperable grid systems. The focus of this activity has been the Open Grid Forum [1], but other standards development organizations have also produced specifications, such as [2, 3] , that are being used in grid systems. To continue to transition grid technology to operational use and to expand the range and scale of grid applications, grid systems must exhibit high reliability; i.e., they must be able to continuously provide correct service [4] . Moreover, it is important that the specifications used to build these systems fully support reliable grid services. With the increase in use of grid technology, achieving these goals will be made more difficult as grid systems grow in scale, and become more heterogeneous and dynamic in composition.
Given the newness of grid technology, it is somewhat understandable that, initially, work on grid systems reliability might be less extensive than efforts to develop basic capabilities. In recent years though, the body of work on grid reliability produced by researchers and practitioners in academe and industry 1 has increased steadily. This study surveys this work and reviews progress made. The survey characterizes and distinguishes large-scale grid systems consisting of heterogeneous, dynamic computing resources from other kinds of distributed systems and identifies important issues that researchers are working to resolve in order to develop reliability methods for such grid environments. Similarly, the survey illuminates reliability issues relating to standard specifications used in grid systems, identifying existing specifications that may need to be evolved to better support reliability and areas where new specifications are needed. The important topic of metrics for measuring reliability in grid systems is also covered.
The survey shows that currently deployed commercial and research grid systems can and do behave reliably at present levels of scale using available technology. However, efforts to develop reliability methods for large-scale, heterogeneous, dynamic, grid environments are still in progress. These efforts have focused on the following distinct functional areas of grid systems:
• Reliability of computational hardware, software, and data resources that comprise the grid and provide the means to execute user applications, • Reliability capabilities initiated by end users from within applications they submit to the grid for execution, • Reliability of infrastructure and management services that perform essential functions necessary for grid systems to operate, such as resource allocation and scheduling, and • Reliability of grid networks for messaging and data transport.
1 Certain commercial entities, equipment, or materials may be identified in this document in order to describe an experimental procedure or concept adequately. Such identification is not intended to imply recommendation or endorsement by the National Institute of Standards and Technology, nor is it intended to imply that the entities, materials, or equipment are necessarily the best available for the purpose.
Perhaps the main contribution of the paper is to show that while there has been substantial progress in these functional areas, scalable reliability solutions for grid systems thus far developed remain largely experimental. In each area, different research problems exist that must yet be solved and key specifications need to be developed or extended to better support reliability. The paper also shows that thus far, ensuring reliability has centered on providing fault tolerance--defined as the ability to ensure continuity of service in the presence of faults, or events that cause a system to operate erroneously [4] . The emphasis on fault tolerance is partly due to the characteristics of grid system environments which tend toward higher likelihood of failures and partly due to the existence of redundant resources in grid systems, which provide opportunities to switch to functioning resources when failures occur. Despite the emphasis on fault tolerance, work has also begun on testing techniques to find and remove faults in grid systems software. With the gradual growth in scale of grid systems, researchers are also beginning to realize the importance of system-level approaches to improving reliability that consider techniques such as complex systems analysis.
To date there has been no comprehensive survey of work on grid reliability. Given the importance of this topic for the progress of grid technology and the extent of recent efforts, it is appropriate that such a survey be conducted. The remainder of this paper describes reliability research in the four functional areas identified above, and discusses specific issues and problems faced in each area. Section 2 characterizes large-scale, heterogeneous, dynamic grid computing environments and the challenges involved in ensuring reliability of grid systems. This section also discusses the relationship between reliability work in grid computing and other areas of distributed systems. Section 3 surveys research on improving reliability of grid computing resources. Section 4 discusses work on providing fault tolerance from within user applications running in grid systems, focusing on applications in which tasks are logically organized into workflows. Section 5 addresses reliability work in core infrastructure and management services. Section 6 considers efforts to make grid networks more reliable. Section 7 discusses approaches for analysis of grid reliability from an overall system-level perspective. Section 8 concludes, and is followed by acknowledgements and references. In the appendix, individual references are cross-referenced by subject area. Finally, it is important to note areas that are out of the scope in this study. These include security, an extensive subject best treated separately, reliability oh hardware components, and physical site integrity, which are also studied elsewhere.
THE CHALLENGE OF ENSURING RELIABILITY IN GRID SYSTEMS
In [5] [6] [7] , a vision of grid systems was articulated in which computing and data resources belonging to many enterprises are organized into a single, virtual computing entity that can be transparently utilized to solve compute and data intensive problems. Subsequently, this vision has continued to evolve as use of grid technology has grown within industry and science. To realize the long-term goals of grid computing will require development of methods that ensure grid services are reliably provided under conditions of scale, heterogeneity, and dynamism. Large scale in computing and data resources is already in evidence in some systems, such as [8, 9] . However in addition to large scale, coordination of grid system resource use will be made difficult by the wide distribution and heterogeneous nature of computing, data, and network resources. Grid resources will belong to many different enterprises that may have little knowledge of each other, rather than to a single data mining and other analysis. A third category of grid resources are data stores used in data and multimedia grids.
To date, developing methods to ensure reliability of grid resources in both research and commercial systems has largely meant developing methods for fault tolerance. Fault tolerance consists of (1) detecting faults and failures in grid resources and (2) recovery to allow computations to continue. Fault-tolerance methods deployed in today's operational commercial and science grid systems are based on methods available in current distributed systems technology. When applied by capable engineers, these methods can and do provide fault tolerance for systems at current scale levels [8] . However, in anticipation of the growth in grid systems, researchers are developing fault-tolerance methods that extend current technology to operate in conditions of greater scale, heterogeneity, and dynamism. Though there has been strong emphasis on fault tolerance, work has also been done on test methods for fault removal, which is also described in this section.
Detecting Faults and Failures in Grid Resources
Building on previous work on fault and failure detection for distributed systems [27] [28] [29] , researchers have investigated scalable fault detection methods for grid systems environments. Work has also focused on techniques to recognize different types of faults, particularly hardto-detect faults, which are expected to occur among heterogeneous resources under dynamic conditions, including fault isolation and diagnosis methods. To date, most failure detectors developed for scaled conditions remain experimental.
Limitations of Current Methods for Fault Detection. Failure detection methods developed for current distributed systems have generally not been regarded as suitable for large-scale, dynamic, heterogeneous grid systems described in section 2. One reason is that available network monitoring protocols and tools, such as those based on SNMP [30] , rely on detailed knowledge of network structure. Such information is unlikely to be always available in largescale dynamic environments divided into different administrative and security domains. Another well-known failure detection problem occurs in asynchronous distributed systems where management functions (including failure detectors) are decentralized and themselves may be subject to failure. Such conditions are likely to be found in large-scale grid systems. Under these conditions, the work of Fischer, Lynch, and Paterson [31] and Barborak and Malek [15] showed that it is impossible for a group of distributed failure detectors to reach consensus deterministically on what resources have failed if any component involved in the detection process also fails. Building on [15, 31] , Chandra and Toueg [32] first characterized failure detection in distributed systems in terms of properties of completeness, the ability to detect all components that have failed, and accuracy, the ability to avoid mistakes. Assuming an asynchronous distributed environment, they showed that a group of failure detectors, some of which fail or make errors, could reach consensus using deterministic procedures, but at the cost of delaying fulfillment of the completeness property and achieving only partial accuracy. The work of [15, 31, 32] identified an important barrier that needed to be overcome to achieve practical, scalable failure detection.
The work of [32] led to development of experimental failure detectors for distributed systems that sought to guarantee completeness, but were only probabilistically accurate [29] . These systems detected failure deterministically, using heartbeat techniques in which resources regularly sent messages (heartbeats) to other members of a heartbeat group to indicate they had not failed. Group members then used absence of heartbeat message to reach consensus on which members failed. In [29] , failure detection based on this approach was shown to have limited scalability, while approaches that used centralized monitoring by a subset of components were subject to message bottlenecks and other anomalies that degraded performance. Looking at other factors that effected grid system scalability, Hayashibara and colleagues [33] also concluded failure detection methods used in current distributed systems would not be effective in the face of scale, message explosion, dynamic resource composition, and diversity and variability of user applications that are expected in grid environments. Current research grid systems also reflect the lack of scalable fault detection capabilities. Zanikolas and Sakellariou [34] conduced a survey of 19 grid monitoring systems that were based on the OGF Grid Monitoring Architecture [35] , which prescribes requirements for a monitoring function to support fault detection. The survey found most of these systems were designed without dedicated fault detection mechanisms. Further, most did not have the potential to scale their monitoring functions, thus also impeding scalability of fault detector functions that may rely on them. These shortcomings in failure detection methods developed for previous distributed systems motivated research into detectors for large-scale grids.
Research on scalable fault detection methods. Early work on a distributed fault detector for the Globus system [36] addressed issues of completeness and accuracy [32] by allowing potentially unreliable failure detectors to report information about the likelihood of resource failure, which applications interpret at their own discretion. The approach was also designed to improve flexibility, efficiency, and scalability by decoupling monitoring, detection, and notification functions. This work was followed by other experimental failure detectors that built on [29, 32] , of which some examples are presented. In [37] , a failure detector was proposed that sought to preserve completeness and achieve scalability by organizing grid resources into heartbeat groups on the basis of the logical network topology reflected in Internet addresses. Leader nodes, or monitors to which heartbeats were sent, were made redundant for fault-tolerance purposes. To maintain an efficient overall structure, heartbeat groups could divide if their size increased, or divide if it decreased. The total number of heartbeats required to monitor all resources was shown to scale with a computational complexity of O(n), where n is the number of heartbeat groups. Viability of this approach was also demonstrated in small-scale testbed experiments. Horita and his associates [38] proposed a scalable, self-organizing fault-detection system based on previous work on group membership protocols and fault detectors for distributed systems [29, 39] . In this approach, each process was monitored by a small group (4 or 5) of other randomly chosen processes on remote nodes. The monitoring processes established a Transmission Control Protocol (TCP) connection to the monitored process and periodically transmitted short messages to check if the connection is alive. This resulted in creation of a virtual monitoring subnetwork within a grid, which may consist of heterogeneous resource types. Detection of connection failure caused notifications to be propagated through the monitoring network. Experiment results showed scalability for groups of node clusters, where individual clusters had hundreds of resources to monitor (approximating grid sites containing LANs). In [40] , resources assigned to an application were placed in separate domains where they emitted heartbeats to a domain monitor; here, monitoring domains were organized hierarchically for scalability. Despite these and other promising endeavors, failure detectors that follow this line of work have been largely deployed only experimentally in testbeds of moderate scale.
Detecting Different Types of Faults. An important aspect of guaranteeing completeness and accuracy is the ability to recognize different types of faults that lead to failures. Taxonomies of fault types related to grid system environments have been produced by [41] [42] [43] . Early work on a fault handling framework that could recognize, different kinds of failures during simulated grid operations was reported in [16] . This system could initiate different recovery actions designed to remedy different fault types. Jitsumoto and colleagues [44] also developed a detector that differentiated between hardware, process, and transmission faults. Here, users were allowed to pre-select a recovery procedure to be invoked in response to occurrence of a particular fault type. The efficiency of the approach was demonstrated in a testbed. In [45] , a method was proposed to detect and predict different faults types using data mining techniques and a fault classification scheme. In [46] , a fault detection and recovery method for transient process faults was reported. Here an adaptive scheme was used to periodically checkpoint (i.e., store the state of) replicated processes that execute in parallel. Checkpointed process states were then compared to discover erroneous computations affected by transient faults. Because this procedure was compute intensive, the frequency of observed faults was used to dynamically vary the checkpoint interval in order to minimize delay in process execution time. Jin and colleagues [47] developed a hierarchical grid failure detector and failure handler that adapted to user requirements and system conditions. Testbed experiments showed this approach scaled up to 1000 components at 2 sites. In the EU Datagrid Project, [48] described an adaptive mechanism for detecting and responding to different fault and failure types in large-scale, heterogeneous environments, while [49] reported results of a long-term study of fault patterns in a grid testbed provided by the Pacific Rim Application and Grid Middleware Assembly.
Hard-to-detect Faults. In scaled, heterogeneous grid environments, some types of faults may be difficult to find. Kola and others [13] reported work on developing a model of "silent" fault types in the Condor system, which characteristically do not immediately indicate their presence after they occur. Work has also been reported on using consensus-based algorithms to detect Byzantine faults. Byzantine faults originate, for example, when equipment periodically or randomly malfunctions due to aging, sabotage or external damage or is subjected to transient events such as electromagnetic interference. This class of faults cannot easily be traced to failed links, processes, and messages. In [10, 11] , replicated components compared results of identical simultaneously executing computations to detect components affected by Byzantine faults. Because Byzantine faults are hard-to-detect and recurring, they can disrupt many computations over time.
Finally, in large distributed systems, faults may originate at one component and propagate across the system, potentially creating dangerous cascading effects. Thus far, it appears that few researchers have addressed this class of faults in grid systems. One example is [50] , in which a diagnostic approach was proposed for executing real-time tests on interdependent grid components in order to isolate the origin of a fault and determine recovery actions. Related work was reported by [12] on methods to isolate faults that originate at a particular component and propagate across a grid. As with hard-to-detect faults, frequent cascading failures can lower user confidence in a grid system over time. Therefore, continuing efforts in developing scalable fault detection and isolation methods that correctly and accurately diagnose hard-to-detect faults are essential.
Research in Recovery Methods for Grid Resources
As in distributed systems generally, recovery methods in grid systems rely on exploitation of redundancy. There are two forms of redundancy to consider. Temporal redundancy involves repeated attempts to restart failed resources or services. Spatial redundancy attempts to take advantage of multiple copies of an executing process or a resource. Both temporal and spatial redundancy is used in grids. However, because grid systems inherently provide redundant resources, spatial redundancy has been a focus of fault-tolerance research, and so is the main topic of this section. Three techniques for spatial redundancy have been of particular importance: (1) checkpointing, or periodically saving the state of a process running on a computational resource so that, in the event of failure, it can be migrated to an operational resource (2) replication, or maintaining a sufficient number of replicas, or copies, of a process executing in parallel with identical state but on different resources, so that at least one replica is guaranteed to finish the process correctly, (3) in the event of failure, rescheduling, or finding different resources to that can accept and run failed tasks. The section also discusses work on replication of data, an important aspect of providing fault tolerance in data grids.
Checkpoint and Recovery
Taking checkpoints is the process of periodically saving the state of a running process to durable storage. Checkpointing allows a process that fails to be restarted from the point its state was last saved, or its checkpoint. If the host processor has not failed, temporal redundancy can be used to roll back and restart the process on the same platform. As in other systems, this method is widely used in grids [16, 44, 47] . However, if the host has failed, the process may be migrated, or transferred, to a different execution environment. The migration of a process that is unable to continue on its original processor to a new processor is known as failover. This section begins by discussing checkpoint and process migration methods used in commercial and science grid systems that are based on methods used in highperformance cluster computing. Then the section discusses methods being developed for grid environments having greater scale and resource heterogeneity. One important issue is finding efficient methods for checkpointing many concurrent, intercommunicating processes, so that in the event of failure, they can resume processing from a common saved state [22] . Another important issue is process migration across dissimilar computing platforms or administrative domains. Checkpoint and process migration can be initiated either from within grid systems or within applications. This section considers the former. Section 6 discusses application checkpointing.
Checkpointing and Recovery in Current Grid Systems. Checkpoint and process migration methods have been long used in high-performance computing environments, and a substantial body of literature on this subject precedes grid computing, as surveyed in [21] . Many currently deployed grid systems that manage interconnected computing clusters employ checkpoint and process migration techniques for a set of parallel processes which are based on methods used in high-performance cluster computing. Examples are commercial grid products assembled from cluster computing components such as [51] [52] [53] [54] [55] [56] . These systems also provide recovery for server managers, or cluster head nodes, that manage concurrently executing processes. For instance, [55] provides a fault-tolerant grid infrastructure for server managers and node clusters. If the manager fails, another node takes over the management function, while failure of a compute node results in restart of the checkpointed processes on another node. Despite repeated failures, individual clusters can preserve a logical structure in which a manager continues to supervise the remaining compute nodes which host parallel processes.
Research grids and grids used for science applications also manage clusters and employ checkpoint and process migration techniques based on high-performance computing. Early efforts in using checkpoint and process migration in large-scale grids were reported in the Legion system [57] and Cactus [58, 59] . In the HA-OSCAR research grid system [60] , fault tolerance in cluster head nodes is improved by taking checkpoints of job-queue information and regularly updating a backup server. If the primary server fails, the backup has access to up-to-date job-queue information. Testbed experiments demonstrated faster restart of inprogress jobs using this approach. The Condor distributed processing system [61] also provides site server fault tolerance by replicating servers and employing process migration when the primary fails.
Research in Checkpointing Methods. An important research issue for grid systems is the ability to provide efficient and scalable checkpointing of concurrent, intercommunicating processes in situations where process states must be synchronized to ensure consistent recovery. Synchronization is required, because as these processes exchange messages, they cause changes to each other's internal states. If a checkpoint is taken when a message between processes is in-transit, the resulting saved states may be inconsistent. Three checkpointing strategies have been considered for concurrent processes in a survey by Elnozany et al. [22] . In coordinated checkpointing, processes attempt to synchronize checkpoints to ensure individual saved states are consistent with respect to each other, and that the overall combined, saved state is also consistent. Taking coordinated checkpoints requires correctly accounting for messages that are in-transit when the synchronized checkpoint operation is initiated. In contrast, in uncoordinated checkpointing, processes schedule checkpoints independently at different times and do not account for messages. Here, attempts by processes that exchange messages to rollback and recover a previous common, consistent state may be subject to a repeating domino effect during rollback. The domino effect occurs when rollback of one process causes processes to which it had earlier sent messages to also roll back. If these processes had also sent messages earlier, additional processes may also require rollback. If the effect continues, the processes involved resemble falling dominos as they repeatedly cause rollbacks. A third strategy, communications induced checkpointing, attempts to selectively coordinate some checkpoints to avoid taking useless checkpoints. However, it is thought that this method may not be scalable for grid environments [62] .
Coordinated checkpointing has thus far received the most attention as a recovery mechanism for concurrent, intercommunicating processes. The study by [22] found that in distributed systems environments, coordinate checkpointing procedures that blocked (halted) processes during the synchronized checkpointing operation degraded performance, while approaches that did not employ blocking exhibited better performance but complicated recovery. Much of the work on coordinated checkpointing has been done in connection with use of the Message Passing Interface (MPI) specification [63] , an important specification for enabling communication between concurrent processes. Buntinas et al., [64] also compared an MPI-based, blocking and non-blocking coordinated checkpoint protocols for efficiency and scalability in an experimental grid environment. Here, the results also indicated that blocking reduced efficiency, while a non-blocking approach appeared to scale well but suffered from implementation issues. Coordinated checkpointing has been implemented in MPI, in LAM/MPI [65] as well as in [44, 62, 66, 67] . Yeom et al [66, 67] proposed a faulttolerant version of MPI, MPICH-GF, for grid systems that employed coordinated checkpoints with blocking. In [68] , this approach was extended to incorporate file recovery using a versioned file system. Other MPI extensions that employed coordinated checkpointing and process blocking were proposed for grid environments by Bouteiller and colleagues [62] and in [44] , where performance was demonstrated under conditions of limited scale.
As an alternative to coordinated checkpointing, uncoordinated checkpointing may be combined with message logging to achieve process state synchronization and avoid the domino effect. In logging, messages are stored on a stable media. Logging operates under the piecewise deterministic assumption [69] which states that information about nondeterministic events (messages) can be logged and replayed to recreate and recover a lost state. During recovery of a failed process, messages that occurred after a checkpoint can be replayed to recreate a pre-failure state that is consistent with the states of other concurrent processes, rather than initiating additional rollbacks to find a consistent state. Different logging methods were surveyed in [22] and found to ensure recovery to different degrees at the cost of slowing execution when storing messages or carrying out recovery. Use of uncoordinated checkpointing in combination with different logging techniques in MPI systems was reported by [62] and compared with coordinated checkpointing by [70] , where the coordinated checkpointing was found to be more efficient. Both [62] and [70] used smallscale testbeds. To date, the comparative efficiency of coordinated checkpointing and uncoordinated checkpointing with logging has not been fully investigated under scaled conditions in heterogeneous grid systems. Further, because the MPI specification is widely used, it may need to be reviewed to determine if extensions should be provided for fault tolerance of grid applications. These remain possibilities for future work.
Process Migration in Heterogeneous Environments. Another important issue is developing recovery techniques that allow migration of a process to platforms with dissimilar execution environments and different administrative or security domains. Here, examples of preliminary work that precede the emergence of grids are [71] and [72] . For grid systems, the problem was investigated in [73] . More recently in [74] , a method was presented for transferring concurrent processes of a parallel application across grid platforms having different processor architectures, number of processors, operating systems, as well as different MPI Implementations. Testbed experiments demonstrated scalability of the approach up to 256 processes. Other research issues relating to checkpointing in grid environments include developing methods for storing checkpointed data on distributed repositories [75, 76] , selecting optimal checkpoint intervals [76] , and the size of the checkpointed data sets [74] . With increase in scale and heterogeneity of grid systems, these areas will likely require additional effort as well.
Grid Resource Replication
In grid resource replication, multiple grid resources simultaneously perform an identical computation and maintain identical state. The goal of replication is to ensure at least one replica is always able to continue and complete the computation in the event others fail. In some cases, one replica may be designated as a primary copy for purposes of external interaction, while others assume the role of backups. This section reviews resource replication methods developed by researchers for improving fault tolerance in large-scale grid systems. Two aspects of research in resource replication are considered here: (1) developing algorithms for determining optimal (or near-optimal) placement of replicas so as to increase fault tolerance and (2) methods for synchronizing replica states to ensure their consistency. Both remain research issues, for which proposed solutions have been implemented mostly in limited-scale testbeds or as simulations. Under scaled conditions, replica synchronization can incur high overhead costs, and a comprehensive understanding seems lacking of tradeoffs between increasing fault tolerance through replication versus overhead in operational settings. Similarly, with some exceptions [16, 44, 47] , there has been little work on understanding when to use checkpoint and process migration instead of resource replication and vice versa.
Replica Selection and Placement
Methods. An early attempt to evaluate fault tolerance and scalability properties of adaptive algorithms for replica placement services in dynamic, distributed systems was reported in [77] . Weissman and Lee [78] proposed a replica management system which dynamically allocates replicated resources on the basis of user demand, where resource requests by users can be transparently rerouted if individual replicas fail. Testbed experiments demonstrated scalability of this approach. The SRIRAM research system [79] for automatic replication of computing resources in grids and other distributed environments was designed to improve resource availability and fault tolerance. Here, computing resources were members of networks, or meshes, which could be searched to find nodes on which grid processes could be replicated. Search of large meshes was made more efficient through organization of participant resources in a spanning tree structure and through intermediate caching of query results for reuse. The spanning tree automatically reconfigured as nodes were added or removed, allowing the system to scale and respond to dynamic conditions. Participant resources operated securely and anonymously, allowing the mesh to incorporate multiple administrative domains.
More recently, other replication schemes have been proposed. Through experiments, most have demonstrated limited scalability and ability to operate under conditions of resource heterogeneity and dynamism. Valcarenghi [80] presented a service replication approach in which replicas are located in proximity to each other to form service islands in a grid network. Different replica configurations were evaluated using a Mixed Integer Linear Programming model to determine which configuration of islands exhibits higher fault tolerance. Simulation shows the approach can enable recovery of a high percentage of long distance inter-service connections, while minimizing the number of replicas needed and thus simplifying replica management. In [81] , a resource allocation system for a computing grid used in a telecommunications company was reported. In this system, dynamic process replication was used to provide fault tolerance and enable fulfillment of terms of service level agreements. Within the e-Demand project, [82] proposed a replication method that detected faulty computations in grid workflows consisting of multiple tasks. Here, a workflow was simultaneously executed by different sets of service replicas. A voting process was used to select which replica set should return its result to the user. This approach also facilitated identification of faulty services failed in more than one workflow, allowing the service to be eliminated from future consideration. Testbed experiments demonstrated this approach improved workflow fault tolerance. Genaud and Rattanapoka [83] developed a mechanism for MPI-based grid environments that used resource replication to increase fault-tolerance of parallel computations and demonstrated limited scalability in experiments. Other methods for replicating computations on resources have been proposed in [84, 85] that have been verified experimentally under conditions of moderate scale.
Replica Synchronization. Less work appears to have been done of efficient and scalable methods for synchronization of replica states. One method, based on selective replica placement, proposed by [80] , is described above. In [86] , this issue was investigated for service replicas that exhibit non-deterministic behavior and use asynchronous messaging. Here, the researchers proposed an optimized version of the Paxos algorithm [87] for synchronizing replicas in distributed environments and demonstrated the efficiency of their approach under both local and wide-area conditions. In earlier work [88] , a more traditional primary-backup approach was used to investigate replication of grid services that were implemented using Open Grid Services Infrastructure (OGSI) [89] and the Globus toolkit [90] . In [88] , it was found that the strategy could be readily implemented and resulted in higher service availability in local area environments. However, the overhead costs imposed by OGSI notification in order to synchronize states of service replicas that behaved nondeterministically were significant. The study showed that the overhead associated with replica synchronization can be eliminated by allowing failed tasks to be restarted on replicated resources reserved for this purpose. To date, this work has not been repeated with successor specifications to OGSI. Dasgupta et al. [91] proposed a framework for incorporating reservation of redundant backup resources into service-level agreements where failure of the primary allows switching to a backup. Simulation showed circumstances where this approach improved efficiency of system resource allocation. Finding efficient and scalable methods for replica synchronization remains a challenge that must be met before resource replication can be fully utilized as a fault-tolerance tool in grid environments.
Rescheduling Failed Tasks
In addition to process migration and replication, a failed task can be dynamically rescheduled using different resources. This method uses existing grid resource allocation services for rescheduling, thus eliminating the overhead of checkpointing or replica synchronization. However, the rescheduling operation can impose delays. This approach has been investigated in [92, 93] , where a prototype rescheduling mechanism was developed and tested in a moderately-scaled production environment containing heterogeneous computing resources. Similarly in [94] , a prototype was created that efficiently rescheduled failed jobs in a scaled testbed containing heterogeneous platforms subject to failure. Rescheduling appears to be a viable fault-tolerance tool to consider under some circumstances. However, because rescheduling can incur delay, it may adversely impact other processes in a workflow that are executing concurrently with, or are dependent on, the process being rescheduled. Perhaps because of this concern, this technique has not been the subject of extensive research effort.
Data Replication
Replication of data sets has been a research topic of long standing for large-scale grid systems and has also been implemented commercially [95, 96] . In [8] , use of large-scale replicated data stores to promote fault-tolerance across heterogeneous storage platforms at multiple sites was reported. However, scalable solutions that also work in heterogeneous, dynamic environments do not yet appear to be in place. Within the research community, most experimental scalable data replication methods have been developed to improve performance, with fewer efforts focusing on fault tolerance.
Early research on data grids predicted the benefits from data replication for performance, data availability, and fault tolerance [97] [98] [99] . Subsequently, other studies emphasized performance improvements obtained through data replication, including [100] [101] [102] . Studies that have focused on fault tolerance include [103] , where a quorum-based protocol was described for managing replicated data in large-scale distributed systems, including data grids. Here, experimental results demonstrated fault tolerance by showing that data retrieval can succeed when as many as 75% of replicas have failed. Lei and et al. [104] used reliability metrics to evaluate three data replica placement optimization algorithms that provide improved data reliability in simulated environments. Both [103] and [104] demonstrated a degree of scalability, but did not consider heterogeneous or dynamic environments.
A number of researchers investigated decentralization of services that manage replication of data in order to improve fault tolerance of the service as well as reliability of data operations. In [105] , a scalable, fault-tolerant, decentralized replica location service for the Globus toolkit was described, which was designed to avoid a single point of failure. Here, decentralized and redundant replica indexes maintained consistent information about data replicas and their location. These studies reported testbed results that documented performance and scalability, expressed as number of queries processed. Subsequently, this work was extended in [106] to present performance test results compiled using scientific datasets in wide-area environments. This replication service was used operationally in production science grids. In related work, [107] described a decentralized replica location service that was also intended to achieve robustness by avoiding a single point of failure through a redundant, distributed replica management service. This work considered scalability in terms of numbers of replicas and number of queries. Experimental testbed results were provided on performance of this system, but fault-tolerance characteristics were not documented. Zhang et al. [108] proposed an algorithm for dynamically locating data replica servers within a grid in order to optimize performance. This approach was designed to improve fault tolerance of grid data replication services, but scalability issues were not examined and no experimental results were provided. Aside from the example of [106] , there appears to be a need to extend more of these results to scalable operational environments, as in other areas of grid fault-tolerance work.
Fault Removal in Software through Testing and Code Certification
Software component testing to find and remove potential faults is a traditional method for improving component reliability. Components that have passed tests can be certified as having achieved a level of reliability. Methods for testing and certifying grid components have received less attention among researchers than fault tolerance methods. Nevertheless, the argument for software testing to remove faults as a precondition to fault tolerance is strong. There is ample evidence of the economic cost that arises from having inadequate methods and tools for testing software components prior to operational deployment [109] and in distributed systems for commercial use [110] . In grid systems, testing can also be employed dynamically during execution of user applications.
To date, experimental methods and tools have been developed to discover defects in grid system software. One such method is fault-injection, also used earlier in distributed systems [111] [112] [113] as well as for software systems in general [114, 115] . Looker and colleagues [116] reported preliminary work on use of fault-injection to identify malfunctioning distributed software components that could be employed in grid systems. In [117] , the work in [116] was extended to generate fault injection test cases using an ontology-based approach. Similarly, Reinecke, van Moorsel, and Wolter [118] used fault-injection to analyze restart oracles in distributed systems environments. Hoarau and Tixeuil [119] studied use of fault-injection to discover grid system components susceptible to process failure faults. Monnet and Bertier [120] also developed a fault injection tool to test the ability of fault detectors to find independent and correlated failures, intended for scaled grid environments.
Beyond fault injection, other testing techniques have been explored. In [121] , preliminary work was reported on designing methods for assessing dependability of compositions of distributed software components, focusing on impact of upgrading individual components of commercial off-the-shelf (COTS) software service products. Song and colleagues [122, 123] analyzed GridSphere systems by creating component dependency graphs to identify crucial hub components, through which a large portion of system messages flow. Hub components that contain faults are more likely to adversely impact overall system operation, and therefore, can be prioritized for testing. The approach was intended to be generalized for analysis of web-based COTS products and systems. Bitonti and colleagues [124] described a tool for sending test probes to legacy code components that were integrated with the Globus Monitoring and Discovery Service (MDS4). Earlier in [125] , a patterned series of query and file-transfer probes were used to test robustness of Globus-based grid systems. Test results were then used to measure robustness and stability of a grid system. A different approach is taken in the ConCert project [126] , where certifying compilers were used to produce machine code that will execute on grid resources. The code contained checkable certificates that could be used to automatically verify code properties when the code is deployed for execution. Though initially used to verify code safety, the approach also appears to be usable to detect faulty or malicious code [127] .
These efforts represent a start toward developing testing technology for grids. Perhaps an important step toward developing methods and tools for systematic testing is to first obtain a better understanding of cost-benefits of testing grid components. Such a study could be used to determine which grid system functions should be prioritized for testing and certification and what kind of tests would be most cost effective (component tests, integration tests, interaction tests, etc.). Here also, previous research in fault prediction in software components [128] [129] [130] [131] can provide a basis for developing testing procedures that identify likely areas to test in large grid systems.
RELIABILITY PROVIDED BY GRID APPLICATIONS AND WORKFLOWS
The preceding sections discussed fault-tolerance capabilities that are provided for grid resources from within the grid itself. However in many cases, these capabilities may not be consistently provided or not provided at all. Therefore, from the application's point of view, there may be no guarantees about the reliability of resources available in a grid. For this reason, users are often motivated to design their applications to provide fault tolerance themselves, without the help of fault-tolerance capabilities provided from within grid systems. This is especially true when the application consists of multiple tasks organized into a workflow. In this case, workflow design languages and tools are used to specify the execution order of tasks and data movement between tasks. Once the workflow is defined, grid resources are assigned to workflow tasks using discovery and resource allocation services. A workflow management service may then be used to coordinate execution of the workflow on behalf of the user. As with single-task applications, a workflow may be designed to have built-in fault-tolerance capabilities that do not rely on fault-tolerance capabilities associated with grid resources. An example of this might be a workflow manager that dynamically schedules tasks redundantly on replicated resources for fault tolerance purposes. Here, the goal is for the overall workflow computation to be resilient and continue to execution in face of faults in resources that have been assigned to execute the workflow. Providing fault tolerance from within workflows is especially advantageous if recovery actions require coordination among multiple resources managed by different entities.
Adding fault-tolerance to workflow management has been a research topic prior to appearance of grid systems [132] [133] [134] [135] , and lack of fault tolerance in available workflow tools was noted early in [136] . This section shows that providing fault tolerance capabilities to workflows in grid systems are also not yet well developed. Today, there is no standard specification for grid workflow design and management that allows specification of faulttolerance capabilities from within workflows. As a step in this direction, the OGF is specifying requirements for a checkpointing and recovery service that can be initiated by a user application for individual processes [137] . In what follows, current research on faulttolerance capabilities for grid workflow is described. Then, the important issue is addressed of coordinating fault-tolerance capabilities provided from within workflows with faulttolerance capabilities originating within the grid. Finally it is important to note that the recent emergence of Web 2.0 network services [138, 139] has provided a set of software components that can be used to construct grid workflows. Because of its newness, the impact of the use of Web 2.0 has not yet been investigated from the standpoint of impact on grid reliability.
Fault-tolerance Capabilities Originating From Within Grid Workflows
In recent years, there has been a significant amount of research on developing languages and tools for workflow design and management in web-service-based grid environments. From the standpoint of grid systems, these efforts can be divided into two categories: (1) workflow languages and tools developed specifically for grid systems with features intended to facilitate fault tolerance in grid environment, and (2) languages and tools developed for more generic distributed service environments based on web service standards developed in the Organization for the Advancement of Structured Information Standards (OASIS) [2] . The second category does not include grid-specific features, but has also been used for grid applications. This section describes work on fault-tolerance capabilities for both classes.
Fault-tolerant capabilities provided by research workflow languages and tools intended for grid systems were described by [140] and [141] . These capabilities facilitate recovery from real-time failures by manipulating the workflow structure to minimize impact of the failure on the workflow computation. The actions to be taken in response to failures may be specified in the workflow definition or initiated by the workflow manager. In [140] , these actions included rescheduling failed tasks on slower but more reliable resources, replicating tasks on multiple resources, and user-defined exception handling techniques. Yu and Buyya [141] surveyed 13 research workflow management tools for grid systems and identified tools that support some or all workflow recovery actions described in [140] , including [142] , [143] [144] [145] [146] [147] . A number of tools surveyed in [141] were also found to support transparent recovery of individual workflow tasks, using capabilities provided from within the grid systems described in section 3. Nevertheless, the survey concluded that "most fault handling techniques have not been developed or implemented in many Grid workflow systems", especially techniques initiated from within the workflow. In addition to [141, 148] and also [149] proposed grid workflow managers that were designed to initiate recovery from within workflows, while in [46] , an adaptive checkpoint and recovery scheme for grid workflows was studied (see above).
General-purpose languages for defining and managing workflows do not provide faulttolerant capabilities targeted for grid environments. Nonetheless, the Business Process Execution Language for Web Services (BPEL4WS) [150] standard specification does provide extensive workflow-level mechanisms for fault handling, using traditional throw and catch semantics. Many researchers have composed grid workflows using early versions of BPEL4WS, including [151] [152] [153] [154] . However, in [151] it was observed that when multiple workflow processes execute concurrently in BPEL4WS, failure of one process requires termination and restart of all. This, of course, would be highly disadvantageous in a grid workflow where extensive process concurrency is common. In response, [151] proposed an XML-based specification language and related mechanisms that permits a concurrent computation to continue. Wasserman and Emmerich [155] conducted a study of failure in scientific grid workflows defined using an early version of BPEL4WS and also concluded that current approaches for ensuring reliability in workflows were inadequate. Other standard web service specifications for coordination of distributed computations also addressed faulttolerance in a general, web service context. These include WS-Coordination [156] , the Business Transaction Protocol [157] .
Coordinating Workflow and Grid Resource Fault-tolerance Strategies
The preceding discussions have presented two different sources for providing fault tolerance in grid systems: fault-tolerance capabilities provided from within the grid system and capabilities provided by a grid user or the user's agent. Grid system designers, users, administrators, and operators need to consider when to use each approach in order to prevent unnecessary redundancy. Grid applications and workflows may not need to be fault-tolerant if the grid resources allocated to their tasks already provide adequate fault-tolerant capabilities. For instance, a grid workflow need not prescribe recovery actions for a set of concurrent processes if the grid resources hosting these processes perform coordinated checkpointing. However, if grid resources are known not to provide fault tolerance, it may be prudent for applications to ensure these capabilities themselves. In commercial grid environments, one can envision users and service providers negotiating how fault tolerance is to be provided as part of creating a service level agreement [158] . To enable this coordination will require standardized conventions for describing and negotiating fault-tolerance capabilities, a potential topic for future research.
SUPPORTING GRID INFRASTRUCTURE AND RESOURCE MANAGEMENT.
Infrastructure and management services are essential services that manage operation of the grid. This includes services that allow users to discover grid resources that meet the requirements of their applications; e.g., service discovery through directories or other facilities. It also includes services for scheduling use of grid resources, job submission and monitoring, providing notifications of status of grid resources or executing tasks, grid usage and accounting services, and security (authentication, authorization, encryption, etc.). As with grid resources, the reliability of infrastructure and management services can be improved by applying fault tolerance methods described in section 3, including fault detection (section 3.1), recovery methods (section 3.2), and testing methods (section 3.3). However, in contrast to grid resources, infrastructure and management services have a wider scope and more central function. For the grid to operate, ensuring reliability of these services is critical, and so, infrastructure and management services can be viewed as a separate area for fault tolerance research. While there have been efforts directed specifically towards making these essential services fault tolerant, there has perhaps been less work in this area than is needed. For example, few of the grid resource management systems surveyed in [159] were reported to have built-in fault-tolerant capabilities. This section reviews the available research directed toward making infrastructure and management services more fault tolerant.
Work on fault-tolerant data replica management services [103, [105] [106] [107] has been described above. The OGF Grid Monitoring Architecture document [35] describes generic requirements for monitoring grid systems. The document states that monitoring subsystems should be fault-tolerant, secure, scalable, and interoperable across heterogeneous grid resources. A few experimental systems have been developed that were intended to realize this goal. Use of redundancy to achieve fault tolerance in grid monitoring systems was reported in [160] and in [161] which achieved fault tolerance by replicating monitoring data at multiple nodes. In [162] , resources being monitored registered information about themselves in registries that could be accessed by interested parties to learn status of resources. Here, registries were replicated for fault-tolerance purposes. In [163] , a faulttolerant service discovery system was described that is built on top of the Jini Service Discovery protocol [164] . This approach exploited the inherent redundancy of Jini lookup services to build a distributed, hierarchical index of grid resources in which index nodes are replicated and geographically distributed. The number of steps needed to access a node in the hierarchy was shown to scale in relation to the number of index nodes with a complexity of O (log n), where n is the number of index nodes. Experimental results from a testbed were provided to document system performance; however, tests of fault-tolerance capabilities were not reported.
Another important function in grid systems is co-allocation or co-scheduling of tasks that must run concurrently on different resources. In [165] a co-allocation scheduling service was described that is based on the Paxos three-phase transaction commit protocol [166] which achieves fault-tolerance through use of distributed, redundant transaction coordinators. Earlier work on increasing survivability of secure communications services in distributed environments through use of redundancy was reported in [167] . This work described a variety of redundancy techniques for making security services resistant to attack, which can be used in grid environments.
Finally, reliability metrics have an especially important role in connection with infrastructure and management services. Because these services manage grid resources, they provide a convenient means for applying reliability metrics to measure the reliability of a large number of grid resources and, thus indirectly, the grid itself. For instance, in [168] , grid resource allocation was supported by a scheme for measuring reliability, or trust, of compute nodes in a desktop grid system using Dempster-Shafer uncertainty theory [169] . In [85] , failure history of computing resources was used to create quantitative reliability ratings that could be used in resource allocation and scheduling decisions (see above). In [104] , data replica management was enhanced by use of data availability measures to evaluate data replica optimization algorithms. Data availability was expressed as ratio of files unavailable to files requested and the ratio of bytes unavailable to bytes requested. In [170] a framework for evaluating quality-of-service (QoS) provided by a grid system was described that introduced metrics for service accessibility and availability.
GRID CONNECTION AND TRANSPORT RELIABILITY
Grid networks enable message exchange and data transport in grid systems. The OGF informational document [14] sets forth requirements for grid network systems. Among the most important are high network availability and reliable, rapid transport of bulk data (over 1Gb/s per flow). Because grid applications often require large-scale data transport capabilities for extended durations, connections between application and grid resource sites must be reliable and stable for long periods. Another key requirement is reliable multicast transmission of large data sets to multiple remote computing resources for parallel processing. Here again, connections must be maintained for extended periods and data delivery must be ensured in the face of faults among lower-level network components.
The need to maintain connections for long periods will require use of many network components. This in turn increases the probability of failures that necessitate rerouting connections using functioning components. For these reasons, ensuring reliable transport in large-scale grid networks is an important and difficult research problem. This section surveys work on this problem. The section first considers standards for reliable connectivity and data transport that are coming into use in grid environments and discusses work intended to strengthen their fault-tolerance features. Then, the section examines methods being investigated for establishing grid networks that ensure reliable connectivity and data transport. Two methods are of special interest: overlay, or virtual, networks and dedicated networks, both of which have been used in operational grid systems. Finally, work on the important topic of reliable multicast transmission in grid systems is addressed.
Specifications for Reliable Connection and Transport
To date, there are 3 main specifications for point-to-point unicast communications used in grid environments: two specifications for reliable connection and message exchange and the GridFTP specification for bulk data transfer. The Transmission Control Protocol (TCP), which provides general-purpose, fault-tolerant, point-to-point connectivity in network systems, is also employed for connection establishment in grid environments. In this role, TCP is used in combination with other transport protocols. In [171] , an OGF survey of available TCP alternatives found none by itself fully met the requirements of grid networks.
The Web Services Reliable Messaging Protocol (WS-ReliableMessaging) [172] was originally developed by a group of vendors to define a protocol for guaranteed message delivery. The specification provides procedures for transferring a sequence of messages between remote components that use this protocol. WS Reliable Messaging also specifies requirements for tracking the status of messages sent between components, guaranteed message ordering, and elimination of duplicate messages-in order to guarantee at most once delivery of a message. The WS-Reliability specification [173] provides similar capabilities. Both specifications prescribe a binding that allows its messages to be encoded and transmitted using the XML-based Simple Object Access Protocol (SOAP) protocol [174] . Both specifications are extensible using the Web Service Description Language (WSDL) [175] , to allow combination with other web service specifications to define new services.
In [176] , a comparison of the two reliable messaging specifications concluded that WSReliableMessaging provides more flexible features for re-initiating erroneous transmissions and also provides more extensive capabilities for reporting faults that occur during transmission. Another comparison reported in [177] found the two specifications were designed to respond to different types of faults, which produced differences in error handling in implementations. Initial efforts to implement WS-ReliableMessaging [176, 178] and WSReliability have not yet yielded information on the effectiveness of using these specifications in production grid environments. A comprehensive analysis based on actual operational experience would be needed to evaluate reliability aspects of these specifications for webbased grid applications and to bring to light specific issues that need attention. Subsequent standardization of WS-ReliableMessaging [172] by OASIS [2] indicates growing use of this specification.
GridFTP, version 2 [179] is an important specification developed by the Globus Alliance and OGF. GridFTP extends the File Transfer Protocol (FTP) [180] to permit point-to-point transfer of large, "bulk" data over a wide area network. Widely used in grid systems for scientific applications, GridFTP transfers large files by taking advantage of "long fat" communication channels to create multiple TCP data streams that significantly improve aggregate throughput. GridFTP utilizes fault-tolerance mechanisms provided by the underlying TCP and employs a checksum technique to detect data loss that may have occurred during transfer. In [181] , GridFTP was compared with other bulk data transfer protocols and found to be highly reliable and scalable in relation to other protocols. However, a known problem in GridFTP is that failure of a client necessitates restart of data transmission, a disadvantage for transferring large data sets. This is overcome by faulttolerance mechanisms provided in [182] and the Globus toolkit [90] , described below.
Research in Fault-tolerant Grid Networks
The goal of the specifications discussed above is to describe protocols for attaining reliable connectivity and data transport. To achieve this goal requires that the underlying network implementation itself be fault tolerant and highly available. This in turn first requires the ability to assess the reliability of the network state. Initial reliability metrics for grid networks were specified by the OGF [183] and by [184] for this purpose. To achieve fault tolerance and ensure high network availability, researchers have investigated use of overlay, or virtual, networks as well as networks dedicated to grid systems use.
In [185, 186] , a messaging infrastructure was presented for support of communication and large-scale data transfer in grid systems. The infrastructure employed redundant distributed intermediate brokers to form a virtual software overlay network, the NaradaBrokering system, for managing large data streams. The infrastructure supported multiple protocols (including UDP, TCP, and parallel TCP), SOAP messaging, and web service specifications for addressing [187] and event notification [188] . The infrastructure implemented both WSReliable Messaging and WS-Reliability to facilitate ordered, guaranteed at-most once delivery of messages and events. The overlay network of redundant brokers and links supported guaranteed delivery of messages and fault tolerance in the face of broker failure, failure or disconnect of communicating services, and link failure. Flexible reconfiguration of the broker topology through operations specified in WS-Management [189] enhanced scalability of the network. The viability of this approach was shown in the implementation of the Grid-FTP recovery mechanism referred to above [182] and prototype grid applications involving streaming audio and video data. The Globus toolkit [90] also includes a service for transparent, fault-tolerant transfer of data by GridFTP through an intermediate distributed DBMS that performs a function analogous to the Narada broker network. Still another approach to this problem was taken in [190] , who proposed and demonstrated a service for bulk data transfer between heterogeneous storage systems that use dissimilar data access protocols, relying on redundant data transfers across intermediate hops to improve faulttolerance. In [191] , improved reliability of parallel connections was demonstrated using prototype tools for detecting and recovering from connection failures.
The OGF informational document [14] identified efficient routing as a key to achieving high availability in networks that serve grid systems. An important aspect of routing is traffic engineering [192] , the selection of paths through a network to maximize data flow within available bandwidth without violating administrative constraints. Effective routing mechanisms are important to dynamically reroute grid data flows around failed network components. Identification of routing mechanisms that will perform well in grid environments is an important topic of research, since current interior gateway protocols, such as the combined Open Shortest Path First, Intermediate System to Intermediate System (OSPF/IS-IS) [193, 194] , and exterior gateway protocols, such as the Border Gateway Protocol (BGP) [195] , have been regarded as insufficient as insufficient [14, 80] . One solution involves creating virtual overlay networks on top of existing physical networks using Multi-Protocol Label Switching (MPLS) [196, 197] standard to provide better bandwidth availability and predictable performance. Clapp et al [198] proposed a dynamic grid networking layer that provided automatic bandwidth on demand. An important issue for grid overlay networks is the interaction between the overlay and the underlying network resources. This issue is important because the reliability of the overlay depends on the reliability of the underlying resources. Overlays may wish to be notified of the resource failure in order to take appropriate recovery actions or request additional allocation of physical resources for rerouting purposes. Thus, from a reliability standpoint, interactions between overlays and the supporting network layers is an area of needed research.
Given the research on promoting fault tolerance at different logical network layers represented by such systems as NaradaBrokering [185] (high layer) and overlay networks (lower layer), an interesting question to consider is whether a combined solution is possible that leverages multiple overlays at different logical network levels. For instance, would mapping a software overlay represented by a broker network over lower-level virtual paths belonging to an overlay network lead to higher levels of availability in a grid network? Similarly, would fault tolerance be enhanced by mapping long-distance connections between the service islands described in [80] onto an overlay network? Questions such as these may be future topics of research. More generally, additional work on overlay networks is needed to determine how best to deploy these solutions for grid environments. It is important to know how management of overlay networks might differ for grid applications, particularly with respect to key functions relating to fault tolerance. Finally, it is necessary to investigate allocation of dedicated network resources for use in grid networks, rather than sharing resources as occurs in overlays. Given the heavy demands for data transport in grid systems, ultimately it may be preferable to fulfill grid networking requirements by employing dedicated network resources, as some have done. An example of this is the interlinking of the TeraGrid research grid [199] using optical network backplane [200] . However, to date, dedicated networks have been used for grids that involve a limited and stable number of participants. An important question to answer is whether this solution would scale in very large grids where membership is dynamic.
Reliable Multicasting of Large Datasets
Multicast, or point-to-multipoint, transmission of large data sets in grid environments is a highly critical capability. For instance, scientific grid systems may require transmission of instrument or simulation data originating at one site to multiple, remote storage sites. Perhaps the best-known current example of the use of multicasting in grid applications is the Access Grid [201] , where large audio and video datasets are broadcast regularly to many participants. However, in these and other uses of multicasting in grid networks [186] , best effort multicast is used, which provides high-throughput and low end-to-end delay, but does not provide guaranteed delivery [202] .
Reliable multicast protocols have been the subject of research for years, both within grid settings and for more general purpose use [203, 204] . The Nack-oriented reliable multicast (NORM) is currently being developed as an IETF standard [205] . In [202] a series of trials were conducted in a scaled grid network testbed to compare performance of NORM, the Multicast Dissemination Protocol (MDP) [206] , and a variant of TCP extended for multicasting. The results revealed significant design problems, bottlenecks and limitations in NORM and MDP that hampered throughput. These protocols were also determined to be less robust than TCP in real-world production networks.
Other researchers have proposed different multicast solutions, as for instance [207] which provides good performance for moderately-sized multicast groups in a simulated wide area network, but does not provide guaranteed reliable delivery. In [208] , experiments were reported on using the TRAM (Tree-based Reliable Multicast) protocol [209] to multicast across a small-scale, heterogeneous compute grid for task farming. These efforts also provided evidence that, at present, no multicast protocol has been identified that provides delivery of large data sets that is reliable, scalable, and meets the performance requirements of grid systems. Despite this, a survey of available multicast techniques in [210] indicated the potential for such a protocol, and efforts to develop a standard reliable multicast protocol that is scalable and efficient continue [211] .
RELIABILITY CONCERNS FROM AN OVERALL SYSTEM PERSPECTIVE
This section discusses approaches to grid system reliability that are based on an overall system-wide view, rather than focusing on individual functional areas or types of components. The purpose in adopting an overall perspective is to gain insights that might not be obtained by analyzing individual components, sites, or subsystems. There are three approaches to overall system reliability to consider. The first views the grid from an architectural standpoint. An architectural approach seeks to analyze the high-level design or structure of the grid to improve the overall reliability, for instance, by identifying architectural alternatives that foster fault tolerance. The second involves using quantitative methods to measure overall grid system reliability. The third approach involves viewing the grid as a complex system, in which the individual behaviors of large numbers of components may collectively lead to an emergent global behavior that cannot be predicted from behavior of individual components. If the resulting global behavior degrades the overall performance of the grid system, this effectively constitutes a fault situation.
Grid Reliability from an Architectural Perspective
A grid system architecture describes the structure of a grid system, which consists of nodes 2 or sites and their interconnections. Nodes contain grid resources and related software components. A grid architecture can be viewed as a high-level design of a grid system. To date, few researchers have investigated how differences in architecture might affect system reliability. Grid architectures may be distinguished in several ways that might impact reliability. Architectures may be differentiated by different topologies of sites. For instance, a hierarchical architecture in which sites are organized in a logical tree contrasts with a decentralized architecture having no central point of control, which as a result, may also have fewer points of failure. Architectures can also be distinguished by choice of geographic location for sites or by the distribution of resources across sites; e.g., a few sites with many resources versus many sites having few resources. Distribution of resources across sites could impact resource availability in the event a site becomes unreachable. Architectures can be differentiated by the number and location of infrastructure and management services on nodes within the grid system, which again could influence if single points of failure or if bottlenecks develop. Another distinguishing factor is the logical structure of software components that implement infrastructure and management services. Both the distribution of these services and the design of the software system that implements them may affect their ability to reliably carry out management functions. Both the distribution of these services and the design of the software system that implements them may affect their ability to reliably carry out management functions. To date, only a few researchers have used architectural concepts to analyze grid reliability, as for instance [122, 123] , who developed a method for identifying centralized "hub" software components in which faults are most likely to impact overall system reliability. In [212] , a grid system architecture based on the Open Grid Service Architecture (OGSA) [7] was proposed for creating dependable grid systems. Preliminary inquiries into the influence of architecture on grid reliability were also made in [185, 213] .
Methods for Quantitative Assessment of Grid System Reliability
Methods for quantitatively measuring and optimizing the overall reliability of distributed systems have long been a research topic (see [24, 25, 214] for overviews). Quantitative assessments of overall reliability are based on, and constrained by, architectural considerations, since computing reliability of arbitrarily structured distributed systems has been shown to be intractable [215] . More recently, there has been work on this problem for grid systems. A method for measuring the overall reliability of a grid system based on known component failure rates was presented by Xie, Dai, and Poh in [214] . The method considers a system model consisting of a set of nodes, links, grid resources, and a resource management system. A set of workflow tasks is then allocated to grid resources on particular nodes. Given that each of these model components have known failure rates, the reliability of a grid system can be estimated by the probability that a set of user applications, executing on the grid as workflows will complete. In subsequent work, Dai, Pan, and Zou [216] revised this approach into a layered hierarchal grid model, where reliability analysis considers probability of different kinds of failures at each layer. The analysis incorporates Markov chain modeling of resource request queues in which blocking and time-out failures occur. In related work, [217] presented a model for measuring reliability of a set of grid components that share common communications links and are controlled by a single resource manager. Using this model as a basis, an algorithm for optimizing resource allocation was presented in [218] . In [219] , an algorithm for computing reliability of grid systems having a star architecture was described. Developing quantitative metrics for assessing overall system reliability will be important to adoption and use of grid technology because they provide tools for evaluating operational grid systems in mission-critical settings. They therefore are an important area of research.
Grid Reliability from the Complex Systems Perspective
Complex systems are large collections of interconnected components whose interactions can lead to emergent global behaviors that are not necessarily predicable from individual component behaviors. From the standpoint of grid reliability, the study of grid systems as complex systems seeks to develop analytical methods that reveal emergent global states in which performance is impaired to a degree that constitutes a system-wide fault state. Understanding causes of emergent behavior provides a basis for developing decentralized methods of control, which when implemented by components across a grid, lead to desirable global fault-free states. However, developing tractable methods to understand causes of emergent global behavior presents a challenge because of grid system scale, heterogeneity, and dynamism.
Work toward developing simulation tools to study dynamics of grid systems was reported in [220] . Other work uses simulation studies to demonstrate the importance of viewing a grid as a complex system. In [221] , it was shown through simulation that when resource allocation operations are randomly subjected to malicious spoofing on a global scale, a plausible response intended to isolate spoofed service providers can actually lead to further degradation of global system performance. In [222] , it was found a decentralized grid compute economy produced good global resource allocations during periods of excess demand and responded well to sudden overloads caused by temporary provider failure. Related work in [223] demonstrated in more detail the feasibility of using grid standard specifications to produce viable resource allocation in a grid compute economy. These examples show that using complex systems methods to understand global behavior of grid systems can be used to improve grid reliability. As with architectural analysis and quantitative measurement, the importance of work in this area is likely to increase as scale of grid systems increases. Societal investment in research to develop analysis methods that are based on overall systems perspectives is therefore a necessity.
CONCLUSIONS
Developing reliability methods for large-scale, heterogeneous, dynamic grid systems remains a challenge that must be met if the vision of future grid systems is to be fully realized. Many currently deployed grid systems utilize fault-tolerance methods that have been adapted from contemporary high-performance, distributed computing. At present levels of scale, these methods can provide reliability to grid systems used by individual organizations or groups of cooperating organizations, as evidenced by a number of currently deployed grids. However, current methods must be further evolved and new methods must be developed for future, larger-scale, highly dynamic environments where managed resources are no longer contained within limited, known administrative domains.
To date, reliability work in grid systems has centered on fault tolerance. This study has shown that while significant work has occurred in developing fault-tolerance methods that are scalable and work in heterogeneous, dynamic environments, this work still remains in the research stage. Fault-tolerance work has focused on distinct functional areas of grid computing, including computational hardware and software resources, user applications and workflows, infrastructure and management services, and grid networks. Generally, work has progressed differently across these areas, and in each area, different problems still remain to be solved. Progress has been made in developing efficient fault detection methods for largescale grids. Similarly, there has been work on developing methods for checkpointing and process migration that are used in research grid systems, while experimental methods for resource replication appear to have been deployed less often. Significant efforts have also been devoted to improving fault tolerance in grid data transport through the use of overlay networks and dedicated networks. There has also been notable progress in ensuring reliable connectivity and bulk transport of large data sets.
A number of key specifications need to be further examined to determine if they should be extended to support reliability. In some cases, needed specifications are incomplete, such as reliable multicasting and application checkpoint and recovery. Comprehensive guidelines are also needed for implementing fault-tolerant methods in grid environments. Much less work has occurred on test methods for fault prevention and workflow design and management tools with fault-tolerance features. The recent emergence of Web 2.0 network services [138, 139] and its potential use in grid systems has not yet been investigated from the standpoint of grid reliability. More research needs to be devoted to the important topic of developing methods to measure overall grid system reliability. Similarly, it will be important to consider the roles of architecture and complex systems methods in improving grid systems reliability, subjects that will assume increasing importance as grid systems scale. Given the criticality of reliability to the continued advancement of grid technology, it is important that work in this area continues and is expanded, and that promising experimental methods be evolved for use in production environments.
