attention has been focused mainly on the estimation of parameters of discrete-time models from sampled data (Young, 1981 ) with a number of exceptions (Eykhoff, 1974; Bohn, 1982; Young, 1981) .
In many cases, however, the parameters of continuous-time models have to be estimated from experimental data. The advent of modern computer-operated dataloggers has made relatively high sampling rates feasible, stimulating interest in continuous-time algorithms which operate on quasi-continuous measurements and which can airectly update a (physical) continuous model with some known and some unknown parameters.
No constraints are generally imposed in recursive algorithms, although this is sometimes done in the framework of stochastic approximation (Kushner and Clarke, 1978) . In many experimental situations, however, such constraints exist.
This ~eport presents a class of continuous-time algorithms which minimize a quadratic functional of the difference between the observed and the predicted output.
A modified form of the usual "equation error" adopted in, e.g., Young (1981) , Lion (1967) , Landau (1979) is taken as a measure of this difference and minimized. In contrast to other algorithms of this type (Young, 1981; Solo, 1980) , the starting values of the estimates appear explicitly in the functional. The algorithms are characterized by exponential convergence of the parameter error (Anderson and Johnson, 1982) and can be regarded as continuous versions of the recursive least-squares method. These algorithms are then extenaed to handle equality constraints; inequalities can be handled using penalty functions. By the very nature of penalty functions, inequalities are treated mildly, which means that the estimates are not strictly confined to the feasible area. This feature makes the algorithms suitable for application in an output error parameter-estimation scheme for stochastic linear systems.
Output error estimation schemes are derived from model reference adaptive systems (Shackloth and Butchart, 1965; Parks, 1966; Landau, 1976 Landau, , 1979 . In output errcr methods, the error is filtered in order to ensure that the estimation procedure converges.
The filter i.s based on a priori knowledge of the unknown system and is designed using Lyapunov or hyperstability theories. For discrete-time systems, Landau (1978) presented an approach which used an extended paraneter vector in order to remove the need for a priori information. Results for discrete stochastic systems are given in Dugard and Landau ( 1 980) .
This paper proposes an output error scheme using the extended parameter vector approach for continuous-time algorithms.
In the stochastic case it is not possible to ensure convergence for the extended parameters, which destabilizes the whole estimation scheme and leads to biased estimates. Using the constrained algorithms mentioned before, the extended parameters can be bounded within a set Sc, so that the scheme remains stable. The results of Ljung (1977) on the asymptotic convergence of stochastic systems (Ljung and Soderstrom, 1983) can then be used to formulate conditions on the set Sc for the convergence of the estimation procedure.
This paper is structured as follows. Section 2 presents the continuous-time least-squares algorithm and demonstrates its exponential convergence. Section 3 extends the algorithm to include constraints.
The output error parameter-estimation algorithm is introduced in Section 4 for deterministic systems, and in Section 5 the analysis is carried out in a stochastic environment using a method proposed by Ljung (1977) . Simulation examples are presented in Section 6 and the paper ends with some conclusions.
CONTINUOUS LEAST-SQUARES METHODS
A linear deterministic univariate system can be represented 
The unknown parameter vector -8 is estimated using a model of the same dimensions :
where $ (t) and -6 (t) are estimates of y (t) and -0, respectively.
Introduce the parameter difference vector 6 (t) 2 0 -6 (t) .
---The "modified equation error" is mininizeci as a measure of 116 -(t) 1 1 , and it is seen from eqns. 
28-30).
I t is reaciily seen that both types are equivalent. As is demonstrated in Sections 4 and 5, the modified form offers con- 
Here 8 = g (0) is the starting value of 6(t), g and c are scalars There are several forms of P(t) and c(t) that lead to this result (Udink ten Cate, 1983). One possibility which leads to a continuous least-squares algorithm is -T where P > 0, P (0) = P-'(O) and q 2 0, y(t) 2 0. It is demonstrate& in Appendix B that under these conditions P-I (t) > 0.
Using eqns. (2.51)~ (2.10) and (2.12), eqn. (2.11) takes the forn If y (t) < 2c (t) , c (t) > 0, the time derivative of V(t) is negative definite, provided L(t) and -@ ( t ) are non-orthogonal and nonzero.
This occurs when the input signal is nonzero and contains a sufficient number of distinct frequencies (Lion, 1967; Anderson, 1977; Yuan and Wonham, 1977) . In this case overall asymptotic stability is ensured, which means that after an initial disturbance 11 6 (t) 11 -will converge towards zero as t+a. For rl > 0 this convergence is exponential (Anderson, 1977) .
Restating the results, we arrive at the algorithms Taking y (t) = c(t) and P(0) = gI > 0, we minimize the quadratic functional (5.6), demonstrating that the continuous least-squares algorithms have global exponential stability properties with respect to the parameter difference.
Remark 2.
The above result can also be interpreted as a special case of minimization of the instantaneous equation error. Define 12 the instantaneous error criterion as J' (6;t) = 2 E ( t ) . The para--meter vector -8^ (t) is adjusted according to the gradient
and from eqn. (2.5)
In most common gradient methods (Mendel, 1973; Lion, 1967 (Kohr, 1963; Young, 1981) .
CONSTRAINED METHODS
The recursive estimation problem can also be formulated with equality constraints on the parameters. These constraints are derived from time-varying information on linear combinations of the unknown process parameters. Using suitable penalty functions, inequality constraints can also be treated.
The process described by eqn. 
To minimize J(6;t) - is a filter operating on the individual signals constituting -@ ( t ) .
For example, G(*) could be a low pass filter or a pure integral action.
This leads to an interesting class of recursive algorithms. V
The convergence of the estimation procedure can again be investigated by stability methods. A Lyapunov function
is selected, where Q-I (t) = Q-~ (t) > 0 for T (t) Z 0 and Q-I (t) is bounded (see eqn. 2.10).
This follows from eqn. (3.6b) . Calculation of the time derivative using eqns. (3.4) and (3.6) yields 
A STABLE OUTPUT ERROR METHOD
The estimation procedures presented in the previous sections assumed noise-free measurement of the system signals. When noise is present in autoregressive system identification the parameter estimates will generally be biased. An intuitively attractive approach is to feed a model with the same (noise-free) input signals as the system and minimize the output error (and its derivatives). This may be accomplished in a model reference adaptive control context. Here the output error is filtered using a filter designed according to stability theory, thus ensuring global convergence if the signals are deterministic. However, a prior; knowledge of the system parameters is required in order to design the filters, a requirement that is not easy to satisfy in parameter estimation. Landau (1978 Landau ( , 1979 has proposed an output error procedure for discrete systems which requires no a prior; knowledge. Global convergence is obtained using an extended unknown parameter vector.
In this section, this approach is used to develop a continuoustime algorithm based on an output error formulation analogous to the modified equation error (see Remark 1) for deterministic systems. Stochastic systems are treated in the next section.
The parameters of the system described by eqn. (2.1) are estimated by a model of the same dimensions which uses the same input signal as the system. The polynomials i(*) and ( 0 ) contain the estimates of the parameters. This model can be rewritten as
The output error is defined as An error vector is introduced as follows:
For notational convenience, the parameter vector -9 will be divided into two sub-vectors containing the a: and b, parameters, respectiv-I n J ely, i.e., eT = (eT i eT) ; 9 E IR , gb E IRm+'. The output error (eqn.
--a.-b -a 4.3) can be reformulated using eqns. (2.2) and (4.2) as follows:
(4.5)
To ensure the stability of the estimation scheme, a parameter
is introduced, where 6 E IRn.
-C
The filtered output error is expressed in the following way:
This filtered output error will now be minimized. Using eqn. (4.5), the following relation holds for eqn. (4.6):
where 6 (t) (6 -9 (t) :
It can be seen that for L(t) Z 6 (t) the filteied -a output error reduces to the modified equation error (eqn. 2.5) .
The parameter vector 2 (t) is included to ensure stability. The error of eqn. (4.7) can also be written as 
(4.10) under conditions similar to those given for eqn. (2.6). However, eqn. (4.9a) suggests that when measurement noise is present in the observation of y(t), correlation products will appear via i(t) and -el(t), leading to biased parameter estimates. Therefore, eqn. (4.9b) will be reformulated in block-diagonal form, leading to This holds for the pair (6 -(t) ,&(t) ) when the input signal contains a sufficient number of distinct frequencies; see also eqn. (2.13) . However, it may not hold for the pair (6 (t) ,
-C el (t) ) , implying that 11 6 (t) 11 may not converge towards the origin. This results in IIp2(t) 11 -+m so that it is necessary to set y2(t) = 0.
As already mentioned, 8 (t) may not converge to its true -C value.
In a practical situation it may drift, obscuring the stability properties of the estimation scheme. Therefore, the constrained estimation algorithm introduced in the previous section will be employed to keep (t) in a prespecified area Sc.
The system is written in augmented form (see eqn. (3.1)) as
An augmented model of the same dimensions leads to This does not hold for Ns(t) 11 in general but if inequality constraints are used, i.e., F (t) is nonenpty, C the estimates (t) can be confined to an area Sc.
Because all the signals have to be bounded in order to ensure convergence, the model which generates km(t) must be stable. This means that the estimates -6(t) should be kept within a stable region Se, which can be achieved using the matrix F(t). Since the algorithms are implemented in a quasi-continuous way, the region Se must also be such as to prevent numerical instabilities.
STOCHASTIC LINEAR SYSTEMS
In the previous section it was decided not to adopt the straight£ orward approach as suggested in eqns. (4.9) because of the anticipated erroneous behavior of the algorithm when measurement noise is present in the observations of the system output signals y(t). Nevertheless, an analysis was carried out for deterministic systems. In the following, the behavior of the algorithm (4.18) is analyzed for stochastic linear systems. The procedure proposed by Ljung (1 977) (see also Ljung and SoderstrGm, 1983 ) is adopted, in which a deterministic differential equation is associated with the stochastic version of algorithm (4.18). Stability of this differential equation implies convergence of the algorithm.
We shall restrict ourselves to the unconstrained algorithms.
The estimates -8 and are assumed to be within the areas Se and -C Sc defined by F(t) and Fc(t), respectively. Following Ljung and ~oderstrom (1983, Ch. 4) , let the model be described by the unconstrainea relation where -8 is a parameter vector belonging to the model set DM which describes the observed data. The definitions of -8, A(s) and B(s) are analogous to those used in eqn. 2 1 ) . From eqn. (4.2) , eqn.
(5.1 ) can be reformulated as
The data is described by where the polynomials A (s) and Bo (s) contain the "true" para-0
