Abstract. Sparse coding of sensory data has recently attracted notable attention in research of learning useful features from the unlabeled data. Empirical studies show that mapping the data into a significantly higherdimensional space with sparse coding can lead to superior classification performance. However, computationally it is challenging to learn a set of highly over-complete dictionary bases and to encode the test data with the learned bases. In this paper, we describe a mixture sparse coding model that can produce high-dimensional sparse representations very efficiently. Besides the computational advantage, the model effectively encourages data that are similar to each other to enjoy similar sparse representations. What's more, the proposed model can be regarded as an approximation to the recently proposed local coordinate coding (LCC), which states that sparse coding can approximately learn the nonlinear manifold of the sensory data in a locally linear manner. Therefore, the feature learned by the mixture sparse coding model works pretty well with linear classifiers. We apply the proposed model to PASCAL VOC 2007 and 2009 datasets for the classification task, both achieving stateof-the-art performances.
Introduction
Sparse coding has recently attracted much attention in research of exploring the sparsity property in natural signals for various tasks. Originally applied to modeling the human vision cortex [1] [2] , sparse coding approximates the input signal, x ∈ R d , in terms of a sparse linear combination of an over-complete bases or dictionary B ∈ R d×D , where d < D. Among different ways of sparse coding, the one derived by 1 norm minimization attracts most popularity, due to its coding efficiency with linear programming, and also its relationship to the NPhard 0 norm in compressive sensing [3] . The applications of sparse coding range from image restorations [4] [5] , machine learning [6] [7] [8] , to various computer vision tasks [9] [10] [11] [12] . Many efficient algorithms aiming to find such a sparse representation have been proposed in the past several years [13] . Several empirical algorithms are also proposed to seek dictionaries which allow sparse representations of the signals [4] [13] [14] .
Many recent works have been devoted to learning discriminative features via sparse coding. Wright et al. [10] cast the recognition problem as one of finding a sparse representation of the test image in terms of the training set as a whole, up to some sparse error due to occlusion. The algorithm utilizes the training set as the dictionary for sparse coding, limiting its scalability in handling large training sets. Learning a compact dictionary for sparse coding is thus of much interest [6] [15] , and the sparse representations of the signals are used as the features trained later with generic classifiers, e.g., SVM. These sparse coding algorithms work directly on the objects, and are thus constrained to modeling only simple signals, e.g., aligned faces and digits. For general image classification, such as object recognition and scene categorization, the above sparse coding scheme will fail, i.e., it is computationally prohibitive and conceptually unsatisfactory to represent generic images with various spatial contents as sparse representations in the above way.
For generic image understanding, hierarchical models based on sparse coding applied to local parts or descriptors of the image are explored. Ranzato et al. [16] proposed a neural network for learning sparse representations for local patches. Raina et al. [17] described an approach using sparse coding applying to image patches for constructing image features. Both showed that sparse coding can capture higher-level features compared to the raw patches. Kavukcuoglu et al. [18] presented an architecture and a sparse coding algorithm that can efficiently learn locally-invariant feature descriptors. The descriptors learned by this sparse coding algorithm performs on a par with the carefully engineered SIFT descriptors as shown in their experiments. Inspired by the Bag-of-Features model and the spatial pyramid matching kernel [19] in image categorization, Yang et al. [11] proposed the ScSPM method where sparse coding is applied to local SIFT descriptors densely extracted from the image, and a spatial pyramid max pooling over the sparse codes is used to obtain the final image representation. As shown by Yu et al. [7] , sparse coding is approximately a locally linear model, and thus the ScSPM method can achieve promising performance on various classification tasks with linear SVM. This architecture is further extended in [12] , where the dictionary for sparse coding is trained with back-propagation to minimize the classification error.
The hierarchical model based on sparse coding in [11] [12] achieves very promising results on several benchmarks. Empirical studies show that using larger dictionary for sparse coding to map the data into higher dimensional space will generate superior classification performance. However, the computation of both training and testing for sparse coding can be prohibitively heavy if the dictionary is highly over-complete. Although nonlinear regressor can be applied for fast inference [18] , the dictionary training is still computationally challenging. Motivated by the work in [7] that sparse coding should be local with respect to the dictionary, we propose an efficient sparse coding scheme with Fig. 1 . A simplified schematic illustration of the image encoding process using the mixture sparse coding scheme. (a) local descriptor extraction; (b) mixture modeling in the descriptor space; (c) sparse coding and feature pooling. Within each mixture, a small dictionary for sparse coding can be applied, thus speeding up the coding process.
highly over-complete dictionaries using a mixture model. The model is derived via a variational approach, and the coding speed can be improved approximately at the rate of the mixture number. Fig. 1 illustrates the simplified version of the image encoding process. The mixture modeling allows a much smaller dictionary for describing each mixture well, and thus the sparse coding computation can be effectively boosted.
The reminder of this paper is organized as follows: Section 2 talks about two closely related works and the motivations; Section 3 presents the proposed model and a practical algorithm for learning the model parameters; in Section 4, classification results on PASCAL VOC 2007 and 2009 datasets are reported and compared with the existing systems; and finally Section 5 concludes our paper with discussions and future work.
Related Works and Motivations

Sparse Coding for Image Classification
We review the ScSPM system for image classification using sparse coding proposed in [11] . Given a large collection of local descriptors randomly extracted from training images X = [x 1 , x 2 , ..., x N ], where x i ∈ R d×1 is the i t h local descriptor in column manner and N is the total number of local descriptors selected, the ScSPM approach first concerns learning an over-complete dictionary
where 1 -norm is used for enforcing sparsity, λ is to balance the representation fidelity and sparsity of the solution, and B(m) is the m th column of B. Denote A = [α 1 , α 2 , ..., α N ], Eq. 1 is optimized by alternating between B and A.
Fixing B, A is found by linear programming; and fixing A, optimizing B is a quadratically constrained quadratic programming.
Given a set of local descriptors extracted from an image or a sub-region of the image S = [x 1 , x 2 , ..., x s ], we define the set-level feature over this collection of local descriptors in two steps:
1. Sparse coding. Convert each local descriptor into a sparse code with respect to the trained dictionary B:
2. Max pooling. The set-level feature is extracted by pooling the maximum absolute value of each row ofÂ s :
Note thatÂ s contains the sparse codes as columns. Max pooling extracts the highest response in the collection of descriptors with respect to each dictionary atom, yielding a representation robust to translations within the image or its sub-regions.
To incorporate the spatial information of the local descriptors, spatial pyramid is employed to divide the image into different spatial sub-regions over different spatial scales [19] . Within each spatial sub-region, we collect its set of local descriptors and extract the corresponding set-level feature. The final image-level feature is constructed by concatenating all these set-level features.
Local Coordinate Coding
Yu et al. [7] proposed a local coordinate coding (LCC) method for nonlinear manifold learning in high dimensional space. LCC concerns learning a nonlinear function f (x) on a high dimensional sparse x ∈ R d . The idea is to approximate the nonlinear function by locally linear subspaces, to avoid the "curse of dimensionality". One main result of LCC is that the nonlinear function f (x) can be learned in a locally linear fashion as stated in the following lemma:
d×D be the set of anchor points on the manifold in R d . Let f be an (a, b, p)-Lipschitz smooth function. We have for all is the set of function values on the anchor points. The quality of this approximation is bounded by the right hand side, which has two terms: the first term x − γ(x) means x should be close to its physical approximation γ(x), and the second term means that the coding should be local. Minimizing the right hand side will ensure good approximation for the nonlinear function. Note that this minimization differs from the standard sparse coding in the regularization term, where a weighted 1 norm is employed to encourage localized coding. Nevertheless, as shown by the experiments in [7] , in the high dimensional space with unit feature normalization, empirically the standard sparse coding well approximates the local coordinate coding for classification purposes.
Motivation
It should be easy to see that the ScSPM approach [11] works as an approximation to the LCC in modeling the manifold of the local descriptor space. If linear SVM is used, the nonlinear function values {f (B(m))} 1. Standard sparse coding does not include locality constraints explicitly, and thus may be inaccurate in modeling the manifold, especially when the dictionary is not big enough; 2. The computation of sparse coding increases to be unaffordable when a large dictionary is necessary to fit the nonlinear manifold well.
To make a concrete argument, we show the ScSPM computation time for encoding one image as well as the performance (in Average Precision) for dictionaries of different sizes on PASCAL VOC 2007 dataset [20] , where 30,000 local descriptors are extracted from each image. As shown, the performance keeps growing as the dictionary size increases, as well as the computation time, which increases approximately linearly. In our experiment, training dictionaries beyond size 8192 is almost infeasible. The local coordinate coding (LCC) work suggests that the sparse coding should be local and the bases far away from the current encoding point can be discarded. This motivates our local sparse coding scheme induced by a Mixture Model, where local sparse coding within each mixture can be very fast (Refer to Fig. 1 ). For comparison, using 1024 mixtures with dictionary size 256 for each mixture, the effective dictionary size is 1024 × 256 = 262, 144, and our proposed approach can process one image (with 30,000 local descriptors) in about one minute.
Sparse Coding using a Mixture Model
The proposed approach partitions the descriptor space via a mixture model, where within each mixture a small over-complete dictionary is used to fit the local sub-manifold. An variational EM approach is applied to learn the model parameters. Because of the descriptor space partition and dictionary sharing within each mixture, we can ensure that the sparse coding is local and similar descriptors have similar sparse codes. The image feature is finally constructed by pooling the sparse codes within each mixture.
The Model
We describe the image local descriptor space using a K-mixture model, where the local distribution of each mixture is further governed by an over-complete dictionary. Let X = {x n } N n=1 be the N independent and identically distributed observation points, and z = {z n } N n=1 be the corresponding N hidden variables, where z n ∈ {1, 2, ..., K} is a random variable indicating the mixture assignments. Denote the mixture model parameters as Θ = {B, w}, where B = {B k } K k=1 is the set of over-complete dictionaries, where B k ∈ R d×D , and
is the set of prior weights for the mixtures. We desire to learn the model by maximizing the likelihood
where we let
be the marginal distribution of a latent-variable model with a Laplacian prior p(α zn n |σ) on the latent variable α zn n , and p(x n |B zn , α zn n ) is modeled as a zeromean isotropic Gaussian distribution regarding the representation error x n − B zn α zn n . Learning the above model requires to compute the posterior P (z|X, Θ). However, under this model, this distribution is infeasible compute in a close form. Note that approximation can be used for the marginal distribution p(x n |B zn ) (introduced later in Eq. 9) in order to compute the posterior. This requires evaluating the mode of the posterior distribution of the latent variable for each data point, which, however, is computationally too slow. We thus develop a fast variational approach, where the posterior p(z n |x n , Θ) is approximated by
where Λ = {(A k , b k , c k )}, A k is a positive definite matrix, b k is a vector, and c k is a scalar. For computational convenience, we assume A k to be diagonal. Λ is a set of free parameters, determining the mixture partition in the descriptor space. Then the learning problem can be formulated as
[−q(z n |x n , Λ) log p(x n , z n |Θ) + q(z n |x n , Λ) log q(z n |x n , Λ)] (7) which minimizes an upper bound of the negative log-likelihood − N i=1 log p(x i |Θ) of the model [21] .
Learning Algorithm
The learning problem in Eq. 7 can be cast into a standard variational EM algorithm, where we optimize Λ to push down the upper bound to approximate the negative log-likelihood at E-step, and then update Θ in the M-step to maximize the approximated likelihood. Let the first term in the object be formulated into
g(z n |x n , Λ) log w zn (8) Note that the marginal distribution p(x n |B zn ) is difficult to evaluate due to the integration. We then simplify it by using the mode of the posterior distribution of α n : which turns the integration into a standard sparse coding (or LASSO) problem. We then have the following updates rules for learning the model
where each column of the dictionaries {B k } K k=1 is constrained to be of unit 2 norm. The optimization is again a quadratically constrained quadratic programming problem, similar to the procedure of updating B in Eq. 1. By alternatively optimizing over Λ, B and w, we are guaranteed to find a local minimum for the problem of Eq. 7. Note that B = [B 1 , B 2 , ..., B K ] ∈ R d×KD is the effective highly over-complete dictionary (KD d) to learn for sparse coding. The above mixture sparse coding model leverages the learning complexity by training B k (k = 1, 2, ..., K) separately and independently in Step 2 given the posteriors from Step 1. On the other hand, since we specify all the mixture dictionaries B k to be of the same size, their fitting abilities for each data mixture will affect the mixture model parameters in Step 1, and thus the mixture weights in Step 3. Therefore, the above training procedure will efficiently learn the highly over-complete dictionary B, while ensuring that the mixture dictionaries can fit each data mixture equally well 3 .
Practical Implementation
The above iterative optimization procedures can be very fast with proper initialization for Λ, B, and w. We propose to initialize the model parameters by the following:
1. Initialize Λ and w: fit the data X into a Gaussian Mixture Model (GMM) with K mixtures. The covariance matrix of each mixture is constrained to be diagonal for computational convenience.
The above Gaussian Mixture Model can be trained with standard EM algorithm. Initialize A k , b k , c k and w k with Σ
, according to the posteriors of the data points calculated from the above GMM. Train the corresponding over-complete dictionaries {B 0 k } K k=1 for those clusters using the procedure discussed for Eq. 1. Initialize B with this trained set of dictionaries.
Image Encoding
The proposed model can be regarded as a good approximation to the LCC theory [7] : i) the mixture clustering ensures the locality of the sparse coding; ii) and the highly over-complete dictionary provides sufficient anchor points for well approximation of the nonlinear manifold. Similar to case in Sec. 2.1, suppose we have a set of local descriptors S = [x 1 , x 2 , ..., x S ] extracted from an image or its sub-region, the set-level feature is defined on the latent variables (sparse codes) {α zn n }. Specifically, the local descriptors are first assigned to multiple mixtures according to the posteriors, and then the sparse codes are extracted with the corresponding dictionaries. We pool these sparse codes using a weighted average within each mixture and stack them into a super-vector:
where
is the weighted average of the sparse codes with their posteriors for the k th mixture. The super-vector feature representation Eq. 14 has several characteristics that are not immediately obvious:
-The feature constructed in Eq. 14 is based on the locally linear model assumption, and thus is well fitted to linear kernels. -The square root operator on each weight w k corresponds to the linearity of the feature. -In practice, the posteriors {p(z n = k|x n , Λ)} K k=1 are very sparse, i.e., each data point will be assigned to only one or two mixtures. Therefore, Eq. 15 is very fast to evaluate.
-The effective dictionary size of the sparse coding is K × D. However, in our mixture sparse coding model, the nonlinear coding only involves dictionaries of size D, improving the computation approximately by K times (typically we choose K ≥ 1024).
Again, to incorporate the spatial information, we make use of the philosophy of spatial pyramid [19] to divide the image into multiple sub-regions over different configurations. The final image feature is then built by concatenating all the super-vectors extracted from these spatial sub-regions.
Experimental Validation
PASCAL datasets
We evaluate the proposed model on the PASCAL Visual Object Classes Challenge (VOC) datasets. The goal of this challenge is to recognize objects from a number of visual object classes in realistic scenes (i.e., not pre-segmented objects). It is fundamentally a supervised learning problem in that a training set of labeled images is provided. Totally there are twenty object classes collected: The classification performance is evaluated using the Average Precision (AP) measure, the standard metric used by PASCAL challenge, which computes the area under the Precision/Recall curve. The higher the score, the better the performance.
Implementation Details
Local descriptor. In our experiments, we only use single descriptor type HoG as the local descriptors, due to its computational advantage over SIFT via integral image. These descriptors are extracted from a regular grid with step size 4 pixels on the image plane. At each location, three scales of patches are used for calculating the HoG descriptor: 16 × 16, 24 × 24 and 32 × 32. As a result, approximately 30,000 local descriptors are extracted from each image. We then reduce the descriptor dimension from 128 to 80 with PCA.
Mixture modeling. For the VOC 07 dataset, K = 1024 mixtures are used and the size of the dictionary D for each mixture is fixed to be 256. Therefore, the effective dictionary size is 1024 × 256 = 262144. Recall from Tab. 1 that working directly on a dictionary of this size is impossible. Using our mixture model, we only need to perform sparse coding on dictionaries of size 256, with little extra efforts of computing the posteriors for each descriptor, leveraging the computation time for encoding one image below a minute. For the VOC 09 dataset, we increase the mixture number to 2048. K and D are chosen empirically, balancing the performance and computational complexity.
Spatial pyramid structure. Spatial pyramid is employed to encode the spatial information of the local descriptors. As suggested by the winner system of VOC 2007 [24] , we use the spatial pyramid structure shown in Fig. 4 .2 for both datasets. Totally 8 spatial blocks are defined, and we extract a super-vector by Eq. 14 from each spatial block and concatenate them with equal weights. Feature normalization. Since our feature is based on the linear model assumption, we use Linear Discriminant Analysis (LDA) to sphere the features, and then linear SVM or Nearest Centroid is applied for classification. In practice, we always observe some improvements from this normalization step.
Classification Results
We present the classification results on the two datasets in this section. The precisions for each object class and the Average Precision (AP) are given by comprehensive comparisons.
PASCAL VOC 2007 dataset. For VOC 2007 dataset, the results we have are obtained by training on the training set and testing on the validation set. We report our results in Tab. 2, where the results of the winner system of VOC 2007 [24] and a recent proposed algorithm LLC [25] on validation set are also provided as reference. As the detailed results for Winner'07 and LLC are not available, we only cite their APs. Note that the Winner'07 system uses multiple descriptors beside dense SIFT, and the multiple kernel weights are also optimized for best performance. The LLC algorithm, similar to our system, only employs single kernel based on single descriptor. In both cases, our algorithm outperforms Winner'07 and LLC by a significant margin of about 5% in terms of AP. Vision Centre Barcelona ). The Winner'09 system obtains its results by combining the detection scores from object detector. The UVAS system employs multiple kernel learning over multiple descriptors. The CVC system not only makes use of the detection results, but also unites multiple descriptors. Yet, our algorithm performs close to the Winner'09 system, and improves by a notable margin over the honorable mention systems.
Conclusion and Future Work
This paper presents an efficient sparse coding algorithm with a mixture model, which can work with much larger dictionaries that often offer superior classification performances. The mixture model softly partitions the descriptor space into local sub-manifolds, where sparse coding with a much smaller dictionary can fast fit the data. Using 2048 mixtures, each with a dictionary of size 256, i.e, effective dictionary size is 2048 × 256 = 524, 288, our model can process one image containing 30,000 descriptor in about 1 minutes, which is completely impossible for traditional sparse coding. Experiments on PASCAL VOC datasets demonstrate the effectiveness of the proposed approach. One interesting finding we have is that although our method maps each image into an exceptionally high dimension space, e.g., the image from VOC 2009 dataset is mapped to a 2048 × 256 × 8 = 4, 194, 304 dimensional space (spatial pyramid considered), we haven't observe any evidence of overfitting. This is possibly owing to the locally linear model assumption from LCC. Tighter connections with LCC will be investigated in the future, regarding the descriptor mixture modeling and the sparse codes pooling.
