We demonstrate how to use numerical simulation models directly on micro-CT images to understand the impact of several enhanced oil recovery (EOR) methods on microscopic displacement efficiency. To describe the physics with high-fidelity, we calibrate the model to match a water-flooding experiment conducted on the same rock sample (Akai et al. in Transp Porous Media 127(2):393-414, 2019. https://doi.org/10.1007/s11242-018-1198-8).
Introduction
Pore-scale imaging and modeling methods which use high-resolution images of pore space to compute physical properties of rocks are a valuable tool to understand the physics of processes occurring in the pore space. These methods have been used to study multiphase flow in porous media, which plays an important role in a wide range of engineering applications such as hydrocarbon recovery (Zubair 2012) , CO 2 sequestration in underground saline reservoirs (Kimbrel et al. 2015) and remediation of oil contaminated soil (Porter et al. 2010) . The main advantage offered by pore-scale imaging is that it can describe both the highly irregular geometry of pore space and, more recently, the wettability.
There are two main simulation approaches to study multiphase flow in porous media: pore network modeling (PNM) and direct numerical simulation (DNS). In both PNM and DNS, a 3D pore structure is obtained from imaging or statistical reconstruction. In PNM, a pore network that represents the 3D pore structure is first extracted, then multiphase flow in the network is solved based on quasi-static displacement governed by local capillary pressure (Blunt 2001) , while in DNS the Navier-Stokes equation for multiphase flow is directly solved through the 3D pore structure. Although DNS is computationally more expensive than PNM, it avoids uncertainty in pore network extraction and more rigorously models wetting phenomena in pore spaces with complicated geometries.
The validity of DNS methods has been investigated through comparisons between simulated and experimentally obtained multiphase flow properties. Pan et al. (2004) showed a good agreement between experimental and simulated drainage and imbibition capillary pressure for a random packing of spheres, using the lattice Boltzmann (LB) method. The LB method also provided good predictions of relative permeability (Ramstad et al. 2012; Boek et al. 2017) . Employing another DNS approach, Raeini et al. (2015) used the volume of fluid method to obtain successful predictions of capillary desaturation curves for sandstone samples. In these cases, the porous medium was assumed to be uniformly water-wet. However, it is common to have a non-uniform wettability distribution at reservoir conditions as a result of wettability alteration (Buckley et al. 1998) .
Recently, a direct comparison between experiments and simulations for a water-flooding process in a mixed-wet carbonate rock taken from a producing oil reservoir has been presented (Akai et al. 2019) . In this work, the pore structure was obtained from micro-CT images of the rock. A non-uniform wettability distribution was incorporated into simulations based on experimentally measured in situ contact angles. Six simulations with different contact angle assignments based on measured values were investigated. Simulated fluid distributions were compared to those obtained from the experiment. When a spatially heterogeneous wettability state was incorporated into the simulation based on experimentally measured contact angles, a good agreement in fluid occupancy and effective water permeability after water-flooding was obtained (Akai et al. 2019) . These encouraging results have opened up the possibility to use this method to study more complex injection sequences commonly employed in enhanced oil recovery (EOR) .
In this paper, we use direct numerical simulations to investigate the impact of EOR methods on microscopic displacement efficiency for a mixed-wet reservoir rock. First, we provide comparisons of water-flooding between experiments and simulations, focusing on the best matched case to the experiment presented in Akai et al. (2019) . Then, we discuss the ability of the model to reproduce experimental measurements of the spatial distribution of remaining oil in a mixed-wet medium. The simulations are performed using the LB method, as it has been used in our previous study of two-phase flow (Akai et al. 2019) where specified contact angles can be input on a pore-by-pore basis.
Using the best match case as a base case, we present a range of mulitphase flow parametric studies representing the application of three EOR processes: low salinity water-flooding, surfactant flooding and polymer flooding. To achieve this, fluid and/or rock properties in the base case are changed to mimic the application of these EOR schemes. For low salinity water-flooding, several mechanisms of additional oil recovery have been proposed in the literature. In this study, we quantify how much additional oil recovery could be explained solely by a change of wettability which is the most accepted mechanism for carbonate rocks to date (Morrow and Buckley 2011; Sheng 2014; Mahani et al. 2015; Bartels et al. 2017) . For both surfactant flooding and polymer flooding, their impact on microscopic displacement efficiency is essentially controlled by the balance between capillary and viscous forces. This is explained by Lenormand's phase diagram in which dominant flow regimes are defined as a function of the capillary number and viscosity ratio (Lenormand et al. 1988) . However, this is based on a simple homogeneous wettability system. We predict the impact of capillary number and viscosity ratio on microscopic displacement efficiency for a mixed-wet system through a parametric study for surfactant and polymer flooding.
Although direct numerical simulation is computationally expensive compared to a pore network model (Raeini et al. 2015) , there are several benefits of using direct numerical simulation. For low salinity water-flooding, we will show changes in fluid configuration at the sub-pore scale. For surfactant and polymer flooding, we will discuss the recovery mechanisms in terms of the balance between capillary and viscous forces, which is difficult to obtain with a pore network model which assumes quasi-static displacement (Blunt 2001) .
Our main goal is to provide insights into the impact of these EOR applications on microscopic displacement efficiency for the mixed-wet state which is commonly encountered in oil reservoirs.
Methods and Materials

The Two-Phase Lattice Boltzmann Method
Our 3D two-phase lattice Boltzmann (LB) model is based on the color-gradient LB model proposed by Halliday et al. (2007) and constructed with a D3Q19 lattice which consists of a set of 19 discrete lattice velocity vectors, e i in three-dimensional space. We define particle distributions of two immiscible fluids, labeled red and blue, as f r i and f b i , respectively. The fluid density (ρ r and ρ b ) and velocity (u) at position x and time t are obtained by
where f i is the total particle distribution given by f i = f r i + f b i and ρ is the total fluid density given by ρ = ρ r + ρ b . The lattice Boltzmann equation for the total particle distribution is written as
where δt denotes the lattice time step which is set to unity and Ω i (x, t) and φ i are the collision operator and the body force term, respectively. For the collision operator, we use the Bhatnagar-Gross-Krook (BGK) collision operator (Qian et al. 1992 ) expressed as
where τ is the single relaxation time which determines the fluid kinematic viscosity, ν, as ν = (τ − 0.5)/3 and f eq i is the equilibrium distribution function which is obtained by a second-order Taylor expansion of the Maxwell-Boltzmann distribution with respect to the local fluid velocity. Although the BGK operator is a common choice owing to its simplicity and efficiency, it can be inaccurate when the fluid viscosity is large (Krüger et al. 2017 ). In such case, it is recommended to use multiple-relaxation-time (MRT) collision operators to overcome this problem (D'Humieres et al. 2002) . Here, we use the BGK operator since the viscosity ratios we consider are not large. A color function ρ N is defined to track the location of the interface as
Using the color function, the interfacial tension between two fluids is computed as a spatially varying body force, F, based on the continuum surface force (CSF) model (Brackbill et al. 1992) given by
where σ is the interfacial tension and κ is the curvature of the interface. This spatially varying body force F is incorporated into the lattice Boltzmann equation through the body force term φ i using the forcing scheme proposed by Guo et al. (2002) . Further details of our LB model can be found in Akai et al. (2018) . At solid-fluid boundary lattice nodes, a full-way bounce back boundary condition is implemented to achieve the non-slip boundary condition. In addition, the wettability of solid surface is modeled by specifying contact angles using the wetting boundary condition presented in Akai et al. (2018) which accurately assigns contact angles for 3D arbitrary geometries with smaller spurious currents compared to the widely used fictitious density boundary condition. A constant velocity and constant pressure boundary condition (Zou and He 1997) are applied at inlet and outlet boundary lattice nodes, respectively. Alhammadi et al. (2017) conducted water-flooding experiments on three carbonates conditioned to different wettability states. Three small samples of diameter 4.8 mm and length between 13 and 16 mm were extracted from the same larger core plug taken from a producing oil reservoir. This carbonate rock was mainly composed of calcite (96.5 wt%), and the helium porosity and permeability measured on the larger core plug were 27.0% and 6.8 × 10 −13 m 2 (686 mD), respectively (Alhammadi et al. 2017) . The three samples were aged using different aging protocols with different temperatures and crude oil compositions, resulting in three distinct wettability states.
A Water-Flooding Experiment Performed Using a Micro-CT
The water-flooding experiments were conducted inside a micro-CT scanner. Fluid distributions before and after water-flooding were obtained by segmenting the raw-CT images at a voxel size of 2 µm. Furthermore, in situ contact angle measurements using the method of AlRatrout et al. (2017) were performed on the segmented images after water-flooding. More than 400,000 measured angles obtained for each sample indicated three wettability states, i.e., a weakly water-wet sample with a mean contact angle and standard deviation of 77 • ± 21 • , a neutrally-wet sample with angles of 94 • ± 24 • , and a weakly oil-wet sample with angles of 104 • ± 26 • . The details of the experiments can be found in Alhammadi et al. (2017) .
Results
In this part, we present the two key stages of our combined experimental and modeling study. In Sect. 3.1, we show comparisons between water-flooding experiments and simulations, focusing on the best matched case presented in Akai et al. (2019) . Then, in Sect. 3.2, taking the best matched water-flooding simulation model as a base case, several parametric studies are performed and discussed for low salinity water-flooding, surfactant flooding and polymer flooding.
Comparison Between the Water-Flooding Experiment and Simulations
The Best Matched Simulation Model
Among the three water-flooding experiments conducted on samples with different wettability states described in Sect. 2.2, the most oil-wet sample with a mean contact angle of 104 • was chosen for our study. This experiment was performed at 10 MPa and 80 • C. At these conditions, the viscosity of crude oil and brine used for the experiment were 2.02 mPa s and 0.358 mPa s, respectively (Alhammadi et al. 2017) . A sub-volume with a size of 256 × 256 × 200 grid blocks with a size of 5 µm (1.28 × 1.28 × 1.00 mm 3 ) was extracted from the central part of the image. For water-flooding simulations, void space buffer zones of 10 lattice nodes at the inlet and outlet were attached to the pore structure. Pore spaces extracted from the segmented CT images were partitioned into 360 individual pore regions using the separate object algorithm in commercial image analysis software. Note that although direct numerical simulations do not require a pore partitioning, we define individual pore regions to assign different contact angles for each pore region and to analyze the simulation results in terms of fluid occupancy of each pore region. The pore size was defined as the diameter of the largest sphere which could fit in each pore region. As a result, the average pore diameter was 56 µm, where pores of this size and larger accounted for 50% of the total pore volume. Figure 1 shows the 360 pore regions and their pore size distribution.
Within the sub-volume, 485,111 measured contact angles with a mean and standard deviation of 107 • ± 25 • were available. A mean contact angle for each pore region was obtained by taking an average of measured values within it. Based on the mean angle, individual pore regions were divided into three wettability states based on the criteria shown in Table 1 : oil-wet (OW) pores, neutrally-wet (NW) pores and water-wet (WW) pores. For 13 pores out of 360, there were no measured values since in the experiment no three-phase contact line was detected within them. These pore regions accounted for only 0.09% of the pore volume and were assumed to be NW.
The simulation was initialized with a fluid distribution obtained from the micro-CT images before water-flooding. The capillary number Ca and oil/water viscosity ratio M are defined by 
where μ w and μ o are the viscosity of water and oil, respectively, q w is the Darcy velocity of injected water, and σ is the interfacial tension. In the experiment, water-flooding was conducted with Ca = 3.3 × 10 −7 and M = 5.64, while water-flooding in the simulations was performed with Ca = 3.0 × 10 −5 and M = 5.00. Because computational time significantly increases as the capillary number decreases below 10 −5 , our simulations were performed with Ca of order 10 −5 similar to other studies using direct numerical simulations for water-flooding (Raeini et al. 2014; Leclaire et al. 2017; Boek et al. 2017; Jerauld et al. 2017 ). Chatzis and Morrow (1984) reported that an average capillary number below which mobilization of residual oil occurs was Ca = 3.8 × 10 −5 based on various core flooding experiments on water-wet sandstone cores. This threshold value can be higher by at least one order of magnitude for mixedwet states (Morrow et al. 1986; Humphry et al. 2014) . For carbonate rocks, Tanino et al. (2015) showed the threshold occurred between Ca = 1×10 −4 and 8×10 −4 based on altered wettability limestone samples. Hence, we assume that the simulations were comparable to the experiment as they are both in a capillary dominated regime. However, another recent experimental work indicated that in mixed-wet conditions dynamic effects can occur even for a capillary number of order 10 −6 (Zou et al. 2018) , hence this assumption has to be further investigated.
To evaluate how the wettability information should be incorporated into models, we designed six simulations with different assignments of contact angle for the OW, NW and WW pores. The best agreement with the experiment in terms of fluid occupancy in pores and effective permeability after water-flooding was obtained when the contact angles of the OW, NW and WW pores were set to 150 • , 100 • and 30 • , respectively ( Table 1 ). Note that the oilwet pores were given an effective contact angle larger than that measured in the experiments. This angle gives a better representation of the limiting capillary pressure for water invasion across a rough surface than the pore-averaged value in equilibrium once flow has stopped.
Fluid Distribution
In the experiment, water-flooding was performed for 20 pore volumes (PVs), and then CT images were taken 2 hours after the end of water injection to avoid fluid movement during imaging. To make a fair comparison between the experiment and simulations, in the simulation we continued water injection for 10 PVs until the change of water saturation was stabilized, then the simulations were continued with stopping water injection until the average fluid velocity in the simulation domain became 10 times lower than the original water injection velocity. Since we observed that the fluid saturations close to the inlet and outlet buffer region were affected by the boundaries in our simulations, an area of interest (AoI) was defined by trimming 0.15 mm from both the inlet and outlet boundary in the flooding direction. This AoI accounts for 80% of the entire simulation domain. The following comparisons between the experiment and simulation were made for the AoI.
After 10 PVs of water injection, the simulated water saturation in the AoI was stabilized at 64.5%, while the experimentally obtained water saturation after 20 PVs of water injection in the AoI was 64.7%. Figure 2a shows a comparison of remaining oil after water-flooding as a function of pore size between the experiment and simulation. Oil-filled voxels after water-flooding in both the experiment and simulation were counted for each pore region and sampled for every 5 µm increment of pore diameter. As shown in the figure, the simulation results are in a good agreement with the experiment. Using the initial and remaining oil saturation for each pore size, recovery factors from each pore region were evaluated as shown in Fig. 2b . In both the experiment and simulation, larger pores show a higher recovery factor. This trend is expected for an oil-wet medium where the larger pores are preferentially dis-a b placed by water (Blunt 2017) and is consistent with the fact that the measured angles showed a weakly oil-wet state. Figure 3 shows a comparison of the fluid distribution on a voxel-by-voxel basis between the experiment and simulation. Here, 2D cross sections perpendicular to the flow direction are shown. Most large pores were properly filled in the simulation. The error in fluid placement was quantitatively evaluated. Among 1,849,485 of pore voxels within the AoI, 65% of the voxels were filled with the correct fluid in the simulation. As shown in the figure, the simulated interface was slightly diffusive. The color-gradient lattice Boltzmann model gives an interface thickness of 2-3 voxels (Yang and Boek 2013) , which is about three times smaller than the smaller peak pore diameter of 40 µm (8 voxels) shown in Fig. 1b , which corresponds to the diameter of throats, or restrictions, in the sample.
The 3D distributions of water and oil after water-flooding were studied. Figure 4 shows the 3D phase distributions for the simulation and experiment. The simulated oil and water distributions are similar to those obtained from the experiment. Figure 4e shows the distribution of sizes of remaining oil ganglia. Each individual remaining oil ganglion cluster was labeled, and the number of clusters was plotted as a function of their volume. In both the simulation and experiment, a single large cluster was observed, whose volume was of the order of 10 8 µm 3 . Although the simulation underestimated the number of clusters for cluster sizes smaller than 10 4 µm 3 , the volumetric contribution of these clusters is small. We consider this discrepancy is mainly caused by the insufficient resolution of the grid size used in our simulations since a few voxels are required to form the stable shape of a disconnected droplet.
Relative Permeability
Next, the relative permeability of oil and water after water-flooding was studied. Because there were no measurements of relative permeability in the experiment, we performed single- Relative permeabilities (k rw and k ro ) are obtained by normalizing the computed effective water and oil permeability (k w and k o ) by the computed absolute permeability (k abs ) of 1215 mD phase LB simulations on the experimentally obtained oil and water phase distribution. For a consistent comparison, single-phase LB simulations were also performed on the 3D phase distributions obtained from the two-phase LB simulations. The simulation results are summarized in Table 2 . Good agreement can be seen in the water saturation and the relative permeability of water, whereas the simulation underestimates the relative permeability of oil compared to the experiment. We consider this discrepancy is caused by the insufficient resolution of the grid size in the simulation. However, both the experiment and simulation show a reasonably low, but finite, relative permeability of oil after a long period of water-flooding: There is some connected oil in both the experiment and the simulation which is confined to thin layers. Figure 5 shows spatial distributions of the computed fluid velocity. Here, the computed absolute velocity (U abs ) of each grid block is normalized by the average velocity (U avg ). pathways is not obtained, it can be seen that in both the experiment and the simulation oil flow is confined to thin layers, as expected after a long period of water-flooding in a mixed-wet or oil-wet medium.
To further understand the thin oil layers observed in both the experiment and simulation, fluid occupancy was studied as a function of distance from the pore walls. The distance from each pore voxel to the nearest pore wall voxel was calculated for all pore voxels, Fig. 6 . Using this distance map, the number of oil-and water-filled voxels after water-flooding were counted and sampled for every 5 µm increment. The number of oil-filled voxels was also normalized by the total number of voxels which belong to each distance increment.
As shown in Fig. 6b , a good agreement between the experiment and simulation can be seen for the water phase, while the simulation tends to place more oil away from pore walls compared to the experiment. This means that in the experiment, the oil was more confined to thinner layers close to pore walls compared to the simulation. Nevertheless, the trends observed for the experiment and simulation are similar-40 to 50% of fluid voxels immediately adjacent to the solid are occupied with oil. In addition, we observe that the number of oil-filled voxels decreases as the distance from pore walls increases and for voxels whose distance from pore walls are longer than 30 µm, which is a center of a relatively large pore, most voxels (> 90%) are occupied with water.
In both the experiment and the simulation, these thin oil layers confined to pore walls maintained good connectivity of oil and contributed to the formation of large spanning oil clusters as shown in Fig. 4e , resulting in small, but finite oil relative permeability after a long period of water-flooding. 
Simulations for Enhanced Oil Recovery Cases
Case Descriptions
Low salinity water-flooding (LSWF) is an enhanced oil recovery (EOR) method in which brine with lower salinity than that of formation brine is injected into a formation. Tang and Morrow (1999) reported an increase in the recovery of crude oil with a decrease in salinity based on numerous water-flooding experiments conducted on Berea sandstone samples. After their work, an increase in the oil recovery for carbonate rocks by low salinity water injection was also reported (Jackson et al. 2016; Alhammadi et al. 2018b) . Although the underlying mechanisms of additional oil recovery by low salinity water injection are poorly understood, the change of wettability toward more water-wet states by injection of low salinity water seems to be the most accepted cause of the observed increase in oil recovery (Morrow and Buckley 2011; Sheng 2014; Mahani et al. 2015; Bartels et al. 2017 ).
To address this hypothesis, two cases (LSWF1 and LSWF2) were designed by changing the contact angles of the rock surfaces (See Table 3 ). In LSWF1, the contact angles of neutrally-wet pores, accounting for 63.4% of pore volume, were changed from 100 • to 80 • , while in LSWF2, the contact angle of both oil-wet and neutrally-wet pores were changed to 80 • .
Surfactant flooding (SF) is a chemical EOR process in which a surface-active agent (surfactant) is injected. Although surfactants have a larger role in enhanced oil recovery than just lowering interfacial tension, by for instance changing wettability, promoting emulsification and lowering bulk-phase viscosity (Lake 1989 ), here we only focus on the impact of lowering interfacial tension on oil recovery. The impact of interfacial tension on the trapping of oil is best described as a competition between viscous and capillary forces and understood thorough a capillary desaturation curve (CDC) (Lake 1989) . Considering a typical CDC in which a sudden drop in residual phase saturation is seen at a critical capillary number of 
SF1
Interfacial tension between oil and water was reduced by a factor of 10 3.3 × 10 −4 5.00
SF2
Interfacial tension between oil and water was reduced by a factor of 100 3.3 × 10 −3 5.00 PF1 Viscosity of water increased to that of oil 1.7 × 10 −4 1.00 PF2 Viscosity of oil decreased to that of water 3.3 × 10 −5 1.00
around 10 −4 , the interfacial tension has to be reduced from typical values of 20 to 30 mN/m to ultralow values in the range of 0.001-0.01 mN/m (Hirasaki et al. 2011) . This corresponds to an increase in the capillary number from a typical field value of Ca = 10 −7 to 10 −4 −10 −3 . These conditions could be achieved using petroleum-sulfonate/alcohol mixtures (Hill et al. 1973; Foster 1973; Cayias et al. 1977 ). In our simulations, two surfactant flooding cases (SF1 and SF2) were designed by reducing the oil-water interfacial tension by a factor of 10 and 100 to achieve Ca = 3.3 × 10 −4 and Ca = 3.3 × 10 −3 , respectively (see Table 3 ).
Polymer flooding (PF) consists of adding polymer to the injected water to decrease its mobility. Generally, polymer flooding works well when a reservoir has an unfavorable mobility ratio and high heterogeneity. In this situation, viscous fingering of injected water happens both at the field-scale and at the pore-scale (Lake 1989) .
A polymer flooding (PF1) case was designed by increasing the viscosity of the injection water to that of oil, to make the viscosity ratio M = 1. According to Eq. 7, increasing the viscosity of water while keeping the same injection velocity results in an increase in the capillary number. However, in a practical application of polymer flooding, the injectivity of water decreases because of the increase in viscosity. Therefore, an additional case was considered by reducing the oil viscosity, to make the viscosity ratio M = 1. This case retains the same capillary number as in the base case and will be called PF2 (see Table 3 ).
Simulation Results for the Enhanced Oil Recovery Cases
All the cases were performed in a secondary mode-that is, injection into the initial oil saturation-until 5 PVs of water injection. The evolution of recovery factor as a function of pore volumes of water injected is shown in Fig. 7 . A summary of the recovery factors at 2 and 5 PVs of water injection is summarized in Table 4 .
For the low salinity water-flooding cases, slightly modifying the wettability of NW pores from a weakly oil-wet to a weakly water-wet state (LSWF1) resulted in a modest increase of recovery factor by 2% after 5 PVs of water injection. Further modifying the wettability of OW pores to a weakly water-wet state (LSWF2) resulted in an increase of recovery factor by 8%. As we can see from Fig. 7 , the rate of oil recovery in LSWF2 was much faster than in the base case. Figure 8 shows the location of remaining oil as a function of the pore size (a) and the distance from pore walls (b, c) . In LSWF1, a slight decrease in remaining oil for pore diameters smaller than 40 µm can be seen, while, in LSWF2, a clear decrease in remaining oil can be observed for small to medium sized pores with an increase in remaining oil saturation for large pores. decreases and the amount of oil away from pore walls increases as the solid becomes more water-wet. More favorable displacement of oil from the centers of pore spaces without leaving oil layers behind in the low salinity flooding cases leads to better oil recovery, consistent with a water-wet medium. Surfactant flooding showed a significant increase in recovery factor by 12% for SF1 and 16% for SF2. Increasing the capillary number to 10 −4 ∼ 10 −3 removes trapped oil by viscous forces. Figure 9 shows the location of remaining oil. Most pore sizes show lower remaining oil compared to the base case. As shown in Fig. 9b , c, the remaining oil for SF still mostly exists in voxels close to pore walls as confined oil layers. Figure 10 shows the number of remaining oil ganglion clusters as a function of their size. The largest oil cluster with a size greater than 10 8 µ m 3 observed in the base case is not seen in both SF1 and SF2, while these cases show more small clusters. This indicates that as the capillary number increases, the size of remaining oil ganglia becomes smaller. This trend is consistent with the experimental results of Pak et al. (2015) . They observed break-up of oil ganglia as the capillary number increased in their water-flooding experiments conducted on a water-wet carbonate. However, the appearance of remaining oil ganglia in our results was different: Pak et al. (2015) observed approximately spherical fragmented oil droplets for their water-wet experiments, while we observed thin oil layers for mixed-wet state simulations as indicated by the higher oil occupancy close to the pore walls for SF1 and SF2 (Fig. 9c) . Table 3 a b c Fig. 9 Comparison of the location of remaining oil for surfactant flooding cases as a function of pore size (a) and as a function of distance from pore walls b and c. For a description of each case, see Table 3 PF1 showed a significant increase in the recovery factor by 15%. However, PF2 did not show an increase in oil recovery. Judging from the fact that the remaining oil was located in a similar place to that of SF1 as shown in Fig. 11 , we consider the increase in recovery in PF1 is mainly caused by the increase in capillary number rather than the improvement in viscosity ratio. From a comparison between the base case and PF2, this level of viscosity ratio (M = 5) does not cause unfavorable viscous fingering at the pore scale at a capillary number of Ca ∼ 10 −5 . This is consistent with the fact that the experimental condition of Ca and M falls in the capillary fingering regime in Lenormand's phase diagram rather than in the viscous fingering regime (Lenormand et al. 1988) . Nevertheless, viscosity ratio can have Table 3 an impact on microscopic displacement efficiency if the capillary number becomes higher. When we compare PF1 and SF1, a higher recovery factor was obtained with PF1 although its capillary number is lower than that in SF1, because viscous forces start to take effect at a capillary number of 10 −4 ; the more favorable viscosity ratio in PF1 gave better recovery than that in SF1 despite the lower capillary number.
The comparison between the base case and PF2 gives an additional insight into the experiments of Alhammadi et al. (2017) . As described in Sect. 2.2, they conducted water-flooding experiments using three small carbonate core plugs conditioned to different wettability states. The highest recovery factor of 84% was observed for a neutrally-wet sample with a mean value of measured contact angles of 94 • , while the oil-wet sample with a mean angle of 104 • , which is the sample discussed in this study, showed a much lower recovery factor of 55%. These experiments were performed with different sets of oil and brine systems, resulting in oil/brine viscosity ratios of M = 0.8 and M = 5.64, respectively. The obvious question is whether the higher recovery factor in a neutrally-wet sample was caused by the wettability state or the favorable viscosity ratio. From the fact that the simulation performed with M = 1 for the oil-wet sample did not show an increase in oil recovery, we consider that the difference in recovery was mainly caused by wettability.
Discussion and Conclusions
We have established a methodology that calibrates a multiphase flow DNS model to experiments and employs it to obtain predictions for enhanced oil recovery.
To calibrate the model, we have presented comparisons of water-flooding in a mixed-wet carbonate sample taken from a producing oil reservoir between experiment and simulation. In both the experiment and simulation, larger pores showed a higher oil recovery and most a b c Fig. 11 Comparison of the location of remaining oil for polymer flooding cases as a function of pore size a and as a function of distance from pore walls b and c. For a description of each case, see Table 3 remaining oil existed close to the pore walls. This is expected for a mixed-wet medium and it is consistent with the experimentally measured contact angles for this sample. The simulation showed good agreement in fluid occupancy as a function of the pore size and provided an accurate prediction of the relative permeability of water after waterflooding, whereas the relative permeability of oil phase was underestimated. We consider this discrepancy is mainly caused by the insufficient resolution of the grid size in the simulation. Nevertheless, both the experiment and simulation have shown a reasonably low, but finite, effective oil permeability after water-flooding through thin connected oil layers.
We have used a well-calibrated direct numerical simulation model to study EOR applications in this sample. Taking the simulation model as a base case, we have investigated three EOR processes: low salinity water-flooding, surfactant flooding and polymer flooding.
Low salinity water-flooding has been studied by changing the wettability of the pore walls from that obtained in the base case. When the wettability of most pore walls was changed to a weakly water-wet state (θ = 80 • ) from an original oil-wet state, the recovery factor increased by 8%. However, when the wettaiblity of only neutrally-wet pores was changed to a weakly water-wet state, the increase was much more modest-only 2%. Our simulation results could help interpret mechanisms of low salinity water-flooding through comparison with core flooding experiments. The simulated results suggest that the increase in oil recovery by low salinity water-flooding is made by favoring displacement of oil from the centers of pores without leaving oil layers behind.
Surfactant flooding has been studied by reducing the interfacial tension in the base case. This showed an increase of 16% in recovery factor. As expected, reducing interfacial tension has a significant impact on microscopic displacement efficiency. In mixed-wet rocks, the size of the remaining oil clusters became smaller for the surfactant flooding cases.
Polymer flooding has been studied by changing the viscosity ratio between water and oil. It did not show an increase in oil recovery as long as the capillary number was kept the same as in the base case. It seems that this level of viscosity ratio (M = 5) does not have a negative impact on microscopic displacement efficiency in this rock sample at a capillary number of 10 −5 . However, at a capillary number of 10 −4 , the simulation results suggested that polymer flooding improved microscopic displacement efficiency because viscous forces start to take effect. These insights into microscopic displacement efficiency need to be considered in addition to macroscopic sweep efficiency caused by heterogeneity at the reservoir scale. Furthermore, the comparison between the base case and PF2, in which only the viscosity ratio was changed while retaining the same capillary number as in the base case, suggested that the difference in recovery factor observed in the experiments of Alhammadi et al. (2017) was mainly caused by wettability.
Although these EOR schemes are often performed in tertiary mode flooding in field applications, i.e., EOR fluids are injected after water-flooding, our simulations for EOR applications have been performed in secondary mode. From the view point of numerical modeling, for tertiary flooding, the advection and diffusion of injected components as an EOR agent need to be solved with the two-phase Navier-Stokes equation. We are now developing a direct numerical simulation model for such cases. Although the impact of the three EOR processes obtained with tertiary mode flooding could be smaller compared to those obtained for secondary flooding, the results presented in this study help interpret such cases.
In summary, we have presented a comprehensive workflow for pore-scale modeling from experiments to simulation. In this workflow, micro-CT-based experimental data are incorporated into direct numerical simulation models to calibrate the model, then the model is used to better understand how EOR applications affect microscopic displacement efficiency.
