In this paper we study the boundary stabilization of the heat equation. The stabilization is achieved by applying either Dirichlet or Neumann feedback boundary control. Furthermore, we consider the asymptotic behaviour of the heat equation with general linear delay or nonlinear power time delay. We prove that the energy does not grow faster than a polynomial.
Introduction
Consider the Cauchy-Dirichlet problem for the porous media equation with source term where Ω is a bounded and smooth subset of R n , n 1, m > 0 and p 1. Problem (1.1)-(1.3) (see Galaktionov, 1981; Samarskii et al., 1995) describes the propagation of thermal perturbations in a medium with a nonlinear heat conduction coefficient and a heat source depending on the temperature when u 0 0. Local existence for the solutions of (1.1)-(1.3) has been proved when m > 1 (the so-called slow diffusion case) in Galaktionov (1981) , Levine & Saks (1984) , Nakao (1983) , Samarskii et al. (1995) and when 0 < m < 1 (the fast diffusion case) in Filo (1987) . The same type of results holds for the heat equation with source, when m = 1. See for example Ball (1977) , Fujita (1966 Fujita ( , 1968 , Levine (1973) , Tsutsumi (1972) . However, other results are known for the heat equation when 1 < p n+2 n−2 (the last condition being necessary only when n 3) and u 0 ∈ H 1 0 (Ω ). For large initial data u 0 in some sense, it is well known that the solution u of (1.1)-(1.3) with m = 1 blows up in a finite time (see Ikehata & Suzuki, 2000) , meanwhile for small initial data, exponentially decaying solutions are obtained (see Ikehata & Suzuki, 2000 and the references therein). In a recent paper, Ikehata (2000) showed that all the global solutions for (1.1)-(1.3) with m = 1 naturally contain a Palais-Smale sequence so that the global compactness result due to Struwe (1984) can be applied to this functional sequence (see also Cerami et al., 1986) .
In Section 2 we consider the non-dimensionalized heat equation with boundary prespecified at x = 0 only u t − u x x − λu = 0 in (0, 1) × R + , (1.4) u x (0, t) = 0 t > 0, (1.5) u(x, 0) = u 0 (x) in (0, 1), (1.6) where the constant λ 0 is a constant parameter. The system (1.4)-(1.6) is motivated by a physical problem. Indeed, consider the problem of heat conduction in a rod of small cross-section. We assume that each element of the surface of the rod loses heat to a surrounding medium by radiation and in addition, that the heat is generated inside the rod due to a constant electric current flowing through the rod. Let H be the surface conductance (emissivity) of the rod, i the strength of the current and ρ e electrical resistivity. The electric resistivity ρ e changes linearly with the temperature as ρ e (T ) = ρ e (T 1 )(1 − α e (T − T 1 )) where T 1 stands for the temperature around which the ρ e is linearized, and α e is the thermal coefficient of electric resistivity. The heat equation now becomes (see Carlsaw, 1921 , Chapter 4)
cρ A 2 ρ e (T 1 ), A denotes the cross-section, p the perimeter, ρ the density, c the specific heat and k the diffusivity. Defining the dimensionless length, time and temperature variables as
where
stands for the constant equilibrium temperature distribution along the rod and x ∈ [0, 1], we obtain
. Depending on the geometry of the rod and the magnitude of the current i, λ can be either positive or negative.
Under the Dirichlet boundary condition at x = 1:
4 is the first eigenvalue of
A natural question is, if λ > π 2 4 can one find a Dirichlet/Neumann boundary feedback law u(1, t)/u x (1, t) that exponentially stabilizes (1.4)-(1.6)? We answer this question positively in Section 2.
In the second part of the paper (Section 3) we study the asymptotic behaviour of solutions of heat equation with general linear time delay. Kato & McLeod (1971) discussed the functional-differential equation
where a is a possibly complex constant, b a real constant and λ a non-negative constant. They showed that (1.7) is well posed if 0 λ 1 and studied the asymptotic properties of solutions as t → +∞.
In this paper we generalize problem (1.7) to the heat equation with general linear time delay
where Ω is a bounded domain in R n with boundary Γ , ε > 0 denotes the heat conductivity constant, 0 < λ < 1, σ 0 are delay parameters and u 0 (x, s) is an initial state in an appropriate function space. Obviously, (1.8) is very similar to (1.7).
Another possible method of delay is the following power delay (note that the time is in advance before time t = 1):
To the best of my knowledge, problem (1.11)-(1.13) has not been studied before. By using ideas from Kato & McLeod (1971) , we shall prove that under certain conditions on a, ε and λ, the solutions of (1.8)-(1.10), (1.11)-(1.13) do not grow faster than a polynomial. The paper is organized as follows. In Section 2, we study the stabilization of (1.4)-(1.6). In Section 3, we study the asymptotic behaviour of solutions to (1.8)-(1.10), (1.11)-(1.13). Throughout the paper we denote by · the usual L 2 -norm.
Stabilization

Dirichlet boundary condition
In order to stabilize exponentially the system (1.4)-(1.6), we choose as Dirichlet boundary feedback law
where a is a real number.
Consider the following problem:
Then the main result of this section is the following theorem.
THEOREM 2.1 Assume that λ ∈ 0, 3π 2 4
and a ∈ max 0, sgn
2 , then (i) for any u 0 ∈ C(0, 1), problem (P 1 ) has a unique classical solution u satisfying
where C is a positive constant independent of u 0 ,
(ii) for any u 0 ∈ H 1 (0, 1), problem (P 1 ) has a unique strong solution u satisfying
where C is a positive constant independent of u 0 .
REMARK The main idea in the proof of Theorem 2.1 is the coordinate transformation (2.1) (see below), because once we have (2.1) the procedure to derive decay estimates for (i) and (ii) of Theorem 2.1 is the standard energy method.
Proof. For x ∈ [0, 1] and 0 < a < π 2 , we introduce the new variable v defined by
This coordinate transformation has an inverse,
Indeed, for x = 0 we have v(0, t) = u(0, t), and for x ∈ (0, 1] we have
Hence we get
Now, we claim that by this coordinate transformation, problem (P 1 ) is converted into
Indeed, we have
.
A simple computation shows that
For the boundary conditions, by differentiating (2.1) and taking u x (0, t) = 0 we obtain v x (0, t) = 0, and by substituting x = 1 in (2.1) and considering the fact that v(1, t) = 0, we deduce that (P 1 ) and ( P 1 ) are equivalent. It can be shown that the system ( P 1 ) is exponentially stable if
This condition is easily verified under the conditions on λ and a stated in Theorem 2.1. Since ( P 1 ) is well posed (see Ladyzhenskaya et al., 1968, Chapter 4) and the transformation (4.1) is invertible then (P 1 ) is well posed and by (2.2) there exists a positive constant c 1 > 0 such that
and by (2.1) there exists a positive constant c 2 > 0 such that
Consequently, it suffices to prove the estimates in (i)-(ii) for the solution v of ( P 1 ).
(i) We define the energy of a solution v by
We have
and the integration by parts yields
Since the operator − 
(ii) Define
By (2.3) we have E t (t) + E(t) cE(t)
where c denotes various positive constants which may be different at different steps. 
and hence we get
Integration from 0 to t yields
Neumann boundary condition
Equation (1.4) with Neumann boundary condition at x = 1: u x (1, t) = 0, t > 0, is unstable for λ > 0. In order to stabilize exponentially the system (1.4)-(1.6), we choose as Neumann boundary feedback law
The main result of this section is the following theorem.
and α > 2. Then, (i) for any u 0 ∈ C(0, 1), problem (P 2 ) has a unique classical solution u satisfying
(ii) for any u 0 ∈ H 1 (0, 1), problem (P 2 ) has a unique strong solution u satisfying
Proof. The proof is similar to that of Theorem 2.1. Instead of ( P 1 ) we consider
It can be shown that ( P 2 ) is exponentially stable if
The relation (2.3) becomes
and consequently
The remainder is the same except with π 2 4 + 2a 2 − λ replaced by 1 + 2a 2 − λ and E by
Asymptotic behaviour
Asymptotic behaviour of solutions to (1.8)-(1.10)
In this section we study the problem (1.8)-(1.10). First we have the following result on the well posedness.
THEOREM 3.1 Assume that ε > 0, 0 < λ < 1 and a is a real number. Then
(ii) for any T > 0 and
Proof. (i) Define the linear operator A by
It is well known that A generates an analytic semigroup e t A on L 2 (Ω ). Then, problem (1.8)-(1.10) can be transformed into the following integral equation:
is called a mild solution of (1.8)-(1.10). The existence and uniqueness can be proved in the usual way by Picard's iteration method of successive approximations. The reader is referred to Wu (1996, Chapter 2) for more details.
(ii) Set v = u t . Then v satisfies (1.8)-(1.10) with a replaced by aλ and the initial condition
and then, by the elliptic regularity we deduce that
Now, we study the asymptotic behaviour of the global solution to (1.8)-(1.10). We use some techniques from Kato & McLeod (1971) to prove that the solutions to problem (1.8)-(1.10) do not grow faster than a polynomial. We have the following result. THEOREM 3.2 Let µ 0 be the smallest eigenvalue of −∆ with Dirichlet boundary condition. Assume that ε > 0, 0 < λ < 1 and a is a real number. Then, there exists a positive constant C = C(ε, a, λ) such that the solution of (1.8)-(1.10) satisfies
Proof. We make the change of variables
Hence, to prove (3.3) it suffices to prove the existence of a positive constant C = C(ε, a, λ) such that the solution v of (3.5) satisfies
To prove (3.6) it suffices to prove that
where we set
By noting that µ 0 v(x, t) 2 ∇v(t) 2 we have by integration by parts
and hence
The integration of (3.11) over (s 0 − (n + 1)τ, s) yields 
(3.13)
Consequently, we deduce from (3.12) that
(3.14)
Now, we prove that |a|e pτ εµ 0 = 1. Whence, from (3.14) we deduce that 18) which implies (3.15). Therefore, to prove (3.7) it suffices to prove that
is convergent, and equivalently to prove that the series 
Now, let us prove (3.8). It is sufficient to prove 
and then
which yields by Gronwall's inequality that for any 0 t σ/λ (ii) If |a| < εµ 0 , then 1 ln λ ln εµ 0 |a| < 0. Therefore, the solution of (1.8)-(1.10) decays to zero at a polynomial rate as t → +∞.
(iii) If we want to compare the case λ = 1 and the case 0 < λ < 1, let, for simplicity, σ = 0. Then, if λ = 1 and a > εµ 0 , problem (1.8)-(1.10) has an exponentially growing solution u = ϕ 0 exp((a −εµ 0 )t) where ϕ 0 is the eigenfunction corresponding to µ 0 . On the other hand, if 0 < λ < 1, Theorem 3.2 shows that all solutions grow at most polynomially. This means that the proportionally delayed term u(x, λt) has a anti-dissipative effect in the case 0 < εµ 0 . For a < εµ 0 , if λ = 1, all solutions of (1.8)-(1.10) satisfy u(t) u 0 exp((a − εµ 0 )t), while the solutions decay probably only polynomially if 0 < λ < 1. This shows that the proportionally delayed term u(x, λt) has a dissipative effect in the case a < εµ 0 .
3.2 Asymptotic behaviour of solutions to (1.11)-(1.13)
In this section we study the problem (1.11)-(1.13). Whether problem (1.11)-(1.13) has a solution is open. However, if it has a solution then we have the following theorem.
THEOREM 3.4 Assume that ε > 0, 0 < λ < 1 and a is a real number. Let p > 1 λ(1−λ) , then if problem (1.11)-(1.13) has a solution there exists a positive constant C = C (ε, a, λ) such that the solution of ( 1.11) 
