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We define and investigate a globally convergent iterative method possessing sixth order of convergence which is intended to
calculate the polar decomposition and thematrix sign function. Some analysis of stability and computational complexity are brought
forward. The behaviors of the proposed algorithms are illustrated by numerical experiments.
1. Introduction
Recently, a large number of papers intended for calculating
simple andmultiple zeros of the nonlinear equation 𝑓(𝑥) = 0
have been published. There are several attempts to overcome
the difficulties in designing new iterative methods for solving
𝑓(𝑥) = 0 or in the application of such iterative methods in
computing matrix functions (see [1, 2]). Our current work
discusses an application of a high order iterative method for
solving nonlinear scalar equations in calculating the polar
decomposition and the matrix sign function.
We now restate some preliminaries about the polar
decomposition and the matrix sign.
LetC𝑚×𝑛 denote the linear space of all𝑚×𝑛 complexmat-
rices.Thepolar decomposition of a complexmatrix𝐴 ∈ C𝑚×𝑛
is defined as
𝐴 = 𝑈𝐻,
𝑈∗𝑈 = 𝐼
𝑟
,
rank (𝑈) = 𝑟 = rank (𝐴) ,
(1)
wherein𝐻 is a Hermitian positive semidefinite matrix of the
order 𝑛 and 𝑈 ∈ C𝑚×𝑛 is a subunitary matrix (partial isom-
etry). Here, the inequality 𝑚 ≥ 𝑛 is assumed. A matrix 𝑈 is
subunitary if ‖𝑈𝑥‖2 = ‖𝑥‖2 for any 𝑥 ∈ R(𝑈
∗) = N(𝑈)⊥,
where R(𝑋) and N(𝑋) denote the linear space spanned by
columns of the matrix 𝑋 (range of 𝑋) and the null space of
𝑋, respectively. Note that if rank(𝐴) = 𝑛, then𝑈∗𝑈 = 𝐼
𝑛
, and
𝑈 is an orthonormal Stiefel matrix.
It is assumed that the singular value decomposition
(SVD) of 𝐴 has the following form:
𝐴 = 𝑃(
Σ
0
)𝑄∗, (2)
wherein 𝑃 ∈ C𝑚×𝑚 and 𝑄 ∈ C𝑛×𝑛 are unitary matrices and
Σ = diag (𝜎1, . . . , 𝜎𝑛) , 𝜎1 ≥ ⋅ ⋅ ⋅ ≥ 𝜎𝑛 ≥ 0. (3)
TheHermitian factor𝐻 is always unique and it can be expres-
sed as (𝐴∗𝐴)1/2, and the unitary factor is unique if𝐴 is nonsi-
ngular. Note that, here, the exponent 1/2 denotes the prin-
cipal square root: the one whose eigenvalues lie in the right
half-plane.
The polar decomposition may be easily constructed from
an SVDof the givenmatrix𝐴. However, the SVD is a substan-
tial calculation that displays much more about the structure
of 𝐴 than does the polar decomposition. Constructing the
polar decomposition from the SVD destroys this extra infor-
mation and wastes the arithmetic work used to compute it. It
is intuitively more appealing to use the polar decomposition
as a preliminary step in the computation of the SVD.
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On the other hand, a related issue to the polar decompo-
sition is thematrix sign decomposition, which is defined for a
matrix 𝐴 ∈ C𝑛×𝑛 having no pure imaginary eigenvalues. The
most concise definition of the matrix sign decomposition is
given in [3]
𝐴 = 𝑆𝑁 = 𝐴(𝐴2)
−1/2
(𝐴2)
1/2
. (4)
Here, 𝑆 = sign(𝐴) is the matrix sign function, introduced by
Roberts [4].We herewith remark that, in this work, whenever
we write about the computation of a matrix sign function, we
mean a square matrix with no eigenvalues on the imaginary
axis.
Now we briefly review some of the most important itera-
tive methods for computing the matrix polar decomposition.
Amongmany iterations available for computing the polar
decomposition, the most practically useful is the scaled New-
ton iteration [5] as well as the recently proposed dynamically
weighted Halley iteration [6]. The method of Newton intro-
duced for computing the polar decomposition (via unitary
polar factor) is defined in [5] by the iterative scheme
𝑈
𝑘+1 =
1
2
(𝑈
𝑘
+𝑈−∗
𝑘
) , (5)
for the square nonsingular cases and by the following alter-
native for general rectangular cases [7]:
𝑈
𝑘+1 =
1
2
(𝑈
𝑘
+𝑈†∗
𝑘
) . (6)
Note that 𝑈† stands for the Moore-Penrose generalized
inverse, 𝑈−∗
𝑘
= (𝑈−1
𝑘
)∗, and 𝑈†∗
𝑘
= (𝑈†
𝑘
)∗.
The cubically convergent method of Halley
𝑈
𝑘+1 = [𝑈𝑘 (3𝐼 +𝑈
∗
𝑘
𝑈
𝑘
)] [𝐼 + 3𝑈∗
𝑘
𝑈
𝑘
]
−1 (7)
has been developed in [8] for computing the unitary polar
factor.
The particular formula (7) is also applicable to singular
or rectangular matrices. This scheme has further been devel-
oped adaptively in [6]. In fact the dynamically weighted Hal-
ley method (DWH) for computing unitary polar factor has
been introduced as follows:
𝑈
𝑘+1 = [𝑈𝑘 (𝑎𝑘𝐼 + 𝑏𝑘𝑈
∗
𝑘
𝑈
𝑘
)] [𝐼 + 𝑐
𝑘
𝑈∗
𝑘
𝑈
𝑘
]
−1
. (8)
The parameters 𝑎
𝑘
, 𝑏
𝑘
, and 𝑐
𝑘
are dynamically chosen to
accelerate the convergence. They are computed by
𝑎
𝑘
= ℎ (𝑙
𝑘
) ,
𝑏
𝑘
=
(𝑎
𝑘
− 1)2
4
,
𝑐
𝑘
= 𝑎
𝑘
+ 𝑏
𝑘
− 1,
(9)
where
ℎ (𝑙) = √1 + 𝛾+ 1
2
√8 − 4𝛾 +
8 (2 − 𝑙2)
𝑙2√1 + 𝛾
,
𝛾 = (
4 (1 − 𝑙2)
𝑙4
)
1/3
.
(10)
In (9), 𝑙
𝑘
is a lower bound for the smallest singular value of𝑈
𝑘
.
Fortunately, once 𝑙0 ≤ 𝜎min(𝑈0) is obtained, then effective and
sharp bounds can be attained at no cost from the following
recurrence:
𝑙
𝑘
= 𝑙
𝑘−1
𝑎
𝑘−1 + 𝑏𝑘−1𝑙
2
𝑘−1
1 + 𝑐
𝑘−1𝑙
2
𝑘−1
, 𝑘 ≥ 1. (11)
An initial matrix 𝑈0 must be employed in a matrix fixed-
point type method so as to arrive at the convergence phase.
Such a sharp initial approximation for the unitary factor can
be expressed as
𝑈0 =
1
𝛼
𝐴, (12)
whereas 𝛼 > 0 is an estimate of ‖𝐴‖
2
(a safe choice of which
is ‖𝐴‖
𝐹
).
The rest of this paper unfolds the contents inwhat follows.
Section 2 derives a new iterative scheme for solving nonlinear
equations. Additionally, by applying the illustration via basins
of attraction, we find a schemewith a global convergence.The
global convergence of the constructed solver is verified ana-
lytically. In Section 3, we generalize the proposed nonlinear
equation solver into the iterativemethod for finding the polar
decomposition. Furthermore, we prove that the new scheme
is convergent. The computational complexity is discussed in
Section 4. In Section 5, we define an extension of the pro-
posed method in numerical computation of the matrix sign
function and show its asymptotic stability. Section 6 is devo-
ted to the application of the contributed methods in solving
two numerical examples (one in double precision arithmetic
and the other in a high precision computing environment).
Finally, Section 7 draws a conclusion of this paper.
2. Chebyshev-Halley Type Iteration and
Its Extension
Many of the iterative methods for computing matrix func-
tions can be deduced by applying a nonlinear equation solver
to a specialmapping. For example, applyingNewton’smethod
to the mapping
𝐹 (𝑈) := 𝑈
∗𝑈− 𝐼 = 0, (13)
in which 𝐼 is the identity matrix of the appropriate size, could
result in iterates (5) (note that the equivalent form of (13) for
the matrix sign is 𝑈2 − 𝐼 = 0). This reveals a close relation
between matrix functions and iterative root-finding methods
[3].
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(a) 𝜂 = 0 (b) 𝜂 = 1/2
Figure 1: Basins of attraction for different methods of family (14) for 𝑓(𝑥) = 𝑥2 − 1 shaded according to the number of iterations.
(a) 𝜂 = 1/3 (b) 𝜂 = 3/4
Figure 2: Basins of attraction for different methods of family (14) for 𝑓(𝑥) = 𝑥2 − 1 shaded according to the number of iterations.
Gutie´rrez and Herna´ndez in [9] developed a Chebyshev-
Halley type scheme in Banach space for finding simple zeros
of 𝑓(𝑥) = 0, which can be written in what follows:
𝑥
𝑘+1 = 𝑥𝑘 −(1+
1
2
(
𝐿 (𝑥
𝑘
)
1 − 𝜂𝐿 (𝑥
𝑘
)
))
𝑓 (𝑥
𝑘
)
𝑓󸀠 (𝑥
𝑘
)
, (14)
wherein 𝜂 ∈ R, 𝐿(𝑥
𝑘
) = 𝑓󸀠󸀠(𝑥
𝑘
)𝑓(𝑥
𝑘
)/𝑓󸀠(𝑥
𝑘
)2, and the con-
vergence order is cubic.
If we decide to apply (14) for solving (13), we will obtain
a family of at least cubically convergent schemes in finding
the polar decomposition. But an important barrier occurred
and it would be the nonglobal convergence of some of the
schemes.
On the other hand, Iannazzo in [10] showed that the mat-
rix convergence is governed by the scalar convergence for
the so-called pure matrix iterations. We remark that this is
true for the matrix sign function when the scalars are the
eigenvalues, while for polar decomposition it is true when
scalars are singular values. This is also well illustrated in the
textbook [3].
Hence, we should find a member from (14), so that the
derived method is new and also possesses the global con-
vergence. Toward this goal, we employ the theory of basins
of attraction for (14) so as to solve the quadratic polynomial
𝑥2 − 1 = 0 in a square [−2, 2] × [−2, 2] of the complex plane
whereas the maximal number of iterations is fixed to 100 and
the stopping criterion is |𝑓(𝑥
𝑘
)| ≤ 10−4.
This is done in Figures 1–3 for different values of 𝜂. In Fig-
ures 1(a) and 2(a), the convergence in the process of solving
𝑥2 − 1 = 0 is local, and therefore convergence of the matrix
iterations could happen only for very sharp initial matrices.
Moreover, the method in Figure 3(b) behaves chaotically and
4 Discrete Dynamics in Nature and Society
(a) 𝜂 = 3/2 (b) 𝜂 = 5/2
Figure 3: Basins of attraction for different methods of family (14) for 𝑓(𝑥) = 𝑥2 − 1 shaded according to the number of iterations.
also includes divergence points. The divergence points are
included in the black areas and, accordingly, should be out-
side of interest.
We remark that 𝜂 has been chosen randomly and exper-
imentally. Clearly, the investigation of the other cases can be
used in future studies.
Among the six tested methods extracted by different par-
ticular values of 𝜂 and illustrated in Figures 1–3, only the
methods illustrated in Figures 1(b), 2(b), and 3(a) have a
global convergence. A deeper verification reveals that the
methods used in Figures 1(b) and 3(a) are in fact Halley’s
method and its reciprocal for 𝑥2 − 1 = 0, respectively. Since
those are not new, the only novel and useful method which
has global convergence and remains from the six considered
methods of (14) is the iterative method used in Figure 2(b). It
can be written as follows:
𝑥
𝑘+1 =
1 + 12𝑥2
𝑘
+ 3𝑥4
𝑘
6𝑥
𝑘
+ 10𝑥3
𝑘
. (15)
To increase the order of convergence, let us now compose
the method of Newton with iterations (14) corresponding to
𝜂 = 3/4 in order to derive a useful high order globally con-
vergent iterative scheme for solving 𝑓(𝑥) = 0. This intention
leads to
𝑦
𝑘
= 𝑥
𝑘
−
𝑓 (𝑥
𝑘
)
𝑓󸀠 (𝑥
𝑘
)
,
𝑥
𝑘+1 = 𝑦𝑘 −(1+
1
2
(
𝐿 (𝑦
𝑘
)
1 − (3/4) 𝐿 (𝑦
𝑘
)
))
𝑓 (𝑦
𝑘
)
𝑓󸀠 (𝑦
𝑘
)
,
(16)
wherein 𝐿(𝑦
𝑘
) = 𝑓󸀠󸀠(𝑦
𝑘
)𝑓(𝑦
𝑘
)/𝑓󸀠(𝑦
𝑘
)2.
Theorem 1. Let 𝛼 ∈ 𝐷 be a simple zero of a sufficiently differ-
entiable function 𝑓 : 𝐷 ⊆ R → R for an open interval 𝐷,
which contains 𝑥0 as an initial approximation of 𝛼. Then the
iterative expression (16) without memory has a sixth order of
convergence.
Proof. To save the space and in order not to deviate from the
main topic, we here exclude the proof. In addition, the steps
of the proof are similar to those taken in [11].
The iterative method (16) reaches the sixth-order conver-
gence using five functional evaluations and thus achieves the
efficiency index 61/5 ≈ 1.430, which is higher than that of
Newton; that is, 21/2 ≈ 1.414. We remark that the cost of one
function evaluation and its first and second derivatives are
assumed to be unity. Furthermore, the application of (16) in
solving the polynomial equation 𝑔(𝑥) ≡ 𝑥2 − 1 = 0 possesses
the global convergence (except for the points lying on the
imaginary axis). This is illustrated analytically in what fol-
lows.
In terms of the fractal theory, it is necessary to find the
global basins of attraction for a zero 𝑧∗:
𝑆 (𝑧∗) := {𝑧 ∈𝐶 : Υ
𝑘
(𝑧) 󳨀→𝑧
∗, as 𝑘󳨀→∞} , (17)
where Υ
𝑘
(𝑥) = Υ(Υ(⋅ ⋅ ⋅ (Υ(𝑥)))) is the 𝑘-fold composition Υ ∘
⋅ ⋅ ⋅ ∘Υ of the iteration functionΥ. Here using (16), we have (in
its reciprocal form)
𝑥
𝑘+1 = 𝐼 (𝑥𝑘) =
20𝑥
𝑘
+ 108𝑥3
𝑘
+ 108𝑥5
𝑘
+ 20𝑥7
𝑘
3 + 60𝑥2
𝑘
+ 130𝑥4
𝑘
+ 60𝑥6
𝑘
+ 3𝑥8
𝑘
,
𝑘 = 0, 1, . . . .
(18)
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To check the global convergence of (16) in the case of the
quadratic polynomial 𝑔(𝑧) = 𝑧2 − 1, with the zeros ±1, we
start from
𝐵 (𝑧) =
20𝑧 + 108𝑧3 + 108𝑧5 + 20𝑧7
3 + 60𝑧2 + 130𝑧4 + 60𝑧6 + 3𝑧8
(19)
and find
𝐵 (𝑧) + 1
𝐵 (𝑧) − 1
= 𝜆(
𝑈 + 1
𝑈 − 1
)
6
, (20)
wherein 𝜆 = −(3 + 𝑈(2 + 3𝑈))/(3 + 𝑈(−2 + 3𝑈)).
Let 𝜕𝑆 denote the boundary of the set 𝑆. One of basic
notions in the fractal theory connected to iterative processes
and convergence of an iterative function 𝑓 is a Julia set for
the proposed operator Υ. Thus, when 𝑘 → ∞, we obtain the
following:
(1) If |(𝑧+1)/(𝑧−1)| < 1, then |(𝐵
𝑘
(𝑧)+1)/(𝐵
𝑘
(𝑧)−1)| →
0, and 𝐵
𝑘
(𝑧) → −1.
(2) If |(𝑧+1)/(𝑧−1)| > 1, then |(𝐵
𝑘
(𝑧)+1)/(𝐵
𝑘
(𝑧)−1)| →
0, and 𝐵
𝑘
(𝑧) → +1.
Furthermore, the basins of attraction 𝑆(−1) and 𝑆(1) in
the case of the operator 𝐵 are the half-planes on either side in
relation to the line 𝑧 = 0 (the imaginary axis). Since ±1 are
attractive fixed points of 𝐵, the Julia set 𝐽(𝐵) is the boundary
of the basins of attraction 𝑆(−1) and 𝑆(1); that is,
𝐽 (𝐵) = 𝜕𝑆 (−1) = 𝜕𝑆 (1) = {𝛾𝑖 : 𝛾 ∈R} . (21)
The Julia set 𝐽(𝐵) is just the line 𝑧 = 0 for (19), and thus the
new sixth-order method (18) is globally convergent. There-
fore, the presented method has global behavior, even outside
the square [−2, 2] × [−2, 2] which is considered in Figure 1.
In addition, we remark that a globally convergent sixth-
order method can be easily constructed by composing stan-
dard Halley and Newton methods.
The main contribution of this work lies in the next two
sections at which we extend (16) into the iterative methods
for computing the polar decomposition and the matrix sign
function.
3. Extension to Polar Decomposition
This section is devoted to the extension of (16) to solve the
matrix equation (13). This application enables us to obtain a
fast sixth-order iterative matrix method for constructing the
polar decomposition. Note that the improvements in hard-
ware and software have been ultimately indispensable, since
higher order methods produce approximations of great accu-
racy and require complicated convergence analysis, which is
feasible only by symbolic computation. Subsequently, in this
paper, we use Mathematica [12] to illustrate the speed of
convergence.
To this goal, an application of (16) on (13) in conjunction
with further simplifications produces the following reciprocal
form as the rational iteration:
𝑈
𝑘+1 = 𝑈𝑘 [20𝐼 + 108𝑌𝑘 + 108𝑍𝑘 + 20𝑊𝑘]
⋅ [3𝐼 + 60𝑌
𝑘
+ 130𝑍
𝑘
+ 60𝑊
𝑘
+ 3𝑇
𝑘
]
−1
,
(22)
where
𝑌
𝑘
= 𝑈∗
𝑘
𝑈
𝑘
,
𝑍
𝑘
= 𝑌
𝑘
𝑌
𝑘
,
𝑊
𝑘
= 𝑍
𝑘
𝑌
𝑘
,
𝑇
𝑘
= 𝑊
𝑘
𝑌
𝑘
,
(23)
and 𝑈0 is given by (12).
Now, we have a novel iterative fixed-point type method
for finding the polar decomposition via calculating the uni-
tary matrix 𝑈.
Theorem 2. Assume that 𝐴 ∈ C𝑚×𝑛 is an arbitrary matrix.
Then, the matrix iterates {𝑈
𝑘
}𝑘=∞
𝑘=0 of (22) converge to 𝑈 using
𝑈
0
= 𝐴.
Proof. To prove the statement, we make use of the SVD of 𝐴
in the form 𝐴 = 𝑃Σ𝑄∗, where Σ = ( Σ𝑟 00 0 ), 𝑟 = rank(𝐴) and
the zero blocks in Σmay be absent. Note that the steps of the
proof are similar to those which recently have been taken in
[2]. Define
𝐷
𝑘
= 𝑃∗𝑈
𝑘
𝑄. (24)
Subsequently, from (22), we have
𝐷0 = Σ,
𝐷
𝑘+1 = [20𝐷𝑘 + 108𝐷
3
𝑘
+ 108𝐷5
𝑘
+ 20𝐷7
𝑘
]
⋅ [3𝐼 + 60𝐷2
𝑘
+ 130𝐷4
𝑘
+ 60𝐷6
𝑘
+ 3𝐷8
𝑘
]
−1
.
(25)
Since 𝐷0 ∈ R
𝑚×𝑛 has diagonal and zero elements, it follows
by the induction that the sequence {𝐷
𝑘
}∞
𝑘=0 is defined by
𝐷
𝑘
= (
diag (𝑑(𝑘)
𝑖
) 0
0 0
) , 𝑑(𝑘)
𝑖
> 0. (26)
Accordingly, (25) represents 𝑟 uncoupled scalar iterations
𝑑(0)
𝑖
= 𝜎
𝑖
, 1 ≤ 𝑖 ≤ 𝑟,
𝑑(𝑘+1)
𝑖
= [20𝑑(𝑘)
𝑖
+ 108𝑑(𝑘)
𝑖
3
+ 108𝑑(𝑘)
𝑖
5
+ 20𝑑(𝑘)
𝑖
7
]
⋅ [3+ 60𝑑(𝑘)
𝑖
2
+ 130𝑑(𝑘)
𝑖
4
+ 60𝑑(𝑘)
𝑖
6
+ 3𝑑(𝑘)
𝑖
8
]
−1
.
(27)
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Simple manipulations yield the relation
𝑑(𝑘+1)
𝑖
− 1
𝑑(𝑘+1)
𝑖
+ 1
=
−3 + 20𝑑(𝑘)
𝑖
− 60𝑑(𝑘)
𝑖
2
+ 108𝑑(𝑘)
𝑖
3
− 130𝑑(𝑘)
𝑖
4
+ 108𝑑(𝑘)
𝑖
5
− 60𝑑(𝑘)
𝑖
6
+ 20𝑑(𝑘)
𝑖
7
− 3𝑑(𝑘)
𝑖
8
3 + 20𝑑(𝑘)
𝑖
+ 60𝑑(𝑘)
𝑖
2
+ 108𝑑(𝑘)
𝑖
3
+ 130𝑑(𝑘)
𝑖
4
+ 108𝑑(𝑘)
𝑖
5
+ 60𝑑(𝑘)
𝑖
6
+ 20𝑑(𝑘)
𝑖
7
+ 3𝑑(𝑘)
𝑖
8 . (28)
Since 𝜎
𝑖
is positive, (28) holds for each 𝑖. It follows that
|(𝑑(𝑘+1)
𝑖
− 1)/(𝑑(𝑘+1)
𝑖
+ 1)| → 0 as 𝑘 → ∞; that is to say,
𝐷
𝑘
󳨀→ (
𝐼
𝑟
0
0 0
) . (29)
Therefore, as 𝑘 → ∞, 𝑈
𝑘
→ 𝑈
𝑟
𝑉∗
𝑟
= 𝑈. The proof is com-
plete.
Theorem 3. Let 𝐴 ∈ C𝑚×𝑛 be an arbitrary matrix. Then,
method (22) has sixth order of convergence to find the unitary
polar factor of 𝐴.
Proof. The proposed scheme (22) transforms the singular
values of 𝑈
𝑘
according to
𝜎(𝑘+1)
𝑖
= [20𝜎(𝑘)
𝑖
+ 108𝜎(𝑘)
𝑖
3
+ 108𝜎(𝑘)
𝑖
5
+ 20𝜎(𝑘)
𝑖
7
]
⋅ [3+ 60𝜎(𝑘)
𝑖
2
+ 130𝜎(𝑘)
𝑖
4
+ 60𝜎(𝑘)
𝑖
6
+ 3𝜎(𝑘)
𝑖
8
]
−1
,
1 ≤ 𝑖 ≤ 𝑟,
(30)
and leaves the singular vectors invariant. From (30), it is
enough to show that the convergence of the singular values to
unity has sixth order of convergence for 𝑘 ≥ 1:
𝜎(𝑘+1)
𝑖
− 1
𝜎(𝑘+1)
𝑖
+ 1
= −
(−1 + 𝜎(𝑘)
𝑖
)
6
(3 + 𝜎(𝑘)
𝑖
(−2 + 3𝜎(𝑘)
𝑖
))
(1 + 𝜎(𝑘)
𝑖
)
6
(3 + 𝜎(𝑘)
𝑖
(2 + 3𝜎(𝑘)
𝑖
))
. (31)
Now, we attain
󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨
𝜎(𝑘+1)
𝑖
− 1
𝜎(𝑘+1)
𝑖
+ 1
󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨
≤ (
󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨
3 + 𝜎(𝑘)
𝑖
(−2 + 3𝜎(𝑘)
𝑖
)
3 + 𝜎(𝑘)
𝑖
(2 + 3𝜎(𝑘)
𝑖
)
󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨
)
󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨
𝜎(𝑘)
𝑖
− 1
𝜎(𝑘)
𝑖
+ 1
󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨
6
. (32)
This reveals the sixth order of convergence for the new
method (22). The proof is ended.
Note that, in 1991, Kenney and Laub [13] have proposed
a family of rational iterative methods for the matrix sign,
based on Pade´ approximation.Their principal Pade´ iterations
are convergent globally. Thus, we have convergent methods
of arbitrary orders for the matrix sign (subsequently for the
polar decomposition). However, here we tried to propose
another new and useful method for this purpose.
We now end this section by recalling an important
approach for speeding up the convergence speed of (22). The
sixth-order convergence for iteration (22) ensures rapid con-
vergence in the final stages of the iterates. The speed of con-
vergence can be slow at the beginning of the process, so it is
necessary to scale the matrix𝑈
𝑘
before each cycle. An impor-
tant scaling approach was derived in [14] in the Frobenius
norm as comes next:
𝜃
𝑘
= (
󵄩󵄩󵄩󵄩󵄩𝑈
†
𝑘
󵄩󵄩󵄩󵄩󵄩𝐹
󵄩󵄩󵄩󵄩𝑈𝑘
󵄩󵄩󵄩󵄩𝐹
)
1/2
. (33)
See [15] for more details. We remark that numerical exp-
eriments show improvements in the speed of convergence
applying (33).
Remark 4. Thenew scheme can be expressed in the following
accelerated form:
Compute 𝜃
𝑘
by (33) , 𝑘 = 0, 1, . . . ,
𝑀
𝑘
= [3𝐼 + 60𝜃2
𝑘
𝑌
𝑘
+ 130𝜃4
𝑘
𝑍
𝑘
+ 60𝜃6
𝑘
𝑊
𝑘
+ 3𝜃8
𝑘
𝑇
𝑘
] ,
𝑈
𝑘+1 = 𝜃𝑘𝑈𝑘 [20𝐼 + 108𝜃
2
𝑘
𝑌
𝑘
+ 108𝜃4
𝑘
𝑍
𝑘
+ 20𝜃6
𝑘
𝑊
𝑘
]
⋅𝑀−1
𝑘
.
(34)
4. Computational Complexity
In this section, we evaluate the computational efficiency of
(22). To compare the behavior of different matrix methods
for finding 𝑈, we recall the definition of efficiency index:
EI = p1/C, (35)
wherein C and p denote the computational cost and the
convergence order per cycle.Here, in order to have a fair com-
parison and since there are matrix-matrix multiplications
(denoted by mmm) and matrix inversion(s) per computing
cycles of (6), (7), and (22), we extend (35) as follows:
CEI = p1/𝑠(𝑚+𝑐), (36)
so as to be able to incorporate all the existing factors of an
algorithm into the definition of the computational efficiency
index. In (36), 𝑠, 𝑚, and 𝑐 denote the whole number of itera-
tions required by a method to converge to 𝑈, the number of
mmm per cycle, and the considered cost of matrix inversion
per cycle, respectively.
On the other hand, it is assumed that the cost of mmm is
1 unit and subsequently the cost of onematrix inversion is 1.2
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(1) 𝑈
0
is given
(2) use (22) until ‖𝑈
𝑘+1 − 𝑈𝑘‖∞/‖𝑈𝑘‖∞ ≤ 𝜁
(3) If the final stop termination ‖𝑈
𝑘+1 − 𝑈𝑘‖∞/‖𝑈𝑘‖∞ ≤ 𝜖 has already been occurred, go to (5), else
(4) do (6) to fulfill the stop termination ‖𝑈
𝑘+1 − 𝑈𝑘‖∞/‖𝑈𝑘‖∞ ≤ 𝜖
(5) end for
Algorithm 1: The hybrid algorithm for computing polar decomposition.
and the cost for computing the Moore-Penrose inverse is 1.4.
We considered these weights empirically after testing many
random matrices on a typical PC. We also neglect the cost of
additions, subtractions, and so forth, because their costs are
negligible in contrast to the cost of mmm and matrix inver-
sion.
Now, the approximated CEI for the studied methods
would be
CEI
(6) ≈ 2
1/𝑠1(0+1(1.4)),
CEI
(7) ≈ 3
1/𝑠2(3+1(1.2)),
CEI
(22) ≈ 6
1/𝑠3(6+1(1.2)),
(37)
wherein 𝑠1, 𝑠2, and 𝑠3 are the whole number of iterations
required by (6), (7), and (22) to converge, respectively, in the
same environment.
Finally, we assume that 𝑠3 = 𝑠 and thus the number of
iterations for (6) and (7) would roughly be (5/2)𝑠 − 1 and
(5/3)𝑠 − 1, respectively, since they have the second and the
third orders of convergence in contrast to the sixth order for
(22). We have obtained these factors empirically via solving
many numerical examples.
The results of comparisons have now been drawn and
illustrated in the bar chart of Figure 4. We here remark that
NMP, HMP, and PMP stand for Newton’s method for polar
decomposition, Halley’s method for polar decomposition,
and proposedmethod for polar decomposition. Such naming
will be used from now on. In this figure, one may easily
observe that when a higher number of iterations are required
(occasionally for large scale matrices), then the new method
performs much better, because it requires smaller number of
matrix inversions. In Figure 4, for example, 𝑠 = 4 means that
the number of steps required for the convergence of (22) is 4
and subsequently around 𝑠1 = 9 and 𝑠2 = 6 steps are required
for (6) and (7) to converge. Note that we plotted the logarithm
of CEI in Figure 4 to show the distinctions obviously.
The only difficulty in our high order method is that if, in
one iteration, it produces results of a lower accuracy (a low
tolerance, e.g., 𝜁 = 10−1), then an expensive further cycle
should be carried out to reach the tolerance in double preci-
sion (e.g., 10−8). In our proposed algorithm (ALP, i.e., Algori-
thm for polar decomposition) hereby, we first apply (22) to
arrive at the convergence phase much rapidly and accelerate
the beginning of the process. And next, we apply the simple
0.12
0.10
0.08
0.06
0.04
0.02
s = 2 s = 4 s = 6 s = 8 s = 10
NMP
HMP
PMP
A novel iterative method for polar decomposition and
matrix sign function
Figure 4: Comparison of computational efficiency indices for
different matrix methods in finding the unitary polar factor.
method (6) for the last step only.This switching idea has been
illustrated in Algorithm 1.
5. Extension for Matrix Sign
Herein, we show an application of the proposed iterative
method (16) in finding thematrix sign function. In fact, there
is a tight relationship between the matrix sign and the polar
decomposition. As introduced in Section 1, the sign of a non-
singular square matrix is an important matrix function with
potential applications in different branches of Mathematics;
see [16, 17].
The iterative rule
𝑋
𝑘+1 =
1
2
(𝑋
𝑘
+𝑋−1
𝑘
) , (38)
which is also known as the Newton method, is the most
common and well-known way for finding the sign of a square
nonsingular matrix. It converges quadratically when 𝑋0 = 𝐴
has been chosen as the initial matrix.
A general family of matrix iterations for finding the
matrix sign function 𝑆 was discussed thoroughly in [13]. An
example from this class of methods is the method of Halley
which is a modification of (7) and is defined by
𝑋
𝑘+1 = [𝑋𝑘 (3𝐼 +𝑋
2
𝑘
)] [𝐼 + 3𝑋2
𝑘
]
−1
. (39)
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(1)𝑋0 is given
(2) Use (40) until ‖𝑋
𝑘+1 − 𝑋𝑘‖∞/‖𝑋𝑘‖∞ ≤ 10
−1
(3) If the final stop termination ‖𝑋
𝑘+1 − 𝑋𝑘‖∞/‖𝑋𝑘‖∞ ≤ 𝜖 has already been occurred, go to (5), else
(4) do (38) to fulfill the stop termination ‖𝑋
𝑘+1 − 𝑋𝑘‖∞/‖𝑋𝑘‖∞ ≤ 𝜖
(5) end for
Algorithm 2: The hybrid algorithm for computing matrix sign function.
Accordingly, the new scheme (22) can simply be used for
finding the matrix sign function 𝑆 with a little modification
as comes next:
𝑋
𝑘+1 = 𝑋𝑘 [20𝐼 + 108𝑋
2
𝑘
+ 108𝑋4
𝑘
+ 20𝑋6
𝑘
]
⋅ [3𝐼 + 60𝑋2
𝑘
+ 130𝑋4
𝑘
+ 60𝑋6
𝑘
+ 3𝑋8
𝑘
]
−1
.
(40)
Iteration (40) is rational. We investigate the stability of
(40) for finding 𝑆 in a neighborhood of the solution. In fact,
we analyze how a small perturbation at the 𝑘th iterate is amp-
lified or damped along the iterates.
Lemma 5. Under the same conditions as in Theorem 3, the
sequence {𝑋
𝑘
}𝑘=∞
𝑘=0 generated by (40) is asymptotically stable.
Proof. If𝑋0 is a function of 𝐴, then the iterates from (40) are
all functions of 𝐴 and hence commute with 𝐴. Let Δ
𝑘
be a
numerical perturbation introduced at the 𝑘th iterate of (40).
Next, one has
𝑋
𝑘
= 𝑋
𝑘
+Δ
𝑘
. (41)
Here, we perform a first-order error analysis, that is, formally
using approximations (Δ
𝑘
)𝑖 ≈ 0, since (Δ
𝑘
)𝑖, 𝑖 ≥ 2, is close to
zero (matrix).This formal approximation is meaningful if Δ
𝑘
is sufficiently small. We have
𝑋
𝑘+1 = (20𝑋𝑘 + 108𝑋
3
𝑘
+ 108𝑋5
𝑘
+ 20𝑋7
𝑘
) [3𝐼
+ 60𝑋2
𝑘
+ 130𝑋4
𝑘
+ 60𝑋6
𝑘
+ 3𝑋8
𝑘
]
−1
= (20 (𝑋
𝑘
+Δ
𝑘
) + 108 (𝑋
𝑘
+Δ
𝑘
)
3
+ 108 (𝑋
𝑘
+Δ
𝑘
)
5
+ 20 (𝑋
𝑘
+Δ
𝑘
)
7
) × [3𝐼
+ 60 (𝑋
𝑘
+Δ
𝑘
)
2
+ 130 (𝑋
𝑘
+Δ
𝑘
)
4
+ 60 (𝑋
𝑘
+Δ
𝑘
)
6
+ 3 (𝑋
𝑘
+Δ
𝑘
)
8
]
−1
≃ (256𝑆
+ 640Δ
𝑘
+ 384𝑆Δ
𝑘
𝑆) (256𝐼 + 512𝑆Δ
𝑘
+ 512Δ
𝑘
𝑆)
−1
≃ (𝑆 +
5
2
Δ
𝑘
+
3
2
𝑆Δ
𝑘
𝑆) (𝐼 − 2𝑆Δ
𝑘
− 2Δ
𝑘
𝑆) ≃ (𝑆 +
1
2
Δ
𝑘
−
1
2
𝑆Δ
𝑘
𝑆) ,
(42)
wherein the identities
(𝐵 +𝐶)
−1 ≃ 𝐵−1 −𝐵−1𝐶𝐵−1, (43)
were used (for any nonsingular matrix 𝐵 and the matrix 𝐶).
Note that, after some algebraicmanipulations and the approx-
imation Δ
𝑘+1 = 𝑋𝑘+1 − 𝑋𝑘+1 = 𝑋𝑘+1 − 𝑆, one can verify
(assuming𝑋
𝑘
≃ sign(𝐴) = 𝑆 for enough large 𝑘)
Δ
𝑘+1 ≃
1
2
Δ
𝑘
−
1
2
𝑆Δ
𝑘
𝑆. (44)
We also used the equalities 𝑆2 = 𝐼 and 𝑆−1 = 𝑆, relative to the
matrix sign function. We can now conclude that the pertur-
bation at the iterate 𝑘 + 1 is bounded; that is,
󵄩󵄩󵄩󵄩Δ 𝑘+1
󵄩󵄩󵄩󵄩 ≃
1
2𝑘+1
󵄩󵄩󵄩󵄩Δ 0 − 𝑆Δ 0𝑆
󵄩󵄩󵄩󵄩 . (45)
Therefore, the sequence {𝑋
𝑘
}𝑘=∞
𝑘=0 generated by (40) is asymp-
totically stable. This ends the proof.
It is now not difficult to also show that (40) has a sixth
order of convergence and reads in the following error ine-
quality:
󵄩󵄩󵄩󵄩𝑋𝑘+1 − 𝑆
󵄩󵄩󵄩󵄩
≤ (
󵄩󵄩󵄩󵄩󵄩𝑀
−1
𝑘
󵄩󵄩󵄩󵄩󵄩
󵄩󵄩󵄩󵄩󵄩𝑆
−1󵄩󵄩󵄩󵄩󵄩
󵄩󵄩󵄩󵄩3𝐼 + 𝑆𝑋𝑘 (−2𝐼 + 3𝑆𝑋𝑘)
󵄩󵄩󵄩󵄩)
⋅
󵄩󵄩󵄩󵄩𝑋𝑘 − 𝑆
󵄩󵄩󵄩󵄩
6
,
(46)
where𝑀
𝑘
= 3𝐼 + 60𝑋2
𝑘
+ 130𝑋4
𝑘
+ 60𝑋6
𝑘
+ 3𝑋8
𝑘
.
Here we make a comment that we have not given any dis-
cussions on backward stability for the polar decomposition
in the sense of measuring ‖𝐴 − 𝑈𝐻‖
𝐹
/‖𝐴‖
𝐹
(this is a much
stronger notion than the stability).
An acceleration via scaling, similar to that of (34), is
applicable to (40). See [18] for an interesting choice of the
scaling parameter. In Figure 5, we have drawn the basins of
attractions for (16) in order to solve the complex polynomial
of different orders. Although Figure 5(a) shows a global con-
vergence of our method for the matrix sign function (also
theoretically shown at the end of Section 2), the application
of the proposed method in computation of the matrix sector
function needs a deeper care.
A similar implementation for (40) is advised and could be
found inAlgorithm 2 (we denote it byALS, i.e., Algorithm for
Sign).
6. Numerical Experiments
Wehave tested the contributedmethod (22), denoted byPMP,
and (40), denoted by PMS, using the programming package
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(a) 𝑥2 − 1 = 0 (b) 𝑥3 − 1 = 0
Figure 5: Basins of attraction (16) shaded according to the number of iterations.
Table 1: Results of comparisons in Example 1 with 𝑈0 = 𝐴 for polar decomposition.
Methods
NMP HMP PMP ALP
IT 9 6 4 3 + 1
𝑅
𝑘+1 2.93539 × 10
−9 7.6991 × 10−9 7.63809 × 10−10 7.63809 × 10−10
Time 2.7812500 1.1250000 1.4218750 1.2750000
𝐹
𝑘+1 3.60456 × 10
−14 1.05716 × 10−14 8.2024 × 10−15 3.52843 × 10−14
Mathematica 8 with the machine precision 𝜖 = 2.22045 ×
10−16. Apart from this scheme, several iterativemethods such
as (6), denoted by NMP, and (7), denoted by HMP, which
require one (pseudo)inverse per cycle, have been tested. We
also use the algorithms ALP, ALS, NMS, and HMS. Note that
a sixth-ordermethod from the Pade´ family [13] for thematrix
sign is defined as follows:
𝑋
𝑘+1 = 𝑋𝑘 [6𝐼 + 20𝑋
2
𝑘
+ 6𝑋4
𝑘
]
⋅ [𝐼 + 15𝑋2
𝑘
+ 15𝑋4
𝑘
+𝑋6
𝑘
]
−1
.
(47)
We denote this iteration by SMS (sixth-order method for
sign), that is, [2/3]-Pade´ approximant of the Pade´ family.
Although the computational complexity of this method is
lower than that of PMS, the PMS produces results of higher
accuracies in high precision computing as will be observed in
Example 2.
The considered stopping termination in performed
numerical experiments is
𝑅
𝑘+1 =
󵄩󵄩󵄩󵄩𝑈𝑘+1 − 𝑈𝑘
󵄩󵄩󵄩󵄩∞
󵄩󵄩󵄩󵄩𝑈𝑘
󵄩󵄩󵄩󵄩∞
≤ 𝜖, (48)
wherein 𝜖 is the tolerance. There is a similar stopping termi-
nation once we used it to find the matrix sign function.
Example 1. In this experiment, we study the behavior of dif-
ferent methods for finding the unitary polar factor of the
complex rectangular 400 × 200 matrix which is randomly
generated with the uniform distribution using the code
SeedRandom[1234]; m = 400; n = 200;
A = RandomComplex[{-1 - I, 1 + I},
{m, n}];
The results of the comparison are arranged together in Table 1
applying the tolerance 𝜖 = 10−6. It could easily be observed
that a clear reduction in the number of iterations and theCPU
time for finding the polar decomposition is obtained using
ALP.
A considerable increase of the accuracy of approxima-
tions produced by the proposed method could be observed
from numerical results. To check the accuracy of the numeri-
cal results, we have computed and reported 𝐹
𝑘
= ‖𝑈∗
𝑘
𝑈
𝑘
−𝐼‖
𝐹
for the last iteration in Table 1.
An important application of higher order methods is in
high precision computing. In the next test we considered
an academical example, with 128-digit floating point. We do
this consideration purposely so as to check the convergence
behavior of different methods by the following definition for
computational order of convergence (COC) using (48). The
COC can be approximated by
COC =
ln (𝑅
𝑘+1/𝑅𝑘)
ln (𝑅
𝑘
/𝑅
𝑘−1)
, (49)
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Table 2: Results of comparisons in Example 2 for the matrix sign.
Methods
NMS HMS SMS PMS
IT 13 9 6 6
𝑅
𝑘+1 2.13346 × 10
−36 3.9478 × 10−58 3.83821 × 10−69 2.63194 × 10−95
COC 2.0 3.0 6.03717 6.0543
𝐸
𝑘+1 1.65001 × 10
−72 0 0 0
0 2 4 6 8 10 12
PMS
SMS
HMS
NMS
10
−15
10
−34
10
−53
10
−72
10
−91
10
−110
Figure 6: Convergence history of different methods using logplot
in Example 2 with high precision computing.
at which the last three approximations for the polar decom-
position or the matrix sign function are used.
Example 2 (academical test). In this experiment, we study
the behavior of different methods for finding the matrix sign
function of the following 5 × 5 matrix:
𝐴 =(
10 7 8 7
7 5 6 5
8 6 10 9
7 5 9 10
). (50)
The results of comparison are carried out in Figure 6 and
Table 2 applying the tolerance 𝜖 = 10−20. It could easily be
observed that there is a clear reduction in the number of
iterations ensured by the application of PMS. To check the
accuracy of the results we have computed and reported 𝐸
𝑘
=
‖𝑋2
𝑘
− 𝐼‖
∞
/‖𝑋
𝑘
‖2
∞
.
Example 3. In this experiment, we compare the behavior of
different accelerated methods via scaling defined by (33) for
finding the unitary polar factors. We now compare the New-
ton method (NMP), accelerated Newton method (ANMP),
PMP, and the accelerated proposed method for polar decom-
position (34) denoted by APMP. We used the following six
Table 3: Results of comparisons for Example 3 in terms of number
of iterations.
Matrices Methods
NMP PMP ANMP APMP
#1 11 5 9 4
#2 11 5 9 4
#3 11 5 9 4
#4 11 5 9 4
#5 11 5 9 4
#6 12 5 9 4
Table 4: Results of comparisons for Example 3 in terms of elapsed
time (s).
Matrices Methods
NMP PMP ANMP APMP
#1 5.1718750 3.0781250 4.6875000 4.2031250
#2 5.2031250 3.1093750 4.6718750 4.2031250
#3 5.1718750 3.0781250 4.6718750 4.1875000
#4 5.1718750 3.0781250 4.7031250 4.1718750
#5 5.1562500 3.0781250 4.6718750 4.2031250
#6 5.5937500 3.0781250 4.6875000 4.1718750
complex rectangular 310 × 300 matrices (with uniform dis-
tribution):
m = 310; n = 300; number = 6; SeedRandom
[345];
Table[A[l] = RandomComplex [{−10−10 I,
10+10 I}, {m, n}];, {l, number}];
The results of comparison are carried out in Tables 3 and
4 applying the tolerance 𝜖 = 10−10 in double precision. It
could easily be observed that there is a clear reduction in the
number of iterations, ensured by the acceleration via scaling
(33).
It can be observed that taking into account every pre-
sented method (e.g., NMP) the number of iterations for all
of matrices is the same for that method. It would be more
interesting to make a comment that there is an upper bound
for the maximal number of iterations for each method in
computing the matrix sign and the polar decomposition in
double precision arithmetic, as discussed fully in [3].
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Example 4. And finally to report the number of iterations
when the input matrix is ill-conditioned, we take into consid-
eration the Hilbert matrix of dimension 10 whose condition
number is 3.53534 × 1013 (in 𝑙
∞
) [18]. The unitary polar
factor is known to be the unit matrix 𝐼 in this case. Applying
the tolerance 10−10, we found that NMP, HMP, and PMP
require 49, 31, and 19 cycles, respectively. This again shows
the superiority of the proposed approach.
7. Concluding Remarks
The polar decomposition is an important theoretical and
computational tool, known because of its approximative
properties, its sensitivity to perturbations, and its computa-
tion.
In this paper, we have developed a high order method for
solving nonlinear scalar equations and then extend it to the
iterative method applicable in the computation of the matrix
polar decomposition. It has been shown that the convergence
of the method is global and its convergence rate is six.
It has further been discussed how the proposed method
could be applied in finding the matrix sign function. The
presented scheme possesses asymptotic stability and it is very
useful in a high precision computing environment. Some
numerical tests have been provided to show the performance
of the new methods.
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