Abstract-The problem of phase-noise compensation for correlated phase noise in coded multichannel optical transmission is investigated. To that end, a simple multichannel phase-noise model is considered and the maximum a posteriori detector for this model is approximated using two frameworks, namely factor graphs (FGs) combined with the sum-product algorithm (SPA), and a variational Bayesian (VB) inference method. The resulting pilot-aided algorithms perform iterative phase-noise compensation in cooperation with a decoder, using extended Kalman smoothing to estimate the a posteriori phase-noise distribution jointly for all channels. The system model and the proposed algorithms are verified using experimental data obtained from space-division multiplexed multicore-fiber transmission. Through Monte Carlo simulations, the algorithms are further evaluated in terms of phase-noise tolerance for coded transmission. It is observed that they significantly outperform the conventional approach to phase-noise compensation in the optical literature. Moreover, the FG/SPA framework performs similarly or better than the VB framework in terms of phase-noise tolerance of the resulting algorithms, for a slightly higher computational complexity.
I. INTRODUCTION
Phase noise is an inherent problem in optical communications. This comes due to the nonzero linewidth of light sources and local oscillators (LOs) [1] , which degrades the system performance severely if not handled properly. This is particularly relevant since the research focus has shifted in recent years towards higher-order quadrature amplitude modulation (QAM) or more advanced multilevel modulation formats [2] . In general, systems become more sensitive to phase noise as the modulation order grows, and hence, effective phasenoise compensation becomes crucial. Traditionally, phasenoise compensation methods in optical communication have been blind, i.e., they do not use pilot symbols to assist with the estimation, and thus, spectral efficiency is not sacrificed. Wellknown examples are the Viterbi-Viterbi algorithm [3] and blind phase search (BPS) [4] . However, blind methods suffer from ambiguity in the phase-noise estimation and are therefore susceptible to cycle slips, which result in burst errors [5] that can not be corrected with a code. This can be handled with differential encoding, which has the downside of increasing A. F. Alfredsson, E. Agrell, and H. Wymeersch are with the Department of Electrical Engineering, Chalmers University of Technology, SE-41296 Göteborg, Sweden (e-mail: arnia@chalmers.se; agrell@chalmers.se; henkw@chalmers.se).
This work was supported by the Swedish Research Council (VR) under Grants 2013-5642 and 2014-6138. the average bit error rate (BER). Alternatively, one can resort to pilot-aided phase-noise estimation [6] - [8] .
Recently, space-division multiplexing (SDM) has been a topic of particular interest. It involves the integration of various system components, such as optical hardware and digital signal processing (DSP) algorithms, as well as the utilization of multicore and multimode fibers, combinations thereof, or bundles of single-mode fibers [9] . These systems enable the joint-channel compensation of various signal impairments, in particular phase noise, as light sources and LOs can be shared between different cores or modes [10] . This gives rise to spatial correlation in the phase noise, which can be exploited to relax hardware requirements [11] and reduce receiver complexity [12] . However, the phase noise is not perfectly correlated, as environmental effects and system imperfections introduce phase drifts between cores and polarizations [10] , [13] . In addition, correlated phase noise is present in wavelength-division multiplexed (WDM) systems utilizing frequency combs, as the combs enable phase locking between the different frequency lines. However, similarly to SDM systems, the phase noise is not perfectly correlated among the spectral channels, due to imperfections in the comb generation [14] . Joint-channel phase-noise compensation has also been demonstrated in systems utilizing electrically generated subcarriers [15] . Clearly, various types of optical systems are amenable to joint-channel phase-noise compensation, which is the target of this investigation.
Multiple solutions that exploit the phase-noise correlation between channels have been proposed for SDM and combbased WDM systems. The majority has focused on schemes that facilitate DSP complexity reduction [10] , [14] - [16] , e.g., through the use of a master-slave strategy, in which one channel is used to produce phase-noise estimates that are used for compensation in all channels. However, the phase-noise correlation can also be used to improve performance in terms of increased phase-noise tolerance [17] or, in the case of pilotaided schemes, lower the pilot rate while maintaining the same phase-noise tolerance.
Wireless communication systems face a similar problem with oscillator phase noise, which has given rise to a myriad of solutions that approximate the maximum a posteriori (MAP) detector for phase-noise channels. In particular, multiple algorithms that perform iterative phase-noise compensation and data detection have been proposed. Pertaining to single-channel transmission, blind and pilot-aided iterative solutions have been developed based on factor graphs (FGs) and the sum-product algorithm (SPA) [6] , [8] , [18] - [20] , variational Bayesian (VB) inference [7] , and the expectationarXiv:1804.02263v3 [cs.IT] 3 Dec 2018 maximization algorithm [21] , [22] . Moreover, in the context of multiple-input multiple-output (MIMO) systems for wireless transmission, various methods have been proposed for jointchannel phase-noise compensation [23] - [25] . In [26] , [27] , several algorithms were proposed for joint phase-noise estimation and data detection using the aforementioned frameworks, and in [28] , joint channel and phase-noise estimation for MIMO systems was proposed. These methods assume multichannel models entailing oscillator phase noise that is either identical or independent between antennas in the MIMO system, in addition to channel mixing, which does not apply for the scenario of interest in this work.
In this paper, we consider coded multichannel optical transmission in the presence of correlated phase noise and propose algorithms for iterative phase-noise estimation and data detection, which has yet to be addressed in the context of optical communication. The contributions can be summarized as follows: (i) We consider a simple multichannel system model that entails arbitrarily correlated phase noise and approximates the received signal after it has been processed by a typical DSP chain prior to phase-noise compensation. Using this model, we use two frameworks that have proven to be effective for similar system models [6] , [7] , [26] , namely FG/SPA [29] and VB inference [30] , to develop algorithms for iterative detection and phase-noise estimation. A trade-off in terms of performance and computational complexity is observed between the resulting algorithms; (ii) The phase-noise estimation consists of the extended Kalman filter (EKF) and the Rauch-TungStriebel smoother (RTSS). We show that the standard EKF equations can be simplified for the system model, and that the linearization imposed by the EKF on the system model does not penalize the phase-noise estimation performance for practical baud rates and laser linewidths; (iii) Finally, we demonstrate the effectiveness of the system model and the proposed algorithms using experimental data from SDM transmission through a weakly-coupled, homogeneous, multicore fiber. We then further evaluate the algorithms through Monte Carlo simulations of coded transmission in terms of phasenoise tolerance, and show that they significantly outperform the approach that is typically used in the optical literature: Per-channel phase-noise compensation using BPS and symbol detection based on minimum Euclidean distance.
Notation: The real part, imaginary part, complex conjugate, and angle of a complex number are denoted with {·}, {·}, (·) * , and ∠(·), resp. Random variables and their realizations are denoted with X and x, resp. The expectation of a random variable X with respect to a distribution P is written as E P [X]. Probability mass functions (PMFs) are written as P (x), whereas probability density functions (PDFs) and mixed discrete-continuous distributions are denoted with p(x). In particular, a multivariate real Gaussian PDF with mean µ, covariance matrix Σ, and argument x is denoted with N x (µ, Σ), and its complex counterpart with argument z is written as CN z (µ, Σ). Scalars, vectors, and matrices are typeset as x, x, and X, resp. A diagonal matrix is denoted with diag(·), whereas the identity matrix of size D is written as I D . Finally, the vector transpose is denoted with (·)
II. SYSTEM MODEL Transmission over D parallel complex-valued channels is considered. The transmitted frame in each channel is modeled as a vector of N random variables that take on values from a set X of constellation points. The constellation is normalized such that the mean of the constellation points is zero and the average symbol energy is E s . The received signal is assumed to have undergone standard DSP steps such as resampling, electronic dispersion compensation, orthonormalization, timing recovery, adaptive equalization, and frequency-offset estimation. Furthermore, the adaptive equalization is assumed to be carried out in a phase-immune fashion using, e.g., a radially-directed equalizer [31] . With these assumptions in place, the received signal, after further resampling to one sample per symbol, is approximated as the output of a multichannel system entailing additive white Gaussian noise (AWGN) and phase noise that is arbitrarily correlated across the channels. The discrete-time complex baseband model is written as
where k = 1, . . . , N is a time index and i = 1, . . . , D is a channel index. The received samples, transmitted symbols, phase noise, and complex AWGN realizations are denoted with r i,k , s i,k , θ i,k , and n i,k , resp., where the complex AWGN on channel i has variance σ
contains the received samples in all channels at time k, and the vectors s k , θ k , and n k are defined analogously. Finally, let r contain all received samples, and s, θ, and n be defined similarly.
It has been experimentally demonstrated that for optical multichannel transmission through, e.g., optical frequency combs [32] or multicore fibers [10] with shared lasers, the phase noise is highly correlated among the channels, albeit not fully owing to per-channel phase drifts. These drifts are caused by environmental effects as well as imperfections in hardware and DSP and are much slower than the laser phase noise, which is typically modeled as a Gaussian random walk. To describe the laser phase noise in addition to slower channelspecific drifts, we opt for a simplistic phase-noise model to facilitate the development of high-performance algorithms based on detection and estimation theory 1 . Thus, the phase noise across all channels is approximated with a multidimensional Gaussian random walk, as
where θ 1 is uniformly distributed on [0, 2π) D and ∆θ k is a multivariate zero-mean Gaussian random variable with covariance matrix Q. This covariance matrix depends on the system and has to be known or estimated. Furthermore, the phase noise is assumed to be independent of the transmitted symbols and AWGN, and unknown to the transmitter and receiver. Finally, Q and σ 2 = [σ The transmitted symbol sequence s is assumed to be obtained through an encoding function f (·) that maps an equiprobable information bit sequence b of length N b to a data symbol sequence of length N D. Additional pilot symbols that are used for the phase-noise compensation are considered as a part of the channel code. The pilot distribution is assumed known to the transmitter and receiver.
III. DERIVATION OF ALGORITHMS
The MAP detector yields the lowest possible BER out of all detectors [33, Ch. 1.4] . It performs detection on a bit-by-bit basis according tob
for l = 1, . . . , N b , where P (b l |r) is the a posteriori PMF of b l . However, the PMF in (3) is hard to compute exactly for the system model in (1), and thus, approximations are needed.
To that end, note that the desired PMF in (3) can be obtained through the marginalization
where
To carry out this marginalization approximately but efficiently, we make use of two frameworks, namely FG/SPA and VB inference. Conceptually, the resulting receiver algorithms comprise three blocks: (i) A standard iterative decoder, which has as input probabilities on bits (assuming the use of a binary code); (ii) A scheme that estimates the phase-noise distribution and has as input symbol probabilities; (iii) An interface, developed using the aformentioned frameworks, that connects the decoder and the phase-noise estimation scheme.
As the AWGN is assumed to be independent between channels, moving from single-channel to multichannel transmission does not complicate the computation of bit-wise probabilities that are fed to the decoder, given that the phase-noise distribution is known at each symbol. However, assuming the phase noise to be arbitrarily correlated across the channels in multichannel transmission prevents trivial extensions of various existing single-channel phase-noise estimation methods, such as the well-known Tikhonov algorithm in [6, Sec. IV-B]. In order to estimate the phase-noise distribution in the multichannel case, one can resort to, e.g., an extended Kalman smoother (EKS), an unscented Kalman smoother, or a particle smoother. In this work, we opt for the EKS, which is naturally suited to estimate the marginal a posteriori PDFs at each time k of a multidimensional Gaussian random walk. These marginal distributions are approximated as multivariate Gaussian PDFs by the EKS; hence, they can be further marginalized in a lowcomplexity manner to yield the phase-noise distribution at each symbol. This also facilitates the derivations of the interfaces connecting the decoder and the phase-noise estimation, as will be shown in the following subsections.
The EKS consists of recursive equations that are used to approximately estimate the marginal a posteriori phase-noise PDFs, p(θ k |r), for k = 1, . . . , N . This is accomplished through two recursive passes; a forward pass with an EKF [34, Ch. 5.2] and a backward pass with an RTSS [34, Ch. 8.2] . The resulting recursive equations are used by both frameworks to yield the final algorithms. A further justification for utilizing an EKF is that the linearization imposed by the EKF on the system model in (1) works effectively, provided that the phase noise does not vary too rapidly. For practical parameters, this is indeed the case, as illustrated in Section IV-A.
A. Phase-Noise Estimation
The EKF estimates the marginal PDFs p(θ k |r 1 , . . . , r k ) for k = 2, . . . , N . However, instead of applying the standard equations [34, Ch. 5.2] directly, it is shown in Appendix A 1 will be approximately half the variance of the complex AWGN. Moreover, Q is the covariance matrix of ∆θ k in (2), whereasθ
T denotes an estimate of θ k−1 based on all received samples up to and including time k − 1. Note that s i,k is assumed to be known for all i and k in (5)- (10). This is not true for (i, k) corresponding to data symbols and will be handled in the following subsections.
To estimate p(θ k |r) = p(θ k |r 1 , . . . , r N ), the RTSS is used. The resulting recursive equations are given by [34, Ch. 8 
.2]
for
Thus,θ
and M s k represent the mean vector and covariance matrix of the Gaussian approximation
The EKF and RTSS equations are summarized in Algorithm 1.
Algorithm 1 EKS
end for 7:
The FG and SPA framework carries out the marginalization of joint distributions in an efficient manner by exploiting how they can be factorized into simpler functions. For a thorough introduction to this framework, refer to [29] . Moreover, in [6] , the framework was applied to the problem of data detection for single-channel satellite transmission in the presence of phase noise. In this paper, we use the framework in a similar manner as in [6] , but note that the phase-noise estimation is carried out using a different technique.
The joint distribution p(b, s, θ|r) in (4) factorizes as
for i = 1, . . . , D and k = 1, . . . , N , where ∝ denotes proportionality with respect to b, s, and θ. Moreover, (17) is obtained using the fact that θ is a random walk, P (b) and p(θ 1 ) are uniform distributions, and the received samples are independent of each other given s and θ. Finally, P (s|b) represents the code and mapping constraints, i.e., P (s|b)
is the likelihood function of s i,k and θ i,k , and
The FG associated with (17) is shown partially in Fig. 1 . In the case of coded transmission where an iterative decoder is utilized, e.g., for low-density parity-check (LDPC) codes and turbo codes, applying the SPA to this FG will yield an iterative phase-noise estimation and decoding algorithm, where in each iteration, the message P d (s i,k ) corresponds to the extrinsic information about s i,k given by the decoder. Moreover, P u (s i,k ) can be regarded as the likelihood function of s i,k from a virtual memoryless phase-noise compensated channel, and is fed to the decoder as bit-wise log-likelihood ratios (LLRs) [33, Ch. 5.4] . The decoder then either outputs the detected information bits or extrinsic coded-bit LLRs that are converted to P d (s i,k )
3
. By applying the SPA, it can be shown that
represents the a posteriori PDF of θ k , p(θ k |r), andθ k contains all elements of θ except θ k . 1) Interface Towards Phase-Noise Estimation: The message p APP (θ k ) is approximated using Algorithm 1. However, the utilization of the EKF requires the likelihood p(r i,k |θ i,k ), represented by p d (θ i,k ), to be a complex Gaussian PDF in r i,k . For pilot symbols, this is indeed the case since their values are known. For data symbols, however, p d (θ i,k ) is a mixture of complex Gaussian PDFs since
To solve this, the same approach is taken as in [6] , i.e., p d (θ i,k ) is approximated as a Gaussian PDF with mean and variance chosen such that the Kullback-Leibler (KL) divergence [35, Ch. 8.5 ] between the Gaussian mixture and the single Gaussian is minimized. This yields [36] 
For pilot symbols,
, whereas for data symbols,s i,k andσ 2 i,k are initialized ass i,k = 0 and 3 For uncoded transmission, P d (s i,k ) is simply the a priori PMF of s i,k , and since the FG corresponding to (17) does not contain any cycles in the absence of a code [26] , the algorithm that results from applying the SPA will not be iterative. As the information bits are assumed equiprobable, Pu(s i,k ) is then used to detect the symbols, followed by symbol-to-bit demapping. Fig. 1 . A part of the FG corresponding to (17) . (22) , V k in (6) and each component of h k in (7) are now computed as
and the EKF equations are initialized witĥ
Hence,
2) Interface Towards Decoder: Using (29), it is shown in Appendix B that P u (s i,k ) can be described approximately in closed form as
with
where M s i,k denotes the ith element on the diagonal line of M s k . Note that the expression in (30) only describes P u (s i,k ) up to a constant and needs to be normalized. Furthermore, it is numerically unstable, and thus, the logarithm of (30) can be computed instead, yielding
. This algorithm will from now on be referred to as FG/SPA-based phase-noise compensation (FG-PNC) and is summarized in Algorithm 2 for a single iteration. for all s i,k ∈ X do 8:
end for 11:
The VB inference framework has been used to develop effective algorithms that perform iterative phase-noise estimation and data detection for single-channel transmission [7] and wireless MIMO transmission [26] . Here, this framework is exploited in similar way to efficiently solve the marginalization problem in (4). It is worth noting, however, that in [7, Sec. IV-C], the VB algorithm is defined for a linearized system model, whereas in this work, we define the algorithm for the system model in (1) . To that end, p(b, s, θ|r) in (4) is approximated with a family of factorized distributions, q B,S (b, s)q Θ (θ), where q B,S (b, s) and q Θ (θ) represent P (b, s|r) and p(θ|r), resp. The objective is then to minimize the KL divergence between q B,S (b, s)q Θ (θ) and p(b, s, θ|r), i.e., p(b, s, θ|r) ).
This minimization is carried out by iteratively updating q B,S (b, s) and q Θ (θ), and it can be shown that the update equations at the lth iteration are expressed as [30, Ch. 2.3]
for l = 1, . . . , T , where T is the number of iterations and p(r|s, θ) is the likelihood function of s and θ. These updates give rise to an algorithm that performs iterative decoding and phase-noise estimation. For more details on this framework 4 and on the results in (35) and (36), refer to [7] , [30] . The rest of the subsection details the computation of q B,S (b, s) for one iteration, and therefore, the superscript indicating the iteration number will be skipped hereafter for notational convenience.
Since all received samples are statistically independent of each other given s and θ, (35) and (36) can be rewritten as
for i = 1, . . . , D and k = 1, . . . , N . It can be seen from (37) that q Θ (θ) relies on q S i,k (s i,k ), the marginals of q B,S (b, s).
Likewise, (38) shows that q S (s) relies on q Θ i,k (θ i,k ), the marginals of q Θ (θ). Thus, computing (35) and (36) involves the marginalization of q Θ (θ) and q S (s).
1) Interface Towards Phase-Noise Estimation:
The expression in (37) can be simplified by noting that
4 VB inference can also be regarded as a specific type of message passing on FGs, often referred to as variational message passing in that context. See [37] for more details and [38] for an example that uses this concept for joint channel estimation and decoding in wireless MIMO transmission.
and (39) uses the fact that
Analogously to FG-PNC,s i,k = s i,k for pilot symbols during each iteration, and for data symbols,s i,k is initialized as 0. The structure of q Θ (θ) in (42) allows for its marginals, q Θ k (θ k ), to be approximated using Algorithm 1. The means and covariances of these marginals are computed with (5)- (7) and (12)- (14) . Due to (42) , V k in (6) and the components of h k in (7) are computed as
Further marginalizing 
2) Interface Towards Decoder: The expectation in (38) can be expressed as
where α i,k E qΘ i,k e jΘ i,k . To compute α i,k in closed form, note that the characteristic function of a real Gaussian random variable X with mean µ and variance σ
. Using this fact as well as (47), α i,k can be described as
where g i,k (s i,k ) corresponds to the likelihood function of s i,k from a virtual memoryless phase-noise compensated channel, analogously to P u (s i,k ) in (30) . To obtain q S i,k (s i,k ), which is used to compute q Θ (θ) in (37) during a consecutive iteration, q B,S (b, s) is marginalized over all bits and all symbols except s i,k . The marginalization of q B,S (b, s) is performed in the decoder, where the function g i,k (s i,k ) in (49) is converted to bitwise LLRs that are fed to the decoder. The decoder then either outputs the detected information bits or a posteriori coded-bit LLRs that are converted to q S i,k (s i,k ).
5
This algorithm will be referred to as VB-based phase-noise compensation (VB-PNC) and is summarized in Algorithm 3.
Algorithm 3 VB-PNC (1 iteration)
Input: r, D, N, Q, σ 2 , X , q (43)- (46) 5: for all i, k do 6:
for all s i,k ∈ X do 8:
end for 10:
Remark 1: It can be seen from (23) and (41) that in the absence of pilot symbols, FG-PNC and VB-PNC will not bootstrap properly. However, it is shown in [18] that trellis-based demodulation can be used to bootstrap the Tikhonov algorithm in [6, Sec. IV-B] without pilot symbols. We conjecture that the same principles could be used for FG-PNC and VB-PNC; however, such a study is out of scope for this paper and is suggested for future work.
Remark 2: FG-PNC takes into account the symbol uncertainty when interfacing with the phase-noise estimation, in contrast to VB-PNC. This can be seen from the approximate likelihoods in (22) and (42) . However, both algorithms convey the phase-noise uncertainty to the decoder, which can be seen from (30) and (49). Moreover, VB-PNC can perform iterative phase-noise estimation and data detection even in the case of uncoded transmission. As mentioned in Section III-B, the FG/SPA framework does not yield an iterative algorithm in the absence of an iterative decoder. However, multiple iterations can be performed with FG-PNC for uncoded transmission by using P u (s i,k ) instead of P d (s i,k ) to compute (23) and (24) in a consecutive iteration.
D. Distribution of Pilot Symbols
The optimal distribution of the pilot symbols for multichannel transmission, subject to an average pilot rate across the channels, in nontrivial in general. For single-channel transmission, equispaced pilot symbols typically give good performance. However, an effective pilot distribution for multichannel transmission cannot be easily inferred from studying the single-channel case, as the optimal distribution will depend on the phase-noise correlation across channels, as well as the SNR. In [41] , we investigated this problem for SDM transmission and found that arranging the pilot symbols on a wrapped diagonal in the space-time grid performs well in general. This type of distribution will be used for the remainder of this paper.
E. Conversion Between PMFs and LLRs
As detailed in the previous subsections, the inputs and outputs to FG-PNC and VB-PNC in each iteration are in the form of symbol PMFs. However, iterative decoders for binary LDPC codes and turbo codes are typically implemented in the logarithm domain [33, Ch. 5] , and thus, have bit-wise LLRs as inputs and outputs.
The computation of bit-wise input LLRs is done as follows. For each transmitted symbol s i,k , denote with c j i,k the jth coded bit in the binary labeling of the constellation points. The LLR for c j i,k is computed from the likelihood of s i,k as
for j = 1, . . . , R m , where R m log 2 |X |, and B ν is the set of constellation points that have the jth bit in the binary labeling as ν ∈ {0, 1}. In relation to the derived algorithms, p(r i,k |s i,k ) corresponds to P u (s i,k ) for FG-PNC and g i,k (s i,k ) for VB-PNC.
The a posteriori output LLRs from the decoder are defined as
To compute q S i,k (s i,k ) for VB-PNC, the output LLRs in (51) are first converted to a posteriori coded-bit probabilities as
Then, with a slight abuse of notation, denote the probability of s i,k being a constellation point with binary labeling (ν 1 , . . . , ν Rm ) ∈ {0, 1} Rm as P (s i,k = (ν 1 , . . . , ν Rm )), which corresponds to q S i,k (s i,k ) and is computed as
For FG-PNC, P d (s i,k ) is found in the same way as q S i,k (s i,k ), except the coded-bit probabilities in (53) are computed from the extrinsic LLRs L e (c
F. Computational Complexity
The main difference in computational complexity (in terms of the number of real additions and multiplications per outer iteration between the phase-noise compensation and decoding) of the two algorithms comes from FG-PNC computing the symbol uncertainties in (24) , which VB-PNC does not. This computation scales as O(DN |X |). Both algorithms use the same method to estimate the marginal phase-noise PDFs, which scales as O(D 3 N ) due to matrix inversions, and the likelihood computations in (33) and (49) both scale as O(DN |X |). It is important to mention that this method of quantifying complexity only gives an approximate view of the actual hardware requirements needed to implement the algorithms. Hence, it serves as a starting point for a more detailed analysis, which is out of scope for this paper.
IV. PERFORMANCE RESULTS
In this section, we first justify the utilization of the EKF by showing that the linearization of the system model in (1) does not impose any significant penalties to the phase-noise estimation. Thereafter, we experimentally validate the system model in (1) and the proposed algorithms. We then further assess their performance using Monte Carlo simulations.
A. Impact of EKF Linearization
The linearization of the system model, which is imposed by the EKF, negatively impacts the phase-noise estimation [25] , [28] , [42] . In [42] , this effect is quantified for oscillator phase noise in wireless MIMO systems. However, for all parameters of interest in fiber-optical systems, the linearization has negligible effects on the algorithm performance. To show this, the mean squared error (MSE) is computed from 10 6 realizations of a phase-noise estimate that is obtained at time k from a received sample using (63), assuming perfect knowledge of the transmitted symbol and the phase noise at time k − 1. For 20 GBaud uncoded transmission, the resulting MSE is shown in Fig. 2 as a function of laser linewidth, for different SNRs per information bit, defined as
where σ 2 is the variance per real dimension of the complex AWGN, and R p , R c , and R m are the pilot rate, code rate, and bits per symbol, resp. From Fig. 2 it can be seen that for laser linewidths under 10 , while in the presence of AWGN, the MSE is orders of magnitude larger, even at high E b /N 0 . Hence, for practical laser linewidths (on the order of MHz and below) and SNRs, the total MSE is virtually only due to the AWGN; in other words, the linearization yields negligible estimation error. The choice of modulation format and pilot rate has a marginal effect on the results.
B. Experimental Verification
To assess the efficacy of the system model in (1) and the proposed algorithms, a recirculating-loop experiment involving SDM transmission of 64QAM at 20 GBaud through 3 cores of a 7-core weakly-coupled, homogeneous, multicore fiber was carried out. The experimental setup and detailed results are presented in a separate article [43] . The DSP chain prior to phase-noise compensation consisted of standard steps, applied on a per-core or per-channel basis. The results in Fig. 3 (a) were obtained for different pilot rates using a symboldetection algorithm analogous to FG-PNC, performing both per-channel and joint-channel processing. As evident, jointly processing the channels improves the transmission reach for a fixed pilot rate. Alternatively, joint-channel processing facilitates a reduction in pilot rate without sacrificing reach. This can be concluded by noting that the curves corresponding to per-channel processing with R p = 1% and joint-channel processing with R p = 0.2% overlap.
Per-channel and joint-channel processing is also performed on realizations of (1) using the estimated SNR values from the experimental data, as well as a particular configuration of Q that was used when processing the experimental data. The results are shown in Fig. 3 (b) . A strong agreement is observed between the results based on experiments and simulations, which suggests that the system model in (1) and the proposed algorithms are relevant in this application. It is, however, important to note that other types of multichannel optical systems could have drastically different behavior, in which case other models and algorithms may be more suitable than what has been investigated in this paper. 
C. Simulation Results
The proposed algorithms are further assessed in terms of phase-noise tolerance through Monte Carlo simulations. In order to put the results into perspective, their performance is compared to a strategy entailing per-channel phase-noise compensation using BPS and symbol detection based on minimum Euclidean distance (BPS-EDD). Coded transmission of 16QAM, 64QAM, and 256QAM over 20 channels is considered, using R p = 1% for the proposed algorithms. An off-the-shelf rate-4/5 LDPC code from the DVB-S.2 standard is utilized to encode information bits independently for each channel, yielding codewords of length 64800 bits. Furthermore, the variance of the AWGN is kept identical for all channels and the phase noise has a high degree of correlation across the channels. More specifically, the covariance matrix of ∆θ k in (2), Q, is constructed such that the elements on the diagonal are equal to σ φ = 2π∆νT s is the laser phase noise variance and is a function of the laser linewidth, ∆ν, and the symbol duration, T s . This corresponds to a single dominant laser phase noise component that is common to all channels, in addition to phase drifts that are independent between channels. As these drifts are typically orders of magnitude slower than the laser phase noise [10] , we set σ for 256QAM. Assuming a 20 GBaud symbol rate, this corresponds to linewidths of 1 MHz and 100kHz, resp. Perfect knowledge of Q at the receiver is assumed. BER estimates are obtained for different E b /N 0 values by counting a minimum of 100 frame errors. Furthermore, the BER performance of coded transmission with ideal phasenoise compensation in the absence of pilots is included as a benchmark.
The scheduling for the proposed algorithms is as follows. A total of 2 outer iterations are performed, where in each outer iteration, the decoder is run for 50 decoding iterations. The information bits are then detected following the second outer iteration. Due to limitations in the decoder implementation, the decoder state is reset between each outer iteration. This incurs a performance penalty for FG-PNC as the message passing that results from applying the SPA to the FG in Fig. 1 does not assume resets in the decoder state.
When performing phase-noise compensation using BPS, 32 test phases are used for transmission of 16QAM, whereas 64 test phases are used for 64QAM and 256QAM. A filter length between 70 and 90 is used. No differential encoding is used, but instead, the initial value of the phase noise is assumed to be known. Moreover, only a single outer iteration is run since BPS does not exploit the symbol statistics. Thus, following BPS and symbol detection, the decoder performs 50 decoding iterations and outputs the detected information bits.
Figs. 4 (a), (b), and (c) show results for 16QAM, 64QAM, and 256QAM, resp., for FG-PNC, VB-PNC, and BPS-EDD. In all cases, FG-PNC and VB-PNC perform similarly and outperform BPS-EDD by a wide margin. Compared to the ideal performance, they result in a negligible SNR penalty of 0.1 dB, 0.2 dB, and 0.1 dB for 16QAM, 64QAM, and 256QAM, resp., at a BER of 10 . In addition, Fig. 4 (a) includes results for FG-PNC and VB-PNC running 1 only outer iteration, showing how the cooperation between the decoder and the phase-noise estimation improves BER performance. Analogous results are also obtained for 64QAM and 256QAM; however, for clarity, they are not shown in the plots. Fig. 4 (b) shows additional results for FG-PNC and VB-PNC using R p = 0.1%. In this case, FG-PNC demonstrates superior performance to VB-PNC, which is found to be mainly due to the different likelihood approximations in (30) and (49). Similar results are also found for 16QAM and 256QAM. Finally, Fig. 4 (c) contains results when the proposed algorithms are used for per-channel processing. As expected, this yields worse performance than joint processing of all channels. Again, comparable results are found for 16QAM and 64QAM.
The strong performance of the proposed algorithms can be attributed to the following: (i) Due to the phase-noise correlation, the pilot symbol distribution allows for a more effective use of the pilots in joint-channel processing compared to per-channel processing. In addition, resistance to AWGN is improved through joint-channel processing; (ii) Furthermore, the algorithms make use of the phase-noise statistics when computing the symbol likelihoods, which has been shown to be a superior strategy to separating the phase-noise compensation and symbol detection [44] ; (iii) Finally, the iterative cooperation with the decoder improves the phase-noise compensation performance, and thus, the resulting BER. As expected, however, the amount of performance improvement diminishes with increasing number of outer iterations.
V. DISCUSSION AND CONCLUSIONS
This work was motivated by the fact that in certain multichannel optical systems, the received signal may be approximated by a simplistic multidimensional phase-noise model after being processed by standard DSP steps prior to phasenoise compensation. The MAP bit detector for this model was approximated using two frameworks, and the resulting pilotaided algorithms perform iterative phase-noise estimation in cooperation with an iterative decoder. By exploiting the phasenoise correlation across the channels, a more capable phasenoise compensation is achieved than what is possible with per-channel processing. The system model and the proposed algorithms were verified through comparison of results based on experimental data and Monte Carlo simulations. Moreover, the algorithms were further assessed using simulations in terms of phase-noise tolerance for different modulation formats, amounts of phase noise, and pilot rates. The results in Fig. 4 show that the proposed algorithms significantly outperform the typical phase-noise compensation approach in the optical literature, giving rise to a marginal SNR penalty of 0.2 dB or less at a BER of 10 −4 with respect to pilot-free transmission in the absence of phase noise. However, aside from the increased transmission reach shown in Fig. 3 , practical implications have not been addressed in this paper. For example, can jointchannel processing increase power and spectral efficiency, or can hardware requirements be relaxed? These are important questions that we have addressed in [43] . where (65) is obtained since the integral of a PDF is one,
, and h k V khk . This leads to the recursive equations in (5)-(7).
APPENDIX B DERIVATION OF FG MESSAGES
Using (22) and (29) 
