Accretive operators and Cassels inequality  by Niezgoda, Marek
Linear Algebra and its Applications 433 (2010) 136–142
Contents lists available at ScienceDirect
Linear Algebra and its Applications
j ourna l homepage: www.e lsev ie r .com/ loca te / laa
Accretive operators and Cassels inequality
Marek Niezgoda
Department of Applied Mathematics and Computer Science, University of Life Sciences in Lublin, Akademicka 13,
20-950 Lublin, Poland
A R T I C L E I N F O A B S T R A C T
Article history:
Received 11 November 2009
Accepted 26 January 2010
Available online 24 February 2010
Submitted by T. Ando
AMS classiﬁcation:
15A45
15A42
15A18
Keywords:
Accretive operator
Cassels inequality
Positive linear map
Geometric mean of matrices
Eigenvalues
Singular values
Unitarily invariant norm
Let a, b > 0 and let Z ∈ Mn(R) such that Z lies into the operator ball
of diameter [aI, bI]. Then for all positive deﬁnite A ∈ Mn(R),
Tr|AZ| a + b
2
√
ab
Tr AZ.
Several related reverse inequalities are considered, extending some
known results.
© 2010 Elsevier Inc. All rights reserved.
1. Introduction
Cassels inequality for positive numbers x1, . . . , xn and y1, . . . , yn with 0 < m xiyi M asserts that⎛
⎝ n∑
i=1
x2i
⎞
⎠1/2
⎛
⎝ n∑
i=1
y2i
⎞
⎠1/2  M + m
2
√
mM
n∑
i=1
xiyi (1)
(see [9, p. 460], [13, p. 15]).
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For the ﬁeld F = R or C, let Fn be equipped with inner product 〈x, y〉 = ∑ni=1 xiyi and norm ‖x‖ =(∑n
i=1 |xi|2
)1/2
for x, y ∈ Fn. Dragomir’s result [6] is an extension of Cassels inequality: If vectors
x, y ∈ Fn and scalarsm,M ∈ F satisfy Re(mM) > 0 and
0 Re〈x − my,My − x〉, (2)
then
‖x‖‖y‖ Re(M + m〈x, y〉)
2
√
Re(mM)

|M + m|
2
√
Re(mM)
|〈x, y〉|. (3)
Note that (2) is equivalent to the geometric condition: “x lies into the ball of diameter [my,My]".
Cassels inequality contains the following Kantorovich inequality (cf. [11, pp. 89–90], [13, p. 28]). Let
A be an n × n positive deﬁnite matrix. If
0 < mI  AMI for some scalars 0 < mM, (4)
then
h∗Ah · h∗A−1h (M + m)
2
4mM
(h∗h)2, (5)
where h ∈ Cn is a column vector and ∗ means conjugate transpose.
Let A and B be n × n positive deﬁnite matrices. The geometric mean of A and B is deﬁned by
A  B := A1/2(A−1/2BA−1/2)1/2A1/2 (6)
(see [2,10]). Ando [1, Theorem 3] proved that if Φ : Mn(C) → Mk(C) is a positive linear map then
Φ(A  B)Φ(A) Φ(B). (7)
Very recently, Lee [10, Theorem 4] proved a reverse inequality to (7) that extends (5) and (1). We
offer a different proof.
Theorem 1.1 See [10, Theorem 4]. Let A and B be n × n positive deﬁnite matrices.
Assume Φ : Mn(C) → Mk(C) is a positive linear map. Denote Z = (A−1/2BA−1/2)1/2.
If mI  Z MI with positive scalars m, M then
Φ(A) Φ(B)
M + m
2
√
mM
Φ(A  B). (8)
Proof. It is known that
C D
1
2
(
tC + 1
t
D
)
for 0 < C, D ∈ Mk(C) and t > 0.
Take C = Φ(A), D = Φ(B) and t = √mM. Then
Φ(A) Φ(B)
1
2
(√
mMΦ(A) + 1√
mM
Φ(B)
)
. (9)
Since 0 < mI  Z MI we have (Z − mI)(MI − Z) 0, which yields
√
mMI + 1√
mM
Z2 
M + m√
mM
Z. (10)
Here Z2 = A−1/2BA−1/2. By pre- and post-multiplying both sides of the last inequality by A1/2, we
arrive at the inequality
√
mMA + 1√
mM
B
M + m√
mM
A  B.
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Now, the positivity of Φ gives
√
mMΦ(A) + 1√
mM
Φ(B)
M + m√
mM
Φ(A  B). (11)
From (9) and (11) it now follows that (8) holds. 
In Section2wepresent amethodof extending the range of applicability of somematrix inequalities.
To this endweemployamatrixversionof condition (2)basedon thenotionofaccretiveoperator [7,8,12].
We develop results of Bourin [4,5]. We extend some inequalities from positive deﬁnite matrices to the
case of matrices Z having accretive transform (Z − mI)∗(MI − Z).
2. Applying accretive operators
For the ﬁeld F = R or C, Fn is the linear space of column n-vectors x = (x1, . . . , xn)T with xi ∈ F.
As usual, Fn is endowed with inner product 〈x, y〉 = ∑nj=1 xjyj and norm ‖x‖ = 〈x, x〉1/2 for x, y ∈ Fn.
By Mn(F) we denote the algebra of all n × nmatrices over F.
If a matrix X ∈ Mn(F) has real eigenvalues (e.g., if X is an Hermitian matrix), the eigenvalues are
denoted by λ1(X) · · · λn(X) and arranged in decreasing order with repeated multiplicity. The
symbol λ(X) stands for the n-vector (λ1(X), . . . , λn(X))
T . The singular values of a matrix X ∈ Mn(F)
are denotedby s1(X) · · · sn(X) and arranged indecreasing orderwith repeatedmultiplicity. That is,
for j = 1, . . . , n, sj(X) is the jth largest eigenvalue of the positive semideﬁnite matrix |X| = (X∗X)1/2,
where X∗ denotes the conjugate transpose of X . We denote s(X) := (s1(X), . . . , sn(X))T .
For matrices X and Y , we write X  Y (resp. X < Y) if Y − X is positive semideﬁnite (resp. positive
deﬁnite).
Giving two real n-vectors a = (a1, . . . , an)T and b = (b1, . . . , bn)T , we say that b weakly majorizes
a, in symbol a ≺w b, if
k∑
j=1
a[j] 
k∑
j=1
b[j] for all k = 1, . . . n,
where a[1]  a[2]  · · · a[n] and b[1]  b[2]  · · · b[n] are the entries of a and b, respectively, arranged
in decreasing order (see [3, p. 30]).
In this section we use some ideas on accretive operators presented in [7,8].
A matrix C ∈ Mn(F) is said to be accretive (over F) if Re〈Ch, h〉 0 for all h ∈ Fn [7, p. 2753]. We
denote
Re C := 1
2
(C + C∗).
It is easy to check that
C is accretive iff Re C is positive semideﬁnite.
For a matrix Z ∈ Mn(F) and scalarsm,M ∈ F, we denote
Cm,M(Z) := (Z − mI)∗(MI − Z), (12)
where I denotes the n × n identity matrix (see [7, p. 2752]). It is obvious that
Cm,M(Z) is accretive iff Re〈h, (Z − mI)∗(MI − Z)h〉 0 for all h ∈ Fn. (13)
The right-hand side of equivalence (13) means that Z lies into the operator ball of diameter [mI, MI]
[7, Lemma 4]. If Z > 0 and 0 < mM, the above accretive condition meansmI  Z MI.
In the next result we provide a relationship between the accretivity of Cm,M(Z) and inequality of
Diaz-Metcalf’s type (cf. [7, Lemma 4] and [8, Lemma 2]).
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Proposition 2.1. Let Z ∈ Mn(C) and let scalars m, M ∈ C satisfy Re(mM) > 0.
The following two conditions are equivalent.
(i) The operator Cm,M(Z) is accretive.
(ii) The following Diaz-Metcalf type inequality holds√
Re(mM)I + 1√
Re(mM)
Z∗Z  1√
Re(mM)
Re(M + mZ). (14)
Proof. (i)⇒ (ii). From (12) and (13) we have
(Re(mM))〈h, h〉 + 〈h, Z∗Zh〉 = Re〈h, (mMI + Z∗Z)h〉 Re〈h, (MZ∗ + mZ)h〉.
Because Re(mM) > 0 we get
√
Re(mM)〈h, h〉 + 1√
Re(mM)
〈h, Z∗Zh〉 1√
Re(mM)
Re〈h, (MZ∗ + mZ)h〉.
But Re(MZ∗ + mZ) = Re(M + mZ), so simple calculation yields〈
h,
(√
Re(mM)I + 1√
Re(mM)
Z∗Z
)
h
〉

1√
Re(mM)
〈h, (ReM + mZ)h〉
for all h ∈ Cn. This proves (14), as required.
(ii)⇒ (i). As the proof of implication (i)⇒ (ii) can be reversed, we obtain (ii)⇒ (i). 
Remark 2.2. Let Z ∈ Mn(C) and let scalarsm,M ∈ C satisfy Re(mM) > 0. From (14) it follows that if
Cm,M(Z) is accretive, thenM + mZ is accretive, i.e., Re(M + mZ) 0.
Lemma 2.3 extends [4, Lemma 2.2] (see also [5, Lemma 1.1]) from positive deﬁnite matrices to the
case of matrices Z having accretive transform Cm,M(Z).
Lemma 2.3. Let Z ∈ Mn(R) and let scalars m, M be positive.
If Cm,M(Z) is accretive, then
‖Zh‖ M + m
2
√
mM
〈h, (ReZ)h〉 for h ∈ Rn with ‖h‖ = 1. (15)
Proof. The accretivity of Cm,M(Z)implies
〈Zh − mh,Mh − Zh〉 0 for all h ∈ Rn (16)
(see (13)). By making use of Dragomir’s result (2) ⇒ (3) (see [6]) for x = Zh and y = h with positive
scalarsm,M, we obtain
‖Zh‖‖h‖ M + m
2
√
mM
〈Zh, h〉 for h ∈ Rn. (17)
In addition, 〈Zh, h〉 = 〈(Re Z)h, h〉 for h ∈ Rn. Therefore (15) follows from (17). 
A straighforward consequence of (15) and the inequality 〈h, |Z|h〉 ‖Zh‖‖h‖ is the following.
Proposition 2.4. Let Z ∈ Mn(R) and let scalars m, M be positive.
If Cm,M(Z) is accretive, then
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|Z| M + m
2
√
mM
Re Z. (18)
A norm ‖ · ‖ on Mn(C) is said to be unitarily invariant (u. i.) if
‖U1XU2‖ = ‖X‖ for all X ∈ Mn(C) and for unitary U1, U2
(see [3, p. 91]).
Examples of unitarily invariant norms are Ky Fan norms deﬁned by
‖X‖(k) =
k∑
j=1
sj(X) for X ∈ Mn(C), (19)
where sj(X) is the j th singular value of X (see [3, p. 92]).
By Ky Fan Dominance Theorem [3, p. 93], for any matrices X, Y ∈ Mn(C) it holds that
‖X‖ ‖Y‖ for all u. i. norms ‖ · ‖ iff ‖X‖(k)  ‖Y‖(k) for k = 1, . . . , n. (20)
Moreover, for anymatrices X, Y ∈ Mn(C) such that XY is normal and any unitarily invariant norm ‖ · ‖,
we have (see [3, p. 253], [5, p. 33])
‖XY‖ ‖YX‖. (21)
We are now in a position to present our main result (see [4, Theorem 2.7], cf. also [5, Theorem 1.2]).
Theorem 2.5. Let A, B, Z ∈ Mn(R) with AB 0 and let scalars m, M be positive.
If Cm,M(Z) is accretive, then, for all unitarily invariant norms ‖ · ‖,
‖ZAB‖ M + m
2
√
mM
‖B(Re Z)A‖. (22)
Before giving the proof of Theorem 2.5, we give here two important comments.
Applying Theorem 2.5 for matrices A1/2, A1/2, Z with A 0 and employing Remark 2.2 yield
Corollary 2.6. Let A, Z ∈ Mn(R) with A 0 and let scalars m, M be positive.
If Cm,M(Z) is accretive, then
s(ZA) ≺w M + m
2
√
mM
λ((Re Z)A). (23)
The following counterpart of Theorem 2.5 for complex matrices can also be proved.
Remark 2.7. Let A, B, Z ∈ Mn(C) with AB 0 and let scalarsm,M ∈ C satisfy Re(mM) > 0.
If Cm,M(Z) is accretive, then, for all unitarily invariant norms ‖ · ‖,
‖ZAB‖ 1
2
√
Re(mM)
‖B(Re(M + mZ))A‖. (24)
Proof of Theorem 2.5 Based on the proof of [5, Theorem 1.2].
According to (20) it is enough to prove
‖ZAB‖(k)  M + m
2
√
mM
‖B(Re Z)A‖(k) for k = 1, . . . , n. (25)
Fix arbitrarily k ∈ {1, . . . , n}. It follows that there exists a projection F of rank (at most) k satisfying
‖ZAB‖(k)  ‖Z(AB)1/2F(AB)1/2‖1 
k∑
j=1
cj‖Zhjh∗j ‖1 
k∑
j=1
cj‖Zhj‖, (26)
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where ‖ · ‖1 is the trace norm, cj is the jth largest eigenvalue of T := (AB)1/2F(AB)1/2, and hj is the
corresponding eigenvector of norm one, j = 1, . . . , n. It is obvious that T = ∑kj=1 cjhjh∗j and cj  0 for
j = 1, . . . , k and cj = 0 for j = k + 1, . . . , n, because rank T  k.
DenoteW := (M + m)Re Z . By Remark 2.2 we haveW  0. Let G stand for the projection onto the
range of S := W1/2(AB)1/2F . Then rank G k and
GS = S and W1/2TW1/2 = SS∗ (27)
and
‖GXG‖(n) = ‖GXG‖(k) for X  0. (28)
It follows that
Tr FXF  Tr X for X  0. (29)
Using Lemma 2.3 we can write
2
√
mM
k∑
j=1
cj‖Zhj‖ 
k∑
j=1
cj〈hj, Whj〉 =
k∑
j=1
cjTr hj(Whj)
∗ (30)
=
k∑
j=1
cjTrWhjh
∗
j = TrW
k∑
j=1
cjhjh
∗
j (31)
= TrWT = TrW1/2TW1/2 = Tr GSS∗G = Tr S∗GGS (32)
 Tr(AB)1/2W1/2GGW1/2(AB)1/2 = Tr GW1/2ABW1/2G (33)
= ‖GW1/2ABW1/2G‖(n) = ‖GW1/2ABW1/2G‖(k) (34)
 ‖W1/2ABW1/2‖(k)  ‖BWA‖(k). (35)
In fact, the ﬁrst inequality (see (30)) follows from (15). The second (see (33)) is due to (29). The last
two inequalities (see (35)) are consequences of (21), respectively. The third equality in (32) follows
from (27). Equalities in (34) hold by (19) and (21), respectively. The rest of equalities follow from the
commutativity and linearity of trace.
Combining (26) and (30)–(35) we get (25), as required. Thus (22) is established. 
The forthcoming Corollaries 2.8 and 2.9 are special cases of Corollary 2.6. Corollary 2.8 is moti-
vated by [4, Lemma 2.3]. Here ‖X‖∞ = s1(X)is the spectral norm of X , and ρ(X) = max{|λi(X)| : i =
1, . . . , n} is the spectral radius of X .
Corollary 2.8. Let A, Z ∈ Mn(R)with A 0 and let scalars m, M be positive.
If Cm,M(Z) is accretive, then
‖AZ‖∞  M + m
2
√
mM
ρ(ARe Z). (36)
The next corollary can be compared to [5, Corollary 1.4].
Corollary 2.9. Let A, Z ∈ Mn(R) with A 0 and let scalars m, M be positive.
If Cm,M(Z) is accretive, then
Tr|AZ| M + m
2
√
mM
Tr AZ. (37)
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