Abstract -A transmission eigenvalue problem on two disjoint intervals has been investigated. A distribution of eigenvalues has been obtained. A corresponding difference scheme is proposed and tested with a few numerical examples.
Introduction
In applications, it frequently happens that the domain under consideration contains several materials with different physical properties. Problems of such type are usually called transmission (or diffraction, or interface) problems (see [1, 2, 8, 12] ).
We focus our attention on boundary value problems where the domain consists of two or more disconnected disjoint subdomains. These include, for example, the radiation heat transfer process (see [5, 6] ), some vibration processes (see [4, 7] ), etc.
In this note, we the consider corresponding eigenvalue problem on two disjoint intervals:
′ + q 1 (x)u 1 (x) = λu 1 (x), x ∈ (a 1 , b 1 ), (1.1)
where a 1 < b 1 < a 2 < b 2 , with Robin boundary conditions at the external boundary points a 1 and b 2 : −p 1 (a 1 ) u ′ 1 (a 1 ) + σ 1 u 1 (a 1 ) = 0, (1.3)
and nonlocal mixed Robin-Dirichlet conjugation conditions at internal boundary points b 1 and a 2 :
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−p 2 (a 2 ) u ′ 2 (a 2 ) + α 2 u 2 (a 2 ) = β 2 u 1 (b 1 ). (1.6) We assume that β i = 0, i = 1, 2, because in the opposite case problem (1.1)-(1.6) reduces to two independent standard Sturm-Liouville eigenvalue problems. An analogous problem with Dirichlet boundary conditions was considered in [3] under more restrictive assumptions. This work is of preliminary character, which is why we deal with the simplest onedimensional problem. In forthcoming papers we intend to study higher-dimensional problems.
Preliminary Results
, endowed with the inner product and associated norm
where
. We also introduce the space
, endowed with the inner product and norm
From the well-known properties of Sobolev spaces it immediately follows that H 1 and L are Hilbert spaces, with H 1 compactly embedded in L. In the standard manner one obtains the following weak form of the eigenvalue problem (1.1)-(1.6):
In the following lemma we deal with some properties of the bilinear form a(u, v).
, the bilinear form a, defined by (2.2), is symmetric and bounded on
, this form satisfies the Gårding's inequality, i.e., there exist positive constants m and κ such that
Proof. The first statement immediately follows from the Sobolev imbedding
and the known inequality
taking sufficiently small ε.
Remark 2.1. Under some additional assumptions the bilinear form a is coercive on H 1 × H 1 , i.e., the coefficient κ in the Gårding's inequality is zero. For example, the following conditions are sufficient for it:
Lemma 2.1 allows us to recast problem (1.1)-(1.6) into the general theory of abstract eigenvalue problems for bilinear forms in Hilbert spaces (see, e.g., [10] ). This ensures the existence of eigenvalues and eigenfunctions as stated in the following theorem.
Theorem 2.1. Under the conditions of Lemma 2.1 problem (1.1)-(1.6) has a countable sequence of real eigenvalues
. . , can be chosen to be orthonormal in L. They constitute a Hilbert basis for H 1 as well as for L.
The eigenvalues λ n can be characterized by the minimum principle of the Rayligh quotient
Asymptotic Behavior of Eigenvalues
The following statement holds true:
Theorem 3.1. Under the conditions of Lemma 2.1 eigenvalues λ n of the boundary-value problem (1.1)-(1.6) satisfy the asymptotic formula
Proof. Following the theory of spectral problems with classical boundary conditions [9] it is easy to see that the asymptotic distribution of the eigenvalues of all regular problems (1.1)-(1.6) satisfying the assumptions of Lemma 2.1 is the same as for the problem with constant coefficients:
First we seek the eigenvector u = (u 1 , u 2 ) of (3.1)-(3.6) in the form
Equations (3.1) and (3.2) are automatically satisfied for λ = −µ 2 . From (3.3) and (3.4) we have
while from (3.5) and (3.6) we obtain
For this homogeneous system, with respect to A 1 and A 2 , to have nontrivial solutions, its determinant should be zero. After some algebra we get the following equation for µ:
Using the properties of the function tanh µ, we conclude that Eq. (3.7) has a finite number of roots, whereby it follows that there exists a finite number of negative eigenvalues of problem (3.1)-(3.6). Let us now check if zero can be an eigenvalue of problem (3.1)-(3.6). In this case, the eigenvector u = (u 1 , u 2 ) has the form
Substituting u into (3.1)-(3.6), after some algebra we get
In such a way, zero is an eigenvalue of problem (3.1)-(3.6) if and only if the input data satisfy condition (3.8).
Finally, for positive eigenvalues λ > 0 we set λ = µ 2 and seek the corresponding eigenvector in the form
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As in the previous cases, after substituting u into (3.1)-(3.6), we get the following equation for µ:
The function on the right-hand side of Eq. (3.9) has two countable families of vertical asymptotes µ =μ in , i = 1, 2, n = 1, 2, . . . whereμ in denote the roots of equations
In the neighborhood of each vertical asymptote there exists a unique solution µ = µ in of Eq. (3.9). Using the asymptotic expansions of the functions tan µ(b i − a i ) and ψ i (µ), we obtain
Finite Difference Approximation
. Take integers N 1 , N 2 2 and define the uniform meshes
We introduce the finite differences v i,x and v i,x in the standard manner [11] 
and approximate the spectral problem (1.1)-(1.6) with the following finite difference scheme:
Let p i (x) ≡ 1, q i (x) ≡ 0 and let, for simplicity, the intervals (a 1 , b 1 ) and (a 2 , b 2 ) be commensurable. Then we can choose the integers N 1 and N 2 and the stepsize h such that
The finite difference scheme (4.1) reduces to:
The eigenvalues and eigenvectors of (4.2) can be represented as in the continuous case. Indeed, for λ h < 0 we seek the eigenvector v = (v 1 , v 2 ) in the form
The first two equations in (4.2) are automatically satisfied if
From the following two equations in (4.2) we have
From the last two equations in (4.2), as in the continuous case, we get the following equation for µ:
Let us now check if zero can be an eigenvalue of the finite difference problem (4.2). In this case, the eigenvector v = (v 1 , v 2 ) has the form
Substituting v into (4.2), after some algebra we again get condition (3.8).
Finally, for the positive eigenvalues λ h > 0 we seek the eigenvector in the form
As in the previous cases, after substituting v in (4.2) we get
where µ is the root of the following equation:
and
Let λ n be the n-th eigenvalue of (3.1)-(3.6) and λ h n the n-th eigenvalue of the difference problem (4.2). Using (3.7), (3.9), (4.3)-(4.6) and the asymptotic expansion, we deduce that for the fixed n |λ The distribution of eigenvalues strongly depends on the input parameters of the problem. This is shown in the following numerical examples. The first four eigenvalues in each example were obtained numerically, solving Eqs. (3.7) and (3.9). Typically, all eigenvalues are positive or there exists only one negative eigenvalue. Eigenvalues of the corresponding finite difference schemes are also computed and compared with previously calculated values. The numerical order of convergence was determined in the standard manner, using the formula
Numerical Experiments
In all cases, the obtained values are close to 2.
We used the following input data to the problem (3.1)-(3.6): In examples e)-h), both positive and negative eigenvalues exist. The solutions of Eqs. (3.7) and (3.9) are presented in Fig. 5.2 .
The results of comparison between the exact eigenvalues and the eigenvalues of the difference scheme (4.2) are presented in Table 5 .2. 
