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Abstract— New bounds on the rate distortion function of 
certain non-Gaussian sources, with a proportional-
weighted mean-square error (MSE) distortion measure, 
are given. The growth, g, of the rate distortion function, as 
a result of changing from a non-weighted MSE distortion 
measure to a proportional-weighted distortion criterion is 
analyzed. It is shown that for a small distortion, d, the 
growth, g, and the difference between the rate distortion 
functions of a Gaussian memoryless source and a source 
with memory, both with the same marginal statistics and 
MSE distortion measure, share the same lower bound. 
Several examples and applications are also given. 
 
I. INTRODUCTION 
The rate distortion function for Gaussian processes, as well as 
for certain non-Gaussian processes, with a mean-square error 
(MSE) distortion measure is well known (e.g. [1]-[4]). In order 
to preserve signal's fine and more fragile features that might 
disappear under source coding that aims only at minimizing 
the mean-square error energy, Sakrison [5] suggested the 
following generalization on the MSE distortion measure to a 
class of weighted MSE distortion measures. Let 
TA,ID  
denotes the weighted MSE distortion  
                  
T T
2
A,I I
1
ˆD E{ A(X X) },
T
= −                      (1) 
where ˆX, X  are the source signal and its reconstruction 
respectively, A is a linear, time-invariant operator that is 
bounded from below, TI  is a T seconds interval and 
T
T
2 2
I
I
f (t) f (t)dt= ∫ . 
As usual the distortion and the rate are calculated by taking the 
limits for T →∞ . Let X be a stationary process with a power 
spectral density XS (f ) and let A(f) be the transfer function of 
the operator A. Then, under some conditions, the following 
parametric expressions for the rate distortion were proven in 
[5]: 
        
c
2
A X
E( ) E ( )
D ( ) df A(f ) S (f )df
µ µ
µ = µ +∫ ∫          (2) 
         
2
A X
E( )
1R ( ) ln[ / A(f ) S (f )]df
2 µ
µ = − µ∫  .        (3)  
In (2), (3) E( )µ  is the set of frequencies for which 
2
XA(f ) S (f ) ≥ µ  and cE ( )µ is its complement. 
The meaning of the result above is that the rate distortion 
function of the stationary time-continuous Gaussian source X 
with a weighted MSE distortion measure is equal to the rate 
distortion function with a regular (non-weighted) MSE 
distortion measure of a stationary Gaussian source Y with 
power spectral density 2Y XS (f ) A(f ) S (f )= . The 
frequency-weighted MSE criterion for time-continuous 
Gaussian sources is also employed in [6]-[8] with similar 
results. However, no results for a specific example of 
weighting transformation were given. 
In this paper we focus on a special form of weighted MSE 
distortion measure. A will be defined so that the condition  
2
XA(f ) S (f )  equals a constant is fulfilled for each 
frequency f. This criterion will cause to the power spectral 
density of the (non-weighted) error signal, as a function of f, 
to be proportional to that of the signal source X, for each f. 
Our new results will also apply to certain non-Gaussian 
sources. 
In section II the rate distortion functions for stationary time-
discrete, and for bandlimited time-continuous processes are 
analyzed. Bounds on the rate distortion function under the 
proportional-weighted MSE distortion measure, as well as 
asymptotic behavior for a small distortion d, are given. The 
case of unlimited-bandwidth, time-continuous sources is also 
treated. Proofs of main results are given in the appendix.  
II. R(d)  FOR STATIONARY SOURCES 
A. R(d) for time-discrete stationary sources  
 
Let tX {X , t 0, 1, . . .}= = ± be a zero mean stationary 
sequence with 2E[X (t)] S= < ∞ and with a power spectral 
density function X (f ),1/ 2 f 1/ 2Φ ≤ ≤ . Let D(X X) < ∞  
be the divergence rate  
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1 n 1 n
n
1D(X X) lim D((X ,...,X ) (X ,...,X ))
n→∞
=    
where 1 nX, (X ,...,X )    are Gaussian with the same covariance 
as that of 1 nX, (X ,...,X ) respectively. Define the linear time-
invariant operator A by 
                               
2
XA(f ) (f ) SΦ = .                      (4) 
First, we use the above classical definition of weighted-
distortion measure using the linear transformation (4) and 
consider only spectral densities X (f )Φ such that 1A− exist. 
This restriction will be removed in the end part of this 
paragraph.  We denote the distortion nd between any source-
reconstruction words pair by 
                          
2
n
n
1
ˆd E{ A(X X) }
n
= −  .               (5) 
In (5) 2
n
i  symbolizes the usual norm in the Euclidean n space 
and n
n
d lim d
→∞
= . Then, the rate distortion function R(d) of X 
satisfies the following theorem  
 
Theorem 1: For 0 d S< ≤  
                 
1 S 1 Sln D(X X) R(d) ln
2 d 2 d
− ≤ ≤ .        (6) 
If  D(X X) < ∞ , then as d 0→  
                 
1 SR(d) ln D(X X) o(1)
2 d
= − + ,           (7) 
where o(1) denotes a function that goes to zero as d goes to 
zero. 
If 1A− exists then the proof of the theorem is straightforward. 
Each pair ˆ(X,X)  can be transformed to another pair 
(AX,AX) and reconstructed by operating the inverse without 
loss of information. According to the definition (4) of A the 
power density function of the process Y=AX is "white". 
Therefore the proportional-distortion rate distortion function 
of X is given by the non-weighted MSE rate distortion 
function of the memoryless process Y with same d. In this case 
the rate distortion function of Y under the (non-weighted) 
MSE distortion measure is received by a constant distortion d 
for each frequency f, 
1 1f
2 2
− ≤ ≤  (due to error water filling 
law). Therefore, the weighted error spectrum of d (4), (5) with 
n →∞ , as a function of f, is proportional to X (f )Φ  (see 
figure 1). 
 
Eexample 1: First-order Markov source 
 
We consider a first-order Gaussian Markov source X which is 
characterized by an exponentially decaying memory (see [1, 
example 4.5.2.2]). For convenience we assume S=1. The 
power spectral density of X is given by: 
 
 
Fig. 1: Errors power spectral densities of first-order 
Markov source 
 
           
2
X 2
1 r 1 1(f ) ; f
2 21 2r cos(2 f ) r
−
Φ = − ≤ ≤
− pi +
     (8) 
where  -1 < r < 1. A graph of X (f )Φ for r=1/3 is shown in 
Figure1. For d=0.7 the blue area denotes the error spectrum 
due to the non-weighted MSE distortion measure. The red area 
denotes the error spectrum due to the proportional-weighted 
MSE distortion measure (=0.7* X (f )Φ ). 
The rate distortion function for the non-weighted MSE 
distortion measure for d (1 r) /(1 r)≤ − + , is given by [1, 
4.5.32] 
                                  
21 1 rR(d) ln
2 d
−
= .                        (9) 
The "cost" in terms of source encoding rate required in order 
to reconstruct the data using a proportional weighted 
distortion MSE measure can now be seen. The following 
expression gives the growth, g, from the rate distortion (6) to 
the rate distortion (9), both with same d, for the Gaussian case 
( D(X X) 0= ) and S=1,  
                               
21g ln(1 r )
2
= − − .                           (10) 
As it can be seen, depending on the memory decaying factor r, 
the growth of the rate varies between zero (memoryless 
source) and infinity.  
One can come to a similar conclusion in the case of non-
Gaussian sources, at least for small d. The generalized 
Shannon lower bound for the non-weighted MSE [1, 4.6.14], 
when expressed in terms of divergence, is given by 
1/ 2
X1/ 2
1 1 1R(d) ln D(X X) ln (f )df
2 d 2 −
≥ − + Φ∫ . 
Therefore, for small d (7) yields  
              
1/ 2
X1/ 2
1 1g lnS ln (f )df o(1)
2 2 −
≥ − Φ +∫ .           (11)  
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For a memoryless, non-Gaussian source the lower bound (11) 
behaves like o(1) for small d, but becomes higher for sources 
with memory. 
In [9] it was shown that for any time-discrete stationary 
Gaussian source with memory, the rate distortion R(d) satisfies 
   
1/ 2* *
X1/ 2
1R (d) lnS ln (f )df R(d) R (d)
2 −
+ − Φ ≤ ≤∫      
where *R (d) is the rate of the memoryless source *X with the 
same marginal statistics as X. Hence, the growth of the rate 
distortion function when passing from a non-weighted MSE 
criterion to a proportional-weighted criterion, and the growth 
of the rate distortion function when passing from a Gaussian 
memoryless source to a source with memory and with the same 
marginal statistics, share the same lower bound (for small d). 
 
A generalization 
Let us suggest another approach to the solution of the above 
problem concerning the proportional- weighted MSE 
distortion measure. Suppose we dictate in advance an error 
spectral density function that is proportional to the source 
power density, for each frequency f. Let (n)k k 1,...nλ =  be the 
eigenvalues of the correlation matrix n (X)φ  of any n-
sequence belongs to X. Let (n)k k 1,...nγ =  be the eigenvalues 
of the correlation matrix n (e)φ  of any n-sequence belongs to 
the error process ˆe (X X)= − .  
Then, using a result by Grenander and Szego (e.g. see [1] p. 
116), the eigenvalues (n) (n)k k, k 1,...nλ γ =  can be expressed 
for some (n)kf k 1,...,n=  by 
(n) (n)
X ek k(f ), (f )Φ Φ  
respectively (same (n)kf since the spectral densities are 
proportional). Also, e X
d(f ) (f )
S
Φ = Φ implies  
(n) (n)
k k
d k 1,...n
S
γ = λ = . 
By transferring coordinates to the principal axes 1 n(X ,...,X )  
* *
1 n(X ,...,X )→ we get 
n n (n)* * 2
k k k
n nk 1 k 1
n n(n) (n)
k k
n nk 1 k 1
1 1
ˆlim E[(X X ) ] lim
n n
1 d 1 dlim lim d.
n S n S
→∞ →∞= =
→∞ →∞= =
− = γ =
λ = λ =
∑ ∑
∑ ∑
 (12) 
 
Therefore, the rate distortion function can be calculated by 
finding the minimum information rate between * *1 n(X ,...,X )  
and * *1 nˆ ˆ(X ,...,X ) , where (n)* 2k kE[X ] , k 1,...,n= λ = , subject 
to the condition (n)* * 2k k kˆE[(X X ) ] , k 1,...,n− = γ = . 
The following expression for the rate distortion function in the 
Gaussian case is straightforward: 
n
n k 1
1 S 1 SR(d) lim ln ln
2n d 2 d→∞ =
= =∑ . 
The bounds (6), as well as the asymptotic behavior for small d 
(7), for the non-Gaussian case are proved in the appendix. 
Hence, we do not need to pass through the transformation A in 
order to define the proportional MSE distortion measure or to 
prove theorem 1. Moreover, no existence of 1A−  is needed 
(e.g. the power density function of the source X can possesses 
zero values).  
 
B. R(d) for time-continuous bandlimited sources  
 
Let tx {x , t }= −∞ < < ∞ be a zero mean stationary process 
with 2E[x (t)] S= < ∞ and power density function xS (f )  
such that xS (f ) 0 f B= > . Lower case x is used to denote 
time-continuous process and upper case X to denote the 
sampled, time-discrete sequence sX {x(kT ), k 0, 1,...}= = ± , 
where s1/ T 2B= is the sampling rate.  
Let the linear time-invariant operator A be defined by 
                            
2
xA(f ) S (f ) S/ 2B= .                    (13) 
Again, we can consider the proportional-weighted MSE 
distortion measure in two forms.   Using the linear operator A, 
we denote the distortion Td between any T- seconds source-
reconstruction processes pair by 
                          
2
T T
1
ˆd E{ A(x x) },
T
= −                  (14) 
where 2Ti  symbolizes the usual norm in 
2L [0,T]and by d, 
TT
d lim d
→∞
= , the distortion rate. More generally and without 
the need to restrict A, we demand that the power density of the 
error process ˆe (x x)= −  , eS (f ) , satisfies for each 
frequency f   
                             e x
dS (f ) S (f )
S
= .                              (15) 
The following theorem is a straightforward consequence of 
theorem 1. Its proof is given in the appendix. 
 
Theorem 2: For 0 d S< ≤  
              
S SBln 2BD(X X) R(d) Bln
d d
− ≤ ≤ .          (16) 
If D(X X) < ∞ , then, as d 0→ ,  
            
SR(d) Bln 2BD(X X) o(1)
d
= − + ,              (17) 
where o(1) denotes a function that goes to zero as d goes to 
zero. 
Corollary: Suppose that a source x with 2E[x (t)] S= < ∞  
and with power density xS (f )  such that xS (f ) 0 f B= >  
is passed to a destination through a white, band-limited 
Gaussian channel that possesses signal to noise ratio SNR, and 
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shares the same bandwidth B as that of x. Then, even for the 
best source and channel encoders, and the best channel and 
source decoders 
                 
d 1
S (1 SNR)exp[2D(X X)]
≥
+ 
 .                (18) 
In particular, if the source is Gaussian 
                              
d 1
S (1 SNR)≥ + .                                (19) 
A numerical example: The minimum SNR that is required for 
the above Gaussian link in order to maintain a proportional 
distortion of 10% is 9 (9.5 dB). 
 
Let us check the growth g of the rates when passing from a 
non-weighted MSE distortion to a proportional-weighted MSE 
distortion. Bounds on the rate distortion function of non-
weighted, time-continuous stationary bandlimited source were 
given in [1, (4.6.46)]. The lower bound when expressed in 
terms of divergence rate and the power density function 
X (f )Φ of the sampled process X, is in the following form: 
        
1/ 2
X1/ 2
SR(d) Bln 2BD(X X)
d
B ln (f )df BlnS.
−
≥ − +
Φ −∫

        (20) 
Then, from (17) and (20), for small d 
           
1/ 2
X1/ 2g BlnS B ln (f )df o(1)−≥ − Φ +∫ .             (21) 
Again, comparing (21) with the difference between the rate 
distortion function of a discrete-time Gaussian source and its 
memoryless equivalent with the same marginal statistics [9], 
one can come to the following conclusion: 
The growth g for small d is at least the difference between the 
rates of the sampled discrete-time Gaussian source with power 
density function X (f )Φ and its equivalent memoryless, 
multiplied by minus B. 
 
C. R(d) for time-continuous, infinite- bandwidth  sources  
 
Let tx {x , t }= −∞ < < ∞ be a zero mean stationary process 
with 2E[x (t)] S= < ∞ and a power density function xS (f )  
such that xS (f ) 0 f> −∞ < < ∞ . 
In this case it is not possible to consider a proportional-
weighted MSE distortion measure since R(d) = ∞  for any  
0 d S< < . This could be seen from the lower bound in (16) by 
representing the process x as a limit (in the mean-square sense) 
of bandlimited processes with bandwidths nB  and nB →∞  
as n →∞ . 
However, one can look for a compromise, namely neglecting 
the signal power density for f B≥ , for some B, and using the 
proportional-weighted MSE distortion measure only for the 
region of signal power density such that  f B< . Then the 
following mixed distortion measure expressed in terms of the 
power spectrum of the linear transformation A is suggested: 
                
2
x
x
S B f B
2BA(f ) S (f )
S (f ) f B,
− δ − < <
= 
 ≥
        (22) 
where xB2 S (f )df
∞δ = ∫ is an arbitrary small positive number. 
Assuming here the existence of 1A− , the calculating of the 
rate distortion function of x, under the above weighted MSE 
distortion criterion, is performed by the calculating of the rate 
distortion function of y=Ax under the non-weighted MSE 
criterion. 
If x is Gaussian then y is also Gaussian and we use the 
spectrum of y (the right hand side of (22)) to get 
                         
SR(d) Bln
d
− δ
=
− δ
 ,                           (23) 
for d in the range 
                          x2BS (B) d S+ δ ≤ ≤ .                        (24) 
In (23), (24) it is assumed that B is large enough, and that 
xS (f ) is such that  x2BS (B) S+ δ <<  for B→∞ .    
If x is not Gaussian but D(x x) D(y y)= < ∞  , then the 
following theorem follows directly from [4, Theorem 3]. 
 
Theorem 3: Under the above conditions and for d that fulfils 
(24) 
         
S SBln D(x x) R(d) Bln .
d d
− δ − δ
− ≤ ≤
− δ − δ

         (25) 
Note that the rate distortion function of time-continuous 
sources under the MSE distortion measure may behave like 
cR(d) (1/ d) , c 1, d 0≈ ≥ → . Nevertheless, there is no doubt 
that despite the logarithmic dependency of the rate (25) on d, 
the rate distortion function under the above mixed distortion 
measure, in the limited range of d (24), is much higher than 
that with the non-weighted MSE distortion. 
The following example assists in clearing that point. 
 
Example  2. 
Let us assume that there exists a stationary solution x to the 
stochastic equation 
  
t
0x(t) x(0) [x(s)]ds w(t), 0 t T= + α +β ≤ ≤∫     (26) 
where w is a standard Brownian motion. Since the process that 
is defined by (26) satisfies D(x x) < ∞  [4, p523], (25) yields 
for xd 2BS (B)= + δ  (section III),   
                  
2 2 2R(d) ( ) ln d 0
d d
β
≈ →
pi
.             (27) 
However, for the non-weighted MSE distortion measure and 
the same d, R(d) satisfies [4, Example 3] 
                     
2 2R(d) ( ) d 0
d
β
≈ →
pi
.                  (28) 
The rate (28) is smaller than that of (27) for a small d. 
III. APPENDIX 
Proof of theorem 1. 
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Proof of the lower bound.  
For a given MSE distortion vector (n) (n)k k
d k 1,...n
S
γ = λ = , 
the following known bound on the information measure 
between * *1 n(X ,...,X )  and * *1 nˆ ˆ(X ,...,X ) is used [4]: 
    
* * * *
1 n 1 n
n
* *
1 n(n)
i 1 i
ˆ ˆI((X ,...,X ),(X ,...,X ))
1 1ln h(X ,...,X ).
2 2 e=
≥
+
pi γ
∑
     (A.1) 
Therefore,  
     
n
* *
1 n
n i 1
n (n)
i
i 1
1 1 SR(d) lim { ln h(X ,...,X )
n 2 d
1 ln (2 e }.
2
→∞ =
=
≥ +
− pi λ
∑
∑
     (A.2) 
The left hand side of (6) follows from (A.2) since 
 
* * * *
1 n 1 n
n
n
* *
1 n(n)n i 1 i
1D(X X) lim D((X ,...,X ) (X ,...,X ))
n
1 1 1lim { ln h(X ,...,X )}.
n 2 2 e
→∞
→∞ =
= =
+
pi γ
∑
  
  (A.3) 
 
Proof of the  upper bound. 
An upper bound on the rate distortion function so that for 
every n the distortion vector is given by 
(n) (n)
k k
d k 1,...n
S
γ = λ = , has to be shown. 
Let 1 nZ (Z ,...,Z )=  be defined by 
*
k k k kZ a X n k 1,...,n= + = , 
where ka 1 d /S= −  and kn , k 1,...,n=  are independent 
Gaussian random variables, independent of * *1 n(X ,...,X )  with 
zero mean and variance (n)k k
d
a
S
λ . Since  
(n)* 2
k k kE(Z X )− = γ  and (12) holds,  
* *
1 n 1 n
n
1R(d) lim I((Z ,...,Z ),(X ,...,X ))
n→∞
≤ . 
By first expressing the information in terms of differential 
entropies and then in terms of divergence we get 
* *
1 n 1 n
* *
1 n 1 n 1 n
n (n)
1 n k k
k 1
1 n 1 n
I((Z ,...,Z ),(X ,...,X ))
h(Z ,...,Z ) h((Z ,...,Z ) (X ,...,X ))
1 dh(Z ,...,Z ) ln 2 ea
2 S
n Sln D(Z ,...,Z Z ,...,Z ).
2 d
=
=
− =
− pi λ =
−
∑
 
 
Therefore 
                     
1 SR(d) ln D(Z Z)
2 d
≤ −  .                    (A.4) 
The right hand side of (6) follows from (A.4) since the 
divergence is non-negative. 
 
Proof of (7) 
Since Z is a noisy version of *X , for each d 
                        
* *D(Z Z) D(X X )≤  .                     (A.5) 
Observe that by the definition of Z and (12) the processes 
Z, Z  converge (as d 0→ ) in the mean-square sense to the 
processes * *X , X  respectively. Therefore the measures induce 
by Z, Z  (on the real, 2l  Borel space) converge weakly, as d 
goes to zero, to the measures of * *X , X  respectively. Using a 
known divergence property [10, (2.4.9)] 
                       
* *
d 0
lim D(Z Z) D(X X )
→
≥  .                 (A.6) 
From (A.4)-(A.6), as d 0→  
                  
1 SR(d) ln D(X X) o(1)
2 d
≤ − +              (A.7) 
The asymptotic behavior (7) follows from the left hand side of 
(6) and (A.7). 
 
Proof of theorem 2. 
The same sampling technique as described in [1, sec. 4.6.3] to 
pass from a time-continuous space to a time-discrete space is 
used. Since this pass preserves both information measure and 
the proportion of the power density functions x XS (f ), (f )Φ , 
the reconstruction of the process tx {x , t }= −∞ < < ∞ with a 
proportional-weighted MSE per second of d or less is 
equivalent to the reconstruction of the sequence 
sX {x(kT ), k 0, 1,...}= = ±  with a proportional-weighted 
MSE per sample of d or less. It follows that R(d) for 
tx {x , t }= −∞ < < ∞  can be obtained from R(d) for  
sX {x(kT ), k 0, 1,...}= = ± by multiplying the rate coordinate 
of each point on the latter curve by s1/ T 2B= in order to 
convert from nats per sample to nats per second. Hence, 
expressions (6), (7) yield (16), (17). 
 
Proof of example 2. 
To show (27) the following asymptotic behavior of the power 
spectral density of the stationary process x is used (see [4, 
(78)] for c=1, r=0) 
                        
2
x 2
1S (f ) ( ) , f
2 f
β
≈ →∞
pi
.                (A.8) 
Then, by integrating,  (A.8) yields 
              
2
x
12( ) 2BS (B), B
2 B
β
δ ≈ ≈ →∞
pi
.        (A.9) 
Therefore, for xd 2BS (B)= + δ  we get  
                             d 2 , 0≈ δ δ→ .                           (A.10) 
From (25), (A.9), (A.10) and D(x x) < ∞  we get (27). 
The asymptotic behavior (28) follows from [4, (27), c=1, r=0]. 
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