ABSTRACT Metamorphic testing has been successfully used in many different fields to solve the test oracle problem. However, how to find a set of appropriate metamorphic relations for metamorphic testing remains a complicated and tedious task. Recently some machine learning approaches have been proposed to predict metamorphic relations. These approaches predicting single label metamorphic relation can alleviate this problem to some extent. However, many applications involve multi-group metamorphic relations, and these approaches are clearly inefficient. To address this problem, in this paper we propose a Multi-Label Metamorphic Relations prediction approach based on an improved radial basis function (RBF) neural network named RBF-MLMR. First, RBF-MLMR uses state-of-the-art soot analysis tool to generate control flow graph and corresponds labels from the source codes of programs. Second, the extracted nodes and the path properties constitute multi-label data sets for the control flow graph. Finally, a multi-label RBF neural network prediction model is established to predict whether the program satisfies multiple metamorphic relations. In order to improve the prediction results, affinity propagation and k-means clustering algorithms are used to optimize the RBF neural network structure of RBF-MLMR. A set of dedicated experiments based on public programs is conducted to validate RBF-MLMR. The experimental results show that RBF-MLMR can achieve accuracy of around 80% for predicting two and three metamorphic relations.
I. INTRODUCTION
Software testing, a major approach to guarantee software quality, aims at detecting software failures as early as possible. However, in practical situations, many programs lack testing oracles [5] , [21] , and this limits the effective application of software testing. In order to solve the oracle problem, T.Y. Chen et al. have proposed a novel technique called metamorphic testing [4] , [5] , [18] , [32] . This technique utilizes original test cases (using the random value method and special value method) that are not found in the test process, to construct the new test case (called follow-up test case), so as to carry out a more thorough testing of the program. Metamorphic testing can detect whether the program has defects by checking whether the output of the original test case and the follow-up test case meet the expected property. This property is known as metamorphic relation.
Currently most state-of-the-art approaches [6] , [7] , [11] manually construct metamorphic relations. When the input satisfies a certain relation, metamorphic testing checks whether the output meets the corresponding metamorphic relations. If metamorphic relation is not satisfied, the program must contain some defects. This technique does not need to verify every testing output, which can effectively alleviate the problem of lacking software oracle. Previous studies have shown that metamorphic testing is appropriate for testing program lacking of effective approaches for creating testing oracle. However, the manual process for constructing metamorphic relations may miss some important relations that can reveal errors. When the programs are tested with metamorphic testing, more than one metamorphic relation often exist, and some important relations are easily missed during the construction process. This motivates previous researchers to do further studies on automatic constructing metamorphic relations.
In order to solve this limitation, the work in [13] and [14] try to use machine learning techniques for automating prediction functions, which may satisfy some metamorphic relation. However, the established machine learning model can only predict one metamorphic relation, which cannot meet the needs of many real programs. It may be very tedious and inefficient for those special programs with many metamorphic relations. This problem inspires us to explore novel prediction approach for multi-labels metamorphic relations. Artificial Neural Networks (ANNs) are very popular in the prediction of metamorphic relations. Artificial Neural Networks are algorithmic mathematical models that mimic the behavioral characteristics of animal neural networks and carry out distributed parallel information processing. This network relies on the complexity of the system, through the adjustment of the relationship between a large number of nodes within the interconnection, so as to achieve the purpose of dealing with information, and self-learning and adaptive ability [1] , [2] . In Literature, the research of multi-labels learning approaches has been mainly divided into two categories [9] , [28] : 1) The problem translation, the classification problems of multi-labels learning are decomposed into a set of independent classification problems, and then the result of multi-labels is summarized by the result of each classification. 2) Algorithmic adaptability, the multi-labels sample sets are learned and the predicted model is then established to predict the multi-labels. The second category is a better simulation of a multi-label learning classification problem, and it also meets the cognitive condition.
Consequently, we mainly use the second category of approaches to study the multi-label samples directly in this paper. Among many multi-labels prediction algorithms [9] , [10] , [22] , [27] , [28] , existing results suggest that ML-RBF (Multi-Labels Radial Basis Function) is one of the best learning algorithms for multi-labels learning [28] . RBF is a well-behaved feed-forward neural network with better approximation capability and global optimal characteristics, and it is widely used in various engineering domains [3] , [15] , [20] . Thus, this paper proposes a multi-label metamorphic relation prediction approach based on RBF neural network. However, in order to improve the efficiency of the approach, the AP algorithm is used to optimize the RBF network structure. The proposed approach can predict multiple metamorphic relations, which can effectively improve construction efficiency of metamorphic relation, as well as establish the foundation for automatic metamorphic testing tools. Specifically, as the complexity of the function program increases, the function contains more and more metamorphic relations. A single label has been unable to meet the reality of the program, so multi-label becomes more and more popular. The multi-label prediction model is established by constructing the multi-label data set and RBF neural networks, which can predict multiple metamorphic relations at one time and can improve the structural efficiency of the metamorphic relations effectively. The contributions of this paper are summarized as follows:
• We propose a novel metamorphic relation prediction approach called RBF-MLMR. To solve the limitations of existing approaches, the RBF-MLMR approach, improved by AP and k-means clustering algorithms is used to automatically construct multiple metamorphic relations that can be satisfied by the programs.
• The RBF-MLMR approach is validated by a set of dedicated experiments. The experiments are based on more than 100 public programs. The results show that RBF-MLMR is effective and efficient compared to other approaches. The rest of this paper is organized as follows. Section II reviews related works and discusses their limitations. Section III describes the metamorphic testing technique and the basic idea of ML-RBF. Section IV presents and details the RBF-MLMR approach. The experimental validation of RBF-MLMR is performed in Section V. Finally, Section VI offers some conclusions and suggestions for future work.
II. RELATED WORK A. METAMORPHIC TESTING AND METAMORPHIC RELATIONS
Metamorphic testing has been widely used in different fields such as health care simulations [19] , Monte Carlo modeling [7] , bioinformatics [6] , computer graphics [11] , and testing programs with partial differential equations [4] . Some studies have been conducted on how to select ''good'' metamorphic relations. Xie et al. [25] compare various metamorphic relations identified for programs of shortest path and critical path, and attempt to distinguish metamorphic relations that are effective in detecting software failures. Their study shows that theoretically understanding the application domain is not sufficient for identifying good metamorphic relations. Mayer and Guderlei [17] examine some metamorphic relations for several Java programs of determinant computation. They observe that metamorphic relations that have rich semantic properties normally have high failuredetection capability. All the studies on selecting ''good'' metamorphic relations only provide some guidelines that help software testers identify metamorphic relations that intuitively have high failure-detection capability. However, all these approaches do not support a systematic methodology on constructing metamorphic relations, and testers still need to identify metamorphic relations in an ad hoc way. Wang [24] propose a metamorphic relation construction method based on the compositional function. The method lacks automatic generation of the composite metamorphic relations and tools. Kanewala and Bieman [13] and Kanewala et al. [14] present a novel approach for automatically predicting metamorphic relations using machine learning techniques and predicting metamorphic relations for testing scientific software machine learning approaches using graph kernels. However, these two approaches were designed for single label metamorphic relation prediction. They are not suitable and efficient for programs with multiple metamorphic relations.
B. MULTI-LABEL LEARNING ALGORITHMS
The key idea of learning multiple metamorphic relations is based on multi-label learning algorithms. This subsection reviews existing multi-label algorithms. Many multi-label learning algorithms, such as BP-MLL, Rank-SVM, Boostexter, Adtboost.MH, ML-KNN and ML-RBF, play different roles on multi-labels learning. BP-MLL [28] adjusts the weight of network constantly to obtain the minimized objective function using BP neural network. Rank-SVM [9] conducts the multi-labels learning with SVM. Boostexter [22] is an expansion of ADABoost that is an ensemble learning algorithm. Adtboost.MH [10] is derived from ADTboost and AdaBoost.HM. ML-KNN [29] lazy learning algorithm transforms multiple-label problems into multiple independent categories of classification problems to solve the multi-label classification problems. With the advantage of easy structure, and global optimum and fast training speed, ML-RBF [27] is excellently adaptive to the multilabels learning classification. These algorithms are popular, especially ML-RBF has been extensively applied in the multilabels learning classification.
Many multi-label learning algorithms have been proposed by adapting traditional supervised learning techniques to learn from multi-label training instances, such as multi-label decision trees, multi-label Bayesian approaches, multi-label kernel methods, multi-lable RBF, etc. The literature [27] has already demonstrated that ML-RBF is the most efficient algorithm for multi-label learning, and ML-RBF achieves rather competitive performance to other state-of-the-art multi-label learning algorithms.
III. PRELIMINARIES A. METAMORPHIC TESTING AND METAMORPHIC RELATIONS
The effectiveness of the metamorphic testing technique has been validated by research applications in different fields [12] , [26] , [31] , [33] . As we all know, metamorphic testing uses unsuccessful test cases to generate follow-up test cases [5] . It is usually carried out according to the following steps [16] :
• An appropriate set of metamorphic relations from the specification of the software under testing is identified;
• An initial test case using some traditional test case selection methods such as random values or special values is generated;
• A follow-up test case from the initial test case based on identified metamorphic relations is created;
• The initial and follow up test cases are both executed, and their results are compared against the metamorphic relations. The violation of the metamorphic relations shows that the program has at least one fault. Metamorphic testing has three outstanding characteristics [8] :
• In order to check the implementation of the program, we need to construct a metamorphic relation;
• In order to judge the correctness of the program function from many aspects, the testing is usually based on multiple metamorphic relations;
• In order to generate the initial test case, the metamorphic testing needs to be combined with other test case generation approaches. It is quite clear that metamorphic relation is the core part of the metamorphic testing. It not only contributes to followup test cases generation, but also provides a mechanism for the final validation. However, metamorphic relations in most previous studies are identified manually by testers in an adhoc way. Murphy et al. [19] have identified a set of metamorphic relations shown in Table 1 . These relations are commonly used in mathematical functions, where a metamorphic relation represents a function f that may satisfy multiple metamorphic relations, and change made to the input represents different categories of input modifications. For example, the function in Figure 1 calculates the average of an integer array. Each element in the array is coupled with a number k, and the results are corresponding to an increase of k. This is the additive metamorphic relation in Table 1 . Each element in the array is multiplied by a non-zero number a, and the result of this output is a times the original. This is the multiplicative metamorphic relation shown in Table 1 . Randomly permuting the order of the elements in the array, and the corresponding result does not change. This is the permutative metamorphic relation in Table 1 . From this program, we can see that there are at least three metamorphic relations, which motivate us to do multiple metamorphic relations prediction.
B. ML-RBF
Radial basis function is one of the most studied neural network models. Figure 4 illustrates the basic architecture of a typical ML (Multiple layers)-RBF neural network [27] . ML-RBF is derived from the traditional Radial Basis Function (RBF). Briefly, the first layer of ML-RBF neural network VOLUME 5, 2017 is formed by conducting clustering analysis on instances of each possible class, where the centroid of each clustered group is regarded as the prototype vector of a basis function. After that, the weights of the second layer of the ML-RBF neural network are learned by minimizing a sum-of-squares error function. Specifically, information encoded in the prototype vectors corresponding to all classes are fully exploited to optimize the weights corresponding to each specific class. As shown in Figure 4 , in the input layer the input to an ML-RBF neural network corresponds to a d-dimensional feature vector, denoted as x = (x 1 , x 2 , ..., x n ). L represents the general label category, and l(l ∈ L) represents a class label. The hidden layer of ML-RBF is composed of L sets of prototype vectors, i.e., U L l=1 C l . Here, C l consists of k l prototype vectors {c l 1 , c l 2 , ..., c l kl }, and c l j is used as the center of radial basis function φ l j (.). y represents the output, and W represents the weight of the hidden layer to the output layer.
In addition, the number in each sample is multiplied by the corresponding proportion, and then the results are rounded to obtain the k value. This process is so-called selecting k value with proportion of samples. Each of the output neurons of multi-label neural network is a possible output label. The output of the multi-label RBF neural network is based on formula (1).
where the weight of W = [W jl ] (K +1)×l dimension between the hidden layer and the output layer is K + 1, that is the number of hidden layer nodes. Here, K = L i=1 K i denotes the total number of prototype vectors retained in the hidden layer. In addition, the biases are shown as weights w 0l from an extra basis function φ 0 (.) and its output is fixed at 1. Radial basis functions of Gauss function are shown in formula (2).
Here dist(x i , c j ) represents the Euclidean distance between x i and c j . Base function variance smoothing parameter σ is obtained by calculating the average distance between each kind of basis function center, as shown in formula (3).
where µ is the parameter of scaling factor. Weight w is solved by minimizing the square sum of the error function. The minimum square sum of error function is shown in formula (4).
where t i l is the desired output of x i on the lth class.
IV. THE RBF-MLMR APPROACH
In this section, this paper first gives an overview of RBF-MLMR in Section IV-A, which describes the steps for building a RBF-MLMR prediction model. Section IV-B shows the construct Function Control Flow Graph (CFG) from source codes. In Section IV-C, the multi-label data set is constructed from the control flow graph. Finally, Section IV-D trains and builds the RBF-MLMR prediction model.
A. OVERVIEW OF RBF-MLMR
Based on the single MR prediction approach presented in [13] and [14] , this paper proposes an approach named RBF-MLMR. This approach models this problem as a multi-label classification problem. RBF neural network uses radial basis function (RBF) as the node activation function of the hidden layer to turn the lower dimensional linear inseparable data of input layer into high-dimensional data of output layer, which makes it linearly separable in the high-dimensional space. Figure 2 gives an overview of this approach. It follows the following steps:
• This approach uses the soot analysis tool to get the control flow graph of the function in the training set, where each function is associated with multiple labels simultaneously.
• From the control flow graph of the function (CFGs), we extract a set of features and corresponding multiple label information to construct a multi-label data set.
• RBF-MLMR model is established from training these data for predictions. The training phase of RBF-MLMR model also contains three steps.
• The AP (Affinity Propagation) algorithm is used to obtain the k value.
• The k-means algorithm is used to calculate the center of the basis function, and the label counting vector is calculated.
• The label counting vector is overlapped with the center of the base function to obtain the RBF neural network basis function center, and the variance and the weights between the hidden layer and the output layer are set up to predict the model. During the prediction phase, the characteristic data of the function to be measured are given as input to the established RBF-MLMR model, and then we predict the multiple relations that the measured program may satisfy.
B. CONSTRUCTING FUNCTION CONTROL FLOW GRAPH(CFG)
Definition 1: Control Flow Graph. The CFG G = (N , E) of a function f is a directed graph, where each n x ∈ N represents a statement x in f and E ∈ N × N . An edge e = (n x , n y ) ∈ E if x, y are statements in f and y is executed immediately after executing x. Nodes n start ∈ N and n exit ∈ N represent the starting and exiting points of f , respectively.
The CFG are created by Soot [30] , which utilizes a 3-address intermediate representation of Jimple [23] to complete this process. Using Jimple style, each node is an atomic operation. Figure 3 .a presents the Jimple typed control flow graph of Figure 1 , called Soot CFG, produced by Soot. During the process of transfer, Java codes are reproduced in Jimple 3-address intermediate representation, then corresponding goto operations and labels are added. These goto operations and labels express the conditional jumps in the original Java codes. As can be seen in Figure 3 .b, a labeled CFG will be acquired by adding a label to each node in Figure  3 .a to represent their concrete operations.
C. CONSTRUCTING MULTI-LABEL DATA SET
From the control flow graph in Figure 3 .b, we extract a set of features, which comprises of five classes, namely node feature, path feature [13] , [14] , node features number, path features number, and value change path. The classes are described in the following. According to the function of the control flow graph, we calculate the inward degree and outward degree of every node in CFG. Then the number of a specific type of node in CFG is counted and treated as the node feature value. Table 2 shows a set of node features extracted from Figure 3 .b. As an example, for assi-1-1, where assi is the operation performed in the node, 1 is the in-degree of assi node, and 1 is the out-degree of assi node. Feature value 6 is the number of occurrences of nodes of type assi-1-1 in Figure 3 .b.
Definition 3: Path Features(PF). The path feature means the shortest path from the starting node Nstart to a given node and the shortest path from this node to the end node Nexit, with the form being op 1 − op 2 − ... − op k , where op i denotes a node in CFG, namely the specific operation statement in the program. The value of a path feature is the number of occurrences of each shortest path in the CFG. Table 3 shows a set of path features extracted from Figure 3 .b.
As an example, start-assi-assi-goto-assi-if-assi represents the shortest path node sequence from node start to node assi, and feature value ''2'' is the number of occurrences of that shortest path node sequence in Figure 3 .b.
Definition 4: Node Features Number (NFN). Calculating the node type number in the function control flow graph as the value of NFN, which can further reflect the complexity of function structure. The number of nodes in a function can reflect the complexity of structure and function to some VOLUME 5, 2017 Figure 3 .b. Figure 3 .b.
extent, but in some cases there are many nodes with the same node type in a function, that is, performing similar operations. The number of node features further reflects the functional and structural complexity.
Definition 5: Path Features Number (PFN). Calculating the number of path characteristic numbers in the function control flow graph, which is 2n−k −1, where n is the number of nodes in the control flow graph, and k is the number of path values that are greater than 1.
Definition 6: Value Change Path (VCP). This feature mainly reflects the complexity of data-dependent information, and its value is the number of possible changes in the number of paths.
Then, a multi-label training set is constructed as In this step, we mainly build a prediction model for predicting whether a function f exhibits multiple metamorphic relations shown in Table 1 . When input is changing, the corresponding change in output is diverse, and we have considered only the specific output changes given in Table 4 for each metamorphic relation, where output change represents a specific output change. We choose six metamorphic relations in Table 1 in the initial experiment. Table 5 describes the multilabel example data sets, where f i represents a function, feat i represents a node and path feature. V ij represents the corresponding feature value, and C mn represents the corresponding class label, which denotes whether a function satisfies a specific metamorphic relation or not. ''1'' expresses satisfaction, ''-1'' means does not satisfy, and ''0'' indicates that specific metamorphic relation does not exist. The multi-label data set is input to the RBF-MLMR neural network to create a multilabel predictive model. Then, measured function feature data is input to the prediction model to predict whether multiple metamorphic relations are satisfied or not.
D. TRAINING AND BUILDING RBF-MLMR PREDICTION MODEL
Based on the basic RBF neural network model, we first use the AP (Affinity Propagation) cluster to obtain k value automatically, and then use the k-means clustering algorithm to obtain the base function center. Second, in order to fully consider the relationship between the multi-label, the tag count vector is added. Finally, the label count vector and the k-means clustering algorithm are linearly multiplied to obtain the basis function center of RBF neural network. In the following, this paper introduces the use of AP clustering to obtain k value firstly, followed by the label count vector, and finally the establishment of prediction model. 
1) USING AP CLUSTERING TO CALCULATE k
The k-means algorithm is an indirect clustering method, which performs classification according to the similarity between the samples. It is a unsupervised learning method. Given parameter k, n objects are divided into k clusters. The algorithm works well in practical application. The scalability is relatively strong, and the processing is efficient. The complexity of this algorithm is O(Nkt). Using the k-means algorithm needs to give a k value, sometimes for a given data set it is difficult to determinate reasonable categories. When the k-means clustering algorithm is used, the AP clustering algorithm is also used to obtain the k value.
The AP (Affinity Propagation) clustering algorithm is different from other clustering algorithms. It is not necessary to specify the number of clustering k in advance or other parameters that describe the number of clusters. The algorithm uses an Euclidean distance to calculate the value between data to obtain a similarity matrix a, and whether the diagonal data can be used as an important reference for the center of the cluster. The iterations are continually updated by the degree of attractiveness and attribution of each point until the mass of m high-quality clusters are generated or the number of set iterations is reached as the termination condition. Then, the rest of the data will be assigned to their own clusters. In this way, this approach first uses the AP clustering algorithm to find the appropriate k, and then uses the k-means algorithm to get the center of the base function of RBF neural networks.
2) MULTI-LABELED DATA SET SPACE
If X = Rd represents the sample data set space, a given multi-label data set is
, and d represents the dimension of x i in the multi-label data set D. Y = 1, 2, ..., Q is a set of labels consisting of tags in the multi-tag data set D. For sample x ∈ X and label Y I ∈ Y , y x is the Q dimension class vector corresponding to x. When l ∈ Y , the value of the L-th dimension of this vector is 1, otherwise the value is -1.
In addition, let T l = x i (x i , Y i ) ∈ Y I be the set of samples belonging to label l in the multi-label data set D and k neighboring samples are found in each class T l as the representative of this class, which is denoted as N l x shown in (5) .
where z is among the k nearest neighbor of x in T l . In order to measure the similarity of sample x i and sample x j , we obtain the nearest neighbor sample set N l x by using the order of r rank Minkoski distance. We choose r = 2. We use the Euclidean distance to calculate the similarity of x i and x j .
where x h i and x h j represent the h-th dimension of samples x i and x j , respectively. ||.|| is the absolute value of the real number returned.
In order to fully exploit the correlation between the various types in the multi-label data set D, the tag count vector C x (l) is defined. First, the sample data equal to 1 in each label in the multi-label data set D is calculated. Second, we use the sample k neighbors for each class of sample datasets and add each data set after k nearest neighbor into a new set of labels. Finally, the total number of samples of each type of label in the new label data set is set to 1, as shown in (7).
The base function center calculated by the k-means mean clustering algorithm is overlapped with a new basis function center. The calculation of the center function is shown in (8) .
Among them, c (l) is the value that uses the k-means clustering algorithm to obtain the multi-label data set for each type of k clustering centers, and C (l) is the new clustering center after label vectors are added.
In the following, we use six functions called max, average, meandeviation, insertion_sort, binarysearch and find_euc_dist as examples of experimental data to introduce the calculation of label count vector.
A set of six rows and six columns is obtained from the six tag information corresponding to the six functions in Table 6 , VOLUME 5, 2017 as shown in the following equation.
Each column in the label set represents a category, that is, a transformation relationship. At first, we can count the samples of value ''1'' in first column, resulting in sample 1, sample 2, sample 3 and sample 4. Then the four samples are used to form a new sample set, according to the k nearest neighbor algorithm k samples are retained. For example, if k = 3 and sample 2, sample 3, and sample 4 are left, we can get the following set of labels.
We can get another label set using the same process
In each category, the k-nearest neighbor algorithm has a value of k = 3, and 18 rows are counted. The number of values in each category is 1, and the number of values of 1 in these six categories is 10, 18, 10, 18, 15, and 10, respectively. The label counting vector is obtained by linearly stacking each cluster center with the k-means clustering algorithm to obtain the basis function center of RBF neural network.
3) BUILDING RBF-MLMR MODEL
The RBF-MLMR model is established using the multi-label data set to predict the multiple metamorphic relations that the function may satisfy. The main steps of RBF-MLMR are described in Algorithm 1.
During the training phase, the input training data set is obtained by the K-layer cross-validation of the data set composed of the characteristic data extracted in the above steps, and the output is the set of data constituting the label corresponding to each function. The clustering center number k is calculated by the AP clustering algorithm, and then k clustering centers are obtained using the k-means clustering algorithm. Then, the label count vector C x (l) of the training data set is calculated according to formula (7). According to formula (8) , the tag count vector is clustered with the clustering center of each class obtained by clustering k-means as the center of RBF function.
The mean distance of the center of RBF function between classes is calculated by formula (12) to obtain the basis function variance -smoothing factor.
The calculated smoothing factor is substituted into formula (13) to yield the matrix.
Then, the weight w is calculated by formulae (14) .
During the testing phase, when the test data is input into formula (15) , the corresponding label is calculated.
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, and parameter µ Ensure: The label set which can satisfy the target functions.
Training Phase; Using AP clustering to get the value of k Using K-means clustering to yield each type of base function center c (l) Calculating the label count vector C x (l) for l ∈ y do Calculating N l x according to formulae (5) end for Calculating the tag count vector according to formulae (7) Calculating the basis function center C l of RBF neural network according to formula (8) Calculating the variance according to formulae (3) Calculating matrix according to formula (12) and (13) Calculating the weight w according to formulae (4) Testing Phase; Inputting the measured data setP = x 1 , x 2 , ..., x n (x i ∈ X ) Calculating the set of labels Z of the measured function according to formulae (1) for l ∈ y do if the output value is bigger than 0 then y(l) = 1 else y(l) = −1 end if end for
V. EXPERIMENTAL EVALUATION
In this section, we conduct a set of experiments to validate RBF-MLMR based on a public multi-label data set. The experiments are designed to investigate the following basic research questions:
• REQ 1: Is RBF-MLMR effective when compared to other approaches?
• REQ 2: How much time is required for executing RBF-MLMR?
• REQ 3: Are the prediction results influenced by the sizes of data set?
A. EXPERIMENTAL SETUP
The experimental environment is a Windows PC with Acer Intel Pentium G2030 CPU4G RAM. The results are compared with other representative multi-label algorithms, such as, Rank-SVM, ML-KNN, and BP-MLL. A code library including more than 100 functions, written in Java, has been established for the validation of the RBF-MLMR approach. Among them, 75 representative functions are used for the experiments while other programs with similar functions are removed. The process of constructing a multi-label dataset, comprising data extracted from the corresponding control flow graph of specific functions, follows the process described previously. In order to make the experiments repeatable, we construct the multi-label data set, and make it downloadable online. 1 The functions used in the experiment are derived from the following open source projects:
• The Colt Project 2 : a set of open source libraries written for high-performance scientific and technical computing in Java;
• The Apache Mahout 3 : a machine library written in Java;
• The Apache Commons Mathematics Library 4 : a library of mathematical and statistic components written in Java. There are two stages in the experiment, training and testing. Furthermore, k-fold cross-validation has been used in the experiment. In this prediction model, the training data set is obtained by k-fold cross-validation. Through the k-fold cross-validation the training set is better; this will ensure that the experimental results are more accurate. The raw data set has been partitioned randomly into k subsets. The first k − 1 subset is used for training, and the remaining is used for testing. In other words, we repeat the process k times (the folds) with each of k subsets treated as a test dataset and the remaining data as training data sets. Finally, a single estimation could be accessed by averaging k results of the experiments. Seven evaluation metrics [22] , [27] , [28] have been used in our study, namely average precision, hamming loss,coverage, one-error, ranking loss, accuracy, and time consumption.
• Average precision is a classifier that predicts the sample's label as the average proportion of the correct label. Generally speaking, the higher the value, the better the prediction result.
where
• Hamming loss measures the misclassification rate of the whole testing data. Tag marked wrongly or missing over the testing set are considered to evaluate the total probability, and it is given by the following formula:
where stands for the symmetric difference between two sets, Q is the total number of possible class labels, h(x i ) is a multi-label classifier, and n represents the number of experiments.
• Coverage refers to the average number of labels that can cover the number of samples corresponding to all the labels. The smaller is the value, the better is the performance. The formula is described as follows:
• one-error is used to estimate the results of multi-label prediction in the first row of the label that is not the correct label. The smaller is the value, the better is the performance. The formula is described as follows:
• ranking loss refers to the average error of the order in which the labels are arranged. The smaller is the value, the better is the performance. The formula is described as follows:
• accuracy refers to the proportion of the sample that predicts correctly w.r.t the total number of samples.
• Time consumption is the computation time for training and prediction.
B. EXPERIMENTAL RESULTS

REQ 1: Is RBF-MLMR effective when compared to other approaches?
In order to evaluate the effectiveness of the proposed approach, RBF-MLMR is compared with other multi-label learning algorithms based on the constructed multi-label data set. The experimental dataset contains six labels and the experimental results are shown in Table 7 .
As can be seen from Table 7 , RBF-MLMR is the best one among five indicators of average precision, coverage, hamming loss, one-error, and ranking loss, followed by BP-MLL. In order to further evaluate RBF-MLMR, we validate the above-mentioned multi-label data set. In the simulation experiment, RBF-MLMR and BP-MLL were used to predict single-label, double-label, and three-label metamorphic relations. The two approaches are compared by accuracy, loss of Hamming, and time. Figure 5 , Figure 6 , and Figure 7 are the results obtained mainly through the 15-layer cross validation. First, the data set is divided into 15 equal parts, 14 sets are used as training data set and the remaining set is used as the test data set, repeated 15 times. Figure 5 shows the experimental results figure that the accuracy of RBF-MLMR and BP-MLL is better than 0.8 for all six metamorphic relations. The prediction results of RBF-MLMR for Permutative, Additive, Inclusive, and Invertive metamorphic relation are significantly higher than that of BP-MLL. The prediction results of BP-MLL for Exclusive and Multiplicative metamorphic relations are higher than RBF-MLMR. Accuracy of RBF-MLMR for Permutative and Invertive metamorphic relation is more than 0.9. Figure 6 shows the experimental results of the accuracy and Hamming losses predicted by RBF-MLMR and BP-MLL for the double-label metamorphic relations. In the figure, PA represents simultaneous prediction of Permutative and Additive metamorphic relations, IM indicates simultaneous prediction of Inclusive and Multiplicative metamorphic relations, and IE indicates simultaneous prediction of Invertive and Exclusive metamorphic relations. From RBF-MLMR and BP-MLL on the double label metamorphic relations prediction results, we can see that accuracy is not higher than that of single label metamorphic relation, but it is still 0.8 or more. It can be seen clearly that the accuracy of RBF-MLMR is higher than that of BP-MLL, and the prediction accuracy of RBF-MLMR is 0.857 and BP-MLL is 0. Based on the results of single-label, double-label and three-label metamorphic relation prediction, it is concluded that RBF-MLMR is better in terms of accuracy and Hamming loss.
REQ 2: How much time is required for executing RBF-MLMR? Table 8 , Table 9 and Table 10 give the time overhead for (training and testing) stages, respectively. It can be seen from the tables that RBF-MLMR has less overhead in training and testing than BP-MLL. Also the prediction time cost of RBF-MLMR for single-label, double-label, and triple-label metamorphic relations is not significant, but BP-MLL incurs much higher cost. Based on the above results, it can be seen that the time overhead of RBF-MLMR is better for all cases. Consequently, from the time overhead aspect, RBF-MLMR is more suitable for multi-label prediction.
REQ 3: Are the prediction results influenced by the sizes of data set?
In the following we focus on the performance of the RBF-MLMR model as the size of the training set changes during the process of predicting the metamorphic relation. Using a large number of training sets will improve the accuracy of the model, but will increase the cost because of manual work required to identify the metamorphic relation for the training set and extract the characteristic data. In this part, we do the prediction experiment of single-label, double-label, and three-label metamorphic relations for the six different metamorphic relation of Permutative, Additive, Inclusive, Multiplicative, Invertive, and Exclusive under different sized data sets. The six metamorphic relations are used for single label metamorphic relation prediction. In the prediction of two labels metamorphic relations, double labeling PA, PI, AI, IE, and IM are carried out, respectively. The metamorphic relations of PAI, MIE, and AMI are predicted for three labels metamorphic relations.
In this experiment, the training set size is set as 10, 20, ..., and 70. In each experiment K-layer cross-test is used. In single labels we mainly use accuracy rate as the evaluation index. Figure 8 shows the results when using RBF-MLMR to predict Permutative, Additive, Inclusive, Multiplicative, Invertive, and Exclusive metamorphic relation, respectively. As the size of the training set changes the accuracy of the corresponding prediction results also change. We can know that using the RBF-MLMR prediction model with a small training set is better than a random classifier. With the increase of the size of the training set, the accuracy curve tends to rise as a whole, and the change is more obvious when the training data size reaches 50 with the accuracy above 0.85 after 50. For the metamorphic relation Permutative, when the training set size is 30-40, the accuracy rate exceeds 0.85. For the metamorphic relation Additive, the accuracy is close to 0.85 when the training set size is 40. When the Inclusive and Invertive metamorphic relations are predicted, the accuracy is greater than 0.85 when the training set size is 50. For Multiplicative and Exclusive metamorphic relations, as the data set size approaches 45, the accuracy is close to 0.85. These results show that RBF-MLMR is also effective for small training sets for single label metamorphic relation. For multi-label metamorphic relations prediction, accuracy and Hamming loss are used as an evaluation index. Figure 9 and Figure 10 show the use of RBF-MLMR for the double-label metamorphic relations prediction. It can be seen from the experimental results that RBF-MLMR is also effective for small training data sets for double label metamorphic relations. In Figure 9 and Figure 10 , it is shown that accuracy and Hamming Loss of PA (Permutative and Additive) metamorphic relations vary with the size of the experimental data set. When the training set size is 40, the accuracy rate is more than 0.8, and the Hamming loss is about 0.1. Figure 9 and Figure 10 show the change of accuracy and Hamming loss for simultaneous prediction of PI (Permutative and Inclusive) metamorphic relations. We can see that when the training set size is more than 30 the accuracy rate is more than 0.8. When the training set size reaches 60, the Hamming loss is about 0.1. Figure 9 and Figure 10 show the accuracy and Hamming loss for prediction of AI (Additive and Inclusive) metamorphic relations, we can see from the figure when the training set size is 30, the accuracy rate is 0.8. When the training set size is 40, the Hamming loss is close to 0.1. Figure 9 and Figure 10 show changes of accuracy and Hamming loss simultaneous prediction of IE (Invertive and Exclusive) metamorphic relations. When the data set size is 50 the accuracy rate is 0.8, and Hamming loss also close to 0.1. Figure 9 and Figure 10 show the change of accuracy and Hamming loss for simultaneous prediction of IM (Inclusive and Multiplicative) metamorphic relations. When the data set size is 50, the accuracy rate is close to 0.85, and Hamming loss is close to 0.1. Based on the results of the double-labelled metamorphic relations, it can be seen that when the data set size exceeds 45, the accuracy rate exceeds 0.8, and Hamming loss tends to be 0.1. This result shows that RBF-MLMR is effective in predicting double-labelled metamorphic relations under small training set. Figure 11 and Figure 12 show the curves of the accuracy and Hamming loss with the changing training set for the three-label metamorphic relations. In Figure 11 and Figure 12 , the accuracy of the PAI (Permutative, Additive, and Inclusive) metamorphic relation and the changes in Hamming losses are shown. It can be seen from the figure when the training set size exceeds 40, the accuracy is close to 0.8. When the data set size exceeds 60, the Hamming loss tends to 0.1. Figure 11 and Figure 12 show the accuracy and Hamming loss of the MIE (Mutiplicative, Invertive, and Exclusive) metamorphic relations. When the training set size exceeds 50, the accuracy is about 0.8. When the training set increases, Hamming loss is close to 0.1. Figure 11 and Figure 12 show the accuracy and Hamming loss of the AMI (Additive, Multiplicative and Invertive) metamorphic relations. When the training set size exceeds 50, the accuracy rate is close to 0.8. Hamming loss tends to 0.1 when the training set size increases. These results also show that RBF-MLMR is better than other approaches for the prediction of triple label metamorphic relations.
According to the prediction results of single label, double label and triple label metamorphic relations, it can be seen that in general RBF-MLMR is effective for small and big training sets.
C. THREAT TO VALIDITY
The experimental results show that RBF-MLMR has the highest precise among all the approaches; however, there are some threats which may affect experimental results. Firstly, VOLUME 5, 2017 the analysis of function control flow graph needs the characteristic extracted from the function control flow graph. Sometime it cannot fully reflect the relationship between the metamorphic relation and the program structure. Consequently, some important metamorphic relations may be missing due to lacking information. The authors plan to further study the representation of the function, fully exploit the relationship between the structure of the program and metamorphic relation, and improve the performance of RBF-MLMR. Secondly, the experimental results show that accuracy is sensitive to different sizes of data. It increases with the size of the experimental data set when the single label metamorphic relation is predicted. For data set size of 50 or less, the increase is relatively large. The increase is not large when the size is greater than 50. In multi-label metamorphic relations prediction when the data set size is 60 or less, the accuracy rate increases greatly and the Hamming loss reduction is obvious. When the size of the data set is more than 60, the overall accuracy rate is still increasing, and the Hamming loss is decreasing. Further experiments should be performed to give a reasonable experimental data set size range that can improve the accuracy of the prediction. Thirdly, currently RBF-MLMR can only predict at most three metamorphic relations at a time. When four or more are predicted, RBF-MLMR cannot generate the results or the accuracy is very low. This also affects its wide applications.
VI. CONCLUSIONS AND SUGGESTIONS FOR FUTURE WORK
This paper proposed a novel approach called RBF-MLMR, which is an automatic multi-label metamorphic relation prediction approach based on the RBF neural network. This paper uses a set of programs without test oracle to evaluate the performance and accuracy of RBF-MLMR. Experimental results show that RBF-MLMR has high accuracy, improves the efficiency of the metamorphic test, and it also lays the foundation for the metamorphic test tool development.
Several directions for future work are possible:
• The representation of the function. The experimental data set of this paper consists of node feature, path feature, value change path, node feature number, path feature number, and function label information. The authors will further study the function representation method and find the approach to fully reflect the function characteristics so as to extract the characteristics of the function, and fully indentify the relationship between the program structure and the metamorphic relation.
• Optimizing RBF-MLMR. The maximum number of labels to be predicted is three in this proposed approach. The accuracy of prediction for more labels is not high enough and further research is needed to improve the accuracy rate. In addition, the RBF-MLMR model can predict more metamorphic relations at a time, and improve the efficiency of metamorphic testing and reduce the cost of testing, support a wider application of metamorphic testing.
• Large scale programs. Currently, RBF-MLMR is mainly used for single function test or unit test. As future work, the RBF-MLMR should be applied in large scale programs to validate its usability. 
