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ABSTRACT 
 
With contradictory statements about “disappearing Himalayan glaciers” in the last few years, 
increasing concerns have been raised about the impact of snow and glacier changes on regional 
water supplies. Concomitantly, local communities in the western Himalaya report changes in 
glacier extents, snow cover and weather patterns. In response to perceived water scarcity, 
indigenous Himalayan cultures have begun a number of adaptive responses such as meltwater 
harvesting to construct “artificial” glaciers. This research addresses the need for a detailed 
assessment of glacier and climate parameters in the Himalaya, with the goal of identifying “at 
risk” glacierized areas and helping these local communities plan future water resources. The 
objectives of the research are threefold: 1) to review existing knowledge about glacier 
fluctuations and remote sensing methods for glacier mapping in the Himalaya; 3) to quantify 
spatio-temporal patterns of glacier changes in the eastern Himalaya in the last decades using 
remote sensing techniques and field measurements and 3) to quantify the role of glacier melt to 
streamflow using a combination of remote sensing and isotopic techniques. This thesis focuses 
on the monsoon-influenced eastern Himalaya (the Langtang and Khumbu regions in the Nepal 
Himalaya, and Sikkim in the Indian Himalaya). The research is grounded in extensive field 
surveys conducted from 2006 to 2010 across the Himalaya, including glacier mass balance 
expeditions, water sampling, ground-control point (GCP) acquisition and GPS-enabled photos.  
The goal of this research is to understand how topographic and climatic factors influence the 
 iv 
rates of glacier change at various spatial scales, and how these changes re likely to affect future 
water resources. Multi-temporal (decadal) glacier datasets were derived from the Advanced 
Spaceborne Thermal Emission and Reflection Radiometer (ASTER) sensor, Landsat ETM+, 
older topographic maps, declassified Corona imagery and very high-resolution QuickBird and 
Ikonos imagery. I used a combination of visible, near infrared and thermal multispectral data 
combined with texture analysis and topography for glacier mapping. The results of this research 
help fill a gap in the understanding of glacier patterns in the data-scarce eastern Himalaya. The 
results of this research are further useful for assessing vulnerability of the Himalaya to water 
scarcity due to future climate changes.  
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“Whatever you do, or dream you can, begin it. 
 Boldness has genius and power and magic in it.” 
(Johann Wolfgang van Goethe) 
 
 
 
 
In memory of my grandfather who taught me the love for nature 
And to all the Himalayan people for whom glacier meltwater is sacred. 
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CHAPTER 1 
Introduction 
 
Contradictory statements about “disappearing Himalayan glaciers” in the last few years are 
raising concerns about the impact of glacier changes on regional water supplies. Although 
several studies reported high rates of retreat of the Himalayan glaciers in the last decades (Fujita 
et al. 2001; Kulkarni and Bahuguna 2002; Karma et al. 2003), such trends are commonly based 
on a few non-representative sites, and they may not capture the complexity of glacier response to 
climatic changes in the Himalaya.  The statement that Himalayan glaciers are melting at higher 
rates than glaciers in other mountain ranges and may even disappear by 2035, as reported by 
IPCC (2007) and WWF (2005), as well as in the media, was found to be erroneous, and related 
to a typing mistake of “2350” (Cogley et al. 2010). There are concerns about the potential social 
and economic impacts of glacier shrinkage in the last decade (Dyurgerov 2002, updated 2005; 
Barnett et al. 2005; Barry 2006). Of particular concern is the impact of glacier changes on 
regional water supplies (Barnett et al. 2005), the glacier contribution to sea-level rise (Kaser et 
al. 2006), and increased natural hazards such as outburst floods from moraine-dammed lakes 
(Mool et al. 2002a; Mool et al. 2002b; Bajracharya et al. 2007; Bolch et al. 2008b). Accelerated 
glacier melt contributes to the fast growth in glacial lakes in the eastern parts of the Himalaya, 
with some of these being converted to moraine-dammed lakes (Hambrey 2008). These lakes 
have a tendency to breaching the moraine dam (Watanabe et al. 1995), with a catastrophic 
impact on the downstream valleys. Concomitantly, local communities in the western Himalaya 
report changes in glacier extents, snow cover and weather patterns in the last decades. In 
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response to perceived water scarcity, indigenous Himalayan cultures have begun a number of 
adaptive responses such as meltwater harvesting to construct “artificial” glaciers as water 
reservoirs. 
Although alpine glaciers in the Himalaya are commonly thought to be particularly sensitive to 
climate forcing, we lack a fundamental understanding of the magnitude of feedbacks between 
climate forcing and glacier response in this region. Numerous climatic, topographic and 
glaciological parameters govern glacier fluctuations in the Himalaya, and these are not well 
understood. The Himalaya in general lacks climatic information, field observations of glacier 
parameters, and mass balance data due to terrain complexity, logistic difficulties and geopolitics. 
Therefore, understanding glacier sensitivity to climate forcing requires detailed information 
about climate dynamics, glacier distribution and ice volumes, mass-balance gradients, regional 
mass-balance trend, and landscape factors that control ablation. Remote sensing has been used 
extensively in the last decades to extract these parameters. In the Himalaya, remote sensing 
techniques are challenged by the inherent sensor limitations (spatio-temporal gaps in the 
coverage, extensive cloud cover and sensor saturation due to dynamic glacier surfaces), as well 
as the difficulty of extracting information in complex terrain (Bishop et al. 2001; Kargel et al. 
2005). Mapping debris-covered glaciers in the Himalaya is one of the most challenging issues in 
remote sensing studies. Glacier elevation changes and ice-velocity determination are constrained 
by systematic biases in digital elevation models, for example Shuttle Radar Topography Mission 
(SRTM) data (Berthier et al. 2006; Racoviteanu et al. 2007). Conventional field based methods 
are limited by the high altitude terrain and inclement weather conditions.  
In spite of these limitations, new approaches to glacier information extraction are increasingly 
being developed, and remote sensing of glaciers in the Himalaya is being used successfully for 
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quantitative assessments of glacier parameters. False-color composites made from visible and 
near-infrared satellite images have been used to map various glacier boundaries, accumulation 
and ablation areas of glaciers, equilibrium line altitudes (ELAs) and moraine-dammed lakes. 
These features can be mapped from satellite images using significant differences in the spectral 
reflectance in glacial versus non-glacial features. The new approaches presented in this thesis 
are: the use of thermal imagery and texture analysis to map debris-covered glaciers; estimating 
glacier ELAs based on albedo satellite products, the use of very high-resolution imagery as 
validation tools for the remote sensing algorithms in a data-sparse region of the Himalaya. 
This chapter gives an overview of the current state in remote sensing of glaciers in the India, 
Nepal, and Bhutan regions of the Himalaya. Specifically, I summarize current knowledge about 
glacier changes in various climatic regimes of the Himalaya, ranging from the dry areas of 
Ladakh and the monsoon transition zone of Lahaul-Spiti in the Western Himalaya (India) to the 
monsoon-influenced region of eastern Himalaya (Nepal, Sikkim and Bhutan). The case studies 
presented in this thesis focus on the monsoon-influenced part of the Himalaya (Sikkim and Nepal 
Himalaya) and illustrate the use of remote sensing for glacier mapping, glacier change detection 
and ice melt estimates in this area. The techniques developed here have the potential to be 
extended to the other part of the Himalaya, most notably the western area, to be able to 
subsequently compare patterns in glacier changes at large scale across the Himalaya. 
1.1. Regional	  context	  
Geologic, geographic and topographic setting 
Various terms are used to division of the Himalaya: some of the earlier studies (Mason 1954) 
split the Himalaya into sub-divisions: Western Himalaya (Nanga Parbat, Lahaul-Spiti), Central 
Himalaya (Garhwal, Himachal, etc.) and Eastern Himalaya (Sikkim and Bhutan), for example. 
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Mayevski et al (1979; 1980) distinguished between the Himalaya (Everest-Kangchendzonga 
region, Garhwal, Lahul-Spiti and Nanga Parbat) and the Trans-Himalaya (Karakoram, Batura-
Mustagh, N.Karakoram and Khungerab-Ghujerab). Ren et al. (2007) refer to the “Greater 
Himalaya” as the region spanning from 25° - 45° N, and 70° – 105° E, and they include the 
Qinghai-Xizhang Plateau and the Tien Shan mountains in this area. In this thesis, I define the 
Himalaya as the mountainous region extending in a southeast to northwest direction between ~ 
27 ° - 32 ° latitude and 77 ° -  92 ° longitude, south of the Tibetan plateau. The Himalaya hence 
defined is considered separately from the Hindu-Kush and the Karakoram ranges. 
From a geologic point of view, the Himalaya is a product of long-term plate tectonic collision 
packed with suture zones, intrusive granitoid bodies, and stacked with thrust sheets and nappe 
folds verging south. The Himalaya consists of a broad sweep of multiple ranges, with no sharp 
topographic boundaries, and is generally considered separate from the Pamir and Hindu Kush, 
which extend northwest to Pakistan. The Himalaya range is wider on the west (~400 km), and 
narrower on the east (~50 km). Topography is more rugged in the western part of the range as a 
result of scale-dependent erosion processes, which produce complex relief and morphology 
patterns (Bishop et al. 2002). The southern slopes of the Himalaya have steep relief, with large 
undulations and elevations ranging from ~2,000 m in the foothills to the highest summit, Everest 
(8,848 m) (Fig. 1.1). The growth of mid-latitude glaciers in the Himalaya has been favored by 
the presence of numerous 7 - 8 km high peaks, with a wide variety of glacier sizes, types, 
dynamics, topography, and debris-cover. Many Himalayan glaciers are characterized by the 
presence of debris-cover on the ablation zone of glacier tongues due to rockfall from the steep 
sides (Singh 2000; Takeuchi et al. 2000). The presence of thick debris on glacier tongues and 
accumulation from avalanches often result in long glacier tongues, such as Siachen (72 km), 
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Bara Shigri (28 km), Gangotri (26 km), Zemu (26 km), Milam (19 km) and Kedarnath (14.5 km) 
(Shen, 2004). 
   
 
 
Fig. 1.1 Study area, with the focus on the eastern Himalaya (Langtang, Khumbu and Sikkim).  
 
Climate dynamics and glacier regimes 
The climate and the hydrology of the Himalaya are controlled by the Indian monsoon 
circulation system, which brings heavy rainfall to the continent from June to September (Barry 
2005). The onset of the summer monsoon is driven by the thermal contrast between the Indian 
continent and the Himalayas-Tibetan Plateau (HTP), and the orography of the Himalaya 
(Gautam et al. 2009). Pre-monsoon heating of the HTP in the pre-monsoon causes the inflow of 
moist air from the Bay of Bengal to the Indian subcontinent (Yanai et al. 1992; Benn and Owen 
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1998). The Himalaya and Tibetan plateau (HTP) acts as a barrier to the monsoon winds, causing 
maximum precipitation on the south slopes of the Himalaya of 300 –to 400 cm/yr from June to 
September (Shrestha et al. 1999; Gautam et al. 2009). Convection over the HTP region during 
the monsoon season releases latent heat, which further sustains the monsoon (Barros and Lang 
2003; Bhatt and Nakamura 2005). There is an east-west gradient in monsoon intensity, with 
higher summer precipitation amounts in the Central Himalaya (Nepal, Garhwal and eastern 
Tibetan plateau) than in the western Himalaya. From October to May, westerly disturbances 
travel eastward due to the subtropical jet aloft, bringing blizzards due to moisture originating 
from the Mediterranean, Black and Caspian seas to Himalayan peaks (Barry 2005). The Indian 
monsoon system causes differences in glacier regimes across the Himalaya. Three climatic zones 
are distinguished: 1) the monsoon-transition zone, sometimes referred to as the “dry arid zone” 
(Lahul-Spiti and Ladakh), with maximum precipitation in the summer, but overall low 
precipitation regime; 2) the ”snow dominant alpine region” (Kashmir), with maximum 
precipitation during the winter as snowfall (Thayyen and Gergan 2010), characterized by 
“winter-accumulation-type” glaciers (Benn and Owen 1998) and 3) the “monsoon influenced” 
zone in the central and eastern Himalaya,  with maximum precipitation amounts in the summer, 
characterized by "summer-accumulation" type glaciers (Ageta and Higuchi 1984). These glaciers 
experience maximum accumulation and ablation in the summer due to increased precipitation 
and temperatures. In general, accumulation on Himalayan glaciers occurs mostly by snowfall, 
blowing snow and avalanches from steep mountain slopes (Benn and Owen 1998).  
There is concern about the impact of climate changes on Himalayan cryosphere. Recent studies 
report an increase in mean annual temperatures in the Hindu-Kush Himalayan region and the 
southern slopes of the Tibetan Plateau based on surface measurements: the northwestern 
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Himalaya (Bhutiyani et al. 2007; Bhutiyani et al. 2010; Shekhar et al. 2010) and the 
central/eastern Himalaya (Shrestha et al. 1999). Microwave satellite measurements of 
tropospheric temperature also indicate an accelerated annual mean warming over the Himalayan 
region (0.21°C/decade ± 0.08°C/decade), with a maximum warming over the western Himalaya 
(0.26°C/decade ± 0.09°C/decade) (Gautam et al. 2010). The enhanced troposhperic warming has 
been noted mostly in the pre-monsoon season (April-May-June) (Lau and Kim 2006; Gautam et 
al. 2009; Gautam et al. 2010) and was associated with radiative heating from increased absorbing 
(coarse) dust aerosols in the atmosphere over the Indo-Gangetic Plain (Gautam et al. 2010). 
However, temperature increases were also reported in the winter seasons, along with decreasing 
trends in monsoon precipitation (Bhutiyani et al. 2007; Bhutiyani et al. 2010), and a reduction in 
total seasonal snowfall (Dimri and Kumar 2008; Shekhar et al. 2010).  
1.2. Previous	  glacier	  mapping	  and	  observations	  
Long-term assessments of glacier change in the Himalaya have been limited mostly to direct 
observations of glacier termini. Reports of glacier retreat in the Himalaya abound in the last two 
decades (Yamada et al. 1992; Kulkarni and Bahuguna 2002; Kulkarni et al. 2007; Kumar 2008; 
Bolch et al. 2008a; Bhambri et al. 2010). It is important to note that often, glacier retreat is 
reported with respect to the Little Ice Age (LIA) (Mayewski and Jeschke 1979), and that trends 
vary by mountain range within the Himalaya (Mayewski et al. 1980). Widespread glacier retreat 
reported in various studies (Fujita et al. 1997; Kadota et al. 2000; Fujita et al. 2001; Bolch et al. 
2008a; Bhambri et al. 2010) seems to be consistent with temperature increases in the central and 
eastern Himalaya (Shrestha et al. 1999).  In contrast, glaciers in the Karakoram range west of the 
Himalaya have experienced lower rates of retreat of glaciers, or alternating retreat and advance 
with mostly stable termini (Schmidt and Nusser 2009). These patterns may be explained by 
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decreasing trends in maximum and minimum temperatures (Shekhar et al. 2010), along with an 
increase in winter precipitation (Fowler and Archer 2006). Glacier surface thickening has also 
been reported in the last two decades in the Karakoram, and was associated with an elevation 
effect rather than climate-induced glacier growth (Hewitt 2005). It is still unclear to what extent 
the precipitation and temperature trends influence glacier fluctuations, such as the magnitude of 
ice velocities, the mass balance gradient, and regional mass balance in various areas of the 
Himalaya.  
One of the main challenges in glacier change detection in the Himalaya is the lack of 
comprehensive, accurate baseline glacier inventories to use as a basis for comparison with new 
glacier data from remote sensing. For Nepal, a glacier inventory has been conducted on the basis 
of topographic maps from the 1970’s and 1980’s (Mool et al. 2002b). The eastern part of the 
Nepal Himalaya has been mapped more extensively on the basis of field observations and aerial 
photographs (Higuchi 1980), or Schneider's 1:50 000 topographic maps (Muller 1970). A glacier 
inventory of Bhutan has been conducted by Mool et al. (2002a); some glacier data have also 
been published by Karma et al. (2003). For India, the earliest glacier maps are available from 
topographic surveys conducted by expeditions in the mid-nineteenth century in India (Mason 
1954). For a detailed literature review of the glaciers surveyed by these expeditions, the reader is 
directed to Bhambri and Bolch (2009a). The Geologic Survey of India (GSI) published an 
updated glacier inventory for India based on Survey of India maps at 1:50,000 scale (Sangewar 
and Shukla 1999); this is however not available in digital form. More recent glacier mapping 
studies were conducted for a few areas in India (Himachal Pradesh, Uttar Pradesh and Sikkim) 
based on Indian remote sensing, and are currently not in public domain (Kulkarni and Buch 
1991; Kulkarni 1992b; Bahuguna et al. 2001; Krishna 2005).  
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Field-based glacier mass-balance studies are scarce in the Himalaya, are limited to a few 
glaciers, and most often not in public domain. Glaciers with short-term mass-balance 
measurements include: Chhota Shigri Glacier in the Chandra Valley (Lahaul and Spiti, Himachal 
Pradesh) (Dobhal et al. 1995; Wagnon et al. 2007); Naradu glacier in Himachal Pradesh, Indian 
Himalaya, 1992 – 1996 (Kaul et al. 1997) and 2000 – 2003 (Koul and Ganjoo 2010); Dokriani 
Glacier in Bagirathi Valley (Garhwal Himalaya, Uttaranchal), studied from 1992 until the 
present (Singh et al. 2000a; Dobhal et al. 2004; Dobhal et al. 2008), and Gara glacier (1974 – 
1983), Gor-Garang (1977 – 1985) and Shaune Gorang (1981 – 1990) in Himachal Pradesh, 
Indian Himalaya, Neh Nar (1978 – 1984) and Rulung glacier (1979 – 1981) in Jammu and 
Kashmir, Cangme Khangpu (1978 – 1987) in Sikkim, and Tipra Bank (1981 – 1988) and 
Dunagiri glaciers (1984 – 1992) in Uttar Pradesh, mentioned in unpublished reports from the 
Survey of India (Ravishanker 1999). Glacier AX010 in the Shoriong Himal of Nepal has been 
monitored from 1978 to 1979 (Yamada et al. 1992). The mass balance of the Yala and Langtang 
glaciers in Nepal Himalaya was inferred from low-altitude temperature and precipitation records 
from Kathmandu for the periods 1969 – 1997 (Tangborn 1999). Long-term mass-balance records 
and assessments of spatial variations of glaciological parameters and change over the Himalaya, 
however, are still missing from global records (Dyurgerov and Meier 2000; Kaser et al. 2006). 
The response of alpine glaciers in the Himalaya is not known with certainty, and this constitutes 
a significant gap in our knowledge of climate-glacier dynamics. 
1.3. Organization	  of	  the	  thesis	  
This research addresses the need for a detailed assessment of glacier and climate parameters 
in the Himalaya. The long-term goal is to quantify glacier changes and to ultimately identify “at 
risk” glacierized areas, and to help local communities plan future water resources. The objectives 
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of the research are threefold: 1) to review existing knowledge on glacier patterns in the 
Himalaya, including remote sensing methodologies for glacier mapping; 2) to quantify spatio-
temporal patterns of glacier changes in the eastern Himalaya in the last decades using remote 
sensing techniques and field measurements; 2) to quantify the role of glacier melt to streamflow 
using a combination of remote sensing and isotopic techniques in the eastern Himalaya. The 
study sites, shown in Fig. 1.1, cover the east-west monsoon gradient. The chapters are organized 
as follows. Chapter 2 is a literature review of optical remote sensing techniques for glacier 
mapping in the Himalaya. Chapter 3 presents the current challenges in mapping of glacier 
parameters from remote sensing, and potential recommendations and solutions to each challenge 
as concluded by the Global Land Ice Monitoring from Space (GLIMS) project. Chapter 4 
presents a decision-tree algorithm for mapping of debris cover based on multispectral imagery, 
texture analysis and topographic parameters, illustrated for Sikkim Himalaya. Chapter 5 presents 
spatio-temporal patters of glacier change in the Kangchendzonga area (eastern Himalaya) based 
on multispectral, multi-temporal analysis. Chapter 6 presents an ice ablation model to estimate 
the contribution of glacier melt to streamflow using a combination of remote sensing and isotope 
techniques, illustrated for the Nepal Himalaya. 
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CHAPTER 2 
Optical remote sensing of glacier characteristics: a review with focus 
on the Himalaya 
Adina E. Racoviteanu*1,2,3 , Mark W. Williams1,2 and Roger G. Barry1,3 
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Abstract: The increased availability of remote sensing platforms with appropriate spatial and 
temporal resolution, global coverage and low financial costs allows for fast and cost-effective 
estimates of changes in glacier parameters over large areas. Remote sensing approaches allow for 
regular monitoring of the properties of alpine glaciers such as ice extent, terminus position, 
volume and surface elevation from which mass balance can be inferred. These methods are 
particularly useful in remote areas with limited field-based glaciological measurements. This 
paper reviews advances in the use of visible and infrared remote sensing combined with field 
methods for estimating glacier parameters, with emphasis on volume and area changes and 
glacier mass balance. The focus is on the Advanced Spaceborne Thermal Emission and 
Reflection Radiometer (ASTER) sensor and its applicability for Himalayan glaciers. The 
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methods discussed are: volumetric changes inferred from digital elevation models (DEMs) and 
area changes at decadal time scales; the AAR/ELA method to calculate yearly mass balances; 
glacier delineation algorithms from multi-spectral analysis, and mapping of debris-covered 
glaciers. The current limitations and on-going challenges in using remote sensing for mapping 
characteristics of mountain glaciers are also discussed in the context of the Himalaya.  
2.1. Introduction	  
An increasing number of glaciologic studies are focusing on monitoring glacier changes using 
remote sensing in key mountain regions, which are changing most rapidly (Bishop et al. 2000; 
Haeberli et al. 2000; Barry 2006), such as Alaska (Arendt et al. 2002), Patagonia (Rignot et al. 
2003), the Andes (Kaser et al. 1990; Hasternath and Ames 1995; Georges 2004), the Alps (Kääb 
et al. 2002; Paul et al. 2002; Paul et al. 2004a), the Himalaya (Yamada et al. 1992; Fujita et al. 
1997; Fujita et al. 2001; Kulkarni and Bahuguna 2002; Kulkarni et al. 2005; Kulkarni et al. 
2007) and Central Asia (Khromova et al. 2006; Surazakov and Aizen 2006; Bolch 2007). Mass-
balance records show an acceleration in the glacial loss in the last decades from many of these 
sites (Dyurgerov and Meier 2000; Dyurgerov 2002, updated 2005). These studies showed the 
potential of remote sensing data to provide information on glacier properties of interest for 
glaciologic applications such as: glacier area, length, surface elevation, surface flow fields, 
accumulation/ablation rates, albedo, equilibrium line altitude (ELA), accumulation area ratio 
(AAR) and the mass balance gradient δb/δz. The last three parameters are of particular 
importance for mass balance monitoring and they react to annual fluctuations in climate 
parameters such as precipitation, temperature and air humidity. While recent trends of glacier 
retreat may be attributed due to 20th century climate fluctuations, the response of glaciers to such 
climate fluctuations is complex, and may also depend on non-climatic factors such as glacier 
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dynamics, particularly glacier hypsometry (the distribution of glacier area versus elevation) and 
ice dynamics (Benn and Evans 1998).  
Traditionally, glacier mass balance was measured with the “direct” glaciologic method (Mayo 
et al. 1962; Østrem and Brugman 1991; Kaser et al. 2002), which consists of placing a network 
of stakes and pits at representative points on the glacier surface. Stakes are drilled into the ice 
and the distance between the top and the bottom of the stakes is measured. In the accumulation 
area, snow pits are dug, and the thickness of the accumulation layer is detected by changes in 
grain size or the presence of a layer of dirt. The thickness divided by the average density yields 
the specific winter mass balance at that point. Measurements are conducted either between two 
fixed dates or at the end of the accumulation and ablation seasons. Due to intense manual labor, 
this method has limited applicability in rugged or remote glacierized areas due to logistic 
difficulties involved in maintaining a monitoring network, lack of logistical support and political 
or cultural conflicts. In such areas, spaceborne remote sensing may offer complementary 
information on glacier parameters especially glacier area, surface elevation, ELA and terminus 
position, from which mass balance can be inferred on various spatial and temporal scales. Scenes 
acquired at the end of the ablation season are useful to identify end-of-summer snowline 
altitudes, which are used as surrogates for ELAs on temperate glaciers, and are directly related to 
variations in a glacier’s mass balance (Paterson 1994).  
The increased availability of imagery from remote sensing platforms with adequate spatial 
and temporal resolution, near global coverage and low financial costs allow extending the 
measurements of glacier parameters over large areas (Fountain et al. 1997). There is a need for 
continuous monitoring of the properties of mountain glaciers in poorly surveyed glacierized 
ranges such as the Himalaya. While increasingly comprehensive measurements of glacier area 
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have been made in many glacierized areas of the world since the 1960s (IPCC 2007), there 
remains a significant gap in Himalayan glacier research. With a few exceptions (Ageta and 
Higuchi 1984; Kulkarni 1992a; Tangborn and Rana 2000; Fujita et al. 2001; Wagnon 2007), 
glacier monitoring in this area is limited to observations of glacier termini data. Himalayan 
glaciers are conspicuously absent from global mass balance records (Dyurgerov and Meier 2000; 
Barry 2006). Existing glacier inventories are outdated and sparse, are generally not in the public 
domain (Kulkarni 1992b; Bahuguna 2001; Mool et al. 2002; Mool et al. 2002a), or simply out of 
print and thus not available, for example (Kulkarni and Buch 1991). 
This paper reviews the potential of visible and thermal infrared remote sensing data combined 
with Geographic Information Systems (GIS) and field methods for estimating the characteristics 
of alpine glaciers, with a focus on the Himalaya. We describe the various steps involved in 
estimating these characteristics from ASTER data and discuss their applicability for Himalayan 
glaciers: 1) semi-automated glacier delineation algorithms from multi-spectral and topographic 
data; 2) glacier thickness and volume estimations from satellite data; 3) volumetric changes at 
decadal time scales using digital elevation models (DEMs) on a pixel by pixel basis and 4) AAR-
ELA methods to calculate yearly mass balances of glaciers from multispectral data. The 
emphasis is on the advantages and limitations of remote sensing methods for mass balance 
estimations at various spatial and temporal scales, and their potential in filling the existing gap in 
mass balance records in the Himalaya. 
2.2. Optical	  remote	  sensors	  for	  glacier	  monitoring	  	  
Components of mass balance (accumulation and ablation) cannot be measured directly from 
space (Bamber and Kwok 2004), but parameters extracted from airborne and spaceborne 
scanning (glacier area, terminus position, transient snowlines and surface elevations) can be used 
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to estimate glacier-wide mass balances. Until the early 70s, aerial photography was the primary 
remote sensing technique available for extracting glacier parameters. In many parts of the world, 
however, aerial photographs are restricted for political reasons, or simply not available due to the 
high costs of flying camera-equipped aircrafts. Medium-resolution satellite data have become 
available for cryospheric studies since the early 1970s, with the launch of new spaceborne 
sensors: Landsat Multispectral Scanner (MSS), Landsat Thematic Mapper (TM) and Enhanced 
Thematic Mapper Plus (ETM+), System Pour l’Observatoire de la Terre (SPOT), Terra ASTER, 
the Indian Remote Sensing sensor (IRS-1C) and the new Advanced Land Observing Satellite 
(ALOS) launched in 2006. New optical sensors with meter and sub-meter spatial resolution such 
as IKONOS, Quickbird and GeoEye-1 provide satellite imagery comparable to aerial 
photography, which are suitable for detailed glacier studies at basin scales. However, the high 
costs, narrow swath size (11 km for IKONOS and 16 km for Quickbird, respectively) and long 
revisit intervals of a few months limit their use at large scales over extensive glacierized areas. 
Sub-meter imagery acquired from the spy satellite series CORONA were declassified in 1995, 
and are available for some glacierized areas from the Earth Resources Observation and Science 
(EROS) page (http://edc/usgs.gov). Corona satellite imagery was used by Narama et al. (2007) 
and Bolch et al. (2008a) along with ASTER and Landsat data to obtain glacier area and volume 
changes in the last decades in the Khumbu Himalaya and Central Asia, respectively. However, 
its use for glaciologic applications has been quite limited.  
Optical sensors mentioned above detect solar radiation reflected by the earth’s surface in the 
visible (VIS) and near infrared (NIR) bands of the electromagnetic spectrum (0.35 – 2.5 µm) and 
the radiation emitted by the surface in the thermal infra-red (TIR) (8 – 14 µm), recorded as 
brightness temperature by the sensor (Rees 2003). The capability of these sensors to acquire data 
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at medium spatial resolutions of 10 m to 90m in multispectral mode, with relatively large swath 
widths (185 km for Lansdat, and 60 km for ASTER) and short revisit times (16 days for 
ASTER), makes them useful for regular glacier mapping over extensive areas. The thermal band 
of Landsat ETM+ (10.4– 12.5 µm, at 60 m pixel size) and the multispectral thermal bands of 
ASTER (8.125 – 11.65 µm, at 90m pixel size) may provide the potential for distinguishing 
debris-cover on glaciers (Taschner and Ranzi 2002). In addition, the ASTER, SPOT5, IRS-C, 
Corona and ALOS Panchromatic Remote-sensing Instrument for Stereo Mapping (ALOS 
PRISM) sensors have the capability of acquiring stereoscopic images from which elevation data 
can be extracted, allowing for monitoring of the glacier surface in three dimensions. A major 
disadvantage of the visible and near-IR (VNIR) sensors is their limitation to daylight, cloud-free 
conditions, which are difficult to obtain over extensive glacierized areas such as the Himalaya.  
The new ALOS instruments combine the advantages of visible remote sensing with active 
microwave techniques using three remote-sensing instruments: the Panchromatic Remote-
sensing Instrument for Stereo Mapping (PRISM) suitable for detailed digital elevation mapping, 
the Advanced Visible and Near Infrared Radiometer type 2 (AVNIR-2) suitable for glacier 
mapping in the visible and near infrared, and the Phased Array type L-band Synthetic Aperture 
Radar (PALSAR) suitable for day-and-night and all-weather land observation. The projected 
elevation extraction accuracy of ALOS PRISM is 5 m (EORS 2007). The AVNIR-2 sensor 
provides data on the albedo of the glacier surface, and is useful for mapping of the glacier area. 
The PALSAR multi-polarization and multi-incidence angle observation are promising for 
estimating snow cover depth, which may assist in determining accumulation rates on glaciers 
(EORS 2007). Data are available by request through ALOS Data Nodes (ADN) for non-
commercial use at costs incurred by the participating ADN organizations by region, as specified 
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in (EORS 2007). The potential of ALOS for glaciologic applications has been explored only by a 
few studies so far: (Aizen et al. 2007; Narama et al. 2007), mostly as complementary to data 
from other sensors. For example, Aizen et al. (2007) used ALOS/PRISM to validate 
ASTER/Landsat-derived outlines for benchmark glaciers in the Tien Shan. The development and 
validating of algorithms for extracting physical parameters, including DEMs and orthorectified 
images are still tasks in progress, currently limiting the use of ALOS data for glaciologic 
applications. 
Due to its adequate spatio-temporal and spectral resolution, low cost and near-global 
coverage, and capability to acquire stereo imagery, ASTER is currently the most suitable sensor 
for monitoring of glacier parameters, including mass balance applications: (1) ASTER's spatial 
resolution of 15m in VNIR is adequate for regional-scale glacier studies; (2) the high spectral 
resolution with 3 VNIR bands, 6 mid-IR bands and 5 TIR bands allows for multi-spectral image 
classification (3) the off-nadir viewing band in the NIR enables high-resolution along-track 
stereoscopic vision and (4) the adjustable sensor gain settings provide increased contrast over 
bright areas (snow and glaciers) (Bishop et al. 2000). Repeated images are acquired every 16 
days, with the possibility of increasing the frequency to two days in the event of natural disasters 
(Kargel et al. 2005). The suitability of a particular scene depends on: a) the presence/absence 
seasonal or temporary snow; b) the percentage of cloud cover; c) the date of acquisition. Ideally 
the images used should be acquired at the end of the ablation season for minimal seasonal snow 
cover, with instrument gains customized for high contrast over the glaciers. ASTER-derived data 
are increasingly being used to update glacier parameters (glacier area, surface elevation, termini 
elevation, slope and aspect, and glacier hypsography). ASTER imagery is available on a cost-
free basis through the Global Land and Ice Measurement from Space (GLIMS) project (Kargel et 
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al. 2005). As of February 2008, more than 180,000 ASTER images acquired over and near 
glaciers are stored in the GLIMS Glacier Database (http://glims.org). High priority data 
acquisition requests (DARs) submitted by the researcher to the Aster Science Team ensure 
adequate quality of the acquired data. DARs include specifications on instrument gain settings 
for each ASTER band, the acquisition window (start and end time for the acquisition), and 
specific glaciers to be targeted in the field (Raup et al. 2000).  
2.3. Remote	  sensing	  methods	  for	  glacier	  monitoring	  	  
The traditional “glaciologic” method for determining glacier mass balance consists of placing 
a network of stakes and pits on the glacier surface and measuring the change in surface level 
(accumulation and ablation) while taking into account snow/firn density, either between two 
fixed dates (annual mass balance) or at the end of the ablation and accumulation seasons 
(seasonal mass balance) (Østrem and Brugman 1991; Kaser et al. 2002). The equilibrium line 
altitude (ELA) is the average altitude at which accumulation balances ablation over one year 
(Paterson 1994). On an annual basis, the ELA reacts to a combination of climate variables, 
particularly precipitation and air temperature. The long-term average, or steady-state ELA, is the 
altitude for which the glacier as a whole has a mass balance of zero, and is said to be in 
equilibrium with climate. Whether the annual ELA is above or below the steady-state ELA is a 
key indicator of the state of health of a glacier: annual ELAs that are higher than the steady-state 
ELAs indicate a negative mass balance for that particular year.  
In remote, rugged areas such as the Himalayas, the glaciologic method is difficult to apply 
due to difficult logistics and political and cultural conflicts. A new remote-sensing approach used 
to estimate glacier mass balance involves determining the total mass balance of a glacier from 
measured or inferred volumetrics and/or ELA altitudes. Other approaches exist, such as the 
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“budget approach” used to determine the change in local mass balance from changes in ice 
thickness and glacier flow components. This method requires measurements of ice thickness, 
surface and depth-average velocity and specific mass balance, which are not easily determined 
from remote sensing (Bamber and Kwok 2004). The budget approach has only been applied to 
Antarctica and Greenland (Vaughan et al. 1999), and was thoroughly reviewed in (Bamber and 
Kwok 2004). Here we focus on direct measurements of area, thickness and ELA changes, 
particularly: 1) volume-area scaling techniques; 2) AAR-ELA methods to calculate yearly mass 
balances; and 3) elevation changes using DEMs on a pixel-by-pixel basis. For these methods, 
accurate glacier outlines and DEMs need to be derived. The following sections discuss briefly 
each method along with preliminary steps involved, with an emphasis on field validation. For 
detailed information, the reader is directed to (Bamber and Kwok 2004) and a more recent 
review focusing on Patagonia ice fields (Bamber and Rivera 2007).  
 Glacier ice delineation 
Changes in glacier area and terminus positions have been used widely as indicators of a 
glacier’s response to climate forcing (Barry 2006). These two parameters are relatively easy to 
extract from multispectral satellite images. In addition, glacier area is needed for volume-area 
scaling techniques to estimate ice volume and mass balance. Glacier area combined with a DEM 
serves for deriving glacier parameters such as hypsometry, minimum and median elevations and 
ELA (Klein and Isacks 1996; Duncan et al. 1998; Kääb et al. 2002; Paul et al. 2002). A recent 
study used glacier outlines and a DEM for calculating glacier length fluctuations as direct 
indicators of changes in mass balance (Hoelzle et al. 2003). Furthermore, glacier outlines derived 
from time series of satellite imagery are needed in remote sensing mass balance calculations. 
This section discusses commonly used band combination techniques for automatic delineation of 
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glacier outlines from ASTER imagery, with emphasis on debris-cover mapping procedures, field 
validation and limitations of each procedure. An evaluation of other classification techniques for 
glaciers, including supervised classification techniques is provided by Paul et al. (2002) and Paul  
(2007). The accuracy of these various classification methods was addressed by Congalton 
(1991).  
Automatic delineation of clean glacier ice relies on the spectral uniqueness of glacier ice in 
the visible and near-IR part of the electromagnetic spectrum (ASTER bands 1, 2 and 3). Snow 
and ice are characterized by: 1) highly reflectivity in the visible wavelengths (0.4 – 0.7 µm); 2) 
medium reflectivity in the near-infrared (0.8 – 2.5 µm); 3) low reflectivity and high emissivity in 
the thermal infra-red (2.5 -  14 µm); and 4) low absorption and high scattering in the microwave 
(Rees 2003). The optical properties of snow are a function of the bulk properties of constituent 
ice grains, particulate impurities and liquid water (Dozier 1989a). The most important property is 
the imaginary part of the dielectric constant, which determines the degree of absorption. The 
absorption coefficient with varies by several orders of magnitude in the visible and near infrared 
wavelengths (VNIR) (0.4 – 2.5 µm), causing spectral variation in ice and snow at these 
wavelengths (Dozier 1984; Dozier 1989a). Ice is transparent in the visible (VIS) wavelengths 
(0.4 – 0.7 µm) where the reflectivity is insensitive to grain size but is sensitive to the amount of 
impurities. Ice is moderately absorptive in the near-infrared (NIR) (0.8 – 2.5 µm) and its 
absorption increases with wavelengths greater than 2.5 µm.  
In clear weather, snow and ice are easily distinguished from surrounding terrain using the VIR 
bands of ASTER (0.52 – 0.86 µm). Optically thick clouds are also highly reflective in the VIR, 
confounding the classification, but are discriminated from snow and ice in the 1.6 – 1.7 µm 
wavelengths (band 4 of ASTER). At these wavelengths, clouds are reflective but snow/ice are 
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absorbing (Dozier 1984). Commonly used techniques such as single band ratios and the 
normalized difference snow index (NDSI) (Hall et al. 1995) take advantage of the high 
brightness values of snow and ice in the visible wavelengths to separate them from darker areas 
such as rock, soil, or vegetation. The latter is similar to the Normalized Difference Vegetation 
Index (NDVI) used for vegetation mapping. NDSI is calculated as (VIS-SWIR) / (VIS+SWIR), 
where VIS is band 1 of ASTER (0.52 – 0.6 µm) at 15m and SWIR is band 4 of ASTER (1.6 – 
1.7 µm) at 30 m. Band 4 of ASTER needs to be resampled from 30m to match the spatial 
resolution of the visible bands (15 m) for band ratio computation. The resulting NDSI image has 
values from -1 to 1 and is segmented using a threshold value to obtain a binary map of glacier – 
non-glacier areas. Pixels with NDSI values greater than the threshold value are assigned to 
snow/ice class, and those less than the threshold value are classified as non-snow or non-ice. An 
NDSI threshold of 0.4 was found to differentiate snow from non-snow (Hall et al. 1995). 
Thresholds of 0.5 - 0.6 proved successful in delineating glacier ice for the Peruvian Andes 
(Racoviteanu et al. 2008a). Another study (Sidjak 1999) used NDSI in a supervised maximum-
likelihood classification scheme based on principal components analysis, band ratios and a false 
color composite, which distinguished between snow, ice and debris cover. Glacier ice has a 
lower albedo than fresh snow, so the threshold needs to be adjusted accordingly by visual 
inspection. Single band ratios (VIS/NIR) such as ASTER 3/ASTER 4 were used by (Bayr et al. 
1994; Kääb et al. 2002; Paul et al. 2002) with results similar to NDSI. However, NDSI has 
shown to produce a less noisy map and removed some of the illumination effects on glaciers, and 
yielded satisfactory results in shaded glacier areas (Racoviteanu et al. 2008a).  
Single band ratio classification techniques and NDSI have the advantage of being fast and 
robust, and thus easy to apply over extensive areas. However, some difficulties in automatic 
 22 
mapping of glaciers remain due to: 1) the presence of pro-glacial and supra-glacier lakes; 2) the 
presence of fresh snow on the glacier surface; and 3) debris-cover on glaciers. Pro-glacial turbid 
lakes, frozen lakes and supra-glacial lakes are mis-classified as glacier because their bulk optical 
properties of water are very similar to ice in the visible and near-infrared wavelengths (Dozier 
1989). ASTER images were used to classify glacier lakes in the Everest area of Nepal based on 
varying turbidity as indicated by the lake color in visible/near infrared ASTER bands 1-3 
(Wessels et al. 2002). Zhang et al. (2004) developed a high accuracy sub-pixel mapping 
algorithm for lake cover monitoring in the Tibetan Plateau based on linear spectral unmixing 
techniques using ASTER imagery.  
Glacier areas covered by debris confound the processing techniques presented above. Debris 
cover on glaciers has a similar VIS/NIR spectral signature to the surrounding moraines (Paul et 
al. 2004b), due to similar reflectance at these wavelengths. Spectral information alone is 
insufficient for mapping ice covered by debris (Bishop et al. 2000), and manual digitization is 
time-consuming and subject to human error. Combining band ratios, topographic information 
and thermal information shows promise for semi-automated mapping of debris cover. For 
example, Paul et al. (2004b) used a slope map derived from a DEM, a false color composite of 
TM bands 3, 4 and 5 and a TM 4/TM5 band ratio to map debris-covered ice in the Swiss Alps. 
Bolch et al. (2007) combined morphologic features (terrain slope and curvature) extracted from 
an ASTER DEM with ASTER thermal information in a supervised classification approach in the 
MT. Everest area of Nepal. The thermal approach is a relatively new technique that takes 
advantage of the difference in the temperature of the debris overlaying ice versus the temperature 
of the surrounding moraines. Debris underlined by glacier ice is generally colder than the 
surrounding non-ice moraines if the debris is thin (< 2 cm) (Mattson et al. 1993; Nakawo and 
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Rana 1999). Above this “critical” threshold, ice is insulated because of the low thermal 
conductivity of debris (Benn and Evans 1998). The surface temperature of thick debris overlying 
glacier ice is similar to the surrounding moraines, confounding the signal (Takeuchi et al. 1999). 
For thin debris cover, however, this difference in temperature of debris cover on ice versus ice-
free moraines is sensed by the thermal bands of Landsat or ASTER. For example, Nakawo et al. 
(1993) and Nakawo and Rana (1999) used surface temperature data derived from thermal IR 
images to estimate the debris thickness and thus infer the melt rate under a debris layer. Suzuki et 
al. (2007) used ASTER thermal IR data to derive spatial distributions of thermal resistances on 
debris-covered glaciers, to study the evolution of glacier lakes in the Bhutan Himalayas. 
Taschner and Ranzi (2002) distinguished debris cover on glaciers in the Italian Alps from the 
thermal bands of ASTER and Landsat TM. This applicability of the thermal approach alone is 
currently limited to thin debris cover, but shows promise when combined with multispectral data 
and terrain information. However, manual input and careful field validation is still needed to 
develop a standardized semi-automated mapping algorithm.  
Extracting glacier parameters from DEMs 
ASTER-derived outlines combined with DEMs in a GIS provide glacier parameters such as 
length, termini elevations, median elevations, hypsometry maps and flow patterns at different 
time steps (Etzelmuller et al. 1993; Etzelmuller 2000; Etzelmuller and Bjornsson 2000). This is 
important in areas where topographic surveys are limited due to high relief or logistical 
constraints. DEMs combined with glacier outlines are also useful to derive ice divides in a semi-
automated fashion (Manley 2008). A global elevation dataset was developed from the Shuttle 
Radar Topography Mission (SRTM), flown in February 2000 (Rabus et al. 2003). The “finished” 
elevation datasets with ~90 m spatial resolution contain continuous, hydrologically sound 
 24 
elevation data created using void-filling algorithms. However, a comparison of SRTM-derived 
elevations with ICESAT elevation profiles in steep terrain showed errors to increase in complex 
terrain (Carabajal and Harding 2006). Larger errors were found at higher elevations (Berthier et 
al. 2006) and steeper slopes (Surazakov and Aizen 2006; Racoviteanu et al. 2007) in high 
mountain regions. While SRTM has the advantage of providing near-global elevation data, the 
slope-induced errors characteristic of InSAR data (Rees 2003) make SRTM unsuitable for 
glacier change detection at small time scales and over small glaciers.  Alternatively, DEMs 
derived from SPOT5, ASTER, CORONA or ALOS PRISM were used in a few mass balance 
studies (Berthier et al. 2004; Berthier et al. 2005; Berthier et al. 2007). Currently, the high cost of 
the SPOT5 imagery limits its use over larger areas. ASTER-derived DEMs with higher spatial 
resolution (30m) are available as routine products at low costs from the Land Processing 
Distributed Active Archive Center (LP DAAC) (http://edcdaac.usgs.gov/). They can also be 
constructed using stereo-correlation procedures available in various software packages: PCI 
Geomatica 9.0 Orthoengine, ENVI, Leica Photogrammetry Suite and Silcast software. Several 
studies have been undertaken to provide accuracy assessments of the ASTER-derived DEMs, for 
example (Welch et al. 1998; Lang and Welch 1999; Hirano et al. 2003; Kääb et al. 2003; Eckert 
et al. 2005; Kamp et al. 2005). Ground control points acquired in the field concomitantly with 
the ASTER scenes are needed to produce “absolute” DEMs, where locations are fitted to the 
UTM coordinate system and elevations are referenced to mean sea level (Hirano et al. 2003). 
“GCPs for absolute ASTER DEMs can be also obtained from other sources, e.g. detailed 
topographic maps or orthoimages, but in some areas such as the Indian Himalaya such data are 
restricted (Srikantia 2000). The global ASTER DEM called ASTER Global Topographic Map 
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(ASTGTM) is in production using the Silcast software, and is expected to be released in 2008 
(H. Fujisada, Sensor Information Laboratory Corp., personal communication).  
Volume-area scaling techniques for mass balance estimations 
When glacier outlines are available, ice volume can be inferred directly from the glacier area 
using the scaling relationships developed empirically by (Bahr et al. 1997; Pfeffer et al. 1998; 
Bahr and Dyurgerov 1999). The scaling theory states that glacier volume (V), area (A) and 
length (L) are related by power laws such as A = Lα and V = Aβ, where and α and β are 
coefficients that are determined empirically. Bahr et al. (1997) found β to be 1.36 for valley 
glaciers and 1.25 for ice sheets, based on field observations. The change in volume can also be 
estimated directly from changes in length using a new approach proposed by Oerlemans et al. 
(2007):                 
where Vref and Lref  are reference volume and length respectively, and η is a scaling coefficient 
taken to be 1.4 to 1.5 for glaciers where there is no change in width, and 2.4 to 2.5 for ice caps. 
They recommend using an exponent of 2.0 to 2.1 for a wider range of glacier geometries, which 
is in agreement with coefficients found by Bahr et al (1997) based on a sample of 300 glaciers. 
Volume estimates determined from scaling relationships are converted to specific mass balance 
assuming a value for the density of the material lost or gained. In the ablation zone, the density 
of ice (900 kg/m3) is usually considered for the conversion of volume changes to mass balance. 
In the accumulation area, however, the material gained or lost can be either ice (900 kg/m3) or 
firn (550-600 km/m3) (Paterson 1994). Some studies (Arendt et al. 2002; Berthier et al. 2007) 
assumed a constant density of ice of 900 kg/m3 for both the accumulation and ablation zone. The 
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assumption of constant density holds for glaciers where there is no densification, and where there 
is no change in elevation at bedrock, which is the case for ice bodies outside Antarctica (Bamber 
and Rivera 2007). The mass balance estimates are therefore sensitive to the density assumed, and 
the method chosen further affects the sea-level estimates.  
The volume/area scaling approach has the advantage that it is fast, convenient, and may be 
considered an acceptable approach for very large samples of glaciers and in cases where only 2-
D information is available. However, there are several shortages of this method, related to local 
climate effects, continentality of the climate, and the presence of debris on glacier tongues, 
which are not accounted for by this method (Bahr and Dyurgerov 1999). Furthermore, the 
scaling relationships are very sensitive to the choice of parameter η. The main limitation in using 
these scaling relationships for assessment of glacier volumes and mass balance is that they 
assume steady state condition between climate, ice flow and ice geometry, which is unrealistic. 
An alternate method is to use digital elevation data to extract three-dimensional glacier 
information that may improve the estimates ice volume, as suggested by Hoelzle et al. (2007). 
 The remote sensing geodetic method 
In absence of direct field measurements, mass balance can be estimated using an indirect 
method (“geodetic method”), which consists in measuring elevation changes over time (δh/δt) 
from various DEMs constructed over the glacier surface. Elevations from older DEMs 
constructed from historical topographic information are subtracted from more recent remote-
sensing DEMs such as ASTER, SRTM or SPOT5 either on a pixel-by-pixel basis or as average 
elevation change to obtain difference maps. If elevation changes are computed pixel by pixel, the 
elevation differences (δh/δt) are multiplied by the pixel area to give the volumetric changes per 
pixel (δV/δt). If elevation differences are computed over the whole glacier surface, the average 
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elevation change is multiplied with the glacier area to obtain the overall change in volume. The 
volume change is translated into mass balance change by multiplying the volume change by the 
density of glacier/firn (measured or estimated) as described above. Ideally, estimates of the 
vertical motion of underlying ground associated with isostatic rebound need to be included in the 
calculations of δh/δt especially if the method is applied over ice sheets, as in (Rignot et al. 2003). 
This method yields the changes in the average mass balance expressed as meters water 
equivalent over the time period considered. The geodetic approach was used in several studies 
based on old topography and DEMs derived from SPOT imagery (Berthier et al. 2004; Berthier 
et al. 2007), SRTM (Surazakov and Aizen 2006; Racoviteanu et al. 2007), ASTER (Rivera and 
Casassa 1999; Kääb 2007), laser altimetry (Arendt et al. 2002) or a combination of optical 
imagery (SPOT HRV, Landsat TM and ASTER) and SAR (ERS, Radarsat) (Dedieu et al. 2003). 
Several new studies used high resolution DEMs derived from ALOS PRISM and Corona 
(Narama et al. 2007; Surazakov et al. 2007) to estimate mass balance with the geodetic method. 
Most studies found a strong dependency of elevation changes with elevation, with strongest 
elevation changes (thinning) at glacier termini and less elevation changes at higher elevations 
(Arendt et al. 2002; Berthier et al. 2007; Racoviteanu et al. 2007). The studies conducted in the 
French Alps showed a good correlation between mass balance derived from the geodetic method 
and ground data (Rabatel et al. 2005) as well as a good correlation with mass balance 
reconstruction from meteorologic data (Rabatel et al. 2008). Another study (Hagg et al. 2004) 
compared mass balance estimates using the geodetic, glaciologic and hydrological methods for 
the Tuyuksu glacier region in the northern Tien Shan, Central Asia. They found a good 
agreement between the geodetic method (–12.6 m w.eq. and the glaciological measurements (–
16.8 m w.eq.), and attributed the small discrepancies to errors in the field measurements. This 
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study suggested that the geodetic method can be used to validate other methods of mass balance 
estimations.  
The remote sensing geodetic method has the advantage of being fast and easy to apply. It is 
useful for estimations of changes in mass balance at decadal scales. The accuracy of the 
geodetic-based mass balance estimations is highly dependent on: 1) the interpolation method 
used to derive a DEM from digitized contours or GPS measurements (Racoviteanu et al. 2007); 
2) errors introduced by any change in spatial resolution (downscaling or upscaling) to match the 
various DEMs; 3) biases inherent in the remote sensing-derived DEMs, such as elevation and 
slope biases (Kääb et al. 2003; Berthier et al. 2006); 4) assumptions about the density of the lost 
or gained material. Errors in the source DEMs propagate with each arithmetic operation 
performed, and may introduce large errors in the output mass balance estimations, needing a 
careful evaluation or validation. Due to these large uncertainties, currently the geodetic method 
should only be applied for estimating long-term changes in glacier surface and mass balance, 
such as at decadal scales (Hagg et al. 2004; Bamber and Rivera 2007).  
AAR-ELA methods for mass balance estimations 
At regional scales, mass balance can be estimated using two parameters related to a glacier’s 
mass balance - AAR and ELA, estimated from field measurements or satellite imagery. Various 
methods were proposed in recent literature: i) the AAR/ELA method developed by Kulkarni et 
al. (1992a) and Kulkarni and Bahuguna (2002); ii) the “template” method developed by 
Dyurgerov et al. (1995) and Dyurgerov (1996) and iii) the ELA method for mass balance time 
series developed by Rabatel et al. (2005; 2008). All three method rely on the assumptions that: a) 
under steady state conditions, the accumulation area of a glacier (the area above the ELA) 
occupies a fixed percent of its total area (Meier and Post 1962) and b) the elevation of the 
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transient snowline (SLA) at the end of the ablation season coincides with the yearly ELA 
(Paterson 1994). The yearly ELA of a glacier can be extracted using band ratios in the visible 
wavelengths. The “dirty” ice or debris-covered glacier ice in the ablation zone has a lower albedo 
(α = 0.15 – 0.2) and is therefore less reflective than the fresh snow in the accumulation zone (α = 
0.85 – 0.9) (Paterson 1994). This difference in the reflectivity of the glacier surface in the 
accumulation versus the ablation zone is used to delineate the transition between the two zones, 
and the yearly ELA altitude is easily extracted from a DEM. The yearly AAR for a given glacier 
is easily determined from the ELA and glacier area delineated from satellite images by 
calculating the area above the ELA and below the ELA. The AAR value for a given glacier 
varies from year to year depending on changes in its mass balance.  
The AAR/ELA method described in detail in (Kulkarni 1992; Kulkarni et al. 2004) focuses on 
finding a relationship between AAR and mass balance. Then the steady-state AAR (the value at 
which the glacier is in equilibrium with the climate) can be established for a particular glacier or 
glaciers within one climatic region (Kulkarni 1992a). For individual glaciers, the method 
involves the following steps: 1) compiling field-based mass balance measurements (bn) and AAR 
for individual glaciers in a region; 2) plotting bn vs. AAR for each glacier, and finding the 
regression lines of the form:   
Bn = a * AAR + b         (eqn.1)  
where Bn is the specific mass balance in water equivalent (m) and AAR  is the accumulation 
area ratio, as shown in Fig. 1; 3) obtaining the value of AAR for which mass balance is zero 
from eqn.1 - this  yields the steady-state AAR (AAR0), the value at which a glacier is in 
equilibrium with the climate. When the AAR method is applied for several glaciers in the same 
climatic zone, a single regression line is plotted, from which the regional AAR0 is obtained. For 
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example, (Kulkarni 1992a) used Landsat imagery from several glaciers in the Western Himalaya 
for different years, and found a generalized value of AAR0 of 0.44 for the Western Himalaya. 
This is different than the AAR0 of 0.67 typical of alpine glaciers (Paterson 1994) or an AAR0 of 
0.82 for tropical glaciers (Kaser and Osmaston 2002). The differences in the steady-state AAR 
values show the need for applying this method for each region separately.  
 
 
 
Fig. 2.1 An example of the relationship between accumulation area ratio and mass balance, used 
to derive the steady-state AAR for Shaune Garang and Gor Garang glaciers (Kulkarni et al. 
2004).  
 
The “template method” developed by Dyurgerov et al. (1995) and Dyurgerov (1996) is a 
variation of the AAR method described above, and is described in detail by Khalsa et al. (2004). 
The main assumption underlying this method is that within the same climatologic region, 
variations in mass balance are due primarily due to topographic and elevation effects, reflected in 
the area-altitude distribution (glacier’s hypsography). The data needed are the glacier area and 
the ELA derived from satellite imagery, and a DEM from which the glacier hypsography curve is 
extracted. The hypsographic curve allows the AAR to vary with ELA according to the 
relationship (Khalsa et al. 2004): 
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,         (eqn.2) 
where Atot is the glacier area, and s(z) is the hypsography of the glacier. The annual mass 
balance of the glacier, bn is considered to be a linear function of AAR: 
 Bn = a1 * (AAR(ELA) + a2)         (eqn.3) 
where the constants a1 and a2  are determined empirically from field measurements. The 
strength of the template method is that it allows predicting the response of a glacier’s annual 
mass balance to ELA variations. Furthermore, it uses multi-year field measurements from one 
glacier or several glaciers to find bn as a linear function of AAR. Thus, the linear relationship 
established from one glacier can be used to estimate the mass balance for unsurveyed glaciers in 
the same climatic area. While this method allows for changes in a glacier’s hypsography, the 
assumption of linear bn vs. AAR relationship needs to be carefully evaluated before this method 
is applied. The template method was applied to estimate the mass balance for the entire Ak-
Shirak range in the Tien Shan, and to derive a change in volume of the glacier system for a given 
ELA (Khalsa et al. 2004). 
The ELA method proposed by Rabatel et al. (2005; 2008) focuses on estimating glacier mass 
balance from the ELA estimated as the late summer position of the snowline on satellite images. 
This method is different from the AAR/ELA methods described above, becasue it is not based on 
a statistical (empirical) relationship. The ELA method involves the following steps: 1) 
identifying the snowline on images recorded at the end of the ablation season for each year, 
which can be considered as the equilibrium line for temperate glaciers (Paterson 1994); 2) 
extracting the altitude of the snowline using a DEM, taken to be the ELA of the glacier  (ELAi) 
3) computing the total volume lost of the glacier over the studied period using the geodetic 
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method and inferring the mean annual mass balance over the time period as described above; 4) 
calculating the steady state ELA over  the time period (ELA0), using the equation: 
                   ,             
where  is the mean glacier-wide mass balance over the time period, determined either from 
field measurements using the glaciologic method, or from remote sensing using the geodetic 
method, and ∂b/∂z is the mass balance gradient at the ELA (Rabatel et al. 2005), and 5) 
calculating the glacier annual mass balance b(t) using the equation: 
                    
This method requires an assumption about the mass balance gradient, ∂b/∂z in the vicinity of 
the ELA. For glaciers in the Alps, (Rabatel et al. 2005; Rabatel et al. 2008) assumed a linear 
relationship between mass balance and ELA, with ∂b/∂z fixed at 0.78 m per 100 m. The 
assumption of a linear mass balance gradient holds if there is no debris cover on the glacier 
tongue. In their study, Rabatel et al. (2005) found  this gradient to be valid at a regional scale 
with homogenous climate conditions. Rabatel et al. (2008) showed that the vertical gradient 
derived from field measurements on one glaciers can be used to estimate mass balance for other 
glaciers of the same massif, in good agreement with field measurements. Furthermore, Wagnon 
et al. (2007) found a ∂b/∂z value of 0.69 m per 100 m for the Chhota Shigri glacier in the 
Western Himalaya based on four years of mass balance measurements.  
The strength of the ELA method consists in the ability to apply in-situ measurements from 
one or more glaciers to a glacier or groups of glaciers that don't have field measurements, just 
like the AAR/ELA and the template method described above (Rabatel et al. 2008). This method 
is robust if the mass balance gradient is linear, as is generally the case of clean (debris-free) 
 33 
glaciers. Complications arise when debris is present, because debris cover influences the surface 
energy balance, changing the ablation component, and therefore affecting the mass-balance 
gradient (Kayastha et al. 2000; Takeuchi et al. 2000). The question remains, however, whether 
the assumptions of invariant mass balance gradient and invariant hypsography are valid for wide 
application of this method. 
2.4. Case	  study:	  Application	  of	  remote	  sensing	  methods	  for	  the	  Himalaya	  
The high Himalaya provides both interesting challenges and unique opportunities for testing 
the new remote sensing tools described above to estimate glacier mass balance. There is a wide 
variety of glacier sizes, types, dynamics, topography and debris-cover in this region. There are 
large gradients in climate due to the weakening in the intensity of the Indian monsoon from east 
to west and from south to north (Kargel et al. 2005), which induces variability in the glacier 
cover and its response to climate forcing. The wide altitude range and the variability in debris 
cover make the Himalayan glaciers particularly sensitive to climate forcing (Nakawo et al. 
1997). Most importantly, field based measurements of mass balance in the Himalaya are sparse, 
and Himalayan glaciers are conspicuously absent from global mass balance records such as 
(Dyurgerov and Meier 2000; Barry 2006; Kaser et al. 2006). In summary, dynamic climate and 
glaciology make this region an excellent choice for extensive testing of the remote sensing-
derived glacial characteristics. 
Himalayan glacier fluctuations 
With 15% of the area covered by glaciers, the Himalaya constitutes the largest glacier system 
in the world outside Antarctica and Greenland (Ashish et al. 2006). The Himalayan ranges are 
home to some of the longest glaciers in the world: Siachen (72 km), Bara Shigri (28 km), 
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Gangotri (26 km), Zemu (26 km), Milam (19 km) and Kedarnath (14.5 km) (Shen 2004). Direct 
observations of termini of Himalayan glaciers have shown these glaciers to be in a state of 
general retreat since the last century (Mayewski and Jeschke 1979). The trend has apparently 
accelerated in the last several decades across the Himalaya (Shen 2004), with strong regional 
variability. Examples include Glacier AX010 (0.57 km2) in the Shorong Himal, which retreated 
30 m from 1978 to 1989 (Fujita et al. 2001); glacier retreat rates of up to 52 m/year in the Indian 
Himalaya (Dobhal et al. 2004; Kulkarni et al. 2005) and 30 – 40 m/year in Bhutan Himalaya 
(Ageta and Iwata 1999). The retreat of Nepalese glaciers in the last three decades was 
documented by several studies: (Yamada et al. 1992; Fujita et al. 1997; Kadota et al. 2000; Fujita 
et al. 2001). This trend may be linked with observed temperature increases of 0.06°C/year in the 
Himalaya since the 1970s (Shrestha et al. 1999). However, there may be regional differences in 
glacier response due to regional climate or non-climate factors such as the presence of debris 
cover. The effect of debris cover on the ablation component of mass balance may override 
climate-induced changes, but this effect is not well understood (Takeuchi et al. 2000). Debris-
covered tongues in the Himalaya were found to be relatively stable since the last major glacier 
advance about 150 years ago, but the lower sections have been thinned by as much as 70 m, for 
example Khumbu glacier in Nepal Himalaya (Conway et al. 2000).   
Himalayan glaciologic data 
ASTER imagery: Prior to September 2006, the GLIMS Glacier Database contained 2,124 
ASTER scenes acquired from 2000 to 2006 over the Himalaya. Many of these were unsuitable 
for glaciologic analysis because of cloud-cover or low contrast over snow and ice. Starting with 
2006, we submitted high priority data acquisition requests (DARs) to the ASTER Science Team, 
through the Global Land and Ice Monitoring from Space (GLIMS) project. The 2006 DAR 
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consisted of four polygons covering India, Nepal, Sikkim and Bhutan glaciers (Fig. 2.2), and 
resulted in 115 new ASTER Himalaya scenes (Fig. 2.3).  
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Fig. 2.2 Study area showing surveyed sites during the 2006 field campaign (red stars) and 
additional validation sites proposed for the 2007 field campaign (black circles), shown on a 
MODIS mosaic. 
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Fig. 2.3. Coverage of the 2006 Data Acquisition Request (DAR) submitted by the GLIMS team, 
showing the 115 ASTER scenes acquired during Sept – Nov 2006. 
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Elevation data: The most readily available source of remote sensing-derived elevation data 
over the Himalaya is currently the SRTM DEM version 3. One study (Berthier et al. 2007) 
compared SRTM elevations with SPOT5–derived elevations on non-glaciated terrain and found 
a mean difference of 0.43 m and standard deviation of 16.7 m after correction of horizontal 
shifts. DEMs constructed from the Indian Remote Sensing Satellite (IRS)-1C for the Indian 
Himalaya are available from a few areas such as the Baspa valley in Himachal Pradesh district of 
India (Bahuguna et al. 2004; Bahuguna and Kulkarni 2005; Bahuguna et al. 2007); however, 
they are not in the public domain. DEMs constructed from topographic data are limited in the 
Indian Himalayas because lrge-scale topographic maps based on aerial photography are 
restricted. Nepal Himalaya is covered by the new 48 sheets at 1:50,000 scale, published by the 
Survey Department of His Majesty's Government of Nepal in 2001. These maps are based on 
1992 aerial photography, and are available in digital form from the Topographic Survey of 
Nepal. Where such topographic maps are available, they can be used to derive DEMs, which 
serve as baseline for comparison with more recent satellite-derived DEMs such as ASTER, 
SRTM, SPOT, IRS or Corona. 
Existing glacier inventories: A comprehensive inventory of glaciers and lakes in the 
Himalaya was constructed by (Mool et al. 2002) from various data sources, including Landsat 
imagery and Survey of India maps. A few recent remote-sensing derived inventories were 
recently derived for the Western Himalaya from Indian Remote Sensing (IRS-1A) and Landsat 
TM data from the 1980s: (1996), (1991), and (2001). Glacier outlines for Sikkim were derived 
from IRS-1A and Landsat TM data from 1987/1988, 1992 and 1997 using band ratios (Kulkarni 
and Buch 1991; Kulkarni 1992b; Krishna 1996; Krishna 1999; Krishna 2005). A more recent 
inventory for Lahaul-Spiti region, constructed from 2002 ASTER imagery using manual 
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digitization, and covering a glacierized area of 915 km2 (Berthier et al. 2007) was recently 
ingested in the GLIMS Database. Glacier inventories in the Khumbu Himalaya based on Corona, 
Landsat TM and ASTER Data are in preparation by several authors (Bolch et al. 2007; Bolch et 
al. 2008a). 
Field measurements: Field-based mass balance measurements have been conducted since 
2002 at Chhota Shigri, a benchmark glacier in the Lahaul-Spiti district of the Indian Himalaya 
(Wagnon et al. 2007). Some long-term field based mass balance data exists from Gara, Gora 
Gorang, Neh-Nar glaciers in the Western Himalaya, from unpublished reports from the 
Geological Survey of India (Kulkarni 1992a; Kulkarni et al. 2004). Field measurements were 
also conducted at Gangotri Glacier in Garwhal Himalaya, India (Puri and Shukla 1996; Ahmad 
et al. 2004). In Nepal, mass-balance measurements for the Glacier AX010 in Nepal were 
reported from 1978 - 1979, with supplementary observations since that time (Ageta and Higuchi 
1984; Fujita et al. 2001). The mass balance of Langtang Glacier in Nepal from was reconstructed 
from temperature records (1969 – 1997) and precipitation records (1987 – 1997) measured at low 
altitudes (Kathmandu, 60 km away) and the area-altitude distribution of the glacier (Tangborn 
and Rana 2000).  
Previous remote sensing mass balance estimations in the Himalaya 
Progress on applying the remote sensing methods for mass balance of the Himalayan glaciers 
has been slow due to the lack of accurate elevation data. The increased availability of recent 
DEMs from stereo imagery provides some opportunities to derive mass balance at shorter time 
scales in the Himalaya, when careful error assessments are done. For example, Berthier et al. 
(2007) estimated mass balance changes in the Indian Himalaya using DEMs from 2004 SPOT5 
and 2000 SRTM elevation data. They found a significant thinning of the glacier surface of -8 to -
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10 m at lower elevations including debris-cover tongues, and less thinning in the upper parts of 
the glaciers (-2 m). The mass balance calculations were within the range of field-based mass 
balance measurements from the same period in the Lahul-Spiti region (Wagnon et al. 2007), 
which shows promise for the application of geodetic methods for the Himalayas. 
The ELA-AAR method proposed by Kulkarni (1992a) was applied sparingly so far in the 
Himalaya due to limited field-based mass balance measurements needed to infer the bn-ELA 
relationship. Based on field measurements from several glaciers in the Western Himalaya, 
Kulkarni (1992a) and Kulkarni et al. (2004) proposed a generalization of the steady-state AAR 
for the Western Himalaya of 0.44. The bn vs. ELA relationship was used at Chhota Shigri glacier 
in Lahul-Spiti, Western Indian Himalaya (Wagnon et al. 2007) to infer an average ELA and 
AAR (Fig. 2.4). The study reported a strong negative mass balance of up to -1.4 m water 
equivalent for the period 2002 – 2006. The average ELA was ~ 5180 m and the AAR was 0.3 for 
all years except 2004/2005 when the mass balance was positive. Continued mass balance 
measurements are key to establish a relationship between mass balance and AAR and to test the 
ELA/AAR methods for other areas of the Himalaya. 
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Fig. 2.4 Mass-balance at Chhota Shigri glacier as a function of altitude, derived from 4 years of 
field-based measurements on various glacier tributaries. Courtesy of IRD France, reproduced 
from Wagnon et. al (2007). 
 
Glacier outline delineation in the Sikkim Himalaya from ASTER imagery 
As outlined in the section above, glacier outlines obtained from satellite imagery are required 
for estimating glacier volume using area-scaling techniques, and for mass balance estimations 
using the geodetic method or ELA and AAR methods. In the Himalaya, automatic mapping of 
glaciers is complicated by the presence of debris cover on glacier tongues, which confounds the 
image classification techniques. Several studies (Nakawo et al. 1993; Bishop et al. 2001; 
Taschner and Ranzi 2002; Paul et al. 2004b; Bolch et al. 2007) proposed semi-automatic 
methods for delineation of debris-covered glaciers using satellite imagery and terrain 
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information. Here we present preliminary work using the visible, infrared and thermal bands of 
ASTER combined with terrain parameters. The goal is to illustrate the suitability of ASTER 
imagery for glacier delineation for mass balance application.  
The test basin is the Sikkim Himalaya (27° 04’ 52” N to 28° 08’ 26” N latitude and 88° 00’ 
57” E to 88° 55’ 50” E longitude), located in Eastern India between Nepal and Bhutan (Fig. 2.2). 
We selected one ASTER scene from Nov 27, 2001 and acquired various products from the Land 
Processes Distributed Active Archive Center (LP DAAC): AST14DMO, the orthorectified 
product package based on L1B data (registered radiance at sensor), AST08 (surface kinetic 
temperature), AST05 (surface emissivity) and AST07 (surface reflectance). The orthorectified 
product contains 14 ASTER bands and the relative DEM constructed on-demand from bands 3n 
and 3b using Silcast software. We delineated the clean ice and snow using NDSI band 
combination (Hall et al. 1995) with  bands 1 and 4 of ASTER. The NDSI method correctly 
classified shadowed ice as glacier, and masked low clouds, but failed to distinguish frozen pro-
glacial lakes from glacier ice (Fig. 2.5). We applied a 3x3 median filter after the classification, 
which eliminated small areas of a few pixels classified as ice and resulted in a smoother map. 
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Fig. 2.5 Results of the classification algorithm for clean ice in Northern Sikkim/China. Arrows 
point to: a) clean ice classified correctly; b) shadowed glacier correctly classified; c) pro-glacial 
lakes mis-classified as glacier; d) internal rock correctly delineated.  
 
We used a decision tree to map the debris cover, based on several criteria: 1) multi-spectral 
classification techniques (NDSI and band thresholds); 2) topographic characteristics (elevation 
and slope); 3) thermal information; and 4) color transformations. The five thermal bands (8 – 12 
µm) of ASTER proved useful for distinguishing debris-cover except in areas covered with thick 
debris. For testing and field validation of the debris cover algorithms, we focused on Zemu 
glacier and Talung glacier, both with debris-covered tongues. This approach yielded promising 
results (Fig. 2.6), although some refinements are needed, such as: 1) excluding areas that are not 
b 
a d 
c 
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adjacent to clean ice glaciers; 2) using profile curvature to extract the shape of the glacier 
tongues and 3) better refinement of the thermal band threshold. The novelty of this approach 
consists in exploiting the potential of the multi-spectral thermal ASTER imagery combined with 
terrain parameters in an unsurveyed area in the Indian Himalaya.  
 
 
 
 
 
 
Fig. 2.6 Results of the debris-covered mapping algorithm for the Zemu glacier area. Pixels 
classified as debris are shown in red; clean glacier outlines are shown in black.  
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2.5. Conclusions	  
Remote sensing offers promise for glacier monitoring in areas lacking traditional glaciologic 
methods. This paper reviewed key advances in the use of optical remote sensing for mass 
balance of mountain glaciers, with an emphasis on current algorithms and their limitations. On-
going challenges in applying the proposed methods at large scales remain, such as: 1) the lack of 
standardized image analysis methods for delineation of debris-covered ice; 2) limited field 
validation data (GPS measurements and specific mass balance measurements); 3) lack of 
accurate elevation data for remote glacierized areas; and 4) algorithms for automatically 
discerning debris-covered ice from non-ice areas with debris. In the Himalaya in particular, 
further limitations are posed by: i) restrictions imposed on use and export of topographic maps 
along with trigonometric and gravity data needed to interpret aerial photography in politically 
sensitive areas; ii) difficulty of acquiring cloud-free ASTER scenes at the end of the ablation 
season; and iii) limited field-based mass balance measurements with long-term record for 
validation of the ELA/AAR method. Continued acquisition of ASTER scenes and ground control 
points are needed to cover the entire Himalaya, both spatially and temporally, with high-quality 
data suitable for glacier analysis. On-going work focuses on field-validating the proposed 
algorithms for debris-cover delineation and evaluating different software packages to generate 
DEMs from ASTER data. With careful evaluation and validation, these new remote sensing 
techniques will help advance our understanding of the response of both clean and debris-covered 
glaciers to climate forcing worldwide, and will help to better estimate future water resources, 
glacial hazards and the glacier contribution to sea-level rise.  
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Abstract: On 16-18 June, 2008 the National Snow and Ice Data Center (NSIDC) held a Global 
Land and Ice Measurements from Space (GLIMS) workshop in Boulder, Colorado focusing on 
formulating procedures and best practices for operational glacier mapping using satellite 
imagery. Despite the progress that has been made in recent years, there still remain many cases 
where automatic delineation of glacier boundaries in satellite imagery is difficult, error prone, or 
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time-consuming. This workshop identified six themes for consideration by focus groups: 1) 
mapping clean ice and lakes; 2) mapping ice divides; 3) mapping debris-covered glaciers; 4) 
assessing changes in glacier area and elevation through comparisons with older data; 5) DEM 
generation from satellite stereo pairs; and 6) accuracy and error analysis. Oral talks presented 
examples and work in progress for each of these topics, and focus groups worked on compiling a 
summary of available algorithms and procedures to adress and avoid identified hurdles. Special 
emphasis was given to establishing standard protocols for glacier delineation and analysis, 
creating illustrated tutorials, and providing source code for available methods. This chapter 
summarizes the major results of the 2008 GLIMS workshop, with an emphasis on definitions, 
methods and recommendations for satellite data processing. These are relevant issues for 
deriving glacier inventory data from spaceborne sensors on a global scale. While the list of 
proposed methods and recommendations is not comprehensive and is still a work in progress, our 
goal here is to provide a starting point for the GLIMS regional centers (RCs) as well as for the 
wider glaciological community in terms of documentation on possible pitfalls along with 
potential solutions. 
 
 
 
 
 
 
3.1. Introduction	  
The major aim of the Global Land Ice Measurements from Space (GLIMS) initiative is to 
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generate a global snapshot of digital glacier outlines from satellite data and make them available 
to the wider scientific community via the internet (Kargel et al. 2005; Raup et al. 2007a). Given 
the declining glacier mass on a global scale (Haeberli et al. 2007; Lemke et al. 2007; Zemp 
2008), the increasing importance of glacier meltwater as a water resource in the dry season in 
areas such as the Himalaya (Singh and Kumar 1997; Singh and Bengtsson 2004; Barnett et al. 
2005) and the Andes (Bradley et al. 2006), as well as the contribution of alpine glaciers to global 
sea level rise (Arendt et al. 2002; Rignot et al. 2003; Raper and Braithwaite 2006; Meier et al. 
2007), global glaciological data are required for four main reasons:  
(1) The world glacier inventory (WGI) was compiled from aerial photography, maps and satel-
lite imagery acquired during the 1960s to 1970s and is not complete with respect to detailed 
glaciological information (Haeberli et al. 1989). Furthermore, glaciers in the WGI database 
are represented by point data rather than glacier outlines, making change detection for 
individual glaciers nearly impossible; 
(2) Data for the WGI have been compiled mostly during the 1960s to 1980s decades. Since that 
time period, strong glacier changes have taken place all over the world (Barry 2006; Kaser 
et al. 2006; Lemke et al. 2007). This poses urgency for updating the global glacier database, 
as mentioned in the strategy of the global terrestrial network for glaciers (GTN-G) 
(Haeberli 2006) 
(3) Complete, detailed glacier parameters such as glacier area, length, elevation, hypsography 
and ice volume are particularly needed for those glacierized regions which are currently 
missing from global mass balance records or have only preliminary data in the WGI, such 
as the Arctic, Himalaya, and Patagonia (Braithwaite and Raper 2002; Dyurgerov and Meier 
2005). Moreover, coupled models for assessing the impact of climate change on glacier 
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evolution (e.g. Raper et al. 2000; Raper and Braithwaite 2006) require detailed glacier 
parameters, in particular glacier area and hypsography; 
(4) There is a need for including glaciers and icecaps near or adjacent to Greenland and 
Antarctica into global mass balance and sea level estimates (Raper and Braithwaite 2006; 
Rahmstorf 2007). 
On a global scale, glacier outlines can be derived using automated classification algorithms from 
multispectral satellite data (e.g. Paul et al. 2002; Paul and Kääb 2005), as recommended in the 
GTN-G (Haeberli 2006). The advantages of using remote sensing for glacier delineation are: 
(1) Sensors such as the Landsat Thematic Mapper (TM) have a relatively large swath width 
(185 km) and cover large areas, with a medium spatial resolution (~30 m). The entire 
USGS Landsat Archive containing 35 years of nearly complete global coverage data from 
the Lansdat TM and Landsat Enhanced Thematic Mapper Plus (ETM+) sensors are now 
available since the end of 2008 at no charge from the USGS (USGS 2008). 
(2) For regional scale studies, satellite imagery has been available from the Advanced 
Spaceborne Thermal Emission and Reflection Radiometer (ASTER) sensor since 2000. 
The adequate spatio-temporal resolution (16 days revisit time, 60 km swath width, 15 m 
spatial resolution in the visible and near infrared, VNIR), high spectral resolution (14 
bands), low cost (free for GLIMS), near-global coverage, and the capability of acquiring 
stereo imagery make ASTER a suitable sensor for monitoring of glacier parameters, 
including mass balance and other applications (Kääb et al. 2003; Racoviteanu et al. 2008b). 
(3) Automated methods for multispectral glacier classification have been developed and tested 
in the past decade using Landsat TM and ASTER imagery (Bayr et al. 1994; Sidjak 1999; 
Paul et al. 2002; Kääb et al. 2003; Paul and Kääb 2005; Racoviteanu et al. 2008a)(Bayr and 
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others, 1994; Sidjiak and Wheate 1999; Paul, 2002; Paul and others, 2002; Kääb and others, 
2003 and 2005; Paul and Kääb, 2005; Racoviteanu and others, 2008a). These methods are 
simple, robust and accurate for detection of clean to slightly dirty glacier ice and fresh 
snow. 
(4) Remote sensing derived glacier outlines combined with digital elevation models (DEMs) in 
a geographic information system (GIS) have been used extensively to derive topographic 
glacier inventory parameters such as hypsometry, minimum, maximum and mean 
elevations in an efficient manner (Klein and Isacks 1996; Duncan et al. 1998; Kääb et al. 
2002; Paul et al. 2007); 
(5) Digital elevation data from remote sensing are increasingly available for conducting glacier 
change studies at various spatial scales. A global DEM derived from ASTER data (GDEM) 
is expected to be released by the spring of 2009 (H. Fujisada, Sensor Information 
Laboratory Corp., pers. comm.). Near-global (60° N to 57° S) elevation datasets at ~90 m 
spatial resolution are available from the Shuttle Radar Topography Mission (SRTM), flown 
in February 2000 (Rabus et al. 2003; Farr et al. 2007). Various versions of the SRTM data 
are available at no cost over the internet. The “unfinished” product is available from the 
USGS (http://srtm.usgs.gov/data/obtainingdata.php), but it contains data voids, unedited 
coastlines, spurious values and some geolocation shifts. The latest version of the SRTM 
data (“finished” version 3/4) available from the CGIAR-CSI (e.g. 
http://www.ambiotek.com/topoview) is a hydrologically sound DEM where data voids were 
filled by interpolation (CGIAR-CSI 2004). However, the interpolated regions in the 
“finished” version of the SRTM may be inaccurate, so the “unfinished” version can be used 
to mask these regions out for further analysis.  
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3.2. The	  GLIMS	  initiative	  	  
Based on this increasingly available stock of satellite imagery suitable for global glacier 
monitoring from space, mapping activities within the GLIMS initiative became widespread 
(Kargel and others, 2005). As of December 2008, the GLIMS Glacier Database hosted at the 
National Snow and Ice Dataset (NSIDC) in Boulder, CO contains digital vector outlines from 
82,773 glacier entities, covering an area of 261,680 km2. Glacier outlines can be downloaded at 
no cost from the GLIMS website (www.glims.org). The website also has several tools for data 
query and visualization (Raup and others, 2007a) (Raup et al. 2007a). The glacier delineation 
techniques applied by individual GLIMS Regional Centers (RCs) vary from full manual glacier 
delineation to various automated techniques based on multispectral classification of ice and 
snow. A number of GLIMS analysis comparison experiments (GLACE) have demonstrated that 
the automated methods produce very similar results for sunlit clean ice and snow, while the 
analyst’s interpretation in the delineation of more challenging regions (debris, shadow and lakes) 
may differ strongly (Raup et al. 2007a). In particular, the methodological interpretation of a 
glacier as an entity (ice divides, split tributaries and compound glaciers) varies widely, posing 
the need for standardized methods. Two of the tutorials generated by the GLIMS team to guide 
the interpretation of the satellite images and to provide consistency among regional centers are: 
the GLIMS Analysis Tutorial (Raup and Khalsa 2007) and the Illustrated GLIMS Glacier 
Classification Manual (Rau et al. 2005), both available from the GLIMS website. 
Several workshops and meetings have been held within the GLIMS initiative to discuss 
technical and methodological challenges of glacier mapping, and to propose possible solutions. 
The most recent of these workshops was held during June 16-18, 2008 at the National Snow and 
Ice Data Centre (NSIDC) in Boulder (CO). This GLIMS workshop focused on advances and the 
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current state of knowledge related to glacier studies using remote sensing. This paper 
summarizes the major results of this workshop with an emphasis on definitions, methods and 
recommendations for satellite data processing. These are relevant issues for deriving glacier 
inventory data from spaceborne sensors on a global scale. While the list of proposed methods 
and recommendations is not comprehensive, our goal here is to provide a starting point for the 
regional centers in terms of documentation on possible pitfalls in remote sensing methods for 
glaciers, along with potential solutions. The following section introduces the workshop topics, 
remaining challenges and definitions.  
3.3. GLIMS	  Workshop	  topics,	  Challenges	  and	  Definitions	  
Workshop topics 
Two key topics were addressed during the first two days of the 2008 GLIMS workshop, by a 
total of 17 oral presentations and 6 focus groups: (a) Glacier delineation (day 1) and (b) DEM 
generation and analysis (day 2). Specifically, oral presentations and working groups focused on 
algorithm development and comparison on the following topics:  
 Mapping clean ice and lakes; 
 Mapping ice divides; 
 Mapping debris-covered glaciers; 
 Assessing changes in glacier area and elevation through comparisons with older data; 
 DEM generation from satellite stereo pairs; 
 Accuracy and error analysis. 
Day 3 of the workshop was dedicated to summaries and discussion on the topics addressed 
during the first two days. The overarching goal of this workshop was to achieve consensus on 
algorithms and procedures used for glacier analysis, and to prepare a set of recommendations 
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that can be used by the GLIMS regional centers (RCs) to avoid inconsistencies in the various 
glacier datasets ingested in the GLIMS database. All workshop presentations are listed in Table 
3.1, and are referred to in the text as numbers, e.g. [1] corresponding to the table, to distinguish 
them from bibliographic references, cited as Andreassen at al. (2008), for example. 
Challenges 
One aim of this contribution is to describe the most relevant aspects pertaining to glacier 
outlines derived from satellite data. The focus is on proposing simple, robust and established 
techniques that work well in most cases. We acknowledge the fact that several special cases such 
as debris-covered glaciers, rock glaciers and frozen/turbid lakes might not be solved with the 
methods proposed below, and need special attention. Further development of algorithms is ongo-
ing, and may provide ways to overcome some of the current problems in the future. However, 
these are not all described here in detail. The present discussion focuses on remaining challenges 
with mapping glacier outlines and deriving basic glacier parameters (mostly glacier area and 
elevation). Additional glacier parameters that can be derived from spaceborne sensors (e.g. 
mapping of snow lines, flow velocity, debris thickness, glacier lake temperatures and turbidity) 
are not discussed at length here. Instead, the reader is directed to a number of studies published 
specifically on these topics: glacier velocity (Berthier et al. 2005; Kääb 2005), glacier lake 
temperature (Wessels et al. 2002), and debris thickness (Kayastha et al. 2000; Takeuchi et al. 
2000; Casey et al. 2011). A thorough discussion of most remote sensing techniques for glacier 
mapping can be found in Bishop et al. (2000), Bamber and Kwok (2004), Kääb et al. (2005), 
Bamber (2006) and  Bamber and Rivera (2007). 
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Table 3.1. List of oral presentations and topics from the GLIMS Workshop held during June 16-
18, 2008, at National Snow and Ice Data Center in Boulder, CO. Presentations point to studies 
cited in the paper. 
 
 
Ref 
# 
Authors Presentation title Topic(s) References 
1.  Molnia, B.; Crider, 
A.; Geissler, P., and 
Lee, E. 
Inventorying the 
glaciers of Afganistan. 
Glacier 
delineation 
 
2.  Kargel, J. 
and Furfaro,R. 
Glacier lake and glacier 
debris mapping.     
 
Glacier 
delineation 
 
3.  Andreassen, L.M. Deducing area changes 
from multiple glacier 
inventories in 
Jotunheimen, Norway 
Glacier 
delineation, 
Change 
detection 
(Paul and 
Andreassen in 
review) 
4. Bolch, T.; Wheate, 
R., and Menunos, B 
Challenges of the 
Western Canadian 
glacier inventory 
Glacier 
delineation 
(Bolch et al. 
2007; Bolch et 
al. 2008) 
5. Paul, F. Glacier mapping from 
different sensors - 
technical and 
methodological 
challenges 
Glacier 
delineation 
(Kääb et al. 
2002; Paul et 
al. 2002; Kääb 
et al. 2003; 
Paul et al. 
2004a; Kääb et 
al. 2005; Paul 
and Kääb 
2005; Paul 
2007; Paul et 
al. 2007; Paul 
et al. in 
review) 
6. Racoviteanu, A. The new Cordillera 
Blanca glacier 
inventories from SPOT 
and ASTER: 
methodology and 
challenges 
Glacier 
delineation, 
change 
detection 
(Raup et al. 
2007; 
Racoviteanu 
2008a) 
7. Racoviteanu, A. Debris cover mapping in 
Sikkim Himalaya using 
ASTER imagery 
Glacier 
delineation, 
debris cover 
Racoviteanu et 
al., 2008b 
8. Khalsa, S.J.S. and 
Racoviteanu, A 
Comparison of four  
software packages for 
DEM generation In prep. 
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DEM generation from 
ASTER imagery.     
 
9. Zemp, M. 2008. 
Proceedings of  
The compilation of a 
world inventory of 
glaciers and ice caps: 
present status and future 
challenges. 
Global Zemp and 
others (in 
press) 
 
In mapping glaciers from satellite imagery within in a specific region, three of the most 
important questions are: (a) Which sensor has the best data for glacier mapping of our region? 
(b) Which sensor should be used in a particular region? and (c) How can individual glacier 
entities be identified? While (a) and (b) are related to technical issues and data availability that 
vary widely with the investigated region and the mapping conditions (for example, the presence 
of clouds and snow), (c) is a methodological issue that needs further guidance and is less clear in 
most cases. Here we present semi-automated methods for mapping clean and debris-covered 
glacier ice, as well as for delineating ice divides (glacier drainage basins) using available data 
sets. In many cases, the analyst may also be interested in comparing the new glacier extents with 
previous assessments derived from other data sources, such as different sensors, or, most 
commonly, older topographic maps. Therefore, this overview includes a discussion on glacier 
change analysis (area and elevation changes). As DEMs constitute an essential tool for extracting 
glacier parameters such as length, mean elevations, slope and aspect as well as for debris cover 
mapping and analysis, we also discuss techniques for DEM generation from stereo satellite 
imagery, and give general recommendations for DEM quality assessment. 
Definitions 
 Before presenting techniques for glacier mapping, it is important to be clear about what 
should be mapped. The answer to the simple question ‘What is a glacier?’ varies with the 
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purpose of the investigation. We rely on definitions developed within the context of the GLIMS 
project, and further discussed during the June workshop. While these definitions are based on 
other official documents like the UNESCO guidelines for the compilation of the WGI (Müller et 
al. 1977), they were adapted for the purpose of satellite-based mapping.  
 
GLIMS definition of a glacier  
The GLIMS definition of a “glacier” tailored to remote sensing, and compliant with the World 
Glacier Monitoring Service (WGMS) standards, states that: ‘A glacier or perennial snow mass, 
identified by a single GLIMS glacier ID, consists of a body of ice and snow that is observed at 
the end of the melt season, or, in the case of tropical glaciers, after transient snow melts. This 
includes, at a minimum, all tributaries and connected feeders that contribute ice to the main 
glacier, plus all debris-covered parts of it. Excluded is all exposed ground, including nunataks. 
An ice shelf shall be considered as a separate glacier.’ (Raup and Khalsa 2007). 
The following selected points from the explanation section should be mentioned as well: 
 Bodies of ice above the bergschrund that are connected to the glacier should be 
considered part of the glacier, because they contribute snow (through avalanches) and ice 
(through creep flow) to the glacier; 
 A tributary in a glacier system that has historically been treated (and named) as a separate 
glacier should be included as part of the glacier into which it flows; 
 A stagnant ice mass which is still in contact with a glacier is part of the glacier, even if it 
supports an old growth forest; 
 If snowfields are identifiable, they should be disconnected from the main glacier. For 
hydrological purposes, they can be included in the GLIMS Glacier Database under a 
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separate GLIMS glacier ID, but they must be marked as a snowfield; 
 Lateral glacier outlines that might be hidden by seasonal snow or by avalanches should 
be labeled as preliminary, or even the entire glacier can be excluded. Ice avalanche cones 
below a glacier terminus (dry-calving) are not part of the glacier. 
 
Debris-covered glaciers 
Debris cover on a glacier varies with thickness, presence or absence of dead ice, type of rock, 
thermal resistance of the material, etc (e.g. Mihalcea et al. 2005). Given the high variability in 
debris characteristics, an attempt to present a standardized definition of debris-covered ice is 
difficult. Debris on the glacier tongues refers to material incorporated in a glacier by mass 
wasting processes, entrainment of sub-glacial debris and melt-out of englacial debris. On a 
typical debris-covered glacier such as Khumbu glacier in the Nepal Himalayas, the thickness of 
the debris ranges from 0 meters at the boundary with clean ice to up to several meters at the 
glacier snout (Conway et al. 2000; Kayastha et al. 2000; Takeuchi et al. 2000). Special cases, 
which do not necessarily fit this category include: thermokarst debris-covered tongues on Tana 
glacier in the Chugach range, and Malaspina Glacier in Alaska, where active debris-covered ice 
is covered by vegetation [1]; the old, weathered and dirty face of the calving margin at Tasman 
glacier in New Zealand (Röhl 2008), wet debris cover, completely covered-ice, or partly covered 
ice with some exposed pixels [2]. Such “special cases” must be treated separately. All debris-
covered parts of the glacier should be mapped if possible. 
Rock glaciers are difficult to distinguish from debris-covered glaciers in medium resolution 
satellite imagery. Rock glaciers differ from debris-covered glaciers mainly by a much smaller 
size and a missing accumulation area. They often reach further down in elevation and their 
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typical ridge and furrow surface structure and steep fronts result in a characteristic illumination 
pattern that can be identified on satellite scenes in most cases. We recommend that rock glacier 
be included as a separate category in a glacier inventory when they are easily identified and 
properly delineated. 
 
Ice divides  
Ice divides are used to define the glacier as an individual entity in a hydrologic sense. This 
implies that connected units must be separated in the accumulation area where they drain into 
different basins. The separation of tributaries is more delicate as their connectivity can change 
over time. From this point of view it makes sense to start (where available) with the oldest 
available datasets (e.g. Little Ice Age extent as mapped from trimlines). According to the GLIMS 
analysis tutorial (Raup and Khalsa, 2007): 
 If there is no flow between separate parts of a contiguous ice mass, the two parts should, 
in general, be treated as distinct units, separated at the topographic divide. However, for 
practical purposes, such an ice mass may be analyzed as a unit at the analyst’s discretion, 
if delineation of the flow divides is impossible or impractical. 
 Any steep rock walls that avalanche snow onto a glacier but do not retain snow 
themselves should not be included as part of the glacier. 
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3.4. Available/Proposed	  Methods	  
Glacier mapping: clean ice and glacier lakes 
Multi-temporal satellite imagery from the Landsat TM and ETM+, System Pour 
l’Observatoire de la Terre (SPOT), and ASTER sensors has been used for automated glacier 
mapping within the context of the GLIMS initiative in the Swiss Alps (Kääb et al. 2002; Paul et 
al. 2002), Central Asia (Khromova et al. 2003; Khromova et al. 2006; Surazakov and Aizen 
2006; Aizen et al. 2007; Bolch 2007), the Peruvian Andes (Georges 2004; Racoviteanu et al. 
2008a) and the Himalayas (Bolch et al. 2008a), among others. Most of the papers presented at 
the GLIMS workshop dealt with glacier mapping algorithms from Landsat and ASTER. Here we 
present an overview of various methods for automated delineation of clean to slightly dirty 
glacier ice, with advantages and disadvantages of each algorithm. A more detailed review and 
comparison of band ratio techniques is provided by Paul and al. (2002), Paul and Kääb (2005), 
Paul (2007) and Racoviteanu et al. (2008b). 
Automatic delineation of clean glacier ice relies on the high reflectivity of snow and ice in the 
visible to near infrared (VNIR) wavelengths (0.4 – 1.2 µm), compared to a very low reflectivity 
in the shortwave infra-red (SWIR, 1.4 - 2.5 µm) (Dozier 1989a; Rees 2003). In the absence of 
clouds, snow and ice are distinguished from the surrounding terrain using the VNIR bands from 
the various sensors available. Commonly used techniques such TM3/TM5, TM4/TM5, the 
Normalized Snow Difference Index (NSDI) (Hall et al. 1995) and other band ratio thresholding 
take advantage of the spectral uniqueness of snow and ice in the SWIR wavelengths to separate 
them from non-glacier areas such as rock, soil, or vegetation (Bayr et al. 1994). Other simple 
methods include: manual delineation based on visual interpretation, qualitative digital 
thresholding based on spectral reflectance, and linear/nonlinear functional boundaries for 
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supervised hard classifications (e.g. Aniya et al. 1996).  
Several presentations at the GLIMS workshop illustrated techniques for automatic extraction 
of clean to slightly dirty glacier ice. Three studies [3-5] used Landsat imagery to delineate 
glaciers over large regions in Norway, Western Canada and Baffin Island, respectively. The 
TM3/TM5 ratio with a threshold of 2.0 (TM3/TM5 > 2.0 = ice/snow) yielded satisfactory results 
for Norwegian glaciers where debris-covered ice is sparse (Andreassen and others, 2008) 
(Andreassen et al. 2008). An area cutoff of 0.01 km2 and a 3x3 median filter were applied to 
obtain glacier outlines for the Jotunheimen region (Fig. 3.1). Similar methods were employed by 
Bolch and others [4] to map the glaciers of British Columbia and Alberta (Bolch et al. 2008c) 
(Fig. 3.2). Racoviteanu and others [6, 7] illustrated the use of the NDSI in the Sikkim Himalaya 
(India) and Cordillera Blanca (Peru). These studies emphasized the need to choose the threshold 
manually depending on the scene characteristics (e.g. haze, sun position and topography). For 
example, for Sikkim, the threshold chosen was 0.7 (NDSI > 0.7 = snow/ice), but for Cordillera 
Blanca the suitable threshold was 0.5 – 0.6 (Racoviteanu and others, 2008a) (Racoviteanu et al. 
2008a). 
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Fig. 3.1 The new glacier inventory for Jotunheimen, Norway is based on Landsat TM and ETM+ 
imagery using a TM 3/TM5 band ratio [3]. The false color composite (FCC) with bands 5, 4, 3 
(as RGB) displays glaciers in light blue-green and also shows drainage divides, edited lakes and 
internal IDs of the finally selected glaciers. 
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Fig. 3.2 Results of the Western Canada glacier inventory based on Landsat scenes, using the 
TM3/TM5 band ratio. Labels point to: a) debris cover which was delineated manually, b) pro-
glacial lake edited manually, and c) ice divides, which are different in the TRIM inventory [4]. 
Clouds (white) are clearly recognizable in the FCC. 
 
The NDSI algorithm correctly classified the clean ice in these two areas, including most of the 
ice in shadow (Fig. 3.3), and also masked out clouds. However, the band ratio algorithm fails to 
identify debris-covered ice. Paul [5] further provided a thorough comparison of various 
techniques, including band ratios: TM3 / TM5, TM4 / TM5, NDSI (TM2-TM5)/(TM2+TM5), as 
well as a median filters and Dark Object Subtraction (DOS) for the Baffin Island (cf. Paul and 
Kääb 2005). For this region, he reports the TM 3/5 ratio with an additional threshold in TM1 to 
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be a robust, simple, and accurate method, partly even better then manual delineation (i.e. not 
generalized and consistent for the entire scene). An advantage of this method is that clean ice can 
  
 
Fig. 3.3 Results of the classification algorithm for clean ice in northern Sikkim/China, from 2001 
ASTER imagery. Arrows point to: a) clean snow and ice correctly classified; b) shadowed 
glacier correctly classified; c) pro-glacial lakes mis-classified as glacier; d) internal rock 
correctly delineated (reproduced from Racoviteanu and others, 2008b). 
 
 
be identified even under (optically) thin clouds and in shadow regions. Molnia and others [1] 
used various masks based on image ratios and thresholding of digital numbers (DN) to construct 
a glacier inventory of Afghanistan using ASTER and Landsat 7 ETM+ imagery from 2001 to 
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2004. The rather complex classification scheme also distinguishes between snow and ice, but 
glacier outlines are of the same quality than with the more simple methods. For delineation of 
water bodies, some studies proposed: using the normalized difference water index (NDWI)[4]; 
using glacial lake color to aid classification schemes such as band ASTER 1/3 ratio and band 3 
intensity [2]; and other new techniques such as sub-pixel mapping using ASTER imagery (Zhang 
et al. 2004). The accuracy of the glacier outlines derived from image classification using 
automated methods is generally estimated to be one pixel in most accuracy studies (Congalton 
1991; Zhang and Goodchild 2002). However, the accuracy estimates may vary widely by region 
depending on the quality of the images, the methods used, and the presence of debris-covered 
glaciers.  
Challenges 
While the above presentations illustrated the effectiveness of NDSI and single band ratios (such 
as TM3/TM5 and TM4/TM5) for fast glacier mapping over large areas, there remain challenges 
in regions with shadow, clouds, seasonal snow, turbid/frozen/multi-hued pro-glacial lakes and 
debris cover. Many presentations in the GLIMS workshop pointed to these challenges. For 
example, three studies [4, 5, 7] discussed problems in regions with clouds, late-season snow, 
perennial ice, pro-glacial/frozen lakes, regions with crevasses, dark (polluted) ice in shadow, and 
debris cover (Figs. 3.3 - 3.5).  Fig. 3.4 also indicates regions that are not accurately classified 
with the TM3/5 ratio (polluted bare ice in shadow and thicker debris cover). Fig. 3.5 indicates 
the subtle differences in hue for ice-covered lakes compared to flat icecaps that can be present in 
some regions. In most studies, turbid or frozen glacier lakes and debris-covered glaciers were 
delineated manually using color composites from various VNIR and SWIR band combinations 
(Figs. 3.2 and 3.5). Recommendations/possible solutions with respect to mapping of shadow, 
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clouds, seasonal snow, turbid/frozen/multi-hued pro-glacial lakes are briefly presented below. 
Challenges related to debris-cover mapping were given special consideration in the GLIMS 
workshop by the working groups, and are addressed in a separate section of this paper.  
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Fig. 3.4 Mapping accuracy of the TM3/TM5 ratio method in a challenging region near Penny 
Icecap on Baffin Island, Canada [5]. The light blue lines show the glacier outlines as originally 
mapped, red lines indicate the glacier basins and yellow circles denote regions that have not been 
correctly mapped. The numbers indicate: 1 - snow and ice in shadow, 2 - bare rock in shadow 
and 3 - snow couloirs. 
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Fig. 3.5  Illustration of the subtle difference in color between ice-covered lakes (blue outline) and 
clean ice (black) for a system of icecaps on Baffin Island (Canada) using a Landsat ETM+, 
image from August 2002 in the background) [5]. 
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Technical recommendations 
The following is a list of conclusions and technical recommendations for delineation of clean 
glacier ice. These recommendations may be used as guidelines for choosing one image 
classification scheme over another, depending on specific cases. 
• Careful selection of satellite scenes at the end of the ablation season is compelling. 
Scenes where seasonal snow is present outside of glaciers should be avoided [4, 5]. The 
latter is only possible when the scene is acquired in a year with a very negative glacier 
mass balance, i.e. when glaciers are free of snow up to the highest elevations. Otherwise, 
the irregular melt pattern of snow fields might help in discriminating them from the more 
regularly shaped glacier outlines; 
• Perennial snow banks can be identified by comparing two images that have been acquired 
several years (ten and more) apart, under similar conditions (e.g. same time of year). In 
general, perennial snow should not change at all and should be located in topographically 
preferred regions; 
• In choosing one classification scheme over another, the analyst should consider the end 
product versus processing time, research versus operational algorithms, and acknowledge 
that operational needs depend also on terrain complexity; 
• Band ratios and normalized difference methods such as TM2/5, TM3/5, TM4/5 and NDSI 
are simple and robust, and are efficient in delineating clean ice in a timely manner. 
However, these algorithms might not work properly for dark (polluted) ice in shadow, 
debris-covered ice is excluded and turbid or frozen lakes are misclassified as glaciers. 
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These regions need to be delineated manually or using algorithms customized and tested 
for such cases;  
• The image threshold should be iteratively selected based on inspection of shadow 
regions, which are the most sensitive for the threshold value, before applying it to the 
whole scene [5]; 
• Clouds are highly reflective in the VNIR bands, confounding the classification schemes 
based on single band ratio. They are thus classified as 'non-glacier' with any of the above 
methods [1, 7]. Although clouds are well visible in a TM band 5, 4, 3 composite 
(appearing white) a separate cloud mask might help to identify their location. In most 
cases, they can be masked out by using a threshold in a SWIR band (AST4 or TM5), 
where clouds are highly reflective (Dozier 1989a). 
• Delineating the glaciers underneath optically thick clouds remains a challenge. Multiple 
scenes may be used to eliminate regions, which are frequently clouded. Alternatively, 
glacier identification can be conducted using glaciological knowledge about glacier flow 
or morphometric analysis in addition to spectral classification [4]. The latter is 
particularly useful for partly cloud-covered ablation regions, while isolated gaps in the 
accumulation area due to clouds can be corrected more easily; 
• Turbid pro-glacial lakes, frozen lakes and supra-glacial lakes exhibit a similar band ratio 
than snow and ice, thus confounding the band ratio classification procedures. While pro-
glacial lakes should not be included as part of the glacier, supra-glacial lakes are part of 
the glacier and must be included. Frozen lakes can only be identified by careful visual 
inspection (see Fig. 5). A separate classification of lakes is of limited use for glacier 
delineation, but serves as a valuable input for other investigations.   
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• Post-classification steps such as median filters, visual checking for classification errors 
and manual editing are helpful to further improve classification results. A 3x3 median 
filter helps to smooth the resulting glacier outlines and removes noise in regions of 
shadow or from isolated small snow patches [3, 5]. 
 
Glacier mapping: debris-covered ice 
Mapping of debris-covered glaciers is important for accurate determination of glacier area and 
for further applications that use glacier area as a component. Debris-covered glacier parts 
confound the band ratio techniques presented above, because the spectral signature of debris is 
similar to that of surrounding moraines (Paul et al. 2004a). Spectral information alone is thus 
insufficient to delineate debris cover. Several approaches were developed to address debris-cover 
mapping by including the characteristic geomorphometric properties of such glaciers as derived 
from a DEM (Bishop et al. 2001; Paul et al. 2004a), or temperature information derived from 
thermal bands (Taschner and Ranzi 2002). While manual digitization of debris-covered glaciers 
is still a commonly used technique, its application is time consuming and not practical over large 
regions. Therefore, current efforts within GLIMS also focus on developing potential algorithms 
that can be used to guide the glacier mapping in such regions. 
 
Algorithms 
Various semi-automated approaches for mapping of debris-covered glaciers were presented at 
the GLIMS workshop: band ratios and masks [1], a morphometric approach coupled with 
thermal information [7] and a neural network approach [2]. Paul et al. (2004a) developed a 
semi-automated method for glacier mapping based on slope characteristics, a map of vegetation 
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cover and a TM 4/TM5 band ratio. The algorithms are implemented in a Fortran code and PCI 
Geomatica modeling scripts (cf. Paul 2007), which can be translated into other software. The 
result depends highly on the quality of the DEM and the type of debris-covered glaciers being 
mapped (e.g. a smooth surface without melt ponds). Bolch et al. (2007) tested various 
morphometric approaches coupled with thermal information. A supervised classification with a 
slope threshold yielded satisfactory results for the Khumbu region in Nepal, and can always be 
used as a starting point when other algorithms are not available. One study [7] presented a 
morphometric approach coupled with thermal information using ASTER data in a decision tree 
classifier. Binary (yes/no) masks are created for different classes (such as ice/snow, vegetation, 
bare land and clouds), from single band thresholding or band ratios (NDSI). Thresholds are 
chosen manually, and are then applied to the entire image to eliminate unsuitable regions for the 
occurrence of debris cover. This approach proved useful for mapping the debris-covered glaciers 
in the Sikkim Himalaya, although some noise needs to be eliminated from the final map (Fig. 3. 
6).  
 
Challenges  
Currently, there is no single best algorithm for debris cover mapping that can be applied to large 
regions without some manual corrections of the resulting outlines. The various methods for 
mapping debris-covered glaciers have not yet been compared to each other and a superior 
method has thus not emerged yet. The basic consideration for applying a semi-automated method 
over fully manual correction is the required workload, which varies by region with respect to 
characteristics and number of the debris-covered glaciers, DEM availability and the complexity 
of the method. For example, complicated algorithms such as neural networks or fuzzy C-means 
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clustering classifications may provide more accurate results, especially for various types of 
debris cover (Bishop and others 1999), but the long processing time may limit their applicability 
over large regions.  
 
Fig. 3.6 Results of the debris-covered mapping algorithm using a decision tree for the Sikkim 
area, Indian Himalayas, based on an ASTER scene from November 2001. Pixels classified as 
potentially debris-covered are shown in red; clean glacier outlines are shown in black [7]. 
 
Remaining challenges in debris cover mapping relate to accurate identification of the glacier 
terminus, the separation from stagnant glacier parts, and in some areas, the lack of a high-
resolution DEM needed to apply the specified algorithms. Very helpful in interpreting subtle 
morphological details may be stereo viewing of the original satellite bands, which strongly 
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enhances visual perception (V. Aizen, pers. comm.). However, one of the greatest challenges 
remains in the validation of the existing debris cover algorithms. Possibilities for validation 
include: use of velocity maps derived from feature tracking, field campaigns using RADAR 
techniques or drilling, georeferenced ground photos or calculation of thickness changes from 
DEM differencing. Given that it may be difficult to locate the boundary of a debris-covered 
glacier even in the field, the uncertainty in mapping debris cover glaciers from satellite data 
remains high no matter what technique is used, and should be acknowledged in any glacier 
inventory and analysis derived from it. 
 
Technical recommendations 
• In choosing an algorithm for debris cover mapping, the analyst should consider the 
software availability, the type of image being analyzed, and the type of terrain; 
• Given the complexity of the debris-cover mapping methods, the algorithms presented 
above may be used as a guide or a starting point for manual delineation; 
• Over large regions, manual delineation of debris-covered glacier ice is very time 
consuming (about 5 minutes per glacier), and the analyst might consider relying on 
automated algorithms while acknowledging the errors associated with these algorithms; 
• Visual identification of debris-covered parts may be strongly enhanced by utilizing stereo 
viewing techniques on the original images (e.g. using ASTER bands 3N and 3B); 
• Surface slope and vegetation maps may work well in most cases. If thermokarst features 
are present (hummocky surface), the analyst should either use a different method, or try 
to first fill the holes in the DEM  (sinkholes) using various available interpolating 
methods; 
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• Terrain curvature can work well for delineating debris-covered regions when marked 
moraines are visible on the DEM; 
• Using the highest resolution DEM available is not always advisable because of the noise 
in the data and the additional features that become visible, so terrain smoothing may be 
useful in some cases before applying the algorithms; 
• “Special cases” mentioned above should be identified and treated specifically, possibly 
by using manual delineation; 
• Visual inspection of the derived debris cover maps and final editing are always required. 
 
Ice divide mapping 
The purpose of ice divide mapping is to identify glacier entities in an objective and consistent 
manner, for hydrologic applications (e.g. glacier runoff) and glaciological applications (e.g. 
change detection). Generally, ice divides may be identified faster using semi-automated 
algorithms (hydrologic modeling tools) than by visual interpretation, but a DEM is required in 
the former case. Three basic considerations need to be addressed: (1) where to place the divide; 
(2) how to delineate it automatically; and (3) how to match ice divides from recent imagery with 
formerly used ice divides derived from topographic maps. Also, one needs to consider the glacier 
type (e.g. ice field, ice cap, outlet glacier, mountain/valley glacier and glacieret) before a 
separation is made. Ice fields consist of a central ice mass (with nunataks) from which several 
‘outlet glaciers’ originate. An ice cap is a dome shaped mass of ice, not divided by topography, 
which may also have ‘outlet glaciers’, and is most commonly found on top of volcanoes or in the 
Arctic regions (Müller et al. 1977). For both types it can be very challenging to find or assign 
divides in the accumulation area, and thus the analyst may opt to treat the entire system as one 
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entity in the beginning. This might apply for the rather complex icecap system on Baffin Island, 
which is depicted in Fig. 3.7, for example. Valley or mountain glaciers are confined to a valley 
and may have tributaries. These glacier types usually have easily identifiable upper divides due 
to the presence of rock outcrops (see Fig. 3.5), but determining whether tributaries should be 
included or not may be challenging, depending on whether these tributaries contribute 
substantially to the glacier’s mass. Several methods for delineating ice divides for the above four 
types were illustrated in oral presentations at the workshop and are summarized below. 
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Fig. 3.7 A system of icecaps with complex topology on Baffin Island, Canada, as seen on a 
Landsat ETM+ satellite image from August 2002 (bands 4, 3, 2 as RGB). Black lines indicate 
automatically generated glacier outlines, the blue lines enclose (partly ice-covered) lakes and 
have been deleted manually. The yellow polygon is a drainage divide for the entire system based 
on the interpretation of illumination differences [5]. 
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Algorithms 
A first starting point for ice divide mapping is a flow direction and/or watershed grid derived 
from the DEM. This can be used in many cases to digitize the ice divides accurately (Paul and 
Andreassen 2009) but is rather time consuming. Other automated methods were also presented at 
the workshop. One study [4] described an approach for ice divides delineation, which consists in: 
(1) generating a buffer around glacier, (2) calculating basins based on a DEM, and (3) removing 
all basins without a glacier (Fig. 3.8). An algorithm developed by Manley (2008) was illustrated 
by [1, 6] for the Afghanistan and Cordillera Blanca glaciers, respectively. Manley’s algorithm 
consists of creating "contiguous ice" polygons, identifying ice divides for them using DEM 
analysis, then “cutting” the contiguous ice polygons along the ice divides. The steps are: (1) 
calculating the median elevation for each ice mass, (2) isolating the "toes" of the ice masses, 
where each toe is identified by ice grid cells with elevations lower than the median elevation for 
the ice mass, (3) using the toes as “pour points” (starting points for watershed analysis) to 
identify separate glacier basins (watersheds), (4) identifying complex ice masses (those with 
more than one toe, and only those larger than a variable area cutoff, depending on the number of 
toes per ice mass), (5) isolating basin areas within the complex ice masses ("complex basins"), 
(6) converting the complex basins to polygons, and (7) overlaying the basin polygons on the ice 
polygons. The result of the algorithm depends on the choice of less-than-median-elevation for 
toes that act as “pour points” for glacier basins. “Pour points” can be digitized manually, or 
derived automatically. 
The methods presented above rely on the availability of an appropriate DEM, which is not 
always available for some glacierized regions. Furthermore, it must be mentioned that DEMs 
based on optical imagery often have inaccuracies in the accumulation zones of the glaciers 
 79 
(where the ice divides are situated) due to low or almost no contrast on the snow covered areas 
(Toutin 2008). In the absence of a DEM, illumination differences and glaciological knowledge 
about glacier flow can be applied for a first estimation of the ice divide position (cf. Paul and 
Kääb, 2005). Ice divides derived in this way can be revised later in the digital database when 
DEM information becomes available. 
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Fig. 3.8 Schematic illustration of the ice divide mapping algorithm using DEM analysis in 
Western Canada. The background shows a shaded relief from the SRTM DEM [4]. 
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Challenges 
The types of difficulties faced in applying the ice divide algorithms depend on whether the ice 
bodies are ice caps or ice fields, complex topologies, or compound glacier types. Such cases need 
to be addresses separately in most cases. It is important to acknowledge that the choice of an ice-
divide mapping method depends on the intended application. Consistency with ice divides from 
various years is desirable for change analysis studies such as area changes, to minimize errors. 
However, one has to consider that ice divides may change, and glaciers may disintegrate, 
requiring the delineation of new ice divides [4]. The analyst can start with the largest possible 
(e.g. LIA) extent, which can be used subsequently to track the changes of the entire system. 
 
Technical recommendations 
The choice of an ice divide algorithm requires a DEM for watershed modeling, and glacier 
outlines derived from topographic maps or satellite imagery. The following recommendations are 
based largely on a case study in Baffin Island (Paul and Kääb, 2005), as well as other 
participants’ expertise compiled during the working session on ice divides mapping: 
(1) To a large extent, choosing a location for the ice divide depends on the purpose of the 
glacier inventory and the glacier type (e.g. ice caps of varying complexity). Four scenarios 
were identified: 
a) When a former glacier inventory already exists and a comparison with these former glacier 
extents is envisaged: ice divides should be placed at the same locations as in the former 
inventory. When the old ice divides are not available digitally but have to be digitized from 
printed (sketch) maps, a larger error must be considered (which might even be larger than the 
real area change); 
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b) If the purpose of glacier mapping is a hydrologic one (e.g. to calculate specific runoff from 
a catchment), the glaciers should be divided in a hydrologic way. Given an accurate 
orthorectification of the satellite data, readily available digitized catchments should be used. To 
some extent it might be possible to use major hydrologic divides instead of those related to a 
lower stream order; 
c) When no former inventory is available, glaciers should be divided in a more glaciological 
sense. However, principle rules of a hydrologic numbering scheme (see Müller and others, 1977) 
should be considered as well. Where printed maps with point data from the WGI are available 
(e.g. as for Baffin Island), they should be considered as an identifier for individual entities; 
d) Icecaps can be divided into distinct units when they are well defined. When they are more 
compact or the units are not clear, they should not be subdivided (see Fig. 3.7). 
 
(2) The algorithms to be applied for digitizing ice divides mostly depend on the availability 
of a (reliable) DEM. Two scenarios were identified: 
a) When no DEM is available, a best guess of the location should be made based on 
illumination differences and glaciological knowledge about glacier flow. Uncertain divides in the 
accumulation region can be indicated by straight lines and a lower positional accuracy in the 
metadata table for the respective line segment. 
b) When a DEM is available, the first step is the calculation of a flow direction grid that 
allows delineating divides manually. A second step is the calculation of watersheds or upslope 
area from given pour points. A third step could be the application of the above-mentioned 
automated methods. 
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DEM generation  
Digital elevation models (DEMs) are used by glaciologists to derive glacier parameters such as 
length (using flow direction functions), terminus elevation, median elevation, hypsometric 
information and glacier flow patterns. When combined with glacier outlines, DEMs are also 
useful for defining ice divides from flow direction grids and watershed analysis in a semi-
automated fashion [4, 5], and for orthorectification of satellite imagery. DEMs from different 
time steps may be used to determine changes in glacier surface elevation at decadal scales (e.g. 
Surazakov and Aizen 2006; Racoviteanu et al. 2007; Bolch et al. 2008a). While DEM accuracy 
is a key issue for glaciological applications, there is no consensus within the glaciological 
community regarding the best software package and methodology for generating DEMs from 
satellite imagery. This section describes the most commonly available commercial DEM 
generation software packages that are designed to work with satellite image stereo pairs, and 
attempts to describe the strengths and weaknesses of each. The goal here is not necessarily to 
advise on which package works best under various conditions, or even to provide relative error 
assessments, but only to provide some characteristics of the packages, and to list some 
implications for glacier studies. Most of these points were summarized in one presentation in the 
GLIMS workshop [8] and discussed in the DEM working group. 
Commercial software currently available for DEM generation from satellite image stereo pairs 
include: Geomatica from PCI Geomatics, ENVI from ITT Visual Information Solutions, Leica 
Photogrammetric Suite (LPS) from ERDAS, Silcast from Sensor Information Laboratory Corp., 
Desktop Mapping System (DMS) from R-WEL and Photomod from Racurs. Recent efforts have 
been undertaken to validate DEMs derived from ASTER (Hirano et al. 2003; Kääb et al. 2003; 
Cuartero et al. 2005; Eckert et al. 2005; Fujisada et al. 2005; Toutin 2008), SPOT (Krupnik 
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2000; Berthier et al. 2007) and SRTM (Sun et al. 2003; Berthier et al. 2006; Carabajal and 
Harding 2006). Other studies focused on comparing the SRTM DEMs with ASTER DEMs 
(Fujita et al. 2008; Hayakawa et al. 2008). For a detailed review of the methods, algorithms and 
available commercial software to extract elevation from ASTER satellite imagery, and its 
various applications in geoscientific applications, the reader is directed to a recent review article 
by Toutin (2008). 
There is a need for further accuracy assessment in the specific context of glacier studies. One 
study presented in the GLIMS workshop [8] processed three ASTER scenes containing glaciers 
in different regions of the world (Cordillera Blanca of Peru, Lahul-Spiti in Western Himalaya 
and the Antarctic Peninsula) using four different packages: PCI, ENVI, Silcast and LPS. The 
resulting DEMs were compared and the results and experiences in using these packages are 
summarized in Table 3.2. The packages vary widely in sophistication and ease of use, with LPS 
requiring the most training before all its features can be properly utilized and Silcast requiring 
nothing more than an input file. Although LPS offers the most options for optimizing the DEM 
generation process, it does not uniformly produce the best DEM. We believe this is in part due to 
the fact that in the version we were using (9.2), the preprocessing routines for radiometric 
corrections were not working properly. In summary, there is no one package that performs best 
under all circumstances - each has its strengths and weaknesses. The trade-offs include 
performance, cost, control, and ease of use. 
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Table 3.2. Summary of features and functionality of four software packages capable of 
generating DEMs from ASTER stereo pairs [8]. Version of Silcast used by the LPDAAC was not 
available; products ordered 3 April 2008. 
 
Feature PCI (v10.0) ENVI (v4.5) LPS (v9.2) Silcast 
Uses both L1a and L1b 
scenes as input Y Y N N 
Can use GCPs Y Y Y N 
Pixel level DEM Quality info Y N Y N 
Imports GCPs and TPs Y Y Y N 
Control over process (min. 
correlation, window size, 
smoothing, etc.) 
Excellent 
Good (but auto 
hole fill and 
smooth) 
Superior None  (auto hole fill and smooth) 
Auto TiePoint accuracy Mod. Excellent Good unknown 
Correlation success on low 
contrast surfaces Good Good 
Poor (known 
bug) Good 
Tools to identify and correct 
bad TPs and GCPs Good Good Excellent N/A 
Adaptability to unique 
features of each scene Good Good Excellent Excellent 
DEM quality assessment 
metrics Good Good Excellent None 
DEM editing tools Good Excellent Excellent None 
Learning curve, ease of use Mod. Easy-Mod. Steep-Difficult Simple 
Speed Slow Fast Mod. Fast 
 
 
Challenges 
Challenges in DEM extraction from optical satellite imagery are manifold and include among 
others:  lack of ground control due to logistical, cultural and/or political issues; lack of contrast 
over accumulation areas of the glacier or in regions of shadow, exacerbated by suboptimal 
instrument gains; the presence of clouds on the satellite scene being analyzed; and obscuration of 
terrain due to the looking direction of the stereo sensor. Users must be cognizant of errors 
inherent in DEMs derived from remote sensing imagery, such as elevation and slope biases 
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(Kääb et al. 2003; Berthier et al. 2006; Racoviteanu et al. 2007; Fujita et al. 2008; Paul 
2008b)(Berthier and others, 2006; Fujita and others, 2008; Kääb and others, 2003; Racoviteanu 
and others, 2007; Paul, 2008).  
For some glaciological applications, a one-time, modern era global DEM of adequate spatial 
resolution and well-characterized errors would be desirable. As mentioned earlier, the DEM 
derived from the SRTM has found application within the community, although the biases, voids 
and the 3 arc-sec resolution limit its utility. The Silcast software is being used to produce a 
global DEM (GDEM) at 1 arc-sec resolution from about 30,000 ASTER scenes. The product is 
due for completion in the mid 2009 (http://www.ersdac.or.jp/GDEM/E/). A recent study focused 
on comparing a pre-release version of the GDEM and the SRTM-3 (Hayakawa and others, 
2008). A comprehensive error analysis of the delivered dataset is being planned by the USGS (N. 
Bliss, pers. comm.). While the accuracy of carefully generated DEMs from satellite data might 
be higher than the near-global products (SRTM, GDEM), the latter might be well suited to derive 
detailed glacier inventory data on a global scale. Further studies comparing the different DEM 
sources and software packages quantitatively will be performed in the future. 
 
Technical recommendations 
Quality control of the DEMs is essential before they are applied for glacier studies. Acceptable 
errors depend on the intended application. These include, in order of increasing accuracy 
requirement:  extracting topographic information (slope/aspect), which does not change rapidly, 
orthorectification of satellite imagery, hypsometry, extracting glacier parameters (e.g. 
minimum/mean/maximum elevations), and glacier mass balance (from DEM differencing). 
DEMs can be derived from topographic maps by interpolating either points or contour lines 
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digitized from these maps. The accuracy of the resulting DEM is largely dependent on the type 
of terrain and the interpolation method used (Kääb 2007; Racoviteanu et al. 2007). DEMs from 
satellite imagery are constructed by stereo-correlation procedures with the above mentioned 
specialized software packages. Below is a summary of steps that may be used to minimize DEM 
errors and to conduct quality control on DEMs for both topographic maps and satellite imagery.  
(1) In choosing a satellite scene for DEM generation, the following should be considered: 
• the quality of source imagery such as channel gains (high gains provides detail in shadow 
regions, but may result in saturation over the accumulation area); 
• the degree of cloudiness, their possible elevation and maybe a pre-defined cloud mask  
• the date of acquisition: for area change detection and mass balance applications, the 
satellite scene should be acquired at the end of the ablation season with minimal seasonal 
snow; 
• the choice of spatial resolution influences the output DEM. The cell size should be 
chosen according to terrain characteristics (higher resolution for rugged terrain, lower 
resolution for smooth terrain). 
(2) GCPs acquired in the field for DEM generation and/or evaluation should be spread across the 
scene, away from steep slopes, and have similar slope/aspect as the glacier. The placement of 
the antenna must be included in GCPs from the field, as this can induce vertical errors of a 
few meters.  
(3) Methods of assessing the accuracy of the resulting DEMs for that are common to both map 
and satellite-derived DEMs and include:  
• examining the root mean square error in the vertical coordinate (RMSEz) with respect to 
ground control points (GCPs); 
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• identifying artifacts such as blunders and outliers, using hillshades, profile curvature, 
elevation histograms, DEMs with coarser cell size and slope maps; 
• performing a trend assessment on the DEM to detect biases; 
• comparing transects from the DEM with field data; 
• specifically for DEMs constructed from topographic maps using interpolation, spot 
elevation from the DEMs can be compared with points extracted from the original 
contours to determine the accuracy of each interpolation method; 
• for DEMs created from satellite imagery, software reports such as score channel and error 
maps; 
• for a perfect DEM, the orthorectified stereo bands (e.g. ASTER 3N and 3B) should match 
exactly, mismatches indicate DEM errors which can be calculated by dividing the shift 
through the stereo ratio of the sensor (e.g. 0.6 for ASTER) 
• when a DEM is created from mosaicking several scenes together, examining 
discontinuities at mosaic seams will provide information on the accuracy of the 
orthorectification process and DEM extraction.  
(4) Some suggestions for improving the quality of the resulting DEMs include: 
• pre-processing (section of cloud-free satellite scenes with good contrast over snow and 
ice), stretching, sharpening, filtering;  
• ensure a good distribution of GCPs, and avoid questionable ones;  
• downsampling of the epipolar image pairs;  
• post-processing/editing such as hole filling from DEMs with coarser resolution, 
interpolation, and terrain smoothing.  
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Change detection 
Multi-temporal analysis is used to detect changes in various glacier parameters such as area, 
length, elevation, pro-glacial lakes, debris cover, and internal rock. Important issues relating to 
change detection include accurate and consistent orthorectification, flowline digitization, the date 
of acquisition of the data used for DEM generation, and spatial resolution. Regarding the latter, it 
must emphasized that medium resolution satellite DEMs (ASTER/SRTM) are more useful for 
assessing changes in glacier surface elevation for large glaciers and on decadal time scales. 
However, high resolution DEMs (e.g. derived from aerial photogrammetry or LiDAR) can also 
be used for small glaciers (area < 1 km2) and/or for shorter time scales (annual changes).  
Examples of deriving glacier area changes from multi-temporal analysis of satellite images in the 
context of the GLIMS initiative are numerous. A small selection of such studies, conducted by 
some of the GLIMS researchers, include: Bayr et al. (1994); Kääb et al. (2002); Paul et al. (2002; 
2004a; 2007), Hall et al. (2003); Khromova  et al. (2003; 2006); Bolch et al. (2006; 2007; 2008); 
Racoviteanu et al. (2008a). The approach of deriving changes in glacier surface elevations from 
multiple DEMs was used in several studies on the basis of historical topographic maps and 
DEMs derived from SPOT imagery (e.g. Berthier et al. 2004; Berthier et al. 2007), SRTM 
(Rignot et al. 2003; Surazakov and Aizen 2006; Racoviteanu et al. 2007), ASTER (Rivera and 
Casassa 1999; Kääb 2007), and laser altimetry (Arendt et al. 2002). A combination of optical 
imagery (SPOT HRV, Landsat TM and ASTER) and SAR (ERS, Radarsat) data, as well as high 
resolution DEMs derived from ALOS PRISM and Corona (Narama et al. 2007; Bolch et al. 
2008a), provide potential for thickness change estimations over small regions, but they are not 
particularly useful for achieving  global DEM coverage. 
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Challenges 
Various presentations [1, 4, 6] addressed challenges in glacier change detection studies and 
comparison with old topographic data, posed by inconsistencies in the various data sources and 
processing steps. Such challenges include: geometric changes in glacier topography such as rock 
outcrops, splitting or disintegration of glaciers; inconsistencies arising from comparing of data 
from various sources, for example satellite-derived data versus data derived from topographic 
maps, or comparison with the point data as stored in the WGI. The largest sources of error in the 
estimates of area changes may come from errors in the baseline data sources, mostly in the case 
of old data from topographic maps. For example, two studies conducted in the Cordillera Blanca 
(Georges 2004; Racoviteanu et al. 2008a) point out that the glacierized area in the 1970 baseline 
inventory was overestimated by as much as 10% due to seasonal snow, thus resulting in a larger 
estimated area change from 1970 to present. Racoviteanu and others (2008a) point to apparent 
growth in glacier areas of as much as 100% due to digitizing errors in the baseline glacier 
inventory of the Cordillera Blanca, mostly in debris covered areas. Other challenges for area 
change detection are posed by use of poor quality satellite images, the presence of seasonal snow 
in the accumulation region of glaciers and the presence of debris cover on the glacier surface. 
Challenges in vertical change detection using multiple DEMs could be related to inconsistencies 
in horizontal/vertical datums in the various elevation datasets being compared or penetration of 
the radar beam into dry snow for InSAR derived DEMs (Farr et al. 2007). For example, 
Racoviteanu et al. (2007) report an apparent glacier thickening at high elevations of Nevado 
Coropuna, Peru due to known errors in the baseline topographic map. Such errors are common 
when the topographic map was derived from aerial photography with low contrast in the 
accumulation areas, and pose a major problem in elevation change studies. To minimize such 
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inconsistencies, a few recommendations are listed below.  
 
Recommendations  
For calculation of glacier area changes between two points in time, the following issues should 
be considered: 
• when possible, area change calculations should be derived from similar data sets (eg. 
same type of satellite imagery; 
• the change should be calculated by subtracting the obtained total sizes in each analyzed 
year and not by digitally subtracting the glacier maps; 
• to minimize inconsistencies, the use of the same type of data by the same surveyor and 
the same analysis methods is recommended; 
• there should be consistency in upper glacier boundaries, internal rocks, debris cover and 
snow cover among various inventories used for comparison. If inconsistencies exist in 
parts of the dataset, selecting a sub-sample of the glacier dataset for detailed change 
analysis is recommended; 
• if glacier outlines from different sources are compared, for example one set of outlines 
derived from older topographic maps and the other from satellite imagery, special care 
must be taken that exactly the same entities are compared. In such cases and for analysis 
purposes, drainage divides should be kept constant for both datasets, thus ignoring any 
changes in the position of the ice divides [4] (Paul et al. 2007; Racoviteanu et al. 2008a; 
Paul and Andreassen 2009). 
In assessing changes in elevation from multiple DEMs, the following points may be considered:  
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• any physical changes on the glacier surface over the period of evaluation (e.g. snow 
amount, lake formation) should be considered; 
• change detection analysis should be avoided in regions where DEM values are 
interpolated;  
• it should be taken into account that that DEMs from optical stereo are often inaccurate in 
accumulation areas (Schiefer et al. 2007; VanLooy and Forster 2008); 
• the distribution of vertical errors between two DEMs with respect to elevation and slope 
should be quantified; 
• elevation differences should be computed on non-glacierized terrain versus glacierized 
terrain and take care that they are as flat as possible to avoid resampling artefacts (Paul 
2008a); 
• if difference maps look like hillshade maps, this indicates a geolocation registration error 
(shift); 
• when using spaceborne altimetry data (ICESat) or InSAR (ERS, SRTM) in evaluating 
DEM accuracy, errors arising from signal saturation and beam penetration should be 
considered; 
• changes in topographic parameters such as minimum or mean glacier elevation through 
time are difficult to quantify if there were strong changes in glacier geometry, such as 
separation of tributaries or disintegration of ice masses, as noted in various studies (Paul 
et al. 2004b; Kulkarni et al. 2007; Racoviteanu et al. 2008a). The related rules and 
recommendations for such calculations have yet to be defined. 
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3.5. Errors	  in	  remote	  sensing	  of	  glaciers	  	  
Given that the assessments of glacier area are sensitive to the quality of the data used to derive 
them, the issue of uncertainty and its propagation in remote-sensing-based glacier delineation 
deserves proper consideration. So far, only a few glaciological studies (Hall et al. 2003; Raup et 
al. 2007a) provided careful evaluations of uncertainty in glacier mapping using ground data. At 
the core of the problem is the lack of systematic ground control data (such as DGPS 
measurements) to evaluate errors in the derived glacier outlines. In most cases, all glacier 
outlines are validated and corrected against a ground truth (e.g. visual comparison with the 
satellite image). Since an independent ground truth is often not available, standard measures of 
accuracy no longer apply (cf. Svoboda and Paul this issue). However, it is possible to 
differentiate between certain types of errors and for some of them accuracy measures are 
available.                
In remote sensing of glaciers, the main sources of uncertainty may arise from: a) positional 
errors (geocoding, GCPs), b) classification errors (mis-identified features), c) processing errors 
(e.g. from digitization, coordinate precision, attribute data, 'sliver' polygons resulting from 
overlay operations; and d) conceptual errors (e.g. glacier definition issues such as ice divides, 
perennial snow fields, minimum size, and fragmentation). While type a), b) and c) errors are 
generally small and can be calculated by standard statistical methods (Congalton 1991; Zhang 
and Goodchild 2002), conceptual errors can be quite large, but difficult to quantify. In order to 
identify the latter, several so called GLIMS analysis comparison experiments (GLACE) have 
been performed (Raup 2007b). They helped to design the guidelines of the GLIMS analysis 
tutorial (Raup and Khalsa, 2007), which could be seen as a large step forward regarding the 
consistency of the GLIMS database entries. Presently, it is possible to store errors of type a) and 
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c) for each glacier in the database. Type b) and d) errors can be currently identified (at least 
partly) by visual inspection of the outlines using 3D digital overlays or stereo-viewing.  
3.6. Conclusions	  and	  general	  recommendations	  
The GLIMS workshop held in Boulder (CO) in June 2008 focused on the current state of 
glacier monitoring from satellite imagery in the context of the GLIMS initiative. Presentations 
and working groups addressed algorithms and challenges for glacier delineation and DEM 
generation and analysis. The workshop participants also aimed at establishing protocols and 
providing a set of tools and algorithms for glacier delineation and DEM generation, which can be 
used by GLIMS Regional Centers. As a result of the workshop, the GLIMS algorithm page 
hosted at http://glims.org will be updated to contain code, scripts and processing steps that will 
be shared within the GLIMS community.  
Currently, fully automated inventorying of individual glaciers from threshold ratio satellite 
images is hampered by challenges encountered with mapping of debris-covered glaciers, 
separation of seasonal snow from perennial snow and glacier ice, and finding the correct location 
of ice divides [9]. Topographic shadowing effects, clouds and water bodies can be corrected by 
visual interpretation and manual editing. Many workshop presentations demonstrated that the use 
of digital terrain information in a GIS greatly facilitates automated procedures of image analysis, 
data processing and modeling/interpretation of newly available information. General 
recommendations with respect to glacier delineation and analysis in a remote sensing and GIS 
environment are given below: 
• refer to published tutorials and algorithms, such as the GLIMS Analysis tutorial (Raup 
and Khalsa, 2007); 
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• compile and make use of additional material that facilitates the glaciological 
interpretation, such as oblique photos, topographic maps, published glacier inventory data 
in digital (coordinates) or analog (books) form, and ground photos; 
• use the freely available and already orthorectified scenes from Landsat TM/ETM+ 
(USGS 2008) to check for geolocation errors; 
• start with the most simple image classification method, and test more advanced methods 
when the required input (e.g. a DEM) is available; 
• select thresholds for band ratios that minimize the workload needed for post-processing 
(i.e. manual editing); 
• thoroughly document the applied techniques (e.g. thresholds, filters, and manual 
interpretation); 
• keep one original image classification results and apply any corrections (e.g. debris 
delineation and water body separation) on a copy; 
• apply necessary manual corrections to remove regions that should not be taken into 
account for glacier area (e.g. seasonal snow and pro-glacier lakes); 
• change assessments should be carried out at decadal scales between (dated) trim-lines of 
the Little Ice Age (~1850s) and around 2000, with respect to the global baseline 
inventory; 
• metadata is essential to face the challenges of using different mapping techniques (e.g. 
maps vs. aerial photos vs. satellite images). 
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Future	  work	  
Current efforts within the GLIMS initiative focus on further systematizing the process of 
extracting glacier boundaries from satellite imagery.  We expect that these efforts will lead to a 
more consistent and higher quality database of glaciers that can be used for many scientific 
purposes.  We are additionally focusing on integrating the GLIMS Glacier Database with other 
global glacier databases, such as the World Glacier Inventory (WGI). Challenges in achieving 
this task are posed by:  difficulty in matching up corresponding records due to poor geolocation 
in some cases, differences in snow-firn-ice-differentiation among the different databases, 
disintegration and disappearance of glaciers, missing meta-information, different methodologies 
and data formats between WGI and GLIMS and other databases, and limited capacities of 
monitoring services. To minimize inconsistencies in various databases in the future and to aid the 
process of integration of the various databases, future steps should focus on: defining key regions 
that are relevant for climate change, sea level rise, hydrological questions and natural hazards; 
providing guidelines and algorithms for calculation of glacier parameters from digital sources; 
conducting detailed inventories at decadal scale in these regions; linking annual in-situ 
measurements with decadal remote-sensing data for change assessments; providing a better 
definition of priorities and workflows for the different datasets, and improving the coordination 
of efforts between the key players such as the WGMS, NSIDC, GLIMS, international 
organizations, and the wider scientific community. 
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CHAPTER 4 
Combining thermal data, topography and texture analysis to analyze 
debris-covered glaciers: a case study from Kangchendzonga area, 
eastern Himalaya 
 
Adina Racoviteanu*,1, Mark W. Williams1 
1Dept of Geography and Institute of Arctic and Alpine Research,  
University of Colorado UCB 450, Boulder CO 80303 
*Email: racovite@colorado.edu 
 
Abstract: Accurate delineation of debris-covered glaciers in the Himalaya is needed for 
estimating rates of glacier area change, mass balance and the contribution of these glaciers to 
regional hydrology. The delineation of debris-covered glacial remains a challenge in glacier 
mapping from spaceborne imagery, particularly in optical remote sensing, due to the similarity of 
the spectral signature of debris-covered ice to surrounding moraines, which makes it difficult to 
apply standard semi-automated algorithms generally used for clean ice delineation. This paper 
exploits the potential of visible, infrared and thermal Advanced Spaceborne Thermal Emission 
and Reflection Radiometer (ASTER) imagery combined with high-resolution Quickbird and 
Worldview2 imagery for mapping debris cover in the eastern part of the Himalaya. We combine 
band ratios, thresholds and normalized difference indices with topographic parameters derived 
from the ASTER digital elevation model in a decision tree algorithm to estimate potentially 
debris-covered area in the Sikkim Himalaya, with a focus on the Kangchendzonga area. We also 
evaluate the potential of texture analysis such as statistical techniques and filtering in spatial and 
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frequency domain to characterize debris-covered surfaces and to improve the current 
classification schemes. Criteria and thresholds for each condition in the decision tree are chosen 
on the basis of a-priori knowledge extracted from an older topographic map and field 
observations. The predictive performance of the decision tree algorithm is evaluated using high-
resolution Quickbird and Worldview2 data on several debris-covered glacier tongues in the study 
area. Results of the decision tree algorithm are promising, and show that most glacier tongues 
can be captures with the use of multi-spectral data combined with topographic variables. Texture 
analysis shows differences in surface roughness between debris-covered tongues and the 
surrounding non-ice moraine and clean ice, indicating its potential to improve the decision tree 
algorithm. 
4.1 Introduction	  
Increasing reports of high rates of retreat of Himalayan glaciers in the last few decades (Fujita 
et al. 2001; Kulkarni and Bahuguna 2002; Karma et al. 2003; Kulkarni et al. 2007; Bolch et al. 
2008a; Bhambri et al. 2010; Bolch et al. 2011; Kamp et al. 2011) pose concerns about water 
scarcity, glacier-related hazards and impacts on sea-level rise. There is a growing concern about 
glacier surface thinning and fragmentation along with fast growth of pro-glacial lakes in this 
area. Some of the pro-glacial lakes get converted to moraine-dammed lakes, which have a 
tendency to breach the moraine dam (Watanabe et al. 1995; Hambrey 2008), causing natural 
hazards such as outburst floods (Mool et al. 2002a; Mool et al. 2002b; Bajracharya et al. 2007; 
Bolch et al. 2008b). Accurate mapping of glaciers is needed to understand glacier dynamics, 
glacier mass balance, and to quantify the contribution of glacier melt to streamflow using melt 
models. Advances in the understanding these processes have been slow in high relief glacierized 
mountain ranges such as the Hindu-Kush Himalaya due to the location of these glaciers in 
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remote, high-altitude areas, and the heavy debris cover present on the glacier tongues (Nakawo et 
al. 2000; Shroder et al. 2000). This often biases our perspective of glacier changes and glacier 
melt, because most field measurements are conducted on easily accessible, relatively clean 
glaciers, which exhibit different behaviors than debris-covered glaciers (Kamp et al. 2011; 
Scherler et al. 2011).   
Supra-glacier debris refers to material that arrives on the glacier surface by rockfall from 
steep valley sides due to weathering agents (frost shattering and aeolian activity), entrainment of 
supra-glacial debris, melt-out of englacial debris and/or delivery from medial moraines. The 
debris originating from the accumulation area is incorporated into snowpack or crevasses, and 
delivered downglacier to the ablation area where compressional forces and reduced ice velocities 
facilitate the build-up of a continuous debris mantle (Benn and Evans 1998). Debris cover is 
identified by the rough surface topography comprising of alternating ridges and depressions on 
the order of 20 – 50 m in height (Benn and Owen 2002), exposed ice cliff walls and supra-glacier 
lakes resulting from surface or sub-surface melt (Iwata et al. 2000). Characterizing the surface 
morphology and the thickness of the debris is useful for deriving ablation rates and to understand 
the dynamics of these glaciers, and has been the focus of some studies (Sakai et al. 1998; Iwata 
et al. 2000; Sakai and Fujita 2010).  
There is a wide variability in the behavior of debris-covered tongues, with accelerated 
thinning reported in the eastern Himalaya (Bolch et al. 2008a; Bolch et al. 2011) and thickening 
in the Karakoram and the Alps (Smiraglia et al. 2000; Hewitt 2005). Some studies from the 
Karakoram report no significant surface changes of debris-covered tongues in the last decades 
(Schmidt and Nusser 2009). These differences in behavior are due in part to to variable effect of 
supra-glacier debris on the ice melt rates, which is a function of its thickness. A thick debris 
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layer (“critical thickness”, usually a few centimeters) insulates the ice underneath due to the low 
thermal conductivity of debris, and can suppress the ice ablation rates (Nakawo and Rana 1999). 
A thin debris layer (< few centimeters) increases the ice melt rates due to its low albedo, 
(Mattson et al. 1993; Kayastha et al. 2000; Singh 2000; Takeuchi et al. 2000). The controls on 
glacier melt processes on these debris-covered tongues is complicated and generally poorly 
understood in the Himalaya, posing a constant need for detailed mapping of debris cover 
characteristics in this area. 
Optical sensors provide the capability of extracting glacier parameters such as area, length 
and thickness using semi-automated remote sensing methods easily implemented over clean ice 
(Racoviteanu et al. 2009). For example, the Advanced Spaceborne Thermal Emission and 
Reflection Radiometer (ASTER) has been used extensively for glacier mapping over large 
regions including the Himalaya (Kääb et al. 2003; Narama et al. 2007; Bolch et al. 2008a; 
Racoviteanu et al. 2008b). Mapping of debris-covered glaciers, however, remains a challenge. 
Discriminating debris-covered ice from ice-free moraines is difficult using multispectral analysis 
alone, due to the similar spectral signature over these two types of surfaces. In the last decades, 
various approaches have been developed to address the debris cover mapping challenge. Among 
such approaches are: 1) a semi-automated approach based on a slope map derived from a digital 
elevation model (DEM), a false color composite of Landsat TM bands 3, 4 and 5 and TM 4/TM5 
band ratio (Paul et al. 2004a); 2) a morphologic approaches using clusters of curvature features 
(Bolch and Kamp 2006); 3) a hierarchical approach to determine terrain-form objects based on 
slope, elevation, aspect and terrain curvature (Bishop et al. 2001); 4) a thermal approach based 
on the temperature difference between debris underlined by glacier ice and the surrounding non-
ice moraines (Taschner and Ranzi 2002) and 5) supervised classification schemes based on 
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morphometric characteristics and thermal data (Bolch et al. 2007; Shukla et al. 2009; Shukla et 
al. 2010; Kamp et al. 2011). A recent study used coherence images from the Advanced Land 
Observing Satellite (ALOS) L-band SAR (PALSAR) instrument to delineate clean and debris-
covered ice on two glaciers in Alaska, including a decision-tree approach. Existing methods are 
considered “semi-automated” because they still involve some manual digitization, but are useful 
as a starting point when other algorithms are not available (Racoviteanu et al. 2009). Currently 
we still lack adequate, standardized methodology to derive debris-covered glacier maps over 
extensive areas of the Himalaya. 
In this paper, we evaluate the use of a decision tree algorithm based on topographic and multi-
spectral measures for predicting potentially debris-covered areas in the eastern Himalaya. 
Specifically, we focus on two relatively novel aspects related to remote sensing for debris cover: 
1)  Is ASTER surface temperature data a useful predictor variable in a decision tree approach to    
     detect the presence of debris-covered tongues?  
2)  Does texture analysis provide useful information to complement and improve the  
      predictions of debris-covered areas  based on multi-spectral and morphometric data alone? 
Previous studies have shown thin debris cover to be generally colder than the surrounding 
moraines, except cases where the surrounding moraines are in shadow (Taschner and Ranzi 
2002; Shukla et al. 2010). The thermal capability of ASTER to capture these differences in 
temperature in debris-covered ice and ice-free moraine has already been explored in a few 
studies in the Himalaya (Bolch et al. 2007; Suzuki et al. 2007; Racoviteanu et al. 2008b; Shukla 
et al. 2010; Kamp et al. 2011). While some progress has been achieved in integrating thermal 
data into debris cover mapping algorithms, the potential of texture analysis for optical remote 
sensing of debris-covered glaciers remains largely unexplored. Texture analysis has been used 
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mostly in textile inspection or medical image processing (Tuceryan and Jain 1998), and remote 
sensing land cover classification (such as types of agricultural crops or urban analysis) (Chica-
Olmo and Abarca-Hernandez 2004). A few studies used texture analysis of synthetic aperture 
radar (SAR) images to characterize glacierized surfaces (for example, Rignot and Kwok 1990; 
Soares et al. 1997; Chamundeeswari et al. 2009), but the work was conducted primarily on clean 
ice glaciers. A recent study (Casey et al. 2011) focused on a variety of remote sensing method, 
including thermal analysis, to characterize the geologic composition of glacier debris in the 
Khumbu Himalaya. To our knowledge, however, texture measures were never tested on debris 
cover in the Himalayas. 
Finally, a novelty of our study is the use of high-resolution Quickbird and WorldView-2 data 
to validate the proposed debris cover mapping algorithms in this area of the Himalaya. These 
data allow us to overcome some of the limitations of previous studies, hampered by the difficulty 
of field measurements on debris-covered ice, and the limited availability of high-resolution data 
or topographic maps in this area of the Himalaya. More sophisticated algorithms such as neural 
networks or fuzzy C-means clustering classifications may have potential for debris cover 
mapping (Bishop and others 1999), but are not considered here due to the long processing time 
and complicated algorithms, which limit their applicability over large regions.  
4.2. Study	  area	  
We focus on the Kangchenzdonga area in the Sikkim Himalaya (27° 04’ 52” N to 28° 08’ 26” 
N latitude and 88° 00’ 57” E to 88° 55’ 50” E longitude), located in eastern India, between Nepal 
and Bhutan (Fig. 4.1). Sikkim Himalaya is situated in the monsoon-influenced part of the 
Himalaya, characterized by “summer-accumulation type” glaciers, with accumulation and 
ablation occurring concomitantly in the summer (Ageta and Higuchi 1984). Our study area also 
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includes glaciers towards the north, at the border with China (Tibetan plateau), and parts of the 
Kangchendzonga glaciers in Nepal. Relief ranges from 300m at lowlands to 8,598 m (the summit 
of Kangchendzonga), with steep and rugged topography. There were 449 glaciers covering an 
area of 705.5 km2 in Sikkim the 1970’s, based on an inventory constructed from 1970 
topographic maps (Ravishanker 1999). Mool et al (2002) reported 285 glaciers covering an area 
of 576.4 km2 on the basis of 2000 Landsat ETM+ imagery, pointing at a loss of area of 18% in 
thirty years. There are concerns about the rates of glacier retreat, thinning of debris cover 
tongues and the growth of pro-glacier lakes particularly in this part of the Himalaya (Mool et al. 
2002; Bolch et al. 2008b). For testing of the debris cover algorithms and the texture analysis, we 
focus on several glaciers, including Yalung, Onglaktang and Zemu glacier (Fig. 4.1). Zemu is 
one of the longest valley-type glaciers in the Himalayas (26 km), and is of interest as the 
headwaters of the Tista River, which provides water to lowlands (Mool et al. 2002). We 
surveyed the area around Onglaktang glacier in western Sikkim in November 2006, acquiring 
photographs of the debris-covered tongue to use as visual validation of the debris-covered 
algorithms (Fig. 4.2). 
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Fig. 4.1 Location map of the study area, in the Sikkim Himalaya. The figure on the right is a 
false color composite (bands 543) of the ASTER scene. In this composite, glacier ice is 
turquoise, vegetation is green, clouds are white and bare land is red. Also shown is the subset 
area on which texture analysis was performed. 
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Fig. 4.2 A section of the debris covered tongue of Yalung glacier, taken from Goecha La (~5300 
m) using a Canon S3IS digital camera. The morphology of the debris-cover tongue is visible as 
cones and mounds. There is seasonal snow on the glacier tongue and on the surrounding 
moraines. Also shown is the boundary between debris covered ice and non-ice side moraines, 
visible in the field. 
 
4.3. Methodology	  
Data sources 
An old topographic map at 1:150 000 scale was used to extract a-priori knowledge about the 
relative location of debris-covered tongues in this area. The map was compiled from old Survey 
of India maps and older topographic surveys dating from the 1950’s to 1970’s and published by 
the Swiss Foundation for Alpine Research. The exact date of each quadrant is not available 
because of restrictions on Indian topographic data (Srikantia 2000; Survey of India 2005); 
therefore, we assume this map to date from around 1960-70’s decades. Debris-covered tongues 
were digitized manually and were split into individual glaciers using topographic information 
from the Shuttle Radar Topography Mission (SRTM) DEM version 4 (CGIAR-CSI 2004) and 
the ice divide protocol developed by Manley (2008).  
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An ASTER scene acquired on Nov 27, 2001 was chosen as the main data source for this study 
based on the minimal cloud cover, the good contrast over snow and ice, and the suitable date of 
acquisition at the end of the ablation season. The scene was almost cloud-free over the glaciers 
except some glaciers in the southern part of the image, and there was some transient snow on the 
glaciers and surrounding land (Fig. 1). Various products were obtained from the EROS Data 
Center (http:// http://eros.usgs.gov/): AST14DMO (the orthorectified product package based on 
registered radiance at sensor L1B) and AST08 (the surface kinetic temperature). The 
orthorectified AST14DMO product consists of the 14 ASTER bands and a “relative” DEM 
constructed on-demand from bands 3n and 3b using Silcast software, with no ground control 
points. The accuracy of the relative ASTER DEMs is reported to be less than 25m, as root mean 
square error RMSExyz (LPDAAC 2006). 
Two QuickBird (QB) scenes acquired in January 2006 were ordered from Digital Globe as 
ortho-ready standard imagery, which is radiometrically calibrated, corrected for sensor and 
platform distortions (Digital_Globe 2007). The scenes were orthorectified using the SRTM DEM 
CGIAR version (CGIAR-CSI 2004) and mosaicked in ERDAS Imagine Leica Photogrammetry 
Suite (LPS). The nominal pixel size for QuickBird images is 2.4 m; we resampled these to 3 m-
pixel size during the orhorectification process using the cubic convolution method to reduce disk 
space and processing time. These scenes cover an area of 1,107 km2 and were well contrasted 
and snow-free over glaciers.  One WorldView-2 (WV2) scene acquired on Dec 02, 2010 was 
also ordered from Digital Globe and covers the terminus of Zemu glacier, which was missing 
from the QB extent. The WV2 scenes are panchromatic, ortho-ready scenes with a spatial 
resolution of 50 cm. Characteristics of the remote sensing and topographic data used in this study 
are summarized in Table 4.1. All datasets were registered to UTM projection zone 45N, with 
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elevations referenced to WGS84 datum. We did not perform topographic corrections on the 
satellite scenes due to potential errors that might be induced by correction algorithms, discussed 
later. 
 
Table 4.1. Summary of the data sources used in this study 
 
Source Scene ID Date Spatial resolution Notes 
ASTER 
AST14DMO_ 
00311272001045729 
_20071114145408 
11-26-
2001 
15m VIS 
30m SWIR 
90 TIR 
Some seasonal 
snow; clouds on 
the lower part of 
the image mostly 
outside glaciers 
Quickbird 1010010004BD8700 1010010004BB8F00 
1-6-2006 
1-1-2006 2.4 m multispectral 
Well contrasted; 
no clouds; minimal 
snow 
WorldView2 102001000FBA1D00 2010-12-02 .50 m panchromatic 
No clouds; good 
contrast 
Topographic 
map              N/A ~1960 - 
Exact date of the 
source aerial 
photography 
unknown 
 
Texture analysis theory 
Texture analysis may provide interesting opportunities for characterizing the morphology of 
debris-covered surfaces. Texture in remote sensing refers to the spatial variation of the spectral 
brightness of digital numbers (DNs) in an image, or simply the gray values (Tuceryan and Jain 
1998; Chica-Olmo and Abarca-Hernandez 2004). Specifically, image texture describes visual 
characteristics of the surface such as coarseness/smoothness, roughness, and symmetry. 
Techniques to quantify texture explored here focused on statistical methods, which provide 
quantitative measures of smoothness/roughness in a given image. Specifically, these included: a) 
first order measures (standard deviation, variance and mean); b) second order measures such as 
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entropy, homogeneity and energy, described as grey-level co-occurrence measures (GLCM) and 
c) geostatistical measures (the variogram). We also explored filtering in the spatial and frequency 
domain. These techniques are briefly discussed below; for a thorough discussion and literature 
review, the reader is referred to Berberoglu and Curran (2004) and Tuceyrand and Jain (1998). 
Second-order statistics are calculated by applying a moving window across an image and 
calculating a textural index, which is then assigned to the center pixel. We focused on common 
texture measures extracted from GLCM such as entropy, homogeneity and energy. Entropy is a 
statistical measure of randomness characterizing the texture of the input image, or the state of 
“disorder” in an image. The higher the entropy, the more similar pixels are to one another. For a 
more detailed discussion of GLCM, the reader is directed to the pioneering work of Haralick 
(1973) or a more recent paper by Tuceyran and Jain (1998).  
Geostatistics methods are used to describe spatial patterns in a surface. Such techniques were 
used previously in environmental sciences (Olivier 2001), remote sensing (Xia and Clarke 1997) 
and more recently snow hydrology (Erikson et al. 2005), or  as a way to model uncertainty 
(Atkinson 1999; Foody and Atkinson 2002; Zhang and Goodchild 2002). Geostatistical measures 
are based on the semi-variogram function, which describes the variance between two random 
quantities (γ) separated by a certain distance (h) (Atkinson and Tate 2000): 
 
 
The use of the semi-variogram is based the principle of spatial correlation, namely things that are 
closer together are more similar than things further apart (Tobler 1970). The semi-variogram is 
often used in ordinary krigging as an interpolation method (Zhang and Goodchild 2002). An 
innovative technique relies on the use of the error estimates (uncertainties) of the interpolated 
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values as textural measures of a remotely sensed image (Chica-Olmo and Abarca-Hernandez 
2004). Semi-variogram parameters (range, nugget, and sill) are used to infer texture patterns. The 
range refers to the maximum scale of spatial variation, and the fit of the model refers to patterns 
of variation in the data, the most common being exponential, Gaussian, and spherical. The 
Gaussian model is the flattest at the origin, and the exponential model is the steepest. The nugget 
is defined as the intercept of the variogram, and represents the unresolved, sub-grid scale 
variation, and/or measurement error. If the nugget is large, there is no trend in the data, and 
interpolation is not possible.  The sill represents the upper bound of the semi-variogram. In this 
study we use the range and sill of the semi-variogram to evaluate texture characteristics of the 
debris surface roughness and distinguish it from other types of surfaces in the study area. 
Filtering techniques were performed in spatial and frequency domain on the ASTER scene. In 
the spatial (image) domain, each pixel is characterized by a brightness value, and operations are 
performed on the pixel brightness without changing the values. We evaluated the Roberts or 
Sobel operators in the spatial domain, which identify edges in an image and thus distinguish 
surfaces with various textures (Tuceryan and Jain 1998). We also explored the use of filters in 
the frequency domain, defined as the domain for analysis of the change in signal with respect to 
frequency. The frequency domain represents the rate at which pixel brightness values change in 
an image, for example rough surfaces have a high frequency, and smooth surfaces have a low 
frequency. The Fourier transforms use the sinusoidal variations in the brightness values of pixels 
in an image to decompose an image into its spatial frequencies and thus distinguish various 
texture types.  
The various texture operators were performed on a subset of the ASTER image, sized to 1412 
x 1528 pixels (486 km2) (Fig. 4.1). The subset in Fig. 4.1 shows the debris-covered tongue of 
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Zemu glacier, oriented towards the northeast. A principal component analysis (PCA) was 
performed on the visible (VIS) and short-wave infrared (SWIR) ASTER bands to determine the 
variance contained in each band, and to select the band containing the most information for 
texture analysis. First and second order statistics were calculated in ENVI software package and 
included: variance, homogeneity, entropy, correlation, contrast and dissimilarity. Geostatistics 
measures (the semi-variogram) were computed in ArcGIS software Geostatistical analyst on the 
subset image. Tests were performed with various moving window sizes: 3x3, 5x5, 7x7 and 9x9 
to find the optimal window size for textural operators following approaches used in other remote 
sensing studies (Hertzfeld et al. 2000; Chica-Olmo and Abarca-Hernandez 2004).    
Decision tree classification 
 
The decision tree classifier in ENVI performs multistage classifications by using a series of 
binary decisions to assign pixels in an image into classes. Each condition divides pixels into two 
classes based on an expression, resulting in a binary image. The criteria are then combined to 
produce a map of potential areas satisfying all the criteria, which in this case is a map of suitable 
areas for the occurrence of debris cover on glaciers. We used multispectral data (visible, 
shortwave and thermal infrared) in conjunction with morphologic criteria extracted from digital 
elevation data (the ASTER DEM) to develop criteria for potential areas of debris-covered ice. 
The approach is based on previous work on debris-cover mapping (Taschner and Ranzi 2002; 
Paul et al. 2004a; Bolch et al. 2007). We focused on the following types of surfaces, which we 
assumed unsuitable for the presence of debris: clean ice; clouds; vegetated areas; steep slopes; 
deep shadows; illuminated terrain; too high terrain and too hot/too cold. Clean glacier detection 
is important, because all debris cover tongues must have a clean ice portion in the upper part of 
the ablation zone and the accumulation area. In this case, clean ice was delineated using band 
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ratio algorithms: the Normalized Difference Snow Index (NDSI) (Hall et al. 1988; Hall et al. 
1995), and ASTER band 3/4 and 3/5 ratios (Paul et al. 2002; Racoviteanu et al. 2009). Band 
ratios rely on the high reflectivity of ice in the VIS bands compared to the low reflectivity in the 
SWIR bands. Vegetation areas were mapped using the Normalized Difference Vegetation Index 
(NDVI) method with ASTER bands 3 (NIR) and 2 (Red). The NDVI method is based on the 
high reflectivity of vegetation in the near-IR and high absorbency in the visible (red and blue) 
wavelengths due to the presence of chlorophyll. Steep slopes were found unsuitable for the 
occurrence of debris in previous studies (Paul et al. 2004a; Bolch et al. 2007), so we used a 
similar approach here. Clouds were excluded from the classification, since no surfaces could be 
classified under cloud cover due to the inability of optical sensors to penetrate through the 
clouds. The temperature product AST08 was used to investigate thermal characteristics of the 
debris cover, and to identify a range of temperature suitable for the occurrence of the debris. The 
temperature bands were used in previous debris-cover mapping studies with promising results 
(Bolch et al. 2007; Shukla et al. 2010; Kamp et al. 2011). The hue saturation value (HSV) 
transform was previously used by Paul et al (2004a) to map vegetated/non-vegetated areas. Here 
we used the HSV approach to exclude bare terrain from the final potential map of debris-covered 
areas. The thresholds for each criterion were selected on the basis of statistics extracted from 
regions of interest digitized on known surfaces on the topographic map (ROIs), and histograms 
of digital numbers (DN) values along transects. 
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4.4. Results	  and	  discussion	  
Clean ice delineation 
Clean ice and snow were delineated using the NDSI method, which was found to be suitable 
for delineating glaciers in this area based on a-priori knowledge, visual inspection of the original 
imagery compared to the topographic map and field visits. We compared outputs of NDSI, 
ASTER bands ¾ and 3/5 for snow and ice delineation. Snow and ice covered areas had NDSI 
values between 0.7 and 1, which is similar to values found in other areas of the world such as the 
Peruvian Andes (Racoviteanu et al. 2008a). The band ratios based on NDSI, ASTER 3/4 and 3/5 
produced similar classification results; however, the NDSI produced a cleaner, less noisy result 
and was chosen here. We applied a threshold of 0.7 to the NDSI image (snow/ice > 0.7), which 
resulted in ~18% of the pixels in the image classified as ice/snow. In the NDSI algorithm, 
nunataks were successfully distinguished as non-ice/snow, and shadows on the glacier surface 
were correctly classified as part of the glacier (Fig. 4.3). However, the NSDI algorithm failed in 
a few areas, which had to be adjusted manually: a) turbid/frozen lakes were classified as 
snow/ice by the NDSI because their bulk optical properties are very similar in the visible and 
near-infrared wavelengths (Dozier 1989) and b) glaciers underneath low clouds in the southern 
part of the image could not be delineated based on this image alone, since optical sensors do not 
penetrate through cloud cover. Even though the image was acquired at the end of the ablation 
season (November), there was some transient snow outside the glaciers. This is often the case in 
this monsoon-dominated area of the Himalaya, where snowfalls occur late in the season 
(November-December). The presence of transient snow does not affect our results, because we 
have excluded both snow and ice from the potentially debris-covered areas. Since it was 
impossible to distinguish between transient snow outside glaciers and on the glacier surface, 
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transient snow was removed manually from the final clean glacier map on the basis of the old 
topographic map. On Fig. 4.3, we also note the absence of debris cover on the glacier tongues in 
China. We attribute this to the less steep slopes to generate debris, and lower erosion rates due to 
differences in geology compared to the southern slopes. A detailed assessment of the geologic 
characteristics on the south slopes of the Himalaya is provided in Casey et al (2011). 
 
 
 
 
Fig. 4.3 Results of the clean ice delineation based on the 2001 ASTER scene, using the NDSI 
algorithm. The letters point to:  a) correctly classified clean ice; b) pro-glacier lakes misclassified 
as snow/ice; c)shadows correctly classified; d) nunataks correctly classified as non-ice e) debris 
cover missed by the NDSI algorithm; and e) transient snow misclassified as glacier ice. 
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Thermal analysis 
The analysis of temperature over the debris cover tongues is interesting. A transect across 
various surfaces around Zemu glacier in the kinetic temperature band (AST08) (Fig. 4a and b) 
shows differences in temperature on those surfaces. Temperatures are < 0˚C (273 K) over a 
surface identified as clean ice from the topographic map, and increase sharply over the 
illuminated terrain on the north side of Zemu, to ~290 K. There are two distinct peaks in 
temperature, spaced less than 1 km apart from each other, which correspond to moraine ridges on 
the surface temperature image (Fig 4.4a). We estimate the area of potential debris cover to be 
situated in between these two peaks, roughly between 272.3 and 282.8 degrees K., starting at the 
bottom of the peaks. The boundary between debris-covered ice and the steep non-ice lateral 
moraine, as observed in the field, is clearly visible in Fig 4.2. This yields a width of the debris-
covered tongue of < 1km in this cross-section of the tongue, which is consistent with width 
values reported for Khumbu glacier in the Nepal Himalaya:  0.8 km (without counting the lateral 
moraines) to 1 km (with the lateral moraines) based on field measurements (Moribayashi 1978). 
We also note a bias in the plot of temperature with distance across the transect on Fig. 4.4b, with 
temperatures being higher on the north peak of moraine than the southern one. A look at the 
ASTER temperature product (Fig. 4.4a) shows the illuminated moraine on the north side of 
Zemu glacier is, which is much warmer (hence brighter) than the southern slopes. This bias is 
due to topographic (illumination) effects (Figs. 4.4 a and b), which were not corrected for this 
image due to inconveniences discussed later.   
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Fig. 4.4 (a) AST08 product (kinetic temperature band) for Zemu glacier, with two transects: 
across the glacier (transect #1, in red) and along the glacier (transect #2, in green); b) 
temperature values for the transect #1 across the debris covered tongue of Zemu; c) temperature 
values for the transect #2 along the debris covered tongue of Zemu. Temperature is expressed as 
Kelvin x 10, and location is expressed in number of pixels (at 90 m grid cell). The two peaks in 
the temperature signal indicate the top of the lateral moraines. Surface temperature increased 
towards the glacier terminus, indicating an increase in the thickness of debris cover. 
c
) 
b
) a) 
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The longitudinal kinetic temperature profile along Zemu glacier (Fig. 4.4c) shows that the 
surface temperature increases from the upper part of the ablation zone, which is in contact with 
the clean ice, to the glacier terminus. The increase in temperature is ~30 K over a distance of 18 
km, and indicates either the lack of ice underneath, or the presence of thick debris cover. 
Nakawo and Rana (1999) also reported an increase in surface temperature of supraglacier debris 
along the glacier tongue, starting with ~ 0˚C at the contact with clean ice (Everest base camp). 
The increase appears to be non-linear, with some sharp rise and falls indicative of some small-
scale variations (Fig. 4.4c). At the boundary with clean ice, temperatures drop below 0˚C, most 
likely due to the inclusion of cold ice pixels in this transect. This upper part of the debris cover is 
typically thin and does not insulate the ice underneath, therefore has a lower temperature 
signature on the thermal images. At ~1 km from the approximate boundary with clean ice, 
temperatures rise up to 0˚C and continue to increase. There is a sharp decrease in temperature 
around 6.3 km from the terminus, in the middle of the glacier, which seems to correspond to an 
area around a large supra-glacier lake. The cold temperature may be due to reduced latent heat 
due to evaporation of the lake surface, as observed in a different study on Khumbu glacier 
(Nakawo and Rana 1999). These may also be associated with shadowed areas, due to the sun’s 
angle with the surface features (hill-like structures). Smaller drops in temperature occur along the 
entire glacier profile, supporting the idea that lower temperatures are associated with supra-
glacier features. The increase in temperature along the glacier is supported by field observations 
from other glaciers in the Himalaya, which showed debris cover as thick as 2 m at the glacier 
terminus (Kayastha et al. 2000; Takeuchi et al. 2000).  
The increase in thickness from the limit with clean ice to the glacier snout results from the 
transport of debris downslope and the increased melt-out rates at the snout (Benn and Evans 
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1998). This process is favored by extensional longitudinal stress gradients in the accumulation 
zone, and compression longitudinal stress gradient in the ablation zone (Paterson 1994). When 
the debris thickness is bigger than a few centimeters (called “critical debris thickness”), the ice 
underneath is insulated due to the low thermal conductivity of the debris (Mattson et al. 1993; 
Nakawo and Rana 1999; Conway et al. 2000; Gades et al. 2000; Kayastha et al. 2000). Once the 
critical thickness is exceeded, the cooling signal is lost and the ASTER sensor is no longer able 
to detect the ice underneath. At this ice thickness, ablation is limited to ice walls on the glacier 
surface, causing preferential melting of these slopes, a process known as backwasting (Benn and 
Evans 1998). Our results are in agreement with these field observations, and have significant 
implications. If the thermal resistivity is known, surface temperature data from ASTER thermal 
infrared channels can be used to estimate the debris thickness, and ice ablation rates. This can aid 
in glacier melt modeling and potentially improve mass balance estimates over debris-covered 
tongues, as shown by previous research (Nakawo et al. 1993; Nakawo and Rana 1999; Kayastha 
et al. 2000; Lambrecht et al. 2011). 
Texture measures 
PCA analysis results for bands 1 - 3 for the subset area are shown in Table 4.2 and Fig. 4.5. 
The plot of the eigen values obtained from the PCA analysis (Fig. 4.5) shows that the first 
principal component (ASTER band 1) contains 89% of the variability present in the image, and 
justifies its use for the texture analysis. We identified four predominant types of surfaces in the 
subset imagery: debris cover, clean ice, clouds, and vegetation/moraine, which we described 
using textural measures (Fig. 4.6a). A color composite of these PCA bands (Fig. 4.6b) revealed 
that debris-covered glaciers can be better distinguished from the surrounding terrain and from 
clouds compared to the original ASTER 321 color composite. On this color composite of the 
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PCA components, debris cover shows up as a mixture of pixels from the bare land/moraines 
(magenta) and vegetation pixels classes (green). A supervised classification was not performed 
on the based on PCA bands, due to the mixed spectral signature of debris as clouds and 
vegetation. However, the PCA analysis provided useful information for selecting the band that 
contained the most information (ASTER band 1) for texture analysis. 
 
 
Table 4.2. Results of the PCA anaysis for the subset area for ASTER bands 1 – 3. 
 
Eigenvector    Band 1    Band 2    Band 3     
Band 1   0.606573  0.654961  0.450427   
Band 2  0.070791  0.005125 -0.070811  
Band 3  0.612139 -0.030942 -0.782418   
Band 4   0.501661 -0.755008  0.422212   
Band 5  0.026077 -0.002089  0.040743  
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Fig. 4.5 Scree plot of eigenvalues from PCA analysis of the visible and short wave infrared 
ASTER bands. Eigen values are sorted from large to small, and the components correspond to 
the ASTER bands 1 – 5. 
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Fig. 4.6  PCA analysis for the Zemu area based on ASTER bands 1 and 2. a) ASTER color 
composite 321 showing ROIs for debris (1), snow/ice (2), bare land (3) and clouds (4) and. b) 
color composite of PCA bands 321, showing ice  in red, clouds in magenta, vegetation/bare land 
in green and debris covered tongues as a mixture of green and red. In this composite, ice and 
clouds are clearly distinguished.  
a. b. 
2 
1 
4 
3 
 122 
Co-occurrence measures (variance, entropy and homogeneity) were performed on the entire 
subset image using various window sizes. The optimal window size was determined to be 3x3; 
using a larger window size did not improve the textural images. The 3x3 window size was large 
enough to capture the repeated, wave-like characteristics of the debris-covered ice, but small 
enough so ensure homogeneity of the surfaces within the window. The corresponding texture 
images are presented in Fig. 4.7. The variance image (Fig. 4.7a) shows the edges of homogenous 
surfaces such as lakes and clean ice are easily noticeable.  
 
 
Fig. 4.7 Three co-occurrence grey level measures derived from the subset image (all with a 3x3 
moving window: a) variance; b) homogeneity; c) entropy. 
 
a.                                            b.                                              c. 
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A closer look at a subset of Zemu glacier (Fig. 4.8) reveals the presence of supra glacier lakes 
and ice walls characteristic of debris-covered glacier tongues. The azimuth of the sun at the time 
of the acquisition of the ASTER image (162 degrees) casts a shadow on the mounds on the 
debris surface, as visible in Fig. 4.8b and 4.8c as half-moon shapes. Some of these mounds have 
steep exposed ice walls, oriented in the NW - SE direction, perpendicular to the sun azimuth, 
with a supra-glacier lake adjacent to the ice wall. Sakai and Fujita (2010) studied the orientation 
and melt patterns of such ice walls on Lirung and Khumbu glacier in Nepal, and found the 
majority of the ice walls tend to be oriented northwards in the ablation season, and had steep 
slopes. Similarly, we note by the orientation of the half-moon shapes that in this subset area of 
the debris-covered tongue, ice cliffs tend to be oriented northwards, because they receive less 
short-wave radiation. The variance image is useful for detecting the concentration of ice walls 
and supra-glacier lakes, which is important in estimating melt at the surface of the debris-
covered glacier (Sakai et al. 1998; Sakai 2002; Sakai et al. 2009; Sakai and Fujita 2010). 
Descriptive statistics for clean ice, potentially debris-covered ice, bare moraine and 
clouds are presented in Table 4.3, and show some differences in the average texture values 
among these regions. Clean ice and clouds areas have low variance, low entropy and high 
homogeneity, which in general are characteristic of a smooth surface. Texture measures for these 
surfaces have long-range variability, similarly to flat terrain (Chica-Olmo and Abarca-Hernandez 
2004). Debris cover, on the other hand, has the highest variance, highest entropy and lowest 
homogeneity compared to the other classes (mean variance of 15.27 compared to 0 for clouds 
and 0.06 for clean ice) (Table 4.3). This suggests that the debris-covered ice surfaces have a 
unique texture, due its irregular features, that can be quantified with the use of statistics of the 
variance measures. 
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Fig. 4.8 Variance measure derived from the first PCA component of the ASTER image, using a 
3x3 moving window; b) zoom over a part of Zemu glacier, showing the distinct pattern created 
by ice walls and supraglacier lakes; c) zoom over part of Zemu glacier, shown on the original 
ASTER image FCC 321. Labels point to: A – a supra-glacier lake on the N side of the ice wall; 
B- moon-shaped ice walls. 
a. b. 
c. 
A 
B 
A 
B 
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Table 4.3. Mean statistics for the co-occurrence values for the Zemu subset image. Statistics are 
derived from regions of interest (ROIs) 
 
 Clean ice Debris cover Clouds Moraine Vegetation 
Variance 0.06 15.27 0 2.01 0.56 
Homogeneity 0.99 0.22 1 0.52 0.71 
Entropy 0.009 2.13 0 1.79 1.29 
 
 
The Sobel and Roberts operators, applied in the spatial domain, showed a high density of 
edges per unit area for debris-covered tongues (Fig. 4.9). The resulting grey-scale images 
produced by the two filters are similar, with the Sobel filter producing brighter edges. Clean-ice 
glaciers are easily distinguishable on the filtered images as black homogenous surfaces with 
pixel values of 0. A high concentration of edges is visible outside the clean glacier tongues, and 
corresponds to eroded steep slopes outside the glaciers, with edges in the direction on the 
rockslides. A distinct pattern is visible in the center of the image, where the tongue of Zemu 
glacier is distinguishable by the bright clear moraine ridges, in between there is a very high 
concentration of edges with rather circular patterns, or hill-and-valley melting structures 
suggestive of the presence of the debris cover. A high concentration of edges oriented east to 
west indicate the crevassed areas of the side tributaries of Zemu glacier. Both Sobel and Roberts 
filters can be applied as an edge mask or used subsequently for manual classification or textural 
segmentation. This is consistent with the complex morphology characteristic of debris cover, 
particularly the cones and mounds created due to accumulation of debris, and the differential 
melting under various debris cover thicknesses (Iwata et al. 2000) (Fig. 4.9).  
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Fig. 4.9 Results of the Sobel filter using a 3x3 moving window over the subset image. Debris 
cover is distinguished by a higher concentration of edges. 
Clean ice 
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Textural segmentation has not been applied here, and is the subject of future analysis. The 
FFT transform was used in the frequency domain as a texture index for a subset of the image 
(Zemu glacier). The best result was obtained with a circular cut filter and radius of 3, which 
preserved the texture over the debris cover (Fig. 4.10a). The results of an unsupervised 
classification (Isodata) on the inverse FFT image with 3 classes shows promising results for 
classifying debris cover and clean ice (Fig. 4.10b); however, pixels from the surrounding terrain 
such as non-ice debris also get mixed in the classification, requiring additional processing or 
other criteria. 
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Fig. 4.10 a) Inverse FFT image obtained from band 1 of ASTER, applying a circular cur filter; b) 
unsupervised classification applied to the inverse FFT image. Clean ice and debris-covered areas 
are depicted in red, and surrounding non-ice moraines are in blue; c) validation using high-
resolution imagery for the same area, showing clearly the tongue of Zemu. The terminus of 
Zemu is covered by Worldview panchromatic (shown in black); the rest is QB bands 432. 
a. 
b. 
c. 
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Geostatistics techniques (variogram functions) were applied to three subset areas chosen on the 
basis of a-priori knowledge from the topographic map (Fig. 4.6a): area 1 (5972 pixels, 1.3 km2) 
is a subsection of the tongue of Zemu glacier, characterized by wave-like structures, ice walls 
and supra-glacier lakes; area 2 (5084 pixels, 1.1 km2) is situated in the accumulation zone of a 
clean glacier identified on the map and area 3 (5545 pixels, 1.2 km2) comprises non-ice moraine 
on the north side of Zemu glacier, identified by rockslides (Fig. 4.6a). Area 4 consists of clouds, 
and is not the focus here. We evaluated whether these three surfaces exhibit differences in 
surface characteristics, and whether these differences can be quantified with the use of the 
variogram. The semi-variograms calculated for these areas, with their characteristics, are 
presented in Fig. 4.11 a-d and Table 4.4. For the debris-covered area (area 1), we used a lag 
distance of 30 m, which corresponds to 2 ASTER pixels (15 m in the visible bands). The best fit 
of the data for area 1 was an exponential model with a sill of 513.6 m, which is reached at a 
range of 98.7 m (~ 6 pixels) (Fig. 4.11a). The high still in conjunction with a high nugget (14.4 
m, ~1 ASTER pixel) suggests small-scale (intra-pixel) variability. The semi-variogram 
characteristics suggest a rough surface, which we would expect based on the debris cover 
features observed in the field, such as bumps, ice wall and lakes formed by melting of the ice 
(Sakai 2002).  
To check for directional dependence in the semi-variogram, we computed semivariance 
values for data pairs falling within certain directional bands, within the same lag distance as 
above (30 m). Applying a search direction 56.3 degrees, and 3 bandwidths in fitting the model 
reduced the number of data pairs, and resulted in an overall better fit of the model (Fig. 4.11b). 
The resulting variogram had a slightly lower sill (457.2 m), a larger range (201.2 m), and a five-
fold increase in the nugget than the one generated without a directional search.  
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Fig. 4.11 Semi-variograms constructed from ASTER band 1 for three of the surface types: clean 
ice, debris cover and non-ice moraine (a) semi-variogram for debris-covered ice with no search 
direction; (b) semi-variogram for debris-covered ice with search direction; (c) snow in the 
accumulation area of glaciers; and (d) non-ice moraine outside the glaciers. 
 
 
 
 
 
 
 
 b. 
c. d. 
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Table 4.4. Variogram characteristics of the three types of surfaces extracted from ASTER band 1 
and regions of interest (ROIs). 
 
 Search 
direction Shape Nugget (m) Sill (m) Range (m) 
Debris no Exponential 14.4 513.6 98.7 
Debris yes Exponential 90.8 457.2 201.2 
Clean ice no Spherical 0.7 2.3 132 
Non-ice 
moraine no Spherical 7.8 48.2 87 
 
The search direction is indicative of the orientation of the surface features: in this case, this 
corresponds to the northeast orientation of the Zemu glacier tongue. Surface features created by 
ice melt (debris cones and walls) are oriented perpendicular to this direction. However, there is 
no overhelming evidence of geometrical anisotropy (Fig. 4.11a, b) suggesting that the debris 
cover surface is rather uniform in all directions. The variograms for the areas 2 and 3 (clean 
ice/snow and non-ice moraine respectively, Fig. 4.11c and d) have a spherical model, with a 
progressive increase in semi-variance, which is typical of smoother surfaces. Clean ice has a 
large range (201.2 m), indicating that pixels are spatially auto-correlated over larger distances, 
and hence suggest a uniform surface. The lower nugget values (0.7 m for clean ice and 7.8 m for 
non-ice moraine) compared to the values debris cover (14.4/90.8m) indicate less noise in the data 
in these two surfaces. The variogram of snow (Fig. 4.11c) has a very low sill compared to the 
other two surfaces (2.3 m). The variograms for areas 2 and 3 are isotropic, with minimal change 
in the sill and the shape of the variogram in different azimuthal directions.  
The differences in variogram parameters for debris-covered ice and non-ice moraine, such as 
the range and the sill, are key indicators of differences in texture between these two surfaces and 
are encouraging for the use of geostatistics as texture measures. Similar patterns of complex 
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morphology were observed in a study based on SAR data, where morphology of heavily 
crevassed areas or seracs could be characterized using geostatistical techniques (Hertzfeld et al. 
2000). The authors noted geometrical anisotropies on crevasses areas and seracs, due to the 
directional dependence on the ice flow. In our case, we did not distinguish a strong geometrical 
anisotropy, because debris mounds and supra-glacier lakes tend to be pretty symmetric and not 
dependent on the ice flow direction. 
Decision tree results 
We evaluated the potential of various multi-spectral and topographic variables to predict the 
presence of debris-covered areas in agreement with the topographic map. The criteria chosen for 
the final model are summarized in Fig. 4.12 and Table 4.5 and described in detail below, in the 
order they were entered as criteria in the decision tree. Frequency histograms for each category 
helped to extract the threshold for each criteria based on the maximum frequency of values for 
each variable. The variables considered most efficient at excluding potential areas not covered 
with debris based on visual inspection of the topographic map were included in the final decision 
tree. 
• Clean ice was delineated using the NDSI algorithm with a threshold of 0.7 (NDSO > 0.7 = 
snow/ice), as described in section above. As noted above, distinguishing snow from ice was 
not possible with NDSI alone, but both categories were excluded from potential debris at this 
step in the analysis. 
• Clouds had a similar spectral response to ice in the visible bands (ASTER 1 and 2 in 
particular), but their reflectivity decreased at mid IR wavelengths. Band 4 of ASTER with a 
threshold of 90 successfully mapped all clouds (band 4 > 90 = clouds). However, we noted 
that parts of some debris-covered tongues were inadequately mapped as clouds.  
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Fig. 4.12 The decision tree based on morphometric and multispectral criteria, with the resulting 
corresponding classes color coded for each class output. The criteria are binary, resulting in the 
exclusion of unsuitable areas from the final map. 
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Table 4.5 Descriptive statistics derived from each class/criteria used in the decision tree. 
 
 
Criteria ASTER band used Range Threshold Justification 
Snow/ice NDSI (1 and 4) 0.72 - 1 0.7 Reflective in the VIS and less reflective in the NIR 
Clouds Band 4 76 - 141 90 
Reflective in mid-IR 
where the reflectivity of 
snow and ice decreases 
Shadows Band 3 2 - 30 25 
Shadows are most 
distinguishable in band 3, 
where they have low 
reflectance values 
Vegetation NDVI (bands 2 and 3) 0.05 – 0.56 0.05 
Highly reflective in the 
NIR, less in the VIS 
Elevation  ASTER DEM 4000-5400 4000 – 5400 
Debris-covered tongues 
exist above 4000m and 
below the regional ELA. 
Hue HSV (bands 235) 210 - 258 200 
Useful for distinguishing 
between vegetated and 
non-vegetated land 
Slope ASTER DEM 0 – 14 12 Debris-cover has gentler slope  
Kinetic 
Temperature/ 
thermal 
bands 
AST08 272.3 -282.8 K 
Band 10 > 
700 and 
band 12 < 
900 
Debris covered ice 
generally colder than 
surrounding moraine 
without ice 
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• Vegetation was mapped using the NDVI method with a threshold of 0.05 (NDVI < 0.05 = 
vegetation). The same threshold was obtained in a study conducted in the Alps (Taschner and 
Ranzi 2002). Caution was exercised in choosing this threshold, because it is known that 
sparse vegetation can grow on some parts of the termini, covered with stagnant ice (Bolch et 
al. 2007). Some authors, for example, used the presence of vegetation on some parts of the 
debris-covered tongues during the spring time in the Kangchendzonga area as an indicator of 
debris to aid in the remote sensing mapping (Kulkarni and Bahuguna 2002). NDVI and slope 
variables were found to be two of the most important variables in predicting potential 
locations for rock glaciers, which is a similar location problem (Brenning 2009).   
• Shadows were delineated using ASTER band 3 with a threshold of 25 (band 3n < 25 = 
shadows). We note that shadows may occur over the debris-covered areas as well. However, 
the detection of debris-covered areas is not possible in areas of deep shadows anyway, unless 
the algorithm relies in big part on morphologic characteristics as pointed out in a few studies 
(Bolch and Kamp 2006; Bolch et al. 2007). We included the shadow areas with a low 
threshold to exclude small, deep shadows that introduce too much noise in the final map.  
• The hue component of the Hue Saturation Value (HSV) image generated from ASTER bands 
2, 3 and 5 was useful for excluding soil and illuminated moraines on the northern sides of the 
debris-covered tongues such as Zemu, using a threshold of 200 (Hue < 200 = non-ice 
moraine). Paul et al (2004a) used the HSV image with a threshold of 126 to successfully map 
vegetated areas, which were then excluded from the potential debris-covered areas.  
• Slope angle was calculated in GIS based on the ASTER DEM at 30 m spatial resolution. 
Statistics of the ROIs chosen from topographic map showed that the slopes of the debris-
covered areas ranged between 0 and 14 degrees. We chose a lower maximum value of 12 
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degrees for a more conservative view, in agreement with a previous studies (Bolch et al. 
2007), which showed that many debris cover tongues can be captured using this slope 
threshold. Another study, conducted in the Alps (Paul et al. 2004a) used a much higher slope 
threshold of 24 degrees in their classification. However, we found that a higher slope 
threshold at this particular pixel size (30 m) included a lot of the steep slopes and rock walls 
with talus sheds, and are not suitable for the accumulation of debris, in agreement with 
results from Bolch et al (2007). 
• The temperature range was chosen based on bands 10 and 12 of ASTER following various 
experiments with all the thermal bands. Thresholding these two bands (band 10 > 70 K and 
band 12 < 90 K) captured most debris-covered tongues identified on the topographic map. 
• Pixels with elevations outside the 4,000m – 5,600 m range were excluded from the map of 
potential debris-covered areas. The values are based on observations elsewhere in the 
Himalaya, which showed that the termini of debris-covered glaciers are generally situated 
between 4,000 and 5,000 m (Sakai and Fujita 2010). Modern ELA values were estimated to 
be 5,000 – 6,000m in the Kangchenzonga area (Benn and Owen 2005). In a different study, 
we calculated a regional ELA value of ~5, 400 m for the Langtang Himalaya (in the same 
climatic zone as Kanchendzonga) based on ASTER imagery at the end of the ablation season 
(Racoviteanu et al. in preparation). The ELA was determined to be higher for debris-covered 
glaciers than clean glaciers for Nepal glaciers in the same climatic zone (Kayastha and 
Harrison 2008).  On the basis of these observations, we chose a slightly higher upper limit for 
the potential debris cover (5,600 m compared to 5,400 m estimated for Langtang), to 
minimize any exclusion of debris pixels higher in the ablation zone of glaciers. Six of the 
criteria used in the decision tree, with their binary outputs overlayed on each of the layers, 
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are shown in Fig. 4.13. The NDSI map shows the snow and ice in white, well distinguished 
from the surrounding bare terrain, but with the debris-covered tongues not distinguished by 
the NDSI algorithm. Clouds are well delimited as the only white surface on ASTER band 4 
(Fig. 4.13b). Fig. 4.13e shows that the Hue component of the ASTER bands 235 
distinguishes clearly among various surfaces, in particular bare land, snow/ice, vegetation 
and clouds. Finally, on the slope map in Fig. 4.13f we can observe the debris-covered tongue 
with their distinctive long narrow shapes, and the flat terrain.  
 
 
 
Fig 4.13 Six of the band combinations, color transforms and terrain parameters used in the 
decision tree algorithm: a) NDSI map with debris-free glacier outlines; b) ASTER band 4 with 
cloud mask; c) ASTER band 3 with shadow mask; d) NDVI map with vegetation mask; e) Hue 
Saturation Value (HSV 235) color transform with non-vegetated bare land and f) slope map with 
gentle to steep terrain as blue to red. Solid lines overlayed on the map are the resulting binary 
maps produced by the decision tree.  
a
)	  
b
)	  
c
)	  
d
)	  
e
)	  
f
)	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These criteria are shown together on the resulting final maps on Fig. 4.14b, on the subset area 
around Zemu glacier. We note several areas which are misclassified: a) several pixels in the 
snow accumulation area are classified as clouds (turquoise color); b) there are a lot of scattered 
pixels from the potential debris-cover class scattered throughout the image, around clouds and 
vegetation areas; c) the upper part of Zemu, towards the contact with the clean ice, appears to be 
too cold for the occurrence of debris-covered ice. This last point may be valid, since it has been 
shown in previous studies that the upper part of the debris is thin, and therefore may resemble 
more of a clean ice signal (Nakawo and Rana 1999; Kayastha et al. 2000). Applying a median 
3x3 filter helped to remove some of the noise, yielding a cleaner final resulting map of potential 
debris-covered tongues, which are clearly visible (Fig 4.14b).  
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Fig. 4.14 Results of the decision tree classification for the Zemu subset area. a) the eight classes 
resulting from each of the decision criteria, with colors corresponding to each decision in Fig. 
4.12. b) the predicted area for the presence of debris cover, shown in red, overlayed on a 321 
color composite of the ASTER scene.  
A 
B 
C 
D 
a
. 
c
. 
b
. 
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The decision tree resulted in 64 km2 classified as debris, which represents 11% of the 
glacierized area. In Fig. 4.14c we compare the map of potential debris with the original glacier 
outlines delineated from the topographic map, and show that of the ten debris-covered tongues 
present in the 1960, seven tongues are detected partially or entirely by the decision tree 
algorithm. Several tongues are missed by the algorithm because of changes in glaciers that might 
have occurred in the last 40 years, or the presence of clouds obstructing the view of the glaciers . 
We also note problems with the geolocation of several glacier tongues in the Nepal side, which 
will be addressed in the following section.  
We conducted an additional accuracy assessment of the decision tree algorithm was by 
comparing the decision tree results with a color composite of bands 432 of the 2006 Quickbird 
imagery. The difference in the acquisition time of the ASTER and QB is six years, therefore we 
expect less change in debris-covered area than when compared to the old topographic map. Fig. 
4.15 gives a qualitative view of the differences in the ASTER output and the location of the 
debris-covered tongues. In general, the debris-covered tongues are well captured by the 
algorithm, with the exception of a few areas at lower altitudes, where we estimate that the 
algorithm fails because of the thickness of the debris at the termini. A glacier-by-glacier 
comparison between debris-covered tongues digitized manually from Quickbird, and the semi-
automated ASTER algorithm is provided in Table 4.6. We note that the decision tree algorithm 
tends to overestimate the areas of the debris when compared to the old topographic map on all 
but one glacier. On Fig. 4.15c we note that some of the side non-ice moraine are included as 
potential debris-covered pixels, causing an overestimate of 25% when compared to the map.  
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Fig. 4.15 Comparison of debris covered glacier outlines derived from the decision tree with 
Quickbird color composite (bands 432) for a subset of the image. Differences in texture between 
debris cover surface, clean ice and ice-free moraines are easily identified here.  
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4.5. Uncertainties	  and	  limitations	  
 
The main sources of uncertainty in the delineation of debris cover occur from: 1) biases in 
the decision tree algorithm, and the subjectivity involved in selecting the thresholds for each of 
the criteria used; 2) orthorectification errors inherent in the ASTER imagery and the relative 
DEM; 3) errors in the topographic maps used to extract the a-priori knowledge.  The first error is 
by far the largest source of error. Unfortunately, it is extremely difficult to assess the accuracy of 
the algorithm because of the lack of field-based information, partly due to the difficulty of 
identifying the terminus of debris-covered glaciers in the field, as noted in other studies 
elsewhere (Paul 2007). Errors over the debris-covered tongues are not consistent, since they 
depend on the size of the glacier, the characteristics of debris cover on each glacier, and in some 
cases, the presence or absence of snow, shadow and cloud, which may radically increase the 
sources of error. Several other limitations of this study are: 
• Topographic corrections on the ASTER image were not performed. Differences in 
illumination are common in mountainous terrain because of the slope of the terrain, are 
ideally have to be eliminated. Various studies have attempted to normalize the topographic 
effects on spectral signature in rugged terrain, using methods such as the C-band correction, 
Minnaert correction and the cosine correction, described in Meier et al (1993) and Richter et 
al (1997) among others. Shukla et al (2010) used the C-correction for topographic 
normalization of terrain in the western Himalaya prior to image classification. However, we 
chose not to apply topographic corrections based on other studies (Paul et al. 2002; Brenning 
2009),  which noted that such corrections may introduce sources of errors in the results. 
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• Geolocation errors on the topographic maps in the western part (Nepal), visible in figure 14c, 
prevent an accurate assessment of the performance of the decision tree on these glacier 
tongues. Such errors are known to be due to the use of different datums in this part of the 
world, most notably local datums such as Everest datums, which introduce large errors when 
transformed to global datums such as WGS84 (Srivastava and Ramalin 2011). 
• Texture measures could not be included in the decision tree due to the challenge of 
conducting texture classification and segmentation schemes. The texture images presented 
here can be used subsequently to apply more sophisticated methods such as structural 
methods, geometric methods or model-based methods, described in detailed by Tuceryan and 
Jain (1998). Including texture into simple supervised classification techniques has been used 
before as a visual clue to identify homogenous regions, with promising results (Chica-Olmo 
and Abarca-Hernandez 2004). Shape recognition techniques, based on orientation or shading 
of objects may also be useful to characterize the distribution of ice walls and supra-glacier 
lakes on the texture surface. At this point, we did not have a specialized software for feature 
recognition to perform these operations. Among other existing algorithms, geometrical 
methods such as the Voronoi polygons may prove useful for texture delimitation among 
regions, particularly the transition from debris cover to ice-free moraine.  Voronoi polygons 
are areas with distinct shapes and texture derived based on texture tokens, i.e. points of high 
gradient or complex structure (Tuceryan and Jain 1998). The process, called Voronoi 
tesselation, is complicated, and it involves: a) defining a polygon consisting of points closer 
to a particular location rather than another; b) constructing a Voronoi diagram from the set of 
polygons; c) constructing a Delunay graph by connecting all the points and d) extracting 
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areas with similar features, stored as Voronoi polygons (Tuceryan and Jain 1998). Such 
techniques have not been tested yet on our dataset, but are the subject of a future study.  
• Profile curvature was shown to be important in previous studies to identify concavities in 
terrain, specific of debris-covered tongues (Bishop et al. 2001; Bolch and Kamp 2006; Bolch 
et al. 2007; Kamp et al. 2011). Curvature was also found to be one of the most important 
predicting variables for debris-covered areas in other studies in the Andes (Brenning and 
Trombotto 2006; Brenning 2009). In the current study, the profile and plan curvature 
calculated in GIS based on the ASTER DEM proved inconclusive in distinguishing debris-
covered tongues from the surrounding terrain, as it produced noisy images. We estimate this 
to be caused by the noise inherent in the “relative” ASTER DEMs produced at LPDAAC, 
which lack post-processing steps such as terrain smoothing. Therefore, at this time, the 
terrain curvature was not included in the decision tree, but will be included in a future study. 
• A quantitative assessment of the differences between the decision tree output and the old 
topographic map was not conducted, because of the glacier changes that might have occurred 
since the 1960s, and the limit of the debris cover was not marked on the topographic map, 
thus preventing an objective comparison. 
• Shadows over the debris-covered tongues remain a big problem in the delineation of these 
tongues. A more rigorous morphometric analysis would be needed in order to capture all the 
debris-covered tongue independent of their degree of shadow. 
• Snowfields outside the glacier caused an overestimation on the snow and ice area based on 
the NSDI, and had to be adjusted manually. Better methods would be needed in order to 
exclude the snowfields from the analysis on an automated basis. 
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4.6. Conclusions	  and	  further	  work	  
 
This study evaluated the potential of using a decision tree algorithm based on multispectral 
and topographic data to detect the presence of debris-covered tongues in the Kangchendzonga 
area of Sikkim. We combined multi-spectral signature, thermal characteristics and topographic 
criteria extracted from a DEM. We also investigated the potential of texture analysis derived 
from ASTER data to improve the decision tree algorithm by using filtering in spatial and 
frequency domain, and geostatistical analysis techniques. Results of the decision tree are 
promising, with most debris-covered tongues detected, although there are errors in area estimates 
due to noise in the output map. Texture analysis showed significant differences in surface 
characteristics of debris-covered ice and other surfaces, particularly with the use of geostatistics. 
To take advantage of the wealth of information generated here, future steps are needed, such as: 
1) testing the texture analysis on other datasets with various spatial resolution, including a 
Landsat scene from 2000 and a Corona KH4 declassified image from 1962; 2) quantifying 
textural measure to incorporate in classification schemes; 3) merging the spectral and texture 
information for a fusion approach. However, the challenge remains on incorporating the results 
into classification schemes, as texture segmentation and classification rely on intensive 
algorithms. The methods tested here provide useful information about the physical characteristics 
of debris cover, such as the potential thickness of debris and the morphologic distribution of 
ablation features, including ice walls and supra-glacier lakes. Our results show that remote 
sensing texture analysis can capture the rough, irregular surface of debris (repetitive bumps, 
cones or wave-like structures) and may provide visual clues to aid debris cover classification 
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techniques. These techniques may help to better distinguish and quantify debris-covered glaciers 
with the goal of assessing decadal changes in glacier area over large areas.  
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5.1. Introduction	  
 
An increasing number of studies report high rates of glacier retreat in the central-eastern part 
of the Himalaya in the last decades (Fujita et al. 2001; Karma et al. 2003; Bajracharya et al. 
2008; Bhambri et al. 2010). It has been widely believed that Himalayan glaciers will disappear 
by 2035 as a result of climate forcing (WWF 2005; IPCC 2007), a statement found to be 
erroneous (Cogley et al. 2010). While it is commonly believed that these glacier changes are 
directly linked to 20th century climate fluctuations (Mayewski and Jeschke 1979; Mayewski et al. 
1980), glacier fluctuations in the Himalayas are complex, and depend on a combination of larger 
climate patterns, local topography and glacier characteristics. In the recent years, various 
medium-resolution sensors, most notably the Advanced Spaceborne Thermal Emission and 
Reflection Radiometer (ASTER) data, Landsat ETM + and Systeme Probatoire de l’Observation 
de la Terre (SPOT) have been used to quantify decadal changes in glacier area (Bajracharya et 
al. 2007; Bolch 2007; Bolch et al. 2008a; Bhambri et al. 2010; Kamp et al. 2011), glacier lake 
changes (Wessels et al. 2002; Bajracharya et al. 2007; Bolch et al. 2008b; Gardelle et al. 2011) 
and glacier mass balance (Berthier et al. 2007; Bolch et al. 2011). In spite of these recent 
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advances, glaciologic studies in the eastern part of the Himalaya (Nepal, Sikkim and Bhutan) 
remain scarce. Currently we lack a fundamental understanding of the magnitude of feedbacks 
between climate forcing and glacier characteristics in the monsoon-influenced part of the 
Himalaya, as well as spatio-temporal patterns of glacier distribution in this area.  
One of the main challenges in glacier change detection in this part of the Himalaya is the lack 
of comprehensive, accurate baseline glacier inventories needed for comparison with current 
remote-sensing-derived glacier data. The earliest glacier maps for the Indian Himalaya date from 
topographic surveys conducted by expeditions in the mid-nineteenth century in India (Mason 
1954). However, these are limited to a few glaciers such as Zemu glacier in Sikkim. The glacier 
inventory of India published by the Geologic Survey of India (GSI) based on Survey of India 
maps at 1:50,000 scale (Sangewar and Shukla 1999) is not in public domain. Large-scale Indian 
topographic maps at this scale are restricted for areas within 100 km of the Indian border 
(Srikantia 2000). More recent glacier inventories based on Indian Remote Sensing (IRS) sensors 
series are currently not in public domain (for example, Kulkarni and Buch 1991; Kulkarni 
1992b; Bahuguna et al. 2001; Krishna 2005). An useful review of glacier inventories in the 
Indian Himalaya, and their limitations, is provided by Bhambri and Bolch (2009a).  
In spite of these limitations, declassified Corona imagery from the 1960’s and 1970’s is 
increasingly being used to fill temporal gaps in glacier parameters in India, as a baseline for 
glacier change detection. Corona images have been successfully used for glacier mapping in the 
Tien Shan (Narama et al. 2007) and Nepal Himalaya (Bolch et al. 2008a), but they have not been 
used for mapping Indian glaciers so far. More recently, commercial satellites such as Ikonos, 
Worldview 1-2 and Quickbird provide high spatial resolution data (0.34 cm – 4 m) with repeat 
time of several days and multi-spectral capability. These sensors have the potential to extend the 
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glaciologic records a few decades back in areas of the Himalaya with very little glaciologic 
information, such as Sikkim Himalaya. 
In this study we use remote sensing data from Corona, ASTER, Landsat ETM +, Quickbird 
and Worldview2 sensors combined with Geographic Information Systems (GIS) and statistical 
techniques to investigate spatial patterns of glacier parameters in the Kangchendzonga area of 
the eastern Himalaya at multi-spatial scales. Specifically, we present: 1) a new geospatial glacier 
inventory based on 2000 Landsat and ASTER imagery; 2) glacier changes in the last four 
decades and 3) temperature and precipitation patterns in the last century. The goal is to provide a 
new, comprehensive glacier inventory for this part of the Himalaya where data have been limited 
in the past.  
5.2. Study	  area	  
 
The study area encompasses glaciers in the eastern Himalaya around the Kangchendzonga 
area (27° 04’ 52” N to 28° 08’ 26” N latitude and 88° 00’ 57” E to 88° 55’ 50” E longitude), 
located on either side of the border between Nepal and India (Fig. 5.1). Relief in this area ranges 
from 300 m at lowlands to 8,598 m (Mt. Kangchendzonga), with steep rugged topography. The 
eastern part of this area, situated in the Sikkim province of India, was surveyed based on 1970 
topographic maps (Ravishanker 1999; Sangewar and Shukla 2009). The western part of the study 
area is located in eastern Nepal (Tamor and Arun basins). We focus on the Zemu basin (2391.6 
km2) for a detailed analysis, particularly the Zema Chhu sector, which contains the largest glacier 
in Sikkim Himalaya (Zemu glacier, ~107 km2) (Sangewar and Shukla 2009) (Fig. 5.1).  
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Fig. 5.1 Location map of the study area showing the 2000 Landsat scene in the background and 
the six 2000 – 2006 ASTER scenes used in the study. The images are shown as false color 
composites (Landsat 432 and ASTER 321). 
 
Climate in this area of the Himalaya is dominated by the South Asian summer monsoon 
circulation system. Mid-troposphere heating over the Tibetan plateau during the summer causes 
the inflow of moist air from the Bay of Bengal to the continent (Yanai et al. 1992; Benn and 
1 
 
2 
3 
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Owen 1998). The orography of the Himalaya and Tibetan plateau (HTP) acts as a barrier to the 
monsoon winds, causing maximum precipitation on the south slopes of the Himalaya during the 
summer months (June to September). About 80% of the total precipitation in Nepal, west of 
Kangchendzonga, is estimated to fall during the monsoon (Ageta and Higuchi 1984). Due to its 
proximity to the Bay of Bengal, the area is subjected to heavy rainfalls ranging from 50 to 500 
mm per year, with 164 rainy days per year (Nandy et al. 2006). Monthly total rainfall averages of 
3,580 mm were recorded at Gangtok station in Sikkim (1,812 m) for the period 1951 to 1980 
(IMD 1980). Mean minimum and maximum daily temperatures are 11.3°C and 19.8°C and 
(15.5°C on average) based on the 1951 – 1980 observation record. 
Glaciers in this area are considered “summer-accumulation” type, with maximum 
accumulation and ablation occurring simultaneously in the summer (Ageta and Higuchi 1984). 
Another characteristic of these glaciers is the presence of heavy debris-cover on glacier tongues 
due to transport of debris originating from rockfall on the steep slopes. Transport of debris from 
the steep slopes downglacier creates some of the longest valley-type glacier tongues in the 
Himalaya (Zemu, 26 km) (Mool et al. 2002). The thickness of the debris can reach up to 2 m at 
the glacier termini, similarly to the Khumbu glacier in Nepal (Kayastha et al. 2000). The study 
area is characterized by the presence of long valley glaciers (68% of the glacierized area), 
mountain glaciers (28%), and a few cirque glaciers and aprons (Mool et al. 2002b).  
 
5.3. Methodology	  
Data sources 
Topographic data 
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The oldest source of topographic information in the area is the Sikkim Swiss topographic map 
at 1:150 000 scale. The map was compiled from Survey of India maps from the 1950s to 1970s 
decades as well as older topographic surveys, and was published in 1981 by the Swiss 
Foundation for Alpine Research. Most Survey of India maps are considered to date from 1962 
surveys, but the exact date of each quadrant is not available because of restrictions on the 
topographic maps (Srikantia 2000). In this study, we assumed the reference date for the 
topographic map as ~1960’s, and we estimated an error term as ± one decade.  
Elevation data 
We used the Shuttle Radar Topography Mission (SRTM) DEM v.4 (CGIAR), which is a 
hydrologically-sound DEM at 90 m spatial resolution (CGIAR-CSI 2004). We estimated the 
vertical accuracy of the SRTM DEM in the eastern Himalaya calculated as root mean square 
(RMSEz) with respect to 25 field-based Ground Control Points (GCPs) to be 31 m ± 10 m 
(Racoviteanu et al. in preparation). The GCPs were obtained in the field on non-glacierized 
terrain including roads and bare land outside the glaciers using a Trimble Geoexplorer XE series. 
We used the SRTM DEM to extract glacier parameters such as glacier termini elevation, median 
elevation of the ice masses, and glacier hypsometry (area-altitude distribution).  
Remote sensing data 
Characteristics of the remote sensing data used in this study are summarized in Table 5.1. To 
complement the topographic information for the same decade, we obtained three Corona KH4 
scenes (year 1962) from the US Geological Survey EROS Data Center (USGS-EROS 1996). The  
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Table 5.1 Summary of satellite imagery and topographic maps used in this study 
 
 
 
 
 
 
 
Sensor Scene ID Date Spatial resolution Notes 
Corona KH4 
DS009048070DA244 
DS009048070DA243 
DS009048070DA242 
 
1962-10-25 7.5m 
Good 
contrast, no 
clouds in 
the area of 
interest 
Landsat ETM+ L7CPF20001001_20001231_07 2000-12-26 
15m PAN 
28.5m VIS and 
SWIR 
90m TIR 
 
Minimal 
snow cover, 
good 
contrast 
 
ASTER 
AST_05_003112720010
45729_2007112819014
1_7502 
2000-11-27 
 
15 m VIS 
30 m SWIR 
90 m TIR 
 
 
Some 
clouds on 
the south 
end of the 
image; 
good 
contrast; no 
GLIMS 
gains 
Quickbird 
 
1010010004BD8700 
1010010004BB8F00 
 
 
2006-1-1 
2006-1-6 
 
2.4 m 
No clouds, 
excellent 
contrast 
WorldView2 102001000FBA1D00 102001000586E700 
2010-12-02 
2009-12-01 .50 m 
No clouds; 
good 
contrast 
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images were acquired at the end of the ablation season (end of October in this part of the 
Himalaya), were cloud-free for the most part, and well contrasted over snow and ice hence 
suitable for glaciologic purposes. The KH4 system acquired imagery from February 1962 to 
December 1963, and was equipped with two panoramic cameras with 30 degrees separation 
angle, referred to as fore (forward looking) and aft (rear looking) (Dashora et al. 2007). The 
images were scanned at USGS at 7 microns from the original film strips. The nominal ground 
resolution for the KH4 mission of 7.62 m (Dashora et al. 2007). However, we calculated an 
actual pixel size of approximately 2 m using the scale of the photos and the scan resolution. The 
Corona stripes were orthorectified using the bundle block adjustment procedure in Leica 
Photogrammetric Suite (LPS) in ERDAS Imagine. The Frame Ephemeris Camera and Orbital 
Data (FECOD) camera/spacecraft parameters (roll, pitch, yaw, speed, altitude, azimuth, sun 
angle and film scanning rate) for Corona missions are not available easily, so we used a non-
metric camera specification. The camera parameters (focal length, air photo scale, flight altitude) 
were extracted from the declassified documentation of the KH4 mission (Dashora et al. 2007). A 
total of 117 ground control points and tie points were extracted from the panchromatic band of 
the Landsat ETM image (15 m spatial resolution) on non-glacierized terrain including moraines, 
river crossings, outwash areas, which were easily identified on both images. The SRTM DEM 
was used to extract elevations needed in the orthorectification process. The horizontal accuracy 
(RMSEx,y) of the bundle block adjustment process was 10.5 m. However, the actual ground 
RMSEx,y of the images was ~ 60 m, based on an independent set of control points digitized 
from the Landsat image. 
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The main data sources for the updated geospatial glacier inventory for the Kangchendzonga 
area were Landsat 7 Enhanced Thematic Mapper Plus (ETM+) and the Advanced Spaceborne 
Thermal Emission Radiometer (ASTER) sensors, which have been acquiring data since 1999. 
The Landsat ETM+ has seven spectral channels at 30 m spatial resolution, a thermal channel at 
60 m and a panchromatic channel at 15 m, 185 km swath width and revisit time of 16 days. The 
ASTER instrument has 3 channels in the visible wavelengths at 15 m spatial resolution, 3 
channels in the short-wave infrared at 30 m, and four thermal channels at 90 m, a swatch width 
of 60 km and a revisit time of 16 days.  A Landsat ETM+ scene from Dec 2000 was obtained 
from the USGS Eros Data Center, with minimal snow and clouds, and well contrasted over snow 
and ice. Six orthorectified ASTER scenes, acquired from 2000 to 2005 were obtained at no cost 
through the Global Land Ice Monitoring from Space (GLIMS) project (Raup et al. 2007). The 
Landsat and ASTER scenes were used to construct an updated inventory, referred to here as ~ 
2000’s. The Landsat scene covered the entire Kangchendzonga domain, and the ASTER scenes 
covered mainly the Sikkim part of the study area (Fig. 5.1). The ASTER scenes with higher 
spatial resolution in the visible were used to complement the Landsat scene in challenging areas 
where shadows or clouds obstructed the view of the glaciers,  
One ASTER scene from Nov 17, 2001 was chosen for mapping of debris covered glaciers 
using semi-automated methods. This scene had good contrast over snow and ice, and a suitable 
date of acquisition (end of the ablation season), it was almost cloud-free over the glaciers except 
some glaciers in the southern part of the image, and there was some transient snow on the 
glaciers and surrounding land. Various products were obtained from the EROS Data Center 
(http:// http://eros.usgs.gov/): the AST14DMO (the orthorectified product package based on 
registered radiance at sensor L1B) and AST08 (surface kinetic temperature). The orthorectified 
 156 
AST14DMO product consists of the 14 ASTER bands and a “relative” DEM constructed on-
demand from bands 3n and 3b using Silcast software, with no ground control points. The 
accuracy of the relative ASTER DEMs is reported to be less than 25 m, as root mean square 
error in the vertical RMSEz (LPDAAC 2006).  
High-resolution imagery from Quickbird (QB) and WorldView2 (WV2) was ordered from 
Digital Globe and used for validation of the glacier mapping algorithms. Two QB scenes 
acquired in January 2006 were provided as ortho-ready standard imagery, which is 
radiometrically calibrated, and corrected for sensor and platform distortions (Digital_Globe 
2007). These scenes cover an area of 1,107 km2 and were well contrasted and snow-free outside 
glaciers. We orthorectified these scenes using the SRTM DEM and mosaicked them in ERDAS 
Imagine Leica Photogrammetry Suite (LPS). The nominal pixel size for QuickBird images is 2.4 
m. We resampled the scenes to 3 m-pixel size during the orhorectification process using the 
cubic convolution method to reduce disk space and processing time. We also ordered one 
WorldView-2 (WV2) panchromatic, ortho-ready scene at 50-cm spatial resolution, acquired on 
Dec 02, 2010. The WV2 scene covered the terminus of Zemu glacier, which was missing from 
the QB extent. All datasets were registered to UTM projection zone 45N, with elevations 
referenced to WGS84 datum. We did not perform topographic corrections on the satellite scenes 
due to potential errors that might be induced by the correction algorithms, discussed later. All 
remote sensing datasets were mapped to UTM projection zone 45 N, and vertical datum WGS84. 
Climate data 
We obtained rainfall data from the Tropical Rainfall Measuring Mission (TRMM) (Bhatt and 
Nakamura 2005; Bookhagen and Burbank 2006). TRMM is a joint mission between NASA and 
the Japan Aerospace Exploration Agency, designed to monitor and study tropical rainfall. We 
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used the 2B31 product, which is a combined Precipitation Radar (PR) / TRMM Microwave 
Imager (TMI) rain-rate product with path-integrated attenuation at 4 km horizontal and 250 m 
vertical resolutions. Data from the 2B31 product from more than 50 000 TRMM orbits were 
integrated over 10 years (1998 to 2007) and were obtained as geotiff images from: 
http://www.geog.ucsb.edu/~bodo/data.php?pg=data#trmm (Bookhagen and Burbank 2006; 
Bookhagen in review). The rainfall estimates were calibrated with ground-control stations 
derived from local and global gauge stations (Bookhagen and Burbank 2006). The spatial 
resolution of these datasets is 0.4 degree, or ~5 km. We tested various techniques (krigging, 
bilinear resampling and regression analysis) to downscale TRMM data to the spatial resolution 
of the SRTM DEM (90 m). 
We also obtained monthly temperature and rainfall data from the Indian Institute for Tropical 
Meteorology (IITM). Temperature data are based on regional averages in homogeneous regions, 
based on distinct climatic and geographical settings. We obtained data from the Northeast (NE) 
region, which extends from Sikkim to Bhutan and Assam in India. Temperature averages are 
based on monthly weather records of the India Meteorological Department (IMD) for the period 
1901-1990, and updated for the period 1991-2003 from Indian Daily Weather Reports (IDWRs) 
published by the IMD. Station temperature data have been converted to long-term gridded data 
and then averaged to derive estimates of regional monthly temperature series, as described in 
Kothawale and Rupakumar (2005). Rainfall data from IITM are based on the monsoon 
homogenous region comprising of W Bengal and Sikkim. We obtained gridded data, averaged to 
a single value based on the extent of our study area. Both temperature and rainfall records date 
for the period 1901 – 2004. We examined annual trends in rainfall and temperature as well as 
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seasonal trends defined as follows: winter (JF), pre-monsoon (MAM), summer monsoon (JJAS) 
and post-monsoon (OND). 
5.4. Glacier	  delineation	  and	  analysis	  
 
We focused on two time steps for glacier inventories and glacier change detection: the 1960’s 
decade, represented by the Swiss topographic map and the Corona imagery, and the 2000’s 
decade, represented by the ASTER and Landsat scenes. Glacier extents were digitized on screen 
from the 1960s topographic map, including the debris-covered parts of the glaciers, based on the 
lateral and terminal moraines clearly marked on the map. For the 2000’s datasets (Landsat and 
ASTER), we applied various band ratio techniques to map the clean parts of the glaciers: the 
Normalized Difference Snow Index (NDSI) (Hall et al. 1988; Hall et al. 1995), Landsat 4/5 and 
2/5 band ratios (ASTER 3/4 and 3/5) band ratios. These are described in detail in Racoviteanu et 
al (2009). Band ratio techniques for clean ice delineation rely on the high reflectivity of snow 
and ice in the visible to near infrared (VNIR) wavelengths (0.4 – 1.2 μm), compared to their low 
reflectivity in the shortwave infrared (SWIR, 1.4 - 2.5 μm) (Dozier, 1989; Rees, 2003). Band 
ratios techniques have proved successful in other studies in the Himalaya and elsewhere (Paul et 
al. 2002; Bolch et al. 2008a; Racoviteanu et al. 2008a; Paul and Andreassen 2009; Racoviteanu 
et al. 2009; Kamp et al. 2011) 
Discriminating debris-covered ice from ice-free moraines is difficult to achieve using 
multispectral analysis alone, due to the similar spectral signature of these two types of surfaces 
(Bishop et al. 2001). In this study, the debris-covered areas of glaciers were delineated from the 
Nov 27, 2001 ASTER scene using a decision tree approach. We combined multispectral data 
(including thermal data) with topographic variables and texture analysis, to identify potential 
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areas for the presence of debris cover on glaciers, as described in detail in Racoviteanu and 
Williams (in preparation). Our algorithm relies on the NDSI index, topographic factors (slope 
and elevation), presence/absence of vegetation, and kinetic surface temperature from ASTER 
(AST08 product). The decision tree eliminates areas that were considered not “suitable” for 
debris cover based on a-priori knowledge about the location of the debris-covered tongues, 
extracted from the topographic map. We applied a 3x3 median filter on the resulting map of 
potential debris covered map, and performed manual correction in areas where the algorithm 
failed due to the presence of shadows, clouds or snow. The debris cover map was validated by 
visual comparison with Quickbird and WorldView images, where debris cover is more easily 
discernible. Similar debris-cover mapping approaches have been used in other parts of the 
Himalaya (Bishop et al. 2001; Bolch et al. 2007; Shukla et al. 2009; Shukla et al. 2010; Kamp et 
al. 2011), with successful results.  
Ice masses were separated into glaciers using the SRTM DEM and the 2000 ice outlines on 
the basis of hydrologic functions, following the algorithm developed by Manley (2008), and 
described in Racoviteanu et al. (2009). Glacier analysis methods comply to standard procedures 
established within the framework of the GLIMS project (Raup and Khalsa 2007; Racoviteanu et 
al. 2009). These included: a) assuming no shift in the ice divides over the period of analysis, for 
simplicity and consistency in the change detection; b) assigning glacier IDs based on the latitude 
and longitude of the centroid of each glacier polygon; glaciers which disintegrated into smaller 
pieces from 1960s to 2000s were assigned a "parent" glacier ID; c) bodies of ice above the 
bergschrund were considered part of the glacier, as they contribute snow (through avalanches) 
and ice (through creep flow) to the glacier mass; d) exposed rock, nunataks and snow-free steep 
rock walls were excluded from the glacier area calculation; e) coding the resulting polygons as 
 160 
‘internal rock’, ‘glacier boundary’, ‘proglacial lakes’, ‘supraglacial lakes’ and ‘debris boundary’ 
and assigning uncertainties to each category. 
We calculated glacier area, terminus elevation, maximum elevation, median elevation, 
average slope angle and average aspect for glaciers in the 1960s and 2000 inventories using grid-
based modeling and zonal functions in GIS. Glacier thickness and length were obtained from 
Huss et al. (2011). They computed average glacier thickness and length for glaciers in our 2000 
inventory using mass turnover principles and ice flow mechanics, based on the approach by 
Farinotti (2009). This method uses glacier outlines and the SRTM DEM to derive thickness 
estimates iteratively based on Glenn’s flow law and a shape factor (Paterson 1994). We 
compared the 1960’s glacier outlines derived from Corona and the topographic map with the 
2000 glacier datasets from Landsat and ASTER on a glacier-by-glacier basis. We used the 
Quickbird imagery to validate delineation of debris cover tongues in detail in this area. Ice 
divides were matched for all the datasets to reduce uncertainty. If glaciers broke into different 
parts, they were counted and analyzed as part of the same ‘parent’ glacier. 
Geospatial glacier analysis was conducted at three spatial scales, determined by the extents of 
the imagery as described in Table 5.2. Spatial domain 1 is defined by the extent of the Landsat 7 
scene, and includes the Sikkim province of India, eastern Nepal (Tamor and Arun basins), as 
well as areas at the borders and beyond (parts of Bhutan and China). Spatial domain 2 is a subset 
of spatial domain 1 encompassing Sikkim glaciers, and was chosen for comparison with older 
inventories. Spatial domain 2 is covered by both Landsat and ASTER images. Spatial domain 3 
focuses around a group of glaciers in the Kangchendzonga area of Sikkim, chosen to illustrate 
glacier change analysis in the last four decades. This domain is entirely covered by all datasets 
(Corona, Landsat, ASTER, Quickbird and WorldView2).  
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Table 5.2. Spatial domains used for analysis and their characteristics 
 
Spatial domain Number of glaciers Details 
1 488 
The entire area of the Eastern Himalaya, in 
this study extending from Sikkim to China, 
as well as parts of W Bhutan and E Nepal. 
2 187 Sikkim Himalaya only 
3 26 Kangchendzonga glaciers in Sikkim 
 
5.5. Results	  and	  discussion	  
Regional climate characteristics 
Kangchendzonga area is situated in the eastern Himalaya, and is under the influence of the 
Southeast Asian monsoon (Bhatt and Nakamura 2005). To understand patterns of precipitation 
with respect to topography, we divided the study area in four regions using hydrologic functions, 
to capture the east-west and north-south topographic barriers. We analyzed TRMM precipitation 
patterns and glacier characteristics in each of these four regions. The histogram of rain rate over 
spatial domain 1 (Fig. 5.2) shows that ~77% of the rainfall occurs from the months of May to 
September, during the summer monsoon. This is consistent with observations from other areas in 
the eastern Himalaya such as Nepal, where ~80% of the precipitation falls during the monsoon 
(Ageta and Higuchi 1984; Racoviteanu et al. in preparation). There is a strong spatial variability 
of precipitation patterns within the study region, as revealed by TRMM data (Fig. 5.3), with a 
general decrease in rainfall with elevation. There are several cells of high precipitation at high 
elevations (> 6,000 m), which we attribute to errors in the TRMM data. Bookhagen and Burbank 
(2006) showed that the PR sensor has difficulties at snow- and ice-covered peaks (especially 
ice), which cause an overestimate in TRMM rainfall amounts at high elevations (Wulf et al. 
 162 
2010). There are east-west and north-south rainfall gradients in this study area: the east side of 
the study area (Sikkim) receives the highest amount of precipitation, based on the 10-year 
TRMM average (977 mm/yr), which is higher than the western side (Nepal, 805 mm/yr). The 
north-south gradient in precipitation is much more pronounced than the east-west gradient. The 
north side of the study area (China) receives the lowest amount of precipitation (146 mm/yr) 
(Table 5.3).  
 
Fig. 5.2 Precipitation regime over domain 1 expressed as rain rate from the TRMM 3B43 (v6) 
data averaged for the period 1998 – 2010. The graph shows the clear monsoon period from June 
to September, with peak precipitation in July.  
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Fig. 5.3 Spatial patterns in TRMM annual precipitation derived from the 3B43 dataset for spatial 
domain 1. Also shown are the four main basins delineated based on topography and watershed 
functions, and the 2000 glacier outlines in black. There are several cells of high precipitation at 
high altitudes over the Kangchendzonga summits and parts of Tibet, discussed in the text. 
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Table 5.3. Precipitation patterns averaged for the period 1998 – 2010 in the four climatic zones 
in the Kangchendzonga area, derived from TRMM 2B31 data. 
 
 N side (China) 
W side 
(Nepal) 
E side 
(Sikkim) E side (Bhutan) 
Mean basin 
elevation (m) 4931 4819 4658 4491 
Mean rainfall 
TRMM (mm/yr) 146 805 977 383 
 
The Landsat/ASTER 2000 glacier inventory (spatial domain 1) 
 
Glacier mapping results for part of the 2000 glacier inventory based on Landsat and ASTER are 
shown in Fig. 5.4. The NDSI method was found the most suitable for delineating clean ice from 
Landsat and ASTER scenes, based on visual inspection of the outlines with respect to the 
Quickbird imagery. Outputs of NDSI, ASTER bands ¾ and 3/5 were similar, but the NDSI 
glacier map was cleaner and less noisy and was chosen here. Snow and ice covered areas had 
NDSI values between 0.7 and 1, which is similar to values found in other areas of the world such 
as the Peruvian Andes (Racoviteanu et al. 2008a). We applied a threshold of 0.7 to the NDSI 
image (snow/ice > 0.7), and a 5x5 median filter to remove some of the noise and produce a 
smoother map. Applying a median filter is a well established technique in glacier mapping from 
space, and has been used on other studies (Paul 2007; Racoviteanu et al. 2008a). The NDSI 
algorithm, correctly distinguished between internal rock and shadows and differentiated them 
from ice/snow. Four categories of outlines were coded and stored separately in the GIS database: 
clean ice, debris cover, internal rock and pro-glacier lakes (Fig. 5.4).  
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Fig. 5.4 Results of the 2000 glacier inventory based on Landsat and ASTER. Glacier outlines and 
four categories are shown: clean ice, debris cover, internal rock and pro-glacier lakes. The 
1960’s Swiss topographic map used for correction of snow and debris cover is also shown in the 
background. 
 
A few areas where the algorithm failed (Fig. 5.4) had to be adjusted manually: a) turbid/frozen 
lakes were classified as snow/ice by the NDSI because their bulk optical properties are very 
similar in the visible and near-infrared wavelengths (Dozier 1989) and b) glaciers underneath 
low clouds in the southern part of the image could not be delineated based on this image alone, 
since optical sensors do not penetrate through cloud cover. Even though the image was acquired 
at the end of the ablation season (November), there was some transient snow outside the glaciers. 
This is often the case in this monsoon-dominated area of the Himalaya, where snowfalls occur 
late in the season (November-December). Transient snow was removed manually from the final 
clean glacier map on the basis of the 1960’s topographic map. Debris covered areas were 
adjusted manually on the basis of Quickbird imagery. A comparison with Landsat/ASTER 
outlines for a subset area shows good agreement (Fig. 5.6). The challenges and shortcomings of 
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decision tree algorithm based on ASTER multi-spectral and texture analysis is described in detail 
in Chapter 4.  
 
 
 
 
 
Fig. 5.5 2000 glacier outlines shown with the 2001 ASTER scene and draped over topography 
extracted from the ASTER DEM. Arrows point to the areas which had to be adjusted manually 
do to challenging mapping conditions: a) clouds; b) transient snow and c) debris covered areas. 
 
 
a 
 b 
c
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Fig. 5.6 Subset of the Quickbird scene used for validation of the debris covered glacier outlines 
from ASTER for the area around Kangchendzonga.  
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Descriptive statistics for the glacier characteristics in spatial domain 1 and subset areas are 
presented in Table 5.4. The 2000 glacier inventory based on Landsat and ASTER scenes yielded 
488 glaciers covering an area of 1,409 km2. Of the 488 glaciers analyzed, 162 are situated in 
Nepal, 187 in Sikkim, 30 in Bhutan and 109 in China. In 2000, glacier size ranged from 0.05 – 
105 km2, with an average size of 2.9 km2. This is small considering the size of some Himalayan 
glaciers (>100 km2), but it is about three times larger than tropical glaciers of Peru for example, 
where the average glacier size is ~1 km2 (Racoviteanu et al. 2008a).  
 
Table 5.4. Topographic parameters for glaciers in spatial domain 1 and sub-regions based on 
2000 Landsat and ASTER analysis. All parameters are presented on a region-by-region and 
glacier-by-glacier basis from the SRTM DEM. Debris cover fraction is calculated as % glacier 
area of the debris covered tongues only. 
 
 
Parameter All Nepal Sikkim Bhutan China 
Region-wide averages      
Number of glaciers 488 162 187 30 109 
Glacierized area (km2) 1409.0 465.3 537.6 105.7 300.4 
Number of debris-covered tongues 63 31 22 8 4 
Debris cover area (km2) 155.3 63.7 72.2 13.5 5.9 
Debris cover (% glacier area) 11.0 13.7 13.4 12.8 2.0 
Glacier averages      
Minimum elevation (m) 4907.6 4759.7 4702.0 4926.0 5425.1 
Median elevation (m) 5702.0 5714.9 5568.6 5652.0 5949.7 
Maximum elevation (m) 6793.0 6928.4 6908.2 6685.5 6530.3 
Slope (deg) 23.2 24.5 23.7 27.0 21.4 
Aspect (deg) 177.4 236.8 131.0 134.2 179.6 
Mean glacier size (km2) 2.9 2.9 2.9 3.5 2.8 
Length (km) 2 1.9 1.9 3.0 2.1 
Thickness (m) 24.4 22.7 23.4 31.2 26.7 
Debris cover fraction (%) 23.2 21.45 22.6 32.3 16.7 
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The frequency histogram of glacier area (Fig. 5.7) shows that glaciers with area < 10 km2 are 
prevalent in this area, and glacier size decreases non-linearly, with only a few glaciers > 100km2. 
Glacier termini elevations over the entire domain ranges from 3,990 m to 5,777 m, with an 
average of 4,702 m. The median glacier elevation ranges from 4,515 m to 6,388 m, with a mean 
of 5,568 m (Table 5.4). Median glacier elevations are a first-order indicator of equilibrium line 
altitudes (ELAs) (Benn et al. 2005).  
 
 
Fig. 5.7 Area frequency distribution of the 488 glaciers in spatial domain 1 based on 
Landsat/ASTER analysis. Glaciers smaller than 10 km2 are prevalent in this area, with only a 
couple of large glaciers (>100 km2). 
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Glaciers in this area are steep, with an average slope of 23 degrees, resulting in rockfall and 
accumulation of debris on glacier tongues (Fig. 5.8). The accumulation areas of glaciers tend to 
be steep, with gentle sloped ablation areas often covered with debris.  
 
 
Fig. 5.8 Slope frequency distribution of the 488 glaciers in spatial domain 1 based on 
Landsat/ASTER analysis. On average, glaciers in this area are steep, with a mean slope of 23°. 
 
Glacier thickness ranges from 3 m to 144 m, with the highest frequency of thickness < 30 m (Fig. 
5.9). There are only three glaciers in this area with thickness values > 100m. Glacier length 
ranges from 0.08 km to 23 km (Zemu glacier), with an average of 2 km (Fig. 5.10). Mool 
(2002b) reported a length of 26 km for Zemu glacier, and the Geologic Survey of India 
(Sangewar and Shukla 2009) reported 28 km for the same glacier based on 1970 topographic 
map. This suggests a change in length of ~ 5 km in 30 years, based on comparison with our 2000 
glacier inventory. The average glacier aspect over the entire domain is 177 degrees (south-
southeast), with two predominant orientations of the glacier tongues: west-northwest and east-
northeast (Fig. 5.11). 
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Fig. 5.9 Thickness frequency for the 488 glaciers in spatial domain 1 based on Landsat/ASTER 
analysis. Glaciers with thickness of less than 30 m are most prevalent. 
 
Fig. 5.10 Length frequency distribution of the 488 glaciers in spatial domain 1 based on 
Landsat/ASTER analysis. Glacier lengths of < 2 km are prevalent. 
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Fig. 5.11 Aspect frequency distribution of the 488 glaciers in spatial domain 1 based on 
Landsat/ASTER analysis. On average, glaciers in this area are oriented towards two directions: 
NW (300°) and NE (60°), with a mean of 177°. 
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There are some differences in glacier parameters among the four regions in spatial domain 1. 
There is a weak east-west gradient in glacier termini elevation: glaciers on the western side 
(Nepal) have termini and median elevations slightly higher (~50 m) than on the eastern side 
(Nepal). This can be explained by the location of glaciers on the Nepal side of the divide away 
from the monsoon. There is a strong north - south gradient in glacier elevation: termini 
elevations are 700 m higher on the north side of the divide (China) than on the south side 
(Sikkim). Similarly, median glacier elevations are ~ 400 m higher on the north side of the divide. 
These differences are consistent with general air circulation patterns in the area: the southwest 
Asian summer monsoon brings large amounts of precipitation on the south side of the Himalaya, 
favoring glacier growth at lower elevations. In contrast, glaciers on the north side of the 
Himalaya are found at higher elevations. Precipitation brought by the South Asian summer 
monsoon comes from the south east and is blocked by the barrier of the Himalaya (Clift and 
Plumb 2008), causing the upper reaches of the valleys and the Tibetan plateau to have a drier 
climate, hence higher glacier ELAs than the southern slopes. Benn and Owen (2005) showed that 
the drier climate on the northern slopes of the Himalaya results in higher ELAs (6,000 – 6,200 
m) compared to ELAs the southern slopes (4,600 – 5,600 m).  The ELA values we obtained for 
spatial domain 1 (5702 m) are ~300 m higher than ELA values obtained in Langtang region in 
Nepal, west of our study area, in a previous study (ELA = 5,468 m) (Racoviteanu et al. in 
preparation). This is in part due to including the ELAs on the north side of the divide, which are 
higher than values on the southern slopes (Table 5.4). 
There are differences in glacier orientation in the four regions. Glaciers in Nepal have an 
average aspect of 237 degrees (SW), whereas glaciers of Sikkim have an average orientation of 
131 degrees (SE). This is consistent with previous inventories (Mool et al. 2002b), which 
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estimated that in Sikkim,  70% of glaciers are oriented in a south, southwest, southeast and east 
direction. This is expected given the higher temperatures on the western slopes, which prevent 
glacier growth compared to the colder eastern slopes. There are less number of glaciers oriented 
towards the north and south directions, which are not directly in the direction of the monsoon. 
The distribution of debris cover area on the glacierized area is interesting. Of the total 
glacierized area in spatial domain, 155 km2 is covered by debris cover, or 11% of the glacierized 
area. Debris cover fraction, calculated on a glacier-by-glacier basis shows that overall, debris 
cover on glaciers averages 23.2% of the area of debris covered glaciers, with no significant 
differences between Nepal and Sikkim (Table 5.4). In spatial domain 1, 13% of the glaciers have 
debris cover on their tongues, ranging from 2.4% to 76% of their area. These results differ from 
other studies in the eastern Himalaya (Ageta and Higuchi 1984), which estimated as much as 
80% of glaciers in the Nepal Himalaya, for example, to be covered with debris. The distribution 
of debris cover on glaciers in this area is skewed, with a few large several glaciers such as Zemu 
extensively covered with debris. For Sikkim, we estimated 22 debris-covered glacier tongues, 
covering an area of 72.2 km2 in 2000, or 13.4% of the glacierized area. This is in contrast with 
the north side of the Himalaya (China), where debris cover covers only 2% of the glacierized 
area. The prevalence of debris cover on the south side of the Himalaya can be explained in part 
by the geology and topographic patterns in the two regions. The northern side of the divide is 
part of the Tibetan plateau, situated in a monsoon shadow, with gentler slope and lower rates of 
erosion because of the dry climate. The southern slopes of the Himalaya are steep, comprise of 
soft sedimentary rocks and Precambrian crystalline rocks (Mool et al. 2002b). These slopes are 
prone to erosion and rock fall due to large amounts of moisture brought by the monsoon, which 
explains the high amount of debris on the glacier surface on the south side of the divide. The 
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prevalence of debris cover on the southern slopes is also consistent with the steep slope of the 
terrain noted above. We do not note a significant difference in average glacier length and 
thickness among the four regions. Glacier length averages ~2 km for all glaciers, and the 
thickness ranges from ~23 to 31 m. Overall, a representative glacier in this area seems to be a 
small, steep valley-type glacier. 
 
Glacier trends in Sikkim 1960 – 2000 based on topographic data (Spatial domain 2) 
 
The 1960’s Sikkim glacier inventory based on the topographic map yielded 158 glaciers with 
a total area of 742 km2. In this study, we use the 1960’s inventory based on the Swiss 
topographic map as baseline for the change detection. The 2000 Landsat/ASTER inventory 
yielded 188 glaciers, covering an area of 537.6 km2 (Table 5.5). This represents an area loss of 
201.31 km2 between 1960’s and 2000, or 27.12 %, a rate of -0.68% ± 0.2% yr-1 (Fig. 3). The 
increased number of glaciers (+30) from 1960’s to 2000’s indicates disintegration of the ice 
bodies, reported in other parts of the Himalayas (Kulkarni et al. 2007; Bhambri et al. 2010) and 
the Alps (Paul et al. 2004b). These changes in glacier area are comparable to rates of retreat 
reported in other parts of the Himalaya: eg. - 0.7% per year in the western Himalaya reported by 
Kulkarni et al. (2007). The rates are also comparable with rates of retreat in other glacierized 
mountain ranges such as Alps (Kääb et al. 2002), the Tien Shan (Bolch 2007) and the Andes 
(Racoviteanu et al. 2008a). The rates are higher than the ones reported from the Himalaya by 
Bolch et al. (2008a) (-0.25 % yr-1 in the Khumbu region of Nepal from 1962 to 2001). The rates 
are in agreement, however, for the clean glaciers, which are also experiencing similar rates to our 
rates (-0.62 % yr-1 as reported by Bolch et al. 2008b for Khumbu). We conclude that Himalayan 
glacier retreat is within the range of retreat of other mountain ranges, and that the Himalaya are 
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not the fastest retreating glacierized area, as stated previously (WWF 2005; IPCC 2007). This 
also supports the rejection of the IPCC statement that Himalayan glaciers will disappear by 2035 
(Cogley et al. 2010). 
 
Table 5.5 Comparison among various estimates of ice extent for the Sikkim region from previous 
studies. The percent area change is given with respect to the 1960 glacier inventory. 
 
 
 
 
 
 
Area change since 
1960s Study 
 
Year 
 
Data source # glcrs 
Area 
(km2) % area 
change 
Rate/yr 
This study ~1960 
Swiss  
1:150 000 
topographic 
map 
158 742.03 - - 
Geolological 
Survey of 
India (1999) 
~1970 
 Indian 
1:63,000 
topographic 
maps 
449 706 -5.6% -0.4 
Kulkarni 
and Narain 
(1990) 
1987/ 
1989 
IRS-1C 
satellite 
images 
n/a 426  -43% -1.9 
ICIMOD 
Mool et al, 
(2002) 
2000 
Landsat TM, 
IRS-1C, 
topographic 
maps 
285 577 -22.2% -0.55 
This study 2000 Landsat TM, ASTER 188 
 
537.6 
 
 
-27.6% 
 
-0.68 
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Glacier termini elevations increased from 4,604 m to 4,702 m from 1960’s to 2000, which 
means a retreat of glacier tongues up the valley of +98 m. The average median elevation of the 
glaciers increased from 5,461 m in 1955 to 5,569 m in 2000, or +107 m on average (Table 5.6). 
Median elevations are considered rough estimates of the equilibrium line altitude ELA (Benn 
and Lehmkuhl 2000). The ELA values are within the range of modern ELA values reported for 
the Kangchendzonga area (5,300 – 6,000 m) (Benn and Owen 2005), and ~100 m higher than 
ELA values obtained by remote sensing methods in Langtang Himalaya, west of our study area 
(ELA = 5,468 m). 
 
Table 5.6. Glacier area and elevation changes in Sikkim 1960 – 2000. 
 
Data source Number of glaciers 
Min 
elevation 
change 
Med 
elevation 
change 
Area 
change 
(%) 
Area 
change 
(%/year) 
1960 topographic map 158 
2000 Landsat/ASTER 188 +98 +107 -27.6 
-0.68± 
0.2% 
 
 
Glacier changes in the Zemu basin based on Corona imagery 
We selected 27 glaciers in the Zemu basin to illustrate change detection at a small scale based 
on the Corona imagery and the Landsat/ASTER inventory (Fig. 5.12). Some of the change 
patterns are consistent with spatial domain 2, mainly the disintegration of ice bodies, and an 
overall retreat of glacier tongues (Table 5.7). The number of glaciers in this area increased from 
17 to 26 in forty years. However, the % area change estimated is smaller than the overall change 
in area in spatial domain 2 (Sikkim). Glaciers in the Zemu group have lost -15% in the last 40 
years (0.4% /year) compared to -0.68% per year in Sikkim as a whole. This may be due to the 
presence of a few large glacier tongues covered extensively with debris such as Zemu, Yalung 
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and Talung, which experience less change in area than clean glaciers. Other studies in the eastern 
Himalaya and beyond (Nakawo et al. 1999; Takeuchi et al. 2000; Bolch et al. 2008a; Scherler et 
al. 2011) have shown that debris covered glaciers lost mass by thinning rather than retreating in 
the last decades. These studies also showed an increase in the amount of debris cover on glacier 
tongues concomitant with glacier retreat (Iwata et al. 2000; Bolch et al. 2008a). Similarly, we 
have documented stagnating glacier tongues in Cordillera Blanca of Peru in a previous remote 
sensing study (Racoviteanu et al. 2008a). This suggests that that results from a small test area 
cannot be applied as representative of the entire region or mountain range without a detailed 
evaluation of the topographic characteristics of glaciers. In this case, extrapolating from a small 
area to the entire mountain range would underestimate the amount of change in glacier area.  
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Fig. 5.12 Glacier changes in the Zema Chhu basin, Sikkim from 1962 (in blue) to 2000 (in red) 
based on Corona and Landsat/ASTER. The retreat of glacier tongues is most visible for clean 
glaciers, with little change for the debris-covered tongues. 
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Table 5.7. Glacier changes based on multi-temporal data the subset Zemu area. The change in 
area is reported as percent compared to the 1960s Swiss topographic map. 
 
Data source No. glaciers Area (km2) ∆A (% total) ∆A (%/year) 
~1960 topographic 
map 18 197.6 -  
1962 Corona 17 190.7 7.3 - 
2000 
Landsat/ASTER 26 161.1 15.3 0.4 
 
5.6. Climate	  trends	  in	  the	  last	  century	  in	  the	  Kangchendzonga	  area	  
 
Mean annual air temperature records based on climate station data from northeast India region 
(Fig. 5.13) show an upward trend from 1900 to late 1950s, followed by a cool decade from 1960s 
to 1970, and an accelerated increase in temperature in the last three decades. Linear regression 
yielded a cooling trend of -0.06 °C per year before the 1970s, and a warming trend of 0.01°C per 
year from the 1970s to 2000’s decades in this area of the Himalaya. We note an accelerated trend 
in temperature increase since the 1990s (Fig. 5.13). The warming trends starting with the 1970’s 
has been noted in other studies in the Himalaya and elsewhere (Shrestha et al. 1999; Bhutiyani et 
al. 2007; Gautam et al. 2009; Gautam et al. 2010). Shrestha et al. (1999) reported warming trends 
ranging from 0.06 to 0.12 °C per year in the Himalaya based on climate stations in Nepal, which 
is consistent with our results. Gautam et al (2009; 2010) reported a tropospheric warming of 
0.87°C in the last three decades (1979 to 2007), or 0.03 °C per year for the South Asian monsoon 
region based on Microwave Sensor Unit (MSU) data. These rates of temperature increase are 
lower than rates noted in the northwestern Himalaya. For example, Bhutyani et al (2007) point at 
warming rates of 1.6°C per year for northwestern Himalaya based on climate station data. The 
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trends we observed here follow global patters of annual mean temperature based on instrumental 
records from the northern hemisphere since the 1850’s (Jansen et al. 2007). The decrease in 
temperature in the late 1950s and the subsequent warming we note here for the eastern Himalaya 
corresponds to global trends noted elsewhere, for example the Cordillera Blanca of Peru (Kaser 
1999; Racoviteanu et al. 2008a), the Tibetan Plateau (Li and Tang 1986) and the Arctic (Serreze 
et al. 2000). This suggests that regional trends are synchronized with global temperature trends, 
and are also consistent with glacier advances in the 1970s and glacier retreat in the last decades 
noted in the tropical Andes, the Tien Shan and the Himalaya (Kaser 1999; Khromova et al. 2003; 
Bolch et al. 2008a). 
 
 
 
 
Fig. 5.13 Mean annual temperatures in the last century, based on IITM records from the 
northeast region in India. There is an overall increase in temperature in the last century, with a 
slight decrease in the 1950 - 1970s decades. 
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Annual rainfall patterns from the Kangchendzonga region (Fig. 5.14a) show interannual 
variability from 1900 to 1950s, but no clear trend. Rainfall decreased from the 1950s to 1970s 
decades, increased from the 1970s to 1990s, and decreased again since the 1990s. Overall, 
however, rainfall has been decreasing since the 1950s, synchronous with temperature increases 
in the same period (Fig. 5.13). Seasonal trends in rainfall for the same record (Fig. 5.14b) reveal 
that these patterns are mostly driven by changes in the summer monsoon precipitation, since 
there is no clear trend during the spring, fall and winter seasons. The decreasing trends in 
monsoon rainfall in the last decades is consistent with results from other studies in the area 
(Bhutiyani et al. 2010). Other studies reported a reduction in total seasonal snowfall (Dimri and 
Kumar 2008; Shekhar et al. 2010) in the last three decades in the Himalaya. 
Climate patterns in the last decades noted here appear to be consistent with negative glacier 
area changes noted in several studies for the monsoon-influenced area of the Himalaya (Bolch et 
al. 2008a; Bhambri et al. 2010; Bolch et al. 2011). Glacier retreat and thinning may be linked 
with the increased temperature and decreased precipitation trends noted on the basis of station 
data. We do not have climate records from stations at different altitudes in this area of the 
Himalaya to interpret vertical structures in climate trends and their impact on glacier changes. 
We can only infer that increased temperatures coupled with decreased monsoon precipitation 
may likely increase the ice ablation rates as well as diminish the accumulation rates during the 
summer, which may result in negative glacier mass balances in the future. 
 183 
 
 
Fig. 5.14 Precipitation trends for spatial domain 1 in the last century based on IITM records. a) 
annual precipitation, showing a decrease in rainfall in the 1950’s to 1970’s decades; b) seasonal 
trends in precipitation showing a distinct trend in monsoon precipitation, similar to annual 
precipitation, but no trend in post-monsoon or pre-monsoon months. 
a. 
b. 
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5.7. Uncertainties 
 
Our results are influenced by the accuracy of the satellite imagery, mostly the geolocation of 
the Corona imagery. The ground horizontal errors associated with the Corona images (~60 m) 
are consistent with accuracies obtained on Corona images in Mexico, using a fitting software and 
the FECOD parameters (Henry Snyder, NASA Goddard, personal communication). A trend 
analysis on the horizontal shifts between the Corona and Landsat images, however, showed that 
the largest errors were concentrated towards the edges of the images, where the GCPs were less 
reliable, so we estimate that these horizontal errors should not affect our results considerably.  
There are inconsistencies in the various glacier inventories, which limit the accuracy of our 
estimate of decadal glacier changes. Our glacier inventory based on the Swiss topographic map 
and the inventory published by the Geological Survey of India (GSI) (Sangewar and Shukla 
2009) differ by 37 km2, or 5% of our estimated area for the 1960’s. GSI reported 449 glaciers in 
the 1960 - 1970s, while we found 158 glaciers with an area of for approximately the same time 
period. The glacierized area was estimated from Indian IRS-1A and Landsat data in 1987/88 as 
431 km2 (Kulkarni 1992b), which would suggest an unrealistic area loss of 42% glacierized area 
since the 1960’s – 1970’s, and a would imply a subsequent glacier growth in the 2000s decade, 
which is unlikely.  
Given that the area estimated in 1987 is smaller than both our study and the study by Mool et 
al. (2002), we consider the 1987 study to underestimate the glacier area, perhaps due to omission 
or errors in the delineation of debris covered tongues. Similarly, our 2000 glacier inventory and 
the inventory by Mool et al. (2002) based on the same source imagery differ by 39.4 km2 or 7.3% 
of our estimated area. Mool et al (2002) reported 285 glaciers in Sikkim, while we found 188 
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glaciers. We attribute the difference between this study and our results to 1) differences in image 
classification techniques, particularly in problematic areas such as debris covered glacier 
tongues, clouds and seasonal snow; 2) different imagery used to complement the Landsat 
imagery (in our study, we used ASTER imagery while Mool et al. 2002 used IRS-C satellite data 
and old topographic maps, which may have introduced errors.  Methodology differences and 
inconsistencies in glacier estimates are quite common in multi-temporal image analysis 
performed by different analysts, and were noted in other areas of the world previously 
(Racoviteanu et al. 2009).  
 
5.8. Conclusions	  
 
In this study we have combined data from various sensors to construct a new glacier inventory 
for the Kangchendzonga area in the eastern Himalaya, and to quantify glacier changes in the last 
four decades. Based on the Landsat/ASTER data and an old topographic map, we have 
determined an area change of -0.68 % per year in the 1960’s to 2000 decade. Analysis of 1962 
Corona imagery in the Zemu basin points to smaller rates of retreat of 0.4% per year, which we 
attributed to the presence of glacier tongues extensively covered by debris in this area. This 
supports findings from other areas of the Himalaya, which indicate that debris covered glaciers 
are thinning rather than retreating. We also documented a retreat of glacier termini to higher 
elevations, and an increase in glacier ELA, as expected. Climate records based on regional 
averages show increasing trends in temperature and decreasing rainfall since the 1950s, which is 
in agreement with our observations of glacier changes.  
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We have shown that Corona imagery can be used in this data-sparse area of the Himalaya for 
change detection, with extensive pre-processing steps. Other studies (Narama et al. 2007; Bolch 
et al. 2008a) have pointed out the difficulty of working with Corona imagery in high altitude 
rugged terrain due to errors in the orthorectification process. Further work remains in order to 
extend the glacier change detection based on the Corona imagery for the whole study area, and to 
estimate the sensitivity of glaciers to climate changes in this area. 
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CHAPTER 6 
 
Assessing the contribution of ice-melt to streamflow in the Nepal 
Himalaya using remote sensing and isotopic analysis 
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Abstract: Mountain glaciers constitute an important component of the hydrologic regime of 
many large mountain ranges and regions, including the Himalayas. However, the hydrologic 
regime of Himalayan catchment basins, and the role of glaciers in the hydrologic regime of this 
mountain range (particularly their contribution to base flow) are not well understood. In this 
study, we estimate glacier runoff in a data-sparse mountain watershed in the monsoon-influenced 
part of the Nepal Himalaya using an ice ablation gradient method and remote sensing data from 
the Advanced Spaceborne Thermal Emission and Reflection Radiometer (ASTER) and IKONOS 
sensors. We use remote sensing data combined with elevation data from the Shuttle Radar 
Topography Mission (SRTM) to extract glacier data, which we input into a simple, ablation 
gradient model. We also use data from hydro-meteorological stations to determine the 
contribution of glaciers to measured discharge values at various elevations and distances from 
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the glacier outlets. Secondly, innovative water isotope tracers (δ18O and δD) measured in the 
field are used here to identify and quantify the contribution of various sources of water (ice and 
groundwater) to river flow, and their potential changes over time. The main goal is to estimate 
the contribution of the melting ice to streamflow in Himalayan basins, but also to use the 
available in situ and remote sensing data sources to establish reasonable bounds on the 
precipitation and storage components. 
 
6.1. Introduction	  
An increasing number of studies in the recent years have reported widespread glacier area 
changes (Fujita et al. 2001; Kulkarni and Bahuguna 2002; Kulkarni et al. 2005; Bhambri et al. 
2010), negative glacier mass balance (Berthier et al. 2007; Bolch et al. 2008a; Bolch et al. 2011), 
and accelerated growth of pro-glacier lakes across the Himalaya (Bajracharya et al. 2007; 
Gardelle et al. 2011). Some rates of retreat were reported as “alarming” in some studies 
(Kulkarni et al. 2005). There is a widespread concern about the potential socio-economic 
implications of such changes on regional water supplies (Barnett et al. 2005; Immerzeel et al. 
2010), the contribution of glaciers to sea level rise (Kaser et al. 2006) and increased natural 
hazards such as outburst floods from moraine-dammed lakes (Mool et al. 2002a; Mool et al. 
2002b; Bajracharya et al. 2007; Bolch et al. 2008b). There are concerns among local 
communities as well as the wider scientific community about glacier changes at the headwaters 
of the Indus, Ganges, Brahmaputra, Yangtze, and Yellow rivers, and potential water shortages 
for the 1.4 billion people estimated to depend on water from these basins (Immerzeel et al. 
2010). The belief that Himalayan glaciers will disappear by 2035 as a result of climate forcing 
(WWF 2005; IPCC 2007) has been shown erroneous (Cogley et al. 2010), posing the need for 
 189 
sound scientific knowledge about the current behavior of these glaciers in different climate 
regimes across the Himalaya. 
Mountain glaciers constitute a significant component of the hydrologic regime of high alpine 
catchments, including parts of the Himalayas (Immerzeel et al. 2010; Kaser et al. 2010; Thayyen 
and Gergan 2010). Understanding the timing and spatial patterns of ice-melt is key for planning 
water resources for irrigation, hydropower generation and consumption in areas where glaciers 
are important water resources. Despite recent progress on the hydrology of the Himalayan 
catchment basins, we still lack a consensus on the role of ice melt in streamflow at various scales 
across the Himalaya, and its sensitivity to various climate scenarios. Estimates of the 
contribution of ice melt to streamflow vary significantly in literature due to inconsistencies in the 
methodology used to derive glacier runoff estimates, different scales of analysis and limited 
hydrologic measurements for validating the existing models. For example, Winiger et al. (2005) 
attributed 70% of the annual runoff in the Indus basin to seasonal monsoon rains in the foothills 
and front ranges, with the remaining component (only 30%) attributed to snow and ice- melt. In 
contrast, Immerzeel et al. (2009) attributed 72% of the streamflow in the upper Indus basin to 
ice- and snow-melt (32% and 40%, respectively), with the remaining 28% due to rain. Immerzeel 
et al. (2010) and Kaser et al (2010) reported that glacier melt water is extremely important in the 
Indus Basin, but only moderately important for the Ganges, Yangtze, Brahmaputra and Yellow 
rivers. Such findings are in disagreement with previous studies (Singh and Bengtsson 2004; 
Barnett et al. 2005), where as much as 70% of the annual flow of the Ganges, and its principal 
tributaries, was attributed to “accelerated” glacier melt. Further confusions in literature are 
introduced by the use of hypothetical data and conceptual models to predict climate-induced 
streamflow changes (Fukushima et al. 1991), or water resource planning (Braun et al. 1993; Rees 
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and Collins 2006) in areas where no data were available. An assessment of the role of glaciers in 
the hydrologic regime of the Himalaya is still needed. In this paper, we use remote sensing data 
to quantify the role of ice - melt to streamflow runoff in the Himalaya, focusing on the Trishuli 
and Dudh Kosi basins in Nepal. The methodology for estimating ice runoff involves remote 
sensing- derived glacier outlines, area-altitude distribution of ice masses based on a digital 
elevation model (DEM), and the use of an ice ablation gradient to estimate ice melt.  
Validation of our methodology relies on ground measurements of stable isotopes of oxygen 
and hydrogen, used here to estimate above-ground water sources (glacier melt) and groundwater, 
and their contribution to total discharge in the basins studied. Stable isotope ratios (hydrogen and 
oxygen) of surface waters and precipitation have been used in several studies to identify sources 
of water on northern slopes of the Himalaya and the Tibetan plateau (Aizen et al. 1996; Pande et 
al. 2000; Shichang et al. 2002; Hren et al. 2009), and the western Himalaya (Mayevski et al. 
1983; Garzione et al. 2000; Karim and Veizer 2002). Studies using isotope measurements to 
identify water sources in the monsoon-influenced area of the Himalaya, however, remain scarce 
and limited to a few areas (Pande et al. 2000; Zhang et al. 2001). In this study we exploit the 
potential of stable isotopes to validate results of ice melt models, and to improve the 
understanding of water sources in this area, where the local hydrology is complicated by 
interaction of the Asian monsoon with the complex topographic relief. Specific questions we 
address here are: 1) What is the contribution of glacier melt to discharge on an annual basis? 2) 
How does that contribution change as basin area increases and includes lower-elevation areas 
where the majority of the population lives? 3) How sensitive are the estimates of glacial melt to 
the ELA and to the ice ablation gradient?  4) Do stable isotopes provide similar results about the 
ice-melt component as the ablation model?  
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6.2. Study	  Area	  	  
We selected Trishuli and Dudh Kosi basins in the monsoon-dominated eastern Himalaya to 
estimate the contribution of ice melt (Fig. 6.1a). Trishuli basin is part of the Narayani river basin, 
and is located approximately 60 km north of Kathmandu. The upper part of the basin is known as 
Langtang valley, and is a typical U-shaped valley with steep walls, oriented southwest to 
northeast (Shairawa et al. 1992). Elevations in Langtang valley range from 325 m to ~7,345 m. 
The upper glacierized catchement is called Langtang Khola watershed, and is situated above the 
Kyangjin meteorological and hydrologic station (~3, 920m).  The hydrology and climate of this 
watershed have been studied by the Japanese for more than 30 years (Seko 1987; Yamada et al. 
1992; Takahashi et al. 1993; Kayastha et al. 2005).  Observations included mass balance 
measurements on Yala glacier, monitored intermittently since 1985 (Fujita et al. 1998). Dudh 
Kosi basin is located in the Solu-Khumbu region of Nepal, approximately 150 km east of 
Kathmandu, and is part of the larger Sapta Kosi river basin (Fig. 6.1b). Elevations range from 
451 m at the valley bottom to 8,783 m at the summits, with rugged, glacierized terrain. Mera 
glacier, a clean small glacier at the headwaters of the Ingkhu River in the Dudh Kosi basin, has 
been monitored for mass balance since 2007 by the French Institute for Research and 
Development (IRD) within the framework of the GLACIOCLIM project. Glacier topography in 
both basins is characterized by the presence of heavy debris-cover on glacier tongues, which can 
reach a thicknesses of up to 2 m at glacier termini (Kayastha et al. 2000). For simplicity, in this 
study we do not estimate ice melt on the debris-covered parts of these glaciers. 
Climatically, both basins are situated in the eastern Himalaya, dominated by the south-west 
Asian summer monsoon circulation system. The monsoon is caused by mid-troposphere heating 
over the Tibetan plateau during the summer and the inflow of moist air from the Bay of Bengal 
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to the continent (Yanai et al. 1992; Benn and Owen 1998). The warm air masses interact with the 
topography of the Himalaya and Tibetan plateau (HTP), causing maximum precipitation at low 
to moderate elevations on the south slopes of the Himalaya during the summer months (June to 
September) (Shrestha 2000; Bookhagen and Burbank 2006). The central-eastern Ganges plains, 
where our study area is located, receive heavy orographic rainfall during the summer months 
(~80% of the annual rainfall) (Ageta and Higuchi 1984; Bookhagen and Burbank 2006). Glaciers 
in this area are considered “summer-accumulation” type, because accumulation and ablation 
occur simultaneously in the summer (Ageta and Higuchi 1984).  
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Fig. 6.1a Trishuli sub-basin with the three scales of analysis corresponding to the three runoff 
stations: Trishuli, Betrawati and Kyangjin (also known as Base House, BH in some studies). 
Also shown is Narayani runoff station. 
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Fig. 6.1b Dudh Koshi sub-basin with the nested Ingkhu watershed, and the two stations with 
discharge measurements (P1 and Dudh Kosi or Rabuwa Bazar). Also shown are sampling sites in 
the two basins. Elevation ranges are based on SRTM DEM and are shown for the Trishuli and 
Dudh Kosi basins. 
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6.3. Data	  sources	  
Elevation data 
 
Elevation data in this study is based on the Shuttle Radar Topography Mission (SRTM 
DEM). We used the latest version of the SRTM DEM, known as v4 or SRTM CGIAR, which is 
a hydrologically-sound DEM (CGIAR-CSI 2004). The vertical accuracy of the SRTM DEM in 
this area, calculated as root mean square (RMSEz) with respect to 25 field-based Ground Control 
Points (GCPs) was 31m ± 10 m. The GCPs were obtained in the field on non-glacierized terrain 
such as roads and bare land outside the glaciers using a Trimble Geoexplorer XE series. We used 
the SRTM DEM to extract glacier parameters such as glacier termini elevation, and median 
elevation of the ice masses. The SRTM DEM was used to delineate basins as the contributing 
areas upstream of each runoff stations using hydrologic functions in a Geographic Information 
System (GIS) environment.  
Remote-sensing data 
 
In this study we rely on multispectral remote sensing data from the Advanced Spaceborne 
Thermal Emission and Reflection Radiometer (ASTER) and IKONOS sensors. The ASTER 
sensor has been acquiring images since 1999, at a spatial resolution of 15m in the visible-near 
infrared bands (VNIR), 30m in short-wave infrared (SWIR), and 90m in the thermal bands 
(TIR). Two ASTER scenes were chosen: one scene from Oct. 2003 covered the Trishuli basin, 
and the Dec 2005 scene covered the Dudh Kosi basin (Table 1). The scenes had high contrast 
over glaciers, minimal cloud cover, and were acquired at the end of the ablation season (for 
minimal seasonal snow), hence suitable for glacier mapping. These criteria are consistent with 
recommendations for remote sensing glacier delineation established within the framework of the 
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GLIMS project (Racoviteanu et al. 2009). We obtained the product ASTDMO14, which provides 
the orthorectified ASTER bands as well as a “relative” DEM constructed with no ground control 
points (Welch et al. 1998; LPDAAC 2006). We also obtained the ASTER Level 2 surface 
reflectance product (AST_07XT), derived from atmospherically corrected radiance values for 
each of the bands in VNIR and SWIR bands, and reported as a number between 0 and 1. Two 
IKONOS-2 scenes were obtained from Geoeye archives for the Trishuli and Dudh Kosi 
watersheds (October 2003 and November 2008, respectively) (Table 6.1). The IKONOS scenes 
have one panchromatic band (0.82 m pixel size) and four multispectral bands in VNIR (3.2m 
pixel size) and a swath width of 11.3 km. They were provided as standard geometrically 
corrected IKONOS scenes, which we then orthorectified using Rational Polynomial Coefficients 
(RPCs) and the SRTM DEM. Color composites of visible and near-infrared IKONOS bands 
served for manual editing of ASTER-derived glacier boundaries in areas covered by shadow, 
clouds and illuminated moraines, where glacier mapping is known to be notoriously difficult 
(Racoviteanu et al. 2009).  
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Table 6.1. Summary of the satellite imagery used for glacier delineation 
  
 
Hydro-meteorologic data and basin delineation 
 
Stream gauge and meteorologic data were obtained from the Department of 
Hydrology and Meteorology Ministry of Water resources (DHM), Nepal. Data included: a) 
monthly precipitation data for the Kyangjin meteorological station in Trishuli (3,920 m); b) 
runoff data at Kyangjin (3,800 m), Betrawati (600 m) and Narayani (150 m) hydrological 
stations in Narayani river basin, and Rabuwa Bazar (470 m) in the Dudh Kosi river basin. 
Characteristics of these stations are presented in Table 6.2. Monthly discharge data were 
averaged for the length of the period with continuous measurements, ~ 10 years, since years with 
Satellite Area Scene ID Date Spatial resolution Notes 
Mera 
 
SC:AST_L1A.003:20
32268638 
 
2005-12-
15 
ASTER 
Langtang 
SC:AST_L1A.003:20
18321481 
 
2003-10-
30 
15mVNIR 
 
30m SWIR 
 
90m TIR 
 
GLIMS glacier 
gains 
 
Mera 
 
200811030504321000
00116174302 
 
200811030504321000
0011617430 
2008-11-
03 
 
 
2008-11-
03 
 
 
1m PAN 
(nadir) 
 
4m MSI 
0% clouds 
 
 
8% clouds 
IKONO
S-2 
Langtang 
200311100510259000
0011615251 
 
200310220518062000
0011621642 
 
200310220518062000
0011621642 
2003-10-
22 
 
 
2003-10-
22 
 
 
2003-10-
22 
1m PAN 
(nadir) 
 
4m MSI 
7% clouds 
 
 
0% clouds 
 
 
0% clouds 
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missing data were omitted. We calculated specific discharge for each basin as ΣQd / A, where Qd 
is the daily mean discharge (mm/day), and A is the basin area. In addition to these existing 
runoff stations, we chose two points along the Trishuli and Ingkhu rivers, which we used for 
estimates of runoff and for delineating basin boundaries to match the basin extents used in 
previous inventories (Mool et al. 2002b). These points are denoted here as “Trishuli” and “P1” 
on Fig. 6.1 a and b respectively.  Discharge at these points was estimated using a ratio of the 
watershed sizes with the closest runoff stations. For Langtang, we had discharge measurements 
from two neighboring runoff stations: one above the Trishuli point (Betrawati, 600 m) and one 
below it at Narayani (150 m) (Fig. 6.1a). We estimated discharge values at Trishuli based on 
each of the two stations, and then we averaged these values: 
 
 
 
For Dudh Kosi: 
 
 
The runoff stations (either measured or estimated) were used as “pour points” to determine the 
contributing areas upstream using hydrologic modeling functions in GIS and the SRTM DEM.  
 
 
 
! 
Q1Trishuli =
ATrishuli
ABetrawati
" QBetrawati
! 
Q2Trishuli =
ATrishuli
ANarayani
" QNarayani
! 
Q
P1
=
AHinku
ADudkKosi
" QDudhKosi
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Table 6.2. List of DHM hydrometeorological stations used in this study 
 
 
Station 
Name 
Station 
code 
River 
Basin Lat Lon 
Elevation 
(m) 
Start 
Record 
End 
Record Station Type 
Rabuwa 
Bazar 670 Koshi 27.27 86.65 460 10/3/64 12/12/06 Hydrologic 
Kyangjing BH Narayani 28.22 85.55 3800 10/01/87 12/31/06 Hydrologic 
Kyangjing BH Narayani 28.22 85.62 3920 10/01/87 12/31/06 Meteorologic 
Betrawati 447 Narayani 27.58 85.11 600 04/01/67 01/01/06 Hydrologic 
Narayani 450 Narayani 27.71 84.43 150 01/01/63 12/12/06 Hydrologic 
 
Field sampling 
 
Water samples were collected as grab samples during synoptic surveys in Trishuli and Dudh 
Kosi basins at the end of the ablation season (November 2008 and 2009, respectively). Samples 
for glacier ice and spring waters were collected along an elevation gradient on trekking routes 
and at side valleys in both basins. Snow samples were collected along the climbing route on 
Mera Peak from base camp (~5,300 m) to the summit (6,350 m) (Tables 6.3, 6.4 and Figs. 6.1 a - 
b). The sample locations were recorded with a hand-held Trimble Geoexplorer XE GPS unit, 
with an average horizontal accuracy of ~5 m, and a vertical accuracy of ~9 m, calculated based 
on the position of the satellites at the time of the sampling. Samples collected for geochemical 
analysis in Langtang were filtered through a 47-mm Costar Nucleopore 0.45-µm membrane 
filter. All samples of snow, ice, and spring water were shipped to the Institute of Arctic and 
Alpine Research (INSTAAR) at University of Colorado-Boulder, and analyzed at the Kiowa Wet 
Chemistry Laboratory for pH, Conductance, ANC, H+, Ca2+, Na+, Mg+, K+, Cl-, NO3-, SO42-, and 
Si. In this study, we focus only on hydrogen and oxygen isotopes (δD and δ18O). Isotopic 
analyses of 18O were conducted using the CO2-H20 equilibration technique at the Stable Isotope 
Laboratory at the Institute of Arctic and Alpine Research in Boulder, CO.  The 18O values are 
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expressed in conventional delta (δ) notation in units of per mil (‰) relative to Vienna Standard 
Mean Ocean Water (V-SMOW), with a precision of ±0.05‰: 
 
 
 
 
The new and old water components are estimated using δ18O (e.g., Liu et al. 2004) by : 
      (1) 
 
with the water balance constraint that 
  
                   (2) 
 
where Q is volume flow rate, C is δ18O content, and the subscripts indicate the water  source. 
We analyzed the spatial patterns of δ18O samples in relation to proximity to glaciers and the 
elevation of the headwaters using the SRTM DEM and grid-based functions in GIS. For each 
sample, we applied hydrologic functions to determine the upstream contributing area to that 
point, and extracted the median and maximum elevation of the headwaters. We performed a 
regression analysis on to δ18O values and the sample elevations as well as the maximum 
elevation of the contributing area to each sample to attempt to explain spatial patterns in δ18O.  
 
 
 
oldnewstream QQQ +=
 201 
Table 6.3 Water samples collected along the Trishuli river and tributaries in Langtang basin. 
 
 
 
Code Site description Sample 
Sample 
elev. 
(m) 
Head-
water 
elev. 
(m) 
δ18O 
(‰) 
δD 
(‰) 
P-1 Trishuli Trishuli river 490.0 - -11.67 -87.23 
P-2 Trishuli river at Syabrubesi after remixing Trishuli river 1408.0 - -11.64 -89.22 
P-3 Bhote Kosol village Trishuli river 1414.5 - -11.86 -88.88 
P-4 Langtang Khola Trishuli river 1432.9 - -12.83 -96.78 
P-5 Spring sample (Groundwater) Trishuli river 1663.0 5101 -13.30 -99.45 
P-6 Lama Hotel, Langtang Khola Trishuli river 2447.3 5848 -14.00 -103.20 
P-7 Ghoratabela villge,  Langtang Khola Trishuli river 2987.4 7034 -13.66 -102.82 
P-8 Mixing from clean and debris at bridge Trishuli river 3853.7 6257 -12.31 -92.97 
P-9 Langtang River at Kyangin Gompa Trishuli river 3776.8 6302 -14.64 -109.47 
P-10 Lirung outlet at bridge Tributary 3982.1 7183 -12.50 -90.11 
P-13 Langtang glacier, west outlet Tributary 4660.5 6166 -13.16 -101.16 
P-14 Langtang glacier, main outlet Trishuli river 4464.2 5690 -15.15 -113.92 
P-15 Small clean glacier above Langtang River Tributary 4220.8 4570 -14.36 -105.59 
P-16 Langtang River before Langshisha Trishuli river 4111.0 6911 -15.20 -112.25 
P-17A Langtang River after Langshisha Trishuli river 4096.6 6302 -15.19 -113.24 
P-17B Salbhachum glacier, side valley Tributary 3994.6 6257 -13.43 -102.26 
P-18 Yala glacier near Kyanjin Gompa Tributary 3868.1 7176 -13.55 -102.15 
P-20 Small clean glacier above Langtang Tributary 3548.4 5418 -11.82 -86.86 
P-21 Side valley, after Langtang Tributary 3357.9 5101 -13.56 -97.37 
P-22 At bridge before Baub village Trishuli river 1993.0 5848 -11.98 -86.97 
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Table 6.4. Water samples collected along the Ingkhu river and tributaries, Dudh Kosi basin	  
 
 
 
 
Code Site description Sample Elevation (m) 
δ18O 
(‰) 
δD 
(‰) 
M01A Ingkhu river Main river 3370.26 -14.99 -108.47 
M01B Ingkhu river Main river 3370.26 -14.96 -108.50 
M02 Kote village Main river 3514.36 -15.11 -109.26 
M03 Sabai glacier outlet Tributary 4256.20 -13.87 -98.43 
M04 Above Tangnag village Main river 4263.58 -16.60 -121.50 
M05 After mixing Main river 4429.10 -16.52 -121.68 
M06 Dig glacier outlet before mixing Tributary 4430.77 -16.00 -115.66 
M07 Debris cover glacier outlet Tributary 4584.43 -16.72 -122.73 
M08A Mera glacier at Dig Tributary 4620.31 -16.32 -118.54 
M08B Mera glacier at Dig Tributary 4620.31 -16.19 -118.58 
M09 Snow above base camp Mera Snow 5306.25 -16.93 -124.84 
M11 Snow above high camp Mera Snow 5775.03 -23.18 -172.15 
M13 Snow on Mera glacier Snow 6160.76 -21.13 -158.24 
M14 Snow below summit Snow 6383.30 -22.65 -168.47 
M16 Spring (represents groundwater) Spring 4300.00 -12.75 -89.75 
 203 
 
6.4. Methodology	  
Model description 
 
Simple models such as the degree-day models have been used in various studies to estimate 
glacier runoff in a basin, including parts of the Himalaya (Kayastha et al. 2000; Kayastha et al. 
2005; Immerzeel et al. 2009; Immerzeel et al. 2010). Although such models are easy to use and 
have been shown to be quite robust (Ohmura 2001; Hock 2003), applying these over larger areas 
in the Himalaya is often hampered by the lack of field measurements needed to estimate the 
degree day factors needed for the model. Here, we propose a simple model, referred to as the 
“ice ablation model”, initially developed by Alford (1992) and applied subsequently on nine 
glacierized basins in Nepal Himalaya by Alford et al. (2009).  
In a glacierized watershed, the yearly hydrologic balance has been described as: 
 
ΔS = Pr + Pm - ET- Q,  
 
where Q is runoff, Pr is rainwater, Pm is melt from snow/ice, ET is evapo-transpiration, and ΔS 
is the change in storage (Yamada and Motoyama 1988; Fukushima et al. 1991). In this area of 
the Himalaya, evapo-transpiration is considered negligible as temperatures are low year-round 
(2.7º C average measured at Kyangjin during 1995- 1986) (Yamada and Motoyama 1988). In 
Langtang Khola and Inghku watersheds, evapo-transpiration from forested, soil and water bodies 
is negligible, because i) there is no forest cover in these upper basins (Kayastha et al. 2005) and 
ii) oxygen and hydrogen isotopic results show no fractionation during evaporation (section 5.2). 
The change in the amount of water stored ΔS is also assumed to be zero since melt is estimated 
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over one year (cf. Fukushima et al. 1991). Therefore, we assume that all glacier melt in a basin 
becomes runoff, with no melt lost to evaporation or sublimation, and a small amount is stored as 
groundwater or as englacial storage (Konz et al. 2006).  
In this paper we focus on the contribution of the clean ice areas of the glaciers, as a first-order 
approximation of the contribution of glacier melt to runoff in this area of the Himalaya. The 
methodology is illustrated for the Trishuli basin, one of our two study areas, shown in Fig 6.1a. 
Characteristics of the basin and sub-basins are presented Table 6.5.  
 
Table 6.5.  Characteristics of the basins and sub-basins used for the ablation model 
 
  
 
 
 
 
 
 
 
 
Basin 
Average 
Basin 
Elevation 
(m) 
Basin 
area 
(km2) 
Annual 
discharge 
(m3/km2) 
Specific 
discharge 
(m) 
Glacierized 
area (% 
basin) 
Glacier 
contribution 
(%) 
Langtang 
Khola 5140 352.3 0.2 0.6 35.7 71.0 
Betrawati 4088 3250.6 6.9 2.1 15.3 15.2 
Trishuli 3029 5221.1 11.7 2.2 9.5 9.0 
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General steps in the ice ablation model (Fig. 6.2) involve: 1) delineating glacier boundaries; 
2) computing ice hypsometry for 100-m altitudinal bands using the glacier area and a DEM; 3) 
delineating the basin-wide equilibrium line altitude (ELA); 4) choosing a vertical mass balance 
gradient and applying it to the clean ice in the ablation areas of the glaciers; 5) multiplying the 
area of each altitudinal band by the ablation gradient values to obtain glacier meltwater volume 
contribution from the specific elevation band and 6) summing up the of volumes of individual 
altitudinal bands to obtain estimates of total runoff volumes for each basin. The only input 
parameters needed in the model are glacier area and hypsometry, the regional ELA and the ice 
ablation gradient. These are discussed below. Ice melt over the entire glacierized area in a given 
basin was calculated as: 
  
 
where Bs is the glacier ice melt volume (106 m3), bn is the specific ice melt (in meters) 
computed for each altitudinal band, and Ai is the area of each altitude band in the ablation zone 
of the glaciers (in km2).  Melt over the ablation area of a glacier is assumed to represent a net 
annual loss of mass to the glacier. We chose remote sensing images at the end of the ablation 
season to delineate the glaciers, which allows us to assume there is no seasonal snowmelt. We 
also assume equilibrium state, in which ice mass lost over the ablation glacier area represents 
some fraction of the ice transferred from the accumulation zone to the ablation zone by glacier 
dynamics. We compared the estimated glacier melt with measured discharge at gauging stations 
along an elevation gradient to determine the percent glacier contribution to streamflow at each of 
the three stations downstream in Trishuli basin. 
Bs=∑
i=1
n
bn_Ai
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Fig. 6.2 Conceptual diagram for the workflow used in this study. 
 
Glacier area and hypsometry 
 
Parameterization of the ice ablation model relies on three key glacier variables: ice area, 
hypsometry and the basin-wide ELA. We used the ASTER scenes and the SRTM DEM to 
develop these parameters on a basin-by-basin basis. ASTER data have been used extensively for 
glacier mapping in the last two decades, including areas of the Himalaya (Bolch et al. 2008a; 
Racoviteanu et al. 2008b; Kamp et al. 2011; Racoviteanu and Williams in preparation). We 
tested various ASTER band combinations, ratios and thresholds used as standard methodology 
for glacier delineation (ASTER ¾, 3/5 and the Normalized Difference Snow Index, NDSI), 
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described in detail in Racoviteanu et al. (2009). We assessed the performance of each of these 
algorithms by comparing the ice outlines with the high-resolution IKONOS scenes from the 
same year. We applied the ablation model to the entire ice areas, without splitting these areas 
into individual glaciers. Delineating the debris-covered parts of the glacier tongues remains a 
challenge in remote sensing due to the similar spectral signature of debris-covered ice to 
surrounding non-ice moraines, which makes it difficult to distinguish between these two 
surfaces. Several mapping approaches have been developed on the basis of multispectral 
information (including thermal data) combined with topography to estimate the areas of debris-
covered glaciers (Taschner and Ranzi 2002; Bolch et al. 2007; Shukla et al. 2009; Shukla et al. 
2010; Kamp et al. 2011). A semi-automated approach using a combination of texture analysis, 
multispectral and topographic data has been tested for the Sikkim Himalaya with promising 
results (Racoviteanu and Williams in preparation) (Racoviteanu and Williams in preparation). 
Estimating melt under the debris cover, however, is challenging because of the lack of 
measurements of debris thickness. Some field measurements or modeling efforts have been 
conducted on a few glaciers in our study area (Nakawo et al. 1993; Nakawo and Rana 1999; 
Gades et al. 2000; Iwata et al. 2000; Kayastha et al. 2000; Singh 2000; Tangborn and Rana 2000; 
Suzuki et al. 2007; Casey et al. 2011). However, we do not have enough data to estimate ablation 
gradients over larger basins at this point, therefore we did not consider the debris-covered parts 
of the glaciers in this model. 
Glacier hypsometry (the area-altitude distribution of ice masses) was derived from the ice 
outlines and the SRTM DEM by extracting the ice elevations on a pixel-by-pixel basis from the 
DEM for each 100 m-elevation band, and then converting these to area (in km2). The ice area of 
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each elevation band was multiplied with the ablation gradient described below to obtain the ice 
melt for each elevation band. 
Glacier Equilibrium Line Altitude (ELA) 
 
The Equilibrium Line Altitude (ELA) is the average altitude at which accumulation balances 
ablation on a glacier (Paterson 1994). In the field, ELA is estimated on a yearly basis as the 
altitude at which mass balance is zero, based on interpolation from point measurements of mass 
balance. The steady-state ELA is the average altitude at which mass balance is zero for a glacier 
in particular climatic and topographic settings, and is calculated using multiple measurements of 
annual ELAs. Some estimates of steady-state ELAs exists in areas were field measurements 
exist, such as western Himalayas (Kulkarni 1992; Wagnon et al. 2007), and the central/eastern 
Himalayas  (Fujita et al. 1998), but these are limited to a few glaciers. Several methods have 
been employed in previous studies for estimating ELAs of glaciers with no field measurements. 
These include the median elevation of glaciers, accumulation-area altitude (AAR), maximum 
altitude of lateral moraines (MALM), and terminus-to-head altitude ratio (THAR), discussed in 
detail by Benn et al.  (2005). A frequently used method, sometimes referred to as the remote 
sensing ELA method, is to delineate the snow line altitude (SLA) on a satellite image at the end 
of the ablation season. The snow line on glaciers separates clean ice from snow, and is clearly 
visible due to the high contrast between snow and ice on the surface of the glaciers at the end of 
the ablation season. The remote sensing method assumes that SLAs at the end of the ablation 
season are an estimate of the yearly ELA (Paterson 1994). All methods have some limitations, 
and they depend on the accuracy of the DEM used for the altitude estimates, but in general they 
are good proxies for a regional ELA. The THAR method has been used by Kayastha and 
Harrison (2008) to estimate changes in ELAs in the Nepal Himalaya since the Little Ice Age. 
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The assumption that SLA at the end of the ablation season coincided to the ELA was tested and 
validated in the French Alps (Rabatel et al. 2005). In this study, we initially focus on the median 
elevation of glaciers and the frequency distribution of elevation as first-order approximations of 
ELA. The median elevation of glaciers proved useful in estimating glacier ELAs in geospatial 
inventories in other areas of the world (Manley 2008). We complement this method with a 
remote sensing approach based on manual delineation of the ELAs from an ASTER-derived 
albedo. We used the bands from the ASTER reflectance product to calculate a broadband albedo 
using the equation:  
 
 
 
where b1 – 9 are the surface reflectance bands (Greuell et al. 2002; Greuell and Oerlemans 
2004). The albedo relationship was developed in a different glacierized area, and has not been 
calibrated in the Himalaya. However, we consider this to be sufficient for a regional ELA, since 
we validate this approach with the median altitude of glaciers. We digitized the ELAs on screen 
using the albedo image, on the basis of differences in albedo values for ice, snow and debris 
cover (Paterson 1994). We then averaged the elevation of the pixels along each digitized line to 
derive an estimate of the regional ELA. We also examined spatial patterns of the ELA 
distribution using basic statistics and trend analysis in a raster GIS environment. 
Ice ablation gradient 
 
The ablation gradient was initially referred to by Haeferli (1962), and subsequently denoted 
by various terms such as the “activity index” (Meier 1962; Meier and Tangborn 1965), “mass 
balance gradient” (Konz et al., 2006), or the “vertical budget gradient” (VBG) (Kaser 2001; 
! 
" = 0.484# b1 + 0.335# b3 $ 0.324#b5+0.552# b6 + 0.305# b8 $ 0.367# b9 $ 0.0015
 210 
Kaser and Osmaston 2002). Here we use the term “ice ablation gradient” or (δb/δz), defined as 
thickness of ice melt per one hundred meters elevation change on the glacier (m/100 m). 
Ablation gradients are usually measured in the field using the traditional glaciologic method 
(Kotlyakov and Krenke 1982; Braithwaite 1984; Rabatel et al. 2005; Wagnon et al. 2007). 
Ablation gradients vary across the Himalaya depending on the location of the glacierized basins 
in relation to the larger scale climate gradients such as the Asian monsoon, or local topography. 
A net balance of 0.69 m/100m was reported for the Chhota Shigri glacier in Himachal Pradesh in 
the western Himalaya, based on four years of mass balance measurements (Wagnon et al., 2007). 
Values for the ablation gradient, however, vary from east to west due to regional climatic 
regimes. Ice ablation gradients in the central/eastern monsoon-influenced part of Himalaya 
range, measured on Yala glacier, range from 0.81 m – 1.3 m/100 m (Fujita et al. 1998; Konz et 
al. 2006). In this study, we based our choice of the ablation gradient based on field 
measurements on Yala glacier, located in Trishuli basin. We used a value of 1.4 m/100 m, which 
is slightly higher than values reported by Fujita et al (1998) in order to provide more 
conservative estimates of the ice melt. To quantify uncertainty, we conducted sensitivity analyses 
were conducted on both ELA and δb/δz parameters. Sensitivity analysis was also used to 
examine the potential impact of future climate forcing on glacier runoff estimates derived from 
the ablation model. 
6.5. Results	  and	  discussion	  	  
Precipitation and runoff patterns 
 
Discharge and precipitation patterns at Kyangjin station in the Langtang Khola watershed are 
shown in Fig. 6.3a-b for the ten-year period with available measurements (1988- 1998 for 
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discharge and 1993 – 2003 for precipitation). Daily discharge measurements at this station show 
a clear monsoon signal, with a sharp increase in runoff starting in June and a maximum in late 
July/early August. Average daily discharge at Kyangjin for the period of observation was 16.7 
m3/s, which corresponds to an average specific discharge of 1.72 mm/day (Fig. 6.3a). The 
maximum discharge in July indicates the melting of snow and ice, triggered by increased 
temperatures and increased absorption of solar radiation by the snow and ice surfaces due to 
increased cloudiness during the monsoon (Thayyen and Gergan 2010). The hydrograph has only 
one peak, suggesting that snow and ice melt happen concomitantly in this monsoon-dominated 
area of the Himalaya. This is in contrast with other areas, where two peaks of discharge from 
snow and ice are clearly visible on the hydrograph (Li and Williams 2008).  
Monthly precipitation graphs (Fig 6.3b) show a maximum during the months of June to 
August. For the 1993 - 2003 period, we calculated that 73% of the annual precipitation occurred 
during the monsoon, which is consistent with trends noted by Ageta and Higuchi (1984) and 
Shairawa et al (1992), based on independent field measurements in the same basin. The average 
annual precipitation at Kyangjin was 646.5 mm for this period, which is in close agreement with 
values reported in a previous study by Kayastha et al (2005). Discharge reached its maximum in 
the first half of July (4 mm/day), and then decreased to about 0.6 mm/day during the winter 
months. The low values of winter runoff are generally correlated with mean temperatures below 
0ºC (Motoyama et al. 1987), and are considered  base flow values. Such patterns are 
characteristic of monsoon-dominated system, and in contrast with the western areas of the 
Himalaya, which experience less summer monsoon precipitation (Bookhagen and Burbank 
2006). There is a seasonal dependency of precipitation with altitude in this area: precipitation 
decreases with altitude up to about 4,000 m during the monsoon period due to reduced water 
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vapor, and increases with altitude during the winter due to uplift of moist air from synoptic 
(western) disturbances (Seko 1987). Interestingly, however, annual precipitation amounts at 
Kyangjin (541 mm) are comparable to those measured at the outlet of Langtang glacier at 5,300 
m (556 mm respectively). Shairawa et al. (1992) showed that  Kyangjin station receives less 
precipitation than similar elevations in the valley and elsewhere due to its location at the bottom 
of a narrow valley. Monsoon winds bring precipitation on the southern slopes of the valley, but 
their movement northwards is blocked by the east-west topographic barrier. As a result, the 
valley bottom receives less precipitation than south-facing upper ridges of Langtang valley.  
Similar to precipitation, specific discharge increases as elevation decreases (Table 6.5). 
Specific discharge at the high-elevation hydrologic station Kyangjin was 0.6 m, which is lower 
than specific discharge at the stations downstream, where at Betrawati Q = 2.1 m and at Trishuli 
Q = 2.2 m. Thus, higher amounts of precipitation at low elevation driven by monsoon rains result 
in higher amounts of specific discharge at lower elevations, which is in contrast to most mid-
latitude mountain environments where discharge is driven by snow and ice melt at high elevation 
and specific discharge generally decreases with decreasing elevation. 
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Fig. 6.3 Precipitation and runoff patterns in Langtang Khola Wastershed. a) daily discharge 
patterns at Kyangjing station, averaged monthly for the period 1988 – 1998; b) monthly 
precipitation patterns at Kyangjing meteorological station, averaged for the period 1993 – 2003. 
Data are from the Department of Hydrology and Meteorology (DHM), Nepal 
b. 
a. 
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Glacier delineation 
 
The ASTER band ratio ¾ with a threshold of 2 was found to be the most suitable of all 
algorithms for delineating the clean ice areas in the Trishuli basin (ASTER ¾ > 2 = ice) based on 
visual inspection with a false color composite (ASTER 432), as well as comparison with the 
IKONOS image. Applying a median filter with a 3x3 window resulted in a cleaner glacier map 
by removing isolated pixels classified as ice. Other studies (Andreassen 2008; Bolch et al. 2008c; 
Paul and Andreassen 2009) used similar band ratios, thresholds and median filters applied to 
Landsat imagery to delineate glaciers over large regions in Norway and Western Canada. We 
used the IKONOS scenes to manually adjust areas where the semi-automated approach failed 
because of the presence of some snow pixels, or confusion with non-ice moraines due to their 
higher brightness. The band ratio method did not distinguish the debris-covered areas of the 
glaciers from clean ice; debris covered areas were excluded from our calculations because of the 
difficulty of estimating melt under or at the surface of debris cover.  
The resulting ice area for Trishuli basin is 497.5 km2, of which 125.7 km2 are situated in 
Langtang Khola watershed. We calculated the % glacierized areas for each of the nested 
watersheds in Trishuli (Langtang Khola, Betrawati and Trishuli) as 35.7%, 15.3% and 9.5% 
respectively. Characteristics of the three watersheds are summarized in Table 6.5.  We note that 
the % glacierized areas are less than half of the basin area even for the upper basin. Langtang 
Khola watershed is the upper watershed, with an area of 352.3 km2.  
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Fig. 6.4 Glacier hypsometry for the Trishuli basin at Betrawati and Langtang Khola at Kyangjin, 
derived from glacier outlines and the SRTM DEM. Also shown in black is the basin-wide 
average ELA derived from the broadband albedo.  
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ELA estimates 
 
Glacier elevations in the Trishuli basin ranged from 3,826 m at the glacier termini to 7,345 m 
at headwaters, with a median of 5,538 m. Glacier elevations in Langtang Khola watershed 
ranged from 4,388 m at the termini to 7183 m at the headwaters, with a median of 5,660 m 
(Table 6.6). The histogram of ice elevations (Fig. 6.4) shows a normal distribution of glacier 
elevations in the two basins, with the highest frequency of elevations situated in the 5,400 – 
5,500m elevation band.  
 
Table 6.6. Glacier characteristics per basin, derived from SRTM DEM and ASTER-based glacier 
outlines  
 
 
 
The median elevation serves as a first approximation of the basin-wide ELA. To validate 
these values, we digitized a total of 159 SLAs for the Trishuli basin, based on the broadband 
albedo of the 2003 ASTER scene (Fig. 6.5). Of these, 150 lines were situated in the Trishuli 
basin, and were used to extract a regional ELA. The remaining nine ELAs were located northeast 
of the mountain range (on the Tibetan plateau) and were used only for investigating spatial 
trends, to compare and contrast ELA patterns north and south of the topographic divide. We 
consider these SLAs to be representative of the yearly ELA (Paterson 1994). The average 
Glacier elevation (m) Glacier area (km2) % Total Area 
Basin 
Min Z Med Z Max Z Accumu-lation 
Abla-
tion Total 
Accumu
-lation 
Abla-
tion 
Langtang 
Khola  4388 5660 7183 82.6 43.1 125.7 66 34 
Betrawati 3826 5538 7345 268.1 229.4 497.5 54 46 
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Fig. 6.5 Broad-band albedo derived from ASTER bands 1, 3, 5, 6, 7 and 9 for a subset of the 
Langtang region. Also shown (dashed lines in black) are the ELAs for individual glaciers, 
digitized based on albedo values for snow, ice and debris covered ice (Paterson, 1994).  
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elevation of the digitized SLAs in the Trishuli basin ranged from 4,869 m to 6,231 m, with a 
mean of 5,468 m and a standard deviation of 251.1 m.  
The spatial distribution of ELAs shows a clear trend, with ELA values increasing from 
southwest to northwest (Fig. 6.5). The trend is represented by a tilted surface, which dips at a 
rate of 12 m vertical per 1 km change in easting and 5 m per 1 km change in northing, oriented 
towards the NE (22.6 degrees). This trend reflects the orographic forcing of monsoon air masses 
over the Himalaya, which causes and a reduction in the moisture content of the masses as they 
ascend over the topographic barrier. Benn and Owen (2005) showed that the drier climate on the 
northern slopes results in higher ELAs (6,000 – 6,200m) compared to ELAs the southern slopes 
(4,600- 5,600 m). These ELA values are also consistent with ELAs reported from field-based 
measurements on Yala glacier in Langtang in the late 1980’s (ELAYala ~ 5300 – 5400 m) 
(Morinaga et al. 1987; Fujita et al. 1998; Konz et al. 2006). Yearly ELA values measured on 
Mera glacier in Khumbu are higher than the ELAs in Langtang (ELAMera ~ 5,500 – 5,700 m for 
the period 2007 – 2010) (Yves Arnaud, IRD France- personal communication). Similar values 
for modern ELAs were reported in Benn and Owen (2000) for the Langtang valley in Trishuli 
basin (ELALangtang = 5,320 m), and the south side of the Everest area (ELAEverest = 5200 m).  
The histogram of ELA values (Fig. 6.6) shows a normal distribution of ELAs, with the 
highest frequency of values in the 5,500 – 5,600 m elevation band. The values calculated by 
averaging the ELA elevations are about 100 m higher on average than the median elevation of 
the ice masses, but within the standard deviations of the average ELA values. We consider the 
remote sensing estimates to be more rigorous than the median elevation of glaciers, and we use 
this value for the ablation model (ELA = 5,468 m).   
 
 219 
 
 
 
Fig. 6.6 Frequency distribution of ELA elevation values, derived on a pixel-by-pixel basis using 
the SRTM DEM. ELA vector lines were digitized in a semi-automated manner from the albedo 
product. The maximum frequency is situated at the 5,500 – 5,600 m elevation band. 
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Ablation model results 
  
Here we present ice ablation model results from the Trishuli basin only, since previous 
studies in this area provide validation and basis for comparison.  First, we determined the 
ablation area of glaciers in the Betrawati basin to be 229.4 km2 (34% of the whole glacierized 
area), of which 43.1 km2 was in Langtang Khola watershed (46% of the glacier area). We 
computed an annual volume of 0.2 km3 glacier melt for the upper Langtang Khola watershed and 
1.0 km3 for the Betrawati and Trishuli basins, which have the same glacierized area at their 
headwaters. Table 6.5 and Fig. 6.7 show the computed ice melt at three points along Trishuli 
river, in relation to the % glacierized area of the basin. The ice ablation model yielded a 
significant contribution of glaciers to river flow in Langtang Khola watershed (~71% glacier 
melt contribution at Kyangjin hydrologic station at ~3,800 m). The ice melt contribution at 
Langtang decreased to about 9% of streamflow at Trishuli, at 150 m elevation, ~75 km 
downstream from the glacier termini. The large role of ice melt close to the glacier termini is 
comparable to results from Yamada and Motoyama (1988), who reported 54% of measured 
annual runoff in Langtang Khola watershed from glacier melt, and 76% in the smaller Lirung 
Khola watershed during 1985/1986.  In our analysis, Lirung Khola watershed was included in the 
larger Langtang Khola watershed, so we cannot compare these numbers directly. Similarly, 
Thayyen and Gergan (2010) found a significant contribution of glacier runoff to streamflow in a 
small basin in the Garwhal Himalaya, in the same climatic zone as ours (74% contribution of 
melting ice in 2003 measurements). Singh et al (2006) reported a significant contribution of 
combined snow-and ice melt to total streamflow runoff (87% from 2000 to 2003). The observed 
decrease in the contribution of melting ice to streamflow downstream with increasing distance 
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from the glacierized areas is in agreement with large-scale studies in other parts of the Himalaya 
(Immerzeel et al. 2009; Immerzeel et al. 2010; Kaser et al. 2010).  
 
 
 
 
Fig. 6.7 Contribution of glacier runoff to annual streamflow at three points along Trishuli in the 
Narayani river basin: Trishuli (estimated discharge), Betrawati and Kyangjin (measured 
discharge), and the percent glacierized area in each basin. 
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The contribution of the melting ice to annual discharge depends largely on the altitude of the 
basin and the percent glacierized area in a basin. We found the contribution of ice melt in a small 
high altitude sub-basin (Langtang Khola) to be about 8 times that of ice melt over a larger basin, 
which has with less glacierized area relative to its size (Trishuli). This shows that seasonal 
snowmelt and rain from the non-glacierized areas in larger basins with outlets at low elevations 
are much more important to total annual streamflow than the melting ice occupying a small 
percent of the basin. This is consistent with results from Kayastha et al (2005), who found that 
the total annual amount of discharge at Kyangjin during 1985/86 and 1988 was mainly controlled 
by the amount of snowmelt in the watershed (64% and 48% of streamflow), and only a small 
percent (6% and 4 % respectively) was due to melting ice. Any proportional increase in glacier 
melt contribution to total streamflow is due to a reduction in the contribution of non-glacierized 
areas (i.e. by snowmelt and rain) rather than an increase in glacier melt (Thayyen and Gergan 
2010). These past studies showed that in the central/eastern area of the Himalaya, snow and 
monsoon precipitation have a significant impact on streamflow.  
Model sensitivity 
 
Sensitivity tests performed on the ice ablaiton gradient (+/- 1 m/100 m) and ELA (+/- 200 m) 
showed that the model is extremely sensitive to the elevation of the ELA, but not very sensitive 
to the choice of ice ablation gradient (Table 6.7). For example, for Kyangjin, an increase in ELA 
by 1 standard deviation (∆ELA = + 200 m), while maintaining the same ablation gradient at 1.4 
m/100 m caused a 50% increase in glacier ice melt contribution. The % ice melt estimated under 
this scenario would be 150% of the current measured discharge (Table 6.7). A lowering the ELA 
by 1 standard deviation (∆ELA = -200 m) caused the glacier contribution to decrease by two 
thirds or 24.6% of the measured discharge. Changes in the ELA cannot be decoupled from the 
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vertical mass balance gradient. An increase in ELA under a higher precipitation scenario might 
imply a steepening of the mass balance gradient, as already noted worldwide (Dyurgerov and 
Dwyer 2000a). Changing the ice ablation gradient to 1.5 m/100m and 1.3m/100m while keeping 
the ice ablation gradient constant did not induce significant changes in the % ice melt 
contribution at Kyangjin (76.1 % and 65.9%, respectively). In a potential warming scenario, a 
steepening of the ice ablation gradient concomitant with a rise in ELA is possible, and would 
result in a significantly higher glacier runoff as shown here. A rise in the ELA (∆ELA = +26 m) 
has been documented in this area of the in the last decades (Kayastha et al. 2005; Kayastha and 
Harrison 2008), and was shown to be related to increases in temperature (Shrestha et al. 1999). 
Such small changes in the ELA do not have a significant effect on the glacier melt contribution 
to streamflow as determined from the ablation model. We determined that a rise in ELA of at 
least +132 m would be needed in order to increase the contribution of glacier melt significantly. 
Some combination of temperature and/or precipitation change and reduction in glacier area 
would induce this effect on the ELA. We note that the methodology developed in this study 
allows us to use multi-temporal imagery to assess the impact of changes in glacier area at the 
same time as a change in ELA and/or VBG, and capture the temporal changes in ice melt 
contribution. Quantifying the impact of changes in these parameters is beyond the scope of the 
current study; however, the challenges associated with estimating remote-sensing glacier area, 
ELA and VBG on a yearly basis are addressed below. 
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Table 6.7. Sensitivity of the glacier melt model to ELA and ice ablation gradient for the three 
basins in Trishuli. 
 
 
Langtang Khola Betrawati Trishuli 
Parameter Scenario Glacier 
runoff 
(km3) 
Glacier 
contribution 
(%) 
Glacier 
runoff 
(km3) 
Glacier 
contribution 
(%) 
Glacier 
contribution 
(%) 
ELA = 
5,468 m 
("normal") 
0.16 71.0 1.05 15.2 9.0 
ELA = 
5,668 m 
("warming") 
0.33 149.3 1.89 27.3 16.1 ELA 
ELA = 
5,268 m 
("cooling") 
0.05 0.2 0.49 7.0 4.1 
δb/δz = 
1.4m/100 m 0.16 71.0 1.05 15.2 9.6 
δb/δz = 
1.3m/100 m 0.15 65.9 1.0 14.5 8.5 δb/δz 
δb/δz = 
1.5m/100 m 0.17 76.1 1.12 16.8 10.4 
 
Model validation: water isotopes and mixing models 
We examined trends in oxygen isotopes with elevation for 22 water samples collected in the 
Trishuli basin, and 16 water samples in the Dudh Kosi basin. The δ18O values for the Langtang 
region ranged from -11.64 ‰ at the lowest elevation sampling site along the main stem of the 
river to -15.20 ‰ on the main stem near the tongue of the main Langtang glacier (Table 6.1). 
The distribution of δ18O with elevation (Fig. 6.8) shows decreasing trends in δ18O with elevation 
for both Trishuli and Dudh Kosi samples. The rate of decrease in δ18O is -0.6 ‰ per 1,000 m 
elevation for the Langtang samples and -2.7 ‰ per 1,000 m elevation for the Dudh Kosi 
samples. The correlation between elevation and δ18O are significant at 95% confidence interval 
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at both sites (Pearson’s r =-0.61 and -0.88, respectively). The δ18O values display a spread of 
about ~3‰ in the 4,000 – 5,000 m elevation range. The outlet of the west Langtang Glacier at an 
elevation of 4660 m had δ18O values of -13.16 ‰, while the outlet of the main Langtang Glacier 
at an elevation of 4,464 m was about 2 ‰ more depleted in δ18O, with a value of -15.15 ‰. The 
δ18O values of samples collected several kilometers below the outlets of smaller glaciers along 
the side of the main drainage were consistently 1 to 2 ‰ more enriched than the outlet of the 
main Langtang glacier. The δ18O values along the main stem (Langtang Khola) were consistently 
more enriched with distance downstream. In contrast to the Langtang drainage, the δ18O values at 
Mera became progressively more depleted with elevation, ranging from -12.75 ‰ at a spring that 
we believe represents groundwater, to -23.18 ‰ in snow collected near the summit of Mera, at 
6,550 m (Table 6.2; Fig. 6.8). 
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Fig. 6.8 δ18O trends with elevaton for sampling sites in Langang and Dudh Kosi. Open circles 
denote snow samples on Mera glacier; filled symbols represent surface water sampled. There is a 
decreasing trend in δ18O with elevation at both sites. 
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We also investigated the relationship between hydrogen and oxygen isotopes in the two 
basins. Generally, δD - δ18O in precipitation and surface waters are related according to the 
relationship δD = 8 δ18O + 10, defined as the Global Meteoric Water Line (GMWL) (Craig 
1961). The δD - δ18O relationship for all water samples plots near GMWL, with only slight 
difference between the two basins (Fig. 6.9). Linear regression in the two basins yielded Local 
Meteoric Water Lines (LMWL) of: 
 
 δD = 7.4 δ18O – 0.93 for Trishuli 
 
        δD = 7.9 δ18O + 9.7 for Dudh Kosi 
 
The steep slopes of the LMWL, and the low D-excess values (< 10 ‰) are consistent with 
low fractionation at high humidity conditions, typical of a monsoon-dominated area (Garzione et 
al. 2000; Karim and Veizer 2002; Hren et al. 2009). Garzione et al (2000), also found little 
kinetic evaporation during rainfall in the drier area of the Himalaya, west of our study area. The 
deuterium excess at Langtang and Mera (9.7 ‰ and -0.93 ‰, respectively) are below the global 
mean of 10 ‰, which is characteristic of the Asian monsoon (Karim and Veizer 2002; Hren et al. 
2009). In monsoon-type climates, water vapor originates mainly from the Indian Ocean during 
the summer monsoon, as observed in the monsoon-dominated part of the Tibetan Plateau (Hren 
et al. 2009). This is expected given the location of Langtang valley at the transition region 
between the Asian monsoon and the Tibetan plateau monsoon (Zhang et al. 2001). 
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Fig. 6.9 δ18O and δD relationship for streamwaters in the Langtang and Dudh Kosi study areas. 
Isotopics compositions of the water follow closely the Global Meteoric Water Line (GMWL), 
with little different between the two basins. 
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Mixing models show a surprising amount of groundwater. For the Trishuli basin, we 
parameterized groundwater from a spring (P5) with a value of -13.30 ‰.  Glacier outflow (some 
combination of snow and ice melt, along with potential storage of monsoon rain) was estimated 
from the Langtang River before Langshisha (P16). Mixing models show that at the glacier 
contribution to streamflow was 70% at the gauging station of Kyangjin (,800 m), and 37% at 
Lama Hotel (1,448 m) (Fig. 6.10). In the Dudh Kosi basin, the contribution of glacier melt to 
streamflow was 95% close to the Mera glacier outlet (4,585 m) and 53% at 3,370 m (Fig. 6.11). 
The glacier component decreased rapidly with altitude in both basins, as the contribution of 
groundwater increased (73% groundwater contribution within 30 km of Langtang glacier and 
46% within 10 km of Mera glacier). These results are consistent with the ice ablation model 
results for Trishuli basin, which shows ~ 71% icemelt contribution at Kyangjin hydrologic 
station. The consistent decrease in δ18O isotopic values downriver in both Trishuli and Dudh 
Kosi suggests an increasing contribution of groundwater at lower elevations. However, since we 
don’t have independent values of groundwater isotopic content at lower elevations, we cannot 
run our mixing models at lower elevations.  
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Fig. 6.10 The contribution of melting snow and ice versus groundwater to streamflow in 
Langtang Khola watershed. The contribution of snow and ice to streamflow decreses to ~70% 
50% of streamflow within 30 km of the terminus of Langtang glacier. 
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Fig. 6.11 The contribution of melting snow and ice versus groundwater to streamflow in 
Langtang Khola watershed. The contribution of snow and ice to streamflow decreses to less than 
50% of streamflow within 10 km of the terminus of Mera glacier. 
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6.6. Uncertainty	  and	  limitations	  
Remote sensing techniques show promise for understanding the contribution of glacierized 
areas to streamflow runoff over large areas in the Himalaya where only limited runoff 
measurements exist. The accuracy of the ice melt estimate depends on several factors: 1) the 
quality of the remote sensing data used for glacier delineation (instrument gain settings, seasonal 
snow or clouds, time of year of the image acquisition and geolocation errors); 2) uncertainty 
associated with glacier mapping (shadows, seasonal snow on glaciers, highly-reflective water 
bodies and debris covered areas); 3) uncertainty in the estimates of ELA associated with the 
satellite-derived albedo, and the DEM; 4) uncertainty in the ice ablation gradient due to lack of 
mass balance measurements on a glacier-by-glacier basis. A detailed description of these 
challenges, along with some recommendations is provided in Racoviteanu et al (2008b) and 
Racoviteanu et al (2009). Here we summarize the main error sources as they pertain to either the 
ice ablation model and the isotope analysis, or both. 
(1) In this study, we assumed a nominal uncertainty in glacier outlines of 1 ASTER pixel size 
(±15 m). Based on validation with high resolution IKONOS imagery (4m), we estimate the 
errors in glacier delineation to be  ± 15 m. The IKONOS scene was acquired at 7-day difference 
from the ASTER scenes, but the lack of snow in the IKONOS scene justifies its use for 
validation of the ASTER-derived outlines. For the Ingkhu watershed, due to the discrepancy in 
the year of acquisition of the two types of imagery, IKONOS scenes were only used to adjust 
pixels inside the glaciers (shadow areas, clouds) and not at the boundaries of the glaciers, which 
might have changed in the three-year period. Errors in the glacier delineation on shadow areas, 
small water bodies and snow (2 above) are considered minimal after validation with IKONOS 
data.  
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(2) Our analysis did not include melt under the debris-covered areas because of the difficulty 
of estimating the ice ablation gradient and the melt rates under debris covered ice as well as 
melting at the ice walls on the glacier surface. Melting rates under the debris cover were 
estimated at several sites in the past (Nakawo et al. 1993; Kayastha et al. 2000; Singh 2000; 
Takeuchi et al. 2000; Tangborn and Rana 2000; Sakai 2002; Lambrecht et al. 2011). However, 
these are limited to a few glaciers only, and generally imply field measurements of debris-cover 
thickness, which are sparse in the Himalaya. Various studies (Mattson et al. 1993; Kayastha et al. 
2000; Takeuchi et al. 2000) showed under thick debris (> several centimeters), ice melt is 
suppressed. Other studies (Sakai et al. 1998; Sakai 2002) showed that melt at the ice walls on the 
debris covered glacier tongues can be significant. At this point, we cannot estimate the error 
associated with excluding the debris-covered areas from our calculations, without extensive field 
measurements. 
(3) Errors in ELA estimates arise due to the vertical accuracy of the SRTM DEM (31 m ± 
10m). The choice of the ELA is key, as it is closely related to mass balance of a glacier on a 
yearly basis, and as shown in section 5.5 above, the ablation model is extremely sensitive to the 
choice of ELA. We have shown that a choice of steeper mass balance gradient and higher ELA 
would significantly overestimate glacier runoff compared to measured discharge (Table 7). ELA 
values are ideally estimated from field measurements, as the altitude where the glacier mass 
balance (bn) is zero. However, field-based ELA measurements exist only from a few glaciers in 
the Himalaya (Karma et al. 2003; Kulkarni et al. 2004; Konz et al. 2006; Wagnon et al. 2007). 
Some values are compiled in Benn and Owen (2000) on the basis of various studies, but the field 
measurements are not available in digital form. We consider the remote sensing ELA to be 
suitable, given that the basin-wide ELA value obtained for Langtang (~5500 m) is in agreement 
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with field-based ELA measurements in the area (Fujita et al. 1998) and other methods for 
estimating the ELA (Kayastha and Harrison 2008) (section 4.2).  
      (4) Uncertainties in estimates of snow and ice melt based on isotope analysis are due to: a) 
field measurement techniques (potential contamination, fractionation due to evaporation after the 
sample collection, the choice of the sampling site, parameterization of end members). The 
accuracy of the isotope measurements is unknown, given that only one set of samples was 
collected. For some sites, the sampling strategy was evaluated by taking duplicate samples – 
these show no significant difference in isotopic signature. End members were selected based on 
protocols described in Liu et al. (2004); however, there is uncertainty associated with this since 
we only have two components for the mixing model. We do not have monsoon rain samples to 
further constrain our mixing model. 
(5) For both ablation model and isotope methods, there is uncertainty in distinguishing the 
snow versus ice melt components of streamflow in this area of the Himalaya. The simultaneous 
accumulation and ablation in a monsoon-dominated area makes it challenging to distinguish 
between the snowmelt and icemelt components of streamflow using either ablation gradient or 
isotope methods. In the case of the former, we applied the ablation gradient exclusively over the 
ablation zone (below the ELA) of the glaciers. By definition, the ablation area includes only ice, 
and no seasonal snow. We assume that melt from the ablation area of a glacier, if delineated 
from images acquired at the end of the ablation season (October /November), is mainly ice melt. 
However, this assumption needs to be carefully evaluated and validated on a region-by-region 
basis. Field observations on several glaciers in our study areas support this assumption. 
Precipitation may occasionally fall as snow on the surface of the glacier in the post-monsoon 
period (October -November), as reported by Fukushima et al. (1991), Morinaga et al. (1987) and 
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Y.Arnaud, IRD France (personal communication). Based on these field observations, we argue 
that snow does not melt above the ELA due to low temperatures at those altitudes, and that any 
seasonal snow deposited at high altitudes is mainly re-distributed by wind. We also assume that 
snow falling on the ablation zone of the glacier post-monsoon does not melt, but rather is subject 
to wind re-deposition, sublimation, and/or may be stored as en-glacial water (Y. Arnaud, 
personal communication).  
6.7. Summary	  and	  outlook	  
Current concerns over the current retreat of Himalayan glaciers and its implications for water 
supplies are widespread. Addressing these concerns requires a clarification of the interaction 
between stream flow, glacier mass balance, and seasonal snow melt in different climate regimes 
across the Himalaya. An accurate quantitative assessment of the sources of river flow is crucial 
to effectively manage regional water resources now or in the future. This study focused on 
assessing the relative contributions of snow- and ice-melt to streamflow in selected basins of the 
eastern, monsoon-influenced part of Himalaya. In this study, we complement and improve the 
existing methodology by using updated remote sensing-derived glacier data and regional ice 
ablation gradients to estimate melt. We use recent hydrologic data, and validated the melt 
estimates with isotopic measurements. The ice ablation model computes the ice melt volume 
over the clean ice of the ablation areas only, by using a fixed ablation gradient for each 100 m - 
elevation band. We used satellite remote sensing data (ASTER, IKONOS-2 and SRTM) 
combined with field-based measurements of streamflow and water chemistry to develop two 
methods for quantifying the contribution of snow and glaciers to streamflow. The goal is to use 
the isotope measurements as tools for validating the remote sensing techniques, and to be able to 
apply these methods at various spatial scales and climate regimes. The ice melt estimates 
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obtained from the two methods are in close agreement, and show that at low altitudes, 
groundwater dominates river flow within only tens of kilometers of the glacier outlet. Our results 
are in agreement with recent studies (Immerzeel et al. 2009; Immerzeel et al. 2010; Kaser et al. 
2010), which show a modest ice melt contribution in monsoon-dominated climates in 
Brahmaputra and Ganges, in contrast with more significant ice melt contributions in arid 
climates (Indus basin). Our isotope analysis provides an important validation tool to support the 
conclusions of these larger-scale studies. Using these the ablation models and isotope studies as 
two independent methods has the potential to reduce the uncertainty in estimates of the 
contribution of snow and glacier melt to stream flow in the Himalaya.   
Our results do not support the widespread concerns that glacier retreat will induce water 
scarcity at lowlands across the Himalaya (IPCC 2007). We conclude that in the monsoon-
dominated eastern Himalaya, in basins with low percentage of glacier cover, precipitation (as 
summer monsoon rain and winter snowfall) is more important than glacier melt in contributing to 
streamflow at lower elevations where the majority of the population live. Any attempt to 
generalize the response of Himalayan glacierized basins to climate forcing is challenged by the 
complex hydrology and the different sources of moisture across this mountain range. Potential 
water shortage in a basin depends on a combination of factors, related to both cryosphere and 
socio-economics: 1) the magnitude of cryosphere changes; 2) the contribution of snow and ice 
versus monsoon precipitation to streamflow; 3) the timing of the discharge; 4) the water demand 
for consumption and irrigation; 5) population density and 6) the capacity for adaptation. The 
lowland areas may face water shortages in the future, but these may be due to a combination of a 
high water demand for irrigation or consumption in the future rather than climate-induced glacier 
changes necessarily.  
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Further research is needed to evaluate the role of glaciers in Himalayan hydrology, and to 
refine the methodologies for estimating ice melt. Remaining questions are: 
• What is the impact of potential changes in monsoon intensity and frequency on glacier 
areas, and the subsequent ice melt estimates? 
• What is the role of debris cover on ice melt estimates at regional scale?  
Future steps to improve the ablation model include: i) calculating yearly ELA, ice ablation 
gradient and glacierized areas from remote sensing and field-based measurements at several 
glaciers; ii) including the debris cover areas of the glaciers in the area estimates, and developing 
an algorithm for computing melt under the debris cover; iii) developing accurate high resolution 
DEMs from new sensors, on a yearly basis and iv) reliable streamflow measurements at various 
basins. Steps needed for the isotope models include: i) acquiring monsoon precipitation samples; 
ii) seasonal water isotope samples at various basins. Incorporating these steps has the potential to 
reduce the uncertainty in estimates of the contribution of snow and glacier melt to streamflow, 
and to improve the understanding of the role of glaciers in various climate regimes across the 
Himalaya.  
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