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Abstract
Given a set of n disjoint line segments in the plane, the segment visibility graph is the graph whose 2n
vertices correspond to the endpoints of the line segments and whose edges connect every pair of vertices
whose corresponding endpoints can see each other. In this paper we characterize and provide a polynomial time
recognition algorithm for planar segment visibility graphs. Actually, we characterize segment visibility graphs that
do not contain the complete graphK5 as a minor, and show that this class is the same as the class of planar segment
visibility graphs. We use and prove the fact that every segment visibility graph containsK4 as a subgraph. In fact,
we prove a stronger result: every set of n line segments determines at least n − 3 empty convex quadrilaterals.
Ó 2000 Elsevier Science B.V. All rights reserved.
1. Introduction
Visibility graphs have been defined for many classes of objects and types of visibility [13]. In this
paper we consider the visibility graphs of line segments in the plane. Given a set S of n disjoint line
segments in the plane, the segment visibility graph of S, denoted GS , is the graph whose 2n vertices
correspond to the endpoints of the line segments and whose edges connect every pair of vertices whose
corresponding endpoints can see each other; two segment endpoints can see each other if they form a
segment or if the line segment connecting them intersects no other segment. Efficient algorithms exist for
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constructing such visibility graphs [7]. On the other hand, despite much effort, no efficient algorithms are
known for recognizing segment visibility graphs; that is, for determining whether or not a given graph is
a segment visibility graph [12]. The problem has been solved for certain special cases including that of
whole segment visibility graphs with uni-directional visibility in which two segments are visible if there
is some point on one segment that can see some point on the other segment in the given direction [2,14,
15].
In this paper we consider the recognition problem for planar segment visibility graphs. We say that
a graph H is a minor of a graph G if H can be obtained from G by a sequence of vertex deletions,
edge deletions and edge contractions. We characterize those segment visibility graphs that do not have
K5, the complete graph on 5 vertices, as a minor. We call such graphs K5-free. Recall that a variation of
Kuratowski’s theorem (see [4]) characterizes planar graphs as those graphs which have noK5 orK3,3 (the
complete bipartite graph with three vertices in each bipartition class) as a minor. Thus theK5-free graphs
form a superset of planar graphs. As we shall see, for the case of segment visibility graphs, the K5-free
segment visibility graphs are exactly the planar segment visibility graphs. Our characterization leads to a
polynomial-time recognition algorithm for this class. This is not the first time that the restriction to planar
graphs has yielded interesting results; see [11] for results on planar visibility graphs of simple polygons.
The key point in proving our characterization is that K5-free segment visibility graphs cannot be
4-connected. To prove this claim, we show that every configuration of n > 3 disjoint line segments in
general position contains K4 as a subgraph. Actually, we prove a stronger result of independent interest,
namely that the 2n endpoints determine at least n− 3 empty convex quadrilaterals, where empty means
not containing any portion of a segment. It is worth mentioning that this problem has been studied
previously for configurations of point sets instead of segments. Harborth showed [8] that every set of
10 points contains an empty convex pentagon, and Horton [9] constructed for every n a set of n points
without empty convex heptagons. The situation for hexagons has not been settled.
Throughout the paper we will consider sets of line segments in general position; that is, no three
segment endpoints are collinear. Note that this implies that no two endpoints are coincident. The reader
is referred to [4] for standard graph theory definitions.
2. Empty convex quadrilaterals
Let S be a set of n disjoint line segments. By an empty convex quadrilateral in S we mean four
endpoints of S that are the vertices of a convex quadrilateral C such that no segment intersects the
interior of C. The next result, besides its application to the next section, is of independent interest.
Theorem 2.1. A set of n disjoint line segments always determines at least n − 3 empty convex
quadrilaterals. Moreover, this bound is tight.
Proof. Construct a partition of the plane as follows. Extend every segment in both directions until it hits
another segment or a previously drawn extension. The resulting partition depends of course on the order
in which the segments have been extended but, as Fig. 1 illustrates, the plane is decomposed into exactly
n+ 1 convex regions, some of them unbounded, with disjoint interiors (see [12, p. 259] for a different
use of this construction).
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Fig. 1. A set of n segments induces a partition into n+ 1 regions.
Fig. 2. (a) A set F of 3 segments. (b) Only n− 3 empty convex quadrilaterals.
Let m1,m2, . . . ,mn+1 be the number of points in each of these regions. Observe that since the regions
are convex and empty, every four points in any of them define an empty convex quadrilateral. Because
of the assumption of non-collinearity, every endpoint belongs to exactly two regions. Since there are 2n
points we have
4n=m1 +m2 + · · · +mn+1.
The number of empty quadrilaterals is at least(
m1
4
)
+ · · · +
(
mn+1
4
)
and it is easy to see that this quantity is minimum, and equal to n− 3, when four of the mi are equal to 3
and the remaining mi equal to 4.
The example in Fig. 2(a) shows 3 segments without empty convex quadrilaterals (this configuration
will play a special role later), and the example in Fig. 2(b) shows that the above bound cannot be
improved. It also shows that for every n there are sets of n segments containing no empty convex
pentagon. 2
To conclude this section, we strengthen the last result by showing that the number of empty
quadrilaterals is proportional to the size of the visibility graph. Our proof is an adaptation of an argument
from Bárány and Füredi [3].
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Theorem 2.2. Let S be a collection of n disjoint line segments, and let GS = (V ,E) be its visibility
graph. Then among the 2n endpoints of S there are at least 12(|E| − 6n + 6) empty convex
quadrilaterals.
Proof. Let xy be any edge of GS not a segment. If xy is crossed by another edge zw of GS , then
we can guarantee that xy is a diagonal of an empty convex quadrilateral. Just take the points z′ and
w′ respectively in the triangles xyz and xyw, and closest to xy. Then the convex quadrilateral xz′yw′
is empty. This implies that the number of empty convex quadrilaterals is at least half the number of
visibility edges crossed by another edge. Now observe that the set of non-crossed edges is a plane graph
on 2n vertices. Then it has at most 6n− 6 edges and the result follows. 2
3. Cutsets in visibility graphs
In this section we establish some key lemmas regarding connectivity and cutsets in segment visibility
graphs. Our first result is that segment visibility graphs cannot be K5-free and 4-connected, with the only
exception of the visibility graph corresponding to the set F of 3 segments shown in Fig. 2(a) (note that
GF is the graph of the octahedron). We remark that the same result has also been shown to hold for
visibility graphs of simple polygons [1,11].
Lemma 3.1. The only 4-connected K5-free segment visibility graph is GF .
Proof. We make use of a corollary of Menger’s theorem [4], the so called Fan lemma: if a given graph
is k-connected and X is a proper subset of its vertices with |X|> k, then for any vertex v not in X, there
are k internally disjoint paths that link v to distinct vertices of X.
If now S is a set of more than 3 segments, by Theorem 2.1, GS has a subgraph H isomorphic to K4.
Applying the Fan lemma to X = V (H) and any vertex v of V (GS)− V (H), we obtain K5 as a minor.
When |S|6 3, the result can be checked by inspection. 2
Define a cutset in a graph as a set of vertices of minimum size whose removal disconnects the graph.
A k-cut is a cutset of size k, and by definition a graph with connectivity equal to k has at least one
k-cut. The previous lemma tells us that if a segment visibility graph is K5-free then it has no cutset of
size 4 or greater. To characterize the cutsets of size less than 4 we make use of a triangulation of the
line segments: a triangulation of S is a planar graph whose vertices are the endpoints of the segments
of S and whose edges consist of S plus a set of non-crossing visibility edges, which, when added to S,
partition the interior of the convex hull of S into triangles. Every set of disjoint line segments admits such
a triangulation.
Now, a cutset of GS must also be a cutset of any triangulation of S (although the converse is
not necessarily true). Since triangulations are 2-connected, GS contains no cut vertex. Laumond has
characterized the cutsets of size less than 4 in a plane triangulation [10]; we follow the description in [5].
A chord of a triangulation is an edge connecting two nonconsecutive vertices of the outer face. A complex
triangle is a triangle that does not form the boundary of a face. A path consisting of an interior vertex
connected to two non-consecutive vertices on the exterior face is called a separating path of length 3.
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Lemma 3.2 [10]. A triangulation is
(1) 3-connected if and only if it does not have a chord,
(2) 4-connected if and only if it does not have a chord, a complex triangle or a separating path of
length 3.
We now show that in a segment visibility graph, a 2-cut must be a chord which is also a segment.
Lemma 3.3. A 2-cut of a segment visibility graph is a segment whose endpoints are nonconsecutive on
the convex hull.
Proof. Clearly, a segment whose endpoints are nonconsecutive on the convex hull is a 2-cut. Let {u, v}
be a 2-cut of a segment visibility graph GS and suppose uv is not a segment. By Lemma 3.2, uv is an
edge of GS and u and v are nonconsecutive on the convex hull of S. Take any triangulation of S and let
a and b be such that uva and uvb are adjacent faces of the triangulation. Then a and b are in different
connected components of GS − {u, v}. Now aubv is a convex quadrilateral with no segment endpoint
in its interior. No segment intersects au, ub, bv or av since these are visibility edges. Thus no segment
intersects ab, so a and b are visible, which is a contradiction. 2
Our last lemma shows that a separating path of length 3 in a triangulation of a set of segments
necessarily contains one of the segments.
Lemma 3.4. Let |S|> 3 and assume the visibility graph GS is 3-connected. If Q is a separating path of
length 3 in a triangulation T of S, then the subgraph of GS induced by Q contains a segment of S.
Proof. Let Q = {u,w,v} be a separating path of T with w the interior vertex. Both {u,w} and {w,v}
are edges of GS and we need to prove that one of these is a segment; suppose this is not the case. Since
GS is 3-connected, by Lemma 3.3, uv is not a segment. GS −Q consists of exactly two components, say
C1 and C2. Consider the face f created by the deletion of w from T . Let u, a1, . . . , ak, v, b1, . . . , bl be
the vertices of f , in counterclockwise order where {a1, . . . , ak} ⊆ C1 and {b1, . . . , bl} ⊆ C2. If uvw is a
face of T then one of {a1, . . . , ak} and {b1, . . . , bl} is empty. If {a1, . . . , ak} is empty then take a1 to be
the vertex adjacent to uv in C1 and add uva1 to f ; if {b1, . . . , bl} is empty then take b1 to be the vertex
adjacent to uv in C2 and add uvb1 to f . Exactly one of ww′, w′ ∈ {a1, . . . , ak, b1, . . . , bl}, is a segment.
The interior of f contains no segment endpoint except w and no segment crosses any of its edges. But
then some vertex of {a1, . . . , ak} sees some vertex of {b1, . . . , bl}, which is a contradiction. 2
4. Characterization and recognition
In this section we define a class of planar graphs D which can be recognized in polynomial time and are
segment visibility graphs. Then we prove, using the results on cutsets, that all K5-free segment visibility
graphs belong to D.
The members of D are precisely the graph GF defined in Section 3 plus those graphs G that can be
obtained from a set of edges {v1w1, . . . , vnwn} as follows. Each vi , wi , 1 6 i < n, is joined to vi+1 and
wi+1. In addition, if vi−1vi+1 /∈E(G), vivi+2 can be an edge of G and if wi−1wi+1 /∈ E(G), wiwi+2 can
be an edge of G, 1< i < n− 1. However, it cannot be that both vivi+2 and wiwi+2 are edges of G. The
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Fig. 3. A 3-connected member of D.
edges of the form viwi are the links of G. The edges v1w1 and vnwn are its end links. Two links viwi ,
vjwj are adjacent if |i − j | = 1.
Note that each 3-connected member of D\{GF } on 2n vertices is isomorphic to the graph shown in
Fig. 3. This graph is maximal planar (i.e., a triangulation) for one can embed triangle v1w1w2 on the
plane, then v2 inside this triangle, v3 inside triangle v1v2w2 and so on. Now, since the only 2-cuts in a
member of D are links, D consists entirely of planar graphs.
Note also that every graph in D is actually a segment visibility graph; the 3-connected components
can be embedded much like in Fig. 3. This embedding is essentially unique, in the sense that the line
containing a given segment does not hit any another segment, except maybe for the two end segments.
We can rotate the first segment v1w1 (this also applies to the last segment) so that w1 becomes an interior
point of the convex hull of the configuration without modifying the visibility graph.
The last ingredient for the characterization of K5-free segment visibility graphs is the following result,
that follows from Wagner’s characterization of K5-free graphs [6, Corollary 8.3.5].
Lemma 4.1. A graph with n vertices and no K5 minor has at most 3n− 6 edges.
We are ready for the main result.
Theorem 4.2. The class of K5-free segment visibility graphs is exactly the class D.
Proof. Let S be a set of line segments such that GS is a graph with no K5 minor. We shall show by
induction on |S| that GS belongs to D, that its links correspond to segments of S, and that the embedding
is like in Fig. 3 (as mentioned above the end links are not necessarily edges of the convex hull). The
case in which GS is not 3-connected, and therefore 2-connected, can be handled with a decomposition
argument based on the separating segment described in Lemma 3.3. If one of the components of a 2-cut
is the graph GF , it is easy to see that the separating segment together with the configuration of three
segments producing GF contains K5 as a minor. So we assume that GS is 3-connected.
Let r be the number of points in the boundary CH of the convex hull of the 2n endpoints of S and let
T be a triangulation of S. By Euler’s formula, T has 6n− 3− r edges (we are using here the planarity
of T ). Now by Theorem 2.1, S contains at least n − 3 empty convex quadrilaterals, and each of them
contains a diagonal not in T . If two of these quadrilaterals share one such diagonal then it is easy to see
that there are five points producing a K5 minor. Hence this gives n− 3 additional edges not in T and GS
has at least 7n− 6− r edges.
But according to Lemma 4.1, it must be 7n− 6− r 6 6n− 6, that is r > n. Then, either (1) a segment
s = uv has its two endpoints in CH , or (2) every segment has exactly one endpoint in CH . In case (1) the
segment s has to be an edge of CH , otherwise it would be a 2-cut. ThenGS\s isK5-free and 3-connected,
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and by induction GS\s is inD. Considering the different positions where s can be placed and still produce
a K5-free graph it follows that GS is also in D and that s is an end link of GS . Thus we can assume we
are in case (2), i.e., every segment has exactly one endpoint in CH .
Since GS is 3-connected but not 4-connected, there is a 3-cut Q= {a, b, c}. It has to be also a cut of
the triangulation, but since every segment has one endpoint in CH , it cannot be a separating triangle,
hence it has to be a separating path. It is worth noticing at this point that not all 3-cuts in general segment
visibility graphs contain a segment: one can place additional segments (with no end point in CH ) inside
the triangle uvw in Fig. 2(a) so that {u, v,w} becomes a 3-cut.
By Lemma 3.4, Q contains a segment. Say s = ab is the segment, a and c are in CH , and d is the
other endpoint in the segment containing c, and remember that bc is an edge of GS . Let lab be the line
through a and b. If lab intersects some segment, then the first segment it intersects must be cd , otherwise
Q would not be a cut. In this case we make the following claim.
Claim. If lab intersects cd then GS contains K5 as a minor.
Proof. If x is the point of intersection of lab with cd (see Fig. 4), then the triangle bcx is empty, otherwise
Q is not a cut. Let S∗ be the set consisting of ab and the segments in the component of GS \Q not
containing d . Then GS∗ is an induced subgraph of GS , and by induction it is in D. Since ab is an edge
in the convex hull of S∗, GS∗ is not GF and ab is an end link of GS∗ . Let yz be the link adjacent to ab
in GS∗ . Since {a, b, y, z} define an empty quadrilateral, the graph induced on them is K4. We show that
there are four disjoint paths from c to a, b, y and z in GS , and this gives the claimed minor of K5.
The edge cb is in E(GS), and there is a path from c to a through d and possibly other points not
incident with S∗. Let z be the endpoint of yz that is in CH . Then there is a path from c to z going
through vertices of CH and not containing a. Finally, since bc and by are visibility edges, either c sees
y or there is a path from c to y inside the triangle bcy. This finishes the proof of the claim. 2
We can assume then that lab does not intersect any segment. Assume also that lab is a vertical line and
cd lies to the right of ab. Let S ′ be the set of segments equal to or to the left of cd , and let S ′′ be the set of
segments equal to or to the right of ab. By induction both GS ′ and GS ′′ are in D, and they are embedded
like in Fig. 3. Then S ′ ∩ S ′′ = {ab, cd}. Indeed, if ab and cd are not be consecutive links in GS ′′ and xy
is a link between ab and cd then GS contains K5 as a minor. Observe that S ′′ could be reduced to just ab
Fig. 4. Finding a minor of K5.
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and cd , but S ′ has to contain necessarily a third segment since Q= {a, b, c} is a cut. Then cd is an edge
of the convex hull of S ′ and ab is and edge of the convex hull of S ′′. Since Q is a cut and because of the
definition of D, the graph GS =GS ′ ∪GS ′′ is also in D. 2
Corollary 4.3. The class of planar segment visibility graphs is exactly the class D.
Proof. As shown before, every graph in D is a planar segment visibility graph. Conversely, if S is
collection of segments and GS is planar, then it is K5-free, therefore it is in D. 2
To conclude, we show a linear time algorithm for recognizing the class D, therefore the class of planar
segment visibility graphs.
Theorem 4.4. Graphs in class D can be recognized in linear time.
Proof. We shall describe a linear time algorithm to decide whether a graph G is in class D. First we
check if G is the special graph GF . If it is not, the algorithm proceeds by iterations. In the first iteration,
we would like to identify two vertices that form the first link v1w1. This can be easily accomplished by
finding a vertex c of degree 3 in G and a neighbor f of c of degree at most four (if no such vertices exist
then G clearly is not in D) and setting v1 = c, w1 = f .
Now suppose that after i iterations, the first i links v1w1, . . . , viwi have been identified. In the next
iteration, the (i + 1)st iteration, we would like to identify the next link vi+1wi+1 that is adjacent to viwi .
To better explain this, we need introduce a few definitions.
Let us suppose that the vertices are originally unlabeled. We say that a vertex is labeled if it is
assigned a label of the form “v” or “w”. For i > 2, let Gi denote the subgraph of G induced by
V (G) − {v1, . . . , vi−1,w1, . . .wi−1}. Let Ni(x) denote the set of vertices adjacent to a vertex x in Gi ,
and let di(x) denote the degree of x in Gi . We assume that |G| = 2n for some integer n at least 2.
In iteration i + 1, we want to label some two vertices as vi+1 and wi+1 (that form a link) in such a
way that Gi+1 is in D if and only if Gi is. However, in the previous iteration, the ith iteration, when
labeling viwi we may have been forced to label some vertex vi+1, or wi+1 (but not both). The reason for
this will become clear later. Thus we have to consider two cases when beginning the (i + 1)st iteration:
the first case occurs when neither vi+1 nor wi+1 have been identified, and the second case occurs when
this condition does not apply.
Let us first consider the case where neither vi+1 nor wi+1 have been identified. We compute the set
Ai+1 =Ni(vi)∩Ni(wi). If |Ai+1| 6= 2 or if the two vertices in Ai+1 are not adjacent then G is not in D.
Thus we know that the two vertices in Ai+1 must get the labels vi+1 and wi+1 but we do not know their
exact labeling yet. Now note that one vertex in {vi,wi} must have degree 3 in Gi and the other vertex
must have degree 3 or 4 in Gi (for otherwise, G is not in class D).
If di(vi)= di(wi)= 3 then we may label the vertices in Ai+1 in any way. If di(vi)= 4 then the only
unlabeled neighbor of vi that is not in Ai+1 has to be labeled vi+2; furthermore some vertex in Ai+1 must
have degree three in Gi+1 and this vertex can have label vi+1; the other vertex in Ai+1 then gets label
wi+1. The case where di(wi)= 4 is treated similarly.
Now, suppose that we are entering iteration i + 1 with vi+1 already labeled. (The case where wi+1
is already labeled is treated similarly.) Let Ai+1 = Ni(vi) ∩ Ni(wi). If |Ai+1| 6= 2, or the two vertices
in Ai+1 are not adjacent, or vi+1 /∈ Ai+1 then G is not in D. Since vi+1 is adjacent to vi−1, we must
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have di(vi) = 3 (i.e., in Gi , vi is adjacent only to wi, vi+1 and wi+1) for otherwise G is not in D. We
assign label wi+1 to the unlabeled vertex of Ai+1. Now we must have di(wi) = 3 or di(wi)= 4. In the
second case, we label wi+2 the only unlabeled neighbor of wi in Gi . This completes the description of
an iteration.
After we have identified the last link in iteration n, we can stop and declare that G is inD. It is obvious
from the previous discussion that the algorithm is correct. To see that it runs in linear time, note that to
identify the next link in iteration i + 1, we only need scan the adjacency lists of vi and wi ; since the
degrees of these two vertices are at most four in Gi , it is clear that iteration i + 1 can be implemented
in a constant number of computer operations. We can obtain the graph Gi+1 from Gi (with G1 =G) in
constant time by removing the edges incident to vi and, respectively, wi from the adjacency lists of vi
and, respectively, wi . 2
5. Concluding remarks
The same proof of Theorem 4.2 shows that D is also the class of segment visibility graphs that do
not contain a subdivision (a topological minor) of K5. However, instead of Lemma 4.1 one needs the
following result: every graph with n vertices and no subdivision of K5 has at most 3n − 6 edges. This
deep result, conjectured by Dirac, has been proved only recently by Mader (see [6]).
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