Cure models have been widely developed to estimate the cure fraction when some subjects never experience the event of interest. However these models were rarely focused on the estimation of the time-to-cure i.e. the delay elapsed between the diagnosis and "the time from which cure is reached", an important indicator, for instance to address the question of access to insurance or loans for subjects with personal history of cancer. We propose a new excess hazard regression model that includes the time-to-cure as a covariate dependent parameter to be estimated. The model is written similarly to a Beta probability distribution function and is shown to be a particular case of the non-mixture cure models. Parameters are estimated through a maximum likelihood approach and simulation studies demonstrate good performance of the model. Illustrative applications to two cancer data sets are provided and some limitations as well as possible extensions of the model are discussed. The proposed model offers a simple and comprehensive way to estimate more accurately the time-to-cure.
Background
Since their first formulation by Boag (1949) , Mixture Cure Models (MCM) have been widely developed to deal with survival data including a fraction of subjects who never experience the event of interest ("cured subjects"). Various ways have been considered by authors (see e.g. Kuk and Chen (1992) ; Li and Taylor (2002) ; Zhang and Peng (2009) ) to model the baseline of both the survival function of the "uncured subjects" and the cure fraction, as well as the covariates effects on these two quantities, and these led to an extensive development of the MCM. A large review of MCM can be found in Maller and Zhou (1996) or Klein et al. (2016) . In Yakovlev, Tsodikov, and Asselain (1996) a new family of cure models was introduced, the bounded cumulative hazard cure models also known as non-mixture cure models (NMCM). Suitable reviews and interpretations of the NMCM were proposed in Chen, Ibrahim, and Sinha (1999) ; Tsodikov, Ibrahim, and Yakovlev (2003) ; and Cooner et al. (2007) . Other cure models can be found in the litterature (e.g. Yin and Ibrahim (2005b) ; Gu, Sinha, and Banerjee (2011) ) and some approaches based on the Box-Cox transformation have been developed to unify different types of cure models (Yin and Ibrahim (2005a) ; Zeng, Yin, and Ibrahim (2006) ; Taylor and Liu (2007) ).
For practical use and interpretation of covariates effects, each type of cure model has both advantages and disadvantages and the issue of cure model selection was addressed for example in Peng and Xu (2012) .
Since the late 1990s, cure models have been extended to the framework of the net survival (survival that would be observed if no death could occur from other causes than the disease of interest) with applications emphasized on cancer data (see Verdecchia et al. (1998) ; Yu et al. (2005) ; Lambert et al. (2006) ; Andersson et al. (2011) among others).
Let us recall briefly hereafter the basic concept of cure models within the net survival framework. We consider a population of patients suffering from a disease (say cancer). For a given patient, let denote A the age at diagnosis, X 1 (X 2 respectively) the latent variable corresponding to the time elapsed between the diagnosis and the death due to cancer (other causes respectively), C the right censoring time, ∆ = 1{X < C} the censoring indicator where X = min(X 1 , X 2 ) and Z a vector of covariates in R d . We assume that conditionally on Z, X and C are independent. Then an observation is a quadruple (T, ∆, A, Z), where T = min(X, C) is the observed time since diagnosis then T + A is the observed time since birth. As it is well known that the age at diagnosis is one of the covariates that influenced the risk of dying from cancer, A is often also included in the vector of covariates Z. When cause of death is not available, the most used methodology to estimate the net survival is to assume that conditionally on (A, Z) = (a, z), the observed hazard λ obs of T equals the sum of λ pop the known background mortality hazard in the general population (provided by life tables from national statistics) and λ exc the excess hazard due to cancer: λ obs (t|z) = λ pop (t + a|z) + λ exc (t|z).
(1)
From (1) the link between the survival functions is given by:
where S obs (S pop respectively) represents the observed (the background respectively) survival distribution function, and S net corresponds to the net survival distribution function, linked to λ exc through S net (t|z) = exp −Λ exc (t|z) = exp − t 0 λ exc (x|z)dx ,
with Λ exc denoting the cumulative excess hazard function.
In situations where it is assumed that a fraction of patients will not die from cancer (meaning that lim t→+∞ Λ exc (t|z) < +∞ or equivalently that lim t→+∞ S net (t|z) > 0), the observed subjects can be partitioned into two groups (cured and uncured subjects). The net survival can then be expressed as a mixture cure model:
S net (t|z) = π(z)S 1 (t|z) + {1 − π(z)}S 2 (t|z) = π(z) + {1 − π(z)}S 2 (t|z),
where S 1 (t|z) ≡ 1 and S 2 (t|z) are the net survival functions of cured and uncured patients respectively, the later being a proper survival distribution. The fraction of cured subjects is π(z), it depends on covariates z and from (4), is equal to lim t→+∞ S net (t|z).
Although cure models have been originally designed to estimate the fraction of cured subjects, they can be used to estimate another important epidemiological indicator: the time-to-cure i.e. the delay elapsed between the diagnosis and the "time from which cure is reached". Existing cure models do not allow direct estimation of the time-to-cure although this indicator seems crucial; as for instance it can be used to improve the estimation of the delay for the right to be forgotten for cancer survivors. Indeed the right to be forgotten provision is an important milestone in European policymaking.
However, it is not universally accessible to cancer survivors across Europe nor does it address all their specific issues.
Cancer survivors are often disadvantaged when applying for essential services such as loans, mortgages or child adoption (Youth Cancer Europe, 2018) .
Different methods to estimate the time-to-cure after fitting a cure model have been proposed: Dal Maso et al. (2014) defined the time-to-cure as the delay elapsed between the diagnosis and the time from which the 5-year conditional net survival (defined as the ratio between the net survival at time t + 5 years and the net survival at time t) becomes greater than 0.95. In a recent paper Boussari et al. (2018) proposed to consider for a given patient i, the probability p i (t) of being cured at a given time t after diagnosis knowing that he/she was alive up to t (this probability is nothing but the ratio between the cure fraction and the net survival at time t); then the time-to-cure is estimated as the delay from which p i (t) reaches 0.95.
This work considers a natural definition of the time-to-cure, named hereafter time-to-null-excess-hazard (TNEH), as the delay elapsed between the diagnosis and the time from which the excess hazard becomes null, and proposes a new excess hazard model where the TNEH is a covariate dependent parameter to be estimated.
We obtain from (3), (4) and the definitions of both the cure fraction and the TNEH:
where τ (z) is the TNEH depending on the covariates z and λ exc (t|z)=0 whenever t > τ (z).
An illustrative plot of the three hazards functions (described in (1)) is given in Figure 1 for an individual diagnosed at 55 or 70 years, assuming that cure is reached and that TNEH depends on the age at diagnosis.
The rest of the paper is organized as follows. In the next Section the new model and its properties are presented as well as the parameters estimation procedure. We illustrate the performances of the estimators derived from our model through both a simulation study in Section 3 and applications to survival data from French cancer registries in Section 4. The last
Section is devoted to some concluding remarks summarizing the paper and providing some future related researches. 
where τ (z; η) > 0 is the TNEH depending on covariates z through the vector of parameters η. Both β > 1 and α(z; γ) > 0 are shape parameters, the later depending on covariates z through the vector of parameters γ. Hence θ = (γ, β, η) is the vector of parameters to be estimated. Note that we constrained β to be larger than 1 in order to insure the nullity and the continuity of λ exc (t|z; θ) at τ (z; η). The shape of the excess hazard function is therefore dependent of the value of α(z; γ), either it belongs to (0, 1) and the excess hazard function is non increasing on [0, τ (z; η)] with λ exc (t|z; θ) tending to infinity as t tends to 0, or it is larger than 1 and λ exc (t|z; θ) is N-shaped with a maximum located at {α(z; γ)−1}/{α(z; γ)+β −1};
thus because of the linear link between the covariates and the parameters interpreting the effect of covariates in the shape of excess hazard rate seems easy. Again, the covariates effects on the TNEH (τ (z; η)) are easy to interpret because of the linear link. In the sequel we refer to the above specified model as the beta-TNEH model.
An example of the beta-TNEH model, with the sex (sex ) and age at the diagnosis of disease (age) as covariates can be expressed:
with z = (age, sex) and θ = (γ 0 , γ 1 , γ 2 , β, η 0 , η 1 ).
As the equation (6) has the structure of a Beta probability density function, we obtain:
The cumulative excess hazard function
where B denotes the beta function and F Be · ; α(z; γ), β is the cumulative distribution function of a beta distribution with parameters α(z; γ) and β.
The net survival function
; α(z; γ), β .
The cure fraction π(z; θ) = exp −Λ exc τ (z; η)|z; θ
hence for covariates that influenced only to the TNEH, it is easy to derive a log-linear link with the cure rate function, otherwise interpretation of the effect of covariates on the cure rate may be more complex.
Remark 1:
(i) From the above two latest results we obtain: S net (t|z; θ) = π(z; θ)
. We recognize here the form of the NMCM, then the beta-TNEH model can be seen as a special case of the non-mixture cure models family.
(ii) The issue of covariates incorporation in model (6) (especially in both the two shape parameters α and β) is discussed in Section 5.
(iii) A huge literature about mixture models identifiability exists. Recently general results about the identifiability of parameters of a cure model have been obtained by Hanin and Huang (2014) . Because of the specificity of our model we provide in the appendix conditions under which a direct proof of parameters identifiability is obtained.
Parameters estimation
The contribution of the i th subject to the log-likelihood is
Hence for a sample of n subjects, the MLE satisfies
Standard errors of the MLE: It is well known (see e.g. Newey and McFadden (1994) 
as n tends to infinity, where I 0 denotes the Fisher information matrix. Using standard martingale methods for counting processes (see Andersen et al. (2012) , Section VI.1), I 0 is consistently estimated by I defined by
where for a column vector v, v ⊗2 = vv T . Thus the standard error of the i-th component of θ is estimated by the square root of the i-th diagonal entry of n −1 I −1 . Moreover the standard errors of other quantities related to θ such as the cure fraction or the net survival could be derived easily using the delta method.
Remark 2:
In the estimation procedure we use the bound constrained optimization method (L-BFGS-B) of Byrd et al. (1995) .
This method takes the advantage of the BFGS algorithm which is shown to have good performance even for non-smooth optimization functions (Lewis and Overton, 2009) , and uses simple bounds constraints. The optimization algorithm looks for a θ belonging to a predefined set having the form k j=1
[θ j,min , θ j,max ] ⊂ R k where k ∈ N denotes the number of the parameters. The initial value of θ must belong to the predefined set. A help to set the boundaries is for instance, informations derived from the model constraints (τ > 0, β > 1, α > 0, see (6)). Note that if any of the estimates equals a boundary, the predefined set of boundaries must be expanded, followed by a new estimation of the parameters. We provide in Web Appendix A, the sets of boundaries used in the estimations steps of the following numerical studies (Sections 3 and 4). The L-BFGS-B method is already implemented in the R software, package stats, function optim, (R Core Team, 2019); it requires very short time to run.
3 Simulation study
Simulated examples
For the data generation algorithm, one can refer to Web Appendix B.
In the following the model complexity was reduced, without loss of generality, by considering only the age at diagnosis as covariate. Hence we consider the following beta-TNEH model:
where τ (a; η) = η 0 + η 1 × a * and α(a; γ) = γ 0 + γ 1 × a * with a * the age at diagnosis standardized using the mean and the standard deviation of its specified distribution. The vector of unknown parameters, to be estimated from a sample of size n, is θ = (γ 0 , γ 1 , β, η 0 , η 1 ). The population hazard (expected hazard) is assumed to follow a Weibull distribution, the scale and shape parameters being 75 and 11 respectively. We considered three different settings for the simulations: one illustrating a low excess hazard with a short TNEH and a high censoring rate, the second illustrating a high excess hazard with a moderate TNEH and a low censoring rate, the third illustrating a low excess hazard with a longer TNEH (the excess hazard becomes null very later and the net survival decreases slowly) and a moderate censoring rate. A graphical illustration of the discrepancy between the three settings is provided in Web Appendix C.
In the first setting, the vector of true parameters is θ =(2.3, -0.1, 4.8, 5.5, 0.9). The age at diagnosis is uniformly distributed on intervals [20, 40) , [40, 65) and [65, 80] , and the proportions of age at diagnosis coming from these three intervals are 0.36, 0.29 and 0.35 respectively. The maximum follow-up time (from diagnosis) is fixed to 15 years and the censoring rate is about 60%. The MLE performances for several sample sizes n ∈ {250, 500, 1000, 2000} are reported in Table 1 , Setting 1. The bias decreases as the sample size n increases and becomes very small for n = 2000. The discrepancies between the standard deviations of the n estimates (sd) and the empirical means of the standard deviation estimates (se * ) are low, particularly when n = 2000. Furthermore, the standard deviations are reduced by half when the sample size n is quadrupled showing that the root-of-n asymptotic convergence rate is reached. For n = 2000 the coverage probabilities (cp) are close to 0.95 which is another indicator that the MLE behaves well for a sample of size 2000. We note that when data are generated from a distribution that do not allow cure fraction (i.e. the cure fraction is null),
the beta-TNEH model does not fit the data and gives poor estimations. Indeed, a null cure fraction hypothesis is not compatible with the beta-TNEH model because it corresponds to a TNEH equal to infinity which is outside of the area of validity of the model.
Sensitivity to the initial value in the optimization procedure
In this Section we investigate whether the MLE is robust with respect to the chosen initialization point for likelihood maximization algorithm. We then have to verify if the maximization algorithm converges to the same value θ whatever the chosen initial value. We do this through a simulation study considering again the simulated example 1 with B = 1000
repetitions of a sample data of size n = 2000. We generate K initial values of θ following a multiple uniform distribution on a given space defined by the bounds fixed for the optimization method (see Remark 2). For a given initial value θ
k , k = 1, . . . , K, we compute the empirical mean θ k of the B estimates of θ, obtained from the B simulated samples data respectively. Then we are interested in the biases between the θ k , k = 1, . . . , K and the true parameter. 
where A j (0 ≤ j ≤ J) are the age at diagnosis groups and, η j and γ j (1 ≤ j ≤ J) denote respectively the deviations from the effects η 0 and γ 0 of age at diagnosis in the reference group A 0 . In the examples A 0 was the group with the largest size. Model (9) was fitted on two data sets. Expected mortality rates were derived from the observed mortality rates in 
Testicular cancer data
We considered data of 2834 subjects diagnosed with testicular cancer, for which excess mortality is low. Death was observed for 182 subjects (6.4% of the cohort) and the observed median survival time since diagnosis for fatal cases was 2.13 years. Figure 3A shows the resulting excess hazard functions while the net survivals from the model with 2 age groups are given in Figure 3 B and C. The excess hazard peaks around the first year after diagnosis whatever the age group. A significant discrepancy is observed between the two excess hazards during the two first years after diagnosis; they become almost identical from two years after diagnosis and close to zero a year later. For each of the age group, we plotted in the same panel (Figure 3 B and 
Age at diagnosis was categorized into 4 groups

Women pancreatic cancer data
We considered data of 3239 women diagnosed with pancreatic cancer, which is a cancer with a very high excess mortality.
Death was observed for 91.6% of the subjects and half of the deaths were observed at least 0.6 years after diagnosis. The median and mean age at diagnosis were 66 years and 63.17 years respectively. We fitted a model with the age at diagnosis categorized into 3 groups A 0 = [65,75), A 1 = [55,65) and A 2 = [15,55).
In the estimation procedure (see Remark 2), the upper bound η 0,max for the search of the baseline TNEH (i.e. TNEH for the reference age group A 0 ) was first fixed to 15 years (corresponding to the maximum follow-up time) and we observed that the estimate η 0 equals the upper bound. When varying η 0,max up to 40 years, the estimation η 0 still reached the upper bound. According to the fixed value for η 0,max , the estimations of the other parameters varied but were always different from both their lower and upper bounds fixed for the estimation procedure. The parameter estimates and standard errors as well as the log-likelihood of the fitted model for three different values of η 0,max (i.e. η 0,max = 15, 18, 40 years) are reported in Table 2 . The likelihood increased with η 0 , and for each parameter the standards errors estimates showed that the derived three confidence intervals overlapped (95% confidence intervals are [9.73, 20.27], [9.68, 26.32] and [−13.37, 93.37] respectively). Note that for η 0 = 40 years, we are far out of the follow-up interval ( 
Concluding remarks
The time from which no more death occurs from a disease of interest (such as cancer) is a useful indicator in epidemiological studies, and can help to improve access to insurance and loans for people living with a personal history of cancer.
In this paper we refer to this delay as the time-to-null-excess-hazard (TNEH). While sophisticated models have been proposed to estimate efficiently the fraction of cured patients, it seems that there is a lack of methods in the literature for the TNEH estimation.
We proposed a cure model based on a paradigm where the excess hazard function includes the TNEH as a parameter to be estimated. The proposed beta-TNEH model could be treated as a special case of the NMCM. The simulation study showed that the beta-TNEH presented good performances regarding the maximum likelihood estimation method.
However we advise to do not use the new method when cure assumption is not reasonable because this will lead to poor estimations with meaningless results; the beta-TNEH model is really suitable for data showing an excess hazard which becomes null within the follow-up interval. Existing methods (for instance Dal Maso et al., 2014 and Boussari et al., 2018) can provide an approximation of the time-to-cure when the excess hazard becomes just relatively low and not necessarily null. But these methods are based on approximations requiring a choice of a cut-off what could easily be subject of criticism since the derived time-to-cure estimate could be very sensitive to the predefined value of the cut-off.
Two examples on real data sets were treated and for each of them, the net survival estimated by the beta-TNEH model was very close to the estimation provided by the nonparametric PP model. With testicular cancer data, robust finite value of the TNEH was estimated. With women pancreatic cancer data, despite the fact that the excess hazard becomes almost zero around 10 years after diagnosis, the TNEH's baseline estimate equals the corresponding upper bound specified for the optimization procedure, even for a relatively large value of the upper bound (40 years). In such situations, one can conclude at least that the TNEH is greater than a predefined time T * having practical usefulness. Hence treating the TNEH as a parameter would offer a way to test a cure hypothesis. Of course, by testing the hypotheses "TNEH ≤ T * " versus "TNEH > T * ", one could conclude at least whether there is evidence of cure before T * or not.
Due to its similarity with a Beta probability distribution function, the new model could reproduce various excess hazard curves, offers a simple and comprehensible way to handle the TNEH as a model parameter and leads to satisfactory estimates as shown by the numerical studies. However, in some cases, it would not be flexible enough to capture some shapes for instance in situation where the excess hazard shows several local extrema before reaching zero. Thus the new paradigm should be adapted to more flexible cure models to account for a larger panel of hazard curves. For instance in the "flexible" NMCM model proposed by Andersson et al. (2011) , the baseline cumulative excess hazard is modeled by a restricted cubic spline of the time since diagnosis. Instead of fixing arbitrary the last knot of the spline after the last observed event time as they did, one could consider this knot as a parameter corresponding to the TNEH. However, treating a spline knot as a model parameter to be estimated is a topic that would need more research.
For model (6) specification purpose we had considered the case where both the two shape parameters α and β were linked to covariates as well as the case where only β was linked to covariates. Simulations led to unsatisfactory parameter estimates for these cases (especially when both α and β were linked to the same continuous covariates), probably due to numerical problems and/or identifiability issue. This kind of problem seemed inherent to cure models. Indeed, Li, Taylor and Sy (2001) stated that even if a cure model is formally identifiable, a possible near non-identifiability situation could occur as a flat or irregular likelihood surface for finite samples, with associated numerical problems. Farewell (1982) noted in parametric cure model a high correlation between the parameter estimates of the incidence part of the model and those of the latency part of the model, what we thought, could also lead to numerical problems. More generally, Hanin and Huang (2014) pointed that sharing of covariates between various components of cure models may prevent identifiability and then good parameter estimates.
Finally we would like to point out that in the beta-TNEH model, the TNEH is assumed to be deterministic, which means that the model estimates the same value of TNEH for subjects sharing the same characteristics (covariates). A way to improve our model would be to consider the TNEH as a random effect with a specified common distribution depending on covariates. This is an ongoing work.
Appendix: Model identifiability
Let us note P θ the probability distribution of an observation (T, ∆, Z) under the parametric model (6) where for simplicity we consider that the age at diagnosis A is a component of the covariate vector Z. According to Lehmann and Casella (1998) the model identifiability holds if θ → P θ is one-to-one on the parameter space Θ. Let us denote by Z the set of values taken by the covariates. It is straightforward to verify that identifiability of model (6) is equivalent to the identifiability of the class of functions
Let us introduce two additional classes of functions:
Proposition 1 If the classes of functions A and T are identifiable, then model (6) is identifiable.
Proof. We ever explained that it is sufficient to verify that H is identifiable. Let us consider θ = (γ, β, η) ∈ Θ and θ * = (γ * , β * , η * ) ∈ Θ such that λ exc (t|z; θ) = λ exc (t|z; θ * ) for all (t, z) in [0, +∞) × Z . The supports of λ exc (·|z; θ) and λ exc (·|z; θ * ) having to match for all z ∈ Z we have τ (z; η) = τ (z; η * ) for all z ∈ Z , thus η = η * since T is identifiable.
As a consequence, for all z ∈ Z and t ∈ (0, τ (z; η)) we have
Taking the logarithm of the above equality and using the linear independence of functions t → log It is easy to check that classes of functions A and T that we used for both the simulation study in Section 3 and the illustrations on real dataset in Section 4 are identifiable.
Supporting Information for
Modeling excess hazard with time-to-cure as a parameter by Boussari et al. Web Appendix D: Performances of a multivariates beta-TNEH model
Web Appendix
We consider the beta-TNEH model (equation (6) in the paper) where λ exc depending on three covariates: age at diagnosis (continuous), sex, stage of cancer (3 stages = I, II and III) with α depending on age and stage and τ depending on age and sex: α(z 1 ; γ) = γ 0 + γ 1 × a * +
where a * is the age at diagnosis standardized using the mean and the standard deviation of its specified distribution, z 1 = (age, stage), z 2 = (age, sex), γ = (γ 0 , γ 1 , γ 2 , γ 3 ) and η = (η 0 , η 1 , η 2 ). Hence θ = (γ, η) is the vector of parameters to be estimated.
Here are some considerations for data generation: The vector of true parameters is θ = (1.6, -0.02, -0.2, -0.5, 5.4, 7.5, 1.2, 1.5). The age at diagnosis is uniformly distributed on intervals [20, 40) , [40, 65) and [65, 80] , and the proportions of age at diagnosis coming from these three intervals are 0.25, 0.25 and 0.50 respectively; 60% of cases are men; the proportions of stage I, II and III are 0.50, 0.30 and 0.20. The population hazard is assumed to follow a Weibull distribution, the scale and shape parameters being 75 and 11 respectively. The maximum follow-up time (from diagnosis) is fixed to fifteen years and the censoring rate is about 35%.
We generate 1000 repetitions of each sample of size n = {250, 500, 1000, 2000}. Table: n ind. γ 0 = 1.6 γ 1 = −0.02 γ 2 = −0.2 γ 3 = −0.5 β = 5.4 η 0 = 7.5 η 1 = 1.2 η 2 = 1. : "True" is the value from the true model which generate the data, "Bias" is the mean of the biases from the beta-TNEH estimates, "RMSE" is the root mean square error of the estimates and "cp" is the coverage probability. for the years 2013 to 2017 using this same model. Expected mortality rates were also derived for the whole France. This work has been done by the biostatistical unit of the Hospices Civils de Lyon, using mgcv package in R software.
Here for illustration purposes, we plot the population mortality hazard at years 1995, 1999, 2003, 2007, 2010 and 2013 . Age (years)
Population mortality hazard
French population mortality hazard in men (dark dots) and in women (grey dots).
