that deforms gradually throughout time. 
Finite Element Method interpolation

143
The main idea of the present approach is to transform the discrete cloud of points into a 144 mathematical framework -similar to a deformable medium-by which the strain-rate tensor can 145 be computed. To do so, we generate a mesh T h (t) = {K} from the set of points P that is composed by 146 non-overlapping and conforming geometrical elements K of diameter h. There are several methods to 147 generate a mesh from a set of points, all which are studied in the computational geometry field. Here,
148
we apply the Delaunay Triangulation DT (P ) because of several reasons. The first is that the aspect 149 ratio of the triangulated elements produce a high-quality mesh. The second is because fast Delaunay 
151
The result of applying the Delaunay triangulation over the set of points is a discrete mesh
152
T h := DT (P ) which possess the following characteristics: it covers exactly the convex hull Ω of 153 the point set, no point p i is isolated from the triangulation, and all the elements {K} are 4-points 154 tetrahedron, which are completely defined by the position of their four corner points K := x j , with 155 j = 1, 2, 3, 4. The generated mesh T h = DT (P ) can be seen as a -material-domain Ω that suffers
156
deformations from the displacements of the points between consecutive time-steps. Since only discrete 157 displacements between consecutive time-steps are known for the set of points, we now explain how 158 the continuous velocity field inside the mesh is calculated.
159
Even though the FEM has been used to perform interpolation using the point-wise data (see, for instance, [33, 34] ), in this work we apply this well-known method in a three-dimensional setting. In FEM, the finite interpolating space V h is defined as made of continuous piece-wise polynomials N(x) in the mesh T h , where the discrete approximation F h (x, t) ∈ V h of any multi-dimensional function F(x, t), x ∈ Ω, can be written as
We use the simplest finite element: the tetrahedron with linear polynomials and four nodes. Let us first introduce some notation in order to define the polynomials inside the element. The set of normalized coordinates χ 1 , χ 2 , χ 3 , χ 4 in each tetrahedron K are such that the value of χ i is one at the point p i ∈ K, zero at the other three corner points, and varies linearly from that point to the opposite edges. This set of coordinates has the property that the sum of the four coordinates (each belonging to one tetrahedron point) in any location inside the tetrahedron is identically one:
Hence, the shape functions inside each linear tetrahedron are defined to be these coordinates: N i (x i ) = χ i (x i ), with i = 1, 2, 3, 4 denoting the corner points. The FEM interpolation (1) of a three-dimensional vector function, say F (x, t), can be defined inside each linear tetrahedron K as
by denoting F i (t) = F (x i , t), for i = 1, 2, 3, 4, nodes of the tetrahedron.
160
The way the tetrahedral coordinates χ i , i = 1, 2, 3, 4, are defined is by means of the previous interpolating relation together with the summation constraint. This is, when one aims to define the tetrahedron geometry and calculate any position inside the tetrahedron x = [x 1 x 2 x 3 ] , we compute
in order to obtain the tetrahedral coordinates system where the coefficients of the inverted matrix are given by
Here, the abbreviation x ij = x i − x j has been used, and the volume υ can be calculated with the expression 6υ =x 21,1 (x 31,2 x 41,3 − x 41,2 x 31,3 ) + x 21,2 (x 41,1 x 31,3 − x 31,1 x 41,3 ) + x 21,3 (x 31,1 x 41,2 − x 41,1 x 31,2 ) .
At this point, it is possible to calculate the spatial derivatives of any interpolated function ∂ ∂x F (x, t) in terms of the tetrahedral coordinates as
The way to calculate the continuous stress-rate tensor field is through the derivation of a continuous version of the velocities. Hence, we calculate the continuous velocity field by means of the FEM, in which linear piece-wise polynomials are used to interpolate the velocity at any spatial position inside the mesh. Let us explain how to calculate the discrete velocities of points. We suppose that the displacement s i of point p i in the time interval t n , t n+1 can be defined -without loss of accuracy-as infinitesimal, in the sense of s i (t n ) ≈ x i t n+1 − x i (t n ). We rely on the Taylor expansion:
in order to calculate the discrete velocity v i of point p i as
where the second (and higher) order terms are neglected.
With the previous result in hand, we then generate a continuous version of (6) by replacing it in (2). 
Elemental strain-rate calculation
Having defined the continuous space of velocities, we can calculate the derivatives along each 165 one of the spatial directions and derive the strain-rate tensor field.
166
Following the continuum mechanics concepts in [15] and assuming small deformations, the strain-rate tensor is calculated as
with ∇v the gradient of velocity. Each component of the 3 × 3−tensor is developed in Cartesian coordiantes as
The six independent components of the strain-rate tensor can be arranged using Voigt's notation into a 6-component strain-rate vector as follows:
where γ 12 (x, t) = 2E 12 (x, t) , γ 23 (x, t) = 2E 23 (x, t) and γ 13 (x, t) = 2E 13 (x, t) are the Shear-Rate Strains. With this notation in hand, the strain-rate tensor can be calculated as
by defining the matrix operator of derivatives over the velocity field. In the case of the right hand side velocities, we can arrange a node-wise vector of discrete velocities in the tetrahedron K, as
Using the definition of the finite element interpolation of any function (2) together with its partial 167 derivatives (4), and replacing those in (8), we obtain
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Now, the operation
calculated as the product of the matrix S (K) and the vector V (K, t n ). This is,
with x ∈ K and the discrete matrix S (K, t n ) defined as 
Thus, this last matrix can be computed solely in terms of the coordinates of the nodes.
169
Up to this point, we have demonstrated how to calculate the elemental strain-rate. Now, our purpose is to identify the data cloud transformation throughout the visualization of the strain-rate patterns. This is, we need to identify the extrema strain-rates and their orientations. In a formal sense, this is the well-known Eigenvalues and Eigenvectors problem, which is stated as: if T is a linear transformation from a vector space V over a field F into itself, and v is a vector in V that is not the zero vector, then v is an eigenvector of T if T(v) is a scalar multiple of v. Knowing that by definition the second order strain-rate tensor is a linear operator from a vector field into another first-order tensor field, the previous definition applied to the strain-rate tensor leads to:
where I is the 3 × 3 identity tensor, n (K, t n ) ∈ R 3 is a normalized (non zero), i.e. unit, vector called 170 eigenvector, and λ (K, t n ) ∈ R is the eigenvalue associated with the eigenvector. In other words, an 171 eigenvector is a vector that changes by only a scalar factor when the strain-rate tensor is applied
172
to it, resulting in a vector parallel to itself. By solving (12) one obtains three different eigenvalues
, and three eigenvectors n 1 (K, t n ) , n 2 (K, t n ) , n 3 (K, t n ) , associated with 174 each eigenvalue.
175
The eigenvalues and eigenvectors describe the principal magnitudes and orientations of the 176 strain-rate tensor: since the diagonal components of the strain-rate tensor Hence, with the extrema strain-rates at the elemental level we can reveal the deformation 186 trend of the data cloud, and above all, locating which regions suffer the most abrupt change in 187 the time-span. We also propose to draw the family of curves -trajectories-that are instantaneously 
Results
193
In the present section, we demonstrate the application of this methodology to quantify the 194 temporal change of an urban multivariate system (see Figure 3) . First, we cite the case study t n ≤ 2015 = t N , n = 0, 1, .., 12. Hence, the case study data cloud comes from a PCA reduction of the
that possesses only three independent dimensions: PC1, PC2, and PC3. The dimensionally-reduced 212 data-set from the application of the PCA is presented in Appendix A. Hence, the three-dimensional
213
and time-dependent data cloud is composed by the coordinates X n (t n ) of the n = 10 total number of 
217
As the first step of our methodology, we apply the Delaunay Triangulation (DT) to the data 218 cloud. Specifically, we calculate the DT to the set of coordinates at each time-step X n (t n ). This 219 results in a mesh T h (t n ) composed by nel = |K| non-overlapping tetrahedron. 
221
Since the position x i (t n ) of a given point p i at a later time-step can surpass the initial tetrahedron's 222 circumscribed sphere, we recalculate the mesh triangulation at each time step t n , n = 1, .., 11. order. Applying (10), we compute the strain-rate tensor of every tetrahedron, E(K, t n ) for time-steps 230 n = 0, . . . , 11, since displacements cannot be calculated for the last year t 12 = 2015. Note that the 231 strain-rate tensor units are year −1 (for the case study).
232
We are interested in the magnitude and orientations of the principal strain-rates -extension and 233 contraction-at the elemental level. Hence, the next step is to solve (12) and obtain the eigenspace 234 components (eigenvalues and eigenvectors) of the strain-rate tensor. For the sake of conciseness, we 235 list in Table 2 the results of the principal strain-rates for the year 2003 solely.
236
The application of this methodology to the case study is displayed graphically in Fig. 3 In favor of the analysis, we display the principal strain-rate components in a graphical way.
246
One first approach is to illustrate the patterns of extension-rate and contraction-rate using a vector visualize the distribution of the principal strain-rates and their three-dimensional orientations using this type of illustration.
254
Our approach to ease the visualization and understanding of the strain-rate state is to draw 
264
In the case of the first strain-rate component which is shown at the top of Fig 4, change is not probably to occur. That is specially the case of the Ciutat Vella district, which is separated 295 from the clustered nodes but it is neither diverging nor converging to them.
296
One final remark to the visualization of strain-rate patterns is that the principal strain-rate 
Figure 5. The trajectory patterns of the time-averaged principal strain-rates. Averaged first principal strain-rate (top), averaged second principal strain-rate (middle), and averaged third principal strain-rate (bottom).
Temporal statistics of the principal strain-rates
Plots of the principal strain-rate components trajectories can be completed for the remaining years 302 of the time span, t n , n = 1, 2, ..., 11, and those are attached as meta-data in the electronic version of 303 the present article. Readings of the strain-rate streamline patterns for those years can be completed 304 straightforwardly as discussed in the paragraphs above. Nevertheless, we perform some temporal 305 statistics of the strain-rate states, where the principal strain-rates calculated for each time-step are 306 accounted as the temporal events: each strain-rate state is accounted as a single observation.
307
The first statistics that we perform is the time-average of the principal strain-rate components, 308 separated as the first, second, and third principal strain-rates. Table 3 presents 
