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Abstract
Optimization of the power spectrum alleviates the crosstalk noise in digital subscriber lines (DSL) and thereby reduces
their power consumption at present. In order to truly assess the DSL system power consumption, this article presents
realistic line driver (LD) power consumption models. These are applicable to any DSL system and extend previous
models by parameterizing various circuit-level non-idealities. Based on the model of a class-AB LD we analyze the
multi-user power spectrum optimization problem and propose novel algorithms for its global or approximate
solution. The thereby obtained simulation results support our claim that this problem can be simpliﬁed with
negligible performance loss by neglecting the LD model. This motivates the usage of established spectral
optimization algorithms, which are shown to signiﬁcantly reduce the LD power consumption compared to static
spectrum management.
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Introduction
This article analyzes the modeling and optimization
of the power consumption in multi-carrier digital sub-
scriber line (DSL) transceivers. The line-driver (LD)
power consumption accounts for the largest part in the
DSL power budget and scales with the transmit power
(TP) [1-3]. With few exceptions [2,4,5], previous study
has therefore focussed on minimizing the transmit sum-
power [3,6-8] through power spectral optimization,
also known as dynamic spectrum management (DSM)
[9]. A key feature of this objective is its separability by
subcarriers, which is a prerequisite for the Lagrange
decomposition [10] of the DSM problem. This decom-
position results in low-complexity and even distributed
DSM implementations [11-13].
We hypothesize that although TP minimization does
not assume knowledge of the underlying LD power con-
sumption, it achieves energy-eﬃciency at a negligible per-
formance loss compared to a TP optimization taking the
LD explicitly into account. In order to support this claim
and to realistically assess energy savings by DSM it is
indispensable to have an accurate model of the LD power
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consumption as a function of the TP. Hence, after provid-
ing more background information in Section ‘Background
information’, we begin in Section ‘Line driver models’ by
deriving accurate such models, which are applicable for
any DSL technology and diﬀerent LD classes. While we
deem a proof of our hypothesis intractable, we exemplar-
ily provide analytical and numerical evidence supporting
our hypothesis based on the proposed enhanced class-AB
LD model in Sections ‘Optimization models and analysis’
and ‘Empirical optimization study’, respectively. For that
purpose we propose two novel numerical approaches for
LD power optimization which are based on successive
geometric programming (GP) [14,15] and diﬀerence-of-
convex-functions programming (DCP) [16], respectively.
These techniques help us tomotivate the selected scenario
for simulation of a DSL network with realistic parameters
under the two DSM heuristics in [2,3], cf. the introduc-
tion in Section ‘Empirical optimization study’ for a more
concise overview of our contributions. The results are
rounded oﬀ in Section ‘Average performance evaluation’
by simulations demonstrating the LD power saving poten-
tial by energy-eﬃcientmulti-user DSM compared to static
spectrum management and rate-maximizing DSM. Our
conclusions are provided in Section ‘Conclusions’.
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In the last ten years, the power consumption of informa-
tion and communication technology (ICT) has become
an issue on top of our agendas, reﬂecting our concern on
global warming, CO2 emissions and energy sustainability.
The telecommunication sector is responsible for 25% of
the ICT’s energy consumption [17] and therefore energy
eﬃciency has naturally become an issue for industry, stan-
dardization, as well as governmental bodies. For example,
the share of the ﬁxed broadband access in the telco’s
energy consumption for 2020 is estimated at around 14%
[17]. A related initiative by the European commission aims
at a power reduction of 50% in broadband equipment by
2015 [18].
The power consumption of a DSL transceiver can be
divided according to its three major parts: the digital
front-end (the modem’s digital signal processing); the ana-
log front-end (responsible for the conversion between the
analog and the digital domain, including ﬁlters); and the
line driver (the power ampliﬁer driving the line). Depend-
ing on the used transmission proﬁle (e.g., bandwidth) the
LD power consumption can be somewhere between 30%
and 60% of the modem’s total power consumption [1-3].
The main focus for energy saving in DSL therefore lies on
the LD power consumption [1,4]. Approaches for reduc-
ing the power consumption in DSL can be classiﬁed into
three categories [19]: the optimization of hardware com-
ponents; dynamic rate adaptation (e.g., by spectral opti-
mization); and low-power modes. Our focus is on the ﬁrst
two approaches, as we a) model the power consumption of
an energy-eﬃcient LD type, and b) study energy-eﬃcient
DSM based on derived LD power consumption models,
leading to lowered transmit rates. We refer to [20,21] for
an introduction to LD design for DSL and to [1,22-25] for
an overview of various energy saving techniques for DSL.
Line driver modeling
Current DSL systems rely on so called class-AB LDs
as these provide a high degree of linearity over a large
signal bandwidth. The main drawback of this type of
ampliﬁer however lies in its relatively low eﬃciency. Fur-
thermore, the typical DSL signal exhibits a high crest
factor (CF) with high peak values in comparison to its
root-mean-square (rms) value. Even though those peak
values occur with very low probability, the ﬁxed supply
voltage of a Class-AB LD must be suﬃciently high to
provide distortion-free ampliﬁcation of the highest signal
peaks. This implies that signiﬁcant power savings could
be obtained by modulating the supply voltage to follow
the envelope of the ampliﬁed signal, as done in so-called
class-H LDs. Class-G LDs [20] are class-AB LDs where
the supply rail is switched, e.g., between a lower and a
higher voltage level VL and VH , respectively. The design
of a class-G LD can be diﬀerentiated by whether multi-
ple supplies or internal charge pumps are used to provide
the multiple supply voltages. In the former design the sec-
ond supply voltage is typically not directly available on a
DSL line card. An additional, costly DC-DC converter is
required which must be included in the LD eﬃciency cal-
culation. A class-H LD can be seen as a class-G LD with
an inﬁnite number of supply rails, consequently leading
to a higher eﬃciency at the cost of a more complicated
supply design. Altogether we consider the class-G design
based on internal charge pumps as the most promising
compromise between eﬃciency and complexity.
As motivated in Section ‘Introduction’, for the evalu-
ation and optimization of the LD power consumption
a realistic functional model is needed which maps the
modem’s TP to its LD power consumption. An empirical
model based on power measurements of a class-AB LD
in ADSL2+ was presented in [2]. However, this model is
not applicable to other DSL technologies or systems with
diﬀerent physical parameters. A circuit-level model for an
LD of class-AB and G with two supplies has been pre-
sented in [4], based on the models in [26]. However, these
models do not precisely account for the non-idealities
of the voltage supply chain [27] (e.g., transformer loss,
impedance synthesize factor, etc.) and the power loss in
the hybrid circuit. Therefore, in Section ‘Class-AB line-
driver power model’, we derive an enhanced class-AB
LD power consumption model based on [26] that can
be applied to any DSL proﬁle, and in Section ‘Class-G
line-driver power model’, we propose a novel model for a
class-G LD with charge pumps.
Line driver models
Class-AB line-driver power model
In this section, we enhance the functional class-AB LD
model in [26] based on a circuit analysis, cf. Figure 1. The
total power consumed by a class-AB LD is given as
PLD(AB) = Pu + Pdiss + PHybrid, (1)
Figure 1 Class AB Line Driver followed by the hybrid and the
transformer.
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where Pu is the output power measured at the LD output
of a line indexed by u ∈ U , Pdiss is the total power dissi-
pated inside the LD, and PHybrid is the power consumed
by the hybrid circuit. The level of PHybrid strongly depends
on the hybrid implementation and topology and ranges
from a few mW to several tens of mW. By the reformula-
tion detailed in Appendix 1 the LD power consumption in
(1) can be equivalently written as










where Vs is the supply voltage of the LD, IQ is the qui-
escent current, and R′line as deﬁned in Appendix 1 is the
transformed resistance of the line, cf. Figure 1. In the ideal
case the supply voltage Vs can be designed to cover the
output voltage swing CF · Vrms,ideal described by the sig-
nal crest factor CF and the ideal rms LD output voltage
Vrms,ideal [26].
However, a more realistic representation of Vs should
include several impairments that will generally be present
in real implementations and signiﬁcantly inﬂuence the LD
eﬃciency:
1) The achievable signal swing at the LD output is
reduced from its theoretical maximum value Vs by a
voltage drop Vdrop. Its value is typically in the range
between 2 and 4V, and determined by the design and
the underlying technology of the LD output stage.
2) The resistances of the copper coils and other
non-idealities cause an additional voltage drop over
the transformer. This loss in eﬀective signal power
on the line is called transformer loss TL and can
reach 0.2 to 0.5 dB for EP5 and EP7 transformers as
used in xDSL central oﬃce (CO) applications.
3) Another voltage drop occurs in the termination
circuitry. Impedance synthesis is a commonly used
concept in LD system integration [28] to reduce this
loss. More precisely, only a small part of the eﬀective
receive signal termination is provided by an external
resistor, while the main part is actively generated by
the LD itself. The impedance synthesis factorm - that
is the ratio between the external resistor value and
the over-all termination resistance - also determines
the receive signal attenuation and cannot be made
arbitrarily small. Therefore, a voltage drop by a factor
m/(m + 1) must be included in the calculation of the
required LD supply voltage.While for VDSL2 systems
a reasonable choice ofm lies in the range from 3 to 6,
for pure ADSL/ADSL2+ systems a more aggressive
choice ofm in the range from 6 to 20 is possible.
Using Vrms,ideal =
√
Pu · R′line these additional factors
can be accommodated in the form
Vs = CF ·
√
Pˆu · R′line · TL ·
m + 1
m + VDrop, (3)
where Pˆu is the maximum transmitted power. Figure 2
depicts an exemplary measurement of a real ADSL2+ LD’s
power consumption, as well as the class-AB LD power
consumption modela in (2), using (a) the mentioned ideal
relation Vs = CF · Vrms,ideal, (b) the relation Vs = CF ·
Vrms,ideal + Vdrop with headroom Vdrop as used in [4], and
(c) the relation derived in (3). From this plot it is visible
that there is a considerable amount of LD power con-
sumption that has not been taken into account by previous
models.
Based on the wide deployment of class-AB LDs and
the simple functional shape of our model we will focus
on this LD type when analyzing the eﬀect of the LD on
energy-eﬃcient DSM in Sections ‘Optimization models
and analysis’, ‘Empirical optimization study’, and ‘Average
performance evaluation’. Another energy-saving approach
mentioned in Section ‘Energy-eﬃciency in DSL’ is the

























Figure 2 Comparison of class-AB LD power models. The ﬁgure shows the inﬂuence of additional non-idealities considered in our LD model.
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deployment of more energy-eﬃcient LDs, as analyzed in
the following section.
Class-G line-driver power model
Based on our discussion in Section ‘Line driver modeling’,
we study in this section class-G LDs with a set of inter-
nal charge pumps. We refer to Appendix 2 for a model
of an LD with two supply voltages that includes the non-
idealities discussed in Section ‘Class-AB line-driver power
model’ into the model in [4,26]. The basic principle of a
charge pump is exempliﬁed in Figure 3. A pair of such
charge pumps is used to generate the high class-G sup-
ply voltage VH from a single LD supply voltage which at
the same time serves as the low class-G supply voltage
VL. Under ideal conditions, a maximum voltage ratio of
VH/VL = 3 can be achieved. However, taking techno-
logical limitations and various internal voltage drops into
account, assuming a ratio of VH/VL ≈ 2 is more realis-
tic. The total power consumption of a class-G LD with
internal charge pumps is deﬁned as
PLD(G-CP) = PLow,CP + PHigh,CP + PQ,CP + PHybrid, (4)
where PLow,CP is the LD power consumption value of an
equivalent class-AB LD running continuously at the low
voltage supply, and PHigh,CP refers to the additional power
consumption when the LD is switching to the high volt-
age supply. PQ,CP is the quiescent power dissipation. The
voltage level VH is thought of as the summation of VL and
VH − VL, with the latter being generated by the charge
pumps when needed. The consumed LD power at the low
voltage VL is in analogy to (2) deﬁned as







Extending the ideal rms voltage Vrms,ideal =
√
Pu · R′line





Figure 3 Class-G LD: Basic principle behind an internal charge
pump.
power model’ we obtain the rms LD output voltage (that
is, before impedance synthesis and transformer) as
Vrms =
√
PuR′line · TL ·
m + 1
m . (6)
In analogy to the ideal class-G case [26] the mean
average deviation (MAD) of the LD output voltage for
the cases when the Gaussian distributed output signal is
























respectively. Note that the fraction of timeμcp(Pu) ∈[ 0, 1]
the charge pump is used is higher than the time the out-
put signal exceeds the threshold Vth, the reason being the
additional ramp-up / ramp-down phases between the low
and the high supply. Therefore the output signal’s MAD
during charge pump usage is a combination of that when
the signal is below and above Vth, respectively, weighted
by the corresponding probabilities. The output signal’s
MAD under the assumption of operating below and above
the threshold is given by VMAD,Low/(1 − 2Q( VthVrms )) and
VMAD,High/(2Q( VthVrms ), respectively. Correspondingly we











μcp(Pu) − 2Q( VthVrms )
1 − 2Q( VthVrms )
, (10)
μB = 1, Q(·) is the Q-function, ρ is the recharge loss, and
the term R′lineTL
m+1
m represents the total resistance at the
LD output. Comparing the total dynamic power (the sum
of (5) and (9)) to that under a class-G design with two sup-
plies (the sum of (30a) and (31) in Appendix 2) we ﬁnd that
the latter one is obtained by setting μA = 0 and ρ = 1.
We emphasize that μcp(Pu) depends not only on the out-
put power, but, for example, also on the transformer ratio,
the DSL proﬁle, or the way in which the charge pump is
loaded. The quiescent power consists, diﬀerently to that
in class-AB LDs, of three main components, given as
PQ,CP = PQ,Low + PQ,High + PQ,classG. (11)
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The term PQ,Low = VL · IQ is the quiescent power dissi-
pation of an equivalent class-AB LD continuously working
at VL. The additional quiescent power dissipation of the
LD when working at the high voltage supply is deﬁned as
PQ,High = (VH − VL) · IQ · μcp(Pu) · ρ. (12)
The third term in (11) splits into
PQ,classG = (13)(
VL + (VH − VL) · μcp(Pu) · ρ
) · IQ,classG + LclassG,
where IQ,classG is the additional quiescent current in class-
G mode and LclassG[W] refers to further ﬁxed losses in the
class-G circuitry.
In Figure 4, we compare the power consumption data
provided for a real class-G LD with charge pumps in [29]
to the three discussed LD models: our model of a class-G
LDwith charge pumps in this section, themodel of a class-
G LD with two power supplies in Appendix 2, and the
model of a class-AB LDmodeled by Equations (2) and (3),
respectivelyb. In Figure 4a we see that under an ADSL2+
proﬁle the power consumption predicted by our model of
a class-G LD with charge pumps lies between that calcu-
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Figure 4 Comparison of class-G LD power models to a real
class-G LD with charge pumps. Our model of a class-G LD with
charge pumps shows a higher (lower) power consumption compared
to an ideal class-G (class-AB) design. It accounts for additional power
losses at high transmit powers that are also observable in a real
class-G implementation. However, all three LD power models show a
similar shape as a function of transmit power Pu below 14.5dBm.
lated by the models of a class-AB LD and a class-G LD
with two supplies. Figure 4b shows that the class-G LD
models lead to similar power estimates for transmit pow-
ers below 14.5dBm. This is explicable by the fact that a
low transmit power leads to low probabilities μcp(Pu) and
μ2S(Pu) of using the high supply in the class-G LD with
charge pumps and with two supplies (see Appendix 2),
respectively. Correspondingly we can approximate the
power consumption of a class-G LD for low transmit
power values by that of a class-AB LD in (5) that operates
at the low supply voltage. However, near the maximum
output power the novel class-G LD model with charge
pumps signiﬁcantly deviates from the class-G LD model
with two supplies, similarly as the consumption of the real
LD described in [29]. For example, at the maximum trans-
mit power of 20.5dBm the two-supply class-G LD model
underestimates the power consumption of the LD in [29]
by as much as 44mW for ADSL2+ or 83mW for VDSL2 8b.
Regarding for instance the curves for VDSL2 30a we ﬁnd
that the real consumption values are partially below the
class-G LD models for higher transmit powers. This can
be explained by the deviation of the quiescent current into
the load [28] which is circuit and transmit power depen-
dent. Diﬀerently, all the presented LD models (as well as
those in [4,26]) assume a constant quiescent current IQ
that is independent of the transmit power.
In summary, the class-G design with charge pumps
yields substantial energy savings compared to a class-
AB LD while sparing us the DC-DC conversion needed
for class-G LDs with two supplies. Furthermore, the pre-
sented LD power models have a qualitatively similar func-
tional shape for transmit power values below 14.5dBm
as they are all based on the elementary class-AB power
relation in (2). In the following sections, we focus on
the class-AB LD and analyze our hypothesis of Section
‘Introduction’ on the diﬀerence between LD power and
TP optimization.
Optimizationmodels and analysis
In this section, we want to formally develop some insight
into when a diﬀerence between LD power and TP opti-
mization in terms of the achieved class-AB LD power
might occur, how large it is, and whether this diﬀerence
truly occurs under realistic network conditions.
DSL systemmodel and notation
Current DSL systems employ frequency-division duplex-
ing (FDD) and discrete multi-tone (DMT) modulation
which splits the available frequency bandwidth into
C orthogonal subchannels (subcarriers). Our system
model consists of U subscriber lines sharing a single
cable binder. Electromagnetic coupling between the users’
twisted pair wires leads to crosstalk noise at the receivers,
which is the reason for performing the power allocation
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of all users jointly. The achievable rate per DMT-symbol
ruc (pc) for user u ∈ U = {1, . . . ,U} on subcarrier c ∈
C = {1, . . . ,C} as a function of the signal to interfer-
ence and noise ratio (SINR) is modeled by the common
gap-approximation [30]











where pc =[ p1c , . . . , pUc ]T , puc is the power assigned to
subcarrier c of user u, and the terms Huuc and Huic are
the direct channel transfer coeﬃcient of user u and the
cross-channel transfer coeﬃcient from user i to user u
on subcarrier c, respectively. DSM implementations in
standard-compliant DSL systems, including crosstalk esti-
mation functionality, have been reported in [31,32]. The
term  indicates the SNR-gap to capacity depending on
the modulation scheme, the targeted bit-error rate, the
coding gain, and the noise margins, while Nuc represents
the total received background noise power on subcarrier
c of user u, including white thermal noise, alien-crosstalk,
and radio-frequency interference.
Based on Section ‘Line driver models’, the LD power
consumption of a class-AB LD as a function of the total
TP Pu =∑c∈C puc of user u is given in the form
f LDu (Pu) = wˆu
√
Pu + w˘u, (15)
where the parameters wˆu ∈ R+ and w˘u ∈ R+ are depen-
dent on the hardware and systemmodelc. In the following
optimization study, we will use two key features of this
function: a) it is monotonously increasing, and b) concave
in Pu (or puc , c ∈ C, respectively).
Optimization problems
Similarly as in previous DSL studies [11,33] we mathemat-
ically formulate the problem of minimizing the transmit











ruc (pc)  Ru, ∀u ∈ U , (16b)
∑
c∈C
puc  Pˆu, ∀u ∈ U , (16c)
0 ≤ puc ≤ pˆuc , ∀c ∈ C,∀u ∈ U , (16d)
ruc (pc) ≤ Bˆ, ∀c ∈ C,∀u ∈ U , (16e)
where pˆcu, c ∈ C,u ∈ U , denotes the PSD mask, Bˆ
the maximum number of bits that can be allocated to
a single subcarrier, and Ru and Pˆu the target-rate per
DMT-symbol and the maximum sum-power of user u,
respectively. In practice numerous other objectivesmay be
targeted besides energy consumption, including for exam-
ple sum-rate [33], fairness [34], service coverage [35], the
energy-per-bit [8], or weighted combinations thereof [6].
However, our choice of focusing on energy-minimization
subject to rate-constraints will allow us to study various
deﬁned rate combinations. Similarly to (16), based on the
model in (15) the problem of minimizing the total LD








subject to Constraints (16b)–(16e), (17b)
where for simplicity of exposition we assume identical LD
models for all users. This allows us to omit the added con-
stant w˘u and the factor wˆu,u ∈ U , as they have no inﬂu-
ence on the optimal solution. Note that the latter factors
can easily be reintroduced under the numerical optimiza-
tion approaches in Section ‘Empirical optimization study ’.
For instance, heterogeneous LDmodels are considered for
the simulations in Section ‘An experiment in real-sized
DSMproblems using heuristics’. For brevity we will denote
the optimal per-user sum-power values for the problems
in (16) and (17) by PTP ∈ RU+ and PLD ∈ RU+ , respectively.
Analysis of the optimization problems in (16) and (17)
Before turning to the numerical optimization of the prob-
lems in (16) and (17) we analyze their solutions and
the diﬀerence between their solutions in terms of LD
power independently of their exact solution value. To
begin with we deﬁne the set of possible solutions (the
“power-region”).
Deﬁnition 1 (Power-region). The power-region associ-
ated with the problems in (16) and (17) is deﬁned as the set





Proposition 1. The sum-power vectors PTP and PLD
achieved at a solution of the power minimization problems
in (16) and (17), respectively, both lie on the boundary of
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the power-region P as deﬁned in (18), i.e., P ∈ P ,P 
=
PTP,P  PTP and P ∈ P ,P 
= PLD,P  PLD.
Proof. The proof simply follows from the monotonicity
of the objectives in (16a) and (17a), respectively.
Proposition 1 also suggests a practical heuristic
approach for LD power optimization, namely through
a sequence of weighted sum-power minimizations with
weights based on the projected gradients of the objective
functions f LDu (Pu), cf. [36] where a similar idea was applied
for a rate-utility maximization problem. However, while in
[36] a non-concave maximization was performed over the
rate-region, here we face a concaveminimization problem
over the power-region.
The following proposition identiﬁes the smallest prob-
lem instances where a diﬀerence between the two prob-
lems in terms of LD power may occur, and which we will
further study in Section ‘Empirical optimization study’.
Proposition 2. Diﬀerences between the optimal solu-
tions of the problems in (16) and (17) in terms of LD power
can only occur for U ≥ 2 and C ≥ 2.
See Appendix 3 for a proof.
Next, we deﬁne the relative gain by LD power opti-















PTPu + U · w˘
, (19)
where in the nominator we have the diﬀerence in LD
power between the two optimization approaches we are
interested in, and in the denominator the LD power under
the TP minimization. In other words, the relative gain in
(19) tells us how much more energy-eﬃcient LD power
optimization is compared to classical TP minimization. In
the following we derive a bound on ξ for any number of
usersU and subcarriers C with powers puc summing to the
total power Pu =∑c∈C puc . More precisely, we have√∑
u∈U





where the ﬁrst inequality holds due to the monotonicity
and concavity of the model in (15), and the optimality of∑
u∈U PTPu in (16), and the second inequality holds due
to feasibility of a solution to the problem in (16) for the














PTPu + U · w˘
, (21)
which is only dependent on the solution of the problem
in (16) and illustrated in Figure 5. Expanding our intu-
ition from Proposition 2, we see that this simple bound
does not allow for any LD power reduction by direct LD
power optimization in (17) compared to TP minimization
in (16) when all but one user transmit with very low power
(e.g., below -20 dBm). Note however that Figure 5 does
not allow us to make any conclusions on possible diﬀer-
ences when all lines operate in a high-power regime. For
example, if the solution to the TP minimization problem
in (16) demands all users to use maximum sum-power, by
sum-power optimality in (16) the same must hold in the
LD power minimization problem in (17) and so the diﬀer-
ence between the two must actually vanish, diﬀerently to
what the bound in (21) indicates. Using Jensen’s inequal-
















The gain ξ for U = 2 users is for instance bounded
by 1 − 1/√U (≈ 30%). The bounds in (21) and (22) are
identical when PTPu = Pˆu = P,∀u ∈ U .
In this section, we have located the solutions of our two
optimization problems on the boundary of a power-region
and identiﬁed potentially insightful problem instances. In
the following section, we will use this information to study
the real gain ξ by directly optimizing the LD power model
through numerical methods.
Empirical optimization study
We will use three approaches to obtain insights into
the diﬀerences between TP and LD power minimiza-
tion in terms of the LD power consumption founded on
the functional model in (15): The ﬁrst one is based on
an eﬃcient but possibly suboptimal successive geometric
Figure 5 Bound on the LD power diﬀerence between two
optimization objectives. Upper-Bound in (21) on the LD power
diﬀerence between the solutions of the problems in (16) and (17) for
U = 2 users.
Wolkerstorfer et al. EURASIP Journal on Advances in Signal Processing 2012, 2012:226 Page 8 of 17
http://asp.eurasipjournals.com/content/2012/1/226
programming (GP) approximation used in order to iden-
tify problem parameters under which diﬀerences between
the optimal solutions of the two optimization problems
occur. While it is known [15] that the TP optimization
problem can be approached by GP, our contribution is to
recognize this fact for the LD power optimization prob-
lem. The second approach is based on the globally optimal
solution of both problems in (16) and (17). Global opti-
mality is a necessary property to study the power-region
in Deﬁnition 1 and the location of the solutions to the
problems in (16) and (17) in this region. Furthermore, it
allows us to provide an exemplary scenario where prov-
ably a diﬀerence between the solutions of the two opti-
mization problems occurs. For solving these non-convex
and rate-constrained LD power and TP optimization
problems we found it necessary to develop a problem-
speciﬁc algorithm. It deviates in various aspects from
the approaches proposed for related rate-maximization
problems in [37,38], e.g., it allows for an optimization
over all subcarriers including a non-convex constraint
set, and uses improved branching and bounding tech-
niques. The third approach is by the heuristic succes-
sive convex approximation algorithms proposed in [2,11],
respectively. These two algorithms allow to study problem
instances of realistic size and channel parameters.
DSM based on successive SINR-approximation and
geometric programming
Geometric programs (GP) are a class of problems which
is not convex but can easily be converted into a con-
vex form by logarithmic transformations [14]. This opti-
mization model was applied to power control in [15,39],
where also successive GP approximations were proposed
for non-convex problems based on monomial [14] or
SINR approximations [11]. For a short introduction to
GP and the corresponding problem transformation of
the LD power optimization problem in (17) we refer to
Appendix 4.
As mentioned above our motivation for applying suc-
cessive GP is to solve numerous small problem instances
(U = C = 2) in order to identify problem param-
eters which lead to a substantial gain ξ by LD power
optimization compared to TP optimization. We gener-
ated numerous problem instances of (16) and (17) by
setting H21c and H12c to all combinations out of the set
{−90,−67.5,−45,−22.5, 0}dB, and for each of these com-
binations forming all target-rate combinations sampling
the users’ possible rates at 20 equi-distant rate-levels
from 0 to the maximum achievable rate (i.e., 400 rate-
combinations)d. After running successive GP for the prob-
lems in (16) and (17) we re-initialize the algorithm with
the obtained result for the respective other problem and
keep the best solution found for each probleme. Also,
we multiply the per-user sum-powers by a factor of 500
before applying the LD power model in order to obtain
a more realistic estimate of the LD power savingsf. The
result of this experiment can be summarized as follows:
Signiﬁcant values of ξ occurred under unsymmetric set-
tings of target-rates and crosstalk coeﬃcients, especially
so when the stronger disturber is the one having the
larger target-rate, cf. Figure 6. Intuitively this kind of setup
results in one user operating with low sum-power (where
the derivative of the LD power model in (15) is high) while
the user with the larger target-rate operates with higher
sum-power (corresponding to a lower derivative of the LD
power model in (15)). From a sum-power perspective it
may make sense to allow the strong disturber to inter-
fere with the weak disturber due to his higher target-rates.
However, from an LD power perspective the user with
the low target-rates is worth protecting more due to the
larger derivative of the LD powermodel at low sum-power
values, cf. the LD power model in Figure 2.
In the following section, we select a speciﬁc scenario
based on these insights for further investigation.
Global solutions of non-convex LD power optimization
problems using diﬀerence-of-convex-functions
programming (DCP)
Diﬀerence-of-convex-functions programming (DCP) [40]
is a widely applicable approach in global optimization
where non-convex objective and constraint functions are
reformulated as the diﬀerence of convex functions, cf.
[37,38] for recent applications in power control. Simi-
larly to the reformulation shown in [37,38] for a rate-
maximization problem, the rate-constraints in (16b) can
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Figure 6 Gain by direct LD power optimization. Percent gain ξ by
direct LD power optimization compared to TP optimization obtained
through the suboptimal successive GP algorithm.
Wolkerstorfer et al. EURASIP Journal on Advances in Signal Processing 2012, 2012:226 Page 9 of 17
http://asp.eurasipjournals.com/content/2012/1/226
where




















⎠ , u ∈ U ,
(25)
are convex functions. Writing the objective in (17a)
formally as 0 − h0(p) with convex function h0(p) =
−∑u∈U √∑c∈C puc we can write the problem in (17) as




subject to gu (p) − hu (p) ≤ 0, u ∈ U (26b)
Constraints (16c)–(16e). (26c)
While in previous applications of DCP in the area of
power control [37,38] the problem was in fact solved
as a concave minimization problem over a convex con-
straint set, we have additionally complicating DCP con-
straints in (26b). Correspondingly we developed a more
general solution approach, namely a box-based branch-
and-reduce algorithm initialized by a successive GP [15]
solution, cf. Appendix 5 for details. Note that this DCP
algorithm can similarly be applied to (optimally) solve the
TP problem in (16).
We use the developed global optimal algorithm to inves-
tigate the power-region as given in Deﬁnition 1. For
reasons of tractability we restrict ourselves to a speciﬁc
scenario (U = C = 2) identiﬁed using the heuristic in
Section ‘DSM based on successive SINR-approximation
and geometric programming’g. In Figure 7, we show
the power-regions and the solutions of the problems
in (16) and (17) for varying crosstalk parameter H21c .
First, we see that both solutions PTP and PLD lie on the
power-region, as predicted by Proposition 1. However,
the solutions lie on diﬀerent contour lines of the function∑
u∈U
√
Pu, meaning that they provably diﬀer in terms of
LD power consumption.While the TP solution minimizes
[ 0.5, 0.5] ·P over the power-region, the LD power opti-
mal solution minimizes [ 0.17, 0.83] ·P. In other words,
the LD power optimum is attainable by a weighted sum-
power optimization with speciﬁc weights. Searching for
these weights is in fact the idea behind the projected
gradient heuristic indicated in Section ‘Analysis of the
optimization problems in (16) and (17)’. With a decreas-
ing parameter H211 the needed sum-powers for constant
target-rates decrease, leading to a decrease of the achiev-
able gain ξ by LD power optimization compared to TP
minimization, cf. Figure 7.
An experiment in real-sized DSM problems using heuristics
In this section, we compare solutions obtained by two
DSM heuristics and static spectrum management (SSM)
in terms of their LD power: (a) the successive convex
approximation algorithm [3] for the problem in (16) which
is based on the convex approximation r˜uc (pc) of the rate-
function ruc (pc) as given in Appendix 4 and introduced in
[11] for a rate-maximization problem in DSL; (b) the suc-
cessive LP approximation algorithm in [2] for the problem
in (17) which mainly diﬀers from the above approxima-
tion heuristic in that the approximation is linear and
the approximated problems are not solved iteratively but
jointly for all users, and (c) single-user water-ﬁlling con-
sidering a static background noise including the highest
possible crosstalk noise based on the other systems trans-
mitting at PSD mask. A novelty we introduce for the
comparison of suboptimal DSM algorithms is that after
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1  ... −25 dB
ξ ... 1.21 %
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Figure 7 Location of optimization solutions in the power-region. Locations of the solutions to the studied problems in (16) and (17) and the
gain ξ by the latter in terms of the LD power consumption.
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obtaining the result of a DSM scheme we initialize the
respective other DSM algorithm with this result and keep
the best solutions in terms of LD power and TP objec-
tive, respectively. The purpose of this strategy is to avoid
the dependency of the comparison on the initialization
which might have been chosen in favor of one of the
algorithmsh. The diﬀerence to the initialization approach
in Section ‘DSM based on successive SINR-approximation
and geometric programming’ is that we cross-initialize
two heuristics, while in Section ‘DSM based on successive
SINR-approximation and geometric programming’ we
applied a single heuristic to two diﬀerent problems.
Based on the insights of the two previous sections we
design a network scenario with realistic parameters where
we would expect a diﬀerence in LD power between the
two considered optimization approaches. This is with
respect to the selected channel model (a 99% worst-case
model [30]), the network topology (a near-far scenario
with one CO deployed line and 7 cabinet deployed dis-
turbers), the bandplan (showing strong crosstalk with the
CO deployed line, see below), the target-rates (low rates
for the CO deployed victim line and high rates for the cab-
inet lines), and the selected DSL systems (the LD power
model for the VDSL cabinet lines has a lower slope than
that for the ADSL2+ CO line, cf. Figure 2). More precisely,
we consider the near-far downstream scenario shown in
Figure 8 with 8 lines deployed in the same cable bundle,
where 7 VDSL lines are deployed from a cabinet and one
ADSL2+ line is deployed from the CO. We set the param-
eters of the ADSL2+ line in accordance with the standard
in [41] (using the non-overlapping bandplan with ISDN in
Annex A) and of the VDSL lines according to [42] with
a total SNR gap of  = 12.3 dB in both systemsi. The
assigned target-rates are 1, 2, or 3 Mbps and 10, 13, 16, or
19 Mbps for the CO and cabinet deployed lines, respec-
tively, and we investigate all 12 combinations of these
target-ratesj.
We observed that due to the heuristic nature of both
algorithms the LD power optimization did not always give
a better total LD power than the TP optimization (corre-
sponding to a negative gain ξ in (19)). In summary, the
gain ξ in (19) was in the studied 12 scenarios between






Figure 8 Constructed network example with 7 cabinet-deployed
lines disturbing a single CO-deployed line.
power reduction compared to SSM between 20% and 40%.
While this result is no deﬁnite answer to whether or not
LD power optimization makes a diﬀerence compared to
TP optimization, it is another indication that in practice
the diﬀerencemay be assumed negligible, whichmotivates
the simpliﬁcation of the optimization in this direction.
However, multi-user DSM bares a substantial potential
for energy-reduction compared to SSM, as we shall study
further in a larger set of scenarios in the following section.
Average performance evaluation
Diﬀerently to the previous section we will next study
the possible LD power reduction by TP optimization
(DSM) compared to SSM in 300 randomly generated net-
work topologies with simulation parameters as speciﬁed
in Section ‘An experiment in real-sized DSM problems
using heuristics’. More precisely, we study two deploy-
ment scenarios, where the ﬁrst one consists of 15 ADSL2+
lines with loop-lengths uniformly sampled between 800m
and 1600 m. The second type of scenarios consists of 15
VDSL cabinet-deployed lines with loop-lengths between
300 and 800 mk. We compare the TP optimization algo-
rithm in [3] and the SSM algorithm as described in
the previous section. Target-rates are set by multiplying
the (scenario dependent) maximum achievable per-user
rates as achieved by the heuristic in [2] by factors of
{0.2, 0.4, 0.6, 0, 8}. Diﬀerently to above, the crosstalk chan-
nel model is based on measurements in [43], where we
perform a random cable selection for each network sam-
ple. Summarizing, the simulation setup does not exag-
gerate the inter-user crosstalk (e.g., by near-far scenarios
or worst-case crosstalk couplings) and therefore provides
a realistic evaluation of the energy savings by multi-user
DSM compared to SSM.
Next, we present the average LD power consumption
results together with 99% conﬁdence intervals according
to a student t-test. The average LD power consumption in
the ADSL2+ scenarios obtained by the sum-rate maximiz-
ing DSM algorithm in [2] leads already to an LD power
reduction compared to (spectral mask and sum-power
constrained) full-power transmission of 38.70% (±0.97%),
which has to be compared to the maximum possible sav-
ings by TP reduction (which is obtained by reducing the
TP to zero) of 85.69%. Hence, even rate-maximizing DSM
can be regarded as an energy saving technology, as already
argued in [44]. In the VDSL scenarios the sum-rate max-
imization leads to an LD power reduction compared to
full-power transmission of 9.10% (±0.46%). The maxi-
mum possible savings are now only 32.14%, due to the
lower sum-power constraint as enforced by the spectral
mask, cf. the LD model for VDSL in Figure 2.
The additional savings by energy-eﬃcient (EE) DSM
compared to rate-maximizing DSM are shown in
Figures 9 and 10. In Figure 9, we see that in the ADSL2+
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Figure 9 LD power savings achieved by various TP optimization strategies in ADSL2+.
scenarios multi-user DSM gives (on average) more than
70% LD power reduction at 80% of the maximum rates
compared to sum-rate maximizing DSM, whereas SSM
only results in less than 11% LD power reduction. Hence,
DSM gives substantial improvements compared to SSM,
most noticeable at higher rates. In the VDSL scenarios the
conclusions are qualitatively similar. However, as shown
in Figure 10, the LD power reduction at 80% of the max-
imum rates is now only 23%, whereas SSM results in less
than 7% LD power reduction.
Conclusions
We derive novel realistic models of the line-driver (LD)
power consumption in class-AB and G LDs as a func-
tion of the transmit power (TP) in digital subscriber lines
(DSL). These models include non-idealities of the power
supply and therefore result in more accurate, higher
ﬁgures of LD power consumption. Based on the functional
shape of the class-AB LD model we exemplarily study its
optimization by dynamic spectrum management (DSM).
Multi-user DSM was seen to give substantial energy sav-
ings compared to static spectrum management in a large
set of DSL scenarios. Furthermore, through an empirical
simulation study wewere able to identify small DSMprob-
lem instances where the TP and the LD power optima
provably diﬀer in terms of LD power consumption. How-
ever, we were not able to reproduce this diﬀerence in sim-
ulations for systems of practical size, which suggests that
the multi-user DSM problem can be simpliﬁed by opti-
mizing TP instead of LD power at negligible performance
loss.
Appendix 1
Derivation of the class-AB LDmodel
In this appendix, we detail the derivation of (2) based on


























Figure 10 LD power savings achieved by various TP optimization strategies in VDSL.




E{|VO|2}, VO ∼ N (0,V 2rms,ideal) is the
normal distributed output voltage (cf. Figure 1), R′line =
Rline/n2 is the transformed resistance of the line, and n is
the transformer ratio. The average dissipated power Pdiss
can be decomposed into the quiescent power PQ and the
dissipated power associated with the voltage drop in the
class-AB design [46], according to
Pdiss + Pu = PQ + E
{
(Vs − |VO|) |VO|R′line
}
+ Pu (28a)
= PQ + VsR′line
E {|VO|} (28b)





where Vs is the supply voltage and in (28a) we use (27), cf.
[26] for details. Equation (2) derives by (1) and using (27)
in (28c).
Appendix 2
Model of a class G LD with two supplies
The power consumption of a class-G LD with two supply
voltages is given as
PLD(G−2S) = PLow,2S + PHigh,2S + PQ,2S + PHybrid, (29)
where PLow,2S and PHigh,2S are the consumed powers when
the supply voltage is VL and VH , respectively, PQ,2S =
(VL(1−μ2S(Pu))+VHμ2S(Pu)) ·IQ is the quiescent power,
and μ2S(Pu) ∈[ 0, 1] is the fraction of time the high supply
voltage is active. Assuming a threshold Vth = (VL−Vdrop)
for switching between the two supplies, where Vdrop is
the voltage drop in the class-AB design, and that the LD’s
output voltage VO is Gaussian distributed [26] with zero
mean and variance V 2rms, we have μ2S(Pu) = 2Q( VthVrms ),
Q(·) denoting the Q-function. Furthermore, PLow,2S is



























where the term R′lineTL
m+1
m in (30a) accounts for the total
LD output resistance, and in (30b) we use the deﬁnition
of Vrms in (6). Similarly, the power consumption when the
supply with the higher voltage level VH is active is derived
as












m )2 . (31)
These formulas are equivalent to those shown in [4,26],
with the exception of the quiescent power calculation and
the consideration of the resistance R′line at the primary
transformer side, the voltage drop Vdrop, the transformer
loss TL, and the synthesis factor m in the computation of
the voltage-level probabilities. Not included in (29) are the
extra power losses due to the necessary DC-DC conver-
sion, cf. the discussion in Section ‘Line driver modeling’.
We note that the dynamic power (the sum of (30a) and
(31)) can also be written as the sum of the power con-
sumed by a supply always working at VL, and that of a
supply delivering (VH − VL) during a fraction μ2S(Pu) of
the time, cf. the class-G LD model with charge pump in
Section ‘Class-G line-driver power model’ that is based on
this interpretation.
Appendix 3
Proof of Proposition 2
Proof. For U = 1 and arbitrary C the objective in
(17a) is simply a single non-linear, monotonously increas-
ing function (a square-root) of the user’s sum-power, and
omitting this function does therefore not change the opti-
mum of the problem in (17) [47], yielding an identical
formulation as of the transmit power minimization prob-
lem in (16). In the case of C = 1 and arbitrary U the
target-rates in (16b) uniquely deﬁne the minimal per-
user transmit powers necessary to support the target-rates
[48]. However, as the LD power model in (15) as a func-
tion of the per-user transmit sum-power is monotonously
increasing, any other power allocation feasible in (17b)
than this minimal one would have a higher LD power
consumption, and the minimum TP solution for the prob-
lem in (16) is therefore also optimal in the LD power
minimization problem in (17).
Appendix 4
A geometric programming (GP) approach for LD power
optimization
GPs consist of posynomial objective and inequality con-
straints, as well as monomial equality constraints. Posyn-
omial functions are sums
∑K
k=1 fk(p) of monomial func-






. . . ·pα
k
CU
UC , where ck ≥ 0 and αki ∈ R, 1 ≤ i ≤ CU . We refer
to [14] for a more detailed introduction to GPs. Introduc-
ing auxiliary variables tu, u ∈ U , for the sum-power terms∑







subject to t−1u ·
∑
c∈C
puc ≤ 1,∀u ∈ U , (32b)
Constraints (16b)-(16e). (32c)
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According to the deﬁnitions above, the objective in (32a)
is a posynomial function and the auxiliary constraints in
(32b) have posynomial form [14]. As noted in [15] the
constraints in (16b) can also be written as posynomial
constraints when using for instance the SINR approxi-
mation [11] ruc (pc) ≈ r˜uc (pc) = αuc log2(SINRuc (p˜c)) +
βuc , c ∈ C,u ∈ U , where SINRuc is the SINR in (14)
and p˜uc , c ∈ C,u ∈ U , is the approximation point. To
see this, one needs to introduce additional variables t˜uc ,
c ∈ C,u ∈ U , replacing the total noise (∑i∈U\uHuic pic +
Nuc ) user u receives on subcarrier c. The thereby cre-
ated additional constraints t˜uc ≥ (
∑
i∈U\uHuic pic + Nuc ),
c ∈ C,u ∈ U , are posynomial expressions. Under these
additional variables the constraints in (16c) and (16d)-
(16e) can be seen to be already given in posynomial and
monomial form, respectively. Hence, we have that the
problem in (32) can be approximated as a GP which is
eﬃciently and optimally solvable by convex optimization
software [49].
Appendix 5
A box-based branch-and-reduce algorithm
Algorithm 1 schematically describes the proposed scheme
for global optimization of the DCP problem in (26). The
idea behind the method is to ﬁrst enclose the set deﬁned
by the mask-constraints in (26c) by a box, cf. Line 2, and
to successively split this set (“branching”) into smaller
boxes, cf. Line 4. We observed that box-based branch-
ing repeatedly outperforms simplicial branching [50]. We
believe this is due to the conservative initial search space
in simplicial branching, which is a simplex with cor-
ner points 0, (∑u∈U ,c∈C pˆuc )eu,u ∈ U , where eu is the
u’th unit vector. Lower bounds on the objective value in
any box are computed by linear programming (LP) after
linearly approximating (underestimating) all convex func-
tions gu (p) and all concave functions −hu (p) ,u ∈ U ,
cf. Line 5. The fact that such a linear underestimation of
convex and concave functions can easily be found [50] is
the key advantage of the DCP formulation in (26). Diﬀer-
ently to [50] we propose to apply linear approximations of
all convex functions gu (p) ,u ∈ U , not only on a single
point but on various points in the considered box, e.g., in
regular intervals between the center point and each cor-
ner point. Based on the lower-bounds and the best feasible
solution found so far (the “incumbent”) the created boxes
are either further split or discarded if the lower-bound
lies above the upper bound, cf. Line 8. More precisely, in
[37] a transformation of variables into dB-scale was pro-
posed. Similarly we perform the branching (bisection) in
dB-scale, which has the advantage that we still consider
the full search-space beginning at a power allocation of
zero. More precisely, in Line 4, we subdivide a box along
its longest edge in dB-scale. In case the value of the mini-
mal element in splitting dimension is zero we use a lower
value based on a ﬁxed ratio to the value of the maximal
element in splitting dimension.
Another technique integrated in Algorithm 1 is that of
range reduction [51,52]. Brieﬂy speaking, bounds of con-
straints in the LP used to compute lower bounds can
be tightened based on the obtained optimal dual vari-
ables associated with these constraints and the current
incumbent solution, cf. [51,52] for details. Note that we
omitted any local search step for improving the incumbent
solution as is typically done in continuous BnB methods
[52]. We believe the incumbent initialization in Line 1
by the successive geometric programming described in
Appendix 4 is tight enough for the considered applications
to make such a local search in the BnB process redun-
dant. We refer to [50] for a detailed description of a basic
simplicial branch-and-bound algorithm applied to a gen-
eral DCP problem, and to [51] for an introduction to the
range-reduction technique, as well as to [53] for an appli-
cation of range reduction in a speciﬁc DCP problem with
DCP functions in the objective only.
Algorithm 1 Box-based Branch-and-Reduce Algorithm
1: Initialize the incumbent using a heuristic solution
based on successive geometric programming, cf.
Section ‘DSM based on successive
SINR-approximation and geometric programming’.
2: Initialize the ﬁrst open, currently active box with
minimal and maximal corner-points 0 ∈ RUC and
pˆ ∈ RUC .
3: while {Any box is open} do
4: Branching: Generate two new open boxes by
splitting the currently active box in half in
dB-scale in the dimension of its longest edge.
5: Bounding: Compute objective lower bounds for
both new boxes using an underestimating LP [50]
to the DCP problem in (26) with reduced
variable ranges [51].
6: Reduction: Try a range-reduction based on the
current incumbent solution [51], and repeat the
lower-bound LP if a range-reduction was
achieved.
7: Incumbent Update: Update the incumbent
by testing the 2CU−1 new corner points created
through branching and the LP solutions for
feasibility in (26).
8: Pruning: Close all boxes with a lower bound above
the incumbent solution.
9: Selection: Choose the open box with the lowest
lower bound as the new active box.
Endnotes
aThe parameters chosen for ADSL2+ are Rline = 100,
n = 1.25, CF = 5.3, Pˆu = 19.5dBm, TL = 0.5dB, m = 5,
IQ = 5mA, Vdrop = 4V, and PHybrid = 0. The parameters
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for VDSL deviating from these values are IQ = 11.1mA
and Pˆu = 11.5dBm.
bThe selected proﬁles correspond to downstreamADSL2+
(Annex A) [41] and VDSL2 [45] proﬁles 8b (Annex A),
17a (Annex B), and 30a. The chosen parameters com-
mon to all LD models are Rline = 100, n = 1.4 (as in
[29]), Pˆu = 20.5dBm (14.5dBm) for ADSL2+ and VDSL2
proﬁle 8b (VDSL2 proﬁle 17a and 30a), TL = 0.5dB,
m = 5, Vdrop = 5V, and PHybrid = 0. For the class-AB
model we assume CF = 5.3. The quiescent currents
IQ ∈ 0.95 ∗ {7.6, 9.8, 12, 18}mA for the four proﬁles were
selected according to the values suggested in [29] and
scaled by a factor of 0.95 that accounts for the diversion of
quiescent current to the load [28]. While for the class-AB
LD the optimal supply voltage in (3) is assumed, for the
class-G LD with two supplies we consider VH = 24V, and
for the LD with charge pumps we setVH = 24V+Vdrop,cp,
IQ,classG = 0.3mA, LclassG = 0mW, and ρ = 1.5dB, where
Vdrop,cp = 2V represents an additional voltage drop due
to the charging circuitry and a margin necessary due to
the permanent discharging of the charge pump capac-
itors. For both class-G LD types we set VL = 12V and
assume a threshold for switching between high and low
supply of Vth = VL−Vdrop. The usage probability μcp(Pu)
is obtained through simulations for diﬀerent values of Pu.
The charge pump is assumed to be active for a time-frame
of 0.11μs (ADSL2+ and VDSL2 8b), 0.04μs (VDSL2 17a)
or 0.05μs (VDSL2 30a) when Vrms exceeds Vth. Addi-
tionally it is assumed to be active for 0.35μs and 0.5μs
before and after this time-frame, which accounts for the
charging and discharging of the charge pump capacitors,
respectively.
cThe speciﬁc parameters assumed throughout the rest
of the article are those mentioned in Section ‘Class-AB
line-driver power model’ with the exception of n = 1.2,
CF = 5, and the power limit Pˆu = 19.9dBm used for
ADSL2+ lines.
dThe remaining relevant parameters are Huuc = 1,  =
12.3dB, 	 = 4.3125 · 103[Hz], Nuc = 10−140/10 · 	[mW],
pˆuc = 10−40/10 · 	[mW], u ∈ U , c ∈ C, Bˆ = ∞.
eThis sequential re-initialization process is stopped in
case the best solution found for both problems does not
improve for more than three consecutive iterations.
fBy multiplication with 500 we heuristically scale the
transmit sum-power values to that of a system with 1000
subcarriers in order to obtain LD power values through
our LD power model which are somewhat comparable
to those under more realistic system parameters in the
following sections.
gThe relevant selected parameters are those of
Section ‘DSM based on successive SINR-approximation
and geometric programming’ with the exception
of R1 = 41.36[bits/frame], R2 = 5.9[bits/frame],
H12c = −67.5dB and the initial value H21c = −22.5dB,
c ∈ C = {1, 2}.
hThe sequential re-initialization process is stopped if no
improvement of the best solution found by any of the
algorithms was detected for two consecutive iterations.
The PSD for the TP optimization and its ﬁrst approx-
imation was initialized at a low level of −120dBm per
subcarrier and user. The trust-region used in the LD
power optimization scheme in [2] is set to −70dBm per
subcarrier and user after being initialized with the solu-
tion of the sequential TP minimization algorithm in [3].
iWe consider the bandplan setting for ﬁber-to-the-
exchange, mask variant B, and un-notched mask M2,
which would not be used in practice in this form due
to the high ingress noise into ADSL lines but serves
our purpose to imitate the insightful scenarios found in
Section ‘DSM based on successive SINR-approximation
and geometric programming’.
jThe maximum rate for the VDSL lines in the considered
scenario as found by the LD power optimization algo-
rithm [2] is approximately 19.9Mbps.
kSimulation parameters for both DSL technologies are as
speciﬁed in Section ‘An experiment in real-sized DSM
problems using heuristics’, except that for VDSL we use
the bandplan speciﬁed in [42] for ﬁber-to-the-cabinet,
mask variant A-M1.
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