Abstract-Identification and classification of voltage and current disturbances in power systems are important tasks in the monitoring and protection of power system. Most power quality disturbances are non-stationary and transitory and the detection and classification have proved to be very demanding. The concept of discrete wavelet transform for feature extraction of power disturbance signal combined with artificial neural network and fuzzy logic incorporated as a powerful tool for detecting and classifying power quality problems. This paper employes a different type of univariate randomly optimized neural network combined with discrete wavelet transform and fuzzy logic to have a better power quality disturbance classification accuracy. The disturbances of interest include sag, swell, transient, fluctuation, and interruption. The system is modeled using VHSIC Hardware Description Language (VHDL), a hardware description language, followed by extensive testing and simulation to verify the functionality of the system that allows efficient hardware implementation of the same. This proposed method classifies, and achieves 98.19% classification accuracy for the application of this system on software-generated signals and utility sampled disturbance events.
I. INTRODUCTION
T HE scarceness of power quality (PQ) experts in the electric power industry poses a problem in handling the huge amount of data gathered by the distributed PQ monitoring systems. Besides that, knowledge about PQ is dispersed and fragmented [1] . The disturbance waveforms contain serious imprecision of data and directly provides very little information on PQ, making conventional programs fail to identify any PQ problems. Existing recognition methods need much improvement in terms of their versatility, reliability and accuracy in order to process the disturbance waveforms. The measured data obtained are not self-explanatory and requires the intervention of human expertise to classify the type of PQ disturbance. Complex PQ disturbances are non-stationary and transient by nature and points of sharp variation such as singularities in transient signals usually carry the most important information about the disturbances and it is vital to efficiently extract and interpret this information from the disturbance waveforms. Discrete wavelet transform (DWT) have been proven to be very efficient in signal analysis [2] . Apart from filtering noise, it accurately detects sharp changes and discontinuities in PQ disturbance signals, and extracts their characteristic features for subsequent disturbance identification. Real-time identification and classification of different PQ events become one of the most important tasks for making a system decision to solve a PQ problem. Artificial neural network (ANN) can be used to solve power system protection problems, particularly those where traditional approaches have difficulty in achieving the desired speed, accuracy and selectivity. Fuzzy logic (FL) systems allow describing fuzzy rules, which fit the description of real-world processes to a greater extent. Thus, the use of automated systems employing intelligent methods such as DWT, ANN, and FL will be able to overcome the limitations mentioned above.
Over the last ten years a number of different approaches to the PQ disturbance analysis using intelligent methods were suggested. In one of the research [3] , DWT is employed to detect PQ disturbances. This approach unifies time and frequency information and provides an integral signal-processing paradigm, where its embedded wavelet basis serves as a window function to monitor the signal variations efficiently. The prototype is realized on an FPGA. Another work [4] , proposed a classification scheme, using an ANN trained to recognize patterns of PQ disturbances which are incorporated in a PC-based system that analyses data files from the digital fault recorders located in substations. Another work [5] utilizes a rule-based method and a wavelet packet-based hidden Markov model (HMM) for the classification of PQ disturbances. The rule-based method classifies time-characterized-feature disturbances and the wavelet packet-based HMM is utilized for the frequency-characterized -feature power disturbances. Lastly, a classifier to carry out waveform recognition in the wavelet domain using multiple ANNs is proposed by Surya et al. [6] . The classifier is able to provide a degree of belief for the identified waveform that gives an indication about the correctness of the decision made.
The benefits of integrating all three technologies: DWT, ANN, and FL are obvious for better accuracy. Huang et al. [7] proposed a classifier combining the three individual technologies: DWT, frequency sensitive competitive learning and learning vector quantization (FSCL-LVQ) and FL. The FSL-LVQ can choose an appropriate criterion from a number of selections according to the specific problem. Apart from this, it allows common training for general classification tasks and subsequent special training for a particular application. The system is then integrated on an FPGA. In this paper, the authors present a similar classifier like Huang et al. [7] but with a different methodology combining the three individual technologies; DWT, univariate randomly optimized neural network (URONN) and FL resulting in a simpler classifier with a significant increase in speed, performance and accuracy. In this methodology, the wavelet analysis is used for feature extraction due to its multiresolution nature, localized properties in time and frequency domains, fast algorithm ready for on-line implementation. On the other hand, a URONN is combined with FL to function as a classifier. A URONN has redundant networking and is very robust, providing a mathematical flexibility not available to algorithm-based classifiers. The use of rule based FL reduces the difficulties of modelling and analysis of complex systems. Rule based FL is suitable for incorporating the qualitative aspects of human experience within its mapping laws. This simple yet powerful classifier is designed using a hardware description language, VHSIC hardware description language (VHDL) that is fast, simple and easy to debug or make changes in. To illustrate the classification capability of the algorithm, the algorithm is tested using software-generated events and utility sampled data and achieved 98.19% classification accuracy. This paper is organized as follows. The design methodology is described in Section II. Section III describes in detail the implementations of neural network, while Section IV is dedicated to presenting the implementation of fuzzy logic. Section V describes the results and discussion. Finally, Section VI draws the conclusion and discusses future works.
II. DESIGN METHODOLOGY
The first step in the analysis of PQ disturbances is their detection and consists of two steps: feature extraction and classification that is performed based on the model shown in Fig. 1 .
In waveform generation, five types of disturbances that include transients, sag, swell, interruption, and fluctuation, are randomly superimposed on the normal waveform at a rate in accordance with their relative occurring frequencies. In this research, the power frequency chosen was 50 Hz. The disturbance waveform consists of five cycles of samples of voltage signals (in per unit). In the classification of PQ disturbances, the following distinct features inherent to different types of PQ events have been identified: fundamental component , phase angle shift and total harmonic distortion (THDn). A more detailed description on these features is provided in [8] . The samples are fed in as inputs at the pre-processing stage. The pre-processing stage is used to perform feature extraction to extract the disturbance information from the PQ disturbance signal. The signals are sampled and pre-processed by a 5-level DWT for feature extraction with a sampling frequency 256f1 where f1 is the power frequency, the transform coefficients contain the information about the original waveform as shown in Table I .
Wavelets can be used to implement a filter bank. The Daubechies D4 [9] wavelet is used. The Daubechies D4 transform has four wavelet and scaling function coefficients. Each step of the wavelet transform applies the scaling function and wavelet function to the input data and is limited at Nyquist frequency [9] . The localization of disturbances is fairly straight forward as it employs only filtering and decimation by factor of two. Filtering is done iteratively so that the upper half of the spectrum is analysed by the wavelet, and the lower part continues on to the next round. The lower half of the spectrum is filtered with the so-called scaling function. The wavelet acts as a high-pass filter while the scaling function acts as a low-pass filter. Consider the DWT for a signal as stated in (1) ( 1) where is the approximation of at scale-0. The signal can then be expressed with a multiresolution representation adopting a J-level DWT decomposition as stated in (2) 
where and , . This procedure is performed iteratively and it moves a time domain discritized signal into its corresponding wavelet domain. This is done through a process called "subband codification" which is done through digital filter techniques [10] . This is illustrated in Fig. 2 . The signal is passed through a low-pass digital filter and a high-pass digital filter . After that, half of the signal samples are eliminated.
Basically, the DWT evaluation has two stages. The first involves the determination of wavelet coefficients. These coefficients represent the given signal in the wavelet domain. From these coefficients, the second stage is achieved with the calculation of both the approximated and the detailed version of the original signal, in different levels of resolutions in the time domain. At the end of the first level of signal decomposition, the resulting vectors and are the level 1 wavelet coefficients of approximation and of detail, respectively. In fact, for the first level, these wavelet coefficients are called and , respectively, as stated in (3) and (4) [11] (3) (4) In the same manner, the calculation of the subsequent approximated and the detailed version associated with the level 2 is based on the level 1 wavelet coefficient of approximation . The process iterates, always adopting the " " level wavelet coefficient of approximation to calculate the " " level approximated and detailed wavelet coefficients. Once all the wavelet coefficients are known, the DWT in the time domain is determined. This is achieved by "rebuilding" the corresponding wavelet coefficients, along the different resolution levels. This procedure provides the approximated and the detailed version of the original signal as well as the corresponding wavelet spectrum [12] .
Wavelets can be chosen with a very desirable frequency and time characteristics to perform feature extraction. Feature extraction localises and discriminates a disturbance from its background signal, in different levels of resolutions. The outputs of the feature extraction are the WT coefficients (WTCs) representing the PQ disturbance signal that indicates the disturbance's initial and end points. WTCs at several scales reveal the time-localizing information about the variation of the signal from high to low frequency bands. In addition, examining scales of the WTCs would determine the occurrence of a disturbance as well as its occurring time. PQ indices in terms of total rms, rms of individual frequency bands, duration of disturbance, and their dependent quantities such as magnitude of disturbance and harmonic distortion are measured directly from the WTCs.
Through studying the transform coefficients of variant distorted waveforms, it has been found that each disturbance may only affect one subband coefficient.
For example, transient disturbance is "fast changing" signals that have extremely short elapsed time. Therefore, it contains only the spectral contents in the very high frequency range. On the contrary, disturbances such as voltage sag, swell, fluctuation and interruption are "slow changing" disturbances that will affect the lower subband. Fig. 3 illustrates the interruption detection process where the DWT coefficients carry different types of information of the original waveform in different resolution levels. In order to obtain these coefficients, three-band decompsition was selected and Daubechies' wavelet with four-coefficient filter is served as a wavelet paradigm [9] , [13] . For more information and illustration on the feature extraction of other types of disturbances, the reader is referred to [7] .
Disturbance classification is the final step of the detection and it is implemented using a classification method that combines the learning abilities of ANN and the excellent knowledge representation of FL. The processing stage is made of an ANN block trained to recognize patterns of input/output pair from the disturbance database. The patterns consist of the DWT coefficients as the input and the disturbance classes are the outputs. The ANN is trained before it is utilized in the classification process. The processing stage operates in two different modes: training and evaluation as shown in Fig. 4 .
The purpose of training is to obtain the most appropriate weight values based on training data and to enable the ANN to learn from the patterns provided in the format shown in Fig. 5 . The system trains the network using the provided data for a user-specified number of iterations; in this project 2000 iterations were used. The ANN is trained using a large number of training samples before they are used as part of the classifier. Thus, an input vector file containing all the training values is created. The complexity of ANN is directly related to the training time and the problem of error divergence as in (5) (5) During a training run, a random weight is generated for one weight in the ANN, and the output is evaluated. If this new weight improves the performance of the system it replaces the old weight; otherwise the original weight is kept. The training algorithm used performs this calculation for each input set six times per neuron, resulting in a final best weight for the neurons. Each input set is trained for six times and the value obtained at the sixth attempt is taken as the final weight value at the end of the training process. It is observed that there is no change in the final weight value when performing the calculation in (6) for more than six times.
When training mode is selected, DWT and FL blocks are disabled (inactive) and only the ANN block is activated. When the ANN has been trained, the final weights are sent to the output port and the training of the ANN is complete. The final weight values were assigned to each neuron when performing classification.
In Evaluation (testing) mode, the DWT block accepts PQ disturbance data as inputs, processes the inputs, and outputs the values of approximate and detail coefficients to the ANN block. The ANN block then performs pattern recognition on the coefficients and sends the evaluated output results to the FL block, which then classifies the type of disturbance together with the percentage of it belonging to a particular disturbance class.
Among different types of neural networks, the URONN [14] algorithm was chosen for the ANN implementation. It is a very advantageous approach in the implementation of an ANN because less calculation needs to be performed in each epoch as this algorithm searches for the weights that best fit the network by randomly changing them in order to minimize error. This algorithm is also robust for comparing training speeds between software and hardware.
For two (or more) hidden layers, the backpropagation and competitive learning network like LVQ loses its computational simplicity thus for such algorithms, the strategic search can be competitive in speed [14] . The URONN algorithm learns to associate successful outputs to the corresponding inputs after repeated learning attempts, through trial and error. The algorithm loops through the process of generating and testing weights, ending once a weight value that produces the least error has been obtained. The rate of change of error to rate of change of weights is used by the network as a measure in changing and adapting to a weight value. The weights are changed through learning based on the problem at hand. The URONN algorithm utilizes an adaptive network to change the weight by an amount proportional to the difference between the desired output and the actual output. The inputs and outputs of URONN can be described as given in (6) [14] ( 6) where is the number of input features, is the number of neurodes in the hidden layer, is the number of neurodes in the output layer, and is the number of exemplar pair instances to be used for training.
In addition, this algorithm utilizes 8-bit signed integers as values for weights and inputs instead of 32-bit floating-point values. Arithmetic operation using floating-point operands is significantly more complex than when using signed integer operands [14] . In addition, for hardware modelling, each weight is typically implemented as -bit signed integer, where is typically 8 in the literature [15] , and the weights are usually stored in an SRAM-Array. This algorithm offers several other advantages such as the fact that a large-scale of feedforward standard ANN can be trained independently of parametric settings for which no information is available, the reasonably good initial rate of convergence obtained when using a small sample size, the generalized learning and ease at which the ANN moves out of the well of shallow local minima to deeper local or global minima [14] .
Finally, the post-processing stage groups the output data and form decisions. This stage is important because the output results from the ANN block may contain some imprecision. The neural approach suffers difficulty in estimating how well a given training set reflects an unknown underlying distribution of points and whether the neural networks encode the original structure [16] . For the available training samples, inaccuracies or even errors are unavoidable. Without a rule, when classifiers such as ANN make a mistake, there is no explanation as to why the mistake is being made. All these factors add uncertainties to the input-output relationship described by the training set. Another advantage of using FL is to cater for cases where there are multiple types of disturbances occurring at the same time. The use of FL will provide more accurate, more comprehensive and more useful information on the type of power disturbances. Thus, the output results are then fed into the FL block to further classify the output in one of the five disturbance types based on a set of predefined codeword. The rule-based approach is extensively used in artificial intelligence and expert systems. The main aim is to enhance the transparency of the expert systems by tuning rules and membership functions [17] . A number of standard rules are used to mimic experienced PQ engineers thought processes. The rule-based post processing attempts to correct wrong decisions made by classifiers and thus improve the accuracy of the classification results. They have inherent abilities to deal with imprecise or noisy data, making them suitable for fault diagnosis [18] . FL uses a rule-based or heuristic reasoning process to analyze PQ data, just as a PQ expert would. In addition, FL allows a system to be more understandable to a non-expert operator. In this way, FL is used as a general methodology to incorporate knowledge of PQ to assist in decision-making where the PQ knowledge is presented as a series of rules.
The system presented in this work is designed to recognize five types of PQ disturbances. Taking ering samples of disturbance data from each class. Fuzzy rules were established to perform the classification task. Using the same principles, the classification of other types of PQ disturbances such as capacitor switching, notching, impulse, etc., can be easily achieved.
III. IMPLEMENTATION OF ARTIFICIAL NEURAL NETWORK
In realistic applications, the design of neural network system is a complex, usually iterative, and interactive task. Although it is impossible to provide an all-inclusive algorithmic procedure, the following inter-related skeletal steps reflect typical efforts and concerns.
Step 1: Study the classes of measurements/patterns under consideration to develop possible (quantitative) characterizations. This includes assessment of (quantifiable) structures, probabilistic characterization and exploration of possible classes of similarity/dissimilarity measures. In addition, possible deformations or invariant properties and characterization of "noise" sources should be considered at this point.
Step 2: Determine the availability of measurements (input) or feature (pre-processed) data.
Step 3: Consider constraints on the desired system performance and computational sources.
Step 4: Consider the availability and quantity of training and test data.
Step 5: Consider the availability of suitable and known ANN system structures.
Step 6: Develop an ANN simulation.
Step 7: Train the ANN system.
Step 8: Simulate the ANN system performance-using test set.
Step 9: Iterate until the desired performance is achieved. The implementation of neural network is made of ANN and Control Unit block as depicted in Fig. 6 .
A. ANN
This module is one of the more important modules as it performs the classification task. It consists of neurons and their connections into a network. An ANN consists of simple processing elements known as neurons. The input of a neuron is usually an input column-vector of a pre-processed signal. The th element of the input vector, , is connected to a neuron by a weight factor . The weight factor then forms a weight vector for the neuron , . The output of the neuron is simply a linear combination of the input vector with the weight vector , as shown in (7)
The Neuron architecture is modeled using the Carry-SaveAdder prototype as its multiplier component for its high speed and regular structure. The datapath is made up of three layers, two for the hidden layer and one for the output layer which is connected in the traditional feed-forward architecture. For this implementation, input neurons were not considered, as their purpose is to merely distribute the inputs among the neurons at the hidden layer. Thus, in the design, the inputs come directly from the data bus into the neurons at the hidden layer.
B. Control Unit
The control unit is used to control the ANN. It consists of five sub modules modeled in a top-down design approach as described in the following sections.
1) Trainer:
This module basically utilizes state machines, which governs control signals for the ANN. The trainer consists of a state machine that traverses the states and sends and receives control signals to the ANN. When the trainer has completed the specified number of training run, it enters the idle state awaiting the next instruction.
2) Bus Master: This component is designed to get and set the weights, and to activate the ANN during operational mode. The data bus controller controls the transfer of data through the ANN, and supplies the network with new random weights as well as the inputs. The datapath entity is instantiated for each neuron. Subsequently, each neuron has a unique identifier corresponding to the number in which it was instantiated. A comparator uses this identifier to ensure that the value being passed in on the address bus lines matches the identifier of the neuron. If a match is detected, the particular neuron is then used. Along with the address bus and the data bus, there exists a command bus and select bus. The command bus provides the neuron with one of four commands utilizing 2 bits, which determine the type of operation to be performed.
i) "00" is to read the weights of the neurons. ii) "01" is to write weights of the neurons, i.e., take from datapath and store. iii) "10" enables the idle state and. iv) "11" is to begin forward calculation. The select bus selects the weight for the neuron. The combinational logic determines which weight is being used and what operation is to be performed. The bi-directional 8-bit data bus exists to provide the weight storage units with their values during storage and to take the values from the storage units when reading. The address bus is used to inform the ANN as to which neuron should be performing a read or write operation.
3) Error Calculator: Error calculator keeps track of the number of times that the network misclassifies each input data for the network, which instructs the control unit to either keep or discard a new weight. This module compares the output evaluated by the ANN from the inputs provided with the current weights, and compares it with the expected target output. If the evaluated output is closer to the target value, the tested current random weight replaces the previous weight value.
Let be the th target or desired output and be the th computed output with and represents all the weight in the network. The training error is calculated using (8) (8) where number of pattern and number of output.
4) Pseudo Random Number Generator:
The random number generator generates random weights. It employs the linear feedback shift register (LFSR) that consists of the input sequence (initialisation vector), the feedback (tap sequence), and the output. An LFSR is a mechanism for generating a sequence of binary bits. The register consists of a series of cells. A clock regulates the behaviour of the register and at each clock instant, the contents of the cells of the register are shifted right by one position, and the exclusive-or of a subset of the cell contents is placed in the leftmost cell. A sample for LFSR of a generic length, is shown in Fig. 7 .
The feedback gives a linear relationship between the input and the output. Let the input sequence of length be . The feedback is thus a linear function defined by (9) (9) where , , , are constant coefficients. The output of the LFSR is determined by the initial values , and the linear recursion relationship as shown in (10) and (11) (10) or equivalently (11) where by definition.
5) RAM Interface:
This module handles the storage of the training data into RAM. It also recalls the training data set for the control unit for subsequent training epochs. The values are stored as 32-bit binary.
IV. IMPLEMENTATION OF FUZZY LOGIC
Both ANN and FL systems realize complex non-linearity by combining and interpolating membership functions, sigmoid functions, and other base functions. Since ANN and FL systems have different advantages in their learning function and in the explicit knowledge expression of fuzzy rules, respectively, they can complement each other. Fig. 8 shows both technologies connected in cascade. In this configuration, the ANN configures fuzzy reasoning rules where a feedforward ANN is employed to handle fuzzy values and adjusts the parameters of the membership functions [19] , [20] . This is performed through learning and by adjusting weights among the neurons for ANN. A fuzzy classifier consists of three parts, the fuzzification of the inputs, the defuzzification of the outputs and the rule-base.
Other evolutionary methods such as Genetic Algorithm (GA) have demonstrated to be a powerful tool to perform tasks such as generation of fuzzy rule base, optimization of fuzzy rule bases, generation of membership functions, and tuning of membership functions [21] . All these tasks can be considered as optimization or search processes. Fuzzy system generated or adapted by GA is called Genetic Fuzzy Systems [22] . GA can be used for local tuning of fuzzy membership functions. For this purpose, the local adjustment is employed on the initial membership functions. GA is also used to investigate discrete points that will be modified on the membership functions [23] , [24] .
A. Fuzzifier
The function of fuzzifier is to transform crisp inputs into fuzzy inputs. Crisp inputs are 8-bit hexadecimal values representing input values from the real world. These values are referred to as "crisp" values since they are represented as a single number, not a fuzzy one. In order for the fuzzy system to understand the inputs, the crisp input has to be converted to a fuzzy number. This process is called fuzzification. To get fuzzy inputs, the crisp input is compared with membership function parameters. The parameters are the value of centre, width, slope and type of membership function as shown in Fig. 9 . In this design, three types of membership function, i.e., left inclusive, right inclusive and symmetrical inclusive membership function have been used.
B. Rule Evaluation
Rule evaluation is the second step of the FL process, and determine what control action should occur in response to a given set of input values. The rule evaluation method used in this design is called 'min-max' inferences [15] , since it takes the minimum of the antecedents to determine rule strength and the maximum of the rule strengths for each consequent to determine fuzzy outputs. Six rules were used as shown below. THEN Class is Normal. In the above rules, , , , , , High and Low are the membership functions for the input patterns. Taking Rule 1 as an example, the two uncertainties to be modeled are "often" and "high", which are most easily represented as a fuzzy measure and fuzzy set, respectively.
Consider two fuzzy sets represented by and . The association can be implemented by building up a rule matrix to recall from using (12) (12) with as an matrix. The max-min composition relation is denoted by the composition operator " " where each entry of is evaluated by taking the fuzzy inner product of a row of with the input vector using (13) (13) with denoting the th element of . It is seen that the fuzzy vector-matrix multiplication resembles classical vectormatrix operation except for replacing pair-wise multiplication with pair-wise minima and replacing row (column) sums with row (column) maxima. The rule-matrix is obtained by evaluating the fuzzy outer-product using (14) (14) with . It appears that each entry of can be utilized for determining how well the input matches the corresponding disturbance type since the is basically proportional to the similarity measure . Consequently, the is used as the belief degree as well as the class indicator in the classification. 
C. Defuzzifier
Defuzzification is the last step in the FL process, which transforms the fuzzy output to crisp output based on output membership function. In defuzzification, all significant fuzzy output is combined into a specific, comprehensive result to get the crisp output.
Center of Gravity (COG) or centroid method [25] is used where output membership function is determined using singletons. A singleton membership function is defined by a single 8-bit value in the knowledge base. Defuzzification uses (15) to determine the crisp output. were used to test the classification method. The starting time, duration and distortion magnitude were generated randomly. This makes the testing results more reliable because none of these are fixed for real power system disturbance events. Collaboration was made with related parties from Tenaga Research Centre's PQ Lab. Field data was collected from six different substations located throughout Malaysia including Bayan Lepas, Bukit Raja, Serdang, Skudai, Telekom Bangsar, and TNB Headquarters. All events that occurred during a specific date and time interval were given by the event tolerance summary that was collected from the power utility. A sample reading of an event tolerance summary of a substation is shown in Table II . The reading was taken from Phase A voltage signal where Number refers to a bus number, Event Type refers to the point at which the event was captured, amplitude refers to the lowest or highest voltage reading, duration refers to the length corresponding to the particular amplitude and date/time corresponds to the date/time when the event was captured. As the possibility of more than one event occurring at any time exists, the event tolerance summary was used to extract the event type showing the readings for the individual phase of a particular disturbance type. A sample is illustrated in Fig. 11 . This is followed by the feature extraction process by the DWT. In this work, samples of PQ disturbance events occurring on all the three phases of a disturbance signal were collected individually. However, in the feature extraction and classification process, each phase of a voltage signal is utilized independent of each other. At the moment, the proposed system classifies one type of disturbance at any one time and further research and enhancement will be made to cater for composite events.
B. Simulation and Results
The system is modeled using VHDL, where max PlusII and Quartus II softwares were used for simulation. Testbenches were used to perform extensive tests on each individual component. Performance on the test sets of the entire system combining WT, ANN, and FL reached an average of 98.19% accuracy. The combination of WT and ANN only produced a classification accuracy of 96.17%.
The results of classification using the test and training set for all five disturbances are shown in Table III. The table is organized as follows: in each row the performance of the network is represented by a specific PQ disturbance type, while each column represents the results of the classification. The percentage of correct classification is calculated using (16) (16)
C. Comparison
In order to examine and analyze the effectiveness and feasibility of the proposed approach, a comparison in terms of percentage of accuracy is made and presented in Table IV.   TABLE III  PERFORMANCE OF THE SYSTEM ON THE TEST AND TRAINING DATA (C-CLASS,  1-TRANSIENT, 2-VOLTAGE SAG, 3-VOLTAGE SWELL, 4-INTERRUPTION,  5-FLUCTUATION, 6-NORMAL, CORRECT-PERCENTAGE OF CORRECT  IDENTIFICATION, MI-PERCENTAGE OF MISTAKE IDENTIFICATION TO CLASS I)   TABLE IV  PERFORMANCE COMPARISONS Method by Jaehak et al. [5] employing wavelet and fuzzy to classify PQ disturbances produced the highest result at 98.7%, followed by the proposed method in this paper employing DWT, URONN, and FL at 98.19%. Method by Huang [7] employing DWT, FSCL-LVQ, and FL and Mladen and Rikalo [4] using neural net achieved a classification accuracy of 96.5% and 95.93% respectively. Lastly, PQ disturbance waveform recognition combining wavelet and ANN method by Surya et al. [6] obtained an accuracy of 94.37% which is also lower than the accuracy of the combination of WT and ANN (URONN) that produced a classification accuracy of 96.17%. Based on the comparison made in Table IV with existing ANN methodologies, it is proven that this new approach provided a higher recognition rate and also confirm that a combination of more than one method yields a better result.
The method by Jaehak et al. [5] yielded the highest result. However, the response time of a fuzzy based classifier for classifying disturbance signals slows down, as the number of rules grows larger. Rules based expert systems are highly dependent on "if…then" clauses. If a large number of event types or features were analyzed, the expert system would become more complicated and the risk of losing selectivity would increase (ambiguity). It also takes time to refine the rules and membership values. This limitation is found in similar works in FL by Dash et al. [26] and Mladen et al. [27] , where the classification time taken are 0.02 seconds and 15 miliseconds respectively. This will pose a problem for future enhancement to the system where the classification time will continue to increase as more rules are added in order to classify various other types of PQ disturbances. In comparison, this work yields a shorter classification time of 16 microseconds using the same data set. The classification time was not provided in the paper by Jaehak et al. [5] and thus comparison with the paper's method could not be done. In this work, instead of using conventional programming languages such as C, Matlab or Java, the new method models the design using Very High Speed Integrated Circuits Hardware Description Language or VHDL. This is a hardware independent language, which supports a design to be modified easily to suit research requirement. The use of VHDL helps in speeding the execution process as shown in Table V . In addition, designs can be developed and tested efficiently and in a shorter design cycle time.
The performance of the classifier of the proposed method is encouraging. The results reveal that the proposed approach is computationally simple, accurate and exhibits a good balance of flexibility, speed, size and design cycle time. These important characteristics are needed to design a good classification system. Comparison and results presented validate the successful classification of PQ disturbance.
Based on the comparisons made above, the feasibility and the useful features of the new approach are further summarized and justified as follows.
1) For feature extraction, the proposed method uses DWT that enables signal representation with a few terms and can effectively remove redundancy of time domain data and therefore reduce the size of a classifier. 2) For the classification method, the proposed method combines the learning abilities of ANN and the excellent knowledge representation of FL. This produces a more intelligent system, with recognition performance better than those obtained by the individual technologies 3) ANN is used for its pattern recognition capabilities. However, its ability to perform well is greatly influenced by the weight adaptation algorithm. Thus a unique algorithm, uronn was chosen for the implementation of a ANN. This algorithm is a very advantageous approach in the implementation of a ANN as explained earlier as it simplifies calculation, minimizes error, reduces training time, and provide a significant increase in the accuracy of the classification [14] . 4) As there exists uncertainty in the training set and in the subsequent pattern recognition, FL is used to determine the final output rather than taking the output of the ANN as the final classification, improving robustness in the system and producing a more accurate result. 5) The VHDL model provides a systematic approach and helps in speeding the execution process. 6) The system has the potential of being extended to classify other kinds of PQ disturbances. 7) This novel combination of methods shows promise for further development of a fully automated PQ monitoring system.
VI. CONCLUSIONS AND FUTURE RESEARCH
The advantages of a combination of WT, ANN, and FL are obvious. It therefore appears that a judicious integration of the merits of these three technologies can provide a more intelligent system in terms of generic advantages like parallelism, fault tolerance, adaptivity, and uncertainty management by evolving synergism between them, to handle real life ambiguous situations and recognition problems.
A new approach of PQ disturbance classifier utilizing WT, ANN, and FL is proposed. The initial research involved determining the functions of the system and designing the individual modules in VHDL to perform these functions. The functionality of the modules was successfully verified. Future work will include the detection and classification of composite/polyphase events.
