We present a real-space computational method called treecode-accelerated Green Iteration (TAGI) for all-electron Kohn-Sham Density Functional Theory. TAGI is based on a reformulation of the Kohn-Sham equations in which the eigenvalue problem in differential form is converted into a fixed-point problem in integral form by convolution with the modified Helmholtz Green's function. In each self-consistent field (SCF) iteration, the fixed-points are computed by Green Iteration, where the discrete convolution sums are efficiently evaluated by a GPU-accelerated barycentric Lagrange treecode. Other techniques used in TAGI include adaptive mesh refinement, Fejér quadrature, singularity subtraction, gradient-free eigenvalue update, and Anderson mixing to accelerate convergence of the SCF and Green Iterations. Ground state energy computations of several atoms (Li, Be, O) and small molecules (H 2 , CO, C 6 H 6 ) demonstrate TAGI's ability to efficiently achieve chemical accuracy.
Introduction
Electronic structure calculations complement materials engineering experiments by predicting properties such as binding energy, inter-atomic forces, magnetization, and doping effects. Density Functional Theory (DFT) [1] , which describes a system and its properties by its electron density, has been the workhorse of ground state electronic structure computations. For an N e -electron system, the Kohn-Sham approach to DFT [2] reduces the 3N e -dimensional problem for the many-body wavefunction to a 3-dimensional problem for the electron density. In particular, the system of N e interacting electrons is replaced by a fictitious system of N e non-interacting electrons giving rise to the same electron density. In principle, the Kohn-Sham formulation is exact for the ground state properties of materials systems, but it requires knowledge of the exchange-correlation functional, which is not known explicitly and is modeled in practice. Approximating the exchange-correlation functional is an active area of research [3, 4, 5] , and better approximations enable Kohn-Sham DFT to more accurately predict ground state materials properties.
Previous related work. There are many options for performing either all-electron or pseudopotential DFT calculations, where, in the latter case, only the valence electrons are computed. Often a basis set is used to represent the wavefunctions and electron density [6] . For periodic systems, the plane-wave basis is widely used for pseudopotential calculations [7, 8, 9, 10, 11] , and for all-electron calculations that require higher resolution to capture the rapidly oscillating wavefunctions, the augmented plane wave basis [12] and its variants are employed [13, 14, 15, 16, 17] . For non-periodic systems, Gaussian basis sets are widely used in quantum chemistry codes [18, 19] as they afford analytic evaluation of many integral and differential operators. A more recent option is the finite-element basis [20, 21, 22, 23] , which efficiently treats periodic or non-periodic boundary conditions, and pseudopotential or all-electron systems using higher order finite-elements [24, 25, 26, 27] .
The previously described methods are based on solving the Kohn-Sham eigenvalue equation, a single-particle Schrödinger-like differential equation. In this work we consider an alternative approach in which the eigenvalue problem in differential form is converted into a fixed-point problem in integral form by convolution with the modified
Kohn-Sham Density Functional Theory
The input to Kohn-Sham DFT consists of the positions and atomic numbers of the atoms in the system, and the output consists of the ground-state electron density along with the Kohn-Sham single-electron wavefunctions, from which the desired observables (including ground-state energy and ionic forces) can be computed. The Kohn-Sham equations are
where H[ρ] is the Kohn-Sham Hamiltonian, ρ = ρ(r) is the electron density, ε i are the Kohn-Sham eigenvalues, and ψ i (r) are the Kohn-Sham eigenfunctions, also referred to as the Kohn-Sham wavefunctions. Here, we restrict ourselves to a spin-independent formulation on non-periodic systems, but the general ideas presented in this work can be extended to a spin-dependent formulation and periodic geometries in a straightforward manner. The effective Kohn-Sham potential has the form,
where the first two terms are the Hartree potential due to the electron density and the external potential due to the N A atomic nuclei located at R j with charges Z j , respectively,
and the third term is the exchange-correlation potential V xc [ρ] = ∂E xc [ρ]/∂ρ depending on the exchange-correlation energy E xc [ρ] . The electron density depends on the eigenvalues and wavefunctions,
where f (ε, µ F ) is the fractional occupation computed by Fermi-Dirac statistics [7, 56] , with Fermi energy µ F , Boltzmann constant k B , and temperature T . The Fermi energy µ F is determined from the constraint on the total number of electrons N e ,
The sums in Eq. (4) and Eq. (5) run over the N w lowest energy wavefunctions, where N w is chosen so that the fractional occupation of any higher energy wavefunction is negligible. The preceding equations constitute a non-linear eigenvalue problem and the standard solution method uses the Self-Consistent Field iteration (SCF) outlined in Algorithm 1. The iteration takes the atomic positions and an initial guess for the electron density as input. The output is the converged electron density and wavefunctions, from which observables are computed. The iteration starts in line 1. In line 2, at the nth step of the iteration, the effective potential V e f f [ρ (n) in ] is constructed from the input electron density of the current iterate by Eq. (2) . In line 3, the eigenvalue problem in Eq. (1) is solved for the eigenpairs (ε i , ψ i ). In line 4, the Fermi energy µ F and fractional occupations f (ε i , µ F ) are computed. In line 5, these quantities are used to compute a new output density ρ (n) out by Eq. (4). In line 6, the scheme checks whether the density has converged to a desired tolerance; if so, then the iteration stops and returns the latest density; otherwise a new input density ρ (n+1) in is constructed by Anderson mixing [57] and the iteration continues. The present work follows this approach, but focuses on the solution of the eigenvalue problem (line 3), which is the most computationally intensive step in the SCF iteration, using treecode-accelerated Green Iteration (TAGI) described below.
Having obtained the converged ε i , ψ i (r), ρ(r), the ground-state energy of the system is
In this expression, the first two terms are the kinetic energy and exchange-correlation energy, respectively,
Algorithm 1 Self-Consistent Field Iteration (SCF) input: atomic positions and initial guess for electron density ρ (0) in output: electron density ρ (n) out and Kohn Sham wavefunctions ψ (n) i , i = 1, . . . , N w 1: for n = 0, 1, 2, . . .
2:
given ρ (n) in , construct effective potential V e f f [ρ (n) in ] by Eq. (2) 3: using
using ε (n) i , compute Fermi energy µ F and fractional occupations f (ε (n) i , µ F ) by Eq. (5) 5: 
This work employs the Local Density Approximation (LDA) [58, 59] 
Solution of Eigenvalue Problem by Green Iteration
Several methods are available for solving the eigenvalue problem in each SCF iteration (step 4 in Algorithm 1). Among real-space methods, finite-difference [62, 63, 64] and finite-element [23, 26] methods represent the differential operator as a sparse matrix and use iterative techniques to compute the eigenpairs (ε i , ψ i ). By contrast, in this work the differential equation is converted into an integral equation by convolution with the modified Helmholtz Green's function [41] , and then an iterative technique called Green Iteration is applied to obtain the eigenpairs [43, 45, 47, 48] . We describe these steps below.
Following Kalos [41] , the Kohn-Sham equations in Eq. (1) are rewritten in the form
where ρ is the electron density for a given SCF iteration. Since the bound state eigenvalues of the Kohn-Sham Hamiltonian are negative, ε i < 0, Eq. (9) is a modified Helmholtz equation with Green's function,
where free-space boundary conditions are assumed. Then convolution with Eq. (9) yields the integral form of the Kohn-Sham eigenvalue problem,
where
defines a 1-parameter family of linear integral operators. Note that Eq.(11) can be viewed as a fixed-point problem and this motivates the solution method called Green Iteration described in Algorithm 2. The scheme takes as input the effective potential V e f f [ρ] for the current SCF and an initial guess for the eigenpairs (ε (0) i , ψ (0) i ), and provides the converged eigenpairs (ε i , ψ i ) as output. Line 1 is the outer loop over wavefunctions and line 2 is the iteration for a given wavefunction. Line 3 applies the integral operator G(ε (n) i ) to the current wavefunction ψ (n) i . Line 4 updates the eigenvalue; several methods are available and we compare some of them below. Line 5 is the deflation step that orthogonalizes the new wavefunction ψ (n+1) i against the previously converged wavefunctions, and line 6 normalizes it. Line 7 checks for convergence; if the tolerance is satisfied, then the eigenpair is stored and the process returns to line 1; otherwise the iteration in line 2 continues. Algorithm 2 Green Iteration input: effective potential V e f f [ρ] for current SCF input: initial guess for eigenpairs (ε (0) i , ψ (0) i ), i = 1, . . . , N w output: eigenpairs (ε i , ψ i ), i = 1, . . . , N w 1: for i = 1, 2, . . . , N w 2:
for n = 0, 1, 2, . . .
) and return to line 1 8: else return to line 2 and continue iteration
Spatial Discretization Techniques
This section focuses on the spatial discretization techniques used in TAGI. These include the initialization scheme for the electron density and wavefunctions, the quadrature and adaptive mesh refinement techniques, the singularity subtraction schemes used to evaluate the convolution integrals, and the gradient-free approach used to update the eigenvalues. The section concludes by demonstrating the effect of these techniques using the carbon monoxide molecule as an example. Note that Hartree atomic units are used and a table containing the physical and numerical parameters is provided in Appendix A.
Initial Electron Density and Eigenpairs
The SCF iteration uses an initial guess for the electron density of the form,
where ρ j (|r − R j |) is a radial 1-atom electron density associated with the jth atom. These 1-atom densities are precomputed by solving a radial version of the Kohn-Sham problem for each atomic species. In addition, Green Iteration requires an initial guess for the eigenpairs, (ε (0) i , ψ (0) i (r)), i = 1, . . . , N w . The number of wavefunctions N w is determined as follows. Since each wavefunction is occupied up to two electrons, there is a lower bound, N w ≥ N e /2, however there is no sharp upper bound. In practice N w should be chosen large enough to accommodate all states with significant fractional occupation f (ε i , µ F ). To this end, N w is initialized to be larger than N e /2, and upon obtaining the eigenpairs, if the fractional occupation of the highest state is negligibly small, then N w is considered large enough; otherwise, N w is increased and the process is repeated until the check is satisfied. The initial guess for the eigenpairs depends on whether or not this is the first step in the SCF iteration. In the first step, the wavefunctions are initialized using 1-atom wavefunctions obtained in the radial solve for the initial electron density, multiplied by appropriate spherical harmonics, and the initial eigenvalues are computed by the Rayleigh quotient,
In subsequent steps of the SCF iteration, the eigenpairs of the previous step are taken as the initial guess.
Spatial Discretization and Quadrature Schemes
The energy integrals and convolution integrals will be evaluated on a set of cuboid cells representing a bounded computational domain. Using the Hartree energy as an example,
where N c is the number of cells, (p + 1) 3 is the number of quadrature points in each cell, indices i, j refer to quadrature point j in cell i, and w i j are the quadrature weights. The total number of mesh points is denoted by N m = (p + 1) 3 N c . The quadrature scheme uses Chebyshev points of the first kind; on the interval [−1, 1] these are given by
A tensor product grid of (p + 1) 3 Chebyshev points is adapted to each cell; Fig. 1 shows a 2D schematic. Note that the Chebyshev points lie entirely inside the cell and never coincide with a vertex; as explained below this is important because the cells are chosen so that the atoms are located at cell vertices, thereby avoiding the singularity of the nuclear potential. Within each cell, the integrals are evaluated using the Fejér (or "classical" Clenshaw-Curtis) quadrature rule [50, 51] with quadrature weights w i j . The p + 1 point Fejér quadrature rule integrates pth-degree polynomials exactly, so we refer to this as a pth-order quadrature rule. The cells are defined using an adaptive refinement scheme illustrated in Fig. 2 for a 1-atom example. The goal of the scheme is to produce cells that resolve the regions with significant electron density and wavefunction variation, primarily near the atoms. Level 0 is a large cube surrounding the atoms in the system, with dimensions chosen to ensure that the electron density and wavefunctions are sufficiently small at the boundary. The cube is refined by bisecting it in the three coordinate directions, resulting in eight child cells. Several levels of uniform refinement are performed, and subsequent refinement is done adaptively in the following manner. Given a cell C, we temporarily create the child cells C i , i = 1 : 8, and check the following criterion,
where t(r) is a test function specified below and tol m is a user-specified tolerance. The integrals in Eq. (16) are evaluated using the Fejér rule. If Eq. (16) is satisfied, then refinement is not needed and the child cells are discarded; otherwise the child cells are retained and the process continues. Figure 2 shows the schematic of a possible outcome where the initial cell is refined at level 1, but only the child cell containing the atom is refined at level 2. Once the tolerance is satisfied for every cell, a final refinement step occurs; those cells containing an atom are subdivided so that the atoms lie at cell vertices; this ensures that the Chebyshev grid points never coincide with an atom position and hence the fields (effective potential, wavefunctions, electron density) are smooth on the interior of the cells. If the refinement scheme creates any cells with large aspect ratio, these cells are refined along their longest dimension. Figure 2 : Illustration of the adaptive refinement scheme for a 1-atom system with the atom located at (•). Four levels of refinement are shown where the final refinement level puts the atom at a cell vertex.
Several options for the refinement test function were considered and we decided to use
where ρ (0) (r) is the initial electron density in Eq. (13) and V ext (r) is the external potential in Eq. (3). This choice is motivated by several considerations. First, it resembles the function ψ(r)V e f f (r) appearing in the integral form of the Kohn-Sham equations (12) ; this is because near a nucleus, ρ (0) (r) has the characteristics of an s-orbital atomic wavefunction, capturing the cusp and decay rate, and although V e f f (r) is not known, V ext (r) is known and contains the Coulomb singularities that must be resolved. Second, this test function is accessible at the start of the computation and can be evaluated at arbitrary grid points as needed in the refinement scheme. Figure 3 shows an example of coarse and fine meshes for the benzene molecule (C 6 H 6 ) obtained using the refinement scheme described above with 4th order quadrature. The molecule lies in the z = 0 plane and a truncated portion of the mesh in that plane is shown. The coarse mesh is generated with tol m = 1e−4 and the fine mesh with tol m = 3e−6. The resulting cell density is highest near the twelve nuclei, and the carbon atoms are more highly refined than the hydrogen atoms, as expected since the test function ρ (0) (r)V ext (r) grows faster at heavier nuclei. Compared to a variety of other refinement schemes we considered, this approach gave the best combination of accuracy and efficiency. Further below we will demonstrate convergence with respect to both the order of the quadrature rule p and the mesh tolerance parameter tol m . 
Singularity Subtraction
Achieving the necessary accuracy for DFT calculations requires careful treatment of the singular integrals arising in Green Iteration,
and the Hartree potential,
The singular r = r term in the quadrature sums is skipped. This error due to skipping the singularity is reduced by weakening the singularities before discretization. For the integral involving the Yukawa kernel in Eq. (18) we implemented a standard singularity subtraction scheme [52, 53] ,
The second term on the right in Eq. (20) is evaluated analytically,
while the singularity in the first term on the right has been weakened, so the quadrature scheme yields a more accurate result. Note however that the exponential decay rate in the Yukawa kernel is k = √ −2ε, and a problem arises if ε → 0, since in that case the singularity subtraction scheme in Eq. (20) tends to the indeterminate form ∞−∞. This is resolved by introducing a constant gauge shift in the effective potential,
The wavefunctions are unaffected and the eigenvalues simply shift by this amount (the shift is removed before computing energies). Throughout this work we set V shi f t = −0.5, ensuring that the eigenvalues of the occupied states are bounded away from zero. The scheme described above however does not work for the Hartree potential in Eq. (19) which corresponds k = 0. In this case, we employ a modified form of singularity subtraction using a Gaussian function,
where α is a scaling parameter. As before, the second term on the right is evaluated analytically,
and the singularity in the first term has been weakened. In addition, the Gaussian remains smooth for r → r, unlike other options, and this ensures the accuracy of the quadrature scheme. The choice of the scaling factor α is guided by the following considerations. Recall that the first integral on the right in Eq. (23) is computed using a quadrature scheme on a truncated computational domain, and hence the function f (r)e −|r−r | 2 /α 2 should have certain properties. If α is small, then the Gaussian is narrow and the quadrature scheme would struggle to resolve the variation in this function. On the other hand if α is large, then the Gaussian is wide and this would require increasing the size of the computational domain. In more detail, the function f (r)e −|r−r | 2 /α 2 must be sufficiently small when r is near the domain boundary to ensure that the effect of the domain truncation is small; there are two cases, (1) when r lies in the domain interior, then f (r) is not necessarily small, but e −|r−r | 2 /α 2 is small as long as α is not too large, (2) when r lies near the domain boundary, then f (r) is small while e −|r−r | 2 /α 2 is bounded. The conclusion is that the Gaussian scaling factor α should not be too small in relation to the spatial discretization and should not be too large in relation to the computational domain size; this work uses domains of size [−20, 20] 3 a.u. to [−30, 30] 3 a.u. with α = 1 a.u., which was determined empirically.
Gradient-Free Eigenvalue Update
Recall that line 4 in Green Iteration updates the eigenvalue ε (n+1) i ; in this subsection we describe three methods for this purpose. The first method uses the Rayleigh quotient [45] ,
where H is the Kohn-Sham differential operator defined in Eq. (1), V e f f is the effective potential in the current SCF, and ψ (n+1) i is the wavefunction computed in line 3 of Green Iteration. The second method applies integration by parts in Eq. (25) to obtain,
In the present framework the gradient ∇ψ (n+1) i in Eq. (26) and Laplacian ∇ 2 ψ (n+1) i in Eq. (25) are computed by spectral differentiation using the values of the wavefunction at the Chebyshev points in each cell [65] . The third method is a gradient-free update suggested by Harrison et al. [43] ,
In this case, which computes a ∆ε i rather than ε (n+1) i itself, the initial guess ε (0) i in the first SCF iteration can be given using either Eq. (25) or Eq. (26) . The gradient-free eigenvalue update enables the total energy to also be computed in a gradient-free manner using the alternative expression,
where the band energy is the weighted sum of the eigenvalues,
In contrast to the original expression for the total energy in Eq. (6), the gradient-free expression in Eq. (28) avoids explicitly computing the kinetic energy E kin in Eq. (7) which contains the Laplacian; the kinetic energy is now contained implicitly in the band energy, which is obtained with the gradient-free method. Later below we show that the gradient-free method has the best accuracy of the three approaches described here.
Accuracy Results
This subsection demonstrates the effects of the previously described numerical techniques on the carbon monoxide molecule (N A = 2, N e = 14, N w = 8). The computations use domain [−20, 20] 3 a.u., temperature T = 200 K, gauge shift V shi f t = −0.5, Green Iteration eigensolve tolerance tol gi =1e−7, SCF tolerance tol sc f =1e−6, and Anderson mixing parameter β = 0.5. Except where specified, the computations use singularity subtraction and the gradientfree eigenvalue update. We report the energy error |E T AGI − E re f |, where E T AGI is computed using TAGI and E re f = −112.47193 Ha is the reference value converged to 1e−4 Ha, which was computed using DFT-FE [23, 26] .
Quadrature Rule and Adaptive Mesh Refinement Scheme
We first demonstrate the effect of the order p of the quadrature rule and the tolerance tol m of the adaptive mesh refinement scheme described in section 4.2. To test the effect of the quadrature rule order we generate a mesh using order p = 4 and tolerance tol m = 3e−7, and then on this mesh the order p is varied; table 1a shows that the error is reduced from 1.313 mHa with p = 4 to 0.179 mHa with p = 7. To test the effect of the mesh refinement tolerance we fix the quadrature order to p = 4 and vary the mesh refinement tolerance tol m ; table 1b shows that the error is reduced from 3.946 mHa with tol m = 3e−6 to 0.674 mHa with tol m = 1e−7. Table 1 : Error in the total energy per atom for the Carbon monoxide molecule using (a) a fixed mesh, increasing quadrature order p from 4 to 7, and (b) a fixed quadrature order p = 4, decreasing mesh refinement parameter tol m from 3e−6 to 1e−7.
Singularity Subtraction
Next we demonstrate the effect of the singularity subtraction schemes described in section 4.3. The quadrature order is set to p = 4 and a sequence of mesh refinements is performed. The ground state calculation is performed with and without singularity subtraction; in both cases the singular term in the discrete convolution sums is skipped. Table 2 shows that singularity subtraction yields a significant improvement in the accuracy of the total energy, over two orders of magnitude for mesh size N m = 661625 which achieves chemical accuracy. Table 2 : Error in the total energy per atom for the Carbon monoxide molecule without using singularity subtraction (column 4) and with using singularity subtraction (column 5).
Gradient-Free Eigenvalue Update
Finally, we compare the eigenvalue update methods described in section 4.4, Laplacian update (Eq. (25)), gradient update (Eq. (26)), and gradient-free update (Eq. (27)). The ground state calculation is performed for a sequence of refined meshes. Figure 4a shows the energy error versus the number of mesh points N m for order p = 4 and figure 4b shows this for order p = 6. We make the following three observations. First, for a given mesh, the gradient-free update achieves significantly better accuracy than the gradient and Laplacian updates for both order p = 4 and p = 6, and as the mesh is refined the gradient-free update achieves chemical accuracy around N m = 600, 000. Second, for p = 4, the gradient update error saturates around 6 mHa/atom as the mesh is refined, indicating that the refinement scheme is not adequately refining the correct regions to reduce the error in the kinetic energy. Third, for p = 6, the gradient update recovers its convergence rate and is able to achieve chemical accuracy as the mesh is refined, indicating that the higher order gradients have reduced the error in the kinetic energy that was present for p = 4. We note that the adaptive mesh refinement scheme and choice of test function described in section 4.2 were developed using feedback from the gradient-free eigenvalue update. Different meshing schemes that prioritize accurate gradients or Laplacians of the wavefunctions could achieve better results for their respective eigenvalue update methods than this refinement scheme. Nevertheless, for each mesh refinement scheme we investigated we found the gradient-free update to be the most accurate and we use this update throughout the work.
(a) order p = 4 (b) order p = 6 Figure 4 : Error in the total energy per atom for the Carbon monoxide molecule versus the number of mesh points N m while using different eigenvalue update methods in Green Iteration for (a) quadrature order p = 4 and (b) quadrature order p = 6.
Convergence Rate of Green Iteration
Previously we explained how in each SCF iteration, the Kohn-Sham eigenproblem in Eq (1) can be converted into a fixed-point problem for the integral operator in Eq. (11) and that the fixed-point problem is solved by Green Iteration. This section examines the convergence rate of Green Iteration; first an example exhibiting slow convergence is presented, then the cause of the problem is identified by reference to power iteration, and finally Anderson mixing is applied to the wavefunctions to accelerate convergence.
Slow convergence of Green Iteration
To illustrate the slow convergence of Green Iteration, we consider the first SCF iteration for the carbon monoxide molecule. Figure 5 plots the residual of the first seven wavefunctions determined by Green Iteration versus the iteration number. In this case the first two wavefunctions converge rapidly, but the subsequent wavefunctions converge slowly; in particular the 4th wavefunction converges extremely slowly. The result is that Green Iteration requires a total of 1246 iterations to ensure that the first seven wavefunction residuals fall below 1e−8. This is a tighter tolerance than is used in practice, however it helps illustrate the issue. In the next subsection we examine the cause of this slow convergence. i || 2 during Green Iteration in the first SCF iterations for the carbon monoxide molecule. The observed residuals (symbols) and the predicted convergence rates r i (black lines).
Convergence Analysis
Recall line 3 of Green Iteration (Algorithm 2), ψ (n+1)
i , which updates the ith eigenfunction using the operator defined in Eq. (12) . The parameter ε (n) i changes in each step of the iteration, but as ε (n) i → ε i , the scheme converges to power iteration for the operator G(ε i ) with deflation against the previously determined eigenfunctions ψ j , j < i as indicated in line 5 of the algorithm. This suggests that the convergence rate of ψ (n) i depends on the spectral gap of G(ε i ) [66] . To demonstrate this it is useful to define a 1-parameter family of curves µ i (ε) and functions φ i (ε) satisfying the linear eigenvalue equation,
subject to the following conditions. For each ε, the eigenvalues are ordered by their magnitude µ 1 (ε) ≥ · · · ≥ µ N w (ε). Note that if µ i (ε) = 1 for some index i and parameter value ε, then Eq. (30) reduces to the fixed-point problem in Eq. (11), ψ i = G(ε i )ψ i , in which case we have ε = ε i and φ i (ε) = ψ i [45, 47] . In addition, the usual orthogonality condition, φ i (ε) ⊥ φ j (ε) for i j, is modified to be consistent with the deflation step in Green Iteration; that is, ψ i ⊥ φ j (ε) for i < j and ε i < ε. Figure 6 illustrates this for the first SCF iteration of the carbon monoxide molecule, where the curves µ i (ε) are plotted versus ε for i = 1 : 8. Note that for each parameter value ε, the eigenvalues µ i (ε) are computed by power iteration applied to the operator G(ε) subject to the modified orthogonality condition stated above. The fixed-points of Green Iteration occur when one of the curves µ i (ε) intersects the line µ = 1, and the plotted curves terminate there because there are no eigenfunctions with µ > 1 due to the orthogonality condition. Figure 6 also indicates the spectral gap of the operator G(ε i ), defined by ∆µ i = 1 − µ i+1 (ε i ); due to the continuity of the curves µ i (ε), these are correlated with the spectral gap of the Hamiltonian, defined by ∆ε i = ε i+1 − ε i ; hence both gaps are relatively large for i = 1, 2 in Fig. 6a , and relatively small for i = 3, ..., 7 in Fig. 6b ,c. Note further that the spectrum of the CO molecule contains a degeneracy; ε 5 = ε 6 , hence ψ 5 and ψ 6 span a degenerate subspace. This degeneracy manifests itself in the spectral analysis in several ways. First, ψ 5 and ψ 6 converge with identical rates in Green Iteration (Fig. 5 parallel purple and black) , and second, the µ 5 (ε) and µ 6 (ε) curves are identical (Fig. 6c overlapping purple and black). In the case of a degeneracy, the convergence rate of the wavefunctions to the degenerate subspace is governed by the spectral gap to the next distinct eigenvalue. In this example, we define the spectral gaps ∆µ 5 and ∆µ 6 with respect to the 7th eigenvalue, ∆µ 5 = 1 − µ 7 (ε 5 ) and ∆µ 6 = 1 − µ 7 (ε 6 ). Finally, note that at a fixed-point parameter ε i , the largest eigenvalue of G(ε i ) is µ i = 1, so the convergence rate of power iteration is r i = µ i+1 /µ i = 1 − ∆µ i ; hence a large gap ∆µ i leads to rapid convergence of ψ i and a small gap ∆µ i leads to slow convergence. Table 3 . Table 3 gives the values of the fixed-points, the spectral gaps, the observed and predicted convergence rates, the accuracy of the predictions, and the number of iterations required to achieve the 1e-8 tolerance in Green Iteration. The predicted convergence rates r i , also shown in Fig. 5 , were computed using the power iteration considerations above, r i = µ i+1 /µ i = 1 − ∆µ i . In several cases (ψ 1 , ψ 2 , ψ 7 ), the observed convergence is faster than the predicted rate; this is attributed to the iteration not entering the asymptotic power-iteration regime before the tolerance was met. In the slower converging cases (ψ 3 , ψ 4 , ψ 5 , ψ 6 ), the predicted convergence rates accurately agree with the observed rates, with percent errors 0.115%, 0.082%, 0.053%, and 0.053%, confirming that the convergence rates of the eigenfunctions ψ i in Green Iteration are controlled by the spectral gap in the integral operator ∆µ i , which are correlated to the spectral gap in the differential operator ∆ε i . Hence, Green Iteration may converge slowly whenever a small spectral gap exists in the Hamiltonian; the next subsection describes a method to overcome this drawback.
Wavefunction Mixing
While Green Iteration resembles power iteration as noted above, it is a fixed-point iteration and hence is amenable to standard fixed-point acceleration techniques. We define the vector x = (ε, ψ), and the inner product between two vectors x 1 = (ε 1 , ψ 1 ) and x 2 = (ε 2 , ψ 2 ) to be (x 1 , x 2 ) = ε 1 ε 2 + ψ 1 (r)ψ 2 (r)dr. We then use Anderson mixing to update the eigenpairs (ε (n) i , ψ (n) i ) after each step of Green Iteration, in the same way that the electron density is updated after each step of the SCF iteration. Figure 7 shows the effect of applying Anderson mixing to the wavefunctions with mixing parameter β = 0.5, for the same computation as above, the first SCF iteration of the carbon monoxide molecule. The total number of iterations is reduced from 1246 (Green Iteration) to 188 (Green Iteration with wavefunction mixing). ψ 3 − ψ 6 still converge the slowest, however they converge significantly faster than without Anderson mixing.
In practice the wavefunction mixing scheme requires a good initial guess to ensure convergence. In the first SCF iteration, to achieve a good initial guess, Green Iteration can be performed without wavefunction mixing until Table 3 : First SCF iteration for the Carbon monoxide molecule. Eigenvalue index, Hamiltonian eigenvalues ε i , Hamiltonian spectral gap ∆ε i , integral operator spectral gap ∆µ i , observed convergence rate, predicted convergence rate, accuracy of the prediction, number of iterations for the wavefunction to converge to 1e-8 tolerance. convergence to a user-defined tolerance is achieved, at which point the computed wavefunction is in the basin of attraction of the fixed-point scheme and Anderson wavefunction mixing can be safely applied. In subsequent SCF iterations the initial guess for the eigenpairs tend to be much better and delaying the use of wavefunction mixing is not necessary. Furthermore, the tolerance for Green Iteration tol gi does not have to be the same throughout an SCF iteration. We find that starting with a loose tolerance and gradually tightening it after each step in the SCF is beneficial. The gradual reduction of tol gi increases the number of steps in the SCF for the electron density to converge to tol sc f , but it significantly reduces the cost of the first few steps of the SCF iteration, and results in an overall reduction of computation time.
Treecode Acceleration
The scheme described above requires computing convolutions of the form,
where G(r, r ) is either the Coulomb kernel in the Hartree potential in Eq. (3), or the Yukawa kernel in the integral operator G(ε) in Eq. (12) needed in line 3 of Green Iteration. Upon discretization, the integral in Eq. (31) is approximated by the discrete convolution sum,
where u i ≈ u(r i ), f j = f (r j ), and w j are the quadrature weights. Computing u i by direct summation requires O(N 2 m ) operations, and several methods have been developed to reduce the cost including the treecode [67] and fast multipole method [68] . This work employs a recently developed barycentric Lagrange treecode (BLTC) [54] which reduces the operation count to O(N m log N m ) using barycentric Lagrange interpolation [69] . For clarity of presentation, the singularity subtraction schemes from equations (20) and (23) have been omitted in Eq. (32), but they are easily accommodated in the BLTC and are used in practice. Following convention, throughout this section the points r i are referred to as target particles, the points r j are referred to as source particles, and Eq. (32) expresses the particle-particle interactions. Below we present an overview of the treecode; references can be consulted for more details [54, 55, 70 ].
Source Clusters and Target Batches
The treecode starts by dividing the source particles into a hierarchical tree of source clusters, where the root cluster is the minimal bounding box enclosing the computational domain. The root is divided into child clusters by bisection in each dimension, and the child clusters are recursively subdivided until they contain fewer than N L particles; these are the leaves of the tree. After division each cluster is shrunk to the minimal bounding box containing its particles. Typically a cluster is divided into eight children, but if shrinking would cause the aspect ratio to be greater than √ 2, the cluster is instead divided into either two or four children. Note that the source clusters in the treecode are rectangular boxes, and in general they are different than the cells in the adaptive mesh. For efficiency purposes as explained below, the target particles are also organized into a set of localized batches containing fewer than N B particles, and then the particle-particle interactions are organized into batch-cluster interactions between the target particles in a batch and the source particles in a cluster. In this work we set N B = N L , and since the target particles and source particles correspond to the same set (the N m quadrature points), the target batches are equivalent to the leaf source clusters in the tree.
Particle-Cluster Approximation by Barycentric Lagrange Interpolation
Note that the sum in Eq. (32) can be rewritten as
where the second sum is taken over a set of source clusters C, and
is the interaction between a target particle r i and a source cluster C = {r j }. Following [54] , the particle-cluster interaction can be approximated by 3D polynomial interpolation of degree n,
where r j = (r j1 , r j2 , r j3 ) is a source particle, s k = (s k 1 , s k 2 , s k 3 ) is a tensor product grid of interpolation points, L k (t) are the 1D Lagrange interpolating polynomials, and f k are weights associated with the approximation. It is important to note that the approximation in Eq. (35) has the same direct sum structure as the exact interaction in Eq. (34); in one case the target particle r i interacts with the source particles r j and in the other it interacts with the interpolation points s k ; however in both cases the necessary kernel evaluations are independent of each other and can be efficiently computed in parallel on a GPU; this is in contrast to other fast summation schemes based on analytic series expansions, such as the Taylor treecode [70] , where the approximations are recursive, which limits performance on the GPU. A further point is that the approximation weights f k are independent of the target particle r i , so they can be precomputed and reused for different targets. Next we examine the decision of when to use the approximation in Eq. (35) , then return to the choice of interpolation points s k and the structure of the interpolating polynomial L k (t).
In this work the particle-cluster interactions u(r i , C) are organized into batch-cluster interactions. For a given batch of target particles, the decision on whether to apply the approximation in Eq. (35) is controlled by the multipole acceptance criterion (MAC) which in this work has the form,
where r B is the target batch radius, r C is the source cluster radius, R is the distance between the target batch center and source cluster center, n is the interpolation degree, and N S is the number of source particles in the cluster. The first part of the MAC ensures the approximation's accuracy and is diagrammed in Fig. 8 , while the second part ensures its efficiency. For the interpolation points, the BLTC uses Chebyshev points of the 2nd kind, s k = cos θ k , θ k = πk/n, k = 0, . . . , n,
which are defined on the interval [−1, 1] and are linearly mapped to clusters located elsewhere. In addition the BLTC uses the barycentric form of the Lagrange polynomials [69] ,
where due to the scale-invariance of this form [71] , the barycentric weights are
(39) Figure 9 shows a 2D example of a cluster C comprised of seven quadrature cells; Fig. 9a shows the source particles r j in C (these are quadrature points in the adaptive mesh, here defined with order p = 3), and Fig. 9b shows the Chebyshev grid of interpolation points s k in C (here defined with degree n = 4, these represent the cluster through the particle-cluster approximation in Eq.(35)). The treecode has two options for computing particle-cluster interactions; the direct sum in Eq. (34) requires O(N S ) operations, where N S is the number of source particles in C, while the approximation in Eq. (35) requires O(n 3 ) operations for interpolation of degree n; hence the approximation is more efficient when N S is large and n is small, as in the example in Fig. 9 .
Treecode Algorithm
The treecode is described in Algorithm 3. The input consists of the quadrature points r i , weights f i , w i , and the treecode parameters including MAC θ, interpolation degree n, maximum leaf size N L , maximum batch size N B . Line Eq. (35) − −−−−− → Figure 9 : Example of a cluster C in 2D, (a) source particles r j in C (these are quadrature points in the adaptive mesh, here defined with order p = 3), (b) Chebyshev grid of interpolation points s k (here defined with degree n = 4, these represent the cluster through the particle-cluster approximation in Eq. (35)).
1 builds the tree of source clusters and the set of target batches. Line 2 computes the approximation weights f k for each source cluster. Line 3 computes the batch-cluster interactions for each target batch via the recursive function ComputePotential; if the MAC in Eq. (36) is satisfied, then the approximation is computed with Eq. (35); if the MAC fails because (r B + r C )/R ≥ θ, then there are two options; if the cluster is a leaf, then the batch interacts directly with the cluster by Eq. (34) , otherwise, the cluster has children and the batch interacts with each child; if the MAC fails because (n + 1) 3 ≥ N S , then the batch interacts directly with the cluster by Eq. (34) . The treecode operation count is O(N m log N m ), where the factor N m is the number of target particles and the factor log N m is the number of levels in the tree. compute batch-cluster interaction by direct sum in Eq. (34) 12: end function
Treecode Accuracy
The sum in Eq. (32) is a discretization of the convolution integral in Eq. (31), and it is important to ensure that the treecode approximation error is less than discretization error. We document the accuracy of the treecode for the carbon monoxide molecule with domain [−20, 20] 3 a.u., quadrature order p = 4, mesh refinement tolerance tol m =3e−7, SCF tolerance tol sc f =1e−5, and Green Iteration tolerance tol gi =1e−6. In this case the number of mesh points is N m = 661625. We compute the ground-state energy with and without the treecode, and record the discretization error |E re f − E ds |/N A , and treecode approximation error |E ds − E tc |/N A , where E re f is the reference energy computed by DFT-FE, and E ds , E tc are computed by the present method using direct summation and the treecode, respectively. Throughout this work the source clusters and target batch size parameters are set to N L = N B = 2000. Figure 10 shows that the discretization error of the present method is |E re f − E ds |/N A = 6.56e−4 Ha/atom (red dashed line), while the treecode approximation error is much smaller. This confirms that in this range of parameter values, the numerical errors introduced by the treecode do not upset the accuracy of the discretization. 
Treecode Efficiency on a 6-core CPU and single GPU
This section documents the BLTC efficiency on a 6-core 2.6 GHz Intel Core i7 processor and a single NVIDIA Titan V GPU. The treecode was programmed in C, with OpenMP directives for parallelizing over multiple CPU cores and OpenACC directives for running on the GPU. As noted above, the GPU implementation takes advantage of the fact that the particle-cluster interaction in Eq. (34) and the approximation in Eq. (35) both have the same direct sum structure involving independent kernel evaluations. The GPU processes the particle-particle interactions between the target batch and source cluster in parallel without thread divergence; this is because the MAC applies uniformly to all particles in a given target batch [55] . In practice, interaction lists are precomputed for each target batch to identify the source clusters interacting with the batch.
The performance of the BLTC on both platforms is demonstrated by computing the Hartree energy E H in Eq. (8) for the carbon monoxide molecule using the electron density from the first SCF iteration. Results are shown in Table 4 using direct summation and the treecode, for quadrature order p = 4 and mesh refinement parameter tol m between 1e−3 and 1e−8 yielding the indicated mesh size N m . The direct sum energy values in the 3rd column converge as the mesh is refined, and the 4th column shows the corresponding discretization error using the value E H = 74.88578 obtained with tol m =1e-8 as the reference. The 5th column records the treecode approximation error for MAC θ = 0.7 and degree n = 8; this is the difference between the value of E H computed by direct summation (column 3) and the value computed by the treecode (not shown). The results show that the treecode approximation error is well below the discretization error and within chemical accuracy.
The remainder of Table 4 records computation times on the 6-core CPU and GPU for direct summation (ds) and the treecode (tc). Averaging over the six runs in Table 4 , direct summation runs 192 times faster on the GPU than on the 6-core CPU, while the treecode runs 70 times faster. On both platforms the treecode is faster than direct summation, and the speedup (ds/tc) increases as the mesh is refined; this is consistent with O(N 2 m ) scaling for direct summation and O(N m log N m ) scaling for the treecode. In particular, for the largest mesh size with approximately 2.2 million mesh points, the treecode computation time on the GPU is less than 18 s, which is about 4.5 times faster than direct summation. This subsection documents the parallel efficiency of the BLTC on a single GPU node running with 1, 2 or 4 GPUs, using OpenMP to parallelize across GPUs with one thread assigned to each GPU. The test system has 10 million particles randomly located in a cube interacting via the Coulomb kernel. The work is divided into two stages; stage 1 encompasses the precomputing tasks in lines 1-2 of Algorithm 3 and stage 2 encompasses the batch-cluster computing in line 3. Figure 11 shows the parallel efficiency of each stage and the entire computation as the number of GPUs increases from 1 to 4. The precompute stage scales less efficiently than the compute phase, due to some serial computation embedded in these tasks (85% on 2 GPUs, 63% on 4 GPUs), but this accounts for only a small fraction of the total computation time. The compute stage has close to ideal scaling (98% on 2 GPUs, 94% on 4 GPUs); moreover this stage accounts for a large fraction of the total computation time and therefore the treecode achieves 90% efficiency for the entire computation on 4 GPUs. 
Ground State Energy Computations for Atoms and Molecules
The ground-state energy of several atoms (Li, Be, O) and small molecules (H 2 , CO, C 6 H 6 ) was computed using treecode-accelerated Green Iteration (TAGI) with the LDA exchange-correlation functional [58, 59] . For each system the SCF iteration continued until the density residual fell below tol sc f =1e−4. tol gi was set to 3e−3 for the first step in the SCF, then gradually reduced to 1e−5 over the next four steps. The TAGI discretization parameters (quadrature order p, adaptive mesh parameter tol m ) and treecode parameters (degree n, MAC θ) were chosen to ensure chemical accuracy of 1 mHa/atom in the computed ground-state energy. The computations were performed on a single node, where the treecode (written in C with OpenMP+OpenACC) was run on the four GPUs and the remainder of the code (written in Python) was run in serial on one CPU core. Table 5 presents the parameters and results for each system. The numerical parameters (p, tol m , n, θ) are chosen to ensure chemical accuracy in the energy, and the heavier carbon and oxygen atoms require somewhat higher numerical resolution than the lighter hydrogen, lithium, and beryllium atoms. In particular, a larger mesh size N m requires slightly tighter treecode parameters (increasing degree from n = 6 to n = 7, 8, decreasing MAC from θ = 0.8 to θ = 0.7, 0.6). Column 9 records the error in the ground-state energy computed by TAGI with respect to reference energies computed to 0.1 mHa/atom accuracy with DFT-FE [26] , showing that TAGI achieves chemical accuracy. Column 10 records the total wall clock computation time (s). The benzene molecule (C 6 H 6 , N e = 42) is the largest system considered; the computation used approximately 1.5 million mesh points and required less than 4 hours of wall clock time. Table 5 : Ground-state energy computations of atoms and small molecules using TAGI with errors computed with respect to reference values E re f computed using DFT-FE [26] . TAGI discretization parameters (quadrature order p, adaptive mesh parameter tol m , mesh size N m ), treecode parameters (degree n, MAC θ); error (Ha/atom) and total wall clock computation time (s) on a single node with 4 GPUs. Figure 12 show 2D slices of the adaptively refined mesh and computed electron density for the carbon monoxide molecule 12a and benzene molecule 12b. Both molecules are located in the z=0 plane; for the CO molecule, the carbon atom is at (-1.06581,0,0) and the oxygen atom is at (+1.06581,0,0); for the benzene molecule, the six carbon atoms are at (∓0.682781, ±2. We presented a real-space method for all-electron Kohn-Sham DFT computations called Treecode-Accelerated Green Iteration (TAGI). TAGI is based on a reformulation of the Kohn-Sham equations in which the eigenvalue problem for the energies and wavefunctions (ε i , ψ i ) in differential form is recast as a fixed-point problem in integral form by convolution with the bound state Helmholtz Green's function [41] . In each SCF iteration the fixed-points are computed by Green Iteration, where the convolution integrals are discretized on an adaptive mesh and the discrete convolution sums are efficiently evaluated using a GPU-accelerated treecode.
TAGI relies on several key techniques to achieve chemical accuracy and computational efficiency. First, the Fejér quadrature rule and adaptive mesh refinement based on integration of a test function are used to compute integrals and represent the fields. Second, singularity subtraction is applied to evaluate convolution integrals having singular kernels; in particular a standard scheme is used for the Yukawa kernel in the Green Iteration convolutions, and we developed a new scheme for the Coulomb kernel in the Hartree potential convolutions since the standard scheme is inapplicable in that case. Third, a gradient-free method is employed to update the eigenvalues in Green Iteration. Fourth, the fixedpoint iteration for the wavefunctions and eigenvalues in Green Iteration is accelerated using Anderson mixing. Fifth, the discrete convolution sums are computed efficiently using a barycentric Lagrange treecode (BLTC), which reduces the operation count from O(N 2 m ) to O(N m log N m ), where N m is the number of mesh points. The GPU implementation of the BLTC is facilitated by the properties of barycentric Lagrange interpolation including its scale-invariance and the fact that the particle-cluster approximation in Eq. (35) consists of independent kernel evaluations which can be evaluated concurrently [55] .
We demonstrated the effect of these techniques on the carbon monoxide molecule. First, we investigated the quadrature rule and adaptive mesh refinement scheme, showing that the ground-state energy of the CO molecule is computed to within chemical accuracy of 1 mHa/atom using roughly 600,000 quadrature points and 4th order quadrature. Second, we demonstrated the effect of the singularity subtraction schemes; the ground-state computation was performed with and without singularity subtraction on a sequence of progressively refined meshes, and we observed a 100-fold reduction in error using singularity subtraction. Third, we compared three methods for updating the eigenvalues in Green Iteration, 1) Laplacian update using the Rayleigh quotient of the Hamiltonian differential operator, 2) gradient update using integration by parts to reduce the order of the operator, and 3) gradient-free update; on a wide range of meshes the gradient-free update yields a 10-fold improvement in accuracy over the gradient update, and a 100-fold improvement over the Laplacian update. Fourth, we investigated the convergence of Green Iteration in the first SCF iteration for the CO molecule, showing that the spectral gap in the Hamiltonian eigenvalues controls the rate of convergence of the eigenfunctions in Green Iteration; in particular, a small gap |ε i − ε i+1 | implies slow convergence of the eigenfunction ψ i ; the convergence rates were predicted and then verified computationally; finally we showed in the case of slow convergence, Green Iteration can be accelerated by applying Anderson mixing to the eigenpairs, yielding a 6-fold reduction in the number of iterations in this example. Fifth, we demonstrated the treecode's ability to rapidly compute accurate approximations of the discrete convolution sums; in ground-state computations for the CO molecule, we showed that the treecode approximation error can be driven below the discretization error; we then demonstrated the speedup of the treecode over direct summation on both a 6-core CPU (parallelized with OpenMP) and a GPU (parallelized with OpenACC), achieving an 11× speedup on the CPU and a 4.5× speedup on the GPU; finally we observed a 70× speedup of the treecode running on the GPU in comparison with the CPU.
We then performed TAGI computations for several atoms and small molecules on a single node with 4 GPUs, and verified the accuracy of the ground-state energy with respect to reference values. The results demonstrate the chemical accuracy and computational efficiency afforded by TAGI on these benchmark systems.
In future work we will implement a distributed memory version of TAGI able to run on multiple nodes, relying on domain decomposition to treat larger systems. We will also consider a treecode based on barycentric Hermite interpolation, to more efficiently reach high accuracy regime needed in this application [72] . In addition, we will extend TAGI to pseudopotential computations using Optimized Norm-Conserving Vanderbilt (ONCV) pseudopotentials [73] ; this will alleviate the need for significant mesh refinement near atomic nuclei and reduce the number of wavefunctions per atom, allowing TAGI to scale to larger systems.
