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Abstract Human-Object Interaction (HOI) detection is im-
portant to human-centric scene understanding tasks. Exist-
ing works tend to assume that the same verb has similar vi-
sual characteristics in different HOI categories, an approach
that ignores the diverse semantic meanings of the verb. To
address this issue, in this paper, we propose a novel Poly-
semy Deciphering Network (PD-Net) that decodes the vi-
sual polysemy of verbs for HOI detection in three distinct
ways. First, we refine features for HOI detection to be polysemy-
aware through the use of two novel modules: namely, Lan-
guage Prior-guided Channel Attention (LPCA) and Language
Prior-based Feature Augmentation (LPFA). LPCA highlights
important elements in human and object appearance features
for each HOI category to be identified; moreover, LPFA aug-
ments human pose and spatial features for HOI detection us-
ing language priors, enabling the verb classifiers to receive
language hints that reduce intra-class variation for the same
verb. Second, we introduce a novel Polysemy-Aware Modal
Fusion module (PAMF), which guides PD-Net to make de-
cisions based on feature types deemed more important ac-
cording to the language priors. Third, we propose to relieve
the verb polysemy problem through sharing verb classifiers
for semantically similar HOI categories. Furthermore, to ex-
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pedite research on the verb polysemy problem, we build a
new benchmark dataset named HOI-VerbPolysemy (HOI-
VP), which includes common verbs (predicates) that have
diverse semantic meanings in the real world. Finally, through
deciphering the visual polysemy of verbs, our approach is
demonstrated to outperform state-of-the-art methods by sig-
nificant margins on the HICO-DET, V-COCO, and HOI-VP
databases. Code and data in this paper will be released at
https://github.com/MuchHair/PD-Net.
Keywords Human-object interaction · Verb polysemy ·
Language priors · Attention model.
1 Introduction
In recent years, researchers working in the field of computer
vision have begun to pay increasing attention to scene un-
derstanding tasks (Choi et al. 2015; Zheng et al. 2015; Lu
et al. 2016; Zhang et al. 2017; Zhao et al. 2020; Lin et al.
2020). Since human beings are often central to real-world
scenes, Human-Object Interaction (HOI) detection has be-
come a fundamental problem in scene understanding. HOI
detection involves not only identifying the classes and lo-
cations of objects in the images, but also the interactions
(verbs) between each human-object pair. As shown in Fig.
1, an interaction between a human-object pair can be repre-
sented by a triplet <person verb object>, herein referred
to as one HOI category. One human-object pair may com-
prise multiple triplets, e.g. <person fly airplane> and
<person ride airplane>.
The HOI detection task is notably challenging (Chao
et al. 2018; Gao et al. 2018). One major reason is that verbs
can be polysemic. As illustrated in Fig. 1, a verb may convey
substantially different semantic meanings and visual char-
acteristics with respect to different objects, as these objects
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(a) person play soccer (b) person play frisbee
(c) person hold book (d) person hold elephant
(e) person fly kite (f) person fly airplane
Fig. 1 Examples reflecting the verb polysemy problem in HOI detec-
tion. In terms of describing the HOIs, (a) and (b) present HOI exam-
ples of “play”. “feet” are more important in (a) while “hands” are more
important in (b). (c) and (d) illustrate HOI examples of “hold”. The
human-object pairs in (c) and (d) are characterized by dramatically dif-
ferent human-object spatial features, i.e. the relative location between
two bounding boxes. (e) and (f) illustrate HOI examples of “fly”. The
“person” in (e) exhibits discriminative pose features while the “person”
in (f) does not.
may have diverse functions and attributes. One pair of ex-
amples can be found in Fig. 1(a) and (b). Here, the “feet”
are the more discriminative parts of the human figure for
<person play soccer> while “hands” are more important
for describing <person play frisbee>. A second pair of
examples is presented in Fig. 1(c) and (d). The human-object
pairs in (c) and (d), despite being tagged with the same verb,
present dramatically different human-object spatial features
(i.e. the relative location between two bounding boxes). An-
other more serious consideration is that the importance of
the same type of visual feature may vary dramatically as
the objects of interest change. For example, the human pose
plays a vital role in describing <person fly kite> in Fig.
1(e); by contrast, the human pose is invisible and therefore
useless for characterizing <person fly airplane> in Fig.
1(f). Verb polysemy therefore presents a significant chal-
lenge in the HOI detection.
The problem of verb polysemy is relatively underexplored,
and sometimes even ignored, in existing works (Xu et al.
2019; Li et al. 2019b; Liao et al. 2020; Wang et al. 2020).
Most contemporary approaches tend to assume that the same
verb will have similar visual characteristics across differ-
ent HOI categories, and accordingly opt to design Object-
SHared (SH) verb classifiers. When the verb classifier is
shared among all objects, each verb obtains more training
samples, thereby promoting the robustness of the classifica-
tion for HOI categories with a small sample size. However,
due to the polysemic nature of the verbs, a dramatic seman-
tic gap may exist between instances of the same verb across
different HOI categories. Chao et al. (2018) constructed Object-
SPecific (SP) verb classifiers for each HOI category, which
are able to overcome the polysemy problem for HOI cate-
gories that have sufficient training samples. However, this
approach lacks few- and zero-shot learning abilities for HOI
categories where only small amounts of training data are
available.
In this paper, we propose a novel Polysemy Decipher-
ing Network (PD-Net) to address the challenging verb poly-
semy problem. As illustrated in Fig. 2, PD-Net transforms
the multi-label verb classifications for each human-object
pair into a set of binary classification problems. Here, each
binary classifier is used for the verification of one verb cat-
egory. The classifiers share the majority of their parame-
ters; the main difference lies in the input features. Next, we
decode the verb polysemy problem in the following three
ways.
First, we enable features sent for each binary classifier to
be polysemy-aware using two novel modules, namely Lan-
guage Prior-guided Channel Attention (LPCA) and Language
Prior-based Feature Augmentation (LPFA). The language
priors are word embeddings of phrases made up of one verb
and one object. The object class is predicted by one object
detector; the verb is the one to be determined by one specific
binary verb classifier. For its part, LPCA is applied to both
the human and object appearance features. The two appear-
ance features are usually redundant, as only part of their in-
formation is involved for one specific HOI category (see Fig.
1). Therefore, LPCA is used to highlight important elements
in the appearance features for each binary classifier. We fur-
ther introduce a specific supervision signal for LPCA that
enables its parameters to be effectively optimized. More-
over, both human-object spatial and human pose features are
often vague and can vary dramatically for the same verb, as
shown in Fig. 1(a) and (b), (c) and (d); we therefore propose
LPFA, which concatenates the two features with language
priors, respectively. In this way, the classifiers can receive
hints to reduce the intra-class variation of the same verb for
the pose and spatial features.
We further design a novel Polysemy-Aware Modal Fu-
sion module (PAMF), which produces attention scores based
on the above language priors in order to dynamically fuse
four feature types: human appearance, object appearance,
human pose, and spatial features. The language priors pro-
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Fig. 2 Visual features of each human-object pair are duplicated multiple times so that polysemy-aware visual features can be obtained under the
guidance of language priors. Each polysemy-aware feature is sent to a specific verb classifier. To reduce the number of duplicated human-object
pairs, meaningless HOI categories (e.g. <person eat book> and <person ride book>) are ignored. Meaningful and common HOI categories
(e.g. <person hold book> and <person open book>) are available in each popular HOI detection database.
vide hints regarding the importance of the features for each
HOI category. As can be seen in Fig. 1, the human pose fea-
ture is discriminative when the language prior is “fly kite”
(Fig. 1(e)), but is less useful when the language prior is “fly
airplane” (Fig. 1(f)). Therefore, our proposed PAMF deci-
phers the verb polysemy problem by highlighting the fea-
tures that are more important for each HOI category.
Moreover, as mentioned above, both SH and SP verb
classifiers have limitations. We therefore propose a novel
Clustering-based Object-SPecific verb classifier (CSP), which
combines the advantages of SH and SP verb classifiers. The
main motivation is to ensure that semantically similar HOI
categories containing the same verb, e.g.<person hold elephant>,
<person hold horse>, and<person hold cow> can share
the same verb classifier. HOI categories that are semanti-
cally very different (e.g.<person hold book> and<person
hold backpack>) are identified using another verb classi-
fier. In this way, the verb polysemy problem is mitigated.
Meanwhile, CSP has the capacity to handle the few- and
zero-shot learning problems that arise in HOI detection, since
we merge the training data of semantically similar HOI cat-
egories.
To the best of our knowledge, our proposed PD-Net is
the first approach to explicitly handle the verb polysemy
problem in HOI detection. Moreover, and more impressively,
our experimental results on three databases demonstrate that
our approach consistently outperforms state-of-the-art meth-
ods by considerable margins. A preliminary version of this
paper has been published in (Zhong et al. 2020). Compared
with the conference version, this version further proposes
the novel LPCA module, simplifies the architecture of PD-
Net by using CSP classifiers, builds a new database (named
HOI-VP) to facilitate the research on the verb polysemy
problem, and includes further experimental investigations.
The remainder of this paper is organized as follows. Sec-
tion 2 briefly reviews related works. The details of the pro-
posed components of PD-Net are described in Section 3.
The databases and implementation details are introduced in
Section 4, while the experimental results are presented in
Section 5. Finally, we conclude the paper in Section 6.
2 Related Works
Human-Object Interaction Detection. HOI detection per-
forms multi-label verb classification for each human-object
pair, meaning that the interaction between the same human-
object pair may be described using multiple verbs. Depend-
ing on the order of verb classification and target object as-
sociation, existing HOI detection approaches can be divided
into two categories. The first category of methods infer the
verb actions being performed by one person, then associate
each verb with a single object in the image. Multiple target
object association approaches have been proposed. For ex-
ample, Shen et al. (2018) proposed an approach based on the
value of object detection scores, while Gkioxari et al. (2018)
fitted a distribution density function of the target object loca-
tions based on the human appearance feature. Moreover, Qi
et al. (2018) adopted a graph parsing network to associate
the target objects. Liao et al. (2020) and Wang et al. (2020)
first defined interaction points for HOI detection; next, they
locate the interaction points and associate each point with
one human-object pair.
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The second category of methods first pair each human
instance with all object instances as candidate human-object
pairs, then recognize the verb for each candidate pair (Gupta
et al. 2019). Many types of features have been employed to
promote the verb classification performance. For example,
Wan et al. (2019) employed both human parts and pose-
aware features for verb classification, while Xu et al. (2020)
exploited human gaze and intention to assist HOI detection.
Furthermore, Wang et al. (2019a) extracted context-aware
human and object appearance features to promote HOI de-
tection performance. Li et al. (2020a) utilized 3D pose mod-
els and 3D object location to assist HOI detection. More-
over, Li et al. (2020b) annotated large amounts of part-level
human-object interactions and trained a PaStaNet, which is
helpful for HOI detection models to make use of fine-grained
human part features. A large number of novel model archi-
tectures for HOI detection have been also developed. For
example, Li et al. (2019b) introduced a Transferable Inter-
activeness Network that suppresses candidate pairs without
interactions. Peyre et al. (2019) constructed a multi-stream
model that projects visual features and word embeddings to
a joint space, which is helpful for unseen HOI category de-
tection. Xu et al. (2019) constructed a graph neural network
to promote the quality of word embeddings by utilizing the
correlation between semantically similar verbs, while Zhou
et al. (2020) proposed a cascade architecture that facilitates
coarse-to-fine HOI detection.
The Exploitation of Language Priors. Language priors have
also been successfully utilized in many computer vision-
related fields, including Scene Graph Generation (Lu et al.
2016; Zhang et al. 2017; Gu et al. 2019; Wang et al. 2019b),
Image Captioning (Zhou et al. 2019a; Yao et al. 2019), and
Visual Question Answering (Zhou et al. 2019a; Gao et al.
2019; Marino et al. 2019). Moreover, several works (Xu
et al. 2019; Peyre et al. 2019) have adopted language pri-
ors for HOI detection. All of these approaches project vi-
sual features and word embeddings to a joint space, which
improves HOI detection by exploiting the semantic relation-
ship between similar verbs or HOI categories (e.g. “drink”
and “sip” or “ride horse” and “ride cow”). However, these
works do not employ language priors to solve the challeng-
ing verb polysemy problem. Compared with the above meth-
ods, PD-Net aims to solve the verb polysemy problem by us-
ing three novel language prior-based components: namely,
LPCA, LPFA, and PAMF.
Attention Models. Attention mechanisms are becoming a
popular component in computer vision tasks, including Im-
age Captioning (Chen et al. 2017; Xu et al. 2015; You et al.
2016), Action Recognition (Girdhar and Ramanan 2017; Meng
et al. 2019), and Pose Estimation (Li et al. 2019a; Ye et al.
2016). Existing studies on attention mechanisms can be roughly
divided into three categories: namely, hard regional attention
(Jaderberg et al. 2015; Li et al. 2018), soft spatial attention
(Wang et al. 2017; Pereira et al. 2019; Zhu et al. 2018), and
channel attention (Pereira et al. 2019; Hu et al. 2018). Hard
regional attention methods typically predict regions of inter-
est (ROIs) first, and then only utilize features in ROIs for
subsequent tasks. In comparison, soft spatial attention and
channel attention (CA) models use soft weights to highlight
important features in the spatial and channel dimensions, re-
spectively. There have also been existing works that adopted
attention models to assist with HOI detection tasks. For ex-
ample, Gao et al. (2018) and Wang et al. (2019a) employed
an attention mechanism to enhance the human and object
features by aggregating contextual information. Wan et al.
(2019) proposed the PMFNet model, which adopts human
pose and spatial features as cues to infer the importance of
each human part. Ulutan et al. (2020) used cues derived
from a human-object spatial configuration to highlight the
important elements in appearance features.
To the best of our knowledge, few works thus far have
made use of the attention mechanism to solve the verb pol-
ysemy problem in HOI detection. Moreover, existing atten-
tion models for HOI detection usually employ visual fea-
tures (e.g. the appearance and pose features) as cues. By
contrast, our proposed LPCA and PAMF adopt language
priors as cues; these priors have clear semantic meanings,
and are therefore well-suited to resolving the verb polysemy
problem.
3 Method
3.1 Overview
The framework of PD-Net is illustrated in Fig. 3. Once given
an image, human and object proposals are generated using
Faster R-CNN (Ren et al. 2015). Each human proposal h
and each object proposal o are paired as a candidate for verb
classification. PD-Net produces a set of verb classification
scores for each candidate pair. Similar to existing works (Li
et al. 2019b; Gupta et al. 2019; Wan et al. 2019; Zhou and
Chi 2019; Li et al. 2020a), four types of visual features are
adopted, i.e., human appearance, object appearance, human-
object spatial, and human pose features. The human and ob-
ject appearance features are extracted from Faster R-CNN
model using human and object bounding boxes, respectively.
The human-object spatial feature is a 42-dimensional vector
encoded using the bounding box coordinates of one human-
object pair following (Gupta et al. 2019). Moreover, we use
a pose estimation model (Fang et al. 2017) to obtain the co-
ordinates of 17 keypoints for each human instance. Subse-
quently, following (Gupta et al. 2019), the human keypoints
and the bounding box coordinates of object proposal are
then encoded into a 272-dimensional pose feature vector.
As outlined in Fig. 2, we transform the multi-label verb
classification into a set of binary classification problems.
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Fig. 3 Overview of the Polysemy Deciphering Network. For the sake of simplicity, only one binary CSP classifier (for “hold”) is illustrated here.
PD-Net takes four feature streams as input: the human appearance stream (H stream), the object appearance stream (O stream), the human-object
spatial stream (S stream), and the human pose stream (P stream). These four feature streams are first processed by either LPCA or LPFA to be
polysemy-aware. They are then sent to the H, O, S, and P blocks for binary classification, respectively. Subsequently, the classification scores from
the four feature streams are fused using the attention scores produced by PAMF. Here, ⊗ and ⊕ denote the element-wise multiplication and
addition operations, respectively.
Each of the binary classifiers is used for one verb category
verification and includes a set of H, O, S, and P blocks.
Apart from the final layer which is used for verb predic-
tion, the parameters of the other layers in each respective
block are shared across different binary classifiers. There-
fore, their overall model size is comparable to an ordinary
multi-label classifier. The binary classifiers mainly differ in
terms of their input features and the way in which they com-
bine predictions from the four feature streams. In the follow-
ing, we propose four novel components to handle the verb
polysemy problem in HOI detection. First, we introduce the
LPCA and LPFA modules, which facilitate the four types
of features being polysemy-aware. Second, we design the
PAMF module that adaptively fuses the prediction scores
produced by the four feature streams and obtains the final
prediction score for each binary classifier. Finally, we pro-
pose a CSP classification scheme that strikes a balance be-
tween resolving the verb polysemy problem and reducing
the number of binary classifiers in PD-Net.
3.2 Polysemy-Aware Feature Generation
We here introduce two novel components, i.e. LPCA and
LPFA, that generate polysemy-aware features with the help
of language priors. The language prior we used in this paper
is the concatenated word embedding of two words: one word
denotes the verb to be identified, while the other one is the
detected object in the human-object pair. The word embed-
𝜎
Hold	book
𝑆௔௨
𝐿஺
𝐿஻
𝐶௔௧௧
𝜎 𝐹෨஺
𝐹஺
𝑃 ·
𝐷 ·
𝑆𝑢𝑚 ·
Fig. 4 Model structure of LPCA. FA denotes the human or object
appearance feature. P (·) and D(·) are realized by means of multi-
layer perceptrons (MLPs). ⊗ denotes the element-wise multiplication
operation.
dings are generated using the word2vec tool (Mikolov et al.
2013). The dimension of the language prior is 600.
Language Prior-guided Channel Attention. Both the hu-
man and object appearance features are usually redundant as
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only part of their information is involved for a specific HOI
category. One example can be found in Fig. 1(a) and (b),
where the human body parts most relevant to “play soccer”
and “play frisbee” are the “feet” and “hands”, respectively.
We therefore propose LPCA to highlight the important el-
ements in human and object appearance features, based on
the channel attention scheme and the guidance of language
priors. LPCA is realized through three steps, which are out-
lined below.
First, we infer the important elements in the human or
object appearance feature FA using language priors. As can
be seen from Fig. 4, the language prior is projected to a
KA-dimensional vector (denoted as LA) via an MLP. KA
is equal to the dimension of FA. The MLP is realized by
two successive FC layers and the dimension of the first one
is set to KA2 . Similar to (Peyre et al. 2019), LA is normalized
via its L2 norm. To drive LA to pay attention to important
elements in FA regarding to the verb-object pair, we per-
form element-wise multiplication between LA and FA, as
follows:
LB = FA ⊗ LA, (1)
and further compute the summation of elements in LB :
Sau = σ(Sum(LB)), (2)
where σ denotes the sigmoid activation function and Sum(·)
denotes the summation of all elements in one vector. During
the training stage, we minimize the binary cross-entropy loss
between Sau and the binary label for the verb to verify. Dur-
ing inference, the operation in Eq. (2) can be ignored. By
optimizing the FC layers via the verb verification goal, the
value of elements in LA can reflect the importance of the
corresponding elements in FA.
It is worth noting that the quality of both LA and LB
can be affected by the discrepancy between visual features
and word embeddings, since the word embeddings are not
specifically designed for computer vision tasks (Xu et al.
2019). Therefore, directly using LB as representation for
verb verification may be suboptimal. Consequently, to han-
dle this problem, we propose the following strategy to fur-
ther enhance the quality of the representations.
Second, we obtain attention scores based on LB via a
plain CA module:
Catt = σ(D(LB)), (3)
where Catt stands for the final channel attention scores for
FA.D(·) is another MLP realized by two successive FC lay-
ers. For its part, the plain CA module makes use of the cor-
relation between elements in LB to promote the quality of
attention scores.
Finally, the polysemy-aware human or object appear-
ance features can be obtained via the following equation:
F˜A = FA ⊗ Catt. (4)
Unlike existing CA models, e.g. the Squeeze and Exci-
tation (SE) network (Hu et al. 2018) and VSGNet (Ulutan
et al. 2020), LPCA includes an explicit supervision signal
that guides PD-Net to generate polysemy-aware features.
Moreover, VSGNet adopts human-object spatial configura-
tion as cues to infer channel attention. However, the spatial
configuration may be vague to precisely infer important ele-
ments in FA. In comparison, the language priors adopted in
LPCA contain clearer semantic information for each HOI.
Moreover, language priors are adopted in (Peyre et al. 2019)
to construct verb classifiers. In their method, human and ob-
ject features are fixed. In comparison, we utilize language
priors to generate polysemy-aware features, which are ad-
justable for each verb-object pair to identify.
Language Prior-based Feature Augmentation. LPFA is
applied to human-object spatial and human pose features.
As illustrated in Fig. 1(c) and (d), (e) and (f), the spatial and
pose features are often vague and vary dramatically for the
same verb, meaning that they contain insufficient informa-
tion. Therefore, we propose LPFA to augment the pose and
spatial features. More specifically, we concatenate each of
the two features with the 600-dimensional language prior.
As a result of this concatenation, the classifiers receive hints
that can aid in reducing the intra-class variation of the same
verb for the pose and spatial features.
3.3 Polysemy-Aware Modal Fusion
As illustrated in Fig. 3, the four feature streams are sent to
the H, O, S and P blocks, respectively. The H and O blocks
are constructed using two successive FC layers, while the
S and P blocks are constructed using three successive FC
layers. In the interests of simplicity, the dimension of each
hidden FC layer is set as the dimension of its input feature
vector. The output dimension of these four blocks is set to
KC , which is the number of binary classifiers in PD-Net.
As discussed in Section 1, one major challenge posed by
the verb polysemy problem is that the relative importance
of each of the four feature streams to the identification of
the same verb may vary dramatically as the objects change.
As shown in Fig. 1(e) and (f), the human appearance and
pose features are most important for detecting<person fly
kite>; by contrast, these features are almost invisible and
therefore less useful for detecting<person fly airplane>.
Therefore, we propose PAMF to generate attention scores
that dynamically fuse the predictions of the four feature streams.
In more detail, we use the same 600-dimensional word em-
bedding (e.g. “hold book”) that is implemented in LPCA and
LPFA. The language prior is fed into two successive FC lay-
ers, the dimensions of which are 48 and 4, respectively. The
first FC layer is followed by a ReLU layer, while the second
one is followed by a sigmoid activation function. The out-
put of PAMF is used as attention scores for the four feature
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streams. In this way, the important feature streams with re-
spect to each HOI category is highlighted, while those that
are less important are suppressed.
Given one human-object pair (h, o), the identification
score for one specific verb v obtained by the corresponding
binary classifier can be denoted as SPD(h,o,v):
SPD(h,o,v) = σ(
∑
i∈{H,O,S,P}
a(i,o,v)s(i,o,v)), (5)
where i denotes one feature stream, while a(i,o,v) is the at-
tention score generated by PAMF for the i-th feature stream.
s(i,o,v) is the verb prediction score generated by the i-th fea-
ture stream.
3.4 Clustering-based Object Specific Verb Classifiers
Although LPCA, LPFA, and PAMF can help SH verb clas-
sifiers to relieve the verb polysemy problem, the defects of
SH verb classifiers still remains. The essential reason is that
HOIs with different objects share the same verb classifier.
Under ideal circumstances, SP verb classifiers can overcome
this problem if sufficient training data exists for each HOI
category. However, if we assume that the number of ob-
ject categories is |O| and the number of verb categories is
|V |, the total number of their combinations will therefore
be |O| × |V |, which is usually very large even if meaning-
less HOI categories are removed. Therefore, it is too dif-
ficult to obtain sufficient train samples for each HOI cate-
gory. Moreover, due to the class imbalance problem for HOI
categories, the SP classifiers lack few- and zero-shot learn-
ing abilities for HOI categories which have small amount of
training data. Therefore, both types of verb classifiers have
limitations.
In this subsection, we introduce a novel verb classifier,
named Clustering-based object-SPecific (CSP) verb classi-
fiers. CSP classifiers can strike a balance between overcom-
ing the verb polysemy problem and handling the zero- or
few-shot learning problems. The main motivation behind
CSP classifiers is that some HOIs tagged with the same verb
are both semantically and visually similar, e.g. <person
hold sheep>, <person hold horse>, and <person hold
cow>; therefore, they can share the same verb classifier,
meaning that the number of SP classifiers is consequently
reduced. In more detail, we first obtain all meaningful and
common HOI categories for each verb, which are available
in popular databases such as HICO-DET (Chao et al. 2018)
and V-COCO (Gupta and Malik 2015). The number of mean-
ingful HOI categories including the verb v is indicated by
Ov . We then use the K-means method (MacQueen et al.
1967) to cluster the HOI categories with the same verb v
intoCv clusters according to the cosine distance between the
word embeddings of the objects. We empirically set the Cv
for each verb as a rounded number of the square root of Ov .
This clustering strategy is also capable of handling the few-
and zero-shot learning problems of SP verb classifiers. For
example, during testing, a new HOI category<person hold
elephant> can share the same classifier with other HOI cat-
egories that have similar semantic meanings (e.g. <person
hold horse>).
3.5 Training and Testing
Training. PD-Net can be conceptualized as a multi-task net-
work. Its loss for the verification of the verb v in one HOI
category (h, v, o) can be represented as follows:
L(h,o,v) = LBCE(SPD(h,o,v), lv) +
∑
i∈{H,O}
LBCE(Siau, lv),
(6)
where LBCE represents binary cross-entropy loss, while lv
denotes a binary label (lv ∈ {0, 1}) for one verb to verify.
Moreover, SHau and SOau denote the output of Eq. (2) for the
human and object appearance features, respectively.
Testing. During testing, we use the same method as that uti-
lized in the training stage to obtain the language priors. Here,
the object category in the prior is predicted using Faster R-
CNN (rather than the ground-truth); the verb category in the
prior varies for each binary classifier of the verb. Following
(Li et al. 2019b, 2020a; Ulutan et al. 2020; Wan et al. 2019),
we also construct an Interactiveness Network (INet) capable
of suppressing pairs without interaction. Finally, the predic-
tion score for one HOI category (h, v, o) is represented as
follows:
SHOI(h,o,v) = Sh × So × SPD(h,o,v) × SI(h,o), (7)
where Sh and So are the detection scores of human and ob-
ject proposals, respectively, while SI(h,o) denotes the predic-
tion score generated by the pre-trained INet. In the experi-
mental section below, we demonstrate that INet slightly pro-
motes the performance of PD-Net.
4 Experimental Setup
4.1 Datasets
HICO-DET (Chao et al. 2018) is a large-scale dataset for
HOI detection, containing a total of 47,776 images; of these,
38,118 images are assigned to the training set, while the re-
maining 9,568 images are used as the testing set. There are
117 verb categories, 80 object categories, and 600 common
HOI categories overall; moreover, these 600 HOI categories
are divided into 138 rare and 462 non-rare categories. Each
rare HOI category contains less than 10 training samples.
Each verb is included in an average of five HOI categories.
8 Xubin Zhong1 et al.
Table 1 The number of associated objects and instances for each verb
in the HOI-VP dataset.
Verbs # Objects # Instances
carry 49 1585
cross 8 611
fix 4 2063
hold 229 21502
in 218 6123
on 196 26427
make 8 147
open 7 181
operate 4 46
play 22 1119
push 10 202
ride 29 1734
swing 5 1116
touch 18 154
use 29 3333
V-COCO (Gupta and Malik 2015) is a subset of MS-
COCO (Lin et al. 2014) and contains 2,533, 2,867, and 4,946
images used for training, validation and testing, respectively.
There are 24 verb categories and 259 HOI categories in total.
Each verb is included in 10 HOI categories on average.
HOI-VerbPolysemy (HOI-VP) is a new database con-
structed in this paper. To the best of our knowledge, this is
the first database to be designed explicitly for the verb pol-
ysemy problem in HOI detection. In more detail, it consists
of 15 common verbs (predicates) that have rich and diverse
semantic meanings. It also contains 517 common objects in
real-world scenarios. Each verb is included in an average of
55 HOI categories, as detailed in Table 1. In particular, “in”
and “on” are two highly common predicates that are also
polysemic in visual relationship detection tasks (Lu et al.
2016; Krishna et al. 2017; Kuznetsova et al. 2020; Ji et al.
2020) and are thus both included in the HOI-VP database.
There are 21,928 and 7,262 images used for training and
testing, respectively. All images are collected from the VG
database (Krishna et al. 2017), while the corresponding an-
notations are provided by the HCVRD database (Zhuang
et al. 2017). It is worth noting here that the annotations in
HCVRD contain noise. For example, the same verb may be
annotated with different words, e.g., “hold”, “holds”, and
“holding”, while a similar problem exists for the objects,
e.g., “camera”, “digital camera”, and “video camera”. We
therefore merge different annotations for the same verb or
object categories, respectively. Some sample images from
HOI-VP are illustrated in Fig. 9. This database will be made
publicly available to expedite research into the verb poly-
semy problem.
4.2 Evaluation Metrics
According to the official protocols (Chao et al. 2018; Gupta
and Malik 2015), mean average precision (mAP) is used
Table 2 Performance comparisons between common object detectors
on COCO (Lin et al. 2014).
Method Backbone AP
Faster R-CNN (Ren et al. 2015) ResNet-152 36.7 (Chen and Gupta 2017)
Faster R-CNN ResNet-50-FPN 36.8 (Massa and Girshick 2018)
Mask R-CNN (He et al. 2017) ResNet-50 36.9 (Girshick et al. 2018)
CenterNet (Zhou et al. 2019b) Hourglass-104 (Newell et al. 2016) 40.3 (Zhou et al. 2019b)
Faster R-CNN NASNet (Zoph et al. 2018) 43.0 (Huang et al. 2017)
as the evaluation metric for HOI detection on both HICO-
DET and V-COCO datasets. A positive human-object pair
must meet the following requirements: first, the predicted
HOI category must be the same type as the ground truth;
second, both the human and object proposals must have an
Intersection over Union (IoU) with the ground truth propos-
als of more than 0.5. Moreover, there are two mAP modes in
HICO-DET, namely the Default (DT) mode and the Known-
Object (KO) mode. In the DT mode, we calculate the aver-
age precision (AP) for each HOI category in all testing im-
ages. In the KO mode, the object categories in all images are
known; therefore, we need only to compute the AP for each
HOI category from images containing the interested object.
For example, we evaluate the AP of <person ride horse>
using only those testing images that contain a “horse”. Since
the images that contain the object category of interest are
known, the KO mode is better able to reflect the verb clas-
sification ability. For V-COCO, the role mAP (Gupta and
Malik 2015) (AProle) is used for evaluation.
For the HOI-VP database, we use an evaluation pro-
tocol similar to that of HICO-DET. As there are as many
as 517 object categories in HOI-VP, object detection be-
comes a challenging task. Accordingly, to reduce the impact
of object detection errors, the ground-truth bounding boxes
and categories for both human and object instances are pro-
vided. This strategy is similar to the Predicate Classifica-
tion (PREDCLS) protocol, which has been widely adopted
in scene graph generation tasks (Zellers et al. 2018; Lin et al.
2020). It facilitates a clean comparison of verb classification
ability between different HOI detection models.
4.3 Implementation Details
To facilitate fair comparison with existing works, we con-
sider two popular object detection models for PD-Net. The
first of these, Faster R-CNN (Ren et al. 2015) with ResNet-
50-FPN (Lin et al. 2017) backbone, attaches a Feature Pyra-
mid Network (FPN) to ResNet-50 (He et al. 2016) and gen-
erates object proposals from the FPN. Based on these pro-
posals, instance appearance features are extracted from the
ResNet-50 model. The second model is Faster R-CNN with
ResNet-152 backbone (He et al. 2016). Here, both instance
proposals and appearance features are obtained from the ResNet-
152 model. The above two object detectors are trained on
the COCO database (Lin et al. 2014). As shown in Table 2,
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Table 3 Ablation studies on each component of PD-Net. Full refers to
evaluation on all 600 HOI categories in HICO-DET.
Components Full
Methods SH PAMF LPFA LPCA CSP INet DT KO
Our Baseline X - - - - - 17.57 23.07
Incremental
X X - - - - 18.86 24.43
X X X - - - 19.38 24.64
X X X X - - 20.71 24.85
- X X X X - 21.77 26.98
Drop-one-out
- - X X X - 20.14 25.65
- X - X X - 21.37 26.15
- X X - X - 19.32 24.30
X X X X - - 20.71 24.85
PD-Net - X X X X X 22.37 26.86
the two object detectors achieve comparable detection per-
formance. Moreover, to facilitate fair comparison with the
majority of existing works (Ulutan et al. 2020; Gupta et al.
2019; Li et al. 2019b; Peyre et al. 2019; Qi et al. 2018), we
fix the parameters of both object detectors. The dimension
of appearance features for both object detectors, i.e. KA, is
2,048.
Utilizing the same approach as existing works (Gao et al.
2018; Xu et al. 2019; Li et al. 2019b; Gupta et al. 2019;
Peyre et al. 2019; Qi et al. 2018; Liao et al. 2020; Wang
et al. 2020; Ulutan et al. 2020), the HOI categories that ap-
pear in the training set are set as the meaningful and com-
mon HOI categories in each HOI database. The dimension
of output layers of the H, O, S, and P blocks, i.e. KC , is
set to 187, 45, and 83 on the HICO-DET, V-COCO, and
HOI-VP databases, respectively; these figures are equal to
the number of CSP classifiers on each respective database.
We train PD-Net for 6 (10) epochs using Adam optimizer
(Kingma and Ba 2014) with a learning rate of 1e-3 (1e-4) on
HICO-DET (V-COCO), while on HOI-VP, we train PD-Net
for 12 epochs using a learning rate of 1e-3. During testing,
we rank the HOI candidate pairs according to their detection
scores (obtained via Eq. (7)) and calculate mAP for evalua-
tion purposes.
5 Experimental Results and Discussion
5.1 Ablation Studies
To demonstrate the effectiveness of each proposed compo-
nent in PD-Net, we perform ablation studies on the HICO-
DET database. In Table 3, the baseline is constructed by
removing LPCA, LPFA, and PAMF from PD-Net; we also
replace CSP classifiers with SH classifiers. The other set-
tings for the baseline remain the same as in PD-Net. For
both models, the Faster R-CNN with ResNet-152 backbone
is used for object detection. Experimental results are sum-
marized in Table 3. From these results, we can make the
following observations.
Effectiveness of PAMF. PAMF is designed to decipher the
verb polysemy by assigning larger weights to more impor-
Table 4 Comparisons with one variant of the language prior.
Language Prior DT (Full) KO (Full)
Verb Only 19.98 24.99
Verb + Object 22.37 26.86
tant feature types for each HOI category. As shown in Ta-
ble 3, PAMF promotes the performance of the baseline by
1.29% and 1.36% mAP in DT and KO modes, respectively.
Effectiveness of LPFA. LPFA is used to provide hints for
the classifier in order to reduce the intra-class variation of
the pose and spatial features by augmenting them with lan-
guage priors. When LPFA is incorporated, HOI detection
performance is promoted by 0.52% and 0.21% mAP in DT
and KO modes, respectively.
Effectiveness of LPCA. The appearance features are re-
dundant for HOI detection. LPCA is proposed to generate
polysemy-aware appearance features. As can be seen from
Table 3, LPCA promotes the HOI detection performance by
a clear margin of 1.33% and 0.21% in DT and KO modes,
respectively.
Effectiveness of CSP Classifiers. CSP classifiers can re-
lieve the verb polysemy problem by assigning the same verb
classifier to semantically similar HOI categories. As shown
in Table 3, CSP classifiers improve the HOI detection per-
formance by 1.06% and 2.13% mAP in DT and KO modes,
respectively.
Drop-one-out Study. We further perform a drop-one-out
study in which each proposed component is removed in-
dividually. These experimental results further demonstrate
that each component is indeed helpful to promote HOI de-
tection performance.
Finally, when INet is integrated, the mAP of PD-Net in
the DT mode is further promoted by 0.60%. However, the
mAP in the KO mode does not improve. This is because
INet can assist PD-Net by suppressing candidate pairs with-
out interactions, which are usually caused by incorrect or
redundant object proposals in the DT mode. However, the
KO mode is comparatively less affected by object detec-
tion errors; therefore, PD-Net can achieve high performance
without the assistance of INet in this mode. This experiment
demonstrates that the strong performance of PD-Net is pri-
marily a result of its excellent verb classification ability.
5.2 Comparisons with Variants of PD-Net
5.2.1 Comparisons with Variants of the Language Prior
In this experiment, we remove the word embedding of the
object category from the language prior so that only the
word embedding of the verb category to identify is used
as input for PAMF, LPFA, and LPCA. As shown in Table
4, without the word embedding of the object category, the
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Table 5 Performance comparisons with variants for LPCA.
Methods DT (Full) KO (Full)
w/o LPCA 19.82 23.94
Plain CA 19.97 24.11
w/o Sau 19.41 23.32
w/o Catt 21.99 26.34
LPCA 22.37 26.86
performance of PD-Net drops by a large margin of 2.39%
(1.87%) mAP in DT (KO) mode. These experimental results
indicate that the word embedding of the object category in
the language prior is an important hint to decipher the verb
polysemy problem.
5.2.2 Comparisons with Variants of LPCA
In this experiment, we compare the performance of LPCA
with three possible variants: namely, Plain CA, ‘w/o Sau’,
and ‘w/o Catt’. The other implementation details of PD-Net
are kept the same for different variants. Plain CA means
that we feed the appearance feature FA directly into a plain
CA module, i.e. D(·) in Fig. 4, and obtain F˜A. ‘w/o Sau’
involves removing the extra supervision signal Sau from
LPCA, while ‘w/o Catt’ means that we directly use LB in
Fig. 4 as the input of the H and O blocks in Fig. 3, with-
out the further processing by the plain CA module. Exper-
imental results are tabulated in Table 5. In this table, ‘w/o
LPCA’ is a baseline that removes the entire LPCA module
from PD-Net. From these results, we can make the following
observations.
First, the plain CA module alone slightly promotes the
performance of PD-Net. One main reason for this is that the
plain CA module has very little ability to identify important
elements in the appearance features for each HOI category.
Second, without supervision from Sau, the performance
of LPCA degrades dramatically. Compared to the plain CA
module, this setting adopts language priors to provide cues
regarding the channel-wise importance of FA for each HOI
category. However, it receives only implicit supervision from
the binary score SPD(h,o,v) in Eq. (7), which is too weak to op-
timize LPCA’s parameters. We therefore observe degraded
performance after the extra supervision Sau is removed.
Third, ‘w/o Catt’ obtains better performance than both
the ‘Plain CA’ and ‘w/o Sau’ settings. However, its perfor-
mance is still lower than that of our proposed LPCA by
0.38% and 0.52% mAP in DT and KO modes, respectively.
This may be because LA is obtained via projection from the
language prior. As word embeddings are not specifically de-
signed for computer vision tasks, LA may not always be re-
liable and the quality of LB is affected (Xu et al. 2019).
Therefore, further processing LB using the plain CA mod-
ule is helpful.
Table 6 Performance comparisons between SH, SP, and CSP verb
classifiers.
DT Mode KO Mode
Methods Full Rare Non-Rare Full Rare Non-Rare
SH 21.06 16.45 22.43 24.83 19.89 26.30
SP 20.91 15.03 22.66 24.67 17.83 26.71
CSP 22.37 17.61 23.79 26.86 21.70 28.44
In comparison, our proposed LPCA achieves the best
performance for the following three reasons. First, it adopts
language priors to provide hints regarding the channel-wise
importance of FA for each HOI category. Second, it imposes
direct supervision to the attention module, which helps to
more effectively optimize the model parameters. Third, it
refines the attention vector obtained from the language pri-
ors using a plain CA module, which enhances the quality
of the channel attention vectors. The above experimental re-
sults and analysis demonstrate the effectiveness of LPCA.
5.2.3 Comparisons with Variants of Verb Classifiers
To further demonstrate the advantages of CSP classifiers,
we compare their performance with that of SH and SP verb
classifiers. To facilitate fair comparison, the other settings
of PD-Net remain unchanged. Experimental results are tab-
ulated in Table 6.
It is shown that SH classifiers outperform SP classifiers
by 1.42% (2.06%) mAP in DT (KO) mode for rare HOI
categories. This is because SH classifiers enable these rare
HOI categories to share verb classifiers with other HOI cat-
egories that have sufficient training data. By comparison, SP
classifiers are better able to relieve the verb polysemy prob-
lem for the HOI categories that have sufficient training data.
Therefore, the SP classifiers outperform SH classifiers by
0.23% (0.41%) mAP in DT (KO) mode for non-rare HOI
categories.
In comparison, CSP classifiers achieve superior perfor-
mance on both rare and non-rare HOI categories. This is
due to the same verb classifiers being assigned to semanti-
cally similar HOI categories, enabling HOI categories with
few training samples to share verb classifiers with those HOI
categories that have sufficient training data. Moreover, dif-
ferent verb classifiers are adopted for semantically different
HOI categories, which is helpful to overcome the verb poly-
semy problem. Overall, CSP classifiers outperform SH and
SP classifiers by 1.31% (2.03%) and 1.46% (2.19%) mAP
in DT (KO) mode for the full HOI categories, respectively.
5.3 Comparisons with State-of-the-Art Methods
We compare the performance of PD-Net with state-of-the-
art methods on three databases, namely HICO-DET, V-COCO,
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Table 7 Performance Comparisons on HICO-DET.
DT Mode KO Mode
Methods Object Detector Backbone Full Rare Non-Rare Full Rare Non-Rare
Shen et al. (Shen et al. 2018) VGG-19 6.46 4.24 7.12 - - -
InteractNet (Gkioxari et al. 2018) ResNet-50-FPN 9.94 7.16 10.77 - - -
GPNN (Xu et al. 2019; Qi et al. 2018) ResNet-152 13.11 9.34 14.23 - - -
iHOI (Xu et al. 2020) ResNet-50-FPN 13.39 9.51 14.55 - - -
Xu et al. (Xu et al. 2019) ResNet-50-FPN 14.70 13.26 15.13 - - -
iCAN (Gao et al. 2018) ResNet-50-FPN 14.84 10.45 16.15 16.26 11.33 17.73
Wang et al. (Wang et al. 2019a) ResNet-50-FPN 16.24 11.16 17.75 17.73 12.78 19.21
No-Frills (Gupta et al. 2019) ResNet-152 17.18 12.17 18.68 - - -
TIN (Li et al. 2019b) ResNet-50-FPN 17.22 13.51 18.32 19.38 15.38 20.57
RPNN (Zhou and Chi 2019) ResNet-50 (Mask R-CNN) 17.35 12.78 18.71 - - -
PMFNet (Wan et al. 2019) ResNet-50-FPN 17.46 15.65 18.00 20.34 17.47 21.20
Peyre et al. (Peyre et al. 2019) ResNet-50-FPN 19.40 14.60 20.90 - - -
IP-Net (Wang et al. 2020) ResNet-50-FPN 19.56 12.79 21.58 22.05 15.77 23.92
VSGNet (Ulutan et al. 2020) NASNet (Zoph et al. 2018) 19.80 16.05 20.91 - - -
2D-RN (S2D) (Li et al. 2020a) ResNet-50-FPN 19.98 16.97 20.88 22.56 19.48 23.48
PPDM (Liao et al. 2020) Hourglass-104 21.73 13.78 24.10 24.58 16.65 26.84
Our baseline ResNet-50-FPN 17.27 12.27 18.77 23.07 18.29 24.50
PD-Net ResNet-50-FPN 20.76 15.68 22.28 25.59 19.93 27.28
Our baseline ResNet-152 17.57 12.67 19.04 23.07 17.45 24.75
PD-Net ResNet-152 22.37 17.61 23.79 26.86 21.70 28.44
and HOI-VP. Experimental results are summarized in Table
7, Table 8, and Table 10, respectively.
5.3.1 Performance comparisons on HICO-DET
As shown in Table 7, PD-Net outperforms state-of-the-art
methods by significant margins using both object detector
backbones. It is worth noting that one most recent method,
i.e. PPDM, adopts CenterNet with Hourglass-104 backbone
(Zhou et al. 2019b) as the object detector. As shown in Ta-
ble 2, this object detector significantly outperforms the two
Faster R-CNN object detectors utilized in our model. To
facilitate fair comparison, we mainly compare PPDM with
PD-Net in the KO mode, as this mode is less affected by ob-
ject detection results. As shown in Table 7, PD-Net outper-
forms PPDM in KO mode by significant margins of 2.28%,
5.05% and 1.60% mAP on the full, rare and non-rare HOI
categories, respectively. Moreover, PD-Net also outperforms
PPDM by 0.64% in the DT mode on the full HOI categories.
Moreover, as shown in Table 7 and Table 2, the object
detector adopted by another recent work (Ulutan et al. 2020)
is also much stronger than ours. But PD-Net still outper-
forms this model by large margins of 2.57% (22.37%-19.80%),
1.56% (17.61%-16.05%), and 2.88% (23.79%-20.91%) mAP
in the DT mode on the full, rare, and non-rare HOI cate-
gories, respectively.
Finally, with a similar multi-stream representation net-
work and object detector backbone (ResNet-50-FPN), PD-
Net outperforms one very recent model 2D-RN (Li et al.
2020a) by 3.03% (25.59%-22.56%) and 0.78% (20.76%-
19.98%) in mAP on the full HOI categories in the KO and
DT modes, respectively. Another advantage of PD-Net com-
pared with 2D-RN is that PD-Net requires no extra human
annotation. Besides, 3D human pose and 3D object locations
are also utilized to improve 2D-RN during inference in (Li
et al. 2020a). To facilitate fair comparisons, we only com-
pare the performance of PD-Net with methods that utilize
2D human pose and 2D object locations during inference.
PD-Net
No-Frills
0%
10%
20%
30%
40%
50%
Av
er
ag
e 
Pr
ec
is
io
n 
(A
P)
Fig. 5 The top 10 verbs that are most likely to suffer from the poly-
semy problem on HICO-DET.
To further illustrate the advantage of PD-Net in deci-
phering the verb polysemy problem, we present the top 10
verbs (from the total 117 verbs in HICO-DET) ranked by the
number of HOI categories in which each verb is included in
Fig. 5. The largest number of HOI categories associated with
the same verb (“hold”) is 61. As these verbs are more likely
to be affected by the visual polysemy problem, we therefore
compare the performance of PD-Net with one state-of-the-
art method (Gupta et al. 2019) on these verbs. This method
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Table 8 Performance comparisons on V-COCO (Gupta and Malik
2015). ◦ denotes methods that we reproduce. † denotes methods that
adopt human part features as input.
Methods Object Detector Backbone AProle
Gupta et al. (Gupta and Malik 2015; Gkioxari et al. 2018) ResNet-50-FPN 31.8
InteractNet (Gkioxari et al. 2018) ResNet-50-FPN 40.0
GPNN (Xu et al. 2019; Qi et al. 2018) ResNet-152 44.0
iCAN (Gao et al. 2018) ResNet-50-FPN 45.3
iHOI (Xu et al. 2020) ResNet-50-FPN 45.8
Xu et al. (Xu et al. 2019) ResNet-50-FPN 45.9
No-Frills◦ (Gupta et al. 2019) ResNet-152 46.7
Wang et al. (Wang et al. 2019a) ResNet-50-FPN 47.3
RPNN† (Zhou and Chi 2019) ResNet-50 (Mask R-CNN) 47.5
TIN (RPDCD) (Li et al. 2019b) ResNet-50-FPN 47.8
C-HOI (Zhou et al. 2020) ResNet-50 48.3
IP-Net (Wang et al. 2020) ResNet-50-FPN 51.0
VSGNet (Ulutan et al. 2020) NASNet (Zoph et al. 2018) 51.7
PMFNet† (Wan et al. 2019) ResNet-50-FPN 52.0
Our baseline ResNet-50-FPN 48.5
PD-Net ResNet-50-FPN 52.3
PD-Net† ResNet-50-FPN 53.3
Our baseline ResNet-152 48.2
PD-Net ResNet-152 52.2
Table 9 Per verb class AP(%) comparisons between PMFNet and PD-
Net† on V-COCO.
Verbs PMFNet (Wan et al. 2019) PD-Net†
hold-obj 44.01 45.07
sit-instr 29.51 31.86
ride-instr 70.33 71.80
look-obj 45.22 46.72
hit-instr 76.30 78.57
hit-obj 52.28 50.28
eat-obj 44.55 47.41
eat-instr 5.93 6.94
jump-instr 53.39 52.75
lay-instr 26.40 28.25
talk on phone-instr 54.69 56.64
carry-obj 44.24 45.64
throw-obj 49.76 47.82
catch-obj 54.11 55.01
cut-instr 40.08 42.69
cut-obj 40.01 39.24
work on computer-instr 67.39 67.98
ski-instr 53.04 52.59
surf-instr 80.47 80.95
skateboard-instr 86.81 88.00
drink-instr 46.76 53.84
kick-obj 72.70 74.50
read-obj 36.80 39.07
snowboard-instr 74.33 76.55
mean 52.05 53.34
is chosen as it is very similar to our baseline. Results show
that PD-Net achieves superior performance on all of these
top 10 verbs.
5.3.2 Performance comparisons on V-COCO
To boost the performance on V-COCO, we add another ap-
pearance feature stream to both our baseline and PD-Net,
following (Wan et al. 2019). There are consequently a total
of five feature streams for experiments on V-COCO. This
new stream extracts appearance features from union boxes
composed of human-object pairs. We further apply LPCA to
this feature stream in PD-Net. As shown in Table 8, PD-Net
outperforms state-of-the-art methods by clear margins with
both object detectors. In particular, PD-Net outperforms one
of the most recently developed methods, i.e. VSGNet (Ulu-
tan et al. 2020). As shown in Table 2, the object detector
utilized by VSGNet is much stronger (Huang et al. 2017)
than ours; nevertheless, PD-Net still outperforms VSGNet
by clear margins, as indicated in Table 8.
Table 10 Performance Comparisons on HOI-VP.
Method Feature Extraction Backbone mAP
iCAN (Gao et al. 2018) ResNet-50 58.32
TIN (Li et al. 2019b) ResNet-50 60.66
No-Frills (Gupta et al. 2019) ResNet-152 61.05
Peyre et al. (Peyre et al. 2019) ResNet-50-FPN 61.46
PMFNet (Wan et al. 2019) ResNet-50-FPN 62.30
Our baseline ResNet-50 61.18
PD-Net ResNet-50 63.11
Our baseline ResNet-50-FPN 61.10
PD-Net ResNet-50-FPN 63.66
Our baseline ResNet-152 60.69
PD-Net ResNet-152 63.60
Moreover, PD-Net outperforms another particularly strong
model, named PMFNet (Wan et al. 2019) by 0.3% (52.3%-
52.0%) in mAP. The excellent performance of PMFNet may
benefit from the use of human part features. Therefore, we
adopt the same five feature streams that include the human
part features in PMFNet as input for PD-Net; this model is
denoted as PD-Net† in Table 8. The contributions in this pa-
per remain unchanged. PD-Net† outperforms PMFNet by a
large margin of 1.3% (53.3%-52.0%) in mAP. Moreover, as
shown in Table 9, we compare the performance between PD-
Net† and PMFNet on each of the 24 verbs in V-COCO. Here,
our method demonstrates superior performance on the vast
majority of verb classes.
5.3.3 Performance comparisons on HOI-VP
We next compare the performance of PD-Net with some re-
cent open-source methods, i.e. iCAN (Gao et al. 2018), TIN
(Li et al. 2019b), No-Frills (Gupta et al. 2019), and PMFNet
(Wan et al. 2019) on the new HOI-VP database. We also
reproduce the method presented in (Peyre et al. 2019) that
achieves high performance on the HICO-DET database. To
facilitate fair comparison, we compare the performance of
PD-Net with each of these methods using the same feature
extraction backbone, respectively. As shown in Table 10,
PD-Net consistently achieves the best performance out of
all compared methods. In particular, PD-Net outperforms
one recent powerful model PMFNet by a clear margin of
1.36% (63.66%-62.30%) in mAP. As the verbs (predicates)
in the HOI-VP database are very common and polysemic in
real world scenarios, experimental results on this database
demonstrate the superiority of PD-Net to overcome the verb
polysemy problem.
5.4 Qualitative Visualization Results
Fig. 6 illustrates attention scores produced by PAMF for four
types of features. HOI categories in this figure share the verb
“ride”, but differ dramatically in semantic meanings. The
“person” proposal in Fig. 6(a) is very small and severely
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Fig. 6 Attention scores produced by PAMF on four types of features.
HOI categories in this figure share the same verb, i.e. “ride”. H, O,
S, and P denote human appearance, object appearance, spatial feature,
and human pose feature respectively.
occluded while the “airplane” proposal is very large; there-
fore, object appearance feature is much more important for
verb classification than the human appearance feature. In
Fig. 6(b), both the spatial feature and the object appearance
feature play important roles in determining the verb. Atten-
tion scores for Fig. 6(c) and (d) are similar, as<person ride
horse> and <person ride elephant> are indeed close in
semantics.
Fig. 7, Fig. 8, and Fig. 9 provide more examples that
demonstrate PD-Net’s advantages in deciphering the verb
polysemy problem on HICO-DET, V-COCO, and HOI-VP,
respectively. The performance gain by PD-Net compared
with our baseline reaches 10.6%, 3.33%, and 48.1% in AP
for the “open microwave”, “carry backpack”, and “play drum”
category on the three datasets, respectively.
6 Conclusion
The verb polysemy problem is relatively underexplored and
is sometimes even ignored in existing works for HOI detec-
tion. Accordingly, in this paper, we propose a novel model
named PD-Net, which significantly mitigates the challeng-
ing verb polysemy problem. PD-Net includes four novel com-
ponents: LPCA, LPFA, PAMF, and CSP classifiers. LPCA
and LPFA are introduced to generate polysemy-aware vi-
sual features. PAMF highlights important feature types for
each HOI category. The CSP verb classifiers not only re-
lieve the verb polysemy problem, but also is capable of han-
dling the zero- or few-shot learning problems. Exhaustive
ablation studies are performed to demonstrate the effective-
ness of these components. We further develop and present
a new dataset, named HOI-VP, that is specifically designed
to expedite the research on the verb polysemy problem for
HOI detection. Finally, by decoding the verb polysemy, we
achieve state-of-the-art methods on the three HOI detection
benchmarks.
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