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1 Introduction
In the present paper we extend our study of the best constants in certain inequalities for solutions
of the Laplace, Lame´ and Stokes equations (see Kresin and Maz’ya [10]). We also deal with optimal
estimates for analytic functions in the spirit of our recent article [9]. Let us formulate some results
obtained in the sequel.
By | · | we denote the Euclidean length of a vector or absolute value of a scalar quantity. Let Ω
be a domain in Rn. By dx we mean the distance from a point x ∈ Ω to ∂Ω and by ωn we denote
the area of the (n− 1)-dimensional unit sphere.
One of the results derived in Section 2 is the following pointwise estimate of the gradient of a
bounded harmonic function in the complement Ω of a convex closed domain in Rn:
∣∣∇u(x)∣∣ ≤ Cn
dx
sup
Ω
|u|
for all x ∈ Ω. Here
Cn =
4(n − 1)(n−1)/2 ωn−1
nn/2 ωn
1
is the best constant.
We also state here a limit estimate with the same best constant Cn, valid for arbitrary domains
which is established in Section 2.
Let Ω be a domain in Rn, and let U(Ω) be the set of harmonic functions u in Ω with supΩ |u| ≤ 1.
Suppose that a point ξ ∈ ∂Ω can be touched by an interior ball B. Then
lim sup
x→ξ
sup
u∈U(Ω)
|x− ξ|
∣∣∇u(x)∣∣ ≤ Cn ,
where x is a point of the radius of B directed from the center to ξ.
In Section 3 we obtain pointwise estimates for the directional derivative (ℓ,∇)u, where u(x) =
(u
1
(x), . . . , um(x)) is a vector field whose components are harmonic in Ω. Assertions proved here
are generalizations of the theorems given in Section 2. In Section 4 we present analogs of the
theorems of Section 2 containing pointwise and limit estimates for |div u(x)|, m = n.
By [Cb(Ω)]
n we mean the space of vector-valued functions with n components which are bounded
and continuous on Ω. This space is endowed with the norm ||u||[Cb(Ω)]n = sup{|u(x)| : x ∈ Ω)}. By
[C2(Ω)]n we denote the space of n-component vector-valued functions with continuous derivatives
up to second order in Ω.
Next, in Section 5 we find an optimal estimate for |div u(x)|, where u is an elastic displacement
vector in Rn+ = {x = (x′, xn) : x′ ∈ Rn−1, xn > 0}. As a corollary, we obtain an optimal estimate
for the pressure p in a viscous incompressible fluid in Rn+. We formulate two statements following
from these results.
Let Ω = Rn\G, where G is a convex domain in Rn.
(i) Let u ∈ [C2(Ω)]n ∩ [Cb(Ω)]n be a solution of the Lame´ system
∆u+ (1− 2σ)−1 grad div u = 0
in Ω, where σ ∈ (−∞, 1/2) ∪ (1,+∞) is the Poisson coefficient. Then for any point x ∈ Ω the
inequality
|div u(x)| ≤ (1− 2σ)En
(3− 4σ)dx supΩ
|u|
holds, where
En =
4ωn−1
ωn
∫ pi/2
0
[
1 + n(n− 2) cos2 ϑ]1/2 sinn−2 ϑdϑ
is the best constant.
(ii) Let u ∈ [C2(Ω)]n ∩ [Cb(Ω)]n be a vector component of the solution {u, p} to the Stokes
system
∆u− grad p = 0 , div u = 0 in Ω
and let p(x) be the pressure vanishing as dx →∞. Then for any point x ∈ Ω the inequality
|p(x)| ≤ En
dx
sup
Ω
|u|
holds with the same best constant En as above.
The last Section 6 is dedicated to some new real-part theorems for analytic functions (see Kresin
and Maz’ya [7] and the bibliography collected there). We derive the following results.
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(i) Let Ω = C\G, where G is a convex domain in C, and let f be a holomorphic function in Ω
with bounded real part. Then for any point z ∈ Ω the inequality
∣∣f (s)(z)∣∣ ≤ Ks
dsz
sup
Ω
|ℜf | , s = 1, 2, . . . ,
holds with dz = dist (z, ∂Ω), where
Ks =
s!
π
max
α
∫ pi/2
−pi/2
∣∣ cos (α+ (s+ 1)ϕ)∣∣ coss−1 ϕ dϕ
is the best constant. In particular K2l+1 = 2[(2l + 1)!!]
2[π(2l + 1]−1.
(ii) Let Ω be a domain in C, and let R(Ω) be the set of holomorphic functions f in Ω with
supΩ |ℜf | ≤ 1. Assume that a point ζ ∈ ∂Ω can be touched by an interior disk D. Then
lim sup
z→ζ
sup
f∈R(Ω)
|z − ζ|s∣∣f (s)(z)∣∣ ≤ Ks , s = 1, 2, . . . ,
where z is a point of the radius of D directed from the center to ζ. Here the constant Ks is the
same as above and cannot be diminished.
More details concerning the above formulations can be found in the statements of corresponding
theorems, propositions and corollaries in what follows.
2 Estimates for the gradient of harmonic function
We introduce some notation used henceforth. Let B =
{
x ∈ Rn : |x| < 1}, BR = {x ∈ Rn : |x| <
R
}
, and Sn−1 = {x ∈ Rn : |x| = 1}. By h∞(Ω) we denote the Hardy space of bounded harmonic
functions on the domain Ω with the norm ||u||h∞(Ω) = sup{|u(x)| : x ∈ Ω}.
Theorem 1. Let Ω = Rn\G, where G is a convex domain in Rn, and let u be a bounded harmonic
function in Ω. Then for any point x ∈ Ω the inequality
∣∣∇u(x)∣∣ ≤ Cn
dx
sup
Ω
|u| (2.1)
holds, where
Cn =
4(n − 1)(n−1)/2 ωn−1
nn/2 ωn
(2.2)
is the best constant in the inequality
|∇u(x)| ≤ Cn x−1n ||u||L∞(∂Rn+)
for a bounded harmonic function u in the half-space Rn+.
In particular,
C2 =
2
π
, C3 =
4
3
√
3
.
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Proof. Let ξ ∈ ∂Ω be a point at ∂Ω nearest to x ∈ Ω and let T (ξ) be the hyperplane containing ξ
and orthogonal to the line joining x and ξ. By Rnξ we denote the open half-space with boundary
T (ξ) such that Rnξ ⊂ Ω.
Let n ≥ 3. According to Theorem 1 [8], the inequality
|∇u(x)| ≤ Cn
dx
||u||h∞(Rn
ξ
) (2.3)
holds, where Cn is given by (2.2). Using (2.3) and the obvious inequality
||u||h∞(Rn
ξ
) ≤ sup
Ω
|u| ,
we arrive at (2.1).
The case n = 2 is considered analogously, the role of (2.3) being played by the estimate
|f ′(z)| ≤ 2
πℑz supC+
|ℜf | (2.4)
(see [7], Sect. 3.7.3) by the change f = u+ iv, f ′(z) = u′x − iv′y, where f is a holomorphic function
in C+ = {z ∈ C : ℑz > 0} with bounded real part.
In what follows, we assume that the Cartesian coordinates with origin O at the center of the
ball are chosen in such a way that x = |x|en. By ℓ we denote an arbitrary unit vector in Rn and
by νx we mean the unit vector of exterior normal to the sphere |x| = r at a point x. Let ℓτ be the
orthogonal projection of ℓ on the tangent hyperplane to the sphere |x| = r at x. If ℓτ 6= 0, we set
τx = ℓτ/|ℓτ |, otherwise τx is an arbitrary unit vector tangent to the sphere |x| = r at x. Hence
ℓ = ℓττx + ℓννx, (2.5)
where ℓτ = |ℓτ | and ℓν = (ℓ,νx).
We premise Lemmas 1 and 2 to Theorem 2. In Lemma 1 we derive a representation for the
sharp coefficient Kn(x) in the inequality
|∇u(x)| ≤ Kn(x)||u||L∞(∂B) , (2.6)
where x ∈ B and u ∈ h∞(B). Here and elsewhere we say that a certain coefficient is sharp if
it cannot be diminished for any point x in the domain under consideration. The expression for
Kn(x), given below, contains two factors one of which is an explicitely given function increasing to
infinity as r → 1 and the second factor (the double integral) is a bounded function on the interval
0 ≤ r ≤ 1.
Lemma 1. Let u ∈ h∞(B), and let x be an arbitrary point in B. The sharp coefficient Kn(x) in
inequality (2.6) is given by
Kn(x) = 2
n−2(n− 2)
π(1 + r)n−1(1− r) supγ≥0
1√
1 + γ2
∫ pi
0
sinn−3 ϕ dϕ
∫ pi/2
0
Gn(ϑ,ϕ; r, γ) dϑ , (2.7)
where
Gn(ϑ,ϕ; r, γ) =
∣∣n cos 2ϑ + nγ sin 2ϑ cosϕ+ (n− 2)r∣∣[
1 +
(
1−r
1+r
)2
tan2 ϑ
](n−2)/2 sinn−2 ϑ . (2.8)
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Proof. 1. Representation for Kn(x) by an integral over Sn−1. Let u stand for a harmonic function
in B from the space h∞(B). By Poisson formula we have
u(x) =
1
ωn
∫
Sn−1
1− r2
|y − x|nu(y)dσy . (2.9)
Fix a point x ∈ B. By (2.9)
∂u
∂xi
=
1
ωn
∫
Sn−1
[
−2xi
|y − x|n +
n
(
1− r2) (yi − xi)
|y − x|n+2
]
u(y)dσy,
that is
∇u(x) = 1
ωn
∫
Sn−1
n
(
1− r2) (y − x)− 2|y − x|2x
|y − x|n+2 u(y)dσy.
Thus
(∇u(x), ℓ) = 1
ωn
∫
Sn−1
(n
(
1− r2) (y − x)− 2|y − x|2x, ℓ)
|y − x|n+2 u(y)dσy ,
and therefore
Kn(x) = 1
ωn
sup
|ℓ|=1
∫
Sn−1
∣∣(n (1− r2) (y − x)− 2|y − x|2x, ℓ)∣∣
|y − x|n+2 dσy . (2.10)
Using (2.5), we obtain
Kn(x) = 1
ωn
sup
|ℓ|=1
∫
Sn−1
∣∣(n(1− r2)((y,νx)− r)− 2r|y − x|2)ℓν + n(1− r2)(y, τ x)ℓτ ∣∣
|y − x|n+2 dσy .
The last expression can be written as
Kn(x) = an(r)
ωn
sup
|ℓ|=1
∫
Sn−1
∣∣bn(r)(y, τ x)ℓτ + (yn − cn(r))ℓν∣∣(
1− 2ryn + r2
)(n+2)/2 dσy , (2.11)
where
an(r) = n(1− r2) + 4r2 , bn(r) = n(1− r
2)
n(1− r2) + 4r2 , cn(r) =
n(1− r2) + 2(1 + r2)
n(1− r2) + 4r2 r . (2.12)
2. Representation for Kn(x) by a double integral. Introducing the function
Hn(s, t; r, ℓ) =
∣∣bn(r)sℓτ + (t− cn(r))ℓν∣∣(
1− 2rt+ r2)(n+2)/2 , (2.13)
we write the integral in (2.11) as the sum∫
S
n−1
+
Hn((yτ , τx), yn; r, ℓ) dσy +
∫
S
n−1
−
Hn((yτ , τx), yn; r, ℓ) dσy, (2.14)
where Sn−1+ = {y ∈ Sn−1 : (y,en) > 0}, Sn−1− = {y ∈ Sn−1 : (y,en) < 0}.
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Let y′ = (y1, . . . , yn−1) ∈ B′ = {y′ ∈ Rn−1 : |y′| < 1}. We put
τ ′x =
n−1∑
i=1
(τx,ei)ei.
Since yn =
√
1− |y′|2 for y ∈ Sn−1+ and yn = −
√
1− |y′|2 for y ∈ Sn−1− and since dσy =
dy′/
√
1− |y′|2, it follows that each of integrals in (2.14) can be written in the form
∫
S
n−1
+
Hn((yτ , τ x), yn; r, ℓ)dσy=
∫
B
′
Hn
(
(y′, τ ′x),
√
1− |y′|2; r, ℓ
)
√
1− |y′|2 dy
′, (2.15)
∫
S
n−1
−
Hn((yτ , τ x), yn; r, ℓ)dσy =
∫
B
′
Hn
(
(y′, τ ′x),−
√
1− |y′|2; r, ℓ
)
√
1− |y′|2 dy
′. (2.16)
Putting
Mn(s, t; r, ℓ) = Hn(s, t; r, ℓ) +Hn(s,−t; r, ℓ), (2.17)
and using (2.13)-(2.16), we rewrite (2.11) as
Kn(x) = an(r)
ωn
sup
|ℓ|=1
∫
B
′
Mn
(
(y′, τ ′x),
√
1− |y′|2; r, ℓ
)
√
1− |y′|2 dy
′ . (2.18)
By the identity∫
Bn
g
(
(y, ξ), |y|)dy = ωn−1
∫ 1
0
ρn−1dρ
∫ pi
0
g
(|ξ|ρ cosϕ, ρ) sinn−2 ϕ dϕ
(see, e.g., [13], 3.3.2(3)), we transform the integral in (2.18):
∫
B
′
Mn
(
(y′, τ ′x),
√
1− |y′|2; r, ℓ
)
√
1− |y′|2 dy
′ (2.19)
= ωn−2
∫ 1
0
ρn−2√
1− ρ2
dρ
∫ pi
0
Mn
(
ρ cosϕ,
√
1− ρ2; r, ℓ
)
sinn−3 ϕdϕ.
The change ρ = sin θ in (2.19) gives
∫
B
′
Mn
(
(y′, τ ′x),
√
1− |y′|2; r, ℓ
)
√
1− |y′|2 dy
′ (2.20)
= ωn−2
∫ pi/2
0
sinn−2 θdθ
∫ pi
0
Mn
(
sin θ cosϕ, cos θ; r, ℓ
)
sinn−3 ϕ dϕ .
Applying (2.13), (2.17) and introducing the notation
Fn(θ, ϕ; r, ℓ) = Hn
(
sin θ cosϕ, cos θ; r, ℓ
)
=
∣∣bn(r)ℓτ sin θ cosϕ+ ( cos θ − cn(r))ℓν∣∣(
1− 2r cos θ + r2)(n+2)/2 ,
6
we write (2.20) as follows
∫
B
′
Mn
(
(y′, τ ′x),
√
1− |y′|2; r, ℓ
)
√
1− |y′|2 dy
′ (2.21)
= ωn−2
∫ pi/2
0
sinn−2 θdθ
∫ pi
0
(
Fn(θ, ϕ; r, ℓ) + Fn(π − θ, ϕ; r, ℓ)
)
sinn−3 ϕ dϕ .
Changing the variable ψ = π − θ, we obtain
∫ pi/2
0
sinn−2 θ dθ
∫ pi
0
Fn
(
π − θ, ϕ; r, ℓ) sinn−3 ϕ dϕ
=
∫ pi
pi/2
sinn−2 ψ dψ
∫ pi
0
Fn
(
ψ,ϕ; r, ℓ
)
sinn−3 ϕ dϕ,
which together with (2.21) leads to the representation of (2.18):
Kn(x) = an(r)ωn−2
ωn
sup
|ℓ|=1
∫ pi
0
sinn−2 θ dθ
∫ pi
0
Fn(θ, ϕ; r, ℓ) sinn−3 ϕ dϕ . (2.22)
3. Transformation of representation for Kn(x). We make the change of variable
θ = 2arctan
(
1− r
1 + r
tanϑ
)
in (2.22). Then
sin θ =
2
(
1−r
1+r
)
tanϑ
1 +
(
1−r
1+r
)2
tan2 ϑ
, (2.23)
dθ =
2(1 − r)
(1 + r) cos2 ϑ
(
1 +
(
1−r
1+r
)2
tan2 ϑ
) dϑ , (2.24)
1− 2r cos θ + r2 = (1− r)
2
cos2 ϑ
(
1 +
(
1−r
1+r
)2
tan2 ϑ
) , (2.25)
bn(r)ℓτ sin θ cosϕ+
(
cos θ−cn(r)
)
ℓν =
(1− r)2[nℓτ sin 2ϑ cosϕ+ (n cos 2ϑ + (n− 2)r)ℓν][
n(1− r2) + 4r2] cos2 ϑ(1 + (1−r1+r)2 tan2 ϑ
) . (2.26)
Substituting (2.23)-(2.26) in (2.22), we arrive at
Kn(x) = 2
n−2(n− 2)
π(1 + r)n−1(1− r) sup|ℓ|=1
∫ pi
0
sinn−3 ϕ dϕ
∫ pi/2
0
Gn(ϑ,ϕ; r, ℓ) dϑ , (2.27)
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where
Gn(ϑ,ϕ; r, ℓ) =
∣∣nℓτ sin 2ϑ cosϕ+ (n cos 2ϑ + (n− 2)r)ℓν∣∣[
1 +
(
1−r
1+r
)2
tan2 ϑ
](n−2)/2 sinn−2 ϑ .
Since the integrand in (2.10) does not change when the unit vector ℓ is replaced by −ℓ, we may
assume that ℓν = (ℓ,νx) > 0 in (2.27). Introducing the parameter γ = ℓτ/ℓν in (2.27) and using
the equality ℓ2τ + ℓ
2
ν = 1, we arrive at (2.7) with Gn(ϑ,ϕ; r, γ) given by (2.8).
By dilation, we obtain the following result, equivalent to Lemma 1 and involving the ball BR
with an arbitrary R.
Lemma 2. Let u ∈ h∞(BR), and let x be an arbitrary point in BR. The sharp coefficient Kn,R(x)
in the inequality
|∇u(x)| ≤ Kn,R(x)||u||L∞(∂BR)
is given by
Kn,R(x) = 2
n−2(n− 2)Rn−1
π(R+ |x|)n−1(R − |x|) supγ≥0
1√
1 + γ2
∫ pi
0
sinn−3 ϕ dϕ
∫ pi/2
0
Gn
(
ϑ,ϕ;
|x|
R
, γ
)
dϑ ,
where
Gn(ϑ,ϕ; r, γ) =
∣∣nγ sin 2ϑ cosϕ+ n cos 2ϑ+ (n− 2)r∣∣[
1 +
(
1−r
1+r
)2
tan2 ϑ
](n−2)/2 sinn−2 ϑ .
Now, we prove a limit estimate for the gradient of a bounded harmonic function.
Theorem 2. Let Ω be a domain in Rn, and let U(Ω) be the set of harmonic functions u in Ω with
supΩ |u| ≤ 1. Assume that a point ξ ∈ ∂Ω can be touched by an interior ball B. Then
lim sup
x→ξ
sup
u∈U(Ω)
|x− ξ|∣∣∇u(x)∣∣ ≤ Cn , (2.28)
where x is a point at the radius of B directed from the center to ξ. Here the constant Cn is the
same as in Theorem 1.
Proof. Let n ≥ 3. By Lemma 2, the relations
lim sup
|x|→R
sup
{
(R− |x|)|∇u(x)| : ||u||h∞(BR) ≤ 1
} ≤ lim
|x|→R
(R− |x|)Kn,R(x) = Cn (2.29)
hold, where
Cn =
n− 2
2π
sup
γ≥0
1√
1 + γ2
∫ pi
0
sinn−3 ϕ dϕ
∫ pi/2
0
∣∣Pn(ϑ,ϕ; γ)∣∣ sinn−2 ϑ dϑ , (2.30)
with
Pn(ϑ,ϕ; γ) = nγ sin 2ϑ cosϕ+ n cos 2ϑ+ (n− 2)
= 2
[
nγ cos ϑ sinϑ cosϕ+ (n cos2 ϑ− 1)].
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According to Proposition 1 in [8], the sharp coefficient Cn(x) in the inequality
|∇u(x)| ≤ Cn(x)||u||h∞(Rn
+
) , (2.31)
where u is a bounded harmonic function in the half-space Rn+, is equal to Cn(x) = Cn/xn with the
best constant Cn given by (2.30). By Theorem 1 in [8], the value of Cn is given by the formula
Cn =
4(n− 1)(n−1)/2 ωn−1
nn/2 ωn
. (2.32)
Let R denote the radius of the ball B ⊂ Ω tangent to ∂Ω at the point ξ. We put the origin O
at the center of B. Let the point x belong to the interval joining O and ξ. Then R− |x| = |x− ξ|.
By (2.29) with Cn from (2.32) on the right-hand side we conclude the proof in the case n ≥ 3 by
reference to the inequality
||u||h∞(B) ≤ sup
Ω
|u| . (2.33)
The proof of Theorem 2 in the case n = 2 is analogous, estimate (2.29) follows from D. Khavin-
son’s [6] inequality
|f ′(z)| ≤ 4R
π(R2 − |z|2) sup|ζ|<R
|ℜf(ζ)| (2.34)
by the change f = u + iv, f ′(z) = u′x − iv′y, where f is holomorphic in DR = {z ∈ C : |z| < R}.
The estimate (2.31) results from (2.4) by the change f = u + iv, f ′(z) = u′x − iv′y, where f is
holomorphic in C+.
Remark 1. The following inequality for the modulus of the gradient of a harmonic function is
known (see [12], Ch. 2, Sect. 13)
|∇u(x)| ≤ An
dx
osc
Ω
(u) ,
where
An =
nωn−1
(n− 1)ωn .
It is equivalent to the estimate
|∇u(x)| ≤ 2An
dx
sup
Ω
|u| , (2.35)
where u is a bounded harmonic function in Ω ⊂ Rn, n ≥ 2, and osc
Ω
(u) is the oscillation of u on
Ω.
The coefficient on the right-hand side of (2.35) is less than that in the well known gradient
estimate (see, e.g., [2], Sect. 2.7)
|∇u(x)| ≤ n
dx
sup
Ω
|u| .
By
Cn
2An
=
2√
n
(
1− 1
n
)(n+1)/2
< 1 ,
inequality (2.1) with Cn from (2.2) improves (2.35) for domains complementary to convex closed
domains.
Sharp estimates of derivatives of harmonic functions can be found in the books [7], [10]. We
also mention the articles [1], [3], [5] dealing with estimates of harmonic functions.
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3 Estimates for the maximum value of the modulus of directional
derivative of a vector field with harmonic components
Let in the domain Ω ⊂ Rn, there is a m-component vector field a(x) = (a
1
(x), . . . , am(x)), m ≥ 1.
Let, further ℓ = (ℓ1, . . . , ℓn) be a unit n-dimensional vector. The derivative of the field a(x) in the
direction ℓ is defined by
∂a
∂ℓ
= lim
t→0
a(x+ tℓ)− a(x)
t
,
that is
∂a
∂ℓ
= (ℓ,∇)a . (3.1)
Let us introduce some notation used in the sequel. By ||u||[L∞(∂Ω)]m = ess sup{|u(x)| : x ∈
∂Ω} we denote the norm in the space [L∞(∂Ω)]m of vector-valued functions u on ∂Ω with m
components from L∞(∂Ω). By [h∞(Ω)]m we mean the Hardy space of vector-valued functions
u(x) = (u
1
(x), . . . , um(x)) with bounded harmonic components on Ω endowed with the norm
||u||[h∞(Ω)]m = sup{|u(x)| : x ∈ Ω}.
It is known that any element of [h∞(Rn+)]
m can be represented by the Poisson integral
u(x) =
2
ωn
∫
∂Rn
+
xn
|y − x|n u(y)dy
′ (3.2)
with boundary values in [L∞(∂Rn+)]
m, where y = (y′, 0), y′ ∈ Rn−1.
Now, we find a representation for the sharp coefficient Cm,n(x) in the inequality
max
|ℓ|=1
∣∣(ℓ,∇)u(x)∣∣ ≤ Cm,n(x)||u||[L∞(∂Rn
+
)]m , (3.3)
where u ∈ [h∞(Rn+)]m and x ∈ Rn+.
Lemma 3. Let u ∈ [h∞(Rn+)]m, and let x be an arbitrary point in Rn+. The sharp coefficient
Cm,n(x) in (3.3) is given by
Cm,n(x) = Cm,nx−1n , (3.4)
where
Cm,n =
1
ωn
max
|ℓ|=1
∫
Sn−1
∣∣(en − n(eσ,en)eσ, ℓ)∣∣ dσ , (3.5)
and eσ stands for the n-dimensional unit vector joining the origin to a point σ on the sphere S
n−1.
Proof. Let x = (x′, xn) be a fixed point in R
n
+. The representation (3.2) implies
∂u
∂xj
=
2
ωn
∫
∂Rn
+
[
δnj
|y − x|n +
nxn(yj − xj)
|y − x|n+2
]
u(y)dy′,
that is, by (3.1),
∂u
∂ℓ
=
2
ωn
n∑
j=1
ℓj
∫
∂Rn
+
[
δnj
|y − x|n +
nxn(yj − xj)
|y − x|n+2
]
u(y)dy′
=
2
ωn
∫
∂Rn
+
(en − n(exy,en)exy, ℓ)
|y − x|n u(y)dy,
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where exy = (y − x)|y − x|−1. For any z ∈ Sm−1,(
(ℓ,∇)u(x),z) = 2
ωn
∫
∂Rn
+
(en − n(exy,en)exy, ℓ)
|y − x|n (u(y),z)dy
′.
Hence,
Cm,n(x) = 2
ωn
max
|ℓ|=1
∫
∂Rn
+
∣∣(en − n(exy,en)exy, ℓ)∣∣
|y − x|n dy
′
=
1
ωnxn
max
|ℓ|=1
∫
Sn−1
∣∣(en − n(eσ,en)eσ, ℓ)∣∣ dσ .
The last equality proves (3.4) and (3.5).
By Lemma 3, the sharp coefficient Cm,n(x) in inequality (3.3) does not depend on m. Thus,
Cm,n(x) = C1,n(x) = Cn(x), where Cn(x) = Cnx−1n is the sharp coefficient in (2.31). Thus, we arrive
at the following generalization of Theorem 1 in our paper [8], where the case m = 1 is treated.
Proposition 1. Let u ∈ [h∞(Rn+)]m and let x be an arbitrary point in Rn+. The inequality
max
|ℓ|=1
∣∣(ℓ,∇)u(x)∣∣ ≤ Cnx−1n ||u||[L∞(∂Rn+)]m (3.6)
holds, where the best constant Cn is the same as in Theorem 1.
The assertion below is an extension of Theorem 1.
Proposition 2. Let Ω = Rn\G, where G is a convex subdomain of Rn, and let u be a vector-valued
function with m bounded harmonic components in Ω. Then for any point x ∈ Ω the inequality
max
|ℓ|=1
∣∣(ℓ,∇)u(x)∣∣ ≤ Cn
dx
sup
Ω
|u| (3.7)
holds, where the constant Cn is the same as in Theorem 1.
Proof. Let ξ ∈ ∂Ω be the point at ∂Ω nearest to x ∈ Ω. Let the notation Rnξ be the same as in the
proof of Theorem 1. By Proposition 1,
max
|ℓ|=1
∣∣(ℓ,∇)u(x)∣∣ ≤ Cn
dx
||u||[h∞(Rn
ξ
)]m ,
where Cn is given by (2.2). Then, using the inequality
||u||[h∞(Rn
ξ
)]m ≤ sup
Ω
|u| , (3.8)
we arrive at (3.7).
Any element of [h∞(B)]m can be represented as the Poisson integral
u(x) =
1
ωn
∫
Sn−1
1− r2
|y − x|nu(y)dσy (3.9)
with boundary values in [L∞(∂B)]m.
In the next assertion we find a representation for the sharp coefficient Km,n(x) in the inequality
max
|ℓ|=1
∣∣(ℓ,∇)u(x)∣∣ ≤ Km,n(x)||u||[L∞(∂B)]m . (3.10)
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Lemma 4. Let u ∈ [h∞(B)]m, and let x be an arbitrary point in B. The sharp coefficient Km,n(x)
in (3.10) is given by
Km,n(x) = 1
ωn
sup
|ℓ|=1
∫
Sn−1
∣∣(n (1− r2) (y − x)− 2|y − x|2x, ℓ)∣∣
|y − x|n+2 dσy . (3.11)
Proof. Fix a point x ∈ B. By (3.9)
∂u
∂xj
=
1
ωn
∫
Sn−1
[
−2xj
|y − x|n +
n
(
1− r2) (yj − xj)
|y − x|n+2
]
u(y)dσy,
that is
∂u
∂ℓ
= (ℓ,∇)u(x) = 1
ωn
n∑
j=1
ℓj
∫
Sn−1
n
(
1− r2) (yj − xj)− 2|y − x|2xj
|y − x|n+2 u(y)dσy.
For any z ∈ Sm−1 we have
(
(ℓ,∇)u(x),z) = 1
ωn
∫
Sn−1
(
n
(
1− r2) (y − x)− 2|y − x|2x, ℓ)
|y − x|n+2
(
u(y),z
)
dσy ,
which implies (3.11).
The next assertion is a generalization of Theorem 2.
Proposition 3. Let Ω be a domain in Rn. Let U(Ω) be the set of m-component vector-valued
functions u whose components are harmonic in Ω, with supΩ |u| ≤ 1. Assume that a point ξ ∈ ∂Ω
can be touched by an interior ball B. Then
lim sup
x→ξ
sup
u∈U(Ω)
max
|ℓ|=1
|x− ξ|
∣∣(ℓ,∇)u(x)∣∣ ≤ Cn , (3.12)
where x is a point of the radius of B directed from the center to ξ. Here the constant Cn is the
same as in Theorem 1.
Proof. By Lemma 4, Km,n(x) does not depend on m and therefore Km,n(x) = K1,n(x) = Kn(x),
where Kn(x) is the sharp coefficient in (2.6). Hence (3.10) can be written in the form
max
|ℓ|=1
∣∣(ℓ,∇)u(x)∣∣ ≤ Kn(x)||u||[L∞(∂B)]m .
By dilation in the last inequality we obtain the analogue of Lemma 2
max
|ℓ|=1
∣∣(ℓ,∇)u(x)∣∣ ≤ Kn,R(x)||u||[L∞(∂BR)]m , (3.13)
where x ∈ BR and u ∈ [h∞(BR)]m. Now, (3.13) along with the representation of Kn,R(x) from
Lemma 2 leads to the inequality
lim sup
|x|→R
sup
{
(R− |x|)
∣∣(ℓ,∇)u(x)∣∣ : |ℓ| = 1, ||u||[h∞(BR)]m ≤ 1} ≤ lim
|x|→R
(R− |x|)Kn,R(x) = Cn ,
where Cn is given by (2.30). The proof is completed in the same way as that of Theorem 2, with
the only difference that (2.33) is replaced by the inequality
||u||[h∞(B)]m ≤ sup
Ω
|u|. (3.14)
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4 Estimates for the divergence of a vector field with harmonic
components
Let u(x) = (u
1
(x), . . . , un(x)) be a vector field with n bounded harmonic components in Ω ⊂ Rn.
Proposition 4. Let u ∈ [h∞(Rn+)]n, and let x be an arbitrary point in Rn+. The sharp coefficient
Dn(x) in the inequality
|div u(x)| ≤ Dn(x)||u||[L∞(∂Rn
+
)]n (4.1)
is given by
Dn(x) = Dnx−1n , (4.2)
where
Dn =
2ωn−1
ωn
∫ pi/2
0
[
1 + n(n− 2) cos2 ϑ]1/2 sinn−2 ϑdϑ . (4.3)
In particular,
D2 = 1 , D3 = 1 +
√
3
6
ln
(
2 +
√
3
)
.
Proof. By (3.2),
div u =
2
ωn
n∑
j=1
∫
∂Rn
+
uj(y)
∂
∂xj
(
xn
|y − x|n
)
dy′ =
2
ωn
n∑
j=1
∫
∂Rn
+
(
δjn
|y − x|n +
nxn(yj − xj)
|y − x|n+2
)
uj(y)dy
′ =
2
ωn
n∑
j=1
∫
∂Rn
+
(
δjn − n(exy,en)(exy,ej)
|y − x|n
)
uj(y)dy
′ , (4.4)
which implies
div u =
2
ωn
∫
∂Rn
+
(
en − n(exy,en)exy, u(y)
)
|y − x|n dy
′ . (4.5)
This equality shows that the sharp coefficient Dn(x) in (4.1) is represented in the form
Dn(x) = 2
ωn
∫
∂Rn
+
∣∣en − n(exy,en)exy∣∣
|y − x|n dy
′ .
Then
Dn(x) = 2
ωnxn
∫
∂Rn
+
∣∣en − n(exy,en)exy∣∣ xn|y − x|n dy′ = Dnxn , (4.6)
where
Dn =
2
ωn
∫
S
n−1
−
∣∣en − n(eσ,en)eσ∣∣dσ = 1
ωn
∫
Sn−1
∣∣en − n(eσ,en)eσ∣∣dσ . (4.7)
The identity ∣∣en − n(eσ,en)eσ∣∣2 = 1 + n(n− 2)(eσ,en)2 , (4.8)
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along with (4.7) leads to the formula
Dn =
1
ωn
∫
Sn−1
(
1 + n(n− 2)(eσ,en)2
)1/2
dσ . (4.9)
Using ∫
Sn−1
f
(
(ξ,y)
)
dσy = ωn−1
∫ 1
−1
f
(|ξ|t)(1− t2)(n−3)/2dt (4.10)
(see, e.g., [14], 4.3.2(2)) and the change of variable t = cos ϑ, we obtain
∫
Sn−1
(
1 + n(n− 2)(eσ,en)2
)1/2
dσ = 2ωn−1
∫ pi/2
0
[
1 + n(n− 2) cos2 ϑ]1/2 sinn−2 ϑdϑ . (4.11)
By (4.6), (4.9) and (4.11), we arrive at (4.2) and (4.3).
The next assertion is analogous to Proposition 2. Here the divergence replaces the directional
derivative.
Proposition 5. Let Ω = Rn\G, where G be a convex subdomain of Rn, and let u be a n-component
vector-valued function with bounded harmonic components in Ω. Then for any point x ∈ Ω the
inequality
|div u(x)| ≤ Dn
dx
sup
Ω
|u| (4.12)
holds, where the constant Dn is the same as in Proposition 4.
Proof. Let ξ ∈ ∂Ω be a point at ∂Ω nearest to x ∈ Ω. Let the notation Rnξ be the same as in the
proof of Theorem 1. By Proposition 4,
|div u(x)| ≤ Dn
dx
||u||[h∞(Rn
ξ
)]n ,
where Dn is defined by (4.3). Then by (3.8) with m = n, we arrive at (4.12).
Lemma 5. Let u ∈ [h∞(B)]n, and let x be an arbitrary point in B. The sharp coefficient Tn(x) in
the inequality
|div u| ≤ Tn(x)||u||[L∞(∂B)]n (4.13)
is given by
Tn(x) = 2
n−1ωn−1
ωn(1 + r)n−1(1− r)
∫ pi/2
0
[(
n− (n− 2)r)2 + 4n(n− 2)r cos2 ϑ]1/2[
1 +
(
1−r
1+r
)2
tan2 ϑ
](n−2)/2 sinn−2 ϑ dϑ . (4.14)
In particular,
T2(x) = 2
1− r2 , T3(x) =
1
1− r2
(
2 +
3− r2
2
√
3r
ln
√
3 + r√
3− r
)
.
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Proof. Let us fix a point x ∈ B. By (3.9) we have
∂uj
∂xj
=
1
ωn
∫
Sn−1
[
−2xj
|y − x|n +
n
(
1− r2) (yj − xj)
|y − x|n+2
]
uj(y)dσy.
Therefore,
div u =
1
ωn
∫
Sn−1
(
−2x
|y − x|n +
n
(
1− r2) (y − x)
|y − x|n+2 , u(y)
)
dσy.
This implies that the sharp coefficient Tn(x) in (4.13) has the form
Tn(x) = 1
ωn
∫
Sn−1
∣∣− 2x|y − x|2 + n(1− r2)(y − x)∣∣
|y − x|n+2 dσy ,
which leads to the formula
Tn(x) = 1
ωn
∫
Sn−1
(
4r2 + a2(r)− 4a(r)(x, y))1/2(
1− 2(x, y) + r2)(n+1)/2 dσy , (4.15)
where a(r) = 2r2 + n(1− r2). Transforming the integral in (4.15) with help of (4.10), we obtain
Tn(x) = ωn−1
ωn
∫ 1
−1
(
4r2 + a2(r)− 4ra(r)t)1/2(
1− 2rt+ r2)(n+1)/2 (1− t2)(n−3)/2dt .
Changing the variable t = cos θ, we derive
Tn(x) = ωn−1
ωn
∫ pi
0
(
4r2 + a2(r)− 4ra(r) cos θ)1/2(
1− 2r cos θ + r2)(n+1)/2 sinn−2 θdθ . (4.16)
Finally, setting
θ = 2arctan
(
1− r
1 + r
tanϑ
)
in (4.16) and using (2.23)-(2.25), we arrive at (4.14).
By dilation in Lemma 5, we obtain
Lemma 6. Let u ∈ [h∞(BR)]n, and let x be an arbitrary point in BR. The sharp coefficient Tn,R(x)
in the inequality
|div u(x)| ≤ Tn,R(x)||u||[L∞(∂BR)]n
is given by
Tn,R(x) = 2
n−1ωn−1R
n−1
ωn(R+ |x|)n−1(R− |x|)
∫ pi/2
0
Qn
(
ϑ;
|x|
R
)
sinn−2 ϑ dϑ ,
where
Qn(ϑ; r) =
[(
n− (n− 2)r)2 + 4n(n− 2)r cos2 ϑ]1/2[
1 +
(
1−r
1+r
)2
tan2 ϑ
](n−2)/2 .
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Proposition 6. Let Ω be a domain in Rn and let U(Ω) be the set of n-component vector-valued
functions u whose components are harmonic in Ω, and supΩ |u| ≤ 1. Suppose that a point ξ ∈ ∂Ω
can be touched by an interior ball B. Then
lim sup
x→ξ
sup
u∈U(Ω)
|x− ξ|∣∣div u(x)∣∣ ≤ Dn ,
where x is a point of the radius of B directed from the center to ξ. Here the constant Dn is the
same as in Proposition 4.
Proof. By Lemma 6, the relations
lim sup
|x|→R
sup
{
(R− |x|)|div u(x)
∣∣ : ||u||[h∞(BR)]n ≤ 1} ≤ lim
|x|→R
(R− |x|)Tn,R(x) = Dn (4.17)
hold, where Dn is the same as in Proposition 4.
Using the notation introduced in Theorem 2, by (4.17) and (3.14) with m = n the result
follows.
5 Estimates for the divergence of an elastic displacement field and
the pressure in a fluid
Let [Cb(∂R
n
+)]
n be the space of vector-valued functions with n components which are bounded and
continuous on ∂Rn+. This space is endowed with the norm ||u||[Cb(∂Rn+)]n = sup{|u(x)| : x ∈ ∂Rn+}.
In the half-space Rn+, n ≥ 2, consider the Lame´ system
∆u+ (1− 2σ)−1 grad div u = 0 , (5.1)
and the Stokes system
∆u− grad p = 0 , div u = 0 , (5.2)
with the boundary condition
u
∣∣
xn=0
= f , (5.3)
where σ is the Poisson coefficient, f ∈ [Cb(∂Rn+)]n, u = (u1, . . . , un) is the displacement vector of
an elastic medium or the velocity vector of a fluid, and p(x) is the pressure in the fluid vanishing
as xn →∞.
We assume that σ ∈ (−∞, 1/2) ∪ (1,+∞) which means the strong ellipticity of system (5.1).
By λ and µ we denote the Lame´ constants. Since σ = λ/2(λ+µ) the strong ellipticity is equivalent
to the inequalities µ > 0, λ + µ > 0 and −µ < λ+ µ < 0.
A unique solution u ∈ [C2(Rn+)]n ∩ [Cb(Rn+)]n of problem (5.1), (5.3) and the vector component
u ∈ [C2(Rn+)]n ∩ [Cb(Rn+)]n of a solution {u, p} to problem (5.2), (5.3) admit the representation
(see, e.g., [10], pp. 64-65)
u(x) =
∫
∂Rn+
H
(
y − x
|y − x|
)
xn
|y − x|nf(y
′)dy′, (5.4)
where x ∈ Rn+, y = (y′, 0), y′ ∈ Rn−1. Here H is the (n × n)-matrix-valued function on Sn−1 with
elements
2
ωn
(
(1− κ)δjk + nκ(yj − xj)(yk − xk)|y − x|2
)
, (5.5)
where κ = 1 for the Stokes system and κ = (3− 4σ)−1 for the Lame´ system.
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Proposition 7. (i) Let u ∈ [C2(Rn+)]n ∩ [Cb(Rn+)]n be a solution of the Lame´ system in Rn+. The
sharp coefficient En(x) in the inequality
|div u(x)| ≤ En(x)||u||[Cb(∂Rn+)]n (5.6)
is given by
En(x) = 1− 2σ
3− 4σEnx
−1
n , (5.7)
where
En =
4ωn−1
ωn
∫ pi/2
0
[
1 + n(n− 2) cos2 ϑ]1/2 sinn−2 ϑdϑ . (5.8)
In particular,
E2 = 2 , E3 = 2
(
1 +
√
3
6
ln
(
2 +
√
3
))
.
(ii) Let u ∈ [C2(Rn+)]n ∩ [Cb(Rn+)]n be the vector component of a solution {u, p} of the Stokes
system (5.2) in Rn+ and p(x) be the pressure vanishing as xn →∞. The sharp coefficient Sn(x) in
the inequality
|p(x)| ≤ Sn(x)||u||[Cb(∂Rn+)]n (5.9)
is given by
Sn(x) = Enx−1n , (5.10)
where the constant En is defined by (5.8).
Proof. (i) Proof of inequality (5.6). By (5.4) and (5.5),
uj(x) =
2
ωn
∫
∂Rn
+
(
(1− κ)ej + nκ(yj − xj)(y − x)|y − x|2 , f(y
′)
)
xn
|y − x|n dy
′ . (5.11)
Noting that yn = 0 in (5.11), we find
n∑
j=1
∂
∂xj
{
(yj − xj)
(
y − x, f(y′))xn
|y − x|n+2
}
=
n∑
j=1
(n+ 2)(yj − xj)2
(
y − x, f(y′))xn
|y − x|n+4 +
n∑
j=1
−(y − x, f(y′))xn + (yj − xj)f(y′)xn + (yj − xj)(y − x, f(y′))δnj
|y − x|n+2 =
−n(y − x, f(y′))xn − (y − x, f(y′))xn + (yn − xn)(y − x, f(y′))+ (n+ 2)(y − x, f(y′))
|y − x|n+2 = 0.
This together with (5.11) gives
div u(x) =
2
ωn
(1− κ)
n∑
j=1
∫
∂Rn
+
fj(y
′)
∂
∂xj
(
xn
|y − x|n
)
dy′ .
Hence using (4.4), (4.5) and κ = (3− 4σ)−1, we have
div u(x) =
4(1 − 2σ)
ωn(3− 4σ)
∫
∂Rn
+
(
en − n(exy,en)exy, f(y′)
)
|y − x|n dy
′ . (5.12)
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Therefore the sharp coefficient En(x) in (5.6) is represented in the form
En(x) = 4(1 − 2σ)
ωn(3− 4σ)
∫
∂Rn
+
∣∣en − n(exy,en)exy∣∣
|y − x|n dy
′ .
Thus,
En(x) = 4(1− 2σ)
ωn(3− 4σ)xn
∫
∂Rn
+
∣∣en − n(exy,en)exy∣∣ xn|y − x|n dy′ = (1− 2σ)En(3− 4σ)xn , (5.13)
where
En =
4
ωn
∫
S
n−1
−
∣∣en − n(eσ,en)eσ∣∣dσ = 2
ωn
∫
Sn−1
∣∣en − n(eσ,en)eσ∣∣dσ .
Using (4.8), we write the last equality as
En =
2
ωn
∫
Sn−1
(
1 + n(n− 2)(eσ,en)2
)1/2
dσ . (5.14)
By (5.13), (5.14) and (4.11), we arrive at (5.7) and (5.8).
(ii) Proof of inequality (5.9). We write (5.1) as
∆u− grad p = 0 , p = − 1
1− 2σ div u . (5.15)
It follows from (5.12) that div u(x)→ 0 for every x ∈ Rn+ as σ → 1/2. We also see that
p(x) = − 1
1− 2σ div u(x) = −
4
ωn(3− 4σ)
∫
∂Rn
+
(
en − n(exy,en)exy, f(y′)
)
|y − x|n dy
′
tends to
− 4
ωn
∫
∂Rn+
(
en − n(exy,en)exy, f(y′)
)
|y − x|n dy
′ .
as σ → 1/2. Hence
p(x) = − 4
ωn
∫
∂Rn
+
(
en − n(exy,en)exy, f(y′)
)
|y − x|n dy
′ .
Replacing div u(x) by (2σ − 1)p(x) in (5.6), and taking the limit as σ → 1/2, we arrive at (5.9)
with the sharp coefficient (5.10).
By Proposition 7 with the same argument as in Proposition 5, we derive
Corollary 1. Let Ω = Rn\G, where G is a convex domain in Rn. Let u ∈ [C2(Ω)]n ∩ [Cb(Ω)]n be
a solution of the Lame´ system in Ω. Then for any point x ∈ Ω the inequality
|div u(x)| ≤ (1− 2σ)En
(3− 4σ)dx supΩ
|u|
holds, where the constant En is the same as in Proposition 7.
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Corollary 2. Let Ω = Rn\G, where G is a convex domain in Rn. Let u ∈ [C2(Ω)]n ∩ [Cb(Ω)]n
be the vector component of a solution {u, p} of the Stokes system (5.2) in Ω and let p(x) be the
pressure vanishing as dx →∞. Then for any point x ∈ Ω the inequality
|p(x)| ≤ En
dx
sup
Ω
|u|
holds, where the constant En is the same as above.
6 Real-part estimates for derivatives of analytic functions
Theorem 3. Let Ω = C\G, where G is a convex domain in C, and let f be a holomorphic function
in Ω with bounded real part. Then for any point z ∈ Ω the inequality
∣∣f (s)(z)∣∣ ≤ Ks
dsz
sup
Ω
|ℜf | , s = 1, 2, . . . , (6.1)
holds with dz = dist (z, ∂Ω), where
Ks =
s!
π
max
α
∫ pi/2
−pi/2
∣∣ cos (α+ (s+ 1)ϕ)∣∣ coss−1 ϕ dϕ (6.2)
is the best constant in the inequality
|f (s)(z)| ≤ Ks
(ℑz)s ||ℜf ||L∞(∂C+) (6.3)
for holomorphic functions f in the half-plane C+ = {z ∈ C : ℑz > 0} with bounded real part.
In particular,
K2l+1 =
2[(2l + 1)!!]2
π(2l + 1)
, (6.4)
and
K2 =
3
√
3
2π
, (6.5)
K4 =
3(16 + 5
√
5)
4π
. (6.6)
Proof. Inequality (6.3) with the best constant (6.2) can be found in [9]. Let ζ ∈ ∂Ω be the point
nearest to z ∈ Ω and let T (ζ) be the line containing ζ and orthogonal to the line passing through
z and ζ. By Cζ we denote the half-plane with the boundary T (ζ) which is contained in Ω. Then
by (6.3), ∣∣f (s)(z)∣∣ ≤ Ks
dsz
||ℜf ||h∞(Cζ) , (6.7)
where Ks is given by (6.2). Using
||ℜf ||h∞(Cζ) ≤ sup
Ω
|ℜf | ,
we obtain (6.1).
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Theorem 4. Let Ω be a domain in C, and let R(Ω) be the set of holomorphic functions f in Ω
with supΩ |ℜf | ≤ 1. Assume that a point ζ ∈ ∂Ω can be touched by an interior disk D. Then
lim sup
z→ζ
sup
f∈R(Ω)
|z − ζ|s∣∣f (s)(z)∣∣ ≤ Ks , s = 1, 2, . . . ,
where z is a point of the radius of D directed from the center to ζ. Here the constant Ks is the
same as in Theorem 3 and cannot be diminished.
Proof. In Theorem 7.1 of paper [9] (see also Corollary 1 in [11]) the limit relation was proved:
lim
r→R
(R− r)sHs(z) = Ks, (6.8)
where r = |z|, Ks is the best constant (6.2) in inequality (6.3), and Hs(z) is the sharp coefficient
in the inequality
|f (s)(z)| ≤ Hs(z)||ℜf ||L∞(∂DR). (6.9)
Here f is an analytic function with bounded real part in the disk DR = {z ∈ C : |z| < R}.
Therefore, by (6.8) and (6.9), the relations
lim sup
r→R
sup
{
(R− r)s|f (s)(z)| : ||ℜf ||h∞(DR) ≤ 1
} ≤ lim
|z|→R
(R− r|)sHs(z) = Ks (6.10)
hold.
Let R be the radius of the interior disk D tangent to ∂Ω at a point ζ. We place the origin O at
the center of D. Let z belong to the interval connecting O and ζ. Then R− r = |z − ζ|. By (6.10)
and the inequality
||ℜf ||h∞(DR) ≤ sup
Ω
|ℜf | ,
the result follows.
Remark 2. We note that the estimate
∣∣f (s)(z)∣∣ ≤ 4s!
πdsz
sup
Ω
|ℜf | , s = 1, 2, . . . ,
with a rougher constant than in (6.1), holds for an arbitrary domain Ω ⊂ C. The estimate follows
from the sharp inequality ∣∣f (s)(0)∣∣ ≤ 4s!
πRs
sup
|ζ|<R
|ℜf(ζ)|
obtained in [7], Section 5.3. Certain estimates for
∣∣f (s)(z)∣∣ in an arbitrary complex domain are
obtained in [4].
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