The human eyes perceive our surroundings and are one of, if not our most important sensory organs. Contrary to our other senses the eyes not only perceive but also provide information to a keen observer. However, thus far this has been mainly used to detect reflection of infrared light sources to estimate the user's gaze. The reflection of the visible spectrum on the other hand has rarely been utilized. In this dissertation we want to explore how the analysis of the corneal image can improve currently available eye-related solutions, such as calibration of optical see-through head-mounted devices or eye-gaze tracking and point of regard estimation in arbitrary environments. We also aim to study how corneal imaging can become an alternative for established augmented reality tasks such as tracking and localization.
INTRODUCTION
The human eye plays an essential role in how we perceive our environment and therefore it is no surprise that the majority of existing AR applications target our visual perception. The eye plays an essential role in a number of applications, which include, among others, determining the alignment of the eye and an optical seethrough head-mounted display (OST-HMD), for correct alignment of the augmentation and the world, and interaction by eye-gaze estimation. Both cases require a calibrated environment and even small changes may cause the calibration to become unusable.
However, most current solutions ignore that our eyes not only perceive information, but also show what we see to an onlooker. Instead, they focus on the reflection of infrared light to estimate the gaze direction for interaction or tracking purposes. This research is motivated by the fact that the analysis of the reflection of the visible spectrum in the cornea can provide valuable information for a wide range of applications and fields. In combination with OSTHMDs the cornea reflects the graphics displayed on the screen and the corneal image can be used to analyze the user's point of attention or how well the virtual augmentation is aligned with the real scene in the user's view. If the eye is observed by an external camera, the corneal image can be used to analyze the part of the scene not seen by the external camera and be useful for human behavioral studies or crime prevention/prosecution, using high resolution security cameras, etc.
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• low contrast as the cornea reflects only about 1% of visible light [6] ,
• low resolution, as the iris is only a part of the image taken by the camera which contains information about the scene, however it reflects a large field of view,
• artefacts from contamination with iris texture reflections and eyelashes [19] ,
• blur from subconscious eye movement and out of focus cornea.
Previous Studies on Corneal Imaging
Nitschke et al. [13, 12] use the reflection in the user's eyes to calculate the relation between the camera and the monitor. They display four white circles on a black background which were placed at the four corners of the screen. The circles are detected in the user's eyes and their location is estimated from the known constraints of the screen. In a similar approach Tsumura et al. [17] detect three light sources whose locations in the world is known in the user's eyes. They estimate the location of the user from the detected reflection and use it to relight the face.
Nishino et al. [10] model the corneal imaging as a catadioptric image formation. They reproject the corneal image onto a wideangle view of the surroundings and show that an observed scene or person can be detected in the field of view of the extracted image. Furthermore, they propose to stitch multiple images taken under varying eye directions to further increase the reconstructed area. However, although they discuss multiple application scenarios of their technique their results require a human operator to interpret the reprojected views.
Nitschke et al. [11] describe an approach to reproject the corneal image onto a tangential plane, rather than a wide-angle view. They align the tangential plane projection from multiple eye images to construct super-resolution representation of the environment. The resulting images provide a more detailed view than each separate image.
In their research Nishino et al. and Nitschke et al. used stationary, high-resolution cameras which were focused on the user's eye. Current deployable cameras in mobile setups cannot provide images with such quality.
Research Goals
The goal of this research is to expand on previous studies on corneal imaging. We plan to investigate if and how corneal imaging, the analysis of the corneal image, can help us improve available solutions or present new approaches for a variety of applications. The focus hereby lies on how corneal imaging can be utilized for user localization and the estimation of the point of gaze in arbitrary environments, without the need for additional, external devices, and the analysis of its applications for interaction with an OST-HMD.
User localization requires high quality, robust feature matching between a database and the captured image. We plan to evaluate how various feature descriptors used in image-based localization perform in corneal imaging scenarios. We plan to record multiple image datasets of varying difficulty and image quality. dataset we plan to determine regions of interest and evaluate the performance of the descriptors for each combination of quality and dataset difficulty. Furthermore, it is important to understand how the problems of corneal imaging, mentioned earlier, can be overcome and their influence on the evaluation results.
Application of corneal imaging for OST-HMD interaction seems natural, as the eye plays an essential role in how we perceive the visualization of virtual content. Detecting content displayed on the display can be used to improve the calibration resuls as well as determine the user's gaze direction or evaluate how well the content is actually aligned with the real world. Furthermore, it is important to understand the impact of the problems of corneal imaging, mentioned earlier, on the evaluation results and how they can be overcome.
CURRENT EXPERIMENTS

Feature Matching
If we wish to use corneal imaging to detect observed objects, localize the user, or even possibly augment the environment from corneal imaging, it is necessary to develop a robust approach for matching the environment with the reflection in the cornea.
In their paper, Takemura et al. [16] show that feature matching between corneal image and a feature database can be used to determine if the user is looking at an object of interest. However, they only presented a single use case and used high-quality corneal images. Although it is possible to capture eye-images of such quality, in general the matching has to overcome the aforementioned problems. To investigate how the feature matching would perform in an actual scenario, we recorded multiple datasets with the setup in Fig. 1 . Each dataset was comprised of samples from multiple users and covered a scenario of varying degrees of difficulty for feature matching, such as an indoor environment which was rich in features and an outdoor scenario where the user traversed a street. The scene was also captured by the mounted scene camera and we additionally took images of each scene from which we computed a feature database for evaluation.
In their experiment Takemura et al. used a single reprojection onto a tangential plane, as was described in [11] , from which they extracted SIFT features [9] . This reprojection is necessary to rectify the corneal image. However, if the complete reflection of the cornea is reprojected onto a single plane, large parts are distorted (stretched) which in return has an impact on the feature extraction. Therefore, the reprojected area must be limited to points relatively close to the plane origin. To acquire a more complete representation, we computed reprojections onto multiple tangential planes, which allowed us to extract a larger number of feature points.
Contrary to our expectations, our results showed that matching features in the corneal image and our database with the naive approach failed to produce a consistent match for the majority of the recorded frames, even in the simplest scenario. However, the object of interest could be detected successfully if the user stood very close to it. Additionally we used an HD camera, Nikon D60 (55 mm, f5.6), to take images of the cornea where the user observed an object multiple meters away. In these tests, we could detect the object of interest, even if the images contained a large number of artefacts (Fig. 2) . This suggests that improvements in the available hardware could help us overcome current limitations. However, our tests used only a small number of images and a more extensive test series must be conducted. Another important aspect is the computational time required for the feature matching. Even if we can compute a robust alignment of the corneal image with the environment, it is of little use if the user has already moved to a different location. In the previous experiments the authors relied on MATLAB implementations, which did not perform the computations in real-time. As part of our preliminary experiments we have implemented C++ code which is partially implemented on a GPU to greatly improve the speed at which we can compute the reprojection of the corneal image onto a tangential plane. Current computation requires 0.1-1s, depending on the size of the desired reprojection, with space for further improvements. For example, a reprojection onto an image of 640x640 pixels, as was used for the matching in Fig. 2 , requires 0.7s. Thus we believe that in the future it will be possible to utilize corneal imaging in real-time.
OST-HMD Calibration
The spatial calibration of an OST-HMD and the human eye is an essential problem for any AR applications using such a display. OST-HMD calibration computes the relationship between the HMD screen and the human eye. A good calibration provides correct alignment but has to be recalculated whenever the HMD has changed position relative to the eye.
Various calibration approaches have been developed over the years. First solutions required the user to physically align their personal view with a given reference using a boresight approach [2] or by placing their heads on a head rest [4, 7] . Although current calibration approaches require much less user interaction than the initial solutions, it still plays an essential role in the calibration process. The widely used Single Point Active Alignment Algorithm [18] requires the user to align a tracked HMD with multiple known 3D points in the scene to perform the calibration. Although multiple simplifications of this process exist, they all require some degree of user interaction. Owen et al. [14] proposed a two-step approach for interaction-free calibrations. They separated the camera calibration into an offline step, in which the display parameters are determined, and an online step, which determines the position of the eye. However, the online step still required user interaction.
Itoh et al. [5] propose an interaction-free display calibration which calibrates the eye-HMD system by estimating the 3D eye position. Although their technique did not require any user interaction, they noted that further investigation of system-dependent parameter, e.g. eyeball size, is necessary to improve calibration result.
We believe that corneal imaging could improve the results by providing more accurate 3D eye positions with user's eye parameters. In a paper we will submit in the near future we utilize corneal imaging to estimate the location of the cornea. We align a number of points, with a known 3D location, with points on an image taken by an eye-camera through the approach suggested by Agrawal et al. [1] . From these matches we compute the location of the cornea and combine multiple observations into a stable position of the eye. An additional optimization step allows us to also to estimate the size of the user's cornea, which is assumed to be a static value in [5] . Our experiments show that we can achieve low reprojection errors (0.55 pixel as calculated from the image in Fig. 3 ) which suggests that we can acquire a high-quality calibration of the eye-HMD system without the need for any user interaction. Our technique benefits from a video stream input, for example from the use of the HMD over an extensive period of time. The estimated locations of the cornea for each frame can be combined into a stable estimation of the eyeball and can furthermore be used to detect whenever the HMD has moved on the user's head and a recalibration becomes necessary.
FUTURE WORK
Feature Matching
As the first step in the future we aim to revisit our tests on feature matching between images captured by an eye-and scene-camera. Based on our initial tests we plan to record a more extensive dataset of higher-resolution images from various scenarios, where the user focuses on objects which are very close and also far away. Our aim is to create a more complete dataset to evaluate various matching techniques not only under the assumption of ideal circumstances or the current state of technology but also determine what advancements are necessary for each technique. For example, one matching strategy may work better with low-resolution images, however as the quality of the camera sensors improves, an approach which failed before may present better results.
As the next step we plan to evaluate how well area-based descriptors and classifiers, such as [3, 8] , can be matched in the corneal imaging scenario. Based on results reported by Takemura et al. [15] we believe that they may outperform SIFT-descriptors, which were used in our previous test.
Another aspect to be looked at is the influence of the artefacts on the matching performance and how these can be removed. For example, the corneal image is contaminated with the iris pattern, which significantly increases the difficulty of feature detection and matching. The pattern can be estimated in an environment with controlled lighting conditions. However, this is not a viable option for general use, where the HMD might be given to costumers to demonstrate a product. If the reflected image is known, for example by detecting content displayed on an HMD, it may be possible to compute the pattern and thus reduce the noise during the feature computation and matching task. However, the impact of this step is still unknown.
HMD Interaction
In our current proposal for HMD calibration we utilize only a few points and rely on the assumption that the cornea can be modeled as a sphere. Although this assumption is very close to the actual eye, it is not ideal and does not take into account various personal parameters. To acquire these parameters and further improve our results, it would be of great importance to use as many point correspondences as possible. These can be acquired if the displayed image is replaced by a textured template which is then detected in the corneal reflection. Theoretically, given a good alignment of the displayed and detected templates, every pixel on the screen could become a correspondence. This suggests two possible improvements. First, a uniform point distribution over the cornea could further improve our estimation and second, a larger matched area could be used to compute an improved 3D shape of the user's eye.
Furthermore, detecting the gaze direction without the need for calibration would enable easier integration of gaze interaction techniques with the HMD. In arbitrary, non-static, environments correct matches can be used to estimate the point of gaze or even estimate the user position and gaze direction.
CONCLUSION
Corneal imaging has a lot of unexplored potential, especially in combination with OST-HMDs. However, due to the difficulties of acquiring and processing the corneal reflection it has not been explored thus far. As a result of our work we expect to propose a number of improvements for current use cases for OST-HMDs, such as gaze tracking and interaction, as well as corneal image analysis.
