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ABSTRACT 
MICHAEL C. DONATELLO: 
Assessing Audiences’ Willingness to Pay and Price Response for News Online 
(under the direction of Donald Shaw and Penelope Muse Abernathy) 
Publishers are increasingly interested in charging audiences for access to online 
content as an alternative revenue stream. Past audience habituation to obtaining news 
online at zero cost means that successfully instituting “paywalls” is not a simple 
proposition. 
By applying uses and gratifications (UG) theory to audiences’ consumption of news 
online, this study sought to answer two basic questions: What will motivate consumers to 
pay for access to news online? And, what will they pay? Using scales adapted from 
Papacharissi and Rubin (2000), van Westendorp (1976), and original measures, a survey 
was conducted in May, 2011, among a sample of online news users drawn from a 
commercial panel. The sample was balanced on key demographic variables to match 
known population parameters. A total of 980 usable interviews was obtained. 
Only 16% of respondents made any type of payment to access news content online 
during the 12 months preceding the survey. National, international and world news, and 
local news emerged as the top two content genres for which respondents reported paying. 
Among recent site visitors, however, travel- and business-related content were most paid-
for. Payments for personal use overshadowed payments for business or joint usage. 
iv 
Barriers to paying included perceived ease and security of making payments, a lack of 
perceived value of online news offerings, and the wide availability of alternatives for 
which payment was not required. 
Exploratory factor analyses yielded six core types of gratifications obtained from 
online news sites: social, entertainment, information, identity, knowledge and cost. Past 
experience paying for content was most strongly related to both willingness to pay and 
acceptable price for access to content in the future. Although magnitude of gratifications 
obtained was positively related to prices respondents were willing to pay to access news, 
only the entertainment factor had a significant impact in predicting overall likelihood to 
pay. Overall satisfaction with a site was weakly related to willingness to pay, but did not 
impact acceptable price. Respondents did not perceive that a low price for access to 
content signaled low quality of content. 
Results were interpreted in the context of UG theory and market dynamics. 
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CHAPTER 1 
INTRODUCTION 
Preface 
Shaw (1991) identified “cycles in the history of American mass media … youth, 
maturity, and senior citizenship” (p. 11), and elaborated a historical view of media 
evolution (pp. 13–16) that paralleled Gilbert’s (2001) description, 10 years later, of the 
newspaper industry’s response to market incursion by the internet. Shaw and Terry 
(2010) later built on the notion of media life stages to describe how media evolve during 
their histories, moving from broad-based audiences in their “youth” to targeting 
increasingly more specialized niches as “senior citizens”; from a focus on broad, shared 
interests which span class and other social boundaries, to those which serve far more 
narrow ranges of interest. This atomization of audiences, described by Shaw and Terry 
(2010), ends with an ultimate focus on messaging to individuals, once the realm of 
interpersonal exchanges and now possible through mediated communication, enabled 
through technology. 
Abrahamson (1998) noted a parallel between the evolution of magazines and the 
evolution of the internet, asserting that “the historical model for [the internet] … is the 
revolution in the world of consumer magazines that occurred in the 1960s”:  
[The internet] will, to an ever greater degree, continue to be transformed into a 
vehicle for the provision of very specific high-value information to very specific 
2 
high-consumption audiences. It will move from what now might be characterized 
as a mass-market vehicle to one which provides “niche” information. (p. 15) 
Williams, Rice, and Rogers (1988, p. 12) termed this trend the “demassification” of mass 
media. 
A parallel narrowing has occurred on the business side of journalism, as broad-based 
media covering all aspects of a single geographic location morph to meet the demands of 
advertisers aiming for specific audiences and markets. Unwilling to pay for wasted 
exposures among unwanted slices of audience, marketers increasingly reward with their 
budgets those media that aim most tightly for niches. Indeed, as Barnes and Thomson 
(1988) noted, “continued specialization of the mass media is only feasible if it has the 
support of the advertising community” (p. RC-9). And, as with the tailoring of 
communication, technology and the internet have sharpened the accuracy of the 
advertising reticle compared to what was available in the past. 
The profit equations of news media are shifting as well, with greater emphasis on 
extracting revenue directly from audiences than in the past, and content pricing tailored to 
specific individuals and contexts. Where once news was delivered at the same price to all, 
the development of behavioral economics (see generally Francisco, Madden, & Borrero, 
2009; Ho, Lim, & Camerer, 2006) and individually addressable communication are 
shifting pricing strategy toward segments of one. 
In the face of such changes, two key questions arise with regularity in both 
boardrooms and classrooms: Will audiences pay for news online? If so, what will they 
pay? This study attempts to address those questions. 
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Background 
In his analysis of trends in newspaper advertising between 1950 and 2005, Picard 
(2008) noted: 
From a business model rather than journalistic standpoint, the primary function of 
the newspaper is an advertising delivery system. Advertising accounts for about 
two-thirds of the content and 75–85 percent of income for the average newspaper 
in the United States. … The operations of contemporary newspapers are 
completely dependent upon the resources provided by this advertising base. (p. 
704) 
Since 2001, however, that business model has foundered. Beginning even earlier with 
secular changes to the newspaper advertising model – including shifts in advertising 
spending among newspapers’ most profitable (i.e., classified) advertisers away from print 
and to the internet, about which warnings were raised in the 1996 report “Classified in 
Crisis” (Newspaper Association of America [NAA], 1996) – the rupture of the internet 
“bubble” in 2000 signaled the onset of significant shrinkage in newspaper advertising 
revenues. Excepting a brief respite in 2004–2005, the industry as a whole suffered 
consistent and accelerating annual declines in revenues across advertising categories 
(NAA, “Advertising Expenditures,” March 2012) which continue to the present day. 
Exacerbating this structurally precipitated decline was the devastating effect of an 
“apocalyptic” recessionary hit beginning in 2008 (Meyer, 2009, p. 1). 
As a result, newspaper industry advertising expenditures (i.e., revenues) from print 
sources plummeted from an all-time high of $48.67 billion in 2000, to $20.69 billion in 
2011, their lowest since 1984. Even including advertising revenues from newspapers’ 
online operations – which rose by 167%, to $3.25 billion, over the 2003–2011 period – 
4 
total U.S. newspaper advertising income in 2009 was down by more than 44% from its 
2005 high of $49.44 billion (NAA, “Advertising Expenditures,” March 2012). 
Although newspapers’ peak circulation revenue – $11.22 billion in 2003 – was less 
than one-fourth as large as the peak advertising income, the decline to current levels was 
correspondingly less as well. The 2011 industry total of $9.99 billion was down 11% 
from the 2003 high, and off only 5.3% from the $10.54 billion realized in 2000. Thus, 
income from circulation sources – once accounting for less than one-fifth of total U.S. 
newspaper revenue (17.8% in 2000) – grew to more than 29% of the $33.93 billion total 
in 2011 (J. Conaghan, personal communication, February 27, 2013). 
In response to the increased relative contribution of circulation-based sources to the 
revenue mix, publishers in the United States sought to cultivate additional income from 
their investments in distribution, content development and the like. For example, between 
2006 and 2008, utilization of logistical assets throughout the industry increased 
dramatically, including sizable growth in both the number of publishers delivering papers 
other than their own as well as the volume of other papers delivered (NAA, 2009, pp. 8–
9). 
Over the past 10 years, publishers also pursued greater revenues directly from end-
users of newspapers’ printed editions; that is, audiences. According to NAA (2009): 
At the end of 2008, the median single-copy price for the weekday newspaper 
remained at 50 cents [unchanged from 2000]. However, nearly one-third of all 
newspapers are now charging 75 cents, up from only 2% at the end of 2006. 
Newspapers in the 100,000+ category have been most aggressive in raising prices. 
(p. 44) 
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Growth in subscription rates was far more pronounced, with the median seven-day 
subscription price climbing 22% between 2000 and 2008 (NAA, 2001, 2009). 
But milking additional revenue from print distribution has not been a balm for ailing 
balance sheets. Even with increases to single-copy and subscription-based pricing, 
publishers continue to confront declining income from print circulation, as price increases 
are offset by ongoing reductions in circulation volume. Indeed, 2011 daily and Sunday 
circulation totals among U.S. papers, which peaked in 1987 and 1990, respectively, were 
down substantially since 2000: 20% for daily editions and 18% on Sundays (NAA, 
“Newspaper Circulation Volume,” September, 2012). 
With prospects slim for greatly increased income from traditional circulation channels 
(i.e., single-copy sales or subscriptions to printed editions), publishers turned their 
attention to their fastest-growing sources of audience: internet, mobile and other non-
traditional, digital (i.e., “online”) distributions. In fact, calls for intensifying focus on 
revenue generation from online operations were heard as far back as the mid-1990s (e.g., 
Regan, 1996), a scant two years after the first commercial websites were launched by 
newspapers (see, e.g., McClatchy Interactive, 2010). Consider, for example, the 
following call for greater attention to the return on investment (ROI) from newspapers’ 
online operations: 
“Show me the money!” … is an appropriate starting point for assessing the 
wretched state of financial affairs for news organizations online. 
First, and at long last, it appears that many people with financial responsibility 
for online news operations on the World Wide Web are weary of hemorrhaging 
cash. After far too many years of talk about revenue and nary a peep about profit, 
they would very much like for someone, anyone, to show them the money. 
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Second, the questions that one would assume are most critical to news 
organizations online – i.e., “Where is the money?” and “How long will we have to 
wait to see it?” – should have been answered long before now. If anyone had ever 
bothered to really demand some old-fashioned financial accountability, today’s 
state of affairs would likely be less dismal. (Caruso, 1997, p. 32) 
It is ironic, then, that more than 16 years later, “the biggest question facing online 
journalism today is how to pay for it” (Project For Excellence In Journalism [PEJ], 
“Online: Economic Attitudes,” 2010). 
That question is not unanswered because of inattention. Discussion in the popular 
press (e.g., Gassée & Filloux, 2010; Guyon, 2010; Kelleher, 2009; Perez-Pena & Arango, 
2009); trade press (e.g., Berger, Eng, LaFontaine, & Siegel, 2009; Donatello, 2002; 
Duscha, 2000; Farhi, 2009; Milstead, 2010; Shirky, 2010; Simon, 2009); and blogosphere 
(e.g., Edmonds, 2007, 2013; Mutter, 2009a, 2009b, 2009c; Seward, 2009; Thornton, 
2013) has intensified during the past three years with the introduction of various cross-
industry payment plans, such as those proposed by Journalism Online (Brill, 2009) and 
Kachingle (Kirchner, 2010). Additionally, the demise in 2007 of TimesSelect, a highly 
visible, two-year experiment in paid web access by The New York Times,
1
 and subsequent 
announcement of a reconsideration of “paywall”2 strategies by the Times (Kafka, 2010), 
                                                          
 
1
 TimesSelect ended amid reports that the approximately $10 million in annual 
subscription income generated by selectively placing Times content behind a paywall 
paled in comparison to the advertising revenue anticipated by opening that content to 
access via search engines, “social networks, blogs and other online sources” (Schiller, 
2007; see Edmonds, 2007). 
2
  In the context of this discussion, the term “paywall” refers to policies or mechanisms 
by which access to all or some portion of website content is restricted to those who 
pay, in some form, specifically for the ability to view that content. 
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stoked industry debate, as did announcements by News Corp. chairman Rupert Murdoch 
that he intended to implement a comprehensive paywall strategy across many of his 
company’s digital properties (Andrews, 2010; Bunz, 2010; Shirky, 2010), and the 
Gannett Company’s implementations of paywalls at its community newspapers 
(Edmonds, 2013). 
This study sought to determine audience willingness to pay for news online; to 
examine the relationship between prior use of online news sources, gratifications sought 
from online media use and acceptable price for access; and, to recommend approaches for 
those dealing with the transition between older, more traditional media formats and 
newer, digital formats. The study was exploratory in nature, but did offer and test some 
hypotheses based on expectations. 
Literature Review, General 
Published research addressing the prospect of getting consumer audiences to pay for 
access to news content online, and determining what they might pay, is available from 
both industry sources (e.g., Andrews, 2009; Borrell Associates, 2001; Nielsen, 2010; PEJ, 
2010; Vogel, Lee-LeGassick, Shullman, & D’Amico, 2009) and academic researchers 
(Chyi, 2001, 2002; Chyi & Sylvie, 2001; Chyi & Lasorda, 2002; Dou, 2004; Flavián & 
Gurrea, 2009; Herbert & Thurman, 2007; Stahl, Schäfer, & Maass, 2004; Wolk & 
Theysohn, 2007). These studies are summarized below. 
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Industry studies 
The first industry-wide examination of the viability of charging audiences directly for 
local-market newspaper content online was published a decade ago (Borrell Associates, 
2001). That research assessed several aspects of payment for digital news content among 
a sample of online panelists recruited via intercept (i.e., “river” sampling) at 12 U.S. 
newspaper-affiliated websites. The report’s core conclusion: 
The market for paid access to local news content is undeveloped and will require 
substantial marketing efforts to meet goals. Consumers haven’t paid for 
content because: 
1. They’re conditioned to expect news for free. 
2. They don’t perceive incremental value in online news – either as a stand-alone 
product or as a value-add to the print edition. 
3. The newspaper franchise is strong enough to lure a core audience online, but 
not strong enough to make them pay. 
4. The logistics of making payments … reinforce attitudes against payment. 
(Borrell Associates, 2001, pp. 25–26) 
Specific areas of inquiry in the Borrell study included past behavior in paying for 
content; motivations among those readers who had not paid for content; and, likelihood 
of paying for digital news in the future. One in four respondents in the study had paid for 
some form of online news or information content during the 12 months prior to the 
study.
3
 Respondents were more than twice as likely to have paid on a subscription, rather 
                                                          
 
3
 For purposes of comparison, a generally similar measure used by Nielsen (2010) 
indicated that between 2% and 6% of North American online news users reported 
paying for content on sites run by newspapers, magazines, radio or internet-only news 
organizations. (p. 6) 
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than a per-use, basis, but the authors noted that was “likely due to the preponderance of 
subscription versus per-use models in news and information. Pricing schemes that give 
discounts for longer-term commitments versus one-off sales also contribute to the 
difference” (Borrell Associates, 2001, pp. 27–28). 
Borrell Associates cited two primary issues in publishers’ failure to motivate 
audiences to pay for news online: lack of differentiation (see generally Peter & Donnelly, 
1989, p. 196-98) and a strongly recognized reference price for available alternatives (see 
generally Nagle & Holden, 2002, p. 84). “It’s clear that perceived value [e.g., Kwom & 
Schumann, 2001; Sweeney & Soutar, 2001; Zeithaml, 1988] is the major obstacle for 
Web news publishers seeking to sell content” (Borrell Associates, 2001, p. 28). 
The Borrell study also examined the impact of “bundled” access to online content on 
willingness to subscribe to printed editions: Among respondents who subscribed to a 
local paper, roughly half felt that bundling making access to a newspaper’s online 
offering would make subscriptions to a printed edition “more valuable to me,” or make 
them “less likely to end my subscription to the printed edition of the newspaper” (p. 30). 
But, in an unexpected result, between 38% and 40% of print edition subscribers 
anticipated stopping their use of the newspaper’s website in the face of a paywall, even if 
access to restricted content was available as part of the existing print subscription. 
Print nonsubscribers were “highly unlikely” to pay for access to newspaper content 
online, regardless of whether payment was (1) in the form of designated fees for content, 
or (2) as part of a print-online bundle in which online access was restricted to print 
subscribers. According to Borrell Associates, “only one in eight nonsubscribers agreed 
10 
that restricting free access to print subscribers makes a print subscription more valuable. 
Coupled with similar attitudes among subscribers, it would seem a tough sell for 
publishers to convince their online audiences that raising the toll gate is an attempt to 
“add value” to the print subscription” (p. 30). Fewer than one in three non-subscribing 
respondents felt that bundling in paywall access would make them more likely to 
subscribe to a print product, and 85% said that “restricting access to print subscribers 
only … would cause them to ‘stop using the local newspaper’s website’” (p. 30). 
A third focus in the Borrell Associates (2001) report was on willingness to register on 
a website and provide personal information in exchange for access. The study described a 
consistent willingness among both print edition subscribers and nonsubscribers to pay for 
access in the form of registration data, which could be used, among other purposes, to 
better qualify and target users for advertisers, increasing expected cost-per-thousand 
(CPM) revenues. Three of four respondents in each usage segment expressed an interest 
in registering to access protected content, “depending on what information was 
requested” (p. 33). Majorities in both groups also stipulated that willingness to register 
was predicated on acceptable confidentiality protections and insulation from unwanted 
sales contacts. 
Regarding acceptable pricing in a forced payment setting, the Borrell study assessed 
respondents’ reactions in two ways. First, with a hypothetically fixed, “relatively low, but 
… concrete, monthly fee of $3 for complete site access” (Borrell Associates, 2001, p. 
31), approximately three of four respondents rejected the notion of paying, while one-
fifth found the $3 fee or a lesser amount acceptable. 
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A second approach in the Borrell work used a variant of the van Westendorp Price 
Sensitivity Meter (van Westendorp, 1976), in which reactions to pricing are measured in 
the explicit context of the relationship between price and quality. Using the van 
Westendorp technique’s four key measures – perceptions of price as “too expensive”; 
“expensive but worth considering”; “a bargain”; and, “too inexpensive to be of quality” – 
Borrell Associates (2001) found: 
The “reasonable” median price for newspaper Web content is quite low: $1 per 
month. The higher, “expensive but worth considering” price, at $5 per month, is 
more promising, but quite close to the $7 median monthly fee at which 
respondents indicated access was too expensive to consider. The “too cheap” 
price, intended to measure the point at which consumers believe they begin to 
sacrifice quality, was zero – essentially, maintaining the free site model. (p. 31) 
The authors suggested three important caveats to their findings: First, results might be 
subject to variation stemming from the adaptation of basic measures to the specific study 
application (i.e., price perceptions of online news content). Second, there was no 
difference in response between subscribers and nonsubscribers of print editions. And, 
third, that the van Westendorp (1976) technique itself might be inappropriate for 
measuring price perceptions for content, based on its assumption of respondents’ 
perception of a positive relationship between product price and quality: 
It’s questionable whether the “too cheap to be of quality and accuracy” price – 
essential in calculating both penetration and revenue-maximizing prices via the 
van Westendorp model – is appropriate for news content in general and 
newspaper content in particular. Over the past seven years, users of newspaper 
sites have grown accustomed to the same quality of information online as they 
receive in print, for free. Respondents indicated a degree of doubt that content 
pricing and quality were related online. As many related, the only real “too good 
to be of quality” scheme under the free content paradigm is for users to be 
compensated for visiting the site. (Borrell Associates, 2001, p. 32; emphasis 
added) 
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Other industry works during the past 10 years yielded findings similar to Borrell 
Associates’. For example, a paidContent:UK study of British online news audiences 
(Andrews, 2009; Harris Interactive, 2009) reached similar conclusions. In an online 
survey of adults “who read, as their top source of news, a free [newspaper-affiliated] site 
at least once a month,” investigators determined that only 5% of sites’ current readers 
would continue to consume that content if paywalls were erected, while an overwhelming 
majority (74%) would turn instead to other free sources of news (Harris Interactive, 
2009). When presented with a hypothetical mandate for payment in order to access news 
online, slightly more than half of respondents chose an all-access, annually billed option, 
while roughly equal proportions chose either daily full-access or per-article options. Not 
surprisingly, stated maximum amounts that respondents were willing to pay in forced-
choice scenarios were relatively small: approximately 2¢-5¢ per article; less than 40 cents 
per day for daily access; and, less than $16 per year for annual plans. Discussion of 
findings implied that a combination of well-established reference prices and the ready 
availability of alternatives was the source of consumers’ pricing acceptance, but no 
attempt was made to place those results within a theoretical framework. 
In its report, The State of the News Media 2010, PEJ also suggested low acceptance of 
paywalls. Using a simple, one-item measure (i.e., “Would you continue to use your 
favorite site if there was a pay wall?”) administered via a nationally representative 
telephone survey, PEJ determined that fewer than one in five online news users who 
indicated having a “favorite” site for news either currently paid for access to news online 
or would be amenable to doing so. Based on all respondents consuming news online, 
rather than just those with a favorite site, these results suggest that fewer than one in 10 
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would pay for access. A measure similar to the Harris item revealed that an unlimited, 
subscription-type plan was favored by respondents forced to indicate how they would pay 
for access if payment was required. No specific amounts were included in the 
questioning, however, so acceptable price levels were not available from the PEJ data set. 
As with the paidContent:UK work, the convenience of parity alternatives was suggested 
as a source for lack of willingness to pay, but no theoretical bases were discussed. 
Research conducted by Nielsen (2010) offered a global and somewhat more detailed 
perspective on audiences’ willingness to pay for news and other forms of content online. 
The results from Nielsen’s online survey of approximately 27,000 respondents signaled 
that consumers were most willing to pay for “professionally produced” theatrical, musical 
and gaming content – material for which people were already accustomed to paying, both 
online and offline. But willingness to pay for news content was far lower, especially 
among North American respondents, who were 35% less likely than the total to agree that 
“I am willing to pay for [news] content on the internet if the payment system is easy to 
use.” 
Particularly relevant for U.S. publishers was the finding that 83% of North American 
respondents felt that payment for a title’s offline content entitled them to usage of 
similarly branded content online at zero additional cost, implying that publishers might 
not be able to secure pay-for-content revenues online from those already paying for 
offline access. Examining newspapers’ offerings specifically, only 6% of North 
American respondents indicated having paid for online content in the past, while another 
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27% said they would consider paying. Two-thirds of respondents (66%) said that they 
would not pay for newspapers’ digital offerings.4 And, even though a plurality (42%) 
chose per-access or item-specific fees – rather than blanket subscription access – in a 
forced-choice situation, almost nine of 10 indicated that they would “stop using a web 
site if I have to pay for the content because I can find the same information on a free 
site.” Again, a combination of well-recognized reference prices (i.e., “zero”) and 
perceived parity of substitutes appears to be the source of consumers’ reluctance to pay 
for news. 
Vogel et al. (2009) compared usage patterns, audience profile, satisfaction with print 
and online editions, and willingness to pay among readers of 40 national print 
publications and their online editions. Using an online survey among a sample of 
empaneled U.S. adults, the authors found that, of the total net, unduplicated print-and-
digital audience, only one in six used both the print and online editions, even though the 
publications’ online audience accounted for 39% of total past-six-month readership. 
Interestingly, the proportion of total audience accounted for by online editions was 
substantially higher among the three national newspapers measured in the study (i.e., The 
New York Times; The Wall Street Journal; and, USA Today) than for the 40 publications 
overall, with slightly more than half (51%) of total audience comprising online readers. 
Self-reported time spent viewing/reading a publication’s website was approximately half 
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 Interestingly, an even greater proportion (76%) said they would not pay for “internet-
only” news, which, presumably, has no offline substitute, as might content from a 
newspaper-affiliated website. 
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that spent with the print edition, although Vogel et al. did not specify the frame of 
reference for which reading duration was measured (e.g., average issue; last issue; past 
four issues; etc.). Frequency of using an online edition/website was significantly lower 
than frequency of print edition use during multiple timeframes measured (i.e., past week 
and past month), with magazine websites again being used less frequently than their 
newspaper-affiliated counterparts. 
Academic studies 
The body of academic literature examining audience willingness to pay for and 
pricing response to online content is surprisingly small and relatively narrow in scope. 
Much of the existing research adopts a supply-side (e.g., business model) perspective, 
focusing on payment for content as a result of business strategies or market conditions 
rather than fulfillment of audience needs. For instance, Chyi & Sylvie (1998, 2000, 2001) 
examined the role of geography (i.e., local versus non-local focus) in defining and 
differentiating newspapers’ online offerings. Although their work contributes to an 
understanding of the structural nature of the online news marketplace, it addressed effects 
on audiences’ pricing response as only as a consequence of that structure, rather than as a 
central research question.
5
 Similarly, although they cited consumer-oriented (i.e., 
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  As an example, Chyi & Sylvie (2001) note that “economically speaking, the 
consequences of a local market focus lie with whether an online product that 
essentially mimics the print product can provide any utility.” (p. 243) By implication, 
such a lack of differentiation would hamper sites’ ability to attract an audience (1) 
willing to pay for content, and (2) of sufficient size and composition to be attractive to 
advertisers. 
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demand-centered) studies in their review of the literature, Herbert and Thurman (2007) 
also adopted a supply-side perspective in their study of online revenue models in the 
British press, as did Stahl, Schäfer and Maass (2004), in their analysis of bundled versus 
unbundled sales strategies for online content. Again, while such lines of work provide a 
broadly informed context in which to view audience response to pricing of news online, 
they do little to explain that response itself. 
Wolk and Theysohn (2007) presented a unique, bridged approach in their analysis of 
factors influencing audience traffic to paid-content websites, which included elements of 
demand-side influences. Using a model that incorporated both structural (e.g., business 
model; domestic vs. international competitive structure; etc.) and non-structural (e.g., 
content uniqueness; website “visibility”; ease of navigation; etc.) components, Wolk and 
Theysohn determined that separate sets of factors influenced each of their two measures 
of traffic, audience size (i.e., number of visitors) and depth of use (i.e., page views per 
visitor). Unfortunately, elements related to the fulfillment of audience needs – and thus 
most relevant to the current discussion – were not operationalized from an audience 
perspective. That is, potential influences, like content quality, uniqueness, relevance, 
degree of personalization, branding, website credibility, and so on, were gauged using 
indicators not based on audience observation.
6
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  For example, “uniqueness is operationalised as a number of pages similar to the 
website of the interest. Relevance is measured as a number of results given by search 
engines for the category that the website of interest belongs to.” (Wolk & Theysohn, 
2007, p. 778) 
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Chyi and Lasorsa (2002) addressed an issue related to differentiation – perceived 
substitutability between print and online editions – reaching conclusions similar to those 
of Mueller and Kamerer (1995): that online editions were not satisfactory substitutes for 
their print counterparts among majorities of either online- or print-dominant audiences. 
Acknowledging the impact on willingness to pay for content, Chyi and Lasorsa (2002) 
noted that “publishers should not expect users to pay for an inferior reading experience as 
long as a better alternative … [is] readily available at a comparable price” (p. 104). 
Similarly, Flavián and Gurrea (2009a), embracing an approach based on uses and 
gratifications (UG; see, for example, Dimmick, Chen, & Li, 2004), identified 
motivational drivers of “readers’ perceived degree of substitutability between the digital 
and traditional press” (p. 649). Within their bounds of their narrowly focused study, 
Flavián and Gurrea (2009a) concluded that the desire for fresh news was negatively 
related to perceived substitutability, while exposure motivations centered on leisure or 
habit yielded greater perceived substitutability between digital and print channels. The 
authors also found that “the more motivated a reader is by the need for specific 
information, the greater the perceived degree of substitutability between the two … 
media,” a conclusion which ran counter to assumptions (p. 650). 
In contrast, Chyi (2002, 2005) and Dou (2004) both published audience-centric 
explorations of willingness to pay for content online. 
Due to methodological limitations, Chyi’s (2002) small-scale qualitative work – a 
single focus group among 12 exchange students at a university in Hong Kong – is 
difficult to project to the larger population of online news users. It did, however, serve to 
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identify several potential themes to consider in this study: First, online news sources were 
often used as replacements for inaccessible, more preferred sources of news from 
traditional media channels. Second, online sources tended to be viewed as inferior in 
overall quality when compared to traditional media equivalents. And, third, online 
sources tended to be perceived as widely available at little or no cost, while consumption 
of content from traditional media may involve a monetary cost to users. So, even though 
many participants in the study ranked the internet as their primary news source, few were 
inclined to pay for access to content. 
In a larger-scale, quantitative follow-up to her 2002 work, Chyi (2005) conducted a 
telephone-based survey among Hong Kong residents to assess the impact of demographic 
characteristics, levels of media use and format preference (i.e., print vs. online) variables 
on willingness to pay for news content online. Payment activity was assessed in terms of 
both past behavior and future likelihood of paying for content. 
Past payment behavior was so scant – 10 respondents from a working sample of 853 
in her analysis – that examination of the relationship between predictor variables and 
behavior could not be undertaken. In analyzing the effect of predictors on future 
likelihood of paying for content, Chyi obtained mixed results: Age was negatively related 
to willingness to pay in the future – so that younger respondents were more willing to pay 
– but the relationship was extremely weak. No other demographic predictors were 
significantly related to intent. Among media usage measures, only the amount of time 
spent reading traditional newspapers was significantly related to likelihood of future 
payment, after controlling for demographic variables; again, the relationship was a weak 
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one. Preference for news in either digital or traditional formats was not significantly 
related to willingness to pay for content in the future. 
Dou (2004) conducted a study narrowly focused on the willingness of users of an 
online clip-art service to pay for that content. Dou found that usage purpose (i.e., personal 
vs. business) was a significant predictor of the likelihood that a user had paid for access 
to content, but that knowledge of free alternatives – hypothesized to be inversely related 
to likelihood of paying – was not. Brand familiarity was significantly related to the odds 
of paying, but strength of brand image was not.
7
 In terms of the present study, perhaps 
the most relevant finding was that presence of a “‘free’ mentality” among users – 
measured by a three-item battery (p. 354) – was significantly, and negatively, related to 
the odds of paying for content: “The biggest obstacle that content sites have is the 
prevailing ‘free’ mentality among internet users. While some are hoping that internet 
users may get more used to the idea of paying for content as they gain more experience 
with the web, this may be wishful thinking” (p. 357). 
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  In this context, the impact of brand familiarity is likely dictated by the nature of the 
study design, inasmuch as a user generally would not be expected to be willing to pay 
for content or services with which he/she was not familiar. Dou (2004) conceded this 
point in acknowledging that users of the clip art site tested in that study “might have 
become free members simply by unchecking the opt-out box during sign-up for 
another website that partnered with the clip art website.” In such cases, the lack of a 
relationship between familiarity and payment for content would stem from study 
design error, rather than the true absence of a positive association. 
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Hamilton (2004) identified one potential source of resistance to payment, which 
meshes well with a UG-oriented view of audience behavior online: A mismatch between 
the content desired by consumers and that offered by publishers:  
The stories readers choose to look at … will depend on what they personally find 
interesting, what information may help them in their jobs, or what products they 
are thinking about buying. … Public affairs [content] may often go unread. (p. 2) 
 Past industry work illustrated that content with high personal utility – which fulfills 
an individual need – was among the most widely read in a typical printed newspaper. For 
example, certain cohorts (i.e., adults 18-24) were shown to read Sunday editions more for 
advertising than for news content (NAA, 2000). Similarly, as Hamilton observed, “people 
are much more likely to search the [internet] for information about entertainment figures 
than political issues” (p. 214). At the same time, however, Hamilton identified a greater 
preponderance of “hard news” published on the web than the type of consumer or 
entertainment information that would be seen by audiences as more personally useful or 
relevant. If a news and information source is not perceived by audiences to be an efficient 
or reliable provider of desirable content, it follows that willingness to pay for access to 
that source would not be high, availability of alternatives notwithstanding. 
With this background in mind, the discussion now turns to theory underlying a 
consumer-centric measurement of pricing response examined in this study: the van 
Westendorp Price Sensitivity Meter (PSM). As a review of the literature illustrates, the 
PSM ties together considerations of willingness to pay for a product, acceptable pricing 
for that product, and the role of perceived quality in consumers’ evaluation of price. 
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The PSM was chosen for this study for two key reasons: First, the PSM was 
employed as a measure in assessment of consumer response to pricing of news content 
online (in addition to its use in other marketing research applications, such as with 
packaged goods and consumer durables) in past research (Borrell Associates, 2001). But 
that research did not address conceptual underpinnings of the technique PSM itself, nor 
did it attempt to test application of the measure in the context of communication theory. 
Second, and perhaps more importantly, the internet as a medium has undergone 
tremendous change and maturation in the decade since earlier research was conducted. 
What may have seemed a foregone conclusion in 2001 – that audiences would not pay for 
online content – is now an open question on which the future of the industry may turn. 
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Literature Review, Pricing 
The following sections of this chapter review existing research to describe the 
theoretical basis, operationalization, and application of the PSM. The chapter ends with 
potentially important considerations in applying the PSM to pricing of news content. 
PSM: Theoretical background 
As introduced by van Westendorp (1976), the Price Sensitivity Meter grew from 
consideration of four phenomena or bodies of work: 
Absolute thresholds in price perception. … In general the absolute limens in 
the field of pricing are defined as the lowest price under which the consumer is 
starting to doubt the quality of a product, and the highest price which is yet 
acceptable to him (or above which he tends to consider the product as too 
expensive). 
Differential thresholds in price perception. … A differential limen … is 
associated with the minimum quantity of a stimulus which is necessary for the 
respondent to detect a change in perception. Some students have tried to establish 
the relevance of the relevance of this … [concept to] the field of pricing … but 
results have not been encouraging. … The most which can be said is that a 
particular variant of the … [concept] holds under certain conditions. 
The theory of reasonable prices. … According to … [Kamen & Toman 
(1970),] consumers have set ideas about “a reasonable price” they are willing to 
pay for a product. One conclusion was that a price within “an acceptable range” 
would not be an important consideration with a consumer’s choice. … The theory 
behind … [the] PSM is based upon the hypothesis that “reasonable” prices or 
ranges of such prices exist in many fields. 
Relations between price perception and quality. … [There is a] very important 
function prices have for the consumer as indicators of quality. … Quality can 
never be separated from price and both components have to be studied in a 
relative set-up. (pp. 143–144; emphases in original) 
To fully understand the PSM rationale, each of these four elements is examined 
individually. 
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Absolute thresholds in price perception 
According to van Westendorp, Stoetzel (1970) was the first to apply the notion of 
“absolute” price limits in consumer purchase decisions, while Adam (1958), Fouilhé 
(1960), and Gabor and Granger (1965) “suggested various technical approaches” (van 
Westendorp, 1976, p. 143). As Monroe (1973) noted, those studies corroborated, via 
surveys of consumers, the existence of upper and lower price thresholds which bound 
consumers’ ranges of acceptable prices and are evidenced across a wide variety of 
product categories. 
Monroe (1971) used both psychophysical and “own-category” methods (e.g., Sherif 
& Hovland, 1953) to demonstrate, via a two-experiment study, that student subjects 
clearly displayed a range of acceptable prices to test products. As earlier researchers had 
found, both upper and lower thresholds were evidenced. More recently, Ofir (2004) 
offered support for a dual-threshold model of response to pricing, albeit one which may 
be affected by multiple mediators. (Ofir’s work is discussed in additional detail below.) 
The dual-threshold model is an important construct in pricing research, for both 
theoretical and practical reasons. In terms of theory, the dual-threshold model contradicts 
the classic demand curve of economics (Monroe, 1971; Weiner & Zacharias, 2004), 
which assumes a single (upper) threshold of price acceptability and a consumer that 
always seeks the lowest possible price. From a practical standpoint, across a wide enough 
range of prices the two models offer very different predictions of consumer response to 
price, thus complicating pricing decisions as well as resulting estimates of demand and 
revenue. 
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Differential thresholds in price perception 
Draeger (1998) framed the notion of differential thresholds in consumer perception of 
prices in practical terms, but his description illustrates the issue for theory construction as 
well: 
The ... uncertainty to resolve is what change in price is perceptible? A one-dollar 
reduction in the price of a bath towel may be perceived as making the towel “on 
sale” while a one-dollar reduction in the price of an automobile would not be 
noticed. [Understanding when a] ... price change will be perceptible is the ... 
challenge. (p. 21) 
The initial response to this “challenge” was the application of Weber’s Law, a 
construct from the field of psychophysics (Britt, 1975; Kamen & Toman, 1970; Monroe, 
1971, 1973; Ofir, 2004; van Westendorp, 1976). “Weber’s Law ... says that the size of the 
just noticeable difference ... is a constant proportion of the original stimulus value” 
(Weber’s Law of Just Noticeable Differences, n.d., Introduction section, para. 3; emphasis 
in original). Application of Weber’s Law is appealing because, as Draeger alluded, it 
offers immediate explanation why a specific (and, importantly, constant) difference in 
price between two products or brands might have a substantial impact on consumer 
choice at one base price, but absolutely no effect at a different base price. According to 
Britt (1975), the notion of differential thresholds in consumer behavior “can provide 
marketing executives with some ‘feel’ for the relationship between price changes and 
how they are perceived by consumers” (p. 24). 
If the intuitive appeal of Weber’s Law recommends its use in pricing research, its 
record in attempts to validate that use is mixed. Unfortunately, as van Westendorp (1976) 
noted, investigators “tried to establish the relevance of this law in the field of pricing ... 
25 
but results have not been encouraging. The most which can be said is that a particular 
variant of the law holds under certain conditions” (p. 143). In often-cited work, Kamen 
and Toman (1970, 1971) conducted a multipart investigation to assess the applicability of 
Weber’s Law to consumer choice in the retail gasoline market. Ostensibly, predictions 
generated by the application of Weber’s Law failed to receive support from the data, 
leading Kamen and Toman to reject the wide applicability of the axiom to pricing 
problems.
8
 Finally, in his review of the literature on the genre, Monroe (1973) concluded 
that “there is ... no valid test of the applicability of Weber’s law to pricing” (p. 76; 
emphasis in original). 
If there is generalizability to be found in the idea of differential thresholds in price 
reactions, perhaps it lies less in the literal application of Weber’s Law than in the 
recognition that reaction to pricing is consistent neither across consumers nor among the 
same consumers across situations. Factors such as income (e.g., Gabor & Granger, 1961; 
Kim, Srinivasan, & Wilcox, 1999); product involvement (e.g., Ofir, 2004; see generally 
Zaichkowsky, 1985); product knowledge, information organization and drive for closure 
(e.g., Kardes, Cronley, Kellaris, & Posavac, 2004); and, brand name and retail location 
(e.g., Rao & Monroe, 1989), have each been shown to affect consumer response to price.
9
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  Other researchers, including Gabor, Granger, and Sowter (1971) and Monroe (1971) 
dispute both the accuracy and logic of conclusions drawn by Kamen and Toman 
(1970, 1971). 
9
  This list of factors impacting consumers’ price sensitivity is meant to be illustrative 
rather than exhaustive. 
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“Reasonable” prices 
In considering the role of “reasonable” prices, van Westendorp adapted the work of 
Kamen and Toman (1970, 1971), referenced earlier, who sought to determine whether 
Weber’s Law or a “fair price” theory better explained consumer reaction to price. Recall, 
however, the admonishment from Monroe (197) that 
[Kamen and Toman] really did not test the applicability of Weber’s Law to 
gasoline pricing. They did not present evidence on whether the subjects showed a 
lack of discriminability as the price level increased. Rather, they tested for 
preferences as the price level increased, and the preferential behavior they 
expected appears to have been based on the traditional inverse price-demand 
relationship. (p. 250) 
In the same vein, the “fair price” theory articulated by Kamen and Toman also 
appears misnamed, since its explication included no actual input from consumers as to 
whether a particular price for a particular good was deemed to be fair in the literal sense 
of the word. Instead, the authors implied that what mattered to consumers was not the 
noticeability of differences between two or more prices, but rather the deviation of those 
prices from an expected (e.g., “fair”) price. Monroe’s (1973) review of available evidence 
– including work by Emery (1970); Gabor and Granger (1965, 1966); Gabor, Granger, 
and Sowter (1971); and, Monroe (1971) – indicated support for a standard, or “expect to 
pay,” price referent, based on buyers’ “perception of prevailing market prices and ... 
perception of the price most frequently charged” (p. 77). 
It seems logical to link the fair- or reasonable-price theories mentioned here to the 
role of reference prices in consumers’ decisions to buy. That is, a “fair price” may be 
conceptualized as one which meets one or more criteria established by the consumer, 
27 
including either explicit or implicit comparison to other prices available in the 
marketplace. Xia, Monroe, and Cox (2004), in creating a conceptual framework of 
perceived price fairness, acknowledged that “all price evaluations, including fairness 
assessments, are comparative [i.e., referential],” and that “price comparisons can be 
explicit as well as implicit” (pp. 1–2). For purposes of the current discussion, whether a 
contrast is explicitly or implicitly drawn seems unimportant, as it is argued that the PSM 
elicits both types of comparison in its administration. 
Mazumdar, Raj, and Sinha (2005) provided a comprehensive review of the reference 
price literature. They defined “reference price as a price expectation, which is based on 
consumers’ memory or contextual information”: 
However, justifications of the reference price construct ... also ... conceptualize 
reference points as normative and aspirational. A normative reference price may 
be the price that consumers consider fair or just. … Aspirational reference price is 
... a function of not only the usual prior and contextual prices but also what others 
in a social group pay for the same or similar products. (pp. 98–99) 
Repositioned in this way, it seems evident that van Westendorp’s aim in 
incorporating the “reasonable” or “fair price” ideas of Kamen and Toman was to 
integrate into his model the basic idea that reference price plays a role in evaluating 
marketplace offerings. 
Relationship between price and perception of quality 
This is, perhaps, the strongest area of emphasis in the PSM. The measure is 
fundamentally based on the idea that willingness to pay a specific price for a product is a 
function of perceived quality; that is, “there is a relationship between price and quality 
and … consumers are willing to pay more for a product they perceive to have higher 
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quality” (Bonnet, Anderson & Jiang, 2000, “The Van Westendorp Price Sensitivity Meter 
(PSM)” section, para. 1). Moreover, van Westendorp (1976) noted that “given an 
untransparent quality of the product (a buying situation, e.g., which lacks standards to 
judge quality), prices take over an important role as indicators of quality” (p. 144). 
Regardless of whether price is used as a surrogate indicator of latent quality, or whether 
product quality is judged explicitly as an input to the buying decision, the functioning of 
the PSM is predicated on the linkage between price and quality. Considering the 
importance of the price-quality relationship to the PSM, it is worthwhile to examine 
further existing research in this area. 
Under the PSM framework, consumer judgments on price are assumed to be 
inextricably linked with perceptions of quality. According to van Westendorp (1976), the 
key assumptions underlying this assertion, and stemming from the work of Emery (1970), 
include: 
 A judgment of a price is always a judgment which balances value against 
price. 
 Every judgment of prices is relative (depend[ing] on knowledge of other 
prices and the value of the product for the consumer). 
 A “normal” or “standard price” exist[s] for every level of quality in every 
product field; this normal price functions as an anchoring point when 
prices are judged. (p. 144) 
These three tenets are key to the measurement and analysis of the PSM. 
The relationship between product price and perceived product quality is well 
documented (e.g., Cronley, Posavac, Meyer, Kardes, & Kellaris, 2005; Shiv, Carmon, & 
Ariely, 2005). All things being equal, consumers tend to infer a positive correlation 
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between price and quality: Higher-priced items are generally perceived as being of higher 
quality than lower-priced alternatives (Cronley et al., 2005; Huber & McCann, 1982; 
Kardes, Cronley, Kellaris, & Posavac, 2004; Rao & Monroe, 1989; Shiv et al., 2005; 
Wolinsky, 1983), although the relationship may vary across consumers, products and 
brands (e.g., Lim & Olshavsky, 1988; Rao & Monroe, 1989). Additionally, price and 
expectations of quality are key impacts on both perceptions of product value (e.g., 
Munger & Grewal, 2001) as well as product performance as experienced through actual 
use (Shiv et al., 2005). 
Rao and Monroe (1989) explained the logic behind the price-quality expectation: 
“Such behavior is not irrational, it simply reflects a belief that the forces of supply and 
demand would lead to a natural ordering of products on a price scale, leading to a strong 
positive relationship between price and product quality. Empirical ... [work has] 
concluded that, generally, there is a positive” relationship between price and actual 
product quality (p. 351). 
What has been less consistent, according to these authors, is evidence that “buyers 
perceive a positive price-quality relationship” (Rao & Monroe, 1989, p. 351; emphasis in 
original). Using meta-analytic techniques to draw conclusions across a body of 36 
studies
10
 with disparate findings, these authors reported a “moderately large” and 
statistically significant effect of price on perceived quality for consumer products. 
                                                          
 
10
  Unfortunately, Rao and Monroe provide no detail as to the original, source works 
included in their meta-analysis. 
30 
Moreover, the effect of brand name on perceived quality was slightly greater than the 
effect for price, and also was significant. Additionally, Rao and Monroe noted: 
Price-perceived quality effects actually increased in the presence of brand 
information. Thus, rather than brand name or other cues suppressing price as an 
indicator of product quality, a reinforcing effect is likely if the multiple cues are 
consistent in their signaling of quality. (p. 355) 
Gardner (1971) contributed parallel findings from an experimental manipulation of 
price and brand name, and reported that price had no significant impact on perceived 
quality, and that price affected “willingness to buy” (i.e., purchase intent) for only one 
test product in the study. Instead, brand name affected perceived quality, purchase intent 
and ratings of importance in the decision process across all tests. Gardner noted that price 
seemed to play a role in quality judgments only in the absence of other information 
“cues” on which to base an assessment of likely quality.11 Additionally, earlier, similar 
work by the same author led to the conclusion that “price does not affect the perception 
of quality in the same manner for different types of products” (Gardner, 1970, p. 40; 
emphasis added). 
Likewise, in identifying seven distinct dimensions of price perception, Lichtenstein, 
Ridgway, and Netemeyer (1993) offered findings supporting the use of a “price-quality 
schema” (p. 235), in which price functions as a signal of quality among some consumers. 
The relationship between price and perceived quality is, however, attenuated by the 
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  It is possible, however, that Gardner’s use of only three products – i.e., toothpaste, a 
men’s shirt and a men’s suit – represent an insufficient range of stimuli over which to 
test a price-quality relationship. 
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effects of consumers’ reliance on brand name: “Specifically, consumers operating on a 
price-quality schema are likely to rely on a well-known ... brand name as an indicator of 
quality without actually relying directly on price per se” (p. 242; emphasis in original). 
Other mediators of the price-perceived quality relationship have been explored, 
several in experimental designs which allow assessment of directional influence. For 
example, Rao and Monroe (1988) reported that “for a product that does not exhibit 
quality variations in the marketplace, the use of price as an indicator of quality decreases 
monotonically as buyers’ familiarity with the product increases” (p. 261). In this case, 
product knowledge had a moderating effect on the price-quality relationship. Similarly, 
Kardes et al. (2004), in a thorough, four-study investigation, found that “the degree to 
which consumers use price as a basis for inferring quality decreases as information load 
decreases and as concern about closure decreases. Consumers rely heavily on price as a 
predictor of quality even when multiple predictors are available” (p. 371). Furthermore, 
the study “results paint a profile of a resource-constrained consumer decision maker,” 
who uses price as a heuristic to assess quality when the “motivation” or “opportunity” for 
more detailed product assessment is absent (p. 373). Follow-up work by Cronley et al. 
(2005) reinforced these conclusions, and demonstrated that consumers who believed 
more strongly in the link between price and quality were more willing to pay a higher 
price for goods than those who did not see as strong a relationship between price and 
quality. 
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PSM: Operationalization and analysis 
As mentioned already, in its original form introduced by van Westendorp (1976), the 
Price Sensitivity Meter comprises four individual questions aimed at eliciting, for a given 
product, service or brand, the upper and lower bounds of a range of acceptable prices: 
 The “cheap” price (PC): “At which price on this scale are you beginning to 
experience ... [test product or brand] as cheap?” 
 The “expensive” price (PE): “At which price on this scale are you 
beginning to experience ... [test product or brand] as expensive?” 
 The “too expensive” price (PTE): “At which price on this scale are you 
beginning to experience ... [test product or brand] as too expensive – so 
that you would never consider buying it yourself?” 
 The “too cheap” price (PTC): “At which price on this scale are you 
beginning to experience ... [test product or brand] as too cheap – so that 
you say ‘at this price the quality cannot be good’?” (p. 145) 
The third and fourth items correspond to indicators employed by Adam (1958), Gabor 
and Granger (1965, 1966), and Stoetzel (1970), and parallel the “own-category” approach 
advocated by Monroe (1971). 
Tatham, Miller, and Vashi (1995, “Price perceptions” section, para. 4) noted that “the 
wording of these four questions and the order in which they are presented varies by 
researcher and application.” Similarly, Socratic Technologies (2005) reported success 
using a “modified van Westendorp procedure,” entailing changed wording and item 
order, in its Configurator Analysis™ studies: “We usually reorder the questions 
somewhat to allow for a normal consideration process, building progressively and 
ranging from ‘too cheap’ to ‘too expensive’” (p. 2). Other investigators (e.g., Draeger, 
1998) described changing the wording of the four basic items as well, but no published 
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work exists which tested whether wording or item-order changes result in significantly 
different responses or results. 
Indifference price 
Analysis of PSM data begins with comparing the cumulative frequency distributions 
of PC and PE. The intersection of the curves – the price “at which an equal ... [proportion] 
of people experience the product as cheap or as expensive” – is termed the “indifference 
price,” or IDP. “The IDP generally represents either the median price actually paid by 
consumers of the product, or the price of the product of an important market leader” (van 
Westendorp, 1976, p. 147). 
Conceptually, the IDP is similar to a reference price in that it represents a market 
norm for a given product, and van Westendorp characterized the IDP as based on 
consumers’ experience with market prices and subject to fluctuation corresponding to 
changes in market-level prices paid. Managerially, the IDP represents an important 
datum: 
To the right of this point, the proportion of respondents who think this product is 
expensive exceeds the proportion that thinks it is a bargain. If you choose to price 
the ... [product] in this range, you are losing potential profits. To the left of the 
indifference price, the proportion of respondents who think this price is a bargain 
exceed the proportion who think it is expensive. Pricing the product in excess of 
the IDP causes the sales volume to decline. The IDP can be considered the 
“normal” price for [the] product. (Bonnet et al., 2000, “The van Westendorp Price 
Sensitivity Meter” section, para. 5) 
The proportion of respondents represented at the IDP – that is, the proportion at 
which PC and PE are in equilibrium – is termed the “indifference percentage.” Van 
Westendorp (1976) characterized proportions of .15 or less as “very low,” and 
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proportions of .3 or greater as “quite high,” and contended that “in general, low values 
will indicate a ‘sharp’ price consciousness where as [sic] high values generally indicate 
diffuse price consciousness” (p. 149). Logically, if large proportions of respondents 
indicate that the same price is either cheap or expensive, there is obvious disagreement 
about what the “normal” product price is or should be. Despite the intuitive appeal of the 
indifference percentage rules-of-thumb, however, the metric’s accuracy as an indicator of 
price consciousness has never been demonstrated empirically. 
Optimal pricing point 
The “optimal pricing point” (OPP) represents the intersection of the cumulative 
distributions of PTC and PTE, the “too cheap” and “too expensive” curves. Paralleling the 
IDP, the OPP represents the price at which equal proportions of respondents characterize 
the product as either too cheap or too expensive. Van Westendorp’s description of the 
OPP was somewhat vague and operationally defined,
12
 but other researchers 
characterized the OPP as the “ideal” price for the product (Anderson & Jiang, 2001; 
Bonnet et al., 2000; Socratic Technologies, 2004; Tatham et al., 1995). As with other 
outputs of the PSM, there is no published work validating the OPP as an indicator of 
respondents’ ideal price. 
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  “The price associated with this point represents a price at which resistance against the 
price of a particular product (too expensive or too cheap) is very low while the 
percentages iron each other out.” (van Westendorp, 1976, p. 150) 
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The PTC and PTE figures are interpreted as threshold prices, based on their origin in the 
work of Gabor and Granger (1965, 1966). Differences between the IDP and OPP indicate 
the degree of “stress” (van Westendorp, 1976, p. 151), or discrepancy, between 
consumers’ ideal price and the normative market price for the product. No research has 
been conducted to place degrees of IDP/OPP “stress” in context. 
Marginal price points and range of acceptable prices 
By inverting the cumulative frequency distributions of PE and PC (i.e., 1-PE; 1- PC), 
one obtains the “‘not expensive’ and ‘not cheap’ distributions” (PNE and PNC; van 
Westendorp, 1976, p. 151), which are used to calculate additional “marginal” price 
points: 
 The “marginally cheap” price (PMC): The price at which equal proportions 
of respondents describe the price as “not cheap” or “too cheap” (i.e., PNC = 
PTC). 
 The “marginally expensive” price (PME): The price at which equal 
proportions of respondents describe the price as “not expensive” or “too 
expensive” (i.e., PNE = PTE). 
The interval bounded by PMC and PME is termed the “range of acceptable prices” (van 
Westendorp, 1976, p. 151), or RAP: 
The ... [RAP] helps show the full range of viable pricing strategies. At the high 
end of the range, producers will begin to lose market share, but reap higher-than-
normal profits. At the low end of the range, producers will gain share through a 
low-cost strategy. (Socratic Technologies, 2004, p. 6) 
Several authors (e.g., Anderson & Jiang, 2001; Bonnet et al., 2004; Weiner & 
Zacharias, 2004) used the “cheap” and “expensive” (PC and PE) distributions, rather than 
calculating the inverse distributions as originally specified, when deriving the marginal 
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price points. Peruzzi (2011) published a brief critique of this alternative method, noting 
that it produced a narrower RAP with test data than did van Westendorp’s original 
procedure. Hence, to maximize the value of information derived from the PSM, it is 
important to “calculate [the] ranges correctly” (Peruzzi, 2011, “What Should We Care?” 
section), using the original specification. 
PSM: Application 
Since its introduction in 1976, the PSM has become a widely used alternative for 
determining consumer reaction to price (Bonnet et al., 2000; Draeger, 1998; Socratic 
Technologies, 2005). As Weiner and Zacharius (2004) observed, from the perspective of 
the marketing practitioner, the PSM is appealing on several dimensions: First, 
administration of the basic four-item measure is straightforward, especially in 
comparison with choice-based (i.e., conjoint or discrete-choice) designs. Second, 
compared to other common techniques like monadic testing, the van Westendorp method 
requires smaller respondent samples and is, therefore, a more economical approach to 
pricing research. Third, including two additional questions allows estimation of product 
trial and revenue at any point in the range of prices tested (e.g., Draeger, 1988). Fourth, 
the “technique works well when testing products consumers have experience with” 
(Weiner & Zacharius, 2004, p. 9). Lastly, one of the computational outputs of the 
measure – the IDP – can reliably predict product category average selling prices in the 
marketplace (Anderson & Jiang, 2001). Each of these dimensions is discussed below. 
Choice-based measurement, including conjoint and discrete-choice approaches, is a 
standard method of gauging consumer reaction to price (Draeger, 1988; Hair, Anderson, 
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Tatham & Black, 1995; Intelliquest, 2000; Nagle & Holden, 2002; Orme, 2006; Weiner 
& Zacharius, 2004).
13
 Choice-based assessment is, however, more complex than the PSM 
in both administration and interpretation (e.g., Tatham et al., 1995). Whereas the standard 
application of the PSM involves only four questions of respondents and is analyzed with 
basic mathematics, the family of choice methods can require large numbers of rating or 
similar judgments by respondents and knowledge of multivariate analytical techniques. 
Ideally, the complexity of conjoint or discrete-choice is not a barrier to its use; in 
practice, however, a marketer faced with a pricing decision might prefer the “simple, 
straightforward approach” (Draeger, 1988, p. 21) of the PSM, all things being equal. 
Additionally, as Weiner and Zacharius (2004) pointed out, a “key advantage of the 
PSM approach [versus other methods of measuring consumer reaction to price] is cost” 
(p. 9). The comparison on which that conclusion is based is one of the PSM versus 
typical monadic testing, in which respondents are exposed to one (and only one) target 
price of interest, in a between-subjects experimental design (see generally Kirk, 1982). 
The within-subjects orientation of the PSM is inherently more efficient with respect to 
                                                          
 
13
 In general, choice-based measurement techniques rely on the notion of products as 
bundles of attributes – physical as well as non-physical – each of which is of particular 
value to consumers. Product decisions are thus evaluations by purchasers of the net 
worth of an entire bundle, based on a the particular attributes present (or absent) in 
each bundle and the trade-off of attributes against each other. Conjoint and related 
choice-based techniques are used to disaggregate the value (or “utility”) assigned to 
each attribute in a bundled (i.e., purchase) decision. By breaking down product choice 
into a set of attribute trade-offs, choice-based tasks allow researchers to understand the 
value ascribed by consumers to particular attributes and attribute combinations without 
asking about each separately. See Hair et al. (1995) or Orme (2006) for additional 
explanation. 
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resources (i.e., numbers of respondents required) than a between-subjects approach, 
because respondents answer questions about multiple price points. Respondent-associated 
costs can comprise a major portion of research expenditures, so any method which is 
more conservative with respect to required respondent counts may find favor with 
practitioners looking to keep expenses low. (One should note that the conclusion may 
also apply to contrasts of the PSM with other methods – even those that employ within-
subjects measurement, such as choice-based tasks – whose relative complexity can 
require more effort, expertise and, consequently, expense than the PSM.) 
Another practical benefit of the PSM is that the addition of only two items – both 
gauging purchase likelihood – to the basic set of four questions allows practitioners “to 
frame the range of inelasticity and plot trial and revenue curves” (Weiner & Zacharius, 
2004, p. 9; see also Anderson & Jiang, 2001; Bonnet et al., 2001; Draeger, 1998; Socratic 
Technologies, 2005; Tatham et al., 1995). The advantage of having this additional 
information is “additional insight into the pricing question” (Weiner & Zacharius, 2004, 
p. 8). Although such estimation is also possible with other techniques (e.g., monadic 
testing or choice-type methods), the benefit with the PSM is parsimony, with 
measurement comprising a total of six questions for each product or brand under 
consideration. This has implications not only for the pricing researcher – whose job is 
still fairly straightforward – but for respondents as well. Relatively speaking, a six-item 
battery probably represents a lower burden on respondents than more involved methods 
of price measurement, such as conjoint analyses. Lower response burden should result in 
less respondent fatigue, which, in turn, may lower item nonresponse and questionnaire 
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abandons, as well as increase reliability of the resulting data (Dillman, 2007; Dolnicar & 
Heindler, 2004; Groves et al., 2004).
14
 
The nature of the questions employed in the van Westendorp method means that the 
PSM is best used with product and service categories with which respondents are already 
familiar (Comley, 1997; Socratic Technologies, 2005; Weiner & Zacharias, 2004). For 
the practitioner operating in an existing category and with knowledgeable customers, this 
is not an issue. Because the goal of most firms is to maximize revenue from current 
customers or take share from competitors (Keiningham, Vavra, Aksoy, & Wallard, 2005) 
– both strategies aimed largely at product-aware market segments – the PSM would 
appear to be an appropriate technique for many businesses. 
Finally, external validity – “the extent to which ... research findings can be 
generalized to larger populations and applied to different ... settings” (Nachmias & 
Nachmias, 1981, p. 92) – is a critically important trait of applied measurement methods 
such as the PSM. If the results of the PSM are not generalizable outside the test setting, 
the instrument will have little applied value. But, as Anderson and Jiang (2001) reported, 
the van Westendorp IDP has reliably predicted average selling prices across multiple 
product categories. Further, as Socratic Technologies (2005, p. 3) stated, “the van 
Westendorp method ... produces results that are very similar to real-world, verifiable 
pricing and demand-share data.” Marketers seeking price measurement with “real world” 
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 Interestingly, van Westendorp (1976) disclaimed the use of purchase intention 
questions in his original work (p. 146). 
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application would thus tend to look favorably on the PSM because of its marketplace 
validation. 
Figure 1, below, compares advantages and disadvantages of several common methods 
of determining consumer response to price. 
Figure 1 
Key Advantages, Disadvantages and Focus of Common Pricing Research Methods 
Method Focus Advantage Disadvantage 
Direct questioning How much would you pay 
for this product? 
Easily administered 
and answered 
Demonstrated low 
validity 
Monadic testing Would you buy this 
product at this price? 
Simple design; offers 
estimates of both price 
thresholds and volume 
Requires large 
numbers of 
respondents; lack of 
discrimination for 
close prices; requires 
aggregate-level 
analysis 
Gabor-Granger 
analysis 
Would you buy this 
product at this price? 
What about this price? 
Simple design; can 
incorporate multiple 
products/price points 
in single study; can 
obtain individual-level 
estimates 
Provides rough 
estimates; sensitizes 
respondents to price as 
a key product attribute 
Choice-based tasks 
(conjoint; discrete 
choice; maximum 
difference scaling) 
Which of these [product-
price bundles] would you 
buy? 
Provides detailed 
information; pricing 
decisions evaluated in 
context of other 
product attributes 
Complex design and 
interpretation; 
potentially heavy 
respondent burden 
van Westendorp PSM At what price is this a 
bargain? Expensive? Too 
cheap? Too expensive?  
Simple design; can 
obtain range of 
potential prices as well 
as volume at different 
points; predicts actual 
market prices well 
Core trade-off 
between price and 
quality not validated; 
price decisions made 
in isolation from other 
product attributes 
Note. For additional comparison, see MarketVision Research, 2002; Nagle & Holden, 
2002; Socratic Technologies, 2004; Tatham et al., 1995; Weiner & Zacharias, 2004. 
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Summary 
Despite its popularity in applied consumer research, “existing literature on [the] PSM 
is scarce” (Tatham et al., 1995, Limitations section, para. 3). Similarly, as Bonnet et al. 
(2000, Introduction section, para. 3) lamented, “the van Westendorp Pricing 
Methodology ... while used widely has not been rigorously validated.” There are 
published attempts to explicate the PSM with respect to underlying constructs on which 
the measure is based (e.g., reference pricing; the linkage between price and perceived 
quality), and no further development of the derived measures such as IDP, OPP, PMC, 
PME, or RAP, as van Westendorp himself suggested. And, the original paper’s call for 
“the development of statistical tests” for the PSM outputs (van Westendorp, 1976, p. 160) 
remains unanswered. 
In terms of PSM application to online news content, the picture is equally cloudy. 
Van Westendorp specifically mentioned the PSM’s use in setting pricing for newspaper 
subscriptions, and Borrell Associates (2001) employed the measure in assessing reactions 
to pricing for newspaper content online. But, those are the only published references 
available, and neither addresses issues of reliability or validity in using the PSM for such 
purposes.  
Moreover, considering the way in which the various price estimates are obtained, one 
may intuitively question the appropriateness of the PSM to measure products whose 
reference price may be zero, or for which there may be no perceived relationship between 
price and perceived quality. 
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This is especially salient in considering news published online as a good for sale. In 
2009, the reference price for a printed copy of a daily newspaper – defined operationally 
here as the modal single-copy cover price among measured titles – was 50¢, unchanged 
from 2005 (NAA, 2007, 2009). By 2011, that reference price rose to 75¢ (J. Conaghan, 
personal communication, April 2, 2013). In contrast, although no published standard 
exists, the observed price for news online has been very low – nearly zero – until very 
recently.
15
 And, although the normative price for non-news digital content (e.g., 
applications tailored for mobile devices such as tablets and smartphones) appears to be 
inching steadily upward since the introduction of iPad in 2010 – 99¢ is a popular price 
point in early 2013 – Gartner (2012) estimated that, even into 2016, more than 90% of 
worldwide downloads from mobile app stores will still be of free applications. So, 
although consumers may be growing somewhat more accustomed to being asked to pay 
for content in addition to traditionally paid fare like music, movies and the like, those 
occurrences are still a minority. More importantly, paid apps overwhelmingly comprise 
entertainment-focused offerings, not news content. For news online – especially 
consumed via traditional web browsers on computers, rather than mobile devices – the 
applicability of the PSM’s underlying assumptions may be debatable. 
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 In early 2011, when the survey discussed in this work was fielded, there were fewer 
than two dozen papers that publicly acknowledged charging audiences for access. As 
of March 18, 2013, the total had increased to 412 
(http://www.newsandtech.com/stats/article_22ac1efa-2466-11e1-9c29-
0019bb2963f4.html). 
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THEORY 
Uses and gratifications 
It is assumed that audiences seek out information that is both useful to them and least 
dissonant cognitively. This assumption lies at the core of the uses and gratifications 
approach to analyzing media consumption among and effects upon audiences (e.g., Katz, 
Blumler, & Gurevitch, 1974; Rubin, 1994).
16
 Lometti, Reeves, and Bybee (1977) offered 
a concise summary of the uses and gratifications model: 
The uses and gratifications approach ... argues that audiences are not passively 
waiting for the media to exert undifferentiated influence. Instead, audiences are 
seen as active, possessing particular needs, and knowingly selecting the 
communication channels and messages most likely to fulfill their needs. (p. 321) 
Communication scholars working within the uses and gratifications perspective 
identified a variety of individual needs potentially serviced by media consumption. 
Among the most popular aggregations (Rubin, 1994) were those offered by McQuail, 
Blumler, and Brown (1972), which included diversion, personal relationships, personal 
identity and surveillance; and, a slightly more parsimonious set from Blumler (1979), 
comprising cognitive, diversionary and personal identity motivations. More recently, 
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 Katz et al. (1974, pp. 510–511) elaborated five fundamental principles of uses and 
gratifications theory: (1) an active, goal-directed audience; (2) linkage “between need 
gratification and media choice lies with the audience”; (3) multiple avenues for 
gratifying needs are available to the audience, which must choose between various 
media and non-media alternatives; (4) awareness of their own “interests and motives” 
is strong enough among audience members to enable self-report as a valid data-
gathering mechanism; and, (5) “value judgments about the cultural significance of 
mass communication should be suspended while audience orientations are explored on 
their own terms.” 
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Stafford, Stafford, and Schkade (2004) noted three broad categories of gratifications 
sought by internet users in particular: those related to content, process or social needs. 
Papacharissi and Rubin (2000) also explored need-based predictors of internet use, and 
found five core functions served: interpersonal utility, passing time, information seeking, 
convenience and entertainment. 
Ironically, the broad range of needs and potential fulfillments identified by uses and 
gratifications studies has been one of the theory’s greatest sources of criticism. In his 
synopsis of uses and gratifications milestones, Rubin (1994) noted that many early 
critiques of the approach focused on research that enumerated gratifications sought from 
media. According to these criticisms, the resulting hodgepodge of separate typologies 
inhibited formation of a cohesive theory of how needs drove media use and effects. 
Rubin’s summary mentioned another frequent criticism; i.e., that the “individualistic” 
nature of uses and gratifications “makes it difficult to explain or predict beyond the 
persons studied or to consider societal implications of media use” (p. 423). Similarly, Lin 
(1996) recounted numerous critics’ labeling of uses and gratifications as “atheoretical,” 
and too focused on empiricism. Nevertheless, Lin concluded: 
The uses and gratifications perspective is a bona fide home-grown communication 
theory with intrinsic social-psychological roots. Although not without criticism 
from certain scholars, the uses and gratifications perspective has proven to be an 
axiomatic theory in that it is readily applicable to wide ranging situations 
involving mediated communication. (para. 1) 
Other authors echoed the “axiomatic” characterization, remarking that “audiences’ 
motivations and decisions to use a certain type of mediated communication tool have 
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been investigated through this theory whenever a new technology enters the stage of 
mass communication” (Ko, Cho, & Roberts, 2005, p. 58). 
More specifically, uses and gratifications has proven popular as a theoretical 
paradigm in examining internet use from the audience perspective (e.g., Boyajy & 
Thorson, 2007; Eighmey & McCord, 1998; Flavián & Gurrea, 2009a; Ko et al., 2005; 
Lee, 2004; Papacharissi & Rubin, 2000; Ruggiero, 2000; Stafford et al., 2004). Several 
investigators argued that uses and gratifications may be particularly well-suited to 
exploring audience consumption of internet-based media because of the goal-directed 
nature of much internet use (Boyajy & Thorson, 2007; Ruggiero, 2000), and that “the 
rapid growth of the [i]nternet has strengthened the potency of uses and gratification 
theory because this medium requires a higher level of interactivity from its users in 
comparison with other traditional media” (Ko et al., 2005, p. 58). Other authors 
highlighted the value of uses and gratifications in examining internet use because of the 
medium’s “selectivity characteristics that allow individuals to tailor messages to their 
needs,” with the internet as an exemplar of a truly “demassified” medium (Ruggiero, 
2000, p. 16), wherein “control of mass communication systems [shifts] from the message 
producer to the ... consumer” (Williams et al., 1988, pp. 12–13). 
In choosing uses and gratifications as its theoretical foundation, this study follows the 
core notions of that body of communication research; namely, that audiences seeking 
news and related information on the internet do so purposefully, choosing among 
multiple sources, with the aim of gratifying various individually held needs. Additionally, 
this work relies on individual self-report as a means of measuring key constructs, in 
keeping with traditional uses and gratifications methods. Lastly, adopting the uses and 
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gratifications focus on individual-level needs and motives also answers calls for 
examining pricing of online news from the consumer – rather than producer – 
perspective, as a means of becoming more attuned to evolving media markets (e.g., 
Crosbie, 2007; Donatello, 2002, 2009; Picard, 2010a, 2010b, 2010c; see also Levy, 
2009). 
Within this theoretical framework, it is hypothesized that if audiences find a source of 
information more attractive than other, competing sources of information, they will seek 
the more attractive source. Attractiveness is defined here in terms of the degree to which 
an information source provides the need gratification(s) in search of which an audience is 
consuming media. 
It is also hypothesized that because audiences have paid for information in the past, 
they are accustomed to assigning value to information based on the degree to which that 
information fulfills their needs. Further, it is hypothesized that audiences are willing to 
pay for such information, and that within an individually variable range of acceptable 
prices (van Westendorp, 1976), audiences will switch from free information sources to 
those for which an acceptable payment is required to access. 
This study seeks to identify that range of prices, explain its determinants, and to 
propose possible ways that publishers might incorporate such knowledge into their 
business models and practices. 
Notably, recent developments in mobile platforms and the distribution of content to 
smartphones and tablet-style devices (e.g., Amazon Kindle; Apple iPad; Android OS-
based tablets) have been seen as a potential savior for the newspaper industry (Emmett, 
47 
2008; Fitzgerald, 2010; Kinsman, 2010; McMullen, 2011; Moses, 2010; Portier, 2010). 
In a pointed example, at a mid-summer staff meeting in 2010 – less than six months after 
USA Today had released its “app,” or branded iPad program, for the Apple platform – 
publisher David Hunke proclaimed the iPad “manna from heaven” for the company (D. 
Hunke, personal communication, July 7, 2010). Portier used the same language in 
proclaiming that “the device would indeed appear to be manna from heaven for magazine 
and newspaper publishers.”  
More recently, observers predicted that tablet-style distribution would “break the 
logjam that has bedeviled publishers attempting to move their subscription models” to 
digital platforms (Learmonth, Bush, & Lee, 2011, p. 1). In an industry study conducted 
for Next Issue Media,
17
 using a choice-based methodology, Kon, Gosalia and Portelette 
(2010) found, for example, that tablet-based editions appealed not only to non-readers of 
printed editions, but also to a segment of current print readers who were willing to pay an 
additional amount to access the tablet version. Kon et al. argued that, given the 
favorability with which tablet editions were viewed by potential readers, the incremental 
revenue realized by selling bundled print-and-tablet subscriptions would more than offset 
any cannibalization effect of print-only audience moving to tablet-only consumption. 
Westlund (2008) published one of the few theoretically framed studies of audience 
consumption of news via current-generation mobile devices. Although his work was 
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 Next Issue Media is “the digital publishing consortium of Condé Nast, Hearst, 
Meredith, News Corporation and Time, Inc.” (Kon et al., 2010, p. 2). 
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framed in the context of diffusion theory (Rogers, 1995), Westlund introduced uses and 
gratifications elements in exploring adoption of news on mobile platforms, noting that “a 
common denominator among most adoption studies is their focus on how people value 
different characteristics of the mobile device and its services” (Westlund, 2008, p. 448). 
Like prior work that focused on older-generation mobile devices (e.g., Nysveen, 
Pedersen, & Thorbjørnsen, 2005; Leung & Wei, 2000), Westlund expected that 
motivations for usage would influence perceptions of the value (i.e., expensiveness or 
inexpensiveness) of mobile news. Although no hypotheses of this nature were explicitly 
tested in the study, Westlund’s suggestion – that motivations for use and/or gratifications 
sought in accessing news on a mobile platform may bear on price-related decisions or 
attitudes – is important for the current study. 
Research questions and hypotheses 
Given the issues of both theoretical and practical significance raised in this literature 
review, the following general research questions (for which no predictions are offered) 
were examined in this study: 
RQ1: For which genres of news content are respondents most likely to use online 
news sources, how frequently do respondents do so, and what is their level of 
access via mobile devices?  
RQ2: What is the level of experience among respondents in paying for news content 
online? 
RQ3: What are the key reasons that respondents do not pay for news content online? 
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RQ4: What gratifications are associated with the use of online news sites? 
RQ5: Among a defined set of potential influences – including experience paying for 
content in the past, genre of news and information content (e.g., sports, 
personal finance, etc.), gratifications obtained, and overall satisfaction with a 
site – which displays the strongest predictive relationship with willingness of 
respondents to pay for site content?  
Several specific hypotheses were also advanced: 
H1: Audience ratings of gratifications associated with specific websites will vary 
as a function of content genre.  
H2: The higher the level of media gratifications delivered by a specific website, 
the higher the level of overall satisfaction with the website. 
H3: If audiences rate a particular information source as more likely than another to 
provide one or more specific media-related gratifications (i.e., more 
attractive), then they will choose that source of information over less-
attractive sources. That is, higher-rated sources will be preferred over lower-
rated sources. 
H4: Audiences that have paid for information in the past will be more likely to 
assign a higher (i.e., positive, non-zero) monetary value to information 
sources than audience that have not paid. 
H5: The higher the ratings of gratification assigned to a website, the more 
audiences will be willing to pay for information from that source. 
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H6: A significant (i.e., positive, non-zero) proportion of respondents queried will 
indicate a perceived lack of relationship between the price of a web-based 
news source and the quality (i.e., accuracy or credibility) of that source. 
CHAPTER 2 
METHOD 
Sample composition 
The sample employed in this study was drawn from the Research Now e-Rewards 
Consumer Panel, a nonprobability volunteer online, or “access,” panel.18 Access panel 
samples enjoy widespread use in market research generally and online research in 
particular, and have supplanted traditional (e.g., random-digit dialed or address-based) 
sample sources in many contexts over the last decade (Baker et al., 2010). 
Sudman and Wansink (2002) described the use of discontinuous access panels as 
“especially common” in studies of “special ... or rare” cohorts (p. 5), such as those with 
limited incidence in the general population under study (e.g., users of specific news and 
information websites). The ability to pre-recruit respondents with unique or difficult-to-
find characteristics is one of “the benefits of discontinuous consumer access panels [, 
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 The 2010 AAPOR Report on Online Panels (Baker et al., 2010) emphasized a 
distinction between panels recruited via probability sampling methods and those 
recruited via nonprobability methods. Consequently, it is noted that the panel from 
which respondents were drawn for this study does not employ probability sampling. 
Because the sample in this study was surveyed and reported information on the topic 
only once, the appropriate description is a discontinuous access online consumer panel 
(Sudman & Wansink, 2002). (See http://www.researchnow.com/en-
US/Panels/PanelQuality/Recruitment.aspx for a description of the Research Now e-
Rewards consumer panel recruitment process.) 
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which] are primarily related to reductions in the cost and time required” to field a survey, 
versus traditional sampling methods (Sudman and Wansink, 2002, p. 5). 
Demographic quotas were set based on population projections from the Fall 2010 
GfK Mediamark Research & Intelligence (MRI) survey, for U.S. adult internet users who 
had visited a website for news and information during the last 30 days. Demographic 
variables used to establish quotas included age, gender, geography (i.e., U.S. Census 
region), household income and educational attainment. Age, geography, income and 
education were selected because of their observed relationship with internet use and news 
consumption (Pew Internet & American Life Project, 2010). Gender was included 
because of its relationship with survey response (Pickery, Loosveldt, & Carton, 2001). 
Gender and age were nested within geography based on past Research Now experience 
with panelist response patterns (C. Gier, personal communication, April 4, 2011).
19
 
Questionnaire 
Screening, demographics and internet use 
Online audiences’ size and characteristics are gauged by a host of sources and 
methods.
20
 In this study, measures of population demographic characteristics and general 
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 See Appendix A for population and sample proportions on quota variables. 
20
 See, for example, surveys by the Pew Internet and American Life Project 
(www.pewinternet.org); the U.S. Bureau of Labor Statistics’ American Time Use 
Survey (www.bls.gov/tus); online populations’ enumeration by measurement firms 
Nielsen (www.nielsen.com/us/en/measurement/online-measurement.html) and 
comScore 
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online usage habits were adapted from the Wave 64 MRI Personal Interview and Product 
Booklet questionnaires.
21
 The MRI questionnaires were chosen as templates for three 
reasons: 
First, as discussed above, mirroring the MRI question structure as closely as possible 
enabled use of corresponding MRI estimates for internet usage patterns and demographic 
characteristics as population parameters (see Appendix A). These parameters were the 
foundation of sampling quotas for various demographic strata (i.e., gender, age, education 
and geography). The MRI estimates also formed the bases of sample weights used to 
ensure that the profile of respondents accurately reflected, as far as baseline 
demographics, the profile of adult U.S. internet users overall.  
Second, the MRI study is audited and accredited annually by the Media Rating 
Council (MRC; www.mediaratingcouncil.org), “a non-profit industry association 
established in 1964 [and] composed of leading television, radio, print and Internet 
companies, as well as advertisers, advertising agencies and trade associations, whose goal 
is to ensure measurement services that are valid, reliable and effective” (MRC, 2011). 
Although MRC audit reports for participating measurement services are considered 
                                                                                                                                                                             
 
(www.comscore.com/Products_Services/Product_Index/Media_Metrix_Suite/); and 
Scarborough Research (www.scarborough.com/pdf/scarborough-categories-measured-
2010.pdf), for comparable work. 
21
  The Wave 64 MRI personal interview and product booklet questionnaires are available 
at www.gfkmri.com/PDF/GfKMRI_Wave64PersonalInterview.pdf and 
www.gfkmri.com/PDF/GfKMRI_Wave64ProductBooklet.pdf, respectively. 
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confidential, “rating services awarded MRC Accreditation are given permission to 
display the MRC’s logo on the audited research product indicating compliance with ... 
[MRC] Standards” (MRC, n.d.). MRC accreditation provided some assurance that the 
MRI question forms were adequately pretested and met minimum, known standards of 
reliability and validity.
22
 
Last, the author’s experience in using the MRI study as a source of population 
estimates, in other contexts between 1997 and 2011, provided anecdotal demonstration of 
its value in that role. 
The survey instrument began with a screening question intended to eliminate 
participants employed in occupations related to journalism or marketing research, based 
on the common assumption that such respondents would be atypical of online news 
audiences in general, given their related employment and potential knowledge of the 
topic being studied. A second screen eliminated respondents who did not reside in the 
United States. Gender, age, educational attainment and state of residence were also 
assessed to determine quota-based eligibility to continue to the substantive portions of the 
questionnaire.
23
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 The author served as an active member of the MRC Print Committee and the MRC 
Internet Committee from 2006-2010, and participated in four annual audits of the MRI 
study, as well as several inter-audit reviews of the MRI work during that period. 
23
 Although Dillman (2007) recommends against locating demographic and similar items 
near the beginning of a questionnaire, the quota-checking process required such 
placement for these four questions. The remaining demographic-type measures – 
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Frequency and location of internet access were measured, as were computing 
platforms used for access and use of WiFi or other wireless technologies for internet 
connectivity. For all access- and use-related questions, a “last 30 days” time referent was 
employed so as to mirror syndicated standards. 
News genre interest, sources used and gratifications sought 
Respondents were queried on their interest in major genres of online news and 
information content – assessed on an 11-point scale, from “not interested at all” to 
“extremely interested” – and their frequency of last-30-day visitation of sites providing 
those same types of content. Content genres were selected with an eye toward (1) 
paralleling those assessed in the MRI questionnaire and in Nielsen’s monthly NetView 
measurement service;
24
 and, (2) representing, based on an informal review of existing 
sites, those which would generally comprise a typical newspaper-affiliated web offering. 
Content types included the following: 
 Business news and information 
 College or professional sports news and information 
 Editorials and commentary on the news 
 Entertainment news and information 
                                                                                                                                                                             
 
newspaper readership, subscription and household income – were placed at the end of 
the questionnaire. 
24
 See www.nielsen.com/us/en/measurement/online-measurement.html.  
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 High school or other local sports news and information 
 Lifestyle news and information 
 Local news and information 
 National, international or world news and information 
 Personal finance news and information 
 Personal technology news and information 
 Travel news and information 
From the list of content types visited during the last 30 days, the two genres rated 
highest in interest were selected for further exploration. In cases of tied ratings, content 
types were randomly chosen from among the tied items. Visitation of sites within each of 
the two highest-interest genres was measured both by total number of selections and by 
asking respondents which, among all genre-specific sites visited, was visited “most 
often.”25 
Respondents were also asked about their motives for using the two sites visited most 
often. Because the goal of this study was to examine the linkage between gratifications 
sought and obtained from online news and information sources, and willingness to pay 
for access to those sources, using existing, tested indicators from the uses and 
gratifications literature was judged to be a better choice than developing new measures. 
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 Respondents were asked to choose from a list of the most popular sites in each genre 
as listed by Nielsen’s NetView service for March, 2011, and by the Fall 2010 MRI 
release. (See Appendix C for the list of sites used in each list.) Respondents could also 
answer by indicating specific sites that were not prelisted, if they so desired. 
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By using metrics whose validity and reliability were already demonstrated in 
conceptually similar contexts, measurement error could ostensibly be lessened in 
comparison to original, untested measures (Groves et al., 2004). Additionally, extending 
the applicability of existing metrics would contribute to the knowledge base of media 
gratifications measurement. 
Consequently, the Internet Motives Scale (IMS; Papacharissi & Rubin, 2000) was 
selected as the model for assessing gratifications sought from news and information 
sources online. See Table 1, below, for IMS component measures. 
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Table 1 
Gratification Statements Included in the Internet Motives Scale, by Factor (Papacharissi 
& Rubin, 2000) 
“I use the Internet…” 
Factor Statement 
1 – Interpersonal Utility 
To help others 
To participate in discussions 
To show others encouragement 
To belong to a group 
Enjoy answering questions 
To express myself freely 
To give my input 
To get more points of view 
To tell others what to do 
I wonder what other people said 
To meet new people 
I want someone to do something for me 
2 – Pass Time 
Passes time when bored 
When I have nothing better to do 
To occupy my time 
3 – Information Seeking 
New way to do research 
It is easier 
To get information for free 
To look for information 
To see what is out there 
4 – Convenience 
To communicate with friends, family 
It is cheaper 
Easier to email than tell people 
People don’t have to be there to receive email 
5 – Entertainment 
It is entertaining 
I just like to use it 
It is enjoyable 
 
The IMS was employed in this study for three key reasons: First, the scale in its 
original form, while developed specifically to gauge reasons for using the internet, was 
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based on prior gratifications research (Rubin, 1983; Rubin, Perse, & Barbato, 1988) and 
yielded five factors – interpersonal utility; passing time; information seeking; 
convenience; and, entertainment – similar to those found in prior gratifications studies 
involving traditional media (e.g., Rubin, 1994). Second, the IMS served as a foundation 
of, and was validated in, other recent online gratifications research (e.g., Flanagin & 
Metzger, 2001; Kaye & Johnson, 2002; Ko, Cho, & Roberts, 2005; Stafford, Stafford, & 
Schkade, 2004). Finally, unlike other uses and gratifications measures developed for 
specific applications in advertising (Eighmey & McCord, 1998) or political information 
seeking (Kaye & Johnson, 2002), the IMS was conceived to apply across content 
domains. 
Minor changes in phrasing were made to IMS items used here and additions made to 
better reflect the nature of the topic under study, including items from Flanagin and 
Metzger (2001) and Kaye & Johnson (2002). Tables 2 and 3, below, detail gratifications 
explored by Flanagin and Metzger (2001), and Kaye and Johnson (2002), respectively. 
Table 4 lists the measures used in this study to assess motivations for use of news and 
information websites. 
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Table 2 
Gratifications Fulfilled by Communication Technologies (Flanagin & Metzger, 2001) 
Motivation for technology or media use 
To get information To solve problems 
To generate ideas To play 
To negotiate or bargain To stay in touch 
To learn about myself and others To relax 
To be entertained To make decisions 
To get to know others To contribute to a pool of information 
To learn how to do things To gain insight into myself 
To impress people To pass the time away when bored 
To have something to do with others To feel less lonely 
To provide others with information To feel important 
To get someone to do something for me  
 
Table 3 
Motivations for Using the Web for Political Information, by Factor (Kaye & Johnson, 
2002) 
“I use the Web for political information…” 
Factor Statement 
1 – Guidance 
To help me decide how to vote 
To help me decide about important issues 
To see what a candidate will do if elected 
To judge personal qualities of candidates 
For unbiased viewpoints 
2 – Information Seeking/ 
Surveillance 
Because information is easy to obtain 
To find specific political information I’m looking for 
To keep up with the main issues of the day 
3 – Entertainment 
Because it is entertaining 
Because it helps me relax 
Because it is exciting 
4 – Social Utility 
To give me something to talk about with others 
To use as ammunition in arguments with others 
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Table 4 
Gratification Statements Used to Assess Motivations for Use of News and Information 
Websites  
“People may have many different reasons for visiting a website. Using the scale provided, please tell 
us to what extent each of the following reasons describes why you visit [SITE] for [GENRE].” 
Statement number Statement 
1 I enjoy answering questions from other people on the site 
2 I just like to use it 
3 It gives me an opportunity to join discussions on [GENRE] 
4 It gives me information to bargain or negotiate 
5 It gives me information to help make decisions 
6 It helps me feel like I’m part of a group or community of interest 
7 It helps me gain insight into myself 
8 It helps me generate ideas 
9 It helps me get to know others 
10 It helps me learn new things 
11 It helps me pass the time when I’m bored 
12 It helps me to relax 
13 It helps me stay current with [GENRE] 
14 It helps me to feel important 
15 It helps me to feel less lonely 
16 It helps me to impress other people 
17 It’s cheaper than other sources of [GENRE] 
18 It’s easier to communicate with other people interested in [GENRE] 
19 It’s easier to find [GENRE] on the site than through other sources 
20 It’s enjoyable 
21 It’s entertaining 
22 It’s the best source for relevant [GENRE] 
Note. Response on 11-point scale with labeled endpoints (1 = “Does not describe at all”; 
11 = “Describes perfectly”) 
Potential misalignment between gratifications sought and those obtained is a 
recurring theme in uses and gratifications research (Ruggiero, 2000). In terms of meeting 
audience expectations (Palmgreen & Rayburn, 1982, 1985; Rayburn & Palmgreen, 1984), 
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a media source might deliver all gratifications sought, none, or some mixture in between. 
In viewing consumer choice of media channels as a rational decision based on evaluation 
of the likelihood of delivering gratifications sought or expected, repeated or frequent 
choice of particular news sources should indicate greater satisfaction with the degree to 
which sought needs were fulfilled. That is, sources gratifying media-related needs should, 
logically, be chosen or used more than sources which do not deliver those gratifications 
as well, all else being equal. 
That said, selection of one site more frequently than others may indicate that site’s 
relative superiority in delivering gratifications, but it does not necessarily indicate that 
gratifications were delivered as fully as desired. In other words, relative superiority over 
alternatives does not necessarily imply fully satisfactory delivery of gratifications in an 
absolute sense. 
This distinction is important, because it could explain an unwillingness to pay for 
online content even in the presence of behavioral indications that specific content is 
favored over available alternatives. The potential mismatch between behavioral indicators 
of needs met and the subjective sense that gratifications are delivered satisfactorily argues 
for separate measurement of each.
26
 For that reason, a distinct indicator of how well 
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 Although two such measures should tap different but related dimensions of a “needs 
met” construct (i.e., relative vs. absolute gratification), and thus exhibit some degree of 
correlation, one need not expect that the two would be identical, either for individual 
persons or averaged across groups of respondents. 
63 
respondents thought their most-visited sites fulfilled needs overall was also included in 
the questionnaire. 
Following assessment of gratifications sought and performance of the most frequently 
visited sites in delivering those gratifications, respondents were asked whether they had 
made any payments for online news and information (by content genre) during the past 
12 months.
27
 Respondents who had done so were asked about the payment mechanism 
and amount for the “last/most recent” occasion. Respondents who had not paid for 
content online were asked to indicate their degree of agreement, on a five-point scale, 
with seven potential reasons why they had not paid.
28
 
PSM 
As discussed earlier, prior studies involving the PSM varied the exact structure and 
sequence of the statements eliciting the four core measurements (i.e., PTC, PC, PE, and 
PTE). Because posing the “too cheap” question could create a challenge for respondents 
applying the concept to online news content (see Borrell Associates, 2001, and discussion 
below), the PSM scales were presented in this study in decreasing order of presumed 
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 The 12-month, rather than 30-day, timeframe was used for two reasons: First, 
screening for payment over a 12-month period could identify more respondents with 
experience in assigning monetary value for content than would a 30-day screen, all 
else being equal. Second, past work (Borrell Associates, 2001) used a 12-month 
window in asking about payment for content, providing a baseline against which these 
results might be judged. 
28
 The question was based on a similar item used in the Borrell survey. 
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magnitude, from too expensive to too cheap (i.e., PTE → PE → PC → PTC). This was done 
under the assumption that delaying solicitation of the too cheap response until the end of 
the series would help to keep the other price responses free from any potential anchoring 
bias that the too cheap question might cause. 
The PSM battery is generally administered by telephone or online questionnaire 
(although there is no theoretical or practical basis that precludes in-person 
administration). Bonnet et al. (2001, Introduction section, para. 2) suggested that online 
administration, in a way that prevents respondents from referring to prior responses as 
they progress through the battery, may “be an important ingredient to the success” of the 
technique. Although that assertion has never been tested, respondents were prohibited 
from using the “back” button on their web browsers throughout the current survey.29 
In the original work, van Westendorp (1976) instructed that data be “corrected” (p. 
145) for logically inconsistent answers, but was unclear on how such cleaning was to be 
conducted. According to the model, the logical ordering of price values obtained should 
be from too cheap to cheap, then to expensive and, finally, too expensive. Although one 
could compensate (or “correct”) for logically inconsistent values in the analysis phase via 
a technique to address missing data (e.g., Hair et al., 1995), it was judged here that the 
better alternative was to avoid inconsistent values from the start, by offering guidance to 
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 Disabling the backward browsing function, in a web-based administration, prevents 
respondents from changing their submitted answers to prior questions. Although 
respondents are thus unable to correct previous answers submitted in error, the practice 
also prevents respondents from “gaming” the survey to ensure (or avoid) 
administration of subsequent questions that they may (or may not) wish to answer. 
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respondents who provided those values at the point that the answers were submitted. So, 
the four van Westendorp questions were programmed with range checks on acceptable 
values, such that the {PTE ≥ PE ≥ PC ≥ PTC} relationship was maintained. Respondents 
who submitted out-of-range answers for any of the four measures were shown an error 
message to that effect, and asked to resubmit their response(s) using a number within the 
acceptable range. 
Van Westendorp (1976) specified anchoring the lower and upper limits of each scale 
with “impossibly low or high prices,” respectively (p. 146).30 As prior research (Borrell 
Associates, 2001) noted, in a market where many alternatives are free and the prevailing 
reference price may be near zero, the only “impossibly” low price is a negative one; that 
is, where an audience is paid for consumption rather than paying to consume. Because 
such a scheme did not appear realistic on its face, the lowest possible price in the current 
study was set at zero dollars per month (i.e., free). On the high end, a monthly fee of $50 
was judged to be sufficiently extreme, given current market conditions.
31
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 Other investigators have adapted the measurement to an open-ended format, asking 
respondents to indicate prices without using referential scales (e.g., Borrell Associates, 
2001; Tatham et al., 1995). No published research explores potential differences in 
response or results yielded by the two approaches, however, so this study maintained 
the original, scalar format. 
31
 As of this writing, two of the most popular – and most expensive – subscription-based 
online news sites are those of the Wall Street Journal (www.wsj.com) and the 
Financial Times (www.ft.com). The monthly equivalent rate (based on a 12-month 
subscription) for the Journal is $12.50 plus tax, while the Times charges $38.99 on a 
month-to-month plan. Although an “impossibly” high price of greater than $50 could 
have been chosen here, one of the goals was to keep the task realistic. Because most 
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Two additional questions, asking about the likelihood of purchase at the “expensive” 
and “cheap” prices, were included to approximate those recommended by Weiner & 
Zacharius (2004). But, because these questions were not asked using the calculated 
marginally expensive and marginally cheap prices – which, due to fielding constraints, 
could not be calculated “on the fly” for each respondent – the information obtained 
cannot be considered directly comparable to the Weiner & Zacharius measurement. Still, 
stated purchase intent at individually expressed, rather than aggregated, high and low 
price points might still be of value in understanding market dynamics. 
Recall that in Borrell Associates’ (2001) study, some respondents spontaneously 
volunteered that the PSM’s “too inexpensive to be of quality” (PTC) measure was 
nonsensical when applied to news and information online; that is, they perceived no 
linkage between the price of a news source and its quality. A similar lack of such linkage 
among respondents in this study would render the PTC measure invalid and could 
jeopardize the accuracy of the PSM estimates overall. 
To assess whether the “too inexpensive” question lacked face validity32 for these 
respondents, two additional measures were included in the questionnaire. First, for a 
randomly selected half of respondents, the “too inexpensive” scale was modified to 
                                                                                                                                                                             
 
online news sites currently charge less than $10 per month, $50 was judged to be 
extremely high but not outlandishly so. 
32
 Litwin (1995) defined face validity as “a casual assessment of item appropriateness” 
(p. 35). 
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include an off-scale response option that read, “Not applicable: I would not begin to 
doubt the quality or accuracy of the site based on a very low price.”33 Thus, respondents 
who received the altered version of the “too inexpensive” item were free to respond either 
using the standard scale or the “not applicable” response. Second, paralleling other work 
(Galesic & Bosnjak, 2009; Goglia & Turner, 2009; Borrell Associates, 2001), a 
generalized question was included at the end of the survey, asking respondents, “Finally, 
are there any comments you would like to give us regarding the survey itself?” It was 
thought that, in addition to other potentially useful feedback, respondents who did not 
believe in a connection between low price and low quality for news online might use this 
open-ended response opportunity to convey those beliefs during the survey. 
An additional open-ended measure was included at the end of each PSM task, in 
which respondents who replied with a “cheap” price of zero – indicating extreme price 
sensitivity toward online content and a bias toward the free access model – were asked 
what could be done by publishers to make their indicated “expensive” price worth 
paying. The underlying logic behind this question structure was that if a news source in 
its current state was judged to be not worth paying for at all, then it would need to be 
improved in some way – made to be of greater value subjectively – before a consumer 
would pay for it. The “expensive” price was chosen as the target for this question because 
it was assumed that an extremely price-sensitive consumer would likely be biased toward 
the free model in any case, so that knowing what might possibly justify an “expensive” 
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 See Appendix J for a visual comparison of the standard PTC question form (upper 
image) and the alternate form (lower image). 
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price would be a publisher’s best chance for obtaining a payment greater than zero. In 
contrast, knowing what audiences might see as justifying payment of some minimum 
price would likely be of little use to publishers, because prior research suggested that 
such a price would be so small a difference from the free option that the likely return 
would not justify a publisher’s investment in improving the offering. 
Procedure 
An initial sample of 5,113 was drawn randomly from the pool of all active Research 
Now panelists. Care was taken to exclude panelists who were known to have participated 
in some form of paid-content research during the preceding six months, in order to avoid 
potential issues of panelist conditioning toward the topic (Couper, 2000; Sudman and 
Wansink, 2002). 
Invitations to participate in the study were sent on Friday, April 29, 2011, to the 
email address of record for each panelist, and fielding began that day. The first mailing 
resulted in 914 valid survey completions. A second, reminder email was sent to non-
responding panelists on Friday, May 6, 2011. Fieldwork completed at midnight on 
Sunday, May 10, 2011, with an extra 104 completions following the reminder mailing. 
Many authors (e.g., Baker et al., 2010) argue that typical response rate calculations 
are inappropriate for a nonprobability sample such as that represented by the Research 
Now panel. According to the American Association for Public Opinion Research 
(AAPOR), however, because the survey comprised an “internet survey of specifically 
named persons,” (AAPOR, 2011, p. 32), with invitations distributed by email, 
appropriate parallels may be drawn with random-digit dialed telephone and mailed 
69 
surveys, and methods of summarizing response in those modes of administration. Given 
the utility of describing survey response as completely as possible, AAPOR guidelines 
were followed in this study and summary metrics reported. Table 5, below, lists those 
general response metrics for the sample, including those provided by the AAPOR 
Response Rate Calculator.
34
 (Contents of the full AAPOR calculator worksheet are 
available in Appendix B.) 
Table 5 
Sample Response Metrics 
Respondent category 
AAPOR 
Disposition Code 
Count 
Total panelists invited 
 
5,113 
Invitation email undelivered 3.3 68 
Survey starts 
 
5,045 
Refusal and breakoff 2.1 266 
Over quota termination 4.8 2,961 
Unknown eligibility, non-interview, other 3.9 800 
Survey completions, total 1.1 1,018 
Survey completions, first invitation 1.1 914 
Survey completions, second invitation 1.1 104 
Mean interview length, total minutes  26.85 
Mean interview length in minutes, outliers removed
35
  18.97 
Median interview length in minutes, outliers removed  14.63 
Note. AAPOR disposition codes correspond to the Response Rate Calculator worksheet 
entries listed in Appendix B. 
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 The American Association for Public Opinion Research (AAPOR) Response Rate 
Calculator v3.1. Retrieved June 2, 2011 from 
http://www.aapor.org/AM/Template.cfm?Section=Standard_Definitions2&Template=/
CM/ContentDisplay.cfm&ContentID=3156. 
35
  The process of removing respondent outliers is elaborated in the Results chapter. 
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Incentive 
Research Now panelists’ participation in the study was incentivized with the promise 
of a $3.00 cash-equivalent payment upon completion of the full questionnaire.
36
 Partial 
completions (i.e., screen-outs) were compensated with $0.25. Respondents who 
abandoned the survey prior to completion, without being screened from further 
participation, received no incentive. 
Respondent burden and data quality 
Research Now personnel noted that abandonment rates among their panelists 
increased substantially for surveys longer than 20 minutes in duration (J. Pulley, personal 
conversation, January 14, 2011). Generally, this is consistent with prior research on the 
negative effect of respondent burden on item nonresponse and survey cooperation (Beebe 
et al., 2010; Galesic & Bosnjak, 2009; Herzog & Bachman, 1981), so efforts were made 
to keep the questionnaire as short and focused as possible (Dillman, 2007). Similarly, 
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 The use of financial incentives to secure respondent cooperation in surveys is well 
documented (Dillman, 2007; Groves, 2006; Singer, 2002; Church, 1993). In general, 
monetary incentives serve to increase response rates among those who otherwise 
might not be inclined to participate in survey research, but have little effect on 
respondents who are predisposed to participation due to topic salience, social 
motivations or other reasons (Singer, 2002). Consequently, data representativeness 
may be enhanced when incentives motivate response among strata that are typically 
underrepresented in general population surveys (Groves, 2006; Singer, 2002). And, 
although prepayment of a cash incentive has been shown to be superior to either 
prepayment of a non-cash award (i.e., in-kind gift) or payment of a monetary incentive 
contingent on completion of the survey (Singer, 2002; Church, 1993), incentives still 
play a useful role in surveys among already-motivated respondents, including access 
panel members (Singer, 2002; Sudman and Wansink, 2002). 
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Miller and Jeavons (2008, Slide 32) stated that “respondent attention is not always 
consistent across the duration of the interview, often declining as the interview 
progresses, and/or when rating grid questions are encountered,” resulting in diminished 
data quality, especially when respondents engage in satisficing behaviors. “Researchers 
can reduce satisficing by increasing respondent motivation and attention” (Miller & 
Jeavons, Slide 32). 
In their test of the efficacy of several techniques to increase attentiveness among 
respondents, Miller and Baker-Prewitt (2009, “Background” section) asserted that the use 
of “trap” questions37 had become a “popular and effective means” of increasing the 
degree and quality of response throughout a survey. Among the variations tested, the 
“survey item directive to give a particular response” (Miller & Baker-Prewitt, p. 1) 
proved the most effective, ostensibly because its overt nature let respondents know that 
their survey performance would be closely scrutinized. The authors recommended 
including “particularly conspicuous trap questions (directives) ... early in a survey” to 
increase data quality (p. 9). 
Consequently, three trap questions were included in this study, spaced at roughly 
equal intervals (i.e., at the one-quarter, halfway and three-quarters points) in the survey 
questionnaire (Miller & Baker-Prewitt, 2009). The first item (question “Trap1,” 
Appendix Q) was an overt instruction to perform a simple subtraction problem and enter 
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 Also called “red-herring” items, trap questions “are inserted in online surveys to make 
respondents demonstrate that they have carefully processed and responded to a 
survey” (Miller & Baker-Prewitt, 2009, “Background” section). 
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the answer as the question response. Research Now field personnel reported using this 
particular trap to good effect in establishing expectations of careful response among their 
panelists (M. Krameisen, personal communication, March 8, 2011). The second and third 
items (“Trap2” and “Trap3,” Appendix Q) were simple instructions to choose a particular 
answer from the available response set (Miller & Baker-Prewitt, 2009). 
Additionally, building on the findings of Goglia and Turner (2009), the visual design 
of questionnaire response mechanisms was varied slightly in an attempt to maximize 
respondent engagement throughout the survey. In grid-type questions, column headers 
were repeated every five rows to ensure that respondents did not need to scroll the 
contents of their browser windows to identify the answer options available to them. 
Adobe Flash-based, sliding scale indicators were used – rather than standard radio 
buttons – for some scalar responses, to help provide visual variety. Last, the presentation 
order of response options was randomized wherever possible (i.e., for questions whose 
responses did not follow a logically ordinal pattern). These practices follow the general 
principles of Dillman’s (2007) “tailored design method” for questionnaire construction. 
CHAPTER 3 
RESULTS 
All statistical analyses were performed using IBM SPSS Statistics Version 20 for 
Windows (64-bit). Tests of significance were evaluated at a criterion level of  = 0.05 
unless otherwise noted. 
Data Hygiene  
Initial cleaning of the dataset was based on two criteria: performance on trap 
questions and interview length. The rationale for trap questions was discussed already. 
Interview length was established as a cleaning criterion because it is often considered as 
an indicator of potential low-quality response and measurement error in web surveys 
(e.g., Miller & Baker-Prewitt, 2009; Rogers & Richarme, 2009). 
Eight respondents failed at least one trap question, with four failing each of the first 
two items. No respondents failed the third trap and no respondents failed more than one 
trap question in total. Examining the answers of those who failed trap questions, there 
was no evidence of responses meeting the Hair et al. (2005) definition of an outlier
38
 on 
more than one of the other items in the survey. Additionally, there was no evidence of 
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 For samples greater than 80, outliers are generally defined as scores with values of 
three to four standard deviations above a variable’s mean. 
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“straightlining” (Herzog & Bachman, 1981) – operationalized as zero variance in 
response to any of the multi-item measures in the survey – for any of the respondents 
who failed a trap question. On these bases, it was decided that failure of a trap question 
not be used as a de facto indicator of suspect data.  
Pretesting had indicated that a full interview could typically be completed in 10-15 
minutes, with five minutes being the minimum time required to read through and respond 
randomly to the shortest possible path through the survey. As presented in Table M5, for 
all 1,018 completed surveys, minimum interview length was 3.63 minutes, maximum was 
3,140.58 minutes and the mean was 26.85 minutes, with a standard deviation of 115.83 
minutes. Based on those figures, following the recommendation by Hair et al. (2005) 
would have meant that interviews of nearly 374 minutes, or more than six hours’ 
duration, would have been retained. Given both pretest results and mean interview 
duration for the total sample, it was decided that interviews shorter than five minutes or 
longer than 60 minutes (slightly more than double the mean duration) in length be 
designated as suspect and excluded from further analysis. Thirty-eight surveys were 
excluded on this basis, resulting in a final, cleaned sample of 980 interviews.
39
 
Sample balancing 
In order to match the basic demographic profile of the cleaned sample to the MRI 
population estimates discussed earlier, case weights were developed using the QBAL 
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 Only one respondent both failed a trap question and had an overly long interview. 
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sample balancing software from Jan Werner Data Processing.
40
 Werner (2004) described 
the software’s general process of computing weights as follows: 
Methods for adjusting sample sub-groups on multiple dimensions simultaneously 
are called sample balancing. 
Iterative proportional fitting or IPF is a widely accepted sample balancing 
technique originally developed ... to adjust samples taken for economic and social 
surveys on selected demographic characteristics against data obtained from the 
U.S. Census. … 
IPF uses least-squares curve fitting algorithms to obtain a unique weight for 
each case that minimizes the root mean square error (RMSE) across multiple 
dimensions simultaneously. Then it applies these weights to the data and repeats 
the procedure using the newly obtained marginal counts to obtain yet another set 
of weights. This process is repeated for a specified number of iterations or until 
the difference in the RMSE between successive steps becomes less than a specific 
minimum value. (p. 2) 
The case weights produced by the QBAL software were calculated to replicate, in the 
sample data, population proportions for household income, educational attainment, and 
gender by age within Census region. Case weight values ranged from 0.309 to 4.685 (M 
= 1.0, SD = 0.707). The only demographic segment for which a population proportion 
was not replicated successfully was respondents with annual household incomes between 
$50,000 and $74,999, due to the presence of item nonresponse (i.e., “prefer not to 
answer”) on the income question. 
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 See www.jwdp.com/qbal.html for additional detail. The author is indebted to Jan 
Werner for his assistance in generating the weighting scheme. 
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Sample proportions on weighting variables are provided in Appendix A. Due to the 
nonprobability nature of the panel sample with respect to the total population of online 
news consumers, no attempt was made to develop population projection weights. 
Findings 
General 
Access to the internet from the home was nearly universal among respondents during 
the “last 30 days” timeframe. Workplace access was less widespread, but still used by a 
majority of respondents. Schools, libraries or other locations were less popular gateways. 
Six of 10 respondents accessed the internet via WiFi or another wireless connection 
outside their homes during the last 30 days. See Table 6 for details. 
Table 6 
Respondent Internet Access During Last 30 Days, by Location and Wireless Capability 
Access detail Percentage of respondents 
Access by location  
Home 97.7 
Work 59.8 
Another place 33.0 
School or library 15.5 
Access via wireless connection  
Accessed internet via WiFi or other wireless connection at a 
location outside home 
60.2 
 n = 980 
Note. Percentages total greater than 100 due to multiple responses. 
Laptop, notebook and netbook computers were the most popular platforms for 
internet access, used by eight of 10 respondents. Two thirds of respondents accessed via 
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desktop computers, and one in six used a video game console. Half of respondents 
accessed via a smartphone or other cellular phone, and tablet computers were used by 
slightly fewer than one in 10. Additional details on access platforms appear in Table 7. 
Table 7 
Percentage of Respondents Accessing Internet Last 30 Days, by Device 
Device Percentage of respondents 
Laptop or netbook computer 79.2 
Desktop computer 66.7 
Cellphone or smart phone 50.8 
Video game console 16.8 
iPod or other MP3 player 12.7 
iPad or other tablet computer 9.6 
Electronic book reader/e-reader 6.8 
Other device 1.3 
 n = 980 
Note. Percentages total greater than 100 due to multiple responses. 
Exposure and subscription to printed editions varied by title. As displayed in Table 8, 
national newspapers were read by up to one in six respondents during the last 30 days, 
depending on title, while local newspapers were read by more than half (57%) during the 
same period. More than one third (36%) of respondents had not read print editions of any 
of the queried titles during the period. Subscription rates ran between one and three 
percent for the national publications, while a third of respondents reported a personal or 
household subscription to their local newspapers. Nearly two thirds of respondents (65%) 
did not subscribe to any of the named publications. 
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Table 8 
Last 30 Day Readership, and Subscription Rates of Print-Edition Newspapers, by Title 
Title Percentage of respondents 
Read last 30 days  
USA Today 16.0 
The Wall Street Journal 9.5 
The New York Times 9.2 
Your local daily newspaper 56.7 
None of these 36.2 
Personal or household subscription  
The Wall Street Journal 3.4 
The New York Times 2.6 
USA Today 1.1 
Your local daily newspaper 32.7 
None of these 64.9 
 n = 980 
Note. Percentages total greater than 100 due to multiple responses. 
Research Question 1: Online news use 
Research Question 1 asked which genres of news content respondents were most 
likely to seek online, how often respondents did do so and how widespread mobile access 
of online news content had become. Table 9 presents last-30-day visitation of news and 
information websites, by content genre of information sought. National, international or 
world news and local news comprised the two most-visited content genres; entertainment, 
personal technology and travel were the remaining categories visited by a majority of 
respondents at least once during the last 30 days. As expanded upon in Table 10 – which 
drills down to provide additional detail on visitation frequency by content genre – it is 
clear that desire for national-level and local coverage also inspired the most frequent 
visitation to news sites: More than half of those seeking national, international or world 
news visited sites once or more per day, and 44% of local news consumers visited as 
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frequently. Surprisingly, high-school and local sports content – traditionally a “franchise” 
genre for local newspapers, one for which their coverage was rated highly (NAA, 2000) – 
motivated visitation for only about one of 10 respondents, and frequency of site visitation 
was lowest for this content category among all 11 measured genres. 
Table 9 
Percentage of Respondents Visiting News and Information Web Sites Last 30 Days, by 
Content Genre 
Content genre Percentage of respondents 
National, international or world 78.7 
Local 74.6 
Entertainment 61.8 
Travel 52.4 
Personal technology 52.1 
Personal finance 47.8 
Business 47.7 
Lifestyle 42.5 
Editorials and commentary 34.1 
College or professional sports 31.8 
High school or other local sports 9.8 
 n = 980 
Note. Percentages total greater than 100 due to multiple responses.
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Table 10 
Percentage of Respondents Visiting News and Information Web Sites Last 30 Days, and 
Visitation Frequency Among Those Visiting Site(s) at Least Once, by Content Genre 
 Content genre 
  A B C D E F G H I J K 
Visited at least 
once 
78.7 74.6 61.8 52.4 52.1 47.8 47.7 42.5 34.1 31.8 9.8 
Visitation 
frequency 
last 30 days  
           
Once 1.2 1.4 2.5 3.3 1.9 2.3 2.3 4 1.5 6.9 10.5 
Less than 
weekly but 
more than 
once 
4.7 5.5 10 15 8.4 8.1 7.4 8.1 10 10.6 14.1 
Once a week 7.4 10.3 12 20.7 13.1 15.4 13.6 15.4 13.2 18.4 21.7 
A few days a 
week (2 - 3 
times per 
week) 
16.6 18.7 28.4 25.6 25.1 22.3 22.4 28 24.5 21.7 28.9 
Almost every 
day (4 - 6 
times per 
week) 
17.6 20.3 21.4 16.3 21.5 19 18.6 16.8 18.6 10.5 12.7 
Daily 
(7 times per 
week) 
28.5 30.2 17.8 14.1 16.7 18.6 23.9 20.9 18.9 17.1 8.1 
More than 
once a day 
23.9 13.6 7.7 4.5 13.1 13.7 11.6 6.5 12.5 14.2 2.8 
Don’t 
know/not sure 
0.1 0.1 0.3 0.5 0.2 0.6 0.1 0.3 0.7 0.6 1.2 
n = 771 731 605 513 511 468 467 417 334 312 96 
Note. “Visited at least once” percentage based on total respondents. “Visitation frequency 
last 30 days” based on respondents visiting at least once. Sample bases vary by genre and 
are indicated at the bottom of each column. Content genres: A – National, international or 
world; B – Local; C – Entertainment; D – Travel; E – Personal technology; F – Personal 
finance; G – Business; H – Lifestyle; I – Editorials and commentary; J – College or 
professional sports; K – High school or other local sports. 
 81 
Approximately half of respondents (51%) accessed some type of news and 
information content via mobile device at least once during the last 30 days. Among the 11 
different content genres, site visitation via mobile device ranged from a high of one third 
of the total last-30-day audience (for college or professional sports), to a low of 16% for 
both editorials and commentary, and high school or local sports. See Table 11 for 
additional details. 
Table 11 
Percentage of Respondents Visiting News and Information Web Sites via Mobile Device 
Last 30 Days, by Content Genre 
Content genre Percentage of respondents n 
College or professional sports 33.8 312 
Local 32.0 731 
National, international or world 29.5 771 
Personal technology 29.5 511 
Entertainment 25.9 605 
Business 25.8 467 
Personal finance 23.9 468 
Travel 23.4 513 
Lifestyle 22.4 417 
Editorials and commentary 15.7 334 
High school or other local sports 15.5 96 
Did not access any via mobile device 48.5 476 
Note. Percentages based on respondents visiting web sites in content genre. Sample bases 
vary by genre and are indicated at the end of each row. 
Table 12 displays the proportion of respondents rating each of the 11 news and 
information genres as first or second in terms of interest. National and international news 
received the greatest proportion of first- and second-place ratings, followed by local news 
and personal technology news. 
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Table 12 
Percentage of Respondents Rating News and Information Genres First or Second in Level 
of Interest 
 Percentage rating genre as 
Content genre Highest interest Second-highest 
interest 
National, international or world 22.3 21.6 
Local 18.7 18.8 
Personal technology 12.5 13.7 
Entertainment 8.2 7.5 
Personal finance 7.5 8.1 
Business 7.0 4.0 
Lifestyle 6.9 4.6 
Travel 6.8 10.3 
College or professional sports 5.6 7.1 
Editorials and commentary 3.5 3.4 
High school or other local sports 1.0 1.0 
n = 980 980 
 
Research Question 2: Past payment for content 
Research Question 2 concerned the level of experience among respondents in paying 
for news content online; that is, how widespread was experience in paying for content, 
for what types of content had respondents paid to access, and how – and how much – 
have they paid? As summarized in Table 13, approximately one in six respondents (16%) 
had some experience in paying for online content, for any reason, during the last 12 
months.  
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Table 13 
Percentage of Total Respondents Paying for Content Online Last 12 Months, by Content 
Genre 
Content genre Paid for any reason n 
Paid for any content during last 12 months (net) 16.1 158 
National, international or world 8.3 82 
Local 8.0 78 
Travel 6.7 65 
Entertainment 6.3 62 
Business 6.0 59 
Personal finance 5.3 52 
Personal technology 5.1 50 
Lifestyle 4.4 44 
Editorials and commentary 3.9 28 
College or professional sports 2.3 23 
High school or other local sports 0.9 9 
Note. Percentages based on total respondents. 
Examining rates of payment among genre-specific visitors yielded a more detailed 
picture. Business and travel news and information comprised the two modal content types 
for which payment was made, with approximately 13% of genre audiences indicating that 
they had paid for access to information. This pattern fits Hamilton’s (2004) description of 
audience preference for information with greater personal utility over information with 
greater social value. On the other end, college or professional sports news had the lowest 
rate of payment of any of the content types measured, at slightly more than 7%. Among 
those who purchased content, rates of payment for personal use far exceeded those for 
either business-only or combination personal and business use. Respondents reported 
paying for content of any type for business-only purposes at levels of less than 1%, and 
less than 5% of respondents paid for content for combined business and personal use. 
Table 14 presents detail on rates of payment by content genre and usage motivation. 
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Table 14 
Percentage of Last 30 Day Visitors Paying for Online News Content Last 12 Months, by 
Content Genre and Usage 
Content genre Paid for 
any reason 
Personal 
use only 
Business 
use only 
Both business and 
personal use 
Travel 12.7 8.8 0.4 3.5 
Business 12.6 6.9 0.9 4.8 
Editorials and commentary 11.4 7.6 0.0 3.8 
Personal finance 11.2 8.2 0.2 2.8 
Local 10.7 8.3 0.0 2.4 
National, international or world 10.6 7.9 0.2 2.4 
Lifestyle 10.5 8.5 0.0 2.0 
Entertainment 10.3 8.9 0.0 1.4 
Personal technology 9.9 5.6 0.4 3.9 
High school or other local sports 9.1 5.3 0.9 2.9 
College or professional sports 7.3 5.0 0.5 1.8 
Note. Percentages based on respondents visiting web sites in content genre last 30 days. 
Sample bases vary by genre. 
When asked about the last (or most recent) experience paying for news and 
information, 45% of those who had paid indicated that the payment was for a 
subscription for recurring web or mobile web access. Pay-per-use charges for web or 
mobile web access were reported by 8%, while 9% of those who paid did so as part of a 
subscription to a mobile app. Thirty-seven percent of those who had paid for content 
were unable to offer details about the payment mechanism, suggesting that payment 
details may not have been especially salient for a large plurality of respondents. 
Almost one-fourth (23%) of those who paid for content spent $10 or more, while one 
in three (29%) paid less than $10. As with the payment mechanism, a plurality – 48%, or 
nearly half of those who made a payment – could not recall the details of amount. Credit 
or debit cards were the most popular payment type (used by almost one in three), with 
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third-party payment used by 12%. More than one fifth (22%) of those who paid could did 
not respond with specifics regarding payment source. See Table 15 for breakouts on last 
payment occasion. 
Table 15 
Details of Last Payment Occasion Among Respondents Who Paid for Online News and 
Information Content Last 12 Months 
Profile point Paid for any 
reason 
n 
Nature of payment   
Payment for subscription, web or mobile web 45.6 72 
Payment for subscription, mobile app 8.7 14 
Pay-per-use charge, web or mobile web 8.3 13 
Don’t know/not sure 37.4 59 
Amount paid   
Less than $1.00 7.6 12 
$1.00 - $2.99 8.6 14 
$3.00 - $4.99 4.8 8 
$5.00 - $9.99 7.8 12 
$10.00 or more 23.3 37 
Don’t know/not sure 47.8 76 
Method of payment   
Charged directly to credit or debit card 31.5 50 
Charge was paid by someone else (e.g., household member, 
employer, etc.) 
12.4 20 
PayPal or ClickShare 8.0 13 
Charged to account with website or online service (including 
iTunes, Android market, etc.) 
6.9 11 
Invoiced for payment 5.0 8 
Access included with website or online service subscription 
fee 
4.3 7 
Direct debit to bank account 3.7 6 
Some other way 6.0 9 
Don’t know/not sure 22.2 35 
Note. Percentages based on 158 respondents who reported paying for online content 
during the last 12 months. 
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Research Question 3: Non-payment for content 
Research Question 3 asked about the key reasons why respondents did not pay for 
news and information content online. Net agreement (i.e., the sum of the agree 
completely and agree somewhat proportions) with the seven statements for not having 
paid during the prior 12 months ranged from a low of fewer than one in 10 (8.4%) for 
whom “it’s too difficult to make a purchase or payment online,” to near-universal 
(98.2%) agreement among non-payers that “there are so many free sources of news and 
information available online, it doesn’t make sense to pay.” Table 16 presents response 
proportions and means for each of the seven Likert-type items. 
Table 16 
Response Detail for Statements Regarding Reasons Not to Pay for News Content Online 
(Percentage of Respondents Answering in Each Category and Item Means) 
Net 
agreement 
(completely/ 
somewhat) 
Agree 
completely 
Agree 
somewhat 
Neither 
agree nor 
disagree 
Disagree 
somewhat 
Disagree 
completely 
M n 
There are so many free sources of news and information available online, it doesn’t make sense to pay 
98.2 85.6 12.6 1.1 0.3 0.5 4.83 798 
Compared to other sources of news and information, what’s available for purchase online (including 
mobile web or app) costs too much 
76.5 52.9 23.6 19.9 2.1 1.6 4.24 716 
The news and information available online (including mobile web or app) isn’t worth paying for 
70.5 40.2 30.3 21.9 5.6 2.1 4.01 786 
I’m concerned about my privacy 
54.6 26.1 28.5 21.8 13.5 10.2 3.47 805 
I have never been asked to pay for news and information online 
51.9 37.6 14.3 9.7 22.4 15.9 3.35 791 
I don’t feel comfortable giving out my credit card or other payment information 
42.6 18.4 24.2 23.8 19.4 14.2 3.13 806 
It’s too difficult to make a purchase or payment online 
8.4 2.2 6.2 20.3 26 45.2 1.94 787 
Note. Percentages calculated excluding “don’t know/not sure” responses. Sample bases 
vary by question and are indicated at the end of each row. 
 87 
The seven statements regarding reasons for not paying for content were factor 
analyzed to explore potential interrelationships. The obtained Measure of Sampling 
Adequacy (MSA) of 0.612 fell near the middle of the MSA’s range (i.e., “mediocre”; 
Kim & Mueller, 1978, p. 54), suggesting that the level of intercorrelation among the 
seven items was moderate, given the sample size. Bartlett’s test of sphericity indicated a 
strong level of intercorrelation among the statements, however, suggesting that 
proceeding with factoring was appropriate, χ2 (21, N = 900) = 650.03, p < 0.001. 
Using principal components extraction with varimax rotation, two factors were 
identified via the latent root criterion (i.e., eigenvalues greater than 1; see Hair et al., 
1995). The two-factor solution accounted for slightly more than half (51.2%) of the 
variance among the seven items. Examination of a “scree” plot suggested the addition of 
a third factor, whose initial eigenvalue (0.99) fell just short of the cutoff point, but whose 
inclusion increased the percentage of total variance explained to 65.3%. Although “no 
absolute threshold has been adopted” for gauging whether the gain in variance explained 
by an additional factor is substantial enough to merit the factor’s retention (Hair et al., 
1995, p. 378), the 27.5% increase seen here – in combination with the loadings displayed 
in Table 17 and potential value of the solution – was judged sufficient to warrant 
retaining three factors, rather than only two. 
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Table 17 
Comparison of Two- and Three-Component Solutions for Factor Analysis of Reasons 
Not to Pay for News Content Online 
Please indicate the degree to which you agree 
or disagree with each of the statements below 
regarding not paying for news and 
information online. 
Two-factor 
solution 
Three-factor solution 
1 2 
Ease & 
Security 
Value Necessity 
I don’t feel comfortable giving out my credit 
card or other payment information 
0.846 0.112 0.852 0.139 0.071 
I’m concerned about my privacy 0.801 0.097 0.784 0.119 0.157 
It’s too difficult to make a purchase or 
payment online 
0.630 -0.185 0.674 -0.160 -0.081 
The news and information available online 
(including mobile web or app) isn’t worth 
paying for 
0.137 0.749 0.079 0.747 0.172 
There are so many free sources of news and 
information available online, it doesn’t make 
sense to pay 
0.016 0.750 -0.026 0.747 0.090 
Compared to other sources of news and 
information, what’s available for purchase 
online (including mobile web or app) costs too 
much 
-0.023 0.726 0.025 0.737 -0.268 
I have never been asked to pay for news and 
information online 
0.314 0.063 0.084 0.034 0.949 
Eigenvalue 1.873 1.711 1.809 1.718 1.047 
Variance explained 26.795 24.440 25.846 24.547 14.951 
Chronbach’s standardized-item α 0.666 0.618 0.666 0.618 – 
Total variance explained by solution 51.199  65.344   
Note. Principal components extraction with varimax rotation. 
The first factor, Ease & Security, included statements relating to the ease of making 
online purchases and payments, and concerns about the security of personal financial 
information and privacy online. Ease & Security explained 25.8% of variance in the 
items after rotation. Three statements loaded on the second factor, Value, which 
accounted for 25.5% of variance after rotation. As displayed in Table 17 the three Value 
statements touched on issues of both the intrinsic value offered by paid sources of news 
online, as well as the availability of alternatives for which payment was not required. 
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Chronbach’s  was similar for both Ease & Security and for Value (0.666 and 0.618, 
respectively), indicating only moderate internal consistency for each factor. The final 
dimension, Necessity (accounting for 15% of the variance), comprised the single 
statement assessing whether respondents had ever been asked to pay.  
To examine potential variation in reasons for not paying among key demographic 
segments, regression-estimated factor scores (M = 0, SD = 1) for each of the three factors 
were subjected to one-way analyses of variance (ANOVA), with respondent age and 
educational attainment as independent factors. Results of each test are examined below. 
Impact of respondent demographics: Age 
Table 18 displays means and standard deviations for each non-payment factor, by age 
cohort. Significant, but extremely small, positive relationships were observed between 
respondent age and scores on two factors: Ease & Security, F(2, 658) = 12.49, p < 0.001, 
ω2 = 0.034; and, Necessity, Welch’s F(2,369.32) = 6.29, p = 0.002, ω2 = 0.016.41 
Bonferroni-adjusted post-hoc comparisons indicated significant differences between 
means of the 55-or-older group and each of the other segments on the Ease & Security 
factor; for the 18-34 group, t(382) = 5.00, p < 0.001, d = 0.532, and for the 35-54 
segment, t(415) = 3.30, p = 0.003, d = 0.289. For the Necessity factor, Games-Howell 
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 Welch’s adjusted F-statistic was used to test the relationship between respondent age 
and the Necessity factor, because the standard ANOVA assumption of homogeneity of 
variance across age subgroups was violated, as indicated by Levene’s test, F(2,659) = 
4.77, p = 0.009. 
An adjusted ω2 value was calculated as 
         (   )
         (   )  
 (Cohen, 2008). 
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post-hoc tests yielded only one significant difference between means (i.e., the youngest 
and oldest cohorts, p = 0.003). 
A significant but similarly small negative effect of respondent age on agreement with 
statements comprising the Value factor was observed, F(2,658) = 4.51, p = 0.011, ω2 = 
0.011. Bonferroni-adjusted t-tests of group means uncovered a significant difference, of 
small-to-medium effect size,
42
 between the 35-54 and 55-or-older groups, t(415) = 3.00, p 
= 0.008, d = 0.312. 
Table 18 
Group Means and Standard Deviations for Non-Payment Factor Scores, by Respondent 
Age 
Factor Age M SD n 
Ease & Security 18-34 -0.187 0.985 246 
35-54 -0.002 0.970 279 
55 or older 0.337 1.005 138 
Total 0.000 1.000 662 
Value 18-34 0.009 1.046 246 
35-54 0.098 0.895 279 
55 or older -0.213 1.090 138 
Total 0.000 1.000 662 
Necessity 18-34 -0.155 0.970 246 
35-54 0.042 1.041 279 
55 or older 0.192 0.931 138 
Total 0.000 1.000 662 
 
                                                          
 
42
 Based on guidelines from Cohen (1992). 
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Impact of respondent demographics: Education 
Means and standard deviations for non-payment factor scores, by respondent 
educational attainment, are listed in Table 19. Significant but small main effects of 
education were noted for both Ease & Security, F(3,657) = 9.46, p < 0.001, ω2 = 0.037; 
and, Necessity, Welch’s F(3,330.476) = 10.33, p < 0.001, ω2 = 0.041.43 No significant 
association was observed between education and scores on the Value factor. 
Table 19 
Group Means and Standard Deviations for Non-Payment Factor Scores, by Respondent 
Education 
Factor Age M SD n 
Ease & Security HS or less 0.310 0.984 147 
Some college 0.056 0.976 225 
College graduate -0.247 0.938 178 
Graduate school or degree -0.126 1.052 113 
Total 0.000 1.000 662 
Value HS or less -0.170 0.996 147 
Some college 0.045 0.989 225 
College graduate 0.111 1.041 178 
Graduate school or degree -0.044 0.941 113 
Total 0.000 1.000 662 
Necessity HS or less 0.353 0.891 147 
Some college -0.021 1.014 225 
College graduate -0.131 1.019 178 
Graduate school or degree -0.209 0.970 113 
Total 0.000 1.000 662 
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 As in the preceding post-hoc tests, Welch’s F was the statistic of choice due to 
apparent heteroscedasticity across education strata, as evidenced by a significant 
results for Levene’s test, F(3,658) = 4.56, p = 0.004. Similarly, the effect size indicator 
ω2 for this analysis was calculated using the adjusted formula. 
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Post-hoc comparisons among the education subgroups yielded several significant 
relationships. For Ease & Security, differences tended toward a split between lower- and 
higher-educated groups, with college education as a rough threshold. The group mean for 
those with a high-school or less education was significantly lower than that of either 
college graduates, t(323) = 5.08, p < 0.001, d = 0.566, or those with a graduate education 
or degree, t(258) = 3.54, p = 0.003, d = 0.443, with both effects of moderate size. The 
mean factor score for those with some college education (but no degree) was significantly 
different from only the college graduate group, t(401) = 3.07, p = 0.013, d = 0.307; again, 
a moderately sized effect. (All comparisons were evaluated using Bonferroni-adjusted 
significance levels.) 
As with Ease & Security, several pairwise comparisons of interest were noted for the 
Necessity factor, with results indicating that the threshold mentioned earlier appeared to 
be at the lowest level of educational attainment. Games-Howell tests showed the mean 
factor score of the high-school-or-less segment to be significantly lower than for each of 
the other education-based segments: some college, p = 0.002; college graduate, p < 
0.001; and, graduate education or degree, p < 0.001. No significant differences were 
observed among any other pairs of means. 
Barriers to payment 
In order to more fully understand why respondents did not pay for content – or would 
not consider doing so – respondents who had indicated that they would not pay for access 
to the top-ranked sites for either their first or second genres of interest were asked, 
“What, if anything, could [SITE] do to make you consider paying [PRICE] per month for 
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complete, unrestricted access to the site and all its features and content? Please be as 
specific as possible.” 
The resulting verbatim text responses were assessed following a three-stage coding 
procedure, paralleling traditional content analysis methods (Weber, 1990). The first stage 
involved a census of responses, from which the following five categories of comments 
were identified: 
1. Seek site improvements: Improvement in features or quality of existing site; 
new features or functionality; better differentiation of features or functionality 
from alternatives available on other sites 
2. Reduce ad clutter: Reduce the volume of advertising on the site or remove 
advertising completely 
3. Resist payment: The site should remain free no matter what changes or 
circumstances might be introduced; respondents would not pay under any 
circumstances; “nothing would convince me to pay” 
4. Multiple criteria: Mention of more than one item from the first three 
categories 
5. Irrelevant: Answers not substantively related to the question or topic 
The second stage of analysis comprised initial coding of randomly ordered verbatim 
responses, performed separately for each of the two most-visited sites by two coders 
working independently. Each coder rated all responses. Assessing initial work by the two 
coders yielded an “almost perfect” (Landis & Koch, 1977, p. 165) measure of interrater 
reliability for both the first-ranked site, Cohen’s K = 0.827, p < 0.001, n = 397, and the 
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second-ranked site, Cohen’s K = 0.828, p < 0.001, n = 437. During the coding final 
phase, all items on which there was disagreement between the two coders were reviewed 
by the author and reconciled in favor of one of the two classifications in contention. In no 
case was a disputed item reclassified into a category not used by one of the original 
coders. 
Table 20, below, presents a summary of the fully coded responses. Although roughly 
one in 10 audience members indicated that they might be persuaded to pay by some 
improvement in the site or a reduction (or elimination) of advertising, an overwhelming 
majority – between three-quarters and eight of 10 – had entrenched attitudes against 
paying for web news and information content under any circumstances. Of the remaining 
two substantive response categories – creating site improvements and reducing 
advertising – only the former was mentioned by more than a fractional proportion of 
respondents. 
Table 20 
Percentage of Respondents Articulating Various Approaches to Website Paywall 
Scenarios, by Site Rank 
What, if anything, could [SITE] do to make you 
consider paying [PRICE] per month for complete, 
unrestricted access to the site and all its features and 
content? 
First-ranked site Second-ranked site 
Refuse payment 81.9 75.7 
Seek site improvements 7.7 11.0 
Reduce ad clutter 0.4 0.3 
Multiple criteria 0.2 0.6 
Irrelevant answer 9.8 12.3 
 n = 414 n = 452 
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Several sub-themes were identified in the refusal-to-pay category. These included the 
belief that news should be free online, because it has “always” been so; that sources of 
news online are largely interchangeable with each other; that fees paid for access to the 
internet itself entitle audiences to whatever content is published on the internet; and, that 
offline publishers make information available on the internet to promote consumption of 
offline editions, not to make money from online editions per se. These four sub-themes of 
resistance to payment included responses such as: 
 “They go to pay, they get replaced with one of [their many] competitors.” 
 “Free news on the internet is an enticement to access the same news source 
through other media that I use. Paying for the same information more than 
once is absurd.” 
 “I refuse to pay.” 
 “[News online] should be free, [as it has] always been free.” 
  “I would not pay for any … information. I would obtain my information 
elsewhere. Paying for internet access is the way I pay for these sites.” 
 “I will not pay for news online.” 
 “I would never pay for a news site when there is so much out there for free.” 
 “I would not be willing to pay for the content. I can get a lot of the same 
information from other places on the internet.” 
Research Question 4: Gratifications obtained 
Research Question 4 asked broadly about the nature of media gratifications obtained 
through the use of news and information websites. Analysis of gratifications obtained 
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began with assessment of whether significant differences existed between ratings for the 
first- and second-ranked sites. Lack of significant differences in the two sets of measures 
would suggest that pooling the first- and second-ranked sites’ ratings would be 
appropriate, whereas evidence of difference(s) between the two groups would indicate 
that the sets of measures should be analyzed separately rather than combined. 
Exploration of differences in gratification ratings as a function of site rank was 
undertaken as a one-way repeated measures multivariate analysis of variance 
(MANOVA), with rank (i.e., first or second) as the single independent, within-subjects 
variable and the 22 gratifications responses as multiple indicator variables. As expected, 
there was substantial variation in response to the gratifications statements: MANOVA 
results indicated a significant main effect for site rank across statements, Wilks’s 
Lambda= 0.808, F(22,834) = 8.98, p < 0.001, partial η2 0.192.44 
Given the significant multivariate result, additional univariate tests (summarized in 
Table 21), were conducted to identify specific statements for which differences between 
site rank were significant (Bray & Maxwell, 1985). Of the 22 individual gratification 
statements analyzed, significant differences between site rank were noted for all but nine. 
                                                          
 
44
 An effect size of 0.192 would be described as between “medium” and “small,” in view 
of other parameters of the analysis (Cohen, 2008).  
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Table 21 
Results of Univariate Repeated-Measures Analysis of Variance on Comparisons Between 
Gratification Ratings for First- and Second-Ranked Sites, by Statement 
People may have 
many different 
reasons for visiting a 
website. Using the 
scale provided, please 
tell us to what extent 
each of the following 
reasons describes why 
you visit [SITE] for 
[GENRE]. 
First-ranked site Second-ranked site 
F 
First 
Site 
vs. 
Second 
Site 
p 
Partial 
η2 
Gratification 
statement 
M SD n M SD n 
It helps me stay 
current with [GENRE] 
8.62 2.081 904 8.71 2.095 818 0.357 n.s. – 
It helps me learn new 
things 
8.28 2.090 904 8.14 2.264 818 3.225 n.s. – 
I just like to use it 8.13 2.220 904 8.24 2.219 818 3.11 n.s. – 
It’s enjoyable 7.76 2.381 904 7.93 2.323 818 1.97 n.s. – 
It’s the best source for 
relevant [GENRE] 
7.55 2.363 904 7.87 2.280 818 12.667 < 0.001 0.015 
It’s easier to find 
[GENRE] on the site 
than through other 
sources 
7.53 2.459 904 7.86 2.314 818 11.393 0.001 0.013 
It’s entertaining 7.32 2.563 904 7.40 2.616 818 0.209 n.s. – 
It gives me 
information to help 
make decisions 
7.20 2.536 904 7.05 2.878 818 3.929 0.048 0.005 
It helps me pass the 
time when I’m bored 
6.97 2.779 904 6.77 3.074 818 9.089 0.003 0.011 
It’s cheaper than other 
sources of [GENRE] 
6.34 2.942 904 6.88 2.984 818 50.709 < 0.001 0.056 
It helps me generate 
ideas 
6.34 2.541 904 6.17 2.839 818 8.42 0.004 0.01 
It helps me to relax 5.99 2.832 904 6.31 2.925 818 12.758 < 0.001 0.015 
Note. Means on 11-point scale with labeled endpoints (1 = “Does not describe at all”; 11 
= “Describes perfectly”) 
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Table 21 
Results of Univariate Repeated-Measures Analysis of Variance on Comparisons Between 
Gratification Ratings for First- and Second-Ranked Sites, by Statement (continued) 
People may have 
many different 
reasons for visiting a 
website. Using the 
scale provided, please 
tell us to what extent 
each of the following 
reasons describes why 
you visit [SITE] for 
[GENRE]. 
First-ranked site Second-ranked site 
F 
First 
Site 
vs. 
Second 
Site 
p 
Partial 
η2 
Gratification 
statement 
M SD n M SD n 
It gives me 
information to bargain 
or negotiate 
4.97 2.884 904 4.63 3.056 818 14.417 < 0.001 0.017 
It helps me gain 
insight into myself 
4.66 2.801 904 4.16 2.859 818 42.686 < 0.001 0.048 
It helps me feel like 
I’m part of a group or 
community of interest 
4.58 2.769 904 4.18 2.839 818 16.623 < 0.001 0.019 
It gives me an 
opportunity to join 
discussions on 
[GENRE] 
4.56 2.941 904 4.45 3.110 818 0.131 n.s. – 
It’s easier to 
communicate with 
other people interested 
in [GENRE] 
4.29 2.790 904 4.18 2.928 818 1.283 n.s. – 
It helps me get to 
know others 
4.08 2.676 904 3.71 2.748 818 19.134 < 0.001 0.022 
It helps me to feel 
important 
3.31 2.428 904 3.27 2.564 818 1.19 n.s. – 
It helps me to impress 
other people 
3.29 2.46 904 3.37 2.619 818 2.515 n.s. – 
I enjoy answering 
questions from other 
people on the site 
3.22 2.546 904 3.06 2.555 818 3.87 0.049 0.005 
It helps me to feel less 
lonely 
3.19 2.565 904 3.09 2.607 818 4.094 0.043 0.005 
Note. Means on 11-point scale with labeled endpoints (1 = “Does not describe at all”; 11 
= “Describes perfectly”) 
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The effect sizes on individual statement comparisons were very small. Still, the 
MANOVA results and existence of significant rank-based differences among more than 
half (59%) of the gratification scale items were taken as adequate evidence that ratings 
differed sufficiently between the first- and second-ranked sites to warrant separate 
processing. Aside from this separation, analyses for gratifications was conducted 
similarly for both groups, as described below. 
Data reduction 
Although the gratifications statements were drawn from prior work (IMS; 
Papacharissi & Rubin, 2000), modifications to the phrasing of some items, application to 
the novel and specific context of this study – that is, using websites for news and 
information, versus using the internet in general – and the inclusion of additional 
statements dictated that the factoring process be examined within the current study 
context. Rather than assuming that prior factor composition generalized to this study, 
exploratory factor analyses were conducted to uncover the latent structure in these data. 
As detailed below, the resulting solutions differed between first- and second-ranked sites. 
First-ranked site 
Initial analysis of the 22 gratification statements yielded an MSA value of 0.901, 
indicating very strong intercorrelation among the items (Kim & Mueller, 1978). Results 
of Bartlett’s test led to a similar conclusion, χ2 (231, N = 904) = 9857.28, p < 0.001. 
Based on these indicators, factoring was deemed appropriate. 
Principle components extraction with varimax rotation resulted in five factors which 
met the latent root criterion, accounting for nearly two thirds (65.7%) of variation in 
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scores. As in the analysis of reasons for not paying for content, however, scree plot 
inspection suggested the potential value of including a sixth dimension in the final 
solution. Forcing six factors resulted in the explanation of an additional four percent of 
variance, to 69.6% overall. 
As can be seen in Table 22, the initial six-factor solution exhibited desirable 
characteristics of “simple structure” (Hair et al., 1995), including variables with “factor 
loadings on as few common factors as possible, and … each common factor [with] 
significant loadings on some variables and no [or relatively small] loadings on others” 
(Kim & Mueller, 1978, p. 86). The gray shaded cells in the table highlight these 
relationships. There were two exceptions, however: Statements 4 and 7. Neither 
statement (“It gives me information to bargain or negotiate” and “It helps me gain insight 
into myself”) correlated highly with any particular variate and both exhibit moderate 
correlations on three variates (cells with reversed type), making interpretation of the 
factor solution less straightforward than if these loadings had not existed. 
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Table 22 
Initial Factor Solution Using All 22 Gratification Statements, First-Ranked Site 
Rotated Component Matrix 
Gratification statement 
Factor 
1 2 3 4 5 6 
It gives me an opportunity to join discussions 
on [GENRE] (3) 
0.800 0.163 0.104 0.089 0.133 0.019 
I enjoy answering questions from other 
people on the site (1) 
0.775 0.113 0.191 0.134 -0.051 0.227 
It helps me get to know others (9) 0.772 0.178 0.218 0.146 0.044 -0.054 
It helps me feel like I’m part of a group or 
community of interest (6) 
0.686 0.196 0.331 0.216 0.159 -0.118 
It’s easier to communicate with other people 
interested in [GENRE] (18) 
0.677 0.121 0.275 0.129 0.131 0.133 
It’s entertaining (21) 0.219 0.820 0.047 0.014 0.103 0.034 
It’s enjoyable (20) 0.201 0.817 0.060 0.160 0.207 0.052 
It helps me to relax (12) 0.176 0.745 0.303 0.013 0.014 0.118 
It helps me pass the time when I’m bored 
(11) 
0.069 0.737 0.232 0.049 -0.012 0.063 
I just like to use it (2) 0.051 0.650 -0.055 0.136 0.271 0.035 
It helps me to feel important (14) 0.282 0.072 0.833 0.125 0.089 0.074 
It helps me to impress other people (16) 0.304 0.103 0.781 0.109 0.033 0.059 
It helps me to feel less lonely (15) 0.244 0.251 0.730 0.038 -0.078 0.139 
It gives me information to help make 
decisions (5) 
0.118 -0.070 0.020 0.812 0.171 0.177 
It helps me generate ideas (8) 0.256 0.153 0.225 0.750 0.095 -0.006 
It helps me learn new things (10) 0.083 0.328 -0.006 0.684 0.279 -0.113 
It gives me information to bargain or 
negotiate (4) 
0.365 -0.059 0.162 0.462 0.028 0.446 
It helps me gain insight into myself (7) 0.416 0.205 0.411 0.459 0.061 0.001 
It’s easier to find [GENRE] on the site than 
through other sources (19) 
0.099 0.091 0.076 0.077 0.846 0.157 
It’s the best source for relevant [GENRE] 
(22) 
0.168 0.108 0.069 0.157 0.837 0.073 
It helps me stay current with [GENRE] (13) 0.000 0.231 -0.082 0.205 0.770 -0.047 
It’s cheaper than other sources of [GENRE] 
(17) 
0.042 0.242 0.146 0.040 0.164 0.825 
Note. Principal components extraction with varimax rotation. Item numbers from Table 4 
are included in parentheses next to each statement for reference purposes. 
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Repeating the factor analysis while omitting the fourth and seventh statements 
(resulting in 20 items) produced the solution presented in Table 23. The resulting six 
factors accounted for 72% of the variance shared among the 20 remaining gratification 
statements, and the items loaded on factors whose interpretation was generally similar to 
past research (e.g., Papacharissi & Rubin, 2001). Chronbach’s alpha based on 
standardized items (Kim & Mueller, 1978) for the first five dimensions ran between 0.87 
and 0.75 (“good” to “acceptable,” Gliem & Gliem, 2003).45 
                                                          
 
45
 Because the sixth dimension comprised a single item, Chronbach’s α was undefined 
for that dimension. 
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Table 23 
Revised Factor Solution Excluding Gratification Statements 4 and 7, First-Ranked Site 
Rotated Component Matrix 
Gratification statement 
Factor 
1 2 3 4 5 6 
Social 
      
It gives me an opportunity to join 
discussions on [GENRE] (3) 
0.804 0.160 0.100 0.130 0.087 0.003 
It helps me get to know others (9) 0.782 0.174 0.202 0.041 0.137 -0.046 
I enjoy answering questions from other 
people on the site (1) 
0.779 0.111 0.206 -0.037 0.101 0.152 
It’s easier to communicate with other 
people interested in [GENRE] (18) 
0.695 0.105 0.265 0.115 0.143 0.161 
It helps me feel like I’m part of a group or 
community of interest (6) 
0.694 0.200 0.310 0.162 0.193 -0.120 
Entertainment 
      
It’s entertaining (21) 0.215 0.826 0.045 0.113 0.006 0.018 
It’s enjoyable (20) 0.208 0.813 0.051 0.204 0.170 0.076 
It helps me to relax (12) 0.172 0.756 0.312 0.032 -0.006 0.065 
It helps me pass the time when I’m bored 
(11) 
0.064 0.748 0.249 0.000 0.046 0.010 
I just like to use it (2) 0.068 0.636 -0.087 0.247 0.165 0.137 
Identity 
      
It helps me to feel important (14) 0.291 0.084 0.837 0.100 0.102 0.021 
It helps me to impress other people (16) 0.318 0.107 0.784 0.029 0.113 0.040 
It helps me to feel less lonely (15) 0.263 0.249 0.720 -0.080 0.031 0.152 
Information 
      
It’s easier to find [GENRE] on the site 
than through other sources (19) 
0.096 0.093 0.083 0.854 0.077 0.124 
It’s the best source for relevant [GENRE] 
(22) 
0.167 0.110 0.070 0.841 0.162 0.052 
It helps me stay current with [GENRE] 
(13) 
0.000 0.232 -0.094 0.767 0.215 -0.029 
Note. Principal components extraction with varimax rotation. Item numbers from Table 4 
are included in parentheses next to each statement for reference purposes. 
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Table 23 
Revised Factor Solution Excluding Gratification Statements 4 and 7, First-Ranked Site 
(continued) 
Rotated Component Matrix 
Gratification statement 
Factor 
1 2 3 4 5 6 
Knowledge 
      
It gives me information to help make 
decisions (5) 
0.136 -0.083 0.063 0.168 0.815 0.110 
It helps me generate ideas (8) 0.280 0.140 0.233 0.083 0.754 -0.003 
It helps me learn new things (10) 0.111 0.309 -0.025 0.243 0.724 -0.019 
Cost 
      
It’s cheaper than other sources of 
[GENRE] (17) 
0.087 0.192 0.146 0.135 0.076 0.925 
Eigenvalue 3.365 3.309 2.364 2.330 2.017 1.008 
Variance explained 16.827 16.546 11.821 11.650 10.087 5.038 
Chronbach’s standardized-item α 0.872 0.856 0.828 0.820 0.754 – 
Total variance explained by six-factor 
solution 
71.970 
Note. Principal components extraction with varimax rotation. Item numbers from Table 4 
are included in parentheses next to each statement for reference purposes. 
Second-Ranked Site 
Similar to those for the first-ranked site, the statements for the second-ranked site 
were highly intercorrelated and conducive to factoring. The MSA on the second group 
was 0.909 and Bartlett’s sphericity test was strongly indicative of shared variance, χ2 
(231, N = 818) = 9957.17, p < 0.001. Using the same principle components/varimax 
approach again pointed toward a five-factor solution, which accounted for 68.3% of 
common variation in gratification scores. Following the same process as with the first 
group of statements, and forcing six factors, gained an additional 3.8% of variance 
explained, for a total of 72.1%. 
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As illustrated in Table 24, the six-dimension solution for the second site was similar, 
but not identical, to the first in its clustering of variables on factors. (Again, note the 
gray-shaded cells.) As with the first site, however, there were two gratification statements 
that did not load cleanly on any single factor (cells with reversed type): Statement 7 (“It 
helps me gain insight into myself”) and Statement 10 (“It helps me learn new things”).  
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Table 24 
Initial Factor Solution Using All 22 Gratification Statements, Second-Ranked Site 
Rotated Component Matrix 
Gratification statement 
Factor 
1 2 3 4 5 6 
It gives me an opportunity to join discussions 
on [GENRE] (3) 
0.830 0.172 0.093 0.109 0.127 -0.034 
It helps me get to know others (9) 0.789 0.114 0.298 0.033 0.114 0.045 
It’s easier to communicate with other people 
interested in [GENRE] (18) 
0.773 0.129 0.206 0.074 0.184 0.198 
It helps me feel like I’m part of a group or 
community of interest (6) 
0.764 0.156 0.279 0.096 0.083 -0.028 
I enjoy answering questions from other 
people on the site (1) 
0.698 0.044 0.378 -0.003 0.194 0.109 
It’s entertaining (21) 0.133 0.861 0.104 0.126 0.046 0.001 
It’s enjoyable (20) 0.132 0.810 0.020 0.235 0.170 0.052 
It helps me to relax (12) 0.153 0.782 0.262 -0.016 0.037 0.121 
It helps me pass the time when I’m bored 
(11) 
0.078 0.700 0.258 0.012 0.034 0.105 
I just like to use it (2) 0.094 0.697 -0.061 0.265 0.077 0.053 
It helps me to impress other people (16) 0.342 0.120 0.784 0.086 0.152 -0.028 
It helps me to feel important (14) 0.396 0.099 0.777 0.083 0.181 0.042 
It helps me to feel less lonely (15) 0.305 0.248 0.715 -0.051 0.045 0.140 
It helps me gain insight into myself (7) 0.410 0.180 0.554 0.030 0.393 0.020 
It’s the best source for relevant [GENRE] 
(22) 
0.072 0.070 0.101 0.839 0.158 0.046 
It helps me stay current with [GENRE] (13) 0.044 0.261 -0.075 0.816 0.062 -0.047 
It’s easier to find [GENRE] on the site than 
through other sources (19) 
0.077 0.110 0.098 0.807 0.069 0.245 
It gives me information to help make 
decisions (5) 
0.140 -0.016 0.038 0.203 0.836 -0.013 
It helps me generate ideas (8) 0.199 0.199 0.241 0.084 0.764 0.032 
It gives me information to bargain or 
negotiate (4) 
0.203 0.057 0.305 -0.005 0.682 0.326 
It helps me learn new things (10) 0.135 0.299 -0.098 0.443 0.484 -0.272 
It’s cheaper than other sources of [GENRE] 
(17) 
0.139 0.265 0.068 0.191 0.105 0.827 
Note. Principal components extraction with varimax rotation. Item numbers from Table 4 
are included in parentheses next to each statement for reference purposes. 
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Following the process established in factoring for the first-ranked site’s items, the 
decision was made to drop from further analysis Statements 7 and 10. The resulting 
factor solution accounted for 74.2% of the variance in gratification statement scores for 
the second-ranked site, a two percentage point increase. But this modest increase was 
gained at the expense of consistency in composition of the gratification factors between 
first- and second-ranked sites.  
Additionally, this posed a theoretical issue: Statement 10 addressed, very directly, the 
knowledge acquisition/information seeking motivation present in a majority of uses-and-
gratifications work (see, for example, Flanagin & Metzger, 2001; Kaye & Johnson, 2002; 
Lee, 2004; Stafford et al., 2004). That is, face validity of the statement was high, 
especially for an actively consumed medium like the internet. And, although the measure 
could have been a flawed indicator of information-seeking motivation, it was unclear 
why that might manifest itself on only the second site’s ratings. 
To further explore these considerations, the factor analysis was repeated for the 
second-ranked site, this time including Statement 10 and excluding Statement 7; that is, 
mirroring the exclusions for the first-ranked site. The result was informative: 73.5% of 
common variance was explained – a decrease of less than one percentage point – and the 
factor loadings were easier to interpret as a result of their near-mirroring of the solution 
for the first-ranked site. The order of extraction for two factors was reversed from the 
first-site solution, and there were also minor differences from the first-site solution in the 
loadings for particular statements on their relevant factors. Still, each of the six variates 
accounted for nearly identical proportions of variance within the second site’s 
gratification ratings as they did for the first site. 
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Given the increased consistency with the first-site factor structure and increased 
clarity of results, the revised component structure for the second-ranked site – with scale 
items identical to those for the first-ranked site – was adopted as the final solution. 
Details appear in Table 25, below. 
Table 25 
Revised Factor Solution Excluding Gratification Statements 4 and 7, Second-Ranked Site 
Rotated Component Matrix 
Gratification statement 
Factor 
1 2 3 4 5 6 
Social 
      
It gives me an opportunity to join 
discussions on [GENRE] (3) 
0.837 0.177 0.110 0.051 0.111 -0.043 
It helps me get to know others (9) 0.806 0.119 0.034 0.258 0.084 0.041 
It’s easier to communicate with other 
people interested in [GENRE] (18) 
0.784 0.128 0.075 0.196 0.150 0.179 
It helps me feel like I’m part of a group or 
community of interest (6) 
0.766 0.153 0.076 0.245 0.110 0.023 
I enjoy answering questions from other 
people on the site (1) 
0.731 0.053 0.013 0.346 0.120 0.064 
Entertainment 
      
It’s entertaining (21) 0.137 0.864 0.126 0.087 0.054 0.007 
It’s enjoyable (20) 0.136 0.811 0.235 0.018 0.171 0.044 
It helps me to relax (12) 0.168 0.787 -0.006 0.253 0.008 0.098 
I just like to use it (2) 0.094 0.698 0.268 -0.074 0.079 0.047 
It helps me pass the time when I’m bored 
(11) 
0.084 0.695 0.000 0.252 0.049 0.151 
Information 
      
It’s the best source for relevant [GENRE] 
(22) 
0.081 0.076 0.846 0.100 0.168 0.009 
It’s easier to find [GENRE] on the site 
than through other sources (19) 
0.085 0.112 0.816 0.098 0.067 0.214 
It helps me stay current with [GENRE] 
(13) 
0.037 0.260 0.803 -0.097 0.120 -0.010 
Note. Principal components extraction with varimax rotation. Item numbers from Table 4 
are included in parentheses next to each statement for reference purposes. 
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Table 25 
Revised Factor Solution Excluding Gratification Statements 4 and 7, Second-Ranked Site 
(continued) 
Identity 
      
It helps me to impress other people (16) 0.378 0.128 0.083 0.784 0.138 -0.039 
It helps me to feel important (14) 0.436 0.105 0.081 0.765 0.151 0.039 
It helps me to feel less lonely (15) 0.336 0.250 -0.054 0.706 0.023 0.152 
Knowledge 
      
It gives me information to help make 
decisions (5) 
0.151 -0.032 0.161 0.090 0.853 0.048 
It helps me generate ideas (8) 0.219 0.182 0.042 0.267 0.775 0.121 
It helps me learn new things (10) 0.127 0.282 0.384 -0.117 0.584 -0.114 
Cost 
      
It’s cheaper than other sources of 
[GENRE] (17) 
0.142 0.238 0.173 0.082 0.075 0.905 
Eigenvalue 3.735 3.429 2.414 2.254 1.874 0.997 
Variance explained 18.675 17.147 12.072 11.270 9.371 4.985 
Chronbach’s standardized-item α 0.894 0.867 0.818 0.855 0.724 – 
Total variance explained by six-factor 
solution 
73.520 
Note. Principal components extraction with varimax rotation. Item numbers from Table 4 
are included in parentheses next to each statement for reference purposes. 
Dimensions of gratification from online news sites 
As discussed, differences in rank order were seen in the eigenvalues for two of the six 
dimensions and in nearly half (nine of 20) of the factor loadings on their key variates, 
between Sites 1 and 2. But, these differences did not prevent either solution from meeting 
generally the criteria of interpretability and invariance, ratio of variables to factors, and 
sample size discussed by Kim and Mueller (1978). More importantly, each of the factors 
passed the test of “substantive importance” (Kim & Mueller, 1978, p. 44) by reflecting 
similar constructs articulated in prior research (e.g., Flanagin & Metzger, 2001; Kaye & 
Johnson, 2002; Ko, Cho, & Roberts, 2005; Papacharissi & Rubin, 2001; Stafford, 
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Stafford, & Schkade, 2004). It was appropriate, therefore, to examine the six dimensions 
in greater depth. 
The first dimension for both sites, Social, accounted for 16.8% of variance in 
gratification ratings for the first site and 18.7% for the second site. As in prior work 
which found a similar component to online media consumption motives,
46
 this factor 
comprised statements concerning sites’ facilitation of interaction and bonding with other 
users and like-minded individuals. The next dimension, Entertainment, ranked second for 
both sites, explaining 16.5% of gratifications variance for the first site and 17.1% for the 
second. Composition of the second factor was again consistent with prior research.
47
 
The next two factors, Identity and Information, reversed rank between the first and 
second sites (see Tables 23 and 25). The former included two statements concerning 
social position relative to others (i.e., “It helps me to impress other people” and “It helps 
me to feel important”) and one statement addressing subjective isolation (“It helps me to 
feel less lonely”). Identity accounted for similar proportions of variance in gratifications 
statements for the both sites (11.3% for the first-ranked site and 11.8% for the second). 
                                                          
 
46
 Prior research used various labels for the same substantive dimension: e.g., “social 
bonding” and “relationship maintenance,” Flanagin and Metzger (2001); “social 
utility,” Kaye and Johnson (2002); “social interaction,” Ko et al. (2005); 
“interpersonal utility,” Papacharissi and Rubin (2000); and, “social gratification,” 
Stafford et al. (2004). 
47
 Similar factors were labeled “entertainment” by Kaye and Johnson (2002) and Ko et 
al. (2005). Papacharissi and Rubin (2000) used two factors – “entertainment” and 
“pass time” – which together contained similar items, as did Flanagin and Metzger 
(2001; “play” and “leisure”). 
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The latter factor, Information, comprised three statements regarding information seeking 
or surveillance, explaining 11.7% of gratifications statement variance for the top site and 
12.1% for the second site. As general constructs, both factors boast widespread adoption 
in uses and gratifications studies (e.g., Katz et al., 1973; Papacharissi & Rubin, 2000; 
Rubin, 1994). 
Knowledge, the fifth factor for both sites, explained 10.1% of variance in first-site 
gratifications and 9.4% in second-site gratifications. Distinct from information seeking, 
the three statements comprising the Knowledge factor emphasized the benefits of 
obtaining information (e.g., “to help make decisions”) rather than the process of 
acquiring information.
48
 
The final factor, Cost, accounted for approximately five percent of variance in both 
sites’ gratification statements. Its relatively low contribution to the total solution was 
potentially indicative of (1) parity among various online sources of information for 
specific sites (i.e., most sources being free); and, (2) lack of attention to or salience of 
price as a driver of source selection.
49
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 Kaye and Johnson (2002) described a similar factor, which they termed “guidance.” 
Interestingly, one of the statements loading on Information (i.e., “It helps me stay 
current with [GENRE]”) would seem more conceptually consistent with the 
Knowledge factor, as the statement concerns information benefits rather than 
information acquisition. But, as seen in the factor analyses for both sites, the data did 
not support that preconception.  
49
 Interestingly, in Papacharissi and Rubin’s (2000) work, the cost-related statement (i.e., 
“to get information for free”) loaded on the “information seeking” factor, while here it 
did not. A simple explanation for the difference may be that Papacharissi and Rubin 
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PSM Estimates  
With respect to measurement, the PSM outputs might best be described as being 
either first-order or second-order in relation to respondents. First-order measures included 
the four core metrics (PTC, PC, PE and PTE), obtained directly from respondents. 
Second-order measures – such as IDP, OPP and RAP – were derived from 
transformations of the values of the four core metrics once those are aggregated across 
respondents. The narrative that follows logically addresses the first-order and second-
order outputs in sequence. 
The split-format nature of the PTC question as administered here necessitated a choice 
between approaches to the PSM analysis process: Focus only on those data comprising a 
numeric response to the PTC question – that is, treating any response option of no 
relationship between low price and quality as missing data, excluding records containing 
non-numeric values from further analysis – or, replace the non-numeric values with an 
appropriate substitute value. In order to obtain the most robust analyses of the PSM data, 
the latter option was pursued. Responses to the PTC question that indicated no relationship 
between low price and lack of quality were replaced with a numeric value of zero.
50
 
                                                                                                                                                                             
 
framed the concept of cost or price as a qualitative characteristic of information 
retrieval, while this study framed cost as a comparison between sources. The lack of 
comparability between studies precludes any characterization of the two studies’ 
results as inconsistent. 
50
 Rather than replace the non-numeric value via an imputation method (e.g., mean or 
median substitution, regression, etc.), this study adopted a “cold deck” approach, 
which “substitutes a constant value derived from external sources or previous 
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Following the numeric value substitution for PTC, responses to all four PSM-related 
measures for both first- and second-ranked sites were cleaned of outliers by recoding all 
values greater than or equal to four standard deviations above the mean as missing for 
that measure.
51
 Table 26 lists summary statistics for each of the two sets of PSM related-
measures following outlier removal aggregated across content genres, by site rank. 
Appendix D displays response distributions for PTC, PC, PE and PTE, as well as calculated 
PSM marginal estimates (PMC, PME, IDP and OPP) for the first-ranked site, and Appendix 
E displays the same information for the second-ranked site.
52
 
                                                                                                                                                                             
 
research” (Hair et al., 1995, p. 49). In this case, the zero value was chosen both 
because of prior research (Borrell Associates, 2001; Donatello, 2002) as well as logic: 
If respondents did not believe that a low price signaled a lack of quality, they should 
have had no hesitation in naming zero (the modal response from respondents who 
were not given the alternate form of the PTC question) as an acceptable minimum price 
for content. 
51
 For the first-ranked site, outlier trimming resulted in recoding of 23 responses (2.4% 
of responses) for the “too cheap” (PTC) measure; 10 responses (1.0%) for the “cheap” 
(PC) measure; 6 responses (0.6%) for the “expensive” (PE) measure; and, 10 responses 
(1.1%) for the “too expensive” (PTE) measure. For the second-ranked site, recoding 
rules affected 17 responses (1.7%) for PTC; 10 responses (1.0%) for PC; 13 responses 
(1.3%) for PE; and, 18 responses (1.8%) for PTE. 
52
 Note that, because of the narrow range of price over which the various curves 
intersect, only a subset of prices is shown on the final two charts in each series in 
Appendices D and E. 
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Table 26 
Summary Statistics for PSM-Related Measures Aggregated Across Content Genres, 
by Site Rank 
PSM measure M Mode SD Minimum Maximum n 
First-ranked site       
Too cheap (PTC) 1.78 0.0 4.81 0.0 37.0 957 
Cheap (PC) 2.22 0.0 3.50 0.0 20.0 970 
Expensive (PE) 3.33 0.0 4.80 0.0 25.0 974 
Too expensive (PTE) 5.02 0.0 6.74 0.0 36.0 969 
Second-ranked site       
Too cheap (PTC) 1.27 0.0 3.92 0.0 31.0 963 
Cheap (PC) 2.05 0.0 3.50 0.0 19.0 970 
Expensive (PE) 3.23 0.0 4.82 0.0 26.0 967 
Too expensive (PTE) 5.51 0.0 8.17 0.0 45.0 962 
 
As evidenced in Table 26 and consistent with prior research (Borrell Associates, 
2001), the modal response for every PSM component measure – including the “too 
cheap” questions prior to recoding or outlier removal, values of which are not displayed 
here – was zero. Additionally, the proportion of responses for each of the four measures 
for which a zero value was given as a price ran between 32% and 74%. Together, these 
responses indicated an extremely strong bias toward non-payment. (Of course, the 
recoding procedure described above strengthened that trend somewhat for approximately 
half of the PTC responses.) 
Similar response detail for the first- and second-ranked sites, by content type, is 
provided in Appendix F. Again, the modal figure for every type of content queried was 
zero. 
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Concentrating on the first site, entertainment- and business-related content received 
the highest mean estimates for PTC ($2.59 and $2.51, respectively). For PC, business and 
college or professional sports content received the highest mean estimates, at $3.33 and 
$3.20 per month, respectively. Business and entertainment content again received the 
highest monthly estimates for PE, at $4.81 and $4.66 (respectively), and for PTE, at $7.17 
per month for business content and $6.62 for entertainment content.
53
 
For the second site, editorials and commentary received an exceptionally high PTC 
mean estimate of $4.89, with the next-highest price ($1.70 per month) observed for 
personal finance content. The editorials-and-commentary mean was skewed strongly by a 
maximum rating far in excess of those for other genres, however, and should be viewed 
with caution. Lifestyle news received the highest mean monthly figures for the other 
pricing component measures: PC, $3.42; PE, $5.13; and, PTE, $9.17. 
Differences between PSM components, by content genre, were tested for significance 
separately for both first- and second-ranked sites.
54
 For the first site, significant 
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 Results for the “high school or other local sports” genre, although displayed here for 
the sake of completeness, are excluded from this description because results for that 
genre are based on data from only nine respondents.  
54
 Significant values for Levene’s test indicated a violation of the homogeneity of 
variance assumption for each of the PSM components for the first site: PTC, F(10,946) 
= 2.19, p = 0.017; PC, F(10,959) = 4.72, p < 0.001; PE, F(10,963) = 2.72, p = 0.003; 
and, PTE, F(10,958) = 1.97, p = 0.033. Similarly, the homogeneity assumption was also 
violated for second-site metrics: PTC, F(10,952) = 10.24, p < 0.001; PC, F(10,959) = 
3.78, p < 0.001; PE, F(10,956) = 2.65, p = 0.003; and, PTE, F(10,951) = 3.17, p = 
0.001. 
 116 
differences between mean price figures were seen only for the “cheap” measure, Welch’s 
F(10,167.139) = 3.55, p < 0.001, ω2 = 0.011.55 Games-Howell post-hoc comparisons 
among PC values for each content genre revealed that the “cheap” price was significantly 
lower for travel news and information than for either business content (p = 0.009) or 
entertainment content (p = 0.007). No other mean comparisons were significant. For the 
second-ranked site, no significant differences in means of PTC, PC, PE or PTE were 
observed as a function of content type. 
Calculation of the marginal price points, as described in van Westendorp’s (1976) 
original work, involved interpolation based on visual inspection of overlapping graphs of 
the various component distributions. Rather than rely this coarse approach, the tactic 
adopted here involved fitting appropriate curves to the relevant distributions
56
 and 
determining mathematically the relevant intersections of those curves. 
Visual inspection of the cumulative distributions for the four PSM component metrics 
(PTC, PC, PE and PTE) suggested that a logarithmic transformation of either the 
independent or dependent variables would be appropriate (Cohen & Cohen, 1983; Fox, 
1991; Hair et al., 1995). Before proceeding, the cumulative proportions (i.e., criterion 
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 Again, the adjusted ω2 was used here, as given by Cohen (2008). 
56
 To the degree that goodness-of-fit measures indicate that the fitted curves fail to 
describe the actual data, error is introduced into the price estimation process. Whether 
any benefit of this approach exists, compared to the original visual-inspection 
technique, will be addressed in the following chapter. 
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variables) were transformed to account for the asymptotic nature of the distributions.
57
 
Following recommendations by Hair et al., both approaches to transforming variables 
were tested: regression of the log-transformed PSM component variables on the 
untransformed adjusted cumulative proportions (i.e., transformations of the predictor 
variables), and regression of the untransformed PSM component variables on the log-
transformed adjusted cumulative proportions (i.e., transformations of the criterion 
variables). For each of the six possible regressions for each site, transformation of the 
predictor variable provided a better fit, with improvements in adjusted r-squared values 
for final models ranging from 5.9% to 226%. Given this difference, transformation of the 
independent variables was retained as the preferred approach. 
Two forms of each regression were assessed: Model 1 comprised a first-order (linear) 
predictor plus constant, and Model 2 added a second-order (quadratic) predictor to the 
Model 1 specification. PSM components were tested separately for the first- and second-
ranked sites. With the exception of the models for PTC on both the first- and second-
ranked sites, addition of the quadratic component provided a statistically significant 
increase in the proportion of variance in adjusted cumulative proportion scores accounted 
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 Because the natural logarithm is undefined at zero, a small constant (0.00001) was 
added to the cumulative proportion of the PSM components at each value of price. So, 
for example, if the cumulative proportion of the PC distribution was 0.368 at PC = 2.0, 
the new value for the cumulative proportions became 0.36801. This transformation 
was applied for all values of a cumulative proportion zero through 0.99999. Other 
adjustment strategies were attempted, including simple replacement of only zero 
values. No difference between transformations, in terms of effect on estimation for any 
of the curves, was evident, so the original approach was retained. 
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for by each model. Model comparison summaries are provided in Appendix G, and final-
model coefficients are presented in Table 27, below. 
Table 27 
Final-Model Coefficients for PSM Component Curves, by Site Rank 
PSM measure Second-order term First-order term Constant 
First-ranked site    
Too cheap (PTC) – -0.068 0.231 
Cheap (PC) -0.008 -0.139 0.447 
Expensive (PE) 0.010 0.121 0.551 
Too expensive (PTE) 0.010 0.127 0.467 
Not cheap (PNC) 0.008 0.139 0.553 
Not expensive (PNE) -0.010 -0.152 0.545 
Second-ranked site    
Too cheap (PTC) – -0.068 0.211 
Cheap (PC) -0.007 -0.129 0.411 
Expensive (PE) 0.009 0.112 0.578 
Too expensive (PTE) 0.008 0.110 0.504 
Not cheap (PNC) 0.007 0.130 0.589 
Not expensive (PNE) -0.009 -0.141 0.512 
Note. Coefficients from linear regression of the log-transformed PSM component 
variables on the untransformed adjusted cumulative proportion response at each value of 
price. Model coefficients were used as inputs to the equalities used to calculate PSM 
marginal estimates. 
Solving for the equalities required for the PSM marginal estimates
58
 yielded the 
results presented in Table 28. The observed “range of acceptable prices” for the first-
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 The quadratic formula (  
   √      
  
), used to solve for the PSM marginal 
estimates, results in two solutions to each equality. Logically, only positive, non-zero 
estimates are of use in this context.  
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ranked site was $0.18 to $1.31; for the second-ranked site, the range of acceptable prices 
was only slightly lower, at $0.13 to $1.03. 
Table 28 
PSM Marginal Estimates, by Site Rank 
PSM measure Equality Estimate 
First-ranked site   
Indifference price (IDP) PC = PE $0.67 
Optimal pricing point (OPP) PTC = PTE $0.27 
Marginally cheap price (PMC) PNC = PTC $0.18 
Marginally expensive price (PME) PNE = PTE $1.31 
Second-ranked site   
Indifference price (IDP) PC = PE $0.48 
Optimal pricing point (OPP) PTC = PTE $0.17 
Marginally cheap price (PMC) PNC = PTC $0.13 
Marginally expensive price (PME) PNE = PTE $1.03 
 
Recall that the indifference price represents “either the median price actually paid by 
consumers of the product, or the price of the product of an important market leader” (van 
Westendorp, 1976, p. 147). The obtained IDPs of $0.67 and $0.48 for the first- and 
second-ranked sites, respectively, may be interpreted as sufficiently close to the market 
norm of zero – that is, free – to be consistent with van Westendorp’s guidance, given that 
(1) the price is a monthly amount (i.e., less than $1 per month), and (2) was potentially 
biased by responses on the high end of the scale, even after removal of outliers. The 
observed IDPs for both the first and second sites were close to “the ‘normal’ price for this 
product” (Bonnet et al., 2000, “The van Westendorp Price Sensitivity Meter” section, 
para. 5) of zero. 
 120 
The optimal pricing point was $0.27 for the first site and $0.17 for the second site. 
Like the IDP, these sub-dollar figures are quite close to the existing market norm of zero. 
The resulting pricing “stress” described by van Westendorp (p. 151) – the range between 
IDP and OPP – was 40 cents for the first site and 31 cents for the second site. As 
mentioned earlier, van Westendorp offered no concrete guidelines for the interpretation 
of a stress metric, but a sub-dollar amount (on a monthly basis) suggests that there was 
not much discrepancy between the ideal price and the normative market price in the 
minds of these respondents. 
Table 29 lists the mean and percentage response for top-three (i.e., 9-11 on an 11-
point scale) aggregated scores for likelihood to pay at the cheap and expensive prices, by 
site rank. There were no statistical differences between the first-ranked site and the 
second-ranked site on any of the PSM measures. On the other hand, there were 
significant differences in mean likelihood to pay at PC versus at PE, with the cheap price 
yielding higher mean likelihood of payment, for both sites.
59
 Similarly, response 
proportions for top-three aggregated scores were also significantly higher at the cheap 
price than at the expensive price, for both sites.
60
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 For the first-ranked site, t(449) = -9.23, p < 0.001, d = 0.296; for the second-ranked 
site, t(423) = -8.66, p < 0.001, d = 0.265. 
60
 For the first-ranked site, z = 3.77, p < 0.001; for the second-ranked site, z = 4.61, p < 
0.001. 
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Table 29 
Ratings for Likelihood to Pay at Cheap and Expensive Prices, by Site Rank 
Suppose that [SITE] decided to charge 
[CHEAP/EXPENSIVE PRICE] per month for 
complete, unrestricted access to the site and all its 
features and content. Using the scale below, please 
tell us how likely you would be to pay 
[CHEAP/EXPENSIVE PRICE]? 
M 
Percentage top-three 
aggregated response 
n 
First-ranked site    
Cheap (PC) 5.7 24.6 496 
Expensive (PE) 4.6 14.6 561 
Second-ranked site    
Cheap (PC) 5.7 26.5 456 
Expensive (PE) 4.6 13.6 549 
Note. Means on 11-point scale with labeled endpoints (1 = “Definitely would not pay”; 
11 = “Definitely would pay”). Means and percentages calculated excluding “don’t 
know/not sure” responses. Top-three aggregated responses comprise scores of 9-11 on 
the 11-point scale. 
Hypothesis Tests 
The following sections detail tests of the six specific hypotheses advanced earlier in 
this paper. 
Hypothesis 1 
The first hypothesis predicted that gratifications stated as the basis for use of specific 
websites would differ based on the content genre of the sites in question. For example, all 
else being equal, one would not expect a site specializing in editorials or commentary on 
the news to be selected for entertainment purposes to the same degree as a site 
specifically geared toward providing entertainment. This prediction is a direct extension 
of uses and gratifications theories’ assumption of purposeful selection of media in 
fulfillment of specific needs or gratifications sought (e.g., Lometti et al., 1977). 
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Table 30 lists mean regression-estimated scores for each of the six gratification 
factors, by site rank and content genre. Review of those scores revealed apparent 
variation in gratifications obtained as a function of genre for both sites.
61
 To assess the 
significance of these potential relationships, gratification factor scores were analyzed via 
MANOVA to assess whether, taken as a group, they differed significantly as a function 
of content genre. For the first-ranked site, between-genre differences in gratification 
scores were significant, Wilks’s Lambda= 0.603, F(60,5212.93) = 8.80, p < 0.001, partial 
η2 = 0.081. Gratification scores for the second-ranked site also differed significantly as a 
function of content genre, Wilks’s Lambda= 0.565, F(60,4406.08) = 8.46, p < 0.001, 
partial η2 = 0.091. 
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 Focusing on the top-ranked content types, for example, the factor scores for 
Entertainment and Knowledge were similar in magnitude but of reversed sign for the 
business, entertainment, lifestyle and personal finance genres, with directionality (i.e., 
positive or negative) appearing consistent with intuitive motivations for using those 
types of news and information. 
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Table 30 
Mean Regression-Estimated Gratification Factor Scores, by Site Rank and Content Genre 
 Mean score for factor… 
Content genre 
Social 
Enter-
tainment 
Identity 
Inform-
ation 
Know-
ledge 
Cost 
First-ranked site 
      Business 0.03 -0.42 0.29 0.18 0.42 0.05 
College or professional 
sports 
0.21 0.35 0.10 0.17 -0.76 -0.11 
Editorials and commentary 0.09 -0.01 -0.11 0.09 0.29 -0.48 
Entertainment 0.18 0.65 0.10 -0.15 -0.58 0.28 
High school or other local 
sports 
0.49 -0.30 -0.11 0.28 -0.60 -0.33 
National, international or 
world 
-0.14 0.00 -0.20 0.31 -0.05 -0.11 
Lifestyle 0.00 0.60 0.23 -0.53 -0.60 0.03 
Local 0.15 -0.12 -0.17 -0.03 0.00 -0.09 
Personal finance -0.45 -0.46 0.25 -0.08 0.53 0.19 
Personal technology 0.22 0.23 0.07 -0.10 0.36 0.10 
Travel -0.33 -0.74 0.07 -0.42 0.39 0.19 
Second-ranked site       
Business -0.24 -0.02 -0.17 0.41 0.17 -0.12 
College or professional 
sports 
0.16 0.36 0.36 -0.15 -0.97 -0.31 
Editorials and commentary -0.10 -0.25 0.34 -0.01 0.17 -0.56 
Entertainment 0.02 0.84 -0.22 0.24 -0.70 0.12 
High school or other local 
sports 
0.38 -0.59 -0.38 0.24 -0.03 0.57 
National, international or 
world 
-0.16 -0.04 0.24 -0.02 0.03 -0.05 
Lifestyle 0.14 0.66 -0.46 0.20 -0.16 -0.26 
Local 0.16 -0.06 0.08 -0.30 -0.24 0.17 
Personal finance 0.11 -0.47 -0.33 0.15 0.58 0.25 
Personal technology 0.16 -0.10 -0.03 0.10 0.57 -0.12 
Travel -0.27 -0.44 -0.31 0.03 0.54 0.21 
 
Univariate tests for the effect of content genre for the first site produced significant 
values across all six dependent variables: Social, F(10,999) = 3.97, p < 0.001, partial η2 = 
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0.038; Entertainment, F(10,999) = 16.59, p < 0.001, partial η2 = 0.142; Identity, 
F(10,999) = 2.88, p = 0.002, partial η2 = 0.028; Information, F(10,999) = 7.61, p < 0.001, 
partial η2 = 0.071; Knowledge, F(10,999) = 16.97, p < 0.001, partial η2 = 0.145; and, 
Cost, F(10,999) = 2.95, p = 0.001, partial η2 = 0.030. 
Likewise, univariate tests for the effect of content genre for the second site produced 
significant values across five dependent variables (the effect on Cost was not significant): 
Social, F(10,856) = 2.10, p = 0.022, partial η2 = 0.024; Entertainment, F(10,856) = 13.67, 
p < 0.001, partial η2 = 0.139; Identity, F(10,856) = 2.19, p = 0.017, partial η2 =0.025; 
Information, F(10,856) = 6.44, p < 0.001, partial η2 = 0.071; and, Knowledge, F(10,856) 
= 23.49, p < 0.001, partial η2 = 0.218. 
Extensive post-hoc comparisons among mean factor scores by genre, where 
appropriate, are presented in Appendix K (first-ranked site) and Appendix L (second-
ranked site). No discernible pattern emerged among significant differences between 
means. 
Overall, then, genre differences in gratification scores were statistically significant, 
and effect sizes ranged from small to large (Cohen, 1988), depending on the specific test 
involved. Thus, these data provided consistent support for Hypothesis 1. 
Hypothesis 2 
The second hypothesis proposed a positive relationship between the magnitude of 
media gratifications delivered by a website and the extent of overall satisfaction with the 
website. To evaluate the association between distinct gratification types and overall 
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satisfaction, zero-order Pearson correlations between gratification factor scores and 
ratings of satisfaction with sites were examined. As is evident in Table 31, Identity was 
the only factor uncorrelated with overall satisfaction across both sites. For the first-
ranked site, each of the remaining five factors were significantly correlated with overall 
site satisfaction, with Information displaying the strongest relationship. For the second-
ranked site, Information, Entertainment and Knowledge exhibited correlations with 
satisfaction significant at the p < 0.001 level, while the correlation between overall 
satisfaction and the Social factor score was marginally significant (p = 0.056). Neither the 
Cost nor the Identity factor scores were significantly correlated with overall satisfaction 
for the second site. 
Table 31 
Zero-Order Correlations Between Gratification Factor Scores and Overall Satisfaction, by 
Site Rank 
  Overall satisfaction for… 
  First-ranked site Second-ranked site 
Gratification factor r p r p 
Information 0.491 < 0.001 0.547 < 0.001 
Entertainment 0.253 < 0.001 0.350 < 0.001 
Knowledge 0.178 < 0.001 0.175 < 0.001 
Cost 0.130 < 0.001 0.036 n.s. 
Social 0.089 < 0.001 0.056 0.056 
Identity 0.005 n.s. -0.005 n.s. 
  
 
df = 902 
 
df = 816 
Note. Nonsignificant differences denoted as n.s. 
Continuing this exploration, gratification factor scores also were regressed on site 
satisfaction ratings – separately by site rank, using an ordinary least squares linear fit – 
with stepwise entry of predictors into the model. (Stepwise selection, rather than forced 
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entry in a particular order, was adopted because no a priori theoretical relationships were 
specified.) As suggested by the correlations in Table 31, the first five factors each 
contributed significant predictive power to the final model for the first site, which 
explained slightly more than one-third of the variance in overall satisfaction ratings for 
the first-ranked site, adjusted R
2
 = 0.358, F(5,898) = 101.92, p < 0.001, f
 2
 = 0.557. 
Correspondingly, for the second site, the first three factors, plus Social, accounted for an 
even greater proportion of variance in overall site satisfaction, adjusted R
2
 = 0.452, 
F(4,813) = 169.62, p < 0.001, f
 2
 = 0.824. (Model summary information for both sites is 
presented in Appendix G.) Note that values of Cohen’s f 2 from the regressions for both 
sites indicate quite sizable effects.
62
 
Taking these results as a whole, Hypothesis 2 is supported for these data. 
Hypothesis 3 
The third hypothesis predicted that respondents’ propensity to choose one source over 
another would be positively related to the level of satisfaction delivered by the sources, 
with those delivering greater levels of satisfaction more likely to be chosen. Because uses 
and gratifications theory assumes that audiences are able to articulate their motives for 
media use and gratifications received from media, the most obvious test of this 
hypothesis required examining the correlation between the number of times a site was 
selected as most-visited for a particular genre of content and the mean overall rating of 
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 Based on guidelines from Cohen (1992). 
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gratification delivery for the site. The observed correlation, r(244) = -0.08, was not 
significant. 
To test the prediction more cleanly, the partial correlation between mean satisfaction 
rating and frequency of selection, excluding the potential effect of site rank was also 
examined. That partial correlation, r(243) = -0.09, was also nonsignificant. Similarly, the 
partial correlation between mean satisfaction rating and frequency of selection, excluding 
the effect of specific content genre (e.g., lifestyle, business, etc.), r(243) = -0.06, failed to 
achieve statistical significance. 
Taken together, these results failed to provide support for Hypothesis 3, which was 
rejected. 
Hypothesis 4 
The fourth hypothesis predicted that respondents who had paid for content in the past 
would be more likely to assign a higher (i.e., positive, non-zero) monetary value to 
information sources than those respondents who had not paid for content. Table 32, 
below, displays summary information for each of the core PSM component measures by 
site rank and history of payment for online news content. 
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Table 32 
Summary Statistics for Core PSM Measures, by Site Rank and Past Payment for Content 
  PSM measure 
Paid for 
content 
M SD n 
First-
ranked 
site 
Too cheap (PTC) 
No 1.36 4.181 801 
Yes 3.07 5.843 156 
Cheap (PC) 
No 1.75 3.016 819 
Yes 4.11 4.218 151 
Expensive (PE) 
No 2.55 3.959 818 
Yes 6.05 5.702 156 
Too expensive (PTE) 
No 4.11 5.882 814 
Yes 8.78 8.497 155 
Second-
ranked 
site 
Too cheap (PTC) 
No 1.03 3.698 806 
Yes 2.10 4.048 158 
Cheap (PC) 
No 1.54 2.804 815 
Yes 4.30 4.857 155 
Expensive (PE) 
No 2.65 4.102 815 
Yes 5.67 6.373 152 
Too expensive (PTE) 
No 4.50 6.693 808 
Yes 8.22 9.173 154 
 
Visual inspection of Table 34 suggested that past payment for content might be 
related to higher mean price points, so MANOVA was used to assess whether the four 
PSM measures, taken together, differed significantly on the basis of the payment history 
of respondents. As with other analyses, data were examined separately for the first- and 
second-ranked sites. For the first-ranked site, results indicated a significant main effect 
for past payment: Wilks’s Lambda= 0.912, F(4,1048) = 25.28, p < 0.001, partial η2 = 
0.088. For the second-ranked site, measures also differed significantly based on past 
payment for content: Wilks’s Lambda= 0.903, F(4,1037) = 27.96, p < 0.001, partial η2 = 
0.097.  
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The significantly higher values of the four core PSM measures among respondents 
who had paid for content, as compared to corresponding values among those with no 
prior payment history, was consistent across sites, with moderate-sized effects (Cohen, 
1988). Hypothesis 4 was, therefore, supported by these data.  
Hypothesis 5 
The fifth hypothesis predicted that the higher the gratification ratings assigned to a 
website, the more audiences would be willing to pay for information from that source; 
that is, sites more strongly associated with specific gratifications should be seen as more 
valuable. Based on the nature of the specific PSM metrics, this prediction was 
operationalized as a positive relationship between gratification scores and PTC, PC, PE and 
PTE, respectively. 
Initial tests of this hypothesis were conducted separately for each site by examining 
the zero-order Pearson correlations between the PSM component measures and 
gratification factor scores. Table 33, below, summarizes those relationships. 
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Table 33 
Zero-Order Correlations Between Core PSM Measures and Gratification Factor Scores, 
by Site Rank 
  
Inform-
ation 
Entertain-
ment 
Know-
ledge 
Identity Social Cost 
First-
ranked 
site 
Too cheap 
(PTC) 
n = 884 
r 0.023 -0.008 0.041 0.125 0.129 -0.014 
p n.s. n.s. n.s. < 0.001 < 0.001 n.s. 
Cheap 
(PC) 
n = 895 
r 0.071 0.056 0.058 0.122 0.188 0.047 
p 0.033 n.s. n.s. < 0.001 < 0.001 n.s. 
Expensive 
(PE) 
n = 899 
r 0.099 0.076 0.048 0.129 0.170 0.037 
p 0.003 0.023 n.s. < 0.001 < 0.001 n.s. 
Too 
expensive 
(PTE) 
n = 896 
r 0.084 0.061 0.061 0.125 0.141 0.032 
p 0.012 n.s. n.s. < 0.001 < 0.001 n.s. 
Second-
ranked 
site 
Too cheap 
(PTC) 
n = 802 
r 0.044 -0.011 0.040 0.169 0.090 -0.022 
p n.s. n.s. n.s. < 0.001 0.011 n.s. 
Cheap 
(PC) 
n = 809 
r 0.047 0.036 0.056 0.144 0.204 -0.026 
p n.s. n.s. n.s. < 0.001 < 0.001 n.s. 
Expensive 
(PE) 
n = 805 
r 0.031 0.112 0.035 0.146 0.100 -0.015 
p n.s. 0.001 n.s. < 0.001 0.005 n.s. 
Too 
expensive 
(PTE) 
n = 806 
r 0.040 0.111 0.021 0.164 0.084 -0.048 
p n.s. 0.002 n.s. < 0.001 0.017 n.s. 
Note. Nonsignificant differences denoted as n.s. 
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For both first- and second-ranked sites, the Identity and Social factor scores displayed 
small but significantly positive correlations with all four PSM measures. Additionally, for 
the first-ranked site, Information and Entertainment scores were positively associated 
with PE, but only Information was significantly associated with PC and PTE. For the 
second-ranked site, Entertainment factor scores – in addition to Identity and Social scores 
– were positively related to both PE and PTE.  
To further test this hypothesis, gratification scores were regressed onto the four core 
PSM metrics (PTC, PC, PE and PTE), after first accounting for the potential effect of 
content genre. Dummy variables for content genre (with “high school or other local 
sports” coded as the reference category) were entered as a block in the first stage of an 
ordinary least squares model, followed by stepwise entry of the gratification factor scores 
in the second stage of each regression. The resulting eight regressions were conducted 
separately for each site, and detailed output is displayed in Appendix H. 
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Table 34 
Final Model Raw-Score Coefficients for Regression of Gratifications Factor Scores and 
Content Genre on PSM Component Measures, by Site Rank 
 Gratification factors   
PSM measure INFO ENT KNOW ID SOC COST 
Genre 
(p) 
Constant 
First-ranked site         
Too cheap (PTC) — — — 0.479 0.524 — n.s. 1.673 
Cheap (PC) 0.188 — — 0.424 0.547 — < 0.001 5.531 
Expensive (PE) 0.442 0.466 — 0.533 0.730 — n.s. 3.325 
Too expensive (PTE) 0.566 0.569 — 0.683 0.917 — n.s. 5.103 
Second-ranked site         
Too cheap (PTC) — — — 0.671 0.329 — < 0.001 2.006 
Cheap (PC) — — — 0.383 0.573 — n.s. 2.063 
Expensive (PE) — 0.502 — 0.579 0.448 — n.s. 3.359 
Too expensive (PTE) — 0.827 — 0.966 — — n.s. 5.442 
Note. Empty cells represent gratification score predictors that were not retained in the 
final estimation. Content genre is noted only for its significance in the model; 
nonsignificant coefficients denoted as n.s. Coefficient detail for genre is available in 
Appendix H. INFO – Information factor score; ENT – Entertainment factor score; 
KNOW – Knowledge factor score; ID – Identity factor score; SOC – Social factor score; 
COST – Cost factor score. 
Table 34 summarizes raw-score coefficients for the gratification factor scores retained 
in each model.
63
 Based on the obtained regression parameters, it appears that although 
removal of the variation attributable to content genre helped to clarify the relationships 
between gratification scores and the core PSM metrics, there were no wholesale changes 
in those relationships. Table 35 presents variance accounted for by each of the final 
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 Because the content genre block was retained in only two of the eight regressions, the 
resulting coefficients are not included in Table 34. Instead, significance level for the 
block is noted, and full model detail is available in Appendix H. 
 133 
regression fits; both the adjusted R
2
 values and associated effect sizes are small (Cohen, 
1992). 
Table 35 
Final Model Variance Explained and Effect-Size Estimates for Regression of 
Gratifications Factor Scores and Content Genre on PSM Component Measures, by Site 
Rank 
 Final model ANOVA metrics 
PSM measure Adjusted R
2
 F(df) p f 
2
 
First-ranked site     
Too cheap (PTC) 0.020 2.47 (12,858) 0.004 0.020 
Cheap (PC) 0.077 6.21 (14,856) < 0.001 0.083 
Expensive (PE) 0.056 4.66 (14,856) < 0.001 0.059 
Too expensive (PTE) 0.041 3.68 (14,856) < 0.001 0.043 
Second-ranked site     
Too cheap (PTC) 0.074 6.17 (12,765)  < 0.001 0.080 
Cheap (PC) 0.037 3.46 (12,765) < 0.001 0.038 
Expensive (PE) 0.038 3.38 (13,764) < 0.001 0.040 
Too expensive (PTE) 0.032 3.15 (12,765) < 0.001 0.033 
 
Taken together, these results indicate that, although Hypothesis 5 was supported by 
these data, that support is generally weak, as evidenced by the small amounts of variance 
explained. 
Hypothesis 6 
The sixth hypothesis posited that a significant (i.e., positive, non-zero) proportion of 
respondents queried would indicate a perceived lack of relationship between the price of 
a web-based news source and the quality (i.e., accuracy or credibility) of that source. 
Testing this prediction required assessment of response to the randomly assigned split-
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form questions regarding the “too cheap” price (PTC). Of the 490 respondents presented 
with the PTC question form that offered the option, 302 respondents (61.6%) indicated 
that they “would not begin to doubt the quality or accuracy of the site based on a very 
low price” for the first site, and 336 respondents (68.6%) answered similarly for the 
second site. Both proportions are significantly greater than zero.
64
 
Hypothesis 6 was, therefore, supported statistically by these data. Anecdotally, the 
prediction’s pertinence was highlighted by the following types of free-response 
comments offered by respondents at the conclusion of the survey: 
 “I feel as though there is free, quality content available that is essentially 
similar/the same to the information offered by fee based sites. I do not 
know of any compelling reason that I would get more [v]alue from a fee 
based site than a free [site].” 
 “The question ‘at what price would the subscription be too inexpensive 
that it would make you doubt the accuracy of the information’ should have 
an option for answering ‘not applicable’.” 
 “The questions regarding ‘at what point would paying too little cause me 
to think the info was inaccurate’ or something like that were not applicable 
[and] did not make sense … to me.” 
 “The scale is … silly when it asks how little before you wouldn’t trust the 
information …. There needs to be an n/a available there.” 
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 For the first-ranked site, z = 28.128, p < 0.001; for the second-ranked site, z = 32.667, 
p < 0.001. 
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Research Question 5: Predictors of Overall Willingness to Pay 
To some degree, Research Question 5 was the ultimate inquiry of this paper, and so is 
discussed last among these results. Potential catalysts of payment for news online, in this 
study, included the key criteria discussed already: experience paying for content in the 
past; content genre; gratifications obtained; and, overall satisfaction with a site. But the 
fifth research question looks at those antecedents of payment and asks, “Can these 
variables be used to predict simple willingness of audiences to pay anything for their 
most-used sites on genres of interest? If so, with what degree of accuracy?” 
The dependent variable in this analysis was a simple binary recode of the PC and PE 
measures for each site, such that any respondent with a nonzero value for PC or PE – and a 
corresponding rating of purchase likelihood greater than or equal to 9 (i.e., a top-three 
aggregated response on the 11-point purchase likelihood scale) – was designated as 
willing to pay a value greater than zero to access the site. This recoding scheme thus 
placed greater emphasis on respondents’ self-reported likelihood to pay a particular 
amount, and less emphasis on the amount itself, in designating “payers,” whether 
willingness to pay was in response to the “cheap” or “expensive” questions in the PSM 
protocol. 
The binary criterion variable (140 payers for the first-ranked site and 122 payers for 
the second-ranked site) was modeled via logistic regression as function of four possible 
predictors: 
1. Past payment for content (dichotomous) 
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2. Content genre (11 levels, using the “high school or other local sports news and 
information” category as the reference) 
3. Overall satisfaction with the first-ranked site (continuous) 
4. A block of six gratification factor scores (continuous) 
As in previous analyses, the exploratory nature of the modeling suggested a stepwise 
(i.e. forward selection), rather than forced-entry, approach to evaluating predictors. Each 
of the four predictor variables were evaluated in sequence. Model comparisons for each 
step of the regressions are listed, by site rank, in Appendix I, and final model coefficients 
appear in Table 36, below. 
Table 36 
Final Model Coefficients for Logistic Regression of Payment Predictors on Payer 
Designation, by Site Rank 
  Predictor B Exp(B) SE Wald df p 
First-
ranked 
site 
Past payment for content 1.056 2.875 0.214 24.355 1 < 0.001 
Overall satisfaction with 
site 
0.123 1.131 0.064 3.745 1 0.053 
Entertainment 0.433 1.541 0.107 16.222 1 < 0.001 
Constant -2.558 0.077 0.576 19.703 1 < 0.001 
Second-
ranked 
site 
Past payment for content 1.338 3.813 0.224 35.646 1 < 0.001 
Overall satisfaction with 
site 
0.156 1.169 0.070 5.026 1 0.025 
Entertainment 0.285 1.329 0.118 5.846 1 0.016 
Constant -2.804 0.061 0.629 19.856 1 < 0.001 
 
The first-ranked site model explained a significant (albeit small) proportion of 
variance overall, Nagelkerke’s R2 = 0.095, χ2 (3, N = 900) = 51.25, p = < 0.001, and 
displayed a marginally acceptable fit to the data according to the Hosmer-Lemeshow 
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statistic, χ2 (8, N = 900) = 15.40, p = 0.052. The second-ranked site model did slightly 
better: Overall variance explained was also small but significant, Nagelkerke’s R2 = 
0.106, χ2 (3, N = 809) = 50.75, p < 0.001; but, the goodness-of-fit measure was more 
acceptable, χ2 (8, N = 809) = 9.85, p = 0.275. 
For both sites, past payment for content was the most powerful predictor among the 
three retained in the final models: A history of paying for online content in the past 
increased the odds of being willing to pay in this study by a factor of 2.9 for the first-
ranked site and a factor of 3.8 for the second-ranked site. Overall site satisfaction 
provided only a marginally significant 13% lift in prediction for the first site model, Wald 
χ2 (1, N = 900) = 3.75, p = 0.053, versus 17% lift for the second site model, Wald χ2 (1, N 
= 809) = 5.03, p = 0.025. 
Entertainment was the only gratification factor significantly associated with payer 
status for either site. For the first site, a unit improvement in the Entertainment score was 
associated with a 54% lift in the odds of being willing to pay for content, Wald χ2 (1, N = 
900) = 16.22, p < 0.001; for the second site, the lift was lower, at 33%, Wald χ2 (1, N = 
809) = 5.85, p = 0.016. 
As to whether, statistical tests aside, the models are able to accurately predict whether 
audiences will pay for access to content, the unfortunate answer to that question is an 
unfortunate “no.” Although the overall percentage correct prediction for the first-ranked 
site model was 84.6%, the proportion of payers correctly predicted was only 1.9%. 
Likewise, the final model for the second site correctly predicted 85.1% overall, but 
miscategorized every payer. Clearly, the measures of model fit are acceptable only in the 
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sense that almost none of the nonpayers were misclassified. If the emphasis is on flagging 
payers out of the sea of total audience, the models developed here were unsuccessful. 
CHAPTER 4 
DISCUSSION 
Preface 
This study sought to investigate a multidimensional topic of tremendous interest to 
website publishers but which has received scant attention by communication researchers: 
What makes online news audiences inclined to pay for access to website content, and 
how much are they willing to pay? Of secondary interest was the application to online 
news sources of a widely used method of determining price response – the van 
Westendorp Price Sensitivity Meter – and whether an assumption underlying that 
technique might be incompatible with the way in which consumers conceptualize the 
value of news content. The study was framed by the assumptions of the uses and 
gratifications (UG) body of mass communication theory (Katz et al., 1974; Ko et al., 
2005; McQuail et al., 1972; Papacharissi & Rubin, 2000; Rubin, 1994; Ruggiero, 2000; 
Stafford et al., 2004), incorporating both the central conceptual foundations (e.g., active 
and self-aware audiences seeking to consume media in gratification of unmet socio- and 
psychological needs) and methodological elements (e.g., verbally articulated self-report) 
endemic to the UG approach. 
The study employed a browser-based survey instrument reflective of industry-
accredited norms (e.g., MRI, 2010), of approximately 15 minutes median duration, to a 
sample of the type and from a source used in industry-based applied and methodological 
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research (Advertising Research Foundation, n.d.), in an attempt to bolster external 
validity. Data collection followed best-practice recommendations for survey research 
(Couper, 2000; Dillman, 2007; Groves et al., 2004; Sudman and Wansink, 2002), 
informed by practitioner experience (Rogers & Richarme, 2009). Common conventions 
for data processing (Hair et al., 1995) and weighting (Werner, 2004) were observed to 
maximize internal validity and reliability (Carmines & Zeller, 1979). 
The study posed a number of general research questions, as well as six specific 
hypotheses, based on a synthesis of literature on communication theory and market 
practice. The research questions and hypotheses were evaluated in light of the data 
gathered via the survey. 
Overall, the study found that although most respondents are not predisposed toward 
paying for news online, factors which can positively impact likelihood to pay exist 
among both audience and media. Leveraging these elements will increase publishers’ 
success in the paid-content marketplace. 
The balance of this chapter comprises three sections: a review of findings; evaluation 
of limitations of the study and opportunities for its enhancement; and, consideration of 
implications of the study for theory and practice. 
Review of findings 
Pricing estimates 
Following the basic flow of the PSM protocol, component (PTC, PC, PE and PTE) and 
marginal (PMC, PME) price points were estimated separately for both the top- and second-
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ranked sites. As observed in past work (Borrell Associates, 2001), response to the PSM 
measures indicated an extremely price-conscious market, in which willingness to pay was 
quite low overall, as were the prices that respondents found acceptable. Recalling Table 
26, the mean “too cheap” price was $1.78 for the first-ranked site and $1.27 for the 
second-ranked site, while the “cheap” price was $2.22 per month for the top site and 
$2.05 for the second site. The “expensive” prices were 3.33 and 3.23 for the first and 
second sites, respectively, and the “too expensive” prices were $5.02 for the first site and 
$5.51 for the second. As emphasized earlier, however, these mean figures were strongly 
skewed by maximum values which, even after trimming of outliers, ran between $19 and 
$45 on a monthly basis. For each of the PSM core metrics, the modal value was zero (i.e., 
free). Note also that these mean figures were averaged across all content genres; as 
Tables 24a and 24b made clear, there was significant variation in all four PSM measures 
depending on the content genre associated with the site being measured. 
The “second-order,” or derived, PSM marginal metrics displayed in Table 27 painted 
a picture of extreme price sensitivity. The RAP on the first-ranked site was $0.18 to 
$1.31, an interval of $1.13; for the second-ranked site, the RAP was $0.13 to $1.03, a 90-
cent separation. These figures denoted a market devoid of pricing flexibility for 
publishers whose offerings remain undifferentiated. And, although top-three-response 
willingness to pay at the cheap price for each site was significantly greater than 
willingness to pay at the expensive price (as would be expected), the proportions of 
respondents who indicated such willingness hovered around only one quarter of the total. 
Given the amounts in question – sub-dollar per reader on a monthly basis – the potential 
revenue from content access would likely fall far short of offsetting the concomitant loss 
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in advertising revenue from instituting a paid content strategy, a trade-off that weighs on 
the minds of most publishers considering paywall strategies (Doctor, 2012; NAA, 2012). 
Research questions 
Not surprisingly, internet access from home was nearly universal among respondents 
– only 2% did not access that way – with workplace access used by 60%.65 Six of 10 
respondents accessed by WiFi or some other wireless method. Respondents over-indexed 
versus total adult internet users as reported by MRI for a similar timeframe,
66
 on almost 
every platform. Whether this inconsistency indicates sample bias, measurement error, 
misspecified comparisons against the MRI population estimates, or an increased 
predisposition toward multiplatform access on the part of online news audiences, is not 
clear. Regardless, such differences should be kept in mind when construing the results 
reported here. 
Precise comparisons of newspaper readership between this study and external 
benchmarks were somewhat difficult due to methodological inconsistencies – for 
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 Access from home among these respondents was only slightly higher than the 90% 
figure reported in the 2010 Current Population Survey (U.S. Census Bureau, 2012), 
but more than one third greater than the 44% accessing from work. Because the 
Census data are based on a broader universe (persons 15 and older, versus 18 or older 
in this study), and because one might expect individuals opting in to online access 
panel membership to be more frequent or ubiquitous users of the internet than the 
average U.S. adult online, the discrepancy is not concerning. 
66
 GfK MRI Fall 2011 report, comprising Wave 64 (September, 2010 – April, 2011) and 
Wave 65 (March – October, 2011) fieldwork. 
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example, Pew does not use industry-standard (Advertising Research Foundation, 1990) 
question forms; MRI uses a past-week, rather than 30-day, screen on print newspapers – 
but estimation of benchmarks was attempted, using a modeled 30-day cumulative 
audience figure from MRI. Claimed print-edition newspaper readership for each of the 
national newspaper titles measured was much higher among these respondents than 
among U.S. adults who had used the internet during the last 30 days. The only readership 
comparison for which figures were similar was for local daily newspapers, which were 
read by 57% of respondents and 59% of total U.S. adult internet users. Subscription 
benchmarks were not available for comparison. 
If the higher-than-expected levels of multi-device access indicate that respondents in 
this sample were more technologically active or innovative than internet users in the 
population overall (Stafford, 2003), this could also explain over-indexing on newspaper 
readership and household print subscription. Innovativeness and heavy use of mass media 
tend to be positively related (Rogers, 1995), including during periods of “continued 
acceptance” of an adopted innovation (Mahajan, Muller, & Bass, 1990; Stafford, 2003). 
So, if heavy newspaper readership and heavy use of various internet-access technologies 
were both consequences of these respondents being more innovative than typical internet 
users, then one would also have anticipated heavier-than-expected use of online news 
sources. 
In fact, that appeared to be the case. Fifty-nine percent of respondents in this study 
sought news and information from at least one content genre with a frequency of once or 
more per day, compared to 45% of internet users in a contemporaneous survey (Pew, 
2012). Although methodological differences between studies preclude an exact 
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comparison, the difference is directionally informative, reinforcing the idea that these 
respondents may have been more innovative than internet users overall. 
Of the three news genres most widely consumed online – national, international and 
world news; local news; and, entertainment news – only the first two categories claimed 
more than three of 10 audience members visiting sites of that type on a daily or more 
frequent basis. The balance of genres with greater than 30% frequent (i.e., once a day or 
more often) visitors seemed skewed slightly toward what one might consider more 
traditionally “hard news” topics: Business; college or professional sports; editorials and 
commentary; personal finance; and, personal technology. Only the national, international 
or world news and local news genres were named by more than one in five respondents 
as first- or second-ranked in in terms of interest ratings. Other frequently visited content 
types, such as business news or college/professional sports news, were rated by 7% or 
fewer as first or second in interest. This disconnect, between frequency of visitation and 
topic interest, could be the result of social desirability bias in responses (Groves et al., 
2004), or perhaps some sort of genre-based differential in frequency of online updates, 
which would require more frequent visits to sites for a particular type of content, even if 
that content is of less interest overall. This does not seem especially likely, but it may be 
worth considering given the apparent contradiction. 
Regarding access by mobile device, college or professional sports and local news had 
the largest proportions of audience members visiting sites via a mobile device during the 
last 30 days. The proportion for sports content was roughly 50% greater in this study than 
in similar work reported by Pew (Rainie & Fox, 2012). As with multi-platform access, it 
may have been the case that these respondents were heavier users of news content 
 145 
accessed via mobile devices than internet news audiences overall. A paucity of 
benchmarking data available for comparison, however, prohibited more comprehensive 
testing of this explanation. 
Experience with paying for online news content was not extensive among these 
respondents, with only 16% having paid, for any reason, during the last 12 months. This 
represented a small decrease from the 25% figure reported by Borrell Associates (2001) a 
decade earlier, but was roughly similar to a contemporaneous Pew finding that 18% of 
respondents had ever “paid for digital newspaper, magazine, or journal articles or 
reports” (Jansen, 2010). Coincidentally, the proportions of total respondents in this study 
who had paid for access to content in certain genres of information (e.g., national, 
international or world news; local news; editorials and commentary) were nearly identical 
to data obtained in the Borrell study. 
Examining payment activity among last-30-day audiences gave a more detailed 
picture, with roughly one in 10 having paid to access content for any reason. Among that 
more-recent audience, payment was biased distinctly toward personal use, with payment 
solely for business purposes almost nonexistent. Joint business-personal payments were 
highest for business-related content, but even within that genre personal-only payment 
was 44% higher than for any other purpose. To the degree that recent visitation may be 
used as a behavioral proxy for heavy usage or genre loyalty, the higher proportions of 
payment among the 30-day subgroup (compared to total respondents) makes sense, 
especially for genres in which payment rates among total respondents were low, but were 
higher among recent visitors (e.g., editorials and commentary; 4% vs. 11%, respectively). 
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Regarding payment mechanics, fees reported here were far more likely to be paid for 
some form of subscription-based access than for pay-per-use charges, and charged to a 
credit or debit card rather than paid by some other means. As in the Borrell (2001) study, 
the greatest proportion of respondents who paid for content reported payments in the 
highest-priced range ($10 or more). Also consistent with that earlier work was a striking 
lack of recall of payment details, as evidenced by large proportions of respondents who 
indicated “don’t know/not sure” responses to the various payment queries (between 22% 
and 48%, depending on question). 
In examining why online news audiences resist paying for content, this study took 
three paths: The first was to partially replicate earlier work (Borrell Associates, 2001; 
Harris Interactive, 2009; Nielsen, 2010) that highlighted online publishers’ uphill battle 
in wringing money from audiences. The second was to look for effects of specific 
demographic correlates (Jansen, 2010; Nielsen, 2010) of willingness to pay, namely, 
respondent age and education. The third was to elicit, in respondents’ own words, their 
reasons for not paying for news online. 
Addressing the first path, responses to a battery of seven statements why someone 
would not pay for online news (see Table 16) indicated that nearly all non-paying 
respondents felt that the proliferation of free sources of news online obviated the need for 
payment. Net agreement with the statement, “There are so many free sources of news and 
information available online, it doesn’t make sense to pay,” was a full 98%, and two 
statements designed to tap perceptions of parity or lack of intrinsic value among the 
 147 
proliferation of news offerings
67
 received net agreement ratings (i.e., for the combination 
of “agree completely” and “agree somewhat” responses) of 77% and 71%, respectively. 
Privacy concerns were cited by between 43% and 55%, depending on the specific 
measure. Of particular interest, roughly half of respondents claimed that payment had 
never been solicited from them, a similar result to the 54% figure obtained by prior work 
more than a decade ago (Borrell Associates, 2001). 
In an effort to improve on prior research, the non-payment statements were factor 
analyzed to derive an understanding of the underlying dimensions of non-payment within 
this dataset. Three largely intuitive variates emerged: Ease & Security, which tapped the 
effort and safety of paying for online content; Value, a composite comprising the 
perception of intrinsic worth of content and availability of substitutable alternatives; and 
Necessity, consisting of the single statement, “I have never been asked to pay for news 
and information online.” Overall, the factor solution explained two thirds of the variance 
in responses, and the multi-item variates displayed moderate levels of internal 
consistency. 
Addressing the second path, the impact of two key audience demographic 
characteristics – age and educational attainment – on non-payment factor scores was 
explored via ANOVA. Age displayed a small but significant positive relationship with 
both the Ease & Security and Necessity factors, and a small-but-significant negative 
                                                          
 
67
 “Compared to other sources of news and information, what’s available for purchase 
online (including mobile web or app) costs too much,” and “The news and information 
available online (including mobile web or app) isn’t worth paying for.” 
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relationship with Value. These effects were consistent with prior research on online 
content (e.g., Jansen, 2010; Nielsen, 2010), as well as historical data from the newspaper 
industry which illustrated greater willingness to pay for news in print among older 
audiences than their younger counterparts (NAA, 2008). Similarly, education showed a 
significant, though small, negative relationship with both Ease & Security and Necessity, 
but no significant association with Value. In general, respondents who had post-
secondary education were more at ease with paying for online content. Again, these 
findings were consistent with prior research cited already, demonstrating congruence 
between the data from this study and applicable, existing knowledge. 
The third route toward understanding barriers to payment was a content-analytic 
examination of verbatim replies to the question, “What, if anything, could [SITE] do to 
make you consider paying [PRICE] per month for complete, unrestricted access to the 
site and all its features and content?” Three substantive categories of responses were 
noted: payment would be considered if the site reduced or totally eliminated advertising; 
payment would be considered if the site were improved in some way (or respondents 
made to see how the site was already superior to its competitors); and, finally, payment 
would not be considered under any circumstances. Fewer than 1% of respondents 
indicated that they would consider paying for access to content if advertising were 
curtailed or abolished, and willingness to pay in exchange for real or perceived 
improvements to the site hovered around one in 10, varying slightly depending on 
whether the site in question was top-ranked or second-ranked in terms of interest in the 
content genre.  
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Instead, upward of three in four respondents (82% for the first-ranked site, 76% for 
the second) signaled that they would not be willing to pay for content under any 
circumstances. Several sub-themes appeared within the typical “refuse-to-pay” responses, 
including the idea that news on the internet has always been free and therefore should 
continue to be available without charge; that internet access fees subsidize the availability 
of news content online; and, that internet news sites are largely undifferentiated and, as 
such, don’t merit fees for content because of the easy availability of substitutable 
alternatives. Finally, in addition to specific reasons why respondents would not pay for 
content, there was a general sentiment best characterized by the simple yet frequently 
recurring phrase, “I will not pay for news online.” 
In partially replicating prior work involving the Internet Motives Scale (Papacharissi 
& Rubin, 2000), this study sought to extend published applications of the UG framework 
to the internet (Boyajy & Thorson, 2007; Ko et al., 2005; Ruggiero, 2000; Stafford, 2003; 
Stafford et al., 2004) into the domain of pricing for online news content. Framing 
gratifications sought as potential drivers of willingness to pay for access to content, this 
study linked the rich literature of UG with the behavioral economics approach to 
marketing strategy (Francisco et al., 2009; Ho et al, 2006). 
Across content genres and websites, top-three aggregated responses (on an 11-point 
scale) accounted for nearly six of 10 respondents agreeing with the statement, “It helps 
me stay current with [GENRE],” ranking that item first among the 22 scales used to rate 
gratifications obtained from news and information websites. The statements, “It helps me 
learn new things,” and “I just like to use it,” ranked second and third for the first site 
examined, and flipped ranks for the second site examined. Top-three response agreement 
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with those two statements ran between 45% and 50%, depending on whether the first or 
second site tested was under consideration. Repeated-measures MANOVA detected a 
significant main effect for site under consideration (i.e., top-ranked or second-ranked) on 
the means of the scale items, and 11 of the 22 pairs of means differed significantly in 
univariate tests. 
After dropping two unproductive items, data reduction yielded six factors comprising 
20 rating scales, whose composition was generally consistent with prior research. The 
solution as a whole explained similar proportions of variance for both sites tested (72% 
for the first and 74% for the second), and each of the six resulting dimensions – Social, 
Entertainment, Identity, Information, Knowledge and Cost – accounted for similar 
proportions of variance for the first and second sites’ ratings, attesting to the reliability of 
the structure.  
Upon first consideration, it seems counterintuitive that social and entertainment 
aspects would account for the largest proportions of variance in ratings – 33% on the first 
site and 36% on the second – despite the Social result’s consistency with Papacharissi 
and Rubin’s (2000) work. After all, even for sports or entertainment-related content, the 
operative emphasis on questioning in this study was “news and information.” But, if 
respondents believed that most (or all) sources of news on the web were parity offerings 
which supplied the same basic information and served surveillance needs to roughly the 
same degree, then perhaps the most salient differentiators were the social and 
entertainment aspects of those sources. 
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Hypotheses 
In multivariate testing, Hypothesis 1 received consistent support in the form of 
significant main effects of content genre on ratings of gratifications for both the first- and 
second-ranked websites. In univariate testing, with single gratification factor scores as 
dependent variables, significant main effects of genre were found for all six factors on the 
first-ranked site, and for every factor except Cost on the second-ranked site. Similarly, 
the confirmation of Hypothesis 2 lent strong support to the UG-centered notion that the 
greater the self-reported gratifications obtained from use of a news and information 
website, the greater the level of overall satisfaction with that source. 
On the surface, these findings seems so intuitive and fundamental as to be unworthy 
of investigation. But, testing the assumption that use of websites focused on different 
genres of news and information would by driven by the desire to obtain different kinds of 
media gratifications was, in fact, an important step in determining the applicability of UG 
as a framework for understanding willingness to pay for content. Likewise, had testing 
not evidenced a positive relationship between strength of gratifications delivered by and 
overall satisfaction with a news source, the central tenet of UG theory would have been 
invalid for these data. In a way, then, Hypotheses 1 and 2 validated the conceptual 
foundation of the uses and gratifications approach in this study, which was essential 
given the novelty of UG as a theoretical and methodological approach in this context. 
That being the case, it was puzzling the data did not support the third hypothesis, 
which posited a relationship between the level of overall satisfaction that respondents 
reported deriving from a website and the likelihood of that website being chosen over 
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another source in the genre. Based on UG theory, it is a given that audiences will seek the 
most exposure to media sources that offer the greatest gratification fulfillment. So, not 
seeing evidence of a positive relationship between satisfaction with sites and likelihood 
of sites being more frequently chosen – especially when controlling for the level of 
interest in the associated news genre (i.e., site rank) – was troubling. 
A potential explanation for the lack of correlation between overall satisfaction and 
choice of website was the amount of variation in satisfaction ratings that was not 
attributable to site scores on specific dimensions of gratification. Recall from the test of 
the second hypothesis that the adjusted R
2
 values from the prediction of satisfaction by 
gratification scores were 0.36 and 0.45 for the top- and second-ranked sites, respectively. 
Although those figures represent moderately sized effects, the majority of variance in 
satisfaction with both sites remained unexplained by the gratification scores. So, to the 
degree that the satisfaction measure may be tapping something other than gratification-
related variation, the rejection of the hypothesis may be at odds with UG theory only on 
its face. That being the case, it is clear that the overall satisfaction measure would likely 
benefit from additional exploratory and developmental work to clarify the latent 
constructs it represents. 
The fourth hypothesis, which was confirmed by these data, predicted that respondents 
with a history of past payment for news and information content would be more likely to 
assign a positive, nonzero value to content in this study. This was not a UG-driven 
prediction per se: Even in the absence of value cues suggested by UG theory (e.g., 
awareness of gratifications sought and obtained), there are explanations that might 
account for the effect of prior payment, ranging from reduction of cognitive dissonance 
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(Alfnes, Yue, & Jensen, 2010; Festinger, 1957) to a resetting of reference prices (Nagle 
& Holden, 2002) away from a normative value of zero. (Of course, had prior payment not 
had the anticipated effect, failure to realize gratifications sought might have provided a 
potential explanation.) Nonetheless, as will be discussed later, demonstrating an effect of 
prior payment behavior on future willingness to pay was an finding in this work.  
Hypothesis 5 received relatively weak support of its prediction that gratification 
ratings for a website would be positively related to the amount that audiences would be 
willing to pay for access to the site. Overall, zero-order correlations for the Identity and 
Social factor scores were the only relationships consistently significant across the four 
PSM core metrics. Information was significantly correlated with PC, PE and PTE for the 
first site but was not correlated for any price metric for the second site, while 
Entertainment was correlated only with PE for the first site, and with both PE and PTE for 
the second site. Neither Knowledge nor Cost were correlated with any price point for 
either site. Partialling the effect of content genre helped to clarify the already-significant 
relationships between the gratification scores and the PSM measures, but did not reveal 
any additional significant correlations. Finally, Identity and Social consistently displayed 
the strongest correlations with the four core price measures. 
The last hypothesis tackled a fundamental methodological issue regarding the 
relevance of the van Westendorp technique to research in the domain of news content 
online, by scrutinizing whether the core PSM assumption of a recognized linkage 
between price and quality was shared by respondents evaluating sources of news. 
Although the PSM had been used in past research on the topic, its appropriateness in that 
role had not been assessed, merely questioned (Borrell Associates, 2001). By allowing 
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respondents the option of indicating whether they believed that low price signaled lack of 
quality in news content, this work addressed head-on the suitability of the PSM in such 
studies. Results supported the prediction that respondents did not perceive a low price as 
signaling a lack of quality in online news content. In fact, free-text verbatim responses 
contributed by respondents at the end of the survey appeared to indicate that the “too 
cheap” metric was nonsensical to some, thereby calling into question the validity of the 
measure in this setting. Although the cold-deck substitution approach taken here in 
calculation of the PSM outputs – replacing data from respondents who questioned the PTC 
measure with the lowest value available (i.e., zero) – was a viable workaround for 
computational purposes, that procedure did not address the fundamental validity of the 
PSM measure in this context. 
Finally, Research Question 5 sought to tie together the key ideas in this study by 
asking whether variables measured – including experience paying for content in the past; 
content genre; gratifications obtained; and, overall satisfaction with a site – predicted 
with acceptable accuracy whether audiences would be willing to pay to access their most-
used sites among news genres of top interest. Using logistic regression to model the 
effect of each of those predictors on the odds of respondents being willing to pay for site 
access, it was found that past payment for content, overall satisfaction with the site, and 
the magnitude of the Entertainment factor score each contributed significantly toward 
improvement of the model over the baseline for both sites. Unfortunately, in a clear 
example of statistical significance not equaling practical significance, the overall 
predictive value of the models for both the first- and second-ranked sites was driven by 
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the power to correctly identify nonpayers; the ability to correctly identify payers was 
nonexistent for the second site, and nearly so for the first site. 
Limitations and opportunities 
In understanding both the contribution of this study to the research literature and 
implications for the practice of publishing news and information websites, it is important 
to acknowledge shortcomings in the work which may have introduced bias in findings or 
limited the study’s applicability. This section attempts to address those shortcomings. 
The most obvious limitation herein was the use of a nonprobability sample. Despite 
the rationale offered earlier regarding the use of a discontinuous access online consumer 
panel sample (Sudman & Wansink, 2002), there are issues of both coverage error and 
sampling error stemming from the use of nonprobability samples (Dillman, 2007; Groves 
et al., 2004). Coverage error arises “from every unit in the survey population not having a 
known, non-zero chance of being included in the sample,” while sampling error “is the 
result of collecting data from only a subset … of the members of the sampling frame” 
(Dillman, 2007, p. 196). To the degree that either (or both) forms of sample-related error, 
including related bias stemming from self-selection, affect this study, they inhibit the 
generalizability of these results to the broader population of audiences for news and 
information online. 
Non-response error may also have been a factor in this study. As noted in Appendix 
B, the cooperation rate in this study was 79%. All else being equal, it is hard to imagine 
that the refusal of one in five eligible respondents to participate in the study would not 
have affected results in some way. Without follow-up work among refusals, however, it 
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is impossible to estimate what form that potential bias may have taken, or whether it 
impacted the results. 
With regard to procedure, asking respondents to report their general exposure and 
frequency of visitation to news sites, and readership of printed newspapers, may have 
introduced bias by allowing misstated estimates of overall use of the various sources 
queried in this study. Although accurate self-report of media behavior by audience 
members is a central tenet of UG theory, investigators have demonstrated that 
respondents reports of exposure to news media (e.g., televisions news; Prior, 2009) often 
fails to mirror reality, and can be biased by factors as simple as the timeframe with 
respect to which respondents are asked to report their media behavior (Price, 1993). If all 
exposure reporting in this study was biased, and equally so, then the effects of 
misreporting would be less dire than if only some reporting was biased (for example, if 
respondents over-reported use of hard-news websites and under-reported use of online 
sources of lifestyle news). Unequal bias could potentially skew these results badly, 
especially in the case where content genre was a variable of interest in a particular 
analysis. 
This study attempted to mitigate such sources of reporting error by adopting industry-
standard reference periods when asking about exposure to news and information websites 
(e.g., last 30 days). Additionally, free-text responses to the end-of-survey general 
feedback question were examined to determine whether any respondent had difficulty in 
remembering or reporting online media use in any of the questions asked here. No such 
difficulties were reported. Nonetheless, a future replication and extension of this work 
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might include actual behavioral usage data for respondents, paired with their verbal 
reports, as a check on the accuracy of the verbal measures. 
Along the same lines, a replication study based on a longitudinal panel design – rather 
than the cross-sectional approach used here – might provide more accurate data of both 
exposure and payment. Especially as more websites begin to adopt micropayment 
mechanisms, it may be increasing difficult for respondents to accurately recall and report 
the recency, frequency and amount of payments for content. A longitudinal design, with 
exposure and payment occasions documented as they transpire, could serve to reduce 
reporting error. 
Implications 
Regarding the van Westendorp PSM as a means of exploring pricing for news and 
information content online, the results of this study suggest a mixed prognosis. As was 
clear from the support of Hypothesis 6, when given the option, a majority of respondents 
expressed disbelief that a low price signaled a lack of quality for news content. There is 
no reason to believe that, if a similar option had been presented to the entire sample, 
results would have been dissimilar. This finding unambiguously invalidates a basic and 
widely accepted premise behind the PSM: that price is a signal of quality. Clearly, for 
online news content, that is not the case. As such, the PTC core measure may 
appropriately be labeled invalid when applied to this domain. It is likely, but uncertain, 
that this result would hold for offline news sources as well, and more testing is needed to 
determine the bounds under which the condition of invalidity applies. For example, 
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would respondents feel the same if the information usage setting were strictly business-
related? 
On a positive note, it is not at all certain that the lack of validity of the PTC measure 
automatically accrues to any of the remaining core measures (i.e., PC, PE and PTE). 
Judging by the results obtained here, derived metrics depending on the core measures – 
including the IDP, OPP and RAP – seemed to reflect their real-world analogs (e.g., 
prevailing market price) quite closely. Of course, one could not simply extend the 
substitution procedure adopted here, replacing the “too cheap” price with a zero for every 
respondent, and still have the technique work. But, the PSM is a useful alternative to 
other methods of price determination for a host of product categories, and it would be 
interesting to see whether some modification to the standard phrasing could be used to 
restore construct validity for the PTC measure and, thus, the entire technique, without 
changing dramatically the meaning of what was being asked. If so, then the PSM may yet 
have a life in helping publishers determine whether – and what – to charge for their 
content online. 
Whether publishers want that assistance is a separate question: As of March 18, 2013, 
approximately 412 North American newspapers, or roughly 30% of the total, had 
initiated some sort of “digital subscriber plan [or] paywall” (News & Tech, 2013). No 
published report exists regarding the number or proportion of those sites for which 
consumer research on pricing or willingness to pay was conducted prior to 
implementation of the paid-access scheme. But, if NAA’s Paid Digital Content 
Benchmarking Study (NAA, 2012) or the information available on the association’s 
 159 
website is any indication, consumer reaction to pricing was not the subject of much 
testing. 
Aside from demonstrating the need for caution in applying the PSM to online news 
content, this study made other original contributions, both to the research literature and to 
the debate about charging audiences for access to website content. 
Although the literature on payment for Web content was thin, this study helped to 
validate the role of uses and gratifications theory in understanding drivers of willingness 
to pay for and price perceptions of content. Aside from the specific findings already 
noted regarding the various research questions and hypotheses, the set of results, taken 
together, illustrates that the successful delivery of media gratifications by a news website 
serves to functionally shift the family of PSM distributions to the right, effectively raising 
the PTC, PC, PE and PTE values. This linkage – between gratifications derived from 
website exposure and the price that audiences might be willing to pay to access the site – 
had not been demonstrated before. So, this study provides useful evidence for the 
extension of UG theory to a new context; that is, understanding the impact of 
gratifications sought and obtained on the microeconomics of web publishing. 
In terms of broader implications for uses and gratifications theory as applied to news 
consumption online, nothing in this study can be construed as undermining the validity of 
UG as a framework for understanding audience motivations and behavior. The results of 
this study were generally consistent with the tenets of UG even though gratifications 
appeared to play a relatively minor role in willingness to pay and amount of that 
payment. That minor role may be due to several factors: inadequacy in the scales used to 
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measure gratifications; the functional reference price of “zero” for news online exerting 
an attenuating influence on the effect of gratifications sought and obtained; or, perhaps 
another, unidentified source of error in the study. 
Speaking broadly, respondents in this study did not see much in the online news 
marketplace worth paying for, primarily because there were too many free alternatives. 
The situation has changed somewhat since the survey was fielded, in that substantially 
more publishers have worked to implement some permutation of a paid-access scheme. 
So, based on odds alone, visitors to a newspaper-affiliated website may be more 
accustomed to being asked to pay now than when the survey was conducted. One might 
also hypothesize that in smaller markets, where a dominant publisher still holds a relative 
monopoly position as the provider of record for local information of interest, audiences 
might be more willing to pay for news online because the availability of acceptable 
alternatives is lessened. Future work might fruitfully explore the area by focusing 
explicitly on the number and nature of alternative sources available.  
It is important to note, however, that these findings can be boiled down to a relatively 
simple message for publishers: Offer content that is both valuable and unique – as 
defined by audience standards – and audiences will be more likely to pay. Give audiences 
more of what they want, and they will pay more for it. 
Certainly, it would be infeasible for a web publisher to administer assessments of 
content interest or gratifications sought to all site visitors. But, enterprising publishers 
could begin to build exploratory models of the linkage between responses to survey 
questionnaires administered to visitors and analyses of behavioral data from sites. Such 
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models might allow publishers to develop dynamic, individualized content pricing 
schemes in the same way that behavioral analysis is currently used to optimize 
advertising. 
That “simple message for publishers” is important because, as these findings 
illustrated, although several variables investigated here – including gratifications sought 
and received, and overall satisfaction with a news source – had a statistically significant 
impact on price response, the greatest impact came from respondents previously having 
paid to access information. That is, getting audiences accustomed to paying anything for 
news and information online may be the most important step in determining what they 
will pay later on, by functionally shifting the reference price for news away from “free.” 
It has been argued that the rise of app marketplaces for mobile devices has begun to 
habituate audiences to paying for content (J. Brown, personal conversation, March 27, 
2013). But, that willingness to pay a typically small fee – usually in the neighborhood of 
99¢ per app – is extant primarily for entertainment-related content. As Reyburn (2012) 
noted, “to no one’s surprise, 15 of the 20 apps on both the top grossing charts for iPhone 
and iPad [in 2012] were game apps.” Similarly, a recent inspection of the Google Play 
store revealed that all of the 20 highest-ranked apps on the “Top Grossing Apps” list 
(https://play.google.com/store/apps/collection/topgrossing) for the Android operating 
system were games. Such market trends reinforce findings here, in which the 
Entertainment factor was the only significant gratification-based predictor of willingness 
to pay. Games and other entertainment-providing content are not the same as news, nor 
should one assume that simply increasing the perceived entertainment value of content is 
the key to unlocking audiences’ willingness to pay for news online. 
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Others have taken encouragement from the reported successes of magazine 
publishers, who have found receptive audiences for their paid content on mobile devices 
like tablets and smartphones (Kafka, 2011; MPA, 2011, 2012). Recall that the single 
greatest predictor of willingness to pay in this study was prior experience in paying for 
content online. By acclimating audiences to pay for newspaper-branded digital content on 
mobile devices, as magazines have done, publishers may be able to shift the reference 
price of news online away from free and into positive territory (P. Muse Abernathy, 
personal communication, March 27, 2013). 
Such a shift may be underway already, as the number of newspaper-affiliated 
websites with some form of paywall has increased from only a handful at the time this 
survey was fielded, to a current total of more than 400. But anticipating that the paid-
content successes enjoyed by magazines will carry over to newspaper-related titles 
assumes that audiences see the latter as sufficiently differentiated from the myriad of 
still-free alternatives available. This may not be the case. Magazines have a long history 
of targeting the interests of specific audience segments in developing their editorial 
content and presentation. On the other hand, with few exceptions, newspapers generally 
offer a more broadly defined product (Hamilton, 2004). That is, where magazines (with 
the exception of general-interest or news books) typically focus content on particular 
audience segments, newspapers have long persisted in adopting a “something for 
everyone” approach, both in editorial composition and promotional messaging. 
As discussed in the introduction to this study, that broad focus served an institutional 
purpose in the past, maintaining a sense of community – based largely on geography – 
and shared agenda (P. Muse Abernathy, personal communication, March 27, 2013). But 
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if newspapers’ path to financial success online is differentiation through a tighter editorial 
focus on specific market segments, then the atomization that Shaw and Terry (2010) 
described will accelerate, from economic necessity if nothing else. Hamilton (2004) 
argued that, in such a case, the resulting proliferation of news sources may lead audiences 
to greater reliance on brand identity in selecting among media, with less exposure to 
differing viewpoints and, ironically, less depth of coverage due to publishers’ resources 
being spread across more product offerings. It is uncertain that scenario would serve any 
party’s interests particularly well. 
Despite the industry’s recent financial difficulties, it is not inevitable that newspapers’ 
“senior citizenship” (Shaw, 1991) be austere. But, to avoid that austerity – particularly 
through efforts to obtain revenue directly from online readers – publishers must redouble 
the focus on serving their audiences’ needs. Only then can one expect audiences to 
become more receptive to the idea of paying for content on newspaper websites. 
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Appendix A: 
Population and Sample Proportions by Weighting Profile Point 
 Source: 2010 Fall GfK 
MRI weighted to 
population (000) 
Base: Total U.S. adults 
  
Profile point Internet activities done 
last 30 days - Obtained 
the latest news/current 
events 
Sample 
(unweighted) 
Sample 
(weighted) 
 (Percentages) (Percentages) (Percentages) 
     
All 100.00 100.00 100.00 
    
Men 49.53 49.39 49.54 
Women 50.47 50.61 50.46 
    
Age 18-34 33.98 33.47 33.98 
Age 35-54 43.32 43.06 43.31 
Age 55+ 22.70 23.47 22.71 
    
Men 18-34 17.06 16.02 17.06 
Men 35-54 21.22 21.94 21.22 
Men 55+ 11.25 11.43 11.26 
    
Women 18-34 16.92 17.45 16.92 
Women 35-54 22.10 21.12 22.09 
Women 55+ 11.45 12.04 11.45 
    
High school or less 24.16 30.10 24.16 
Some college (no degree, or associate 
degree) 
32.31 31.73 32.31 
Bachelor’s degree 27.88 24.29 27.88 
Grad school or degree 15.65 13.88 15.65 
    
Census Region Northeast 19.54 22.76 19.54 
Census Region Midwest 21.25 21.33 21.25 
Census Region South 34.90 32.55 34.90 
Census Region West 24.31 23.37 24.31 
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Appendix A: 
Population and Sample Proportions by Weighting Profile Point (continued) 
 Source: 2010 Fall GfK 
MRI 
weighted to population 
(000) 
Base: Total U.S. adults 
  
Profile point Internet activities done 
last 30 days - Obtained 
the latest news/current 
events 
Sample 
(unweighted) 
Sample 
(weighted) 
 (Percentages) (Percentages) (Percentages) 
    
Census Region Northeast and Men 18-34 3.45 3.88 3.45 
Census Region Northeast and Men 35-54 3.82 5.10 3.82 
Census Region Northeast and Men 55+ 2.31 2.35 2.31 
Census Region Northeast and Women 18-
34 
3.06 3.67 3.06 
Census Region Northeast and Women 35-
54 
4.42 5.00 4.42 
Census Region Northeast and Women 
55+ 
2.47 2.76 2.47 
Census Region Midwest and Men 18-34 3.73 3.37 3.73 
Census Region Midwest and Men 35-54 4.61 4.69 4.61 
Census Region Midwest and Men 55+ 2.18 2.45 2.18 
Census Region Midwest and Women 18-
34 
3.22 3.57 3.22 
Census Region Midwest and Women 35-
54 
4.90 4.59 4.90 
Census Region Midwest and Women 55+ 2.60 2.65 2.60 
Census Region South and Men 18-34 5.42 5.10 5.42 
Census Region South and Men 35-54 7.65 7.04 7.65 
Census Region South and Men 55+ 4.03 3.98 4.03 
Census Region South and Women 18-34 5.84 5.92 5.84 
Census Region South and Women 35-54 7.98 6.63 7.98 
Census Region South and Women 55+ 3.97 3.88 3.97 
Census Region West and Men 18-34 4.46 3.67 4.46 
Census Region West and Men 35-54 5.13 5.10 5.13 
Census Region West and Men 55+ 2.73 2.65 2.73 
Census Region West and Women 18-34 4.80 4.29 4.80 
Census Region West and Women 35-54 4.79 4.90 4.79 
Census Region West and Women 55+ 2.40 2.76 2.40 
    
HHI <$25,000 8.44 13.37 8.44 
HHI $25,000-49,999 16.20 24.29 16.20 
HHI $50,000-74,999 19.92 22.04 14.00 
HHI $75,000-99,999 17.24 14.39 17.24 
HHI $100,000-149,999 21.34 11.12 21.34 
HHI $150,000-199,999 9.42 3.06 9.42 
HHI $200,000+ 7.44 2.45 7.44 
HHI Prefer not to answer – 9.29 5.92 
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Appendix B: 
AAPOR Response Rate Calculations 
 
Final 
disposition 
codes 
  
 
Count 
Interview (Category 1) 
 
  
Complete 1.0/1.10 1,018 
Partial 1.2000 
    
Eligible, non-interview (Category 2) 2.0000   
Refusal and breakoff 2.1000 266 
Refusal  2.1100   
Household-level refusal  2.1110   
Known-respondent refusal  2.1120   
Implicit refusal (mail surveys of individuals)  2.1130   
Break off/ Implicit refusal (internet surveys) 2.1200   
Logged on to survey, did not complete any item 2.1210   
Read receipt confirmation, refusal 2.1220   
  
 
  
Non-contact 2.2000   
Respondent never available 2.2100   
Telephone answering device (confirming HH) 2.2200   
Answering machine household-no message left 2.2210   
Answering machine household-message left 2.2220   
Respondent unavailable during field period (mail surveys) 2.2500   
Respondent unavailable during field period (internet surveys) 2.2600   
Completed questionnaire, but not returned during field period (mail and 
internet) 2.2700   
  
 
  
Other, non-refusals 2.3000   
Deceased respondent 2.3100   
Physically or mentally unable/incompetent 2.3200   
Language problem 2.3300   
Household-level language problem 2.3310   
Respondent language problem 2.3320   
No interviewer available for needed language/Wrong language 
questionnaire 2.3330   
Literacy problems (mail surveys) 2.3400   
Location/Activity not allowing interview 2.3500   
Miscellaneous 2.3600   
   
Unknown eligibility, non-interview (Category 3) 3.0000   
Unknown if housing unit/unknown about address 3.1000   
Not attempted or worked/Not mailed/no invitation sent (internet surveys) 3.1100   
Always busy 3.1200   
No answer 3.1300   
Answering machine-don’t know if household 3.1400   
Call blocking 3.1500   
Technical phone problems 3.1600   
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Appendix B: 
AAPOR Response Rate Calculations (continued) 
 
Final 
disposition 
codes 
  
 
Count 
  
 
  
Unable to reach/Unsafe area (in-person surveys) 3.1700   
Unable to locate address (in-person surveys) 3.1800   
Nothing returned (mail surveys) 3.1900   
Housing unit, unknown if eligible respondent 3.2000   
No screener completed 3.2100   
USPS: Refused by addressee 3.2300   
USPS: Refused to accept 3.2310   
USPS: Refused to pay postage 3.2320   
USPS: Returned to sender due to various USPS violations by addressee 3.2400   
USPS: Cannot be delivered 3.2500   
USPS: Illegible address 3.2510   
USPS: Insufficient address on mail from one P.O to another P.O. 3.2520   
USPS: No mail receptacle 3.2530   
USPS: Delivery suspended to commercial mailing agency 3.2540   
  
 
  
Unknown if person is a HH resident/Mail returned undelivered 
(mail, internet surveys) 3.3000 68 
USPS: Undeliverable as addressed 3.3100   
USPS: Attempted -- Addressee not known at place of address 3.3110   
USPS: Postal box closed 3.3120   
No such address (mail surveys) 3.3130   
USPS: No such number 3.3131   
USPS: No such post office in state 3.3132   
USPS: No such street 3.3133   
USPS: Vacant 3.3134   
Not delivered as addressed (mail surveys) 3.3140   
USPS: Unable to forward, no deliverable as addressed 3.3141   
USPS: Outside delivery limits 3.3142   
USPS: Returned for better address 3.3143   
USPS: Moved, left no address 3.3200   
USPS: Returned for postage 3.3300   
USPS: Temporarily away, holding period expired 3.3400   
USPS: Unclaimed -- failure to call for held mail 3.3500   
USPS: No one signed 3.3600   
  
 
  
Returned with forwarding information 3.4000   
Returned unopened -- address correction provided 3.4100   
Returned opened -- address correction provided 3.4200   
  
 
  
USPS: In dispute about which party has rights to deliver 3.5000   
  
 
  
Other 3.9000 800 
Returned from an unsampled email address (internet surveys) 3.9100   
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Appendix B: 
AAPOR Response Rate Calculations (continued) 
 
Final 
Disposition 
Codes 
  
 
Count 
   
Not eligible (Category 4) 4.0000   
Out of sample - other strata than originally coded 4.1000   
  
 
  
Fax/data line 4.2000   
  
 
  
Non-working/Disconnect 4.3000   
Non-working number 4.3100   
Disconnected number 4.3200   
Temporarily out of service 4.3300   
  
 
  
Special technological circumstances 4.4000   
Number changed 4.4100   
Call forwarding 4.4300   
Residence to residence 4.4310   
Non-residence to residence 4.4320   
Pager 4.4400   
Cell phone 4.4500   
Landline phone 4.4600   
  
 
  
Nonresidence 4.5000   
Business, government office, other organizations 4.5100   
Institution 4.5200   
Group quarters 4.5300   
Person not HH resident 4.5400   
  
 
  
Vacant housing unit 4.6000   
Regular, vacant residences 4.6100   
Regular/Vacation/Temporary residences 4.6200   
Other (in-person HH surveys) 4.6300   
  
 
  
No eligible respondent 4.7000   
  
 
  
Quota filled 4.8000 2,961 
  
 
  
Other/Duplicate listing (mail surveys) 4.9000   
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Appendix B: 
AAPOR Response Rate Calculations (continued) 
 
Final 
Disposition 
Codes 
  
 
Count 
  
 
  
Total sample units used
68
 
 
5,113 
  
 
  
I = Complete interviews (1.1) 
 
1,018 
P = Partial interviews (1.2) 
 
0 
R = Refusal and break off (2.1) 
 
266 
NC = Non-contact (2.2) 
 
0 
O = Other (2.0, 2.3) 
 
0 
Calculating e: e is the estimated proportion of cases of unknown 
eligibility that are eligible. Enter a different value or accept the estimate 
in this line as a default. This estimate is based on the proportion of 
eligible units among all units in the sample for which a definitive 
determination of status was obtained (a conservative estimate). This will 
be used if you do not enter a different estimate. For guidance about how 
to compute other estimates of e, see AAPOR’s 2009 Eligibility 
Estimates.  
 
0.302 
UH = Unknown household (3.1) 
 
0 
UO = Unknown other (3.2-3.9) 
 
868 
  
 
  
  
 
  
Response Rate 1 
 
  
 I/(I + P) + (R + NC + O) + (UH + UO) 
 
0.473 
Response Rate 2 
 
  
 (I + P)/(I + P) + (R + NC + O) + (UH + UO) 
 
0.473 
Response Rate 3 
 
  
 I/((I + P) + (R + NC + O) + e(UH + UO)) 
 
0.658 
  
 
  
Response Rate 4 
 
  
 (I + P)/((I + P) + (R + NC + O) + e(UH + UO)) 
 
0.658 
  
 
  
Cooperation Rate 1 
 
  
 I/(I + P) + R + O) 
 
0.793 
Cooperation Rate 2 
 
  
 (I + P)/((I + P) + R + 0)) 
 
0.793 
Cooperation Rate 3 
 
  
 I/((I + P) + R)) 
 
0.793 
Cooperation Rate 4 
 
  
 (I + P)/((I + P) + R)) 
 
0.793 
                                                          
 
68
 In the original AAPOR calculations, this label is “Total phone numbers used.” 
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Appendix B: 
AAPOR Response Rate Calculations (continued) 
 
Final 
Disposition 
Codes 
  
 
Count 
  
 
  
Refusal Rate 1 
 
  
 R/((I + P) + (R + NC + O) + UH + UO)) 
 
0.124 
Refusal Rate 2 
 
  
 R/((I + P) + (R + NC + O) + e(UH + UO)) 
 
0.172 
Refusal Rate 3 
 
  
 R/((I + P) + (R + NC + O)) 
 
0.207 
Contact Rate 1 
 
  
 (I + P) + R + O/(I + P) + R + O + NC + (UH + UO) 
 
0.597 
Contact Rate 2 
 
  
 (I + P) + R + O/(I + P) + R + O + NC + e(UH + UO) 
 
0.830 
Contact Rate 3 
 
  
 (I + P) + R + O/(I + P) + R + O + NC 
 
1.000 
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Appendix C: 
Named Web Sites for Top-Ranked Genres 
Business News and Information 
 Bankrate.com 
 Financial Times (ft.com) 
 Forbes (forbes.com) 
 FOX Business (foxbusiness.com) 
 Investor’s Business Daily (investors.com) 
 MarketWatch (marketwatch.com) 
 Motley Fool (fool.com) 
 The New York Times (nytimes.com) 
 The Wall Street Journal (wsj.com) 
 USA Today (usatoday.com) 
 The website for your local daily newspaper 
 Another website (please specify) 
College or Professional Sports News and Information 
 AOL Sports (aol.sportingnews.com) 
 CBS Sports (cbssports.com) 
 ESPN Digital (espn.go.com) 
 Fantasy Sports Ventures (fsv.com) 
 FOX Sports (foxsports.com) 
 MLB (mlb.com) 
 NASCAR (nascar.com) 
 NBA (nba.com) 
 NFL (nfl.com) 
 NHL (nhl.com) 
 Sports Illustrated (si.com) 
 The New York Times (nytimes.com) 
 The Wall Street Journal (wsj.com) 
 USA Today (usatoday.com) 
 Yahoo! Sports (sports.Yahoo.com) 
 The website for your local daily newspaper 
 Another website (please specify) 
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Appendix C: 
Named Web Sites for Top-Ranked Genres (continued) 
Entertainment News and Information 
 ABC TV (abc.com) 
 AOL Music, Movies or TV (aol.com) 
 CBS TV (cbs.com) 
 Disney (disney.com) 
 FOX TV (fox.com) 
 Hulu (hulu.com) 
 IMDb (IMDb.com) 
 iTunes (iTunes.com) 
 NBC TV (nbc.com) 
 The Huffington Post (huffingtonpost.com) 
 The New York Times (nytimes.com) 
 The Wall Street Journal (wsj.com) 
 USA Today (usatoday.com) 
 Yahoo! Music, Movies or TV (yahoo.com) 
 The website for your local daily newspaper 
 Another website (please specify) 
High School or Other Local Sports News and Information 
 HighSchoolSports.net 
 MaxPreps (maxpreps.com) 
 Patch (patch.com) 
 The New York Times (nytimes.com) 
 The Wall Street Journal (wsj.com) 
 USA Today (usatoday.com) 
 A local school or team website 
 The website for your local daily newspaper 
 Another website (please specify) 
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Appendix C: 
 Named Web Sites for Top-Ranked Genres (continued) 
National, International or World News and Information 
 AOL News (aolnews.com) 
 Bloomberg News (bloomberg.net) 
 CNN (cnn.com) 
 Drudge Report (drudgereport.com) 
 Google News (news.google.com) 
 MSNBC (msnbc.com) 
 The Huffington Post (huffingtonpost.com) 
 The New York Times (nytimes.com) 
 The Wall Street Journal (wsj.com) 
 TIME (time.com) 
 USA Today (usatoday.com) 
 Yahoo! News (news.yahoo.com) 
 The website for your local daily newspaper 
 Another website (please specify) 
Lifestyle News and Information 
 ABC TV (abc.com) 
 AOL Music, Movies or TV (aol.com) 
 CBS TV (cbs.com) 
 CNN (cnn.com) 
 Disney (disney.com) 
 FOX TV (fox.com) 
 Hulu (hulu.com) 
 IMDb (IMDb.com) 
 iTunes (iTunes.com) 
 NBC TV (nbc.com) 
 People (people.com) 
 The Huffington Post (huffingtonpost.com) 
 The Huffington Post (huffingtonpost.com) 
 The New York Times (nytimes.com) 
 The Wall Street Journal (wsj.com) 
 TIME (time.com) 
 USA Today (usatoday.com) 
 Yahoo! Music, Movies or TV (yahoo.com) 
 The website for your local daily newspaper 
 Another website (please specify) 
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Appendix C: 
Named Web Sites for Top-Ranked Genres (continued) 
Local News and Information 
 CNN (cnn.com) 
 Examiner.com 
 MSNBC (msnbc.om) 
 Patch.com 
 The New York Times (nytimes.com) 
 The Wall Street Journal (wsj.com) 
 USA Today (usatoday.com) 
 A local community website 
 The website for your local daily newspaper 
 Another website (please specify) 
Personal Finance News and Information 
 Bankrate.com 
 Financial Times (ft.com) 
 FOX Business (foxbusiness.com) 
 Investor’s Business Daily (investors.com) 
 MarketWatch (marketwatch.com) 
 Money (money.com) 
 Motley Fool (fool.com) 
 Quicken (quicken.com) 
 The New York Times (nytimes.com) 
 The Wall Street Journal (wsj.com) 
 USA Today (usatoday.com) 
 The website for your local daily newspaper 
 Another website (please specify) 
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Appendix C: 
Named Web Sites for Top-Ranked Genres (continued) 
Personal Technology News and Information 
 CNET (cnet.com) 
 DP Review (dpreview.com) 
 Gizmodo (gizmodo.com) 
 Steve’s Digicams (stevesdigicams.com) 
 The End User (enduserblog.com) 
 The New York Times (nytimes.com) 
 The Wall Street Journal (wsj.com) 
 USA Today (usatoday.com) 
 The website for your local daily newspaper 
 Another website (please specify) 
Travel News and Information 
 Fodors (fodors.com) 
 Foster Travel (fostertravel.com) 
 Kayak (kayak.com) 
 Lonely Planet (lonelyplanet.com) 
 The New York Times (nytimes.com) 
 The Wall Street Journal (wsj.com) 
 USA Today (usatoday.com) 
 Yahoo! Travel (news.yahoo.com) 
 An airline website 
 A hotel website 
 The website for your local daily newspaper 
 Another website (please specify) 
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Appendix C: 
Named Web Sites for Top-Ranked Genres (continued) 
Editorials and Commentary on the News 
 Big Journalism (bigjournalism.com) 
 Drudge Report (drudgereport.com) 
 MSNBC (msnbc.com) 
 National Journal (nationaljournal.com) 
 The Heritage Foundation (heritage.org) 
 The Huffington Post (huffingtonpost.com) 
 The New York Times (nytimes.com) 
 The Wall Street Journal (wsj.com) 
 The Washington Post (washingtonpost.com) 
 Think Progress (thinkprogress.org) 
 USA Today (usatoday.com) 
 The website for your local daily newspaper 
 Another website (please specify) 
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Appendix D: 
Cumulative Response Distributions for PSM Metrics, First Site: PTC 
 
 
Note. Cumulative proportion of respondents naming specific monthly price in USD in 
response to query for PSM component measure. 
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Appendix D: 
Cumulative Response Distributions for PSM Metrics, First Site (continued): PC 
 
 
Note. Cumulative proportion of respondents naming specific monthly price in USD in 
response to query for PSM component measure. 
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Appendix D: 
Cumulative Response Distributions for PSM Metrics, First Site (continued): PE 
 
 
Note. Cumulative proportion of respondents naming specific monthly price in USD in 
response to query for PSM component measure. 
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Appendix D: 
Cumulative Response Distributions for PSM Metrics, First Site (continued): PTE 
 
 
Note. Cumulative proportion of respondents naming specific monthly price in USD in 
response to query for PSM component measure. 
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Appendix D: 
Cumulative Response Distributions for PSM Metrics, First Site (continued): PMC 
 
 
Note. Cumulative proportion of respondents naming specific monthly price in USD in 
response to query for PSM component measure. 
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Appendix D: 
Cumulative Response Distributions for PSM Metrics, First Site (continued): PME  
 
 
Note. Cumulative proportion of respondents naming specific monthly price in USD in 
response to query for PSM component measure. 
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Appendix D: 
Cumulative Response Distributions for PSM Metrics, First Site (continued): IDP  
 
 
Note. Cumulative proportion of respondents naming specific monthly price in USD in 
response to query for PSM component measure. 
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Appendix D: 
Cumulative Response Distributions for PSM Metrics, First Site (continued): OPP 
 
 
Note. Cumulative proportion of respondents naming specific monthly price in USD in 
response to query for PSM component measure. 
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Appendix D: 
Cumulative Response Distributions for PSM Metrics, First Site (continued): OPP/IDP 
 
 
Note. Cumulative proportion of respondents naming specific monthly price in USD in 
response to query for PSM component measure. 
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Appendix E: 
Cumulative Response Distributions for PSM Metrics, Second Site: PTC 
 
 
Note. Cumulative proportion of respondents naming specific monthly price in USD in 
response to query for PSM component measure. 
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Appendix E: 
Cumulative Response Distributions for PSM Metrics, Second Site (continued): PC 
 
 
Note. Cumulative proportion of respondents naming specific monthly price in USD in 
response to query for PSM component measure. 
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Appendix E: 
Cumulative Response Distributions for PSM Metrics, Second Site (continued): PE 
 
 
Note. Cumulative proportion of respondents naming specific monthly price in USD in 
response to query for PSM component measure. 
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Appendix E: 
Cumulative Response Distributions for PSM Metrics, Second Site (continued): PTE 
 
 
Note. Cumulative proportion of respondents naming specific monthly price in USD in 
response to query for PSM component measure. 
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Appendix E: 
Cumulative Response Distributions for PSM Metrics, Second Site (continued): PMC 
 
 
Note. Cumulative proportion of respondents naming specific monthly price in USD in 
response to query for PSM component measure. 
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Appendix E: 
Cumulative Response Distributions for PSM Metrics, Second Site (continued): PME  
 
 
Note. Cumulative proportion of respondents naming specific monthly price in USD in 
response to query for PSM component measure. 
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Appendix E: 
Cumulative Response Distributions for PSM Metrics, Second Site (continued): IDP 
 
 
Note. Cumulative proportion of respondents naming specific monthly price in USD in 
response to query for PSM component measure. 
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Appendix E: 
Cumulative Response Distributions for PSM Metrics, Second Site (continued): OPP 
 
  
Note. Cumulative proportion of respondents naming specific monthly price in USD in 
response to query for PSM component measure. 
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Appendix E: 
Cumulative Response Distributions for PSM Metrics, Second Site (continued): OPP/IDP 
 
 
Note. Cumulative proportion of respondents naming specific monthly price in USD in 
response to query for PSM component measure. 
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Appendix F: 
Summary Statistics for PSM Core Measures, by Site Rank and Content Genre: PE 
  Expensive (PE) 
  M Mode SD Min. Max. n 
First-ranked site             
Business 4.81 0.0 5.44 0 20 69 
College or professional sports 3.64 0.0 5.98 0 24 54 
Editorials and commentary 3.58 0.0 4.39 0 20 34 
Entertainment 4.66 0.0 5.98 0 25 80 
High school or other local sports 5.35 2.0 6.86 0 20 9 
National, international or world 2.87 0.0 4.29 0 20 219 
Lifestyle 3.15 0.0 5.03 0 20 68 
Local 3.21 0.0 4.96 0 25 184 
Personal finance 2.66 0.0 3.40 0 18 74 
Personal technology 3.35 0.0 4.44 0 25 122 
Travel 2.34 0.0 3.68 0 20 67 
Second-ranked site             
Business 3.82 0.0 5.49 0 17 39 
College or professional sports 3.21 0.0 5.23 0 26 70 
Editorials and commentary 3.29 0.0 5.37 0 15 34 
Entertainment 4.33 0.0 5.46 0 20 74 
High school or other local sports 1.27 0.0 3.17 0 15 9 
Lifestyle 5.13 0.0 6.22 0 20 45 
Local 2.68 0.0 4.33 0 23 184 
National, international or world 3.27 0.0 4.54 0 24 211 
Personal finance 3.21 0.0 3.91 0 15 79 
Personal technology 2.62 0.0 4.59 0 25 134 
Travel 3.32 0.0 5.15 0 21 101 
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Appendix F: 
Summary Statistics for PSM Core Measures, 
by Site Rank and Content Genre (continued): PTE 
  Too expensive (PTE) 
  M Mode SD Minimum Maximum n 
First-ranked site             
Business 7.17 0 7.94 0 30 69 
College or professional sports 5.13 1 7.96 0 27 54 
Editorials and commentary 5.60 5 6.76 0 36 34 
Entertainment 6.62 0 7.91 0 36 80 
High school or other local sports 6.47 5 6.84 0 20 9 
National, international or world 4.52 0 6.14 0 25 219 
Lifestyle 4.39 0 6.83 0 30 68 
Local 5.01 0 7.03 0 31 184 
Personal finance 4.16 0 5.15 0 21 74 
Personal technology 5.06 1 6.42 0 35 122 
Travel 3.57 0 5.20 0 25 67 
Second-ranked site             
Business 5.56 0 8.01 0 25 39 
College or professional sports 4.42 0 6.49 0 30 70 
Editorials and commentary 5.10 0 8.46 0 25 34 
Entertainment 7.50 0 10.01 0 40 74 
High school or other local sports 3.82 0 6.91 0 30 9 
Lifestyle 9.17 5 10.36 0 39 45 
Local 4.93 0 7.73 0 44 184 
National, international or world 5.94 0 8.50 0 45 211 
Personal finance 6.04 0 9.38 0 45 79 
Personal technology 4.11 0 6.38 0 40 134 
Travel 5.08 0 7.44 0 40 101 
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Appendix F: 
Summary Statistics for PSM Core Measures, 
by Site Rank and Content Genre (continued): PTC 
  Too cheap (PTC) 
First-ranked site M Mode SD Minimum Maximum n 
Business 2.51 0 5.64 0 25 69 
College or professional sports 2.08 0 4.49 0 30 54 
Editorials and commentary 1.48 0 4.91 0 33 34 
Entertainment 2.59 0 5.81 0 36 80 
High school or other local sports 1.31 0 1.77 0 5 9 
National, international or world 1.96 0 5.69 0 35 219 
Lifestyle 1.28 0 2.97 0 20 68 
Local 1.62 0 4.66 0 27 184 
Personal finance 1.60 0 4.01 0 30 74 
Personal technology 1.16 0 2.74 0 20 122 
Travel 1.71 0 5.63 0 37 67 
Second-ranked site             
Business 0.93 0 2.14 0 10 39 
College or professional sports 0.85 0 3.52 0 31 70 
Editorials and commentary 4.89 0 9.99 0 30 34 
Entertainment 0.95 0 3.23 0 27 74 
High school or other local sports 1.40 0 4.01 0 13 9 
Lifestyle 1.16 0 3.82 0 25 211 
Local 0.79 0 3.01 0 20 45 
National, international or world 1.13 0 3.17 0 29 184 
Personal finance 1.70 0 3.67 0 20 79 
Personal technology 1.25 0 3.44 0 27 134 
Travel 1.15 0 3.82 0 28 101 
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Appendix F: 
Summary Statistics for PSM Core Measures, 
by Site Rank and Content Genre (continued):PC 
  Cheap (PC) 
First-ranked site M Mode SD Minimum Maximum n 
Business 3.33 0 4.09 0 15 69 
College or professional sports 3.20 0 4.48 0 17 54 
Editorials and commentary 2.68 2 3.65 0 20 34 
Entertainment 3.06 0 3.58 0 20 80 
High school or other local sports 4.57 0 5.33 0 16 9 
National, international or world 1.85 0 3.16 0 17 219 
Lifestyle 1.38 0 2.74 0 10 68 
Local 1.97 0 3.39 0 20 184 
Personal finance 2.59 0 4.45 0 20 74 
Personal technology 2.14 0 3.08 0 15 122 
Travel 1.18 0 2.11 0 10 67 
Second-ranked site             
Business 2.39 0 3.45 0 10 39 
College or professional sports 1.98 0 3.59 0 17 70 
Editorials and commentary 2.57 0 3.72 0 15 34 
Entertainment 1.85 0 2.76 0 15 74 
High school or other local sports 1.03 0 2.22 0 8 9 
Lifestyle 1.70 0 3.45 0 19 211 
Local 3.42 0 4.69 0 18 45 
National, international or world 2.03 0 3.36 0 18 184 
Personal finance 3.03 0 4.26 0 16 79 
Personal technology 1.61 0 3.02 0 16 134 
Travel 2.01 0 3.43 0 19 101 
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Appendix G: 
Model Comparisons Between First-Order and Quadratic Fits, 
by PSM Component Measure and Site Rank 
First site, VW input metric = PTC (Too cheap) 
   Model Summary
a,d
 
 
R R
2
 
Adj. 
R
2
 
Std. Error 
of Est. 
Change Statistics 
D-W 
R
2
 
Chg. F Chg. df1 df2 
Sig. F 
Chg. 
1 .993
b
 .987 .986 .02245 .987 1952.567 1 26 .000   
2 .994
c
 .987 .986 .02251 .000 .847 1 25 .366 .976 
a. First site, VW input metric = PTC (Too cheap) 
b. Predictors: (Constant), Log_Price_Adj 
c. Predictors: (Constant), Log_Price_Adj, Log_Price_Adj_Sq 
d. Dependent Variable: Cumulative proportion at price 
Coefficients
a,b
 
 
Unstd. Coeff. 
Std. 
Coeff. 
t Sig. 
95.0% 
Confidence 
Interval for 
B 
Collinearity 
Statistics 
B 
Std. 
Error Beta Lwr Upr Tol. VIF 
1 (Constant) .231 .005   43.790 .000 .220 .241     
Log_Price_Adj -.068 .002 -.993 -44.188 .000 -.071 -.065 1.000 1.000 
2 (Constant) .240 .011   21.372 .000 .217 .263     
Log_Price_Adj -.070 .003 -1.030 -22.426 .000 -.077 -.064 .241 4.151 
Log_Price_Adj 
Sq 
.000 .000 -.042 -.920 .366 -.001 .000 .241 4.151 
a. First site, VW input metric = PTC (Too cheap) 
b. Dependent Variable: Cumulative proportion at price 
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Appendix G: 
Model Comparisons Between First-Order and Quadratic Fits, 
by PSM Component Measure and Site Rank (continued) 
First site, VW input metric = PC (Cheap) 
      Model Summary
a,d
 
 
R R
2
 
Adj. 
R
2
 
Std. Error 
of Est. 
Change Statistics 
D-W 
R
2
 
Chg. F Chg. df1 df2 
Sig. F 
Chg. 
1 .935
b
 .874 .867 .08667 .874 131.730 1 19 .000   
2 .991
c
 .982 .980 .03401 .108 105.363 1 18 .000 .605 
a. First site, VW input metric = PC (Cheap) 
b. Predictors: (Constant), Log_Price_Adj 
c. Predictors: (Constant), Log_Price_Adj, Log_Price_Adj_Sq 
d. Dependent Variable: Cumulative proportion at price 
Coefficients
a,b
 
Model 
Unstd. Coeff. Std. Coeff. 
t Sig. 
95.0% 
Confidence 
Interval for B 
Collinearity 
Statistics 
B 
Std. 
Error Beta Lwr B 
Std. 
Error Beta 
1 (Constant) .259 .021   12.315 .000 .215 .304     
Log_Price_Adj -.072 .006 -.935 -11.477 .000 -.085 -.059 1.000 1.000 
2 (Constant) .447 .020   22.273 .000 .405 .489     
Log_Price_Adj -.139 .007 -1.805 -19.927 .000 -.154 -.125 .125 8.025 
Log_Price_Adj. 
Sq 
-.008 .001 -.930 -10.265 .000 -.010 -.006 .125 8.025 
a. First site, VW input metric = PC (Cheap) 
b. Dependent Variable: Cumulative proportion at price 
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Appendix G: 
Model Comparisons Between First-Order and Quadratic Fits, 
by PSM Component Measure and Site Rank (continued) 
First site, VW input metric = PE (Expensive) 
     Model Summary
a,d
 
 
R R
2
 
Adj. 
R
2
 
Std. Error 
of Est. 
Change Statistics 
D-W 
R
2
 
Chg. F Chg. df1 df2 
Sig. F 
Chg. 
1 .774
b
 .599 .582 .10354 .599 34.401 1 23 .000   
2 .983
c
 .967 .964 .03057 .367 241.744 1 22 .000 .571 
a. First site, VW input metric = PE (Expensive) 
b. Predictors: (Constant), Log_Price_Adj 
c. Predictors: (Constant), Log_Price_Adj, Log_Price_Adj_Sq 
d. Dependent Variable: Cumulative proportion at price 
Coefficients
a,b
 
 
Unstd. Coeff. Std. Coeff. 
t Sig. 
95.0% 
Confidence 
Interval for B 
Collinearity 
Statistics 
B 
Std. 
Error Beta Lwr  B 
Std. 
Error 
1 (Constant) .792 .024   32.576 .000 .742 .842     
Log_Price_Adj .043 .007 .774 5.865 .000 .028 .058 1.000 1.000 
2 (Constant) .551 .017   32.179 .000 .515 .586     
Log_Price_Adj .121 .005 2.182 22.134 .000 .110 .133 .156 6.398 
Log_Price_Adj 
Sq 
.010 .001 1.533 15.548 .000 .008 .011 .156 6.398 
a. First site, VW input metric = PE (Expensive) 
b. Dependent Variable: Cumulative proportion at price 
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Appendix G: 
Model Comparisons Between First-Order and Quadratic Fits, 
by PSM Component Measure and Site Rank (continued) 
First site, VW input metric = PTE (Too expensive) 
     Model Summary
a,d
 
 
R R
2
 
Adj. 
R
2
 
Std. Error 
of Est. 
Change Statistics 
D-W 
R
2
 
Chg. F Chg. df1 df2 
Sig. F 
Chg. 
1 .787
b
 .620 .607 .11221 .620 48.849 1 30 .000   
2 .985
c
 .970 .967 .03231 .350 332.832 1 29 .000 .866 
a. First site, VW input metric = PTE (Too expensive) 
b. Predictors: (Constant), Log_Price_Adj 
c. Predictors: (Constant), Log_Price_Adj, Log_Price_Adj_Sq 
d. Dependent Variable: Cumulative proportion at price 
Coefficients
a,b
 
 
Unstd. Coeff. Std. Coeff. 
t Sig. 
95.0% 
Confidence 
Interval for B 
Collinearity 
Statistics 
B 
Std. 
Error Beta Lwr Upr Tol. VIF 
1 (Constant) .734 .026   28.660 .000 .682 .786     
Log_Price_Adj .053 .008 .787 6.989 .000 .038 .069 1.000 1.000 
2 (Constant) .467 .016   28.548 .000 .434 .501     
Log_Price_Adj .127 .005 1.873 27.634 .000 .118 .137 .229 4.368 
Log_Price_Adj 
Sq 
.010 .001 1.236 18.244 .000 .009 .011 .229 4.368 
a. First site, VW input metric = PTE (Too expensive) 
b. Dependent Variable: Cumulative proportion at price 
  
 203 
Appendix G: 
Model Comparisons Between First-Order and Quadratic Fits, 
by PSM Component Measure and Site Rank (continued) 
First site, VW input metric = PNC (Not cheap) 
     Model Summary
a,d
 
 
R R
2
 
Adj. 
R
2
 
Std. Error 
of Est. 
Change Statistics 
D-W 
R
2
 
Chg. F Chg. df1 df2 
Sig. F 
Chg. 
1 .935
b
 .874 .867 .08667 .874 131.730 1 19 .000   
2 .991
c
 .982 .980 .03401 .108 105.363 1 18 .000 .605 
a. First site, VW input metric = PNC (Not cheap) 
b. Predictors: (Constant), Log_Price_Adj 
c. Predictors: (Constant), Log_Price_Adj, Log_Price_Adj_Sq 
d. Dependent Variable: Cumulative proportion at price 
Coefficients
a,b
 
 
Unstd. 
Coeff. 
Std. 
Coeff. 
t Sig. 
95.0% 
Confidence 
Interval for B 
Collinearity 
Statistics 
B 
Std. 
Error Beta Lwr Upr Tol. VIF 
1 (Constant) .741 .021   35.157 .000 .696 .785     
Log_Price_Adj .072 .006 .935 11.477 .000 .059 .085 1.000 1.000 
2 (Constant) .553 .020   27.524 .000 .511 .595     
Log_Price_Adj .139 .007 1.805 19.927 .000 .125 .154 .125 8.025 
Log_Price_Adj 
Sq 
.008 .001 .930 10.265 .000 .006 .010 .125 8.025 
a. First site, VW input metric = PNC (Not cheap) 
b. Dependent Variable: Cumulative proportion at price 
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Appendix G: 
Model Comparisons Between First-Order and Quadratic Fits, 
by PSM Component Measure and Site Rank (continued) 
First site, VW input metric = PNE (Not expensive) 
     Model Summary
a,d
 
 
R R
2
 
Adj. 
R
2
 
Std. Error 
of Est. 
Change Statistics 
D-W 
R
2
 
Chg. F Chg. df1 df2 
Sig. F 
Chg. 
1 .896
b
 .803 .794 .10592 .803 93.677 1 23 .000   
2 .991
c
 .981 .979 .03351 .178 207.824 1 22 .000 .463 
a. First site, VW input metric = PNE (Not expensive) 
b. Predictors: (Constant), Log_Price_Adj 
c. Predictors: (Constant), Log_Price_Adj, Log_Price_Adj_Sq 
d. Dependent Variable: Cumulative proportion at price 
Coefficients
a,b
 
 
Unstd. Coeff. Std. Coeff. 
t Sig. 
95.0% 
Confidence 
Interval for B 
Collinearity 
Statistics 
B 
Std. 
Error Beta Lwr Upr Tol. VIF 
1 (Constant) .299 .025   12.036 .000 .248 .351     
Log_Price_Adj -.073 .008 -.896 -9.679 .000 -.088 -.057 1.000 1.000 
2 (Constant) .545 .019   29.052 .000 .506 .584     
Log_Price_Adj -.152 .006 -1.877 -25.338 .000 -.165 -.140 .156 6.398 
Log_Price_Adj 
Sq 
-.010 .001 -1.068 -14.416 .000 -.011 -.008 .156 6.398 
a. First site, VW input metric = PNE (Not expensive) 
b. Dependent Variable: Cumulative proportion at price 
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Appendix G: 
Model Comparisons Between First-Order and Quadratic Fits, 
by PSM Component Measure and Site Rank (continued) 
Second site, VW input metric = PTC (Too cheap) 
   Model Summary
a,d
 
 
R R
2
 
Adj. 
R
2
 
Std. Error 
of Est. 
Change Statistics 
D-W 
R
2
 
Chg. F Chg. df1 df2 
Sig. F 
Chg. 
1 .994
b
 .988 .988 .02200 .988 1951.848 1 23 .000   
2 .995
c
 .990 .989 .02084 .002 3.637 1 22 .070 .991 
a. Second site, VW input metric = PTC (Too cheap) 
b. Predictors: (Constant), Log_Price_Adj 
c. Predictors: (Constant), Log_Price_Adj, Log_Price_Adj_Sq 
d. Dependent Variable: Cumulative proportion at price 
Coefficients
a,b
 
 
Unstd. 
Coeff. 
Std. 
Coeff. 
t Sig. 
95.0% 
Confidence 
Interval for B 
Collinearity 
Statistics 
B 
Std. 
Error Beta Lwr Upr Tol. VIF 
1 (Constant) .211 .005   40.373 .000 .200 .222     
Log_Price_Adj -.068 .002 -.994 -44.180 .000 -.071 -.065 1.000 1.000 
2 (Constant) .193 .011   17.788 .000 .170 .215     
Log_Price_Adj -.062 .003 -.914 -19.299 .000 -.069 -.056 .203 4.933 
Log_Price_Adj 
Sq 
.001 .000 .090 1.907 .070 .000 .001 .203 4.933 
a. Second site, VW input metric = PTC (Too cheap) 
b. Dependent Variable: Cumulative proportion at price 
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Appendix G: 
Model Comparisons Between First-Order and Quadratic Fits, 
by PSM Component Measure and Site Rank (continued) 
Second site, VW input metric = PC (Cheap) 
      Model Summary
a,d
 
 
R R
2
 
Adj. 
R
2
 
Std. Error 
of Est. 
Change Statistics 
D-W 
R
2
 
Chg. F Chg. df1 df2 
Sig. F 
Chg. 
1 .951
b
 .905 .899 .07501 .905 170.798 1 18 .000   
2 .993
c
 .986 .984 .02982 .081 96.884 1 17 .000 .689 
a. Second site, VW input metric = PC (Cheap) 
b. Predictors: (Constant), Log_Price_Adj 
c. Predictors: (Constant), Log_Price_Adj, Log_Price_Adj_Sq 
d. Dependent Variable: Cumulative proportion at price 
Coefficients
a,b
 
 
Unstd. Coeff. Std. Coeff. 
t Sig. 
95.0% 
Confidence 
Interval for B 
Collinearity 
Statistics 
B 
Std. 
Error Beta Lwr Upr Tol. VIF 
1 (Constant) .252 .018   13.655 .000 .213 .291     
Log_Price_Adj -.071 .005 -.951 -13.069 .000 -.083 -.060 1.000 1.000 
2 (Constant) .411 .018   23.168 .000 .374 .449     
Log_Price_Adj -.129 .006 -1.721 -20.633 .000 -.143 -.116 .120 8.314 
Log_Price_Adj 
Sq 
-.007 .001 -.821 -9.843 .000 -.008 -.005 .120 8.314 
a. Second site, VW input metric = PC (Cheap) 
b. Dependent Variable: Cumulative proportion at price 
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Appendix G: 
Model Comparisons Between First-Order and Quadratic Fits, 
by PSM Component Measure and Site Rank (continued) 
Second site, VW input metric = PE (Expensive) 
     Model Summary
a,d
 
 
R R
2
 
Adj. 
R
2
 
Std. Error 
of Est. 
Change Statistics 
D-W 
R
2
 
Chg. F Chg. df1 df2 
Sig. F 
Chg. 
1 .788
b
 .620 .604 .09664 .620 37.584 1 23 .000   
2 .986
c
 .971 .969 .02713 .351 269.863 1 22 .000 .705 
a. Second site, VW input metric = PE (Expensive) 
b. Predictors: (Constant), Log_Price_Adj 
c. Predictors: (Constant), Log_Price_Adj, Log_Price_Adj_Sq 
d. Dependent Variable: Cumulative proportion at price 
Coefficients
a,b
 
 
Unstd. Coeff. Std. Coeff. 
t Sig. 
95.0% 
Confidence 
Interval for B 
Collinearity 
Statistics 
B 
Std. 
Error Beta Lwr Upr Tol. VIF 
1 (Constant) .799 .023   35.106 .000 .752 .846     
Log_Price_Adj .042 .007 .788 6.131 .000 .028 .056 1.000 1.000 
2 (Constant) .578 .015   38.750 .000 .547 .609     
Log_Price_Adj .112 .005 2.112 23.912 .000 .102 .122 .167 5.999 
Log_Price_Adj 
Sq 
.009 .001 1.451 16.428 .000 .008 .010 .167 5.999 
a. Second site, VW input metric = PE (Expensive) 
b. Dependent Variable: Cumulative proportion at price 
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Appendix G: 
Model Comparisons Between First-Order and Quadratic Fits, 
by PSM Component Measure and Site Rank (continued) 
Second site, VW input metric = PTE (Too expensive) 
     Model Summary
a,d
 
 
R R
2
 
Adj. 
R
2
 
Std. Error 
of Est. 
Change Statistics 
D-W 
R
2
 
Chg. F Chg. df1 df2 
Sig. F 
Chg. 
1 .811
b
 .657 .646 .10112 .657 61.290 1 32 .000   
2 .984
c
 .968 .966 .03132 .311 302.644 1 31 .000 .594 
a. Second site, VW input metric = PTE (Too expensive) 
b. Predictors: (Constant), Log_Price_Adj 
c. Predictors: (Constant), Log_Price_Adj, Log_Price_Adj_Sq 
d. Dependent Variable: Cumulative proportion at price 
Coefficients
a,b
 
 
Unstd. Coeff. Std. Coeff. 
t Sig. 
95.0% 
Confidence 
Interval for B 
Collinearity 
Statistics 
B 
Std. 
Error Beta Lwr Upr Tol. VIF 
1 (Constant) .730 .023   31.565 .000 .682 .777     
Log_Price_Adj .053 .007 .811 7.829 .000 .039 .067 1.000 1.000 
2 (Constant) .504 .015   34.060 .000 .474 .534     
Log_Price_Adj .110 .004 1.691 28.225 .000 .102 .118 .286 3.491 
Log_Price_Adj 
Sq 
.008 .000 1.042 17.397 .000 .007 .009 .286 3.491 
a. Second site, VW input metric = PTE (Too expensive) 
b. Dependent Variable: Cumulative proportion at price 
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Appendix G: 
Model Comparisons Between First-Order and Quadratic Fits, 
by PSM Component Measure and Site Rank (continued) 
Second site, VW input metric = PNC (Not cheap) 
     Model Summary
a,d
 
 
R R
2
 
Adj. 
R
2
 
Std. Error 
of Est. 
Change Statistics 
D-W 
R
2
 
Chg. F Chg. df1 df2 
Sig. F 
Chg. 
1 .951
b
 .904 .899 .07372 .904 179.105 1 19 .000   
2 .993
c
 .986 .984 .02931 .082 102.224 1 18 .000 .672 
a. Second site, VW input metric = PNC (Not cheap) 
b. Predictors: (Constant), Log_Price_Adj 
c. Predictors: (Constant), Log_Price_Adj, Log_Price_Adj_Sq 
d. Dependent Variable: Cumulative proportion at price 
Coefficients
a,b
 
 
Unstd. Coeff. Std. Coeff. 
t Sig. 
95.0% 
Confidence 
Interval for B 
Collinearity 
Statistics 
B 
Std. 
Error Beta Lwr Upr Tol. VIF 
1 (Constant) .750 .018   41.886 .000 .712 .787     
Log_Price_Adj .072 .005 .951 13.383 .000 .060 .083 1.000 1.000 
2 (Constant) .589 .017   33.750 .000 .552 .625     
Log_Price_Adj .130 .006 1.720 21.190 .000 .117 .143 .121 8.264 
Log_Price_Adj 
Sq 
.007 .001 .821 10.111 .000 .005 .008 .121 8.264 
a. Second site, VW input metric = PNC (Not cheap) 
b. Dependent Variable: Cumulative proportion at price 
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Appendix G: 
Model Comparisons Between First-Order and Quadratic Fits, 
by PSM Component Measure and Site Rank (continued) 
Second site, VW input metric = PNE (Not expensive) 
     Model Summary
a,d
 
 
R R
2
 
Adj. 
R
2
 
Std. Error 
of Est. 
Change Statistics 
D-W 
R
2
 
Chg. F Chg. df1 df2 
Sig. F 
Chg. 
1 .911
b
 .830 .822 .09603 .830 116.816 1 24 .000   
2 .991
c
 .983 .981 .03101 .153 207.152 1 23 .000 .583 
a. Second site, VW input metric = PNE (Not expensive) 
b. Predictors: (Constant), Log_Price_Adj 
c. Predictors: (Constant), Log_Price_Adj, Log_Price_Adj_Sq 
d. Dependent Variable: Cumulative proportion at price 
Coefficients
a,b
 
 
Unstd. Coeff. Std. Coeff. 
t Sig. 
95.0% 
Confidence 
Interval for B 
Collinearity 
Statistics 
B 
Std. 
Error Beta Lwr Upr Tol. VIF 
1 
 
(Constant) .293 .022   13.046 .000 .247 .340     
Log_Price_Adj -.073 .007 -.911 -10.808 .000 -.087 -.059 1.000 1.000 
2 
 
(Constant) .512 .017   30.411 .000 .477 .547     
Log_Price_Adj -.141 .005 -1.760 -27.092 .000 -.152 -.130 .176 5.696 
Log_Price_Adj 
Sq 
-.009 .001 -.935 -14.393 .000 -.010 -.007 .176 5.696 
a. Second site, VW input metric = PNE (Not expensive) 
b. Dependent Variable: Cumulative proportion at price 
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Appendix H: 
Model Summaries for Regression of Gratification Factor Scores on Overall Site 
Satisfaction, by Site Rank 
First site 
     Model Summary
g
 
 
R R
2
 
Adj. 
R
2
 
Std. Error 
of Est. 
Change Statistics 
D-W 
R
2
 
Chg. 
F 
Chg. df1 df2 
Sig. F 
Chg. 
1 .491
a
 .241 .240 1.479 .241 286.795 1 902 .000   
2 .553
b
 .305 .304 1.416 .064 83.213 1 901 .000   
3 .581
c
 .337 .335 1.384 .032 43.213 1 900 .000   
4 .595
d
 .354 .351 1.367 .017 23.483 1 899 .000   
5 .602
e
 .362 .358 1.359 .008 11.206 1 898 .001 .
f
 
a. Predictors: (Constant), INFORMATION 
b. Predictors: (Constant), INFORMATION, ENTERTAINMENT 
c. Predictors: (Constant), INFORMATION, ENTERTAINMENT, KNOWLEDGE 
d. Predictors: (Constant), INFORMATION, ENTERTAINMENT, KNOWLEDGE, COST 
e. Predictors: (Constant), INFORMATION, ENTERTAINMENT, KNOWLEDGE, COST, SOCIAL 
f. Not computed because fractional case weights have been found for the variable specified on the WEIGHT 
command. 
g. Dependent Variable: Considering all the possible reasons why you might visit [TOP SITE] for [FIRST 
GENRE], how well does [TOP SITE] meet your expectations and reasons for using the site? 
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Appendix H: 
Model Summaries for Regression of Gratification Factor Scores on Overall Site 
Satisfaction, by Site Rank (continued) 
First site 
     Coefficients
a
 
 
Unstd. Coeff. 
Std. 
Coeff. 
t Sig. 
95.0% 
Confidence 
Interval for 
B 
Collinearity 
Statistics 
B 
Std. 
Error Beta Lwr Upr Tol. VIF 
1 (Constant) 8.607 .049   174.945 0.000 8.510 8.703     
INFORMATION .834 .049 .491 16.935 .000 .737 .930 1.000 1.000 
2 (Constant) 8.607 .047   182.744 0.000 8.514 8.699     
INFORMATION .834 .047 .491 17.690 .000 .741 .926 1.000 1.000 
ENTERTAIN-
MENT 
.430 .047 .253 9.122 .000 .337 .522 1.000 1.000 
3 (Constant) 8.607 .046   186.975 0.000 8.517 8.697     
INFORMATION .834 .046 .491 18.100 .000 .743 .924 1.000 1.000 
ENTERTAIN-
MENT 
.430 .046 .253 9.333 .000 .339 .520 1.000 1.000 
KNOWLEDGE .303 .046 .178 6.574 .000 .212 .393 1.000 1.000 
4 (Constant) 8.607 .045   189.296 0.000 8.518 8.696     
INFORMATION .834 .045 .491 18.324 .000 .744 .923 1.000 1.000 
ENTERTAIN-
MENT 
.430 .045 .253 9.449 .000 .341 .519 1.000 1.000 
KNOWLEDGE .303 .045 .178 6.655 .000 .213 .392 1.000 1.000 
COST .220 .045 .130 4.846 .000 .131 .310 1.000 1.000 
5 (Constant) 8.607 .045   190.368 0.000 8.518 8.696     
INFORMATION .834 .045 .491 18.428 .000 .745 .922 1.000 1.000 
ENTERTAIN-
MENT 
.430 .045 .253 9.503 .000 .341 .519 1.000 1.000 
KNOWLEDGE .303 .045 .178 6.693 .000 .214 .392 1.000 1.000 
COST .220 .045 .130 4.873 .000 .132 .309 1.000 1.000 
SOCIAL .151 .045 .089 3.348 .001 .063 .240 1.000 1.000 
a. Dependent Variable: Considering all the possible reasons why you might visit [TOP SITE] for [FIRST 
GENRE], how well does [TOP SITE] meet your expectations and reasons for using the site? 
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Appendix H: 
Model Summaries for Regression of Gratification Factor Scores on Overall Site 
Satisfaction, by Site Rank (continued) 
Second site 
     Model Summary
f
 
 
R R
2
 
Adj. 
R
2
 
Std. Error 
of Est. 
Change Statistics 
D-W 
R
2
 
Chg. 
F 
Chg. df1 df2 
Sig. F 
Chg. 
1 .547
a
 .299 .298 1.461 .299 347.797 1 815 .000   
2 .649
b
 .421 .420 1.329 .122 172.081 1 814 .000   
3 .672
c
 .452 .450 1.294 .031 45.606 1 813 .000   
4 .675
d
 .455 .452 1.291 .003 4.609 1 812 .032 .
e
 
a. Predictors: (Constant), INFORMATION 
b. Predictors: (Constant), INFORMATION, ENTERTAINMENT 
c. Predictors: (Constant), INFORMATION, ENTERTAINMENT, KNOWLEDGE 
d. Predictors: (Constant), INFORMATION, ENTERTAINMENT, KNOWLEDGE, SOCIAL 
e. Not computed because fractional case weights have been found for the variable specified on the WEIGHT 
command. 
f. Dependent Variable: Considering all the possible reasons why you might visit [TOP SITE] for [SECOND 
GENRE], how well does [TOP SITE] meet your expectations and reasons for using the site? 
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Appendix H: 
Model Summaries for Regression of Gratification Factor Scores on Overall Site 
Satisfaction, by Site Rank (continued) 
Second site 
     Coefficients
a
 
 
Unstd. Coeff. 
Std. 
Coeff. 
t Sig. 
95.0% 
Confidence 
Interval for B 
Collinearity 
Statistics 
B 
Std. 
Error Beta Lwr Upr Tol. VIF 
1 (Constant) 8.666 .051   169.557 0.000 8.566 8.767     
INFORMATION .954 .051 .547 18.649 .000 .853 1.054 1.000 1.000 
2 (Constant) 8.666 .046   186.495 0.000 8.575 8.757     
INFORMATION .954 .046 .547 20.512 .000 .862 1.045 1.000 1.000 
ENTERTAIN-
MENT 
.610 .046 .350 13.118 .000 .519 .701 1.000 1.000 
3 (Constant) 8.666 .045   191.533 0.000 8.577 8.755     
INFORMATION .954 .045 .547 21.066 .000 .865 1.043 1.000 1.000 
ENTERTAIN-
MENT 
.610 .045 .350 13.472 .000 .521 .699 1.000 1.000 
KNOWLEDGE .306 .045 .175 6.753 .000 .217 .395 1.000 1.000 
4 (Constant) 8.666 .045   191.958 0.000 8.578 8.755     
INFORMATION .954 .045   .547 21.113 .000 .865 1.042 1.000 1.000 
ENTERTAIN-
MENT 
.610 .045 .350 13.502 .000 .521 .699 1.000 1.000 
KNOWLEDGE .306 .045   .175 6.768 .000 .217 .394 1.000 1.000 
SOCIAL .097 .045 .056 2.147 .032 .008 .186 1.000 1.000 
a. Dependent Variable: Considering all the possible reasons why you might visit [TOP SITE] for [SECOND 
GENRE], how well does [TOP SITE] meet your expectations and reasons for using the site? 
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Appendix H: 
Model Summaries for Regression of Gratification Factor Scores on PSM Component 
Measures, by Site Rank 
First-ranked site, Dependent Variable: Too cheap (PTC) 
Model Summary
e
 
 
R R
2
 Adj. R
2
 
Std. 
Error of 
Est. 
Change Statistics 
D-W 
R
2
 
Chg. F Chg. df1 df2 
Sig. F 
Chg. 
1 .098
a
 .010 -.002 4.61755 .010 .834 10 859 .596   
2 .152
b
 .023 .011 4.58831 .014 11.996 1 858 .001   
3 .183
c
 .033 .020 4.56714 .010 8.979 1 857 .003 .
d
 
a. Predictors: (Constant), Travel, Editorial, Sports, Lifestyle, Business, PFinance, Entertain, PTech, Local, 
Natl/Intl 
b. Predictors: (Constant), Travel, Editorial, Sports, Lifestyle, Business, PFinance, Entertain, PTech, Local, 
Natl/Intl, SOCIAL 
c. Predictors: (Constant), Travel, Editorial, Sports, Lifestyle, Business, PFinance, Entertain, PTech, Local, 
Natl/Intl, SOCIAL, IDENTITY 
d. Not computed because fractional case weights have been found for the variable specified on the WEIGHT 
command. 
e. Dependent Variable: Too cheap (PTC) 
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Appendix H: 
Model Summaries for Regression of Gratification Factor Scores on PSM Component 
Measures, by Site Rank (continued) 
First-ranked site, Dependent Variable: Too cheap (PTC) 
Coefficients
a
 
 
Unstd. Coeff. Std. Coeff. 
t Sig. 
95.0% 
Confidence 
Interval for B 
Collinearity 
Statistics 
B 
Std. 
Error Beta Lwr Upr Tol. VIF 
1 (Constant) 1.483 1.875   .791 .429 -2.197 5.164     
Business 1.095 1.969 .060 .556 .578 -2.770 4.960 .100 9.992 
Sports .261 1.990 .013 .131 .896 -3.644 4.166 .118 8.456 
Editorial -.797 2.079 -.030 -.383 .702 -4.876 3.283 .192 5.209 
Entertain .832 1.951 .050 .426 .670 -2.997 4.660 .083 12.065 
Natl/Intl .280 1.903 .026 .147 .883 -3.454 4.014 .038 26.637 
Lifestyle -.499 1.973 -.027 -.253 .801 -4.371 3.374 .104 9.656 
Local .113 1.910 .010 .059 .953 -3.636 3.861 .044 22.571 
PFinance .250 1.959 .014 .128 .898 -3.595 4.095 .091 11.043 
PTech -.452 1.930 -.032 -.234 .815 -4.240 3.335 .063 15.862 
Travel .302 1.962 .017 .154 .878 -3.549 4.153 .094 10.681 
2 (Constant) 1.213 1.865   .650 .516 -2.448 4.873     
Business 1.350 1.958 .074 .689 .491 -2.494 5.193 .100 10.006 
Sports .467 1.978 .023 .236 .813 -3.415 4.349 .118 8.464 
Editorial -.456 2.068 -.017 -.220 .826 -4.514 3.602 .192 5.221 
Entertain 1.015 1.939 .061 .524 .601 -2.790 4.821 .083 12.074 
Natl/Intl .638 1.893 .059 .337 .736 -3.078 4.354 .037 26.717 
Lifestyle -.197 1.963 -.011 -.100 .920 -4.049 3.655 .103 9.675 
Local .311 1.899 .026 .164 .870 -3.416 4.037 .044 22.592 
PFinance .774 1.952 .045 .397 .692 -3.057 4.606 .090 11.109 
PTech -.290 1.918 -.020 -.151 .880 -4.055 3.474 .063 15.871 
Travel .756 1.954 .043 .387 .699 -3.079 4.592 .093 10.729 
SOCIAL .558 .161 .119 3.464 .001 .242 .874 .957 1.044 
3 (Constant) 1.265 1.856   .682 .496 -2.378 4.909     
Business 1.119 1.951 .061 .573 .567 -2.710 4.947 .100 10.021 
Sports .436 1.969 .022 .221 .825 -3.428 4.300 .118 8.464 
Editorial -.507 2.058 -.019 -.246 .806 -4.546 3.533 .192 5.221 
Entertain .917 1.930 .055 .475 .635 -2.872 4.705 .083 12.078 
Natl/Intl .681 1.885 .063 .361 .718 -3.018 4.380 .037 26.718 
Lifestyle -.339 1.954 -.018 -.173 .862 -4.174 3.497 .103 9.681 
Local .318 1.890 .027 .168 .867 -3.392 4.027 .044 22.592 
PFinance .594 1.944 .034 .305 .760 -3.223 4.410 .090 11.120 
PTech -.385 1.909 -.027 -.202 .840 -4.132 3.363 .063 15.876 
Travel .669 1.945 .038 .344 .731 -3.149 4.487 .093 10.732 
SOCIAL .555 .160 .119 3.460 .001 .240 .869 .957 1.044 
IDENTITY .480 .160 .102 2.997 .003 .166 .794 .967 1.034 
a. Dependent Variable: Too cheap (PTC) 
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Appendix H: 
Model Summaries for Regression of Gratification Factor Scores on PSM Component 
Measures, by Site Rank (continued) 
First-ranked site, Dependent Variable: Cheap (PC) 
Model Summary
g
 
 
R R
2
 Adj. R
2
 
Std. 
Error of 
Est. 
Change Statistics 
D-W 
R
2
 
Chg. F Chg. df1 df2 
Sig. F 
Chg. 
1 .211
a
 .044 .033 3.37452 .044 3.989 10 859 .000   
2 .261
b
 .068 .056 3.33443 .024 21.796 1 858 .000   
3 .288
c
 .083 .070 3.30994 .015 13.760 1 857 .000   
4 .297
d
 .088 .074 3.30230 .005 4.974 1 856 .026   
5 .304
e
 .092 .077 3.29660 .004 3.963 1 855 .047 .
f
 
a. Predictors: (Constant), Travel, Editorial, Sports, Lifestyle, Business, PFinance, Entertain, PTech, Local, 
Natl/Intl 
b. Predictors: (Constant), Travel, Editorial, Sports, Lifestyle, Business, PFinance, Entertain, PTech, Local, 
Natl/Intl, SOCIAL 
c. Predictors: (Constant), Travel, Editorial, Sports, Lifestyle, Business, PFinance, Entertain, PTech, Local, 
Natl/Intl, SOCIAL, IDENTITY 
d. Predictors: (Constant), Travel, Editorial, Sports, Lifestyle, Business, PFinance, Entertain, PTech, Local, 
Natl/Intl, SOCIAL, IDENTITY, KNOWLEDGE 
e. Predictors: (Constant), Travel, Editorial, Sports, Lifestyle, Business, PFinance, Entertain, PTech, Local, 
Natl/Intl, SOCIAL, IDENTITY, KNOWLEDGE, COST 
f. Not computed because fractional case weights have been found for the variable specified on the WEIGHT 
command. 
g. Dependent Variable: Cheap (PC) 
 
  
 218 
Appendix H: 
Model Summaries for Regression of Gratification Factor Scores on PSM Component 
Measures, by Site Rank (continued) 
First-ranked site, Dependent Variable: Cheap (PC) 
Coefficients
a
 
 
Unstd. Coeff. Std. Coeff. 
t Sig. 
95.0% 
Confidence 
Interval for B 
Collinearity 
Statistics 
B 
Std. 
Error Beta Lwr Upr Tol. VIF 
1 (Constant) 5.805 1.370   4.236 .000 3.115 8.494     
Business -2.100 1.439 -.154 -1.459 .145 -4.924 .725 .100 9.992 
Sports -2.630 1.454 -.175 -1.809 .071 -5.484 .224 .118 8.456 
Editorial -3.422 1.519 -.171 -2.253 .025 -6.404 -.441 .192 5.209 
Entertain -2.693 1.425 -.219 -1.889 .059 -5.491 .105 .083 12.065 
Natl/Intl -4.031 1.390 -.499 -2.899 .004 -6.760 -1.302 .038 26.637 
Lifestyle -4.225 1.442 -.304 -2.930 .003 -7.055 -1.395 .104 9.656 
Local -3.827 1.396 -.434 -2.742 .006 -6.566 -1.087 .044 22.571 
PFinance -3.290 1.432 -.255 -2.298 .022 -6.099 -.480 .091 11.043 
PTech -3.653 1.410 -.344 -2.591 .010 -6.421 -.886 .063 15.862 
Travel -4.579 1.434 -.348 -3.194 .001 -7.394 -1.765 .094 10.681 
2 (Constant) 5.539 1.355   4.087 .000 2.879 8.199     
Business -1.850 1.423 -.135 -1.300 .194 -4.643 .943 .100 10.006 
Sports -2.428 1.437 -.162 -1.689 .092 -5.249 .393 .118 8.464 
Editorial -3.089 1.503 -.155 -2.055 .040 -6.038 -.139 .192 5.221 
Entertain -2.513 1.409 -.204 -1.784 .075 -5.279 .252 .083 12.074 
Natl/Intl -3.681 1.376 -.455 -2.675 .008 -6.381 -.980 .037 26.717 
Lifestyle -3.929 1.426 -.282 -2.755 .006 -6.729 -1.130 .103 9.675 
Local -3.633 1.380 -.412 -2.633 .009 -6.341 -.925 .044 22.592 
PFinance -2.776 1.419 -.215 -1.957 .051 -5.561 .009 .090 11.109 
PTech -3.495 1.394 -.329 -2.507 .012 -6.230 -.759 .063 15.871 
Travel -4.135 1.420 -.314 -2.911 .004 -6.922 -1.347 .093 10.729 
SOCIAL .546 .117 .157 4.669 .000 .317 .776 .957 1.044 
3 (Constant) 5.587 1.345   4.152 .000 2.946 8.227     
Business -2.057 1.414 -.151 -1.455 .146 -4.832 .717 .100 10.021 
Sports -2.456 1.427 -.164 -1.721 .086 -5.256 .344 .118 8.464 
Editorial -3.134 1.492 -.157 -2.101 .036 -6.062 -.206 .192 5.221 
Entertain -2.602 1.399 -.211 -1.860 .063 -5.347 .144 .083 12.078 
Natl/Intl -3.642 1.366 -.451 -2.666 .008 -6.323 -.961 .037 26.718 
Lifestyle -4.057 1.416 -.291 -2.865 .004 -6.836 -1.277 .103 9.681 
Local -3.626 1.370 -.412 -2.648 .008 -6.315 -.938 .044 22.592 
PFinance -2.938 1.409 -.227 -2.085 .037 -5.704 -.173 .090 11.120 
PTech -3.579 1.384 -.337 -2.587 .010 -6.295 -.863 .063 15.876 
Travel -4.213 1.410 -.320 -2.988 .003 -6.980 -1.446 .093 10.732 
SOCIAL .544 .116 .156 4.678 .000 .316 .772 .957 1.044 
IDENTITY .431 .116 .123 3.709 .000 .203 .658 .967 1.034 
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Appendix H: 
Model Summaries for Regression of Gratification Factor Scores on PSM Component 
Measures, by Site Rank (continued) 
First-ranked site, Dependent Variable: Cheap (PC) 
Coefficients
a
 
 
Unstd. Coeff. Std. Coeff. 
t Sig. 
95.0% 
Confidence 
Interval for B 
Collinearity 
Statistics 
B 
Std. 
Error Beta Lwr Upr Tol. VIF 
4 (Constant) 5.752 1.344   4.279 .000 3.114 8.391     
Business -2.316 1.415 -.170 -1.637 .102 -5.094 .462 .099 10.089 
Sports -2.401 1.424 -.160 -1.686 .092 -5.195 .394 .118 8.466 
Editorial -3.366 1.492 -.169 -2.256 .024 -6.294 -.438 .191 5.247 
Entertain -2.604 1.396 -.212 -1.866 .062 -5.344 .135 .083 12.078 
Natl/Intl -3.795 1.364 -.470 -2.781 .006 -6.473 -1.117 .037 26.786 
Lifestyle -4.053 1.413 -.291 -2.869 .004 -6.827 -1.280 .103 9.681 
Local -3.785 1.368 -.430 -2.766 .006 -6.471 -1.099 .044 22.653 
PFinance -3.249 1.413 -.251 -2.300 .022 -6.022 -.476 .089 11.229 
PTech -3.845 1.386 -.362 -2.775 .006 -6.565 -1.125 .063 15.994 
Travel -4.486 1.412 -.341 -3.177 .002 -7.257 -1.714 .092 10.813 
SOCIAL .538 .116 .155 4.639 .000 .310 .765 .957 1.045 
IDENTITY .429 .116 .123 3.708 .000 .202 .657 .967 1.034 
KNOWLEDGE .271 .122 .079 2.230 .026 .033 .510 .846 1.182 
5 (Constant) 5.833 1.343   4.345 .000 3.198 8.469     
Business -2.397 1.413 -.176 -1.696 .090 -5.171 .377 .099 10.098 
Sports -2.444 1.421 -.163 -1.720 .086 -5.234 .345 .118 8.468 
Editorial -3.353 1.489 -.168 -2.251 .025 -6.276 -.430 .191 5.247 
Entertain -2.745 1.395 -.223 -1.968 .049 -5.483 -.007 .083 12.109 
Natl/Intl -3.858 1.362 -.477 -2.831 .005 -6.532 -1.183 .037 26.800 
Lifestyle -4.145 1.411 -.298 -2.937 .003 -6.915 -1.375 .103 9.691 
Local -3.847 1.366 -.437 -2.815 .005 -6.529 -1.165 .044 22.665 
PFinance -3.378 1.412 -.261 -2.392 .017 -6.148 -.607 .089 11.253 
PTech -3.953 1.384 -.372 -2.856 .004 -6.671 -1.236 .062 16.019 
Travel -4.613 1.411 -.351 -3.270 .001 -7.383 -1.844 .092 10.835 
SOCIAL .530 .116 .153 4.580 .000 .303 .758 .956 1.046 
IDENTITY .436 .116 .125 3.773 .000 .209 .663 .966 1.035 
KNOWLEDGE .275 .121 .080 2.265 .024 .037 .513 .846 1.182 
COST .228 .114 .066 1.991 .047 .003 .452 .975 1.026 
a. Dependent Variable: Cheap (PC) 
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Appendix H: 
Model Summaries for Regression of Gratification Factor Scores on PSM Component 
Measures, by Site Rank (continued) 
First-ranked site, Dependent Variable: Expensive (PE) 
Model Summary
g
 
 
R R
2
 Adj. R
2
 
Std. 
Error of 
Est. 
Change Statistics 
D-W 
R
2
 
Chg. F Chg. df1 df2 
Sig. F 
Chg. 
1 .157
a
 .025 .013 4.61162 .025 2.183 10 859 .017   
2 .208
b
 .043 .031 4.57070 .018 16.468 1 858 .000   
3 .232
c
 .054 .041 4.54786 .011 9.648 1 857 .002   
4 .250
d
 .062 .048 4.52972 .009 7.885 1 856 .005   
5 .266
e
 .071 .056 4.51182 .008 7.813 1 855 .005 .
f
 
a. Predictors: (Constant), Travel, Editorial, Sports, Lifestyle, Business, PFinance, Entertain, PTech, Local, 
Natl/Intl 
b. Predictors: (Constant), Travel, Editorial, Sports, Lifestyle, Business, PFinance, Entertain, PTech, Local, 
Natl/Intl, SOCIAL 
c. Predictors: (Constant), Travel, Editorial, Sports, Lifestyle, Business, PFinance, Entertain, PTech, Local, 
Natl/Intl, SOCIAL, IDENTITY 
d. Predictors: (Constant), Travel, Editorial, Sports, Lifestyle, Business, PFinance, Entertain, PTech, Local, 
Natl/Intl, SOCIAL, IDENTITY, INFORMATION 
e. Predictors: (Constant), Travel, Editorial, Sports, Lifestyle, Business, PFinance, Entertain, PTech, Local, 
Natl/Intl, SOCIAL, IDENTITY, INFORMATION, ENTERTAINMENT 
f. Not computed because fractional case weights have been found for the variable specified on the WEIGHT 
command. 
g. Dependent Variable: Expensive (PE) 
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Appendix H: 
Model Summaries for Regression of Gratification Factor Scores on PSM Component 
Measures, by Site Rank (continued) 
First-ranked site, Dependent Variable: Expensive (PE) 
Coefficients
a
 
 
Unstd. Coeff. Std. Coeff. 
t Sig. 
95.0% 
Confidence 
Interval for B 
Collinearity 
Statistics 
B 
Std. 
Error Beta Lwr Upr Tol. VIF 
1 (Constant) 7.018 1.873   3.748 .000 3.342 10.694     
Business -1.919 1.967 -.104 -.976 .330 -5.779 1.941 .100 9.992 
Sports -3.536 1.987 -.174 -1.779 .076 -7.435 .364 .118 8.456 
Editorial -3.234 2.076 -.120 -1.558 .120 -7.308 .841 .192 5.209 
Entertain -2.919 1.948 -.175 -1.499 .134 -6.743 .904 .083 12.065 
Natl/Intl -4.263 1.900 -.390 -2.244 .025 -7.993 -.534 .038 26.637 
Lifestyle -3.989 1.971 -.212 -2.024 .043 -7.857 -.121 .104 9.656 
Local -3.703 1.907 -.311 -1.941 .053 -7.447 .041 .044 22.571 
PFinance -4.267 1.956 -.244 -2.181 .029 -8.106 -.427 .091 11.043 
PTech -3.611 1.927 -.251 -1.874 .061 -7.393 .172 .063 15.862 
Travel -4.589 1.960 -.258 -2.342 .019 -8.435 -.743 .094 10.681 
2 (Constant) 6.702 1.858   3.608 .000 3.056 10.349     
Business -1.621 1.951 -.088 -.831 .406 -5.450 2.207 .100 10.006 
Sports -3.295 1.970 -.162 -1.672 .095 -7.162 .572 .118 8.464 
Editorial -2.836 2.060 -.105 -1.377 .169 -6.879 1.207 .192 5.221 
Entertain -2.705 1.931 -.162 -1.401 .162 -6.496 1.086 .083 12.074 
Natl/Intl -3.845 1.886 -.352 -2.039 .042 -7.547 -.143 .037 26.717 
Lifestyle -3.636 1.955 -.193 -1.860 .063 -7.474 .201 .103 9.675 
Local -3.472 1.891 -.291 -1.836 .067 -7.185 .240 .044 22.592 
PFinance -3.655 1.945 -.209 -1.879 .061 -7.472 .162 .090 11.109 
PTech -3.421 1.911 -.238 -1.791 .074 -7.171 .328 .063 15.871 
Travel -4.059 1.947 -.228 -2.085 .037 -7.880 -.238 .093 10.729 
SOCIAL .651 .160 .138 4.058 .000 .336 .966 .957 1.044 
3 (Constant) 6.756 1.849   3.655 .000 3.128 10.385     
Business -1.860 1.942 -.101 -.958 .339 -5.672 1.953 .100 10.021 
Sports -3.327 1.960 -.164 -1.697 .090 -7.175 .521 .118 8.464 
Editorial -2.888 2.050 -.107 -1.409 .159 -6.911 1.134 .192 5.221 
Entertain -2.807 1.922 -.169 -1.460 .145 -6.580 .966 .083 12.078 
Natl/Intl -3.801 1.877 -.348 -2.025 .043 -7.485 -.117 .037 26.718 
Lifestyle -3.783 1.946 -.201 -1.944 .052 -7.602 .036 .103 9.681 
Local -3.465 1.882 -.291 -1.841 .066 -7.158 .229 .044 22.592 
PFinance -3.841 1.936 -.220 -1.984 .048 -7.641 -.042 .090 11.120 
PTech -3.519 1.901 -.245 -1.851 .065 -7.251 .213 .063 15.876 
Travel -4.149 1.937 -.233 -2.142 .032 -7.951 -.347 .093 10.732 
SOCIAL .648 .160 .138 4.058 .000 .334 .961 .957 1.044 
IDENTITY .495 .159 .105 3.106 .002 .182 .808 .967 1.034 
a. Dependent Variable: Expensive (PE) 
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Appendix H: 
Model Summaries for Regression of Gratification Factor Scores on PSM Component 
Measures, by Site Rank (continued) 
First-ranked site, Dependent Variable: Expensive (PE) 
Coefficients
a
 
 
Unstd. Coeff. Std. Coeff. 
t Sig. 
95.0% 
Confidence 
Interval for B 
Collinearity 
Statistics 
B 
Std. 
Error Beta Lwr Upr Tol. VIF 
4 (Constant) 6.626 1.842   3.597 .000 3.011 10.241     
Business -1.774 1.935 -.096 -.917 .359 -5.572 2.024 .100 10.024 
Sports -3.287 1.953 -.162 -1.683 .093 -7.120 .545 .118 8.464 
Editorial -2.767 2.042 -.102 -1.355 .176 -6.774 1.241 .191 5.223 
Entertain -2.608 1.916 -.157 -1.361 .174 -6.368 1.152 .083 12.094 
Natl/Intl -3.813 1.869 -.349 -2.040 .042 -7.482 -.144 .037 26.719 
Lifestyle -3.400 1.943 -.181 -1.750 .080 -7.213 .413 .103 9.729 
Local -3.327 1.875 -.279 -1.774 .076 -7.007 .353 .044 22.607 
PFinance -3.666 1.929 -.210 -1.900 .058 -7.452 .121 .090 11.132 
PTech -3.334 1.895 -.232 -1.760 .079 -7.053 .385 .063 15.895 
Travel -3.829 1.933 -.215 -1.981 .048 -7.623 -.035 .093 10.769 
SOCIAL .655 .159 .139 4.118 .000 .343 .967 .957 1.045 
IDENTITY .480 .159 .102 3.019 .003 .168 .792 .966 1.035 
INFORMA-
TION 
.444 .158 .096 2.808 .005 .134 .754 .934 1.070 
5 (Constant) 6.752 1.835   3.679 .000 3.150 10.353     
Business -1.751 1.927 -.095 -.909 .364 -5.534 2.031 .100 10.024 
Sports -3.595 1.948 -.177 -1.845 .065 -7.418 .229 .118 8.491 
Editorial -2.844 2.034 -.105 -1.399 .162 -6.837 1.148 .191 5.224 
Entertain -3.049 1.915 -.183 -1.592 .112 -6.807 .709 .082 12.177 
Natl/Intl -3.936 1.862 -.360 -2.114 .035 -7.592 -.281 .037 26.734 
Lifestyle -3.816 1.941 -.203 -1.966 .050 -7.625 -.006 .102 9.786 
Local -3.387 1.868 -.284 -1.814 .070 -7.053 .279 .044 22.610 
PFinance -3.563 1.922 -.204 -1.854 .064 -7.336 .209 .090 11.136 
PTech -3.573 1.889 -.249 -1.891 .059 -7.281 .135 .063 15.927 
Travel -3.599 1.927 -.202 -1.868 .062 -7.381 .183 .093 10.789 
SOCIAL .687 .159 .146 4.326 .000 .375 .999 .952 1.050 
IDENTITY .475 .158 .101 3.000 .003 .164 .786 .966 1.035 
INFORMA-
TION 
.442 .157 .096 2.811 .005 .133 .751 .934 1.070 
ENTERTAIN-
MENT 
.466 .167 .100 2.795 .005 .139 .794 .849 1.178 
a. Dependent Variable: Expensive (PE) 
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Appendix H: 
Model Summaries for Regression of Gratification Factor Scores on PSM Component 
Measures, by Site Rank (continued) 
First-ranked site, Dependent Variable: Too expensive (PTE) 
Model Summary
g
 
 
R R
2
 Adj. R
2
 
Std. 
Error of 
Est. 
Change Statistics 
D-W 
R
2
 
Chg. F Chg. df1 df2 
Sig. F 
Chg. 
1 .150
a
 .023 .011 6.68963 .023 1.986 10 859 .032   
2 .189
b
 .036 .023 6.64865 .013 11.633 1 858 .001   
3 .210
c
 .044 .031 6.62297 .009 7.674 1 857 .006   
4 .226
d
 .051 .037 6.60322 .007 6.138 1 856 .013   
5 .238
e
 .057 .041 6.58704 .006 5.215 1 855 .023 .
f
 
a. Predictors: (Constant), Travel, Editorial, Sports, Lifestyle, Business, PFinance, Entertain, PTech, Local, 
Natl/Intl 
b. Predictors: (Constant), Travel, Editorial, Sports, Lifestyle, Business, PFinance, Entertain, PTech, Local, 
Natl/Intl, SOCIAL 
c. Predictors: (Constant), Travel, Editorial, Sports, Lifestyle, Business, PFinance, Entertain, PTech, Local, 
Natl/Intl, SOCIAL, IDENTITY 
d. Predictors: (Constant), Travel, Editorial, Sports, Lifestyle, Business, PFinance, Entertain, PTech, Local, 
Natl/Intl, SOCIAL, IDENTITY, INFORMATION 
e. Predictors: (Constant), Travel, Editorial, Sports, Lifestyle, Business, PFinance, Entertain, PTech, Local, 
Natl/Intl, SOCIAL, IDENTITY, INFORMATION, ENTERTAINMENT 
f. Not computed because fractional case weights have been found for the variable specified on the WEIGHT 
command. 
g. Dependent Variable: Too expensive (PTE) 
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Appendix H: 
Model Summaries for Regression of Gratification Factor Scores on PSM Component 
Measures, by Site Rank (continued) 
First-ranked site, Dependent Variable: Too expensive (PTE) 
Coefficients
a
 
 
Unstd. Coeff. Std. Coeff. 
t Sig. 
95.0% 
Confidence 
Interval for B 
Collinearity 
Statistics 
B 
Std. 
Error Beta Lwr Upr Tol. VIF 
1 (Constant) 8.373 2.717   3.082 .002 3.041 13.705     
Business -.955 2.853 -.036 -.335 .738 -6.555 4.644 .100 9.992 
Sports -3.302 2.882 -.112 -1.146 .252 -8.959 2.356 .118 8.456 
Editorial -2.026 3.011 -.052 -.673 .501 -7.936 3.884 .192 5.209 
Entertain -1.988 2.826 -.082 -.704 .482 -7.535 3.558 .083 12.065 
Natl/Intl -4.019 2.756 -.254 -1.458 .145 -9.429 1.391 .038 26.637 
Lifestyle -4.097 2.859 -.150 -1.433 .152 -9.708 1.513 .104 9.656 
Local -3.111 2.767 -.180 -1.124 .261 -8.542 2.320 .044 22.571 
PFinance -4.233 2.838 -.167 -1.492 .136 -9.803 1.337 .091 11.043 
PTech -3.062 2.795 -.147 -1.095 .274 -8.548 2.425 .063 15.862 
Travel -4.653 2.843 -.180 -1.637 .102 -10.233 .926 .094 10.681 
2 (Constant) 7.987 2.702   2.955 .003 2.683 13.291     
Business -.592 2.837 -.022 -.208 .835 -6.161 4.978 .100 10.006 
Sports -3.007 2.866 -.102 -1.049 .294 -8.633 2.618 .118 8.464 
Editorial -1.540 2.996 -.039 -.514 .607 -7.421 4.341 .192 5.221 
Entertain -1.727 2.810 -.072 -.615 .539 -7.241 3.788 .083 12.074 
Natl/Intl -3.509 2.744 -.221 -1.279 .201 -8.894 1.876 .037 26.717 
Lifestyle -3.666 2.844 -.134 -1.289 .198 -9.248 1.915 .103 9.675 
Local -2.829 2.751 -.164 -1.028 .304 -8.229 2.571 .044 22.592 
PFinance -3.485 2.829 -.138 -1.232 .218 -9.038 2.067 .090 11.109 
PTech -2.831 2.779 -.136 -1.019 .309 -8.285 2.624 .063 15.871 
Travel -4.006 2.832 -.155 -1.415 .158 -9.563 1.552 .093 10.729 
SOCIAL .796 .233 .117 3.411 .001 .338 1.254 .957 1.044 
3 (Constant) 8.057 2.692   2.993 .003 2.773 13.341     
Business -.901 2.829 -.034 -.319 .750 -6.453 4.651 .100 10.021 
Sports -3.049 2.855 -.104 -1.068 .286 -8.653 2.554 .118 8.464 
Editorial -1.608 2.985 -.041 -.539 .590 -7.466 4.250 .192 5.221 
Entertain -1.859 2.799 -.077 -.664 .507 -7.353 3.635 .083 12.078 
Natl/Intl -3.451 2.733 -.218 -1.263 .207 -8.815 1.913 .037 26.718 
Lifestyle -3.857 2.834 -.141 -1.361 .174 -9.418 1.705 .103 9.681 
Local -2.819 2.741 -.163 -1.029 .304 -8.198 2.560 .044 22.592 
PFinance -3.728 2.819 -.147 -1.322 .186 -9.262 1.806 .090 11.120 
PTech -2.957 2.769 -.142 -1.068 .286 -8.391 2.477 .063 15.876 
Travel -4.122 2.821 -.160 -1.461 .144 -9.659 1.415 .093 10.732 
SOCIAL .792 .232 .116 3.405 .001 .335 1.248 .957 1.044 
IDENTITY .643 .232 .094 2.770 .006 .188 1.099 .967 1.034 
a. Dependent Variable: Too expensive (PTE) 
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Appendix H: 
Model Summaries for Regression of Gratification Factor Scores on PSM Component 
Measures, by Site Rank (continued) 
First-ranked site, Dependent Variable: Too expensive (PTE) 
Coefficients
a
 
 
Unstd. Coeff. Std. Coeff. 
t Sig. 
95.0% 
Confidence 
Interval for B 
Collinearity 
Statistics 
B 
Std. 
Error Beta Lwr Upr Tol. VIF 
4 (Constant) 7.889 2.685   2.938 .003 2.619 13.158     
Business -.791 2.821 -.030 -.280 .779 -6.327 4.745 .100 10.024 
Sports -2.998 2.847 -.102 -1.053 .293 -8.585 2.589 .118 8.464 
Editorial -1.452 2.976 -.037 -.488 .626 -7.294 4.390 .191 5.223 
Entertain -1.603 2.793 -.066 -.574 .566 -7.084 3.879 .083 12.094 
Natl/Intl -3.466 2.725 -.219 -1.272 .204 -8.815 1.882 .037 26.719 
Lifestyle -3.364 2.832 -.123 -1.188 .235 -8.923 2.195 .103 9.729 
Local -2.642 2.733 -.153 -.966 .334 -8.006 2.723 .044 22.607 
PFinance -3.502 2.813 -.138 -1.245 .213 -9.022 2.019 .090 11.132 
PTech -2.720 2.762 -.131 -.985 .325 -8.141 2.701 .063 15.895 
Travel -3.711 2.818 -.144 -1.317 .188 -9.241 1.819 .093 10.769 
SOCIAL .801 .232 .118 3.455 .001 .346 1.256 .957 1.045 
IDENTITY .623 .232 .091 2.690 .007 .169 1.078 .966 1.035 
INFORMATION .571 .230 .085 2.477 .013 .119 1.023 .934 1.070 
5 (Constant) 8.039 2.679   3.001 .003 2.781 13.298     
Business -.764 2.814 -.029 -.271 .786 -6.286 4.759 .100 10.024 
Sports -3.365 2.844 -.114 -1.183 .237 -8.947 2.217 .118 8.491 
Editorial -1.544 2.969 -.039 -.520 .603 -7.373 4.284 .191 5.224 
Entertain -2.129 2.795 -.088 -.762 .447 -7.615 3.358 .082 12.177 
Natl/Intl -3.614 2.719 -.228 -1.329 .184 -8.950 1.723 .037 26.734 
Lifestyle -3.860 2.834 -.141 -1.362 .174 -9.421 1.702 .102 9.786 
Local -2.714 2.727 -.157 -.995 .320 -8.066 2.638 .044 22.610 
PFinance -3.379 2.806 -.133 -1.204 .229 -8.887 2.128 .090 11.136 
PTech -3.004 2.758 -.144 -1.089 .276 -8.418 2.409 .063 15.927 
Travel -3.436 2.813 -.133 -1.222 .222 -8.958 2.085 .093 10.789 
SOCIAL .839 .232 .123 3.619 .000 .384 1.294 .952 1.050 
IDENTITY .618 .231 .090 2.672 .008 .164 1.071 .966 1.035 
INFORMATION .569 .230 .085 2.477 .013 .118 1.020 .934 1.070 
ENTERTAIN-
MENT 
.556 .244 .082 2.284 .023 .078 1.034 .849 1.178 
a. Dependent Variable: Too expensive (PTE) 
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Appendix H: 
Model Summaries for Regression of Gratification Factor Scores on PSM Component 
Measures, by Site Rank (continued) 
Second-ranked site, Dependent Variable: Too cheap (PTC) 
Model Summary
e
 
 
R R
2
 Adj. R
2
 
Std. 
Error of 
Est. 
Change Statistics 
D-W 
R
2
 
Chg. F Chg. df1 df2 
Sig. F 
Chg. 
1 .231
a
 .053 .041 3.80888 .053 4.329 10 767 .000   
2 .285
b
 .081 .068 3.75469 .028 23.306 1 766 .000   
3 .297
c
 .088 .074 3.74312 .007 5.744 1 765 .017 .
d
 
a. Predictors: (Constant), Travel, Editorial, Business, Lifestyle, PFinance, Entertain, Sports, PTech, Local, 
Natl/Intl 
b. Predictors: (Constant), Travel, Editorial, Business, Lifestyle, PFinance, Entertain, Sports, PTech, Local, 
Natl/Intl, IDENTITY 
c. Predictors: (Constant), Travel, Editorial, Business, Lifestyle, PFinance, Entertain, Sports, PTech, Local, 
Natl/Intl, IDENTITY, SOCIAL 
d. Not computed because fractional case weights have been found for the variable specified on the WEIGHT 
command. 
e. Dependent Variable: Too cheap (PTC) 
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Appendix H: 
Model Summaries for Regression of Gratification Factor Scores on PSM Component 
Measures, by Site Rank (continued) 
Second-ranked site, Dependent Variable: Too cheap (PTC) 
Coefficients
a
 
 
Unstd. Coeff. Std. Coeff. 
t Sig. 
95.0% 
Confidence 
Interval for B 
Collinearity 
Statistics 
B 
Std. 
Error Beta Lwr Upr Tol. VIF 
1 (Constant) 2.374 1.663   1.427 .154 -.891 5.639     
Business -1.940 1.802 -.096 -1.077 .282 -5.477 1.596 .154 6.504 
Sports -1.685 1.732 -.118 -.973 .331 -5.084 1.715 .085 11.833 
Editorial 3.237 1.819 .152 1.780 .076 -.333 6.807 .170 5.897 
Entertain -1.635 1.737 -.110 -.941 .347 -5.045 1.776 .090 11.058 
Natl/Intl -1.166 1.687 -.128 -.691 .490 -4.477 2.145 .036 27.621 
Lifestyle -1.962 1.770 -.111 -1.108 .268 -5.437 1.513 .124 8.095 
Local -1.312 1.693 -.131 -.775 .439 -4.636 2.012 .043 23.083 
PFinance -.609 1.740 -.040 -.350 .726 -4.025 2.807 .093 10.734 
PTech -1.487 1.712 -.121 -.868 .385 -4.848 1.874 .064 15.737 
Travel -1.165 1.713 -.094 -.680 .497 -4.528 2.198 .065 15.444 
2 (Constant) 2.129 1.640   1.298 .195 -1.091 5.349     
Business -1.994 1.776 -.099 -1.123 .262 -5.480 1.493 .154 6.504 
Sports -1.302 1.709 -.091 -.762 .446 -4.657 2.053 .084 11.858 
Editorial 3.509 1.794 .165 1.956 .051 -.012 7.030 .169 5.903 
Entertain -1.595 1.713 -.107 -.931 .352 -4.957 1.767 .090 11.058 
Natl/Intl -.918 1.663 -.100 -.552 .581 -4.183 2.348 .036 27.647 
Lifestyle -1.795 1.745 -.101 -1.028 .304 -5.221 1.632 .123 8.098 
Local -.859 1.672 -.086 -.514 .608 -4.141 2.423 .043 23.156 
PFinance -.483 1.716 -.032 -.281 .778 -3.851 2.885 .093 10.736 
PTech -1.296 1.688 -.106 -.768 .443 -4.610 2.018 .064 15.746 
Travel -.946 1.689 -.076 -.560 .576 -4.263 2.370 .065 15.455 
IDENTITY .666 .138 .171 4.828 .000 .395 .937 .959 1.043 
3 (Constant) 2.006 1.636   1.226 .221 -1.206 5.217     
Business -1.773 1.773 -.088 -1.000 .318 -5.254 1.707 .153 6.521 
Sports -1.221 1.704 -.085 -.716 .474 -4.566 2.124 .084 11.863 
Editorial 3.671 1.789 .172 2.052 .041 .158 7.184 .169 5.912 
Entertain -1.443 1.709 -.097 -.845 .398 -4.798 1.911 .090 11.073 
Natl/Intl -.744 1.660 -.081 -.448 .654 -4.002 2.515 .036 27.700 
Lifestyle -1.694 1.740 -.096 -.973 .331 -5.111 1.723 .123 8.102 
Local -.785 1.667 -.078 -.471 .638 -4.057 2.488 .043 23.164 
PFinance -.388 1.711 -.026 -.227 .821 -3.746 2.970 .093 10.742 
PTech -1.219 1.683 -.099 -.724 .469 -4.523 2.085 .063 15.752 
Travel -.746 1.686 -.060 -.442 .659 -4.056 2.565 .065 15.493 
IDENTITY .671 .138 .172 4.873 .000 .401 .941 .959 1.043 
SOCIAL .329 .137 .084 2.397 .017 .059 .598 .974 1.027 
a. Dependent Variable: Too cheap (PTC) 
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Appendix H: 
Model Summaries for Regression of Gratification Factor Scores on PSM Component 
Measures, by Site Rank (continued) 
Second-ranked site, Dependent Variable: Cheap (PC) 
Model Summary
e
 
 
R R
2
 Adj. R
2
 
Std. 
Error of 
Est. 
Change Statistics 
D-W 
R
2
 
Chg. F Chg. df1 df2 
Sig. F 
Chg. 
1 .102
a
 .010 -.002 3.37771 .010 .812 10 767 .617   
2 .198
b
 .039 .025 3.33054 .029 22.886 1 766 .000   
3 .227
c
 .051 .037 3.31141 .012 9.878 1 765 .002 .
d
 
a. Predictors: (Constant), Travel, Editorial, Business, Lifestyle, PFinance, Entertain, Sports, PTech, Local, 
Natl/Intl 
b. Predictors: (Constant), Travel, Editorial, Business, Lifestyle, PFinance, Entertain, Sports, PTech, Local, 
Natl/Intl, SOCIAL 
c. Predictors: (Constant), Travel, Editorial, Business, Lifestyle, PFinance, Entertain, Sports, PTech, Local, 
Natl/Intl, SOCIAL, IDENTITY 
d. Not computed because fractional case weights have been found for the variable specified on the WEIGHT 
command. 
e. Dependent Variable: Cheap (PC) 
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Appendix H: 
Model Summaries for Regression of Gratification Factor Scores on PSM Component 
Measures, by Site Rank (continued) 
Second-ranked site, Dependent Variable: Cheap (PC) 
Coefficients
a
 
 
Unstd. Coeff. Std. Coeff. 
t Sig. 
95.0% 
Confidence 
Interval for B 
Collinearity 
Statistics 
B 
Std. 
Error Beta Lwr Upr Tol. VIF 
1 (Constant) 1.835 1.475   1.244 .214 -1.061 4.730     
Business .608 1.598 .035 .380 .704 -2.529 3.744 .154 6.504 
Sports .003 1.536 .000 .002 .998 -3.012 3.018 .085 11.833 
Editorial .521 1.613 .028 .323 .747 -2.645 3.687 .170 5.897 
Entertain .212 1.541 .016 .138 .891 -2.813 3.237 .090 11.058 
Natl/Intl .016 1.496 .002 .011 .991 -2.920 2.952 .036 27.621 
Lifestyle .995 1.570 .065 .634 .526 -2.086 4.077 .124 8.095 
Local .067 1.502 .008 .045 .964 -2.880 3.015 .043 23.083 
PFinance 1.007 1.543 .077 .652 .514 -2.023 4.036 .093 10.734 
PTech -.152 1.518 -.014 -.100 .920 -3.133 2.828 .064 15.737 
Travel .347 1.519 .032 .228 .819 -2.635 3.330 .065 15.444 
2 (Constant) 1.619 1.455   1.112 .266 -1.238 4.475     
Business .999 1.577 .057 .634 .527 -2.097 4.096 .153 6.521 
Sports .143 1.515 .012 .095 .925 -2.830 3.117 .084 11.837 
Editorial .806 1.591 .044 .507 .613 -2.318 3.930 .169 5.906 
Entertain .481 1.520 .037 .316 .752 -2.503 3.465 .090 11.073 
Natl/Intl .322 1.476 .041 .218 .827 -2.576 3.220 .036 27.673 
Lifestyle 1.172 1.548 .076 .757 .449 -1.867 4.211 .123 8.099 
Local .194 1.481 .022 .131 .896 -2.713 3.101 .043 23.091 
PFinance 1.173 1.522 .089 .771 .441 -1.814 4.161 .093 10.739 
PTech -.017 1.497 -.002 -.011 .991 -2.956 2.922 .064 15.743 
Travel .701 1.500 .065 .468 .640 -2.243 3.646 .065 15.481 
SOCIAL .584 .122 .172 4.784 .000 .344 .823 .974 1.027 
3 (Constant) 1.476 1.447   1.020 .308 -1.365 4.317     
Business .972 1.568 .056 .620 .536 -2.107 4.051 .153 6.521 
Sports .364 1.508 .029 .242 .809 -2.595 3.324 .084 11.863 
Editorial .965 1.583 .052 .609 .542 -2.143 4.072 .169 5.912 
Entertain .506 1.512 .039 .335 .738 -2.461 3.473 .090 11.073 
Natl/Intl .467 1.468 .059 .318 .750 -2.415 3.350 .036 27.700 
Lifestyle 1.269 1.540 .083 .824 .410 -1.753 4.292 .123 8.102 
Local .455 1.475 .052 .309 .758 -2.440 3.350 .043 23.164 
PFinance 1.247 1.513 .095 .824 .410 -1.724 4.218 .093 10.742 
PTech .093 1.489 .009 .063 .950 -2.830 3.017 .063 15.752 
Travel .830 1.492 .077 .556 .578 -2.099 3.759 .065 15.493 
SOCIAL .589 .121 .173 4.852 .000 .351 .827 .974 1.027 
IDENTITY .383 .122 .113 3.143 .002 .144 .622 .959 1.043 
a. Dependent Variable: Cheap (PC) 
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Appendix H: 
Model Summaries for Regression of Gratification Factor Scores on PSM Component 
Measures, by Site Rank (continued) 
Second-ranked site, Dependent Variable: Expensive (PE) 
Model Summary
f
 
 
R R
2
 Adj. R
2
 
Std. 
Error of 
Est. 
Change Statistics 
D-W 
R
2
 
Chg. F Chg. df1 df2 
Sig. F 
Chg. 
1 .156
a
 .024 .012 4.80430 .024 1.925 10 767 .039   
2 .193
b
 .037 .023 4.77570 .013 10.215 1 766 .001   
3 .215
c
 .046 .031 4.75672 .009 7.129 1 765 .008   
4 .233
d
 .054 .038 4.73924 .008 6.654 1 764 .010 .
e
 
a. Predictors: (Constant), Travel, Editorial, Business, Lifestyle, PFinance, Entertain, Sports, PTech, Local, 
Natl/Intl 
b. Predictors: (Constant), Travel, Editorial, Business, Lifestyle, PFinance, Entertain, Sports, PTech, Local, 
Natl/Intl, IDENTITY 
c. Predictors: (Constant), Travel, Editorial, Business, Lifestyle, PFinance, Entertain, Sports, PTech, Local, 
Natl/Intl, IDENTITY, ENTERTAINMENT 
d. Predictors: (Constant), Travel, Editorial, Business, Lifestyle, PFinance, Entertain, Sports, PTech, Local, 
Natl/Intl, IDENTITY, ENTERTAINMENT, SOCIAL 
e. Not computed because fractional case weights have been found for the variable specified on the WEIGHT 
command. 
f. Dependent Variable: Expensive (PE) 
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Appendix H: 
Model Summaries for Regression of Gratification Factor Scores on PSM Component 
Measures, by Site Rank (continued) 
Second-ranked site, Dependent Variable: Expensive (PE) 
Coefficients
a
 
 
Unstd. Coeff. Std. Coeff. 
t Sig. 
95.0% 
Confidence 
Interval for B 
Collinearity 
Statistics 
B 
Std. 
Error Beta Lwr Upr Tol. VIF 
1 (Constant) 2.186 2.098   1.042 .298 -1.932 6.304     
Business 2.144 2.272 .086 .944 .346 -2.317 6.605 .154 6.504 
Sports .600 2.184 .034 .275 .784 -3.688 4.888 .085 11.833 
Editorial 1.366 2.294 .052 .595 .552 -3.137 5.869 .170 5.897 
Entertain 2.558 2.192 .138 1.167 .244 -1.744 6.860 .090 11.058 
Natl/Intl 1.271 2.127 .112 .597 .550 -2.905 5.447 .036 27.621 
Lifestyle 3.013 2.233 .137 1.349 .178 -1.370 7.396 .124 8.095 
Local .605 2.136 .049 .283 .777 -3.588 4.797 .043 23.083 
PFinance 1.052 2.195 .056 .479 .632 -3.257 5.361 .093 10.734 
PTech .143 2.160 .009 .066 .947 -4.097 4.382 .064 15.737 
Travel 1.308 2.161 .085 .605 .545 -2.934 5.550 .065 15.444 
2 (Constant) 1.979 2.086   .949 .343 -2.116 6.075     
Business 2.099 2.259 .084 .929 .353 -2.335 6.533 .154 6.504 
Sports .922 2.174 .052 .424 .671 -3.345 5.190 .084 11.858 
Editorial 1.595 2.281 .060 .699 .485 -2.884 6.074 .169 5.903 
Entertain 2.591 2.179 .140 1.189 .235 -1.686 6.868 .090 11.058 
Natl/Intl 1.480 2.116 .130 .700 .484 -2.673 5.633 .036 27.647 
Lifestyle 3.153 2.220 .143 1.420 .156 -1.204 7.511 .123 8.098 
Local .986 2.127 .079 .464 .643 -3.188 5.161 .043 23.156 
PFinance 1.158 2.182 .062 .531 .596 -3.125 5.442 .093 10.736 
PTech .303 2.147 .020 .141 .888 -3.912 4.518 .064 15.746 
Travel 1.493 2.149 .097 .695 .488 -2.726 5.711 .065 15.455 
IDENTITY .561 .176 .116 3.196 .001 .216 .906 .959 1.043 
3 (Constant) 2.180 2.079   1.049 .295 -1.902 6.262     
Business 1.905 2.251 .076 .846 .398 -2.514 6.324 .154 6.511 
Sports .537 2.170 .030 .248 .805 -3.722 4.797 .084 11.911 
Editorial 1.510 2.273 .057 .665 .507 -2.951 5.971 .169 5.904 
Entertain 1.962 2.183 .106 .899 .369 -2.322 6.247 .089 11.189 
Natl/Intl 1.284 2.109 .113 .609 .543 -2.855 5.424 .036 27.681 
Lifestyle 2.631 2.220 .120 1.185 .236 -1.727 6.988 .123 8.161 
Local .826 2.119 .066 .390 .697 -3.334 4.985 .043 23.175 
PFinance 1.202 2.173 .064 .553 .580 -3.065 5.468 .093 10.737 
PTech .147 2.140 .010 .069 .945 -4.053 4.347 .063 15.758 
Travel 1.506 2.140 .098 .704 .482 -2.695 5.708 .065 15.455 
IDENTITY .573 .175 .118 3.273 .001 .229 .916 .958 1.044 
ENTERTAIN-
MENT 
.489 .183 .101 2.670 .008 .129 .848 .866 1.155 
a. Dependent Variable: Expensive (PE) 
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Appendix H: 
Model Summaries for Regression of Gratification Factor Scores on PSM Component 
Measures, by Site Rank (continued) 
Second-ranked site, Dependent Variable: Expensive (PE) 
Coefficients
a
 
 
Unstd. Coeff. Std. Coeff. 
t Sig. 
95.0% 
Confidence 
Interval for B 
Collinearity 
Statistics 
B 
Std. 
Error Beta Lwr Upr Tol. VIF 
4 (Constant) 2.018 2.073   .973 .331 -2.051 6.086     
Business 2.200 2.246 .088 .980 .327 -2.208 6.609 .153 6.528 
Sports .638 2.162 .036 .295 .768 -3.607 4.883 .084 11.915 
Editorial 1.729 2.266 .065 .763 .446 -2.719 6.177 .169 5.913 
Entertain 2.153 2.176 .116 .989 .323 -2.119 6.424 .089 11.201 
Natl/Intl 1.516 2.103 .134 .721 .471 -2.612 5.644 .036 27.731 
Lifestyle 2.754 2.212 .125 1.245 .214 -1.589 7.096 .122 8.165 
Local .923 2.111 .074 .437 .662 -3.222 5.068 .043 23.182 
PFinance 1.332 2.166 .071 .615 .539 -2.920 5.584 .093 10.742 
PTech .248 2.132 .016 .116 .907 -3.937 4.434 .063 15.763 
Travel 1.780 2.135 .115 .834 .405 -2.411 5.972 .065 15.493 
IDENTITY .579 .174 .119 3.320 .001 .236 .921 .958 1.044 
ENTERTAINME
NT 
.502 .182 .104 2.749 .006 .143 .860 .865 1.156 
SOCIAL .448 .174 .092 2.580 .010 .107 .789 .973 1.028 
a. Dependent Variable: Expensive (PE) 
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Appendix H: 
 Model Summaries for Regression of Gratification Factor Scores on PSM Component 
Measures, by Site Rank (continued) 
Second-ranked site, Dependent Variable: Too expensive (PTE) 
Model Summary
e
 
 
R R
2
 Adj. R
2
 
Std. 
Error of 
Est. 
Change Statistics 
D-W 
R
2
 
Chg. F Chg. df1 df2 
Sig. F 
Chg. 
1 .162
a
 .026 .013 7.27460 .026 2.059 10 767 .025   
2 .198
b
 .039 .026 7.22980 .013 10.535 1 766 .001   
3 .217
c
 .047 .032 7.20564 .008 6.147 1 765 .013 .
d
 
a. Predictors: (Constant), Travel, Editorial, Business, Lifestyle, PFinance, Entertain, Sports, PTech, Local, 
Natl/Intl 
b. Predictors: (Constant), Travel, Editorial, Business, Lifestyle, PFinance, Entertain, Sports, PTech, Local, 
Natl/Intl, IDENTITY 
c. Predictors: (Constant), Travel, Editorial, Business, Lifestyle, PFinance, Entertain, Sports, PTech, Local, 
Natl/Intl, IDENTITY, ENTERTAINMENT 
d. Not computed because fractional case weights have been found for the variable specified on the WEIGHT 
command. 
e. Dependent Variable: Too expensive (PTE) 
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Appendix H: 
Model Summaries for Regression of Gratification Factor Scores on PSM Component 
Measures, by Site Rank (continued) 
Second-ranked site, Dependent Variable: Too expensive (PTE) 
Coefficients
a
 
 
Unstd. Coeff. Std. Coeff. 
t Sig. 
95.0% 
Confidence 
Interval for B 
Collinearity 
Statistics 
B 
Std. 
Error Beta Lwr Upr Tol. VIF 
1 (Constant) 5.913 3.176   1.861 .063 -.323 12.148     
Business .669 3.441 .018 .195 .846 -6.085 7.424 .154 6.504 
Sports -1.470 3.308 -.054 -.444 .657 -7.963 5.023 .085 11.833 
Editorial -.193 3.473 -.005 -.056 .956 -7.012 6.625 .170 5.897 
Entertain 1.459 3.318 .052 .440 .660 -5.055 7.973 .090 11.058 
Natl/Intl .120 3.221 .007 .037 .970 -6.203 6.444 .036 27.621 
Lifestyle 2.422 3.381 .073 .716 .474 -4.215 9.058 .124 8.095 
Local -1.448 3.234 -.077 -.448 .655 -7.797 4.901 .043 23.083 
PFinance -1.340 3.323 -.047 -.403 .687 -7.865 5.184 .093 10.734 
PTech -1.971 3.270 -.085 -.603 .547 -8.390 4.448 .064 15.737 
Travel -.409 3.272 -.017 -.125 .901 -6.832 6.015 .065 15.444 
2 (Constant) 5.596 3.158   1.772 .077 -.605 11.796     
Business .600 3.420 .016 .176 .861 -6.113 7.313 .154 6.504 
Sports -.975 3.291 -.036 -.296 .767 -7.435 5.485 .084 11.858 
Editorial .159 3.454 .004 .046 .963 -6.621 6.939 .169 5.903 
Entertain 1.510 3.298 .054 .458 .647 -4.964 7.984 .090 11.058 
Natl/Intl .442 3.203 .026 .138 .890 -5.846 6.729 .036 27.647 
Lifestyle 2.638 3.361 .079 .785 .433 -3.959 9.235 .123 8.098 
Local -.861 3.219 -.046 -.268 .789 -7.181 5.458 .043 23.156 
PFinance -1.177 3.303 -.041 -.356 .722 -7.662 5.308 .093 10.736 
PTech -1.725 3.251 -.075 -.531 .596 -8.106 4.656 .064 15.746 
Travel -.125 3.253 -.005 -.038 .969 -6.511 6.261 .065 15.455 
IDENTITY .863 .266 .117 3.246 .001 .341 1.385 .959 1.043 
3 (Constant) 5.878 3.150   1.866 .062 -.305 12.062     
Business .327 3.410 .009 .096 .924 -6.367 7.022 .154 6.511 
Sports -1.516 3.287 -.056 -.461 .645 -7.969 4.936 .084 11.911 
Editorial .039 3.443 .001 .011 .991 -6.719 6.797 .169 5.904 
Entertain .626 3.306 .022 .189 .850 -5.865 7.116 .089 11.189 
Natl/Intl .167 3.194 .010 .052 .958 -6.104 6.437 .036 27.681 
Lifestyle 1.902 3.363 .057 .566 .572 -4.698 8.503 .123 8.161 
Local -1.087 3.210 -.058 -.339 .735 -7.388 5.214 .043 23.175 
PFinance -1.116 3.292 -.039 -.339 .735 -7.579 5.347 .093 10.737 
PTech -1.944 3.241 -.084 -.600 .549 -8.307 4.418 .063 15.758 
Travel -.106 3.242 -.005 -.033 .974 -6.471 6.259 .065 15.455 
IDENTITY .879 .265 .120 3.316 .001 .359 1.399 .958 1.044 
ENTERTAIN-
MENT 
.687 .277 .094 2.479 .013 .143 1.232 .866 1.155 
a. Dependent Variable: Too expensive (PTE) 
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Appendix I: 
Model Summaries for Logistic Regression of Payment Predictors on Payer Designation, 
by Site Rank 
First-ranked site 
Variables in the Equation 
    B S.E. Wald df Sig. Exp(B) 
  Step 0 Constant -1.697 .092 340.737 1 .000 .183 
         
Model Summary 
      
Step -2 Log likelihood 
Cox & 
Snell R 
Square 
Nagelkerke 
R Square 
      1 755.925
a
 .026 .044 
      a. Estimation terminated at iteration number 5 because 
parameter estimates changed by less than .001. 
      Variables in the Equation 
  B S.E. Wald df Sig. Exp(B) 
95% C.I. for EXP(B) 
Lower Upper 
Step 1
a
 Past payment for 
content 
1.052 .209 25.337 1 .000 2.863 1.901 4.313 
Constant -1.404 .105 180.512 1 .000 .246     
a. Variable(s) entered on step 1: q21_Paid_Any. 
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Appendix I: 
Model Summaries for Logistic Regression of Payment Predictors on Payer Designation, 
by Site Rank 
First-ranked site 
Model Summary 
      
Step -2 Log likelihood 
Cox & 
Snell R 
Square 
Nagelkerke 
R Square 
      1 745.541
a
 .037 .064 
      a. Estimation terminated at iteration number 5 because 
parameter estimates changed by less than .001. 
      Variables in the Equation 
  B S.E. Wald df Sig. Exp(B) 
95% C.I. for EXP(B) 
Lower Upper 
Step 1
a
 Past payment for 
content 
1.015 .211 23.264 1 .000 2.760 1.827 4.170 
Overall site satisfaction .192 .062 9.720 1 .002 1.212 1.074 1.368 
Constant -3.107 .565 30.289 1 .000 .045     
a. Variable(s) entered on step 1: Overall site satisfaction. 
       
Model Summary 
      
Step -2 Log likelihood 
Cox & 
Snell R 
Square 
Nagelkerke 
R Square 
      1 728.086
a
 .055 .095 
      a. Estimation terminated at iteration number 5 because 
parameter estimates changed by less than .001. 
      Variables in the Equation 
  B S.E. Wald df Sig. Exp(B) 
95% EXP(B) 
Lower Upper 
Step 1
a
 Past payment for 
content 
1.056 .214 24.355 1 .000 2.875 1.890 4.372 
Overall site satisfaction .123 .064 3.745 1 .053 1.131 .998 1.282 
ENTERTAINMENT 
score 
.433 .107 16.222 1 .000 1.541 1.249 1.903 
Constant -2.558 .576 19.703 1 .000 .077     
a. Variable(s) entered on step 1: ENTERTAINMENT score. 
 
  
 237 
Appendix I: 
Model Summaries for Logistic Regression of Payment Predictors on Payer Designation, 
by Site Rank (continued) 
Second-ranked site         
Variables in the Equation 
    B S.E. Wald df Sig. Exp(B) 
  Step 0 Constant -1.743 .098 314.829 1 .000 .175 
         
Model Summary 
      
Step -2 Log likelihood 
Cox & 
Snell R 
Square 
Nagelkerke 
R Square 
      1 655.113
a
 .040 .070 
      a. Estimation terminated at iteration number 5 because 
parameter estimates changed by less than .001. 
      Variables in the Equation 
  B S.E. Wald df Sig. Exp(B) 
95% EXP(B) 
Lower Upper 
Step 1
a
 Past payment for 
content 
1.317 .220 35.791 1 .000 3.733 2.424 5.747 
Constant -1.388 .110 159.027 1 .000 .250     
a. Variable(s) entered on step 1: q21_Paid_Any. 
 
  
 238 
Appendix I: 
Model Summaries for Logistic Regression of Payment Predictors on Payer Designation, 
by Site Rank (continued) 
Second-ranked site         
Model Summary 
      
Step -2 Log likelihood 
Cox & 
Snell R 
Square 
Nagelkerke 
R Square 
      1 643.434
a
 .053 .093 
      a. Estimation terminated at iteration number 5 because 
parameter estimates changed by less than .001. 
      Variables in the Equation 
  B S.E. Wald df Sig. Exp(B) 
95% EXP(B) 
Lower Upper 
Step 1
a
 Past payment for 
content 
1.340 .223 36.113 1 .000 3.820 2.467 5.914 
Overall site satisfaction .214 .065 10.714 1 .001 1.239 1.090 1.408 
Constant -3.283 .600 29.927 1 .000 .038     
a. Variable(s) entered on step 1: Overall site satisfaction. 
       
Model Summary 
      
Step -2 Log likelihood 
Cox & 
Snell R 
Square 
Nagelkerke 
R Square 
      1 637.359
a
 .060 .106 
      a. Estimation terminated at iteration number 5 because 
parameter estimates changed by less than .001. 
      Variables in the Equation 
  B S.E. Wald df Sig. Exp(B) 
95% EXP(B) 
Lower Upper 
Step 1
a
 Past payment for 
content 
1.338 .224 35.646 1 .000 3.813 2.457 5.916 
Overall site satisfaction .156 .070 5.026 1 .025 1.169 1.020 1.340 
ENTERTAINMENT 
score 
.285 .118 5.846 1 .016 1.329 1.055 1.675 
Constant -2.804 .629 19.856 1 .000 .061     
a. Variable(s) entered on step 1: ENTERTAINMENT score. 
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Appendix J: 
Comparison of Split-Form Question for “Too Cheap” Measure 
 
 
Note. Upper image is the traditional PTC question form; lower image is the modified PTC 
question form which allows respondents to indicate a lack of perceived relationship 
between price and quality.
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Appendix K: 
Significant Post-Hoc Comparisons Between Genre Factor Score Means, First Site 
Dependent Variable Test Genre A Genre B 
Mean 
Diff. 
(A-B) 
Std. 
Err. 
Sig. 95% CI 
              Lwr Upr 
SOCIAL Scheffe 
College or 
prof'l sports 
Pers'l finance 0.617 0.172 0.019 0.045 1.189 
    Entertainment Pers'l finance 0.562 0.155 0.017 0.045 1.079 
    Local Pers'l finance 0.553 0.135 0.002 0.105 1.002 
      Travel 0.474 0.134 0.024 0.027 0.921 
    Pers'l finance 
Pers'l 
technology 
-0.559 0.146 0.008 -1.045 -0.073 
    
Pers'l 
technology 
Travel 0.480 0.145 0.055 -0.004 0.964 
ENTERTAINMENT 
Games-
Howell 
Business 
College or 
prof'l sports 
-0.677 0.147 0.000 -1.158 -0.196 
      Entertainment -0.986 0.150 0.000 -1.477 -0.495 
      Lifestyle -0.947 0.166 0.000 -1.492 -0.402 
      
Pers'l 
technology 
-0.642 0.132 0.000 -1.075 -0.209 
    
College or 
prof'l sports 
Local 0.442 0.117 0.011 0.059 0.826 
      Pers'l finance 0.801 0.146 0.000 0.321 1.281 
      Travel 1.052 0.176 0.000 0.475 1.629 
    
Editorials and 
commentary 
Entertainment -0.632 0.171 0.018 -1.203 -0.062 
      Travel 0.729 0.202 0.021 0.061 1.396 
    Entertainment 
Nat'l, int'l or 
world 
0.622 0.116 0.000 0.242 1.001 
      Local 0.751 0.121 0.000 0.356 1.147 
      Pers'l finance 1.110 0.150 0.000 0.621 1.599 
      Travel 1.361 0.179 0.000 0.776 1.946 
    
Nat'l, int'l or 
world 
Lifestyle -0.582 0.137 0.002 -1.033 -0.132 
      Pers'l finance 0.488 0.125 0.007 0.078 0.898 
      Travel 0.739 0.158 0.000 0.217 1.262 
    Lifestyle Local 0.712 0.141 0.000 0.249 1.175 
      Travel 1.322 0.193 0.000 0.691 1.952 
    Local 
Pers'l 
technology 
-0.407 0.098 0.002 -0.724 -0.090 
      Travel 0.610 0.162 0.012 0.076 1.143 
    Pers'l finance 
Pers'l 
technology 
-0.766 0.132 0.000 -1.197 -0.335 
    
Pers'l 
technology 
Travel 1.017 0.164 0.000 0.478 1.555 
IDENTITY 
Games-
Howell 
Business 
Nat'l, int'l or 
world 
0.451 0.137 0.049 0.001 0.901 
    
Nat'l, int'l or 
world 
Pers'l finance -0.426 0.130 0.049 -0.852 0.000 
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Appendix K: 
Significant Post-Hoc Comparisons Between Genre Factor Score Means, First Site 
(continued) 
Dependent Variable Test Genre A Genre B 
Mean 
Diff. 
(A-B) 
Std. 
Err. 
Sig. 95% CI 
              Lwr Upr 
INFORMATION 
Games-
Howell 
Business Lifestyle 0.719 0.166 0.002 0.173 1.265 
      Travel 0.606 0.150 0.004 0.115 1.097 
    
College or 
prof'l sports 
Lifestyle 0.690 0.185 0.013 0.082 1.298 
      Travel 0.577 0.171 0.038 0.016 1.137 
    Entertainment 
Nat'l, int'l or 
world 
-0.580 0.125 0.000 -0.988 -0.171 
    
Nat'l, int'l or 
world 
Lifestyle 0.878 0.148 0.000 0.390 1.366 
      Local 0.338 0.102 0.041 0.007 0.669 
      Pers'l finance 0.434 0.116 0.012 0.055 0.814 
      
Pers'l 
technology 
0.484 0.099 0.000 0.162 0.805 
      Travel 0.765 0.129 0.000 0.341 1.189 
    Lifestyle Local -0.540 0.157 0.031 -1.055 -0.026 
KNOWLEDGE 
Games-
Howell 
Business 
College or 
prof'l sports 
1.143 0.158 0.000 0.625 1.661 
      Entertainment 1.006 0.151 0.000 0.514 1.498 
      
Nat'l, int'l or 
world 
0.444 0.116 0.009 0.064 0.824 
      Lifestyle 0.943 0.177 0.000 0.361 1.524 
      Local 0.405 0.118 0.031 0.019 0.791 
    
College or 
prof'l sports 
Business -1.143 0.158 0.000 -1.661 -0.625 
      
Editorials and 
commentary 
-1.037 0.219 0.001 -1.769 -0.305 
      Entertainment -0.137 0.168 0.999 -0.687 0.413 
      
Nat'l, int'l or 
world 
-0.699 0.138 0.000 -1.154 -0.243 
      Local -0.737 0.139 0.000 -1.197 -0.277 
      Pers'l finance -1.244 0.159 0.000 -1.766 -0.723 
      
Pers'l 
technology 
-1.129 0.138 0.000 -1.585 -0.673 
      Travel -1.108 0.165 0.000 -1.648 -0.567 
    
Editorials and 
commentary 
College or 
prof'l sports 
1.037 0.219 0.001 0.305 1.769 
      Entertainment 0.900 0.214 0.004 0.184 1.616 
      Lifestyle 0.837 0.233 0.024 0.062 1.612 
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Appendix K: 
Significant Post-Hoc Comparisons Between Genre Factor Score Means, First Site 
(continued) 
Dependent Variable Test Genre A Genre B 
Mean 
Diff. 
(A-B) 
Std. 
Err. 
Sig. 95% CI 
              Lwr Upr 
KNOWLEDGE 
Games-
Howell 
Entertainment Business -1.006 0.151 0.000 -1.498 -0.514 
      
Editorials and 
commentary 
-0.900 0.214 0.004 -1.616 -0.184 
      
Nat'l, int'l or 
world 
-0.562 0.130 0.001 -0.986 -0.138 
      Local -0.601 0.131 0.001 -1.030 -0.171 
      Pers'l finance -1.108 0.152 0.000 -1.603 -0.612 
      
Pers'l 
technology 
-0.992 0.130 0.000 -1.417 -0.568 
      Travel -0.971 0.158 0.000 -1.487 -0.455 
    
Nat'l, int'l or 
world 
Business -0.444 0.116 0.009 -0.824 -0.064 
      
College or 
prof'l sports 
0.699 0.138 0.000 0.243 1.154 
      Entertainment 0.562 0.130 0.001 0.138 0.986 
      Pers'l finance -0.546 0.117 0.000 -0.931 -0.161 
      
Pers'l 
technology 
-0.430 0.087 0.000 -0.713 -0.148 
      Travel -0.409 0.126 0.052 -0.821 0.002 
    Lifestyle Business -0.943 0.177 0.000 -1.524 -0.361 
      
Editorials and 
commentary 
-0.837 0.233 0.024 -1.612 -0.062 
      Local -0.537 0.161 0.045 -1.068 -0.007 
      Pers'l finance -1.044 0.178 0.000 -1.629 -0.460 
      
Pers'l 
technology 
-0.929 0.160 0.000 -1.456 -0.402 
      Travel -0.908 0.183 0.000 -1.509 -0.307 
    Local Business -0.405 0.118 0.031 -0.791 -0.019 
      
College or 
prof'l sports 
0.737 0.139 0.000 0.277 1.197 
      Lifestyle 0.537 0.161 0.045 0.007 1.068 
      Pers'l finance -0.507 0.119 0.002 -0.897 -0.117 
      
Pers'l 
technology 
-0.392 0.090 0.001 -0.682 -0.101 
    Pers'l finance 
College or 
prof'l sports 
1.244 0.159 0.000 0.723 1.766 
      Entertainment 1.108 0.152 0.000 0.612 1.603 
      
Nat'l, int'l or 
world 
0.546 0.117 0.000 0.161 0.931 
      Lifestyle 1.044 0.178 0.000 0.460 1.629 
      Local 0.507 0.119 0.002 0.117 0.897 
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Appendix K: 
Significant Post-Hoc Comparisons Between Genre Factor Score Means, First Site 
(continued) 
Dependent Variable Test Genre A Genre B 
Mean 
Diff. 
(A-B) 
Std. 
Err. 
Sig. 95% CI 
              Lwr Upr 
KNOWLEDGE 
Games-
Howell 
Pers'l 
technology 
College or 
prof'l sports 
1.129 0.138 0.000 0.673 1.585 
      Entertainment 0.992 0.130 0.000 0.568 1.417 
      
Nat'l, int'l or 
world 
0.430 0.087 0.000 0.148 0.713 
      Lifestyle 0.929 0.160 0.000 0.402 1.456 
      Local 0.392 0.090 0.001 0.101 0.682 
    Travel 
College or 
prof'l sports 
1.108 0.165 0.000 0.567 1.648 
      Entertainment 0.971 0.158 0.000 0.455 1.487 
      Lifestyle 0.908 0.183 0.000 0.307 1.509 
COST 
Games-
Howell 
Editorials and 
commentary 
Travel -0.743 0.213 0.036 -1.458 -0.027 
    Entertainment 
Editorials and 
commentary 
0.836 0.205 0.007 0.144 1.528 
      
Nat'l, int'l or 
world 
0.427 0.112 0.008 0.062 0.791 
    
Nat'l, int'l or 
world 
Entertainment -0.427 0.112 0.008 -0.791 -0.062 
    Travel 
Editorials and 
commentary 
0.743 0.213 0.036 0.027 1.458 
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Appendix L: 
Significant Post-Hoc Comparisons Between Genre Factor Score Means, Second Site 
Dependent Variable Test Genre A Genre B 
Mean 
Diff. 
(A-B) 
Std. 
Err. 
Sig. 95% CI 
              Lwr Upr 
ENTERTAINMENT 
Games-
Howell 
Business Entertainment -0.808 0.166 0.000 -1.363 -0.253 
    
College or 
prof'l sports 
Entertainment -0.514 0.132 0.007 -0.948 -0.080 
      
Nat'l, int'l or 
world 
0.407 0.117 0.027 0.025 0.789 
      Local 0.425 0.125 0.033 0.018 0.833 
      Pers'l finance 0.845 0.132 0.000 0.413 1.277 
      
Pers'l 
technology 
0.472 0.135 0.025 0.031 0.913 
      Travel 0.788 0.161 0.000 0.263 1.314 
    
Editorials and 
commentary 
Entertainment -1.119 0.179 0.000 -1.720 -0.518 
      Lifestyle -0.942 0.204 0.001 -1.621 -0.262 
    Entertainment 
High school or 
other local 
sports 
1.321 0.279 0.033 0.104 2.537 
      
Nat'l, int'l or 
world 
0.921 0.112 0.000 0.556 1.286 
      Local 0.939 0.120 0.000 0.548 1.331 
      Pers'l finance 1.359 0.127 0.000 0.941 1.776 
      
Pers'l 
technology 
0.986 0.131 0.000 0.560 1.412 
      Travel 1.302 0.157 0.000 0.788 1.816 
    
Nat'l, int'l or 
world 
Lifestyle -0.743 0.149 0.000 -1.238 -0.248 
      Pers'l finance 0.438 0.111 0.006 0.075 0.801 
    Lifestyle 
High school or 
other local 
sports 
1.143 0.296 0.069 -0.071 2.357 
      Local 0.762 0.155 0.000 0.247 1.276 
      Pers'l finance 1.181 0.161 0.000 0.649 1.713 
      
Pers'l 
technology 
0.809 0.163 0.000 0.269 1.348 
      Travel 1.125 0.185 0.000 0.516 1.734 
INFORMATION 
Games-
Howell 
Business 
College or 
prof'l sports 
-0.566 0.164 0.036 -1.112 -0.020 
    
College or 
prof'l sports 
High school or 
other local 
sports 
0.991 0.175 0.003 0.309 1.672 
      Lifestyle 0.848 0.172 0.000 0.279 1.417 
      Pers'l finance 0.704 0.152 0.000 0.206 1.201 
      
Pers'l 
technology 
0.454 0.136 0.040 0.011 0.896 
      Travel 0.741 0.129 0.000 0.319 1.162 
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Appendix L: 
Significant Post-Hoc Comparisons Between Genre Factor Score Means, Second Site 
(continued) 
Dependent Variable Test Genre A Genre B 
Mean 
Diff. 
(A-B) 
Std. 
Err. 
Sig. 95% CI 
              Lwr Upr 
INFORMATION 
Games-
Howell 
Editorials and 
commentary 
High school or 
other local 
sports 
0.876 0.219 0.019 0.098 1.653 
      Lifestyle 0.733 0.216 0.042 0.013 1.452 
      Travel 0.625 0.184 0.046 0.005 1.246 
    
High school or 
other local 
sports 
Nat'l, int'l or 
world 
-0.861 0.160 0.012 -1.534 -0.188 
      Local -0.682 0.172 0.048 -1.359 -0.004 
    
Nat'l, int'l or 
world 
Lifestyle 0.718 0.157 0.001 0.194 1.241 
      Pers'l finance 0.574 0.134 0.002 0.131 1.016 
      Travel 0.611 0.108 0.000 0.258 0.963 
    Local Travel 0.432 0.125 0.027 0.026 0.838 
KNOWLEDGE 
Games-
Howell 
Business 
College or 
prof'l sports 
1.129 0.183 0.000 0.522 1.736 
      Entertainment 0.797 0.203 0.007 0.128 1.466 
    
College or 
prof'l sports 
Editorials and 
commentary 
-1.108 0.170 0.000 -1.672 -0.545 
      
Nat'l, int'l or 
world 
-1.055 0.133 0.000 -1.494 -0.616 
      Lifestyle -0.796 0.183 0.002 -1.400 -0.192 
      Local -0.750 0.147 0.000 -1.231 -0.270 
      Pers'l finance -1.608 0.155 0.000 -2.117 -1.098 
      
Pers'l 
technology 
-1.553 0.141 0.000 -2.015 -1.091 
      Travel -1.487 0.147 0.000 -1.969 -1.006 
    
Editorials and 
commentary 
Entertainment 0.776 0.191 0.005 0.145 1.407 
    Entertainment 
Nat'l, int'l or 
world 
-0.723 0.159 0.001 -1.248 -0.197 
      Pers'l finance -1.276 0.178 0.000 -1.860 -0.691 
      
Pers'l 
technology 
-1.221 0.165 0.000 -1.766 -0.677 
      Travel -1.155 0.170 0.000 -1.716 -0.594 
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Significant Post-Hoc Comparisons Between Genre Factor Score Means, Second-Ranked 
Site (continued) 
Dependent Variable Test Genre A Genre B 
Mean 
Diff. 
(A-B) 
Std. 
Err. 
Sig. 95% CI 
              Lwr Upr 
KNOWLEDGE 
Games-
Howell 
Nat'l, int'l or 
world 
Pers'l finance -0.553 0.111 0.000 -0.917 -0.189 
      
Pers'l 
technology 
-0.498 0.089 0.000 -0.787 -0.210 
      Travel -0.432 0.098 0.001 -0.753 -0.112 
    Lifestyle Pers'l finance -0.812 0.168 0.000 -1.367 -0.256 
      
Pers'l 
technology 
-0.757 0.154 0.000 -1.271 -0.244 
      Travel -0.691 0.160 0.002 -1.222 -0.160 
    
Pers'l 
technology 
Local 0.803 0.108 0.000 0.453 1.153 
    Travel Local 0.737 0.116 0.000 0.360 1.114 
COST 
Games-
Howell 
Editorials and 
commentary 
High school or 
other local 
sports 
-1.112 0.267 0.018 -2.086 -0.138 
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Appendix Q: 
Survey Questionnaire 
 
Project #: ****** 
CLIENT NAME: Mike Donatello 
SURVEY NAME: Price Sensitivity of Local News Websites Evaluation  
SURVEY LENGTH: ~15 minutes 
COUNTRY (& LANGUAGES): USA/English 
SAMPLE SOURCE: ERI + VOP 
VERSION/ DATE/ COLOR OF AMENDS: v.7 
REQUIREMENTS QUESTION NUMBERS/ NOTE 
OPEN-ENDS (CHA) Q12 (Other), Q13 (Other), Q17 (Other), Q25 (Other), Q32, 
Q39, Q43 
FLASH DETECTION Q9, Q26, Q27, Q28, Q29, Q30, Q31, Q33, Q34, Q35, Q36, 
Q37, Q38 
NON-STANDARD FLASH  
ADVANCED IMAGE/VIDEO 
SECURITY 
 
CONJOINT  
ALGORITHM  
MAX DIFF  
OTHER COMPLEX SET UP  
ONLINE REPORTING LINK REQUIREMENTS: Per close-end question + quotas 
 
QUOTAS: SEE NESTED QUOTAS CHART AT END OF SCREENER 
Quota Description Question # 
Pre-code Name OR 
Number(s) 
Percentage Quota  
ConfirmIT 
Quota  
Gender dGENDER (Q3)  100% 1000  
 Q3=1 Male 49% 490  
 Q3=2  Female 51% 510  
Region 
dREGION 
(Q5b)  100% 1000  
  Northeast 20% 200  
  Midwest 21% 210  
  South 35% 350  
  West 24% 240  
Education 
dEDUCATION 
(Q5)  100% 1000  
 Q5=1-3 
HS GRAD OR 
LESS 29% 290  
 Q5=4 or 5 SOME COLLEGE 32% 320  
 Q5=6 COLLEGE GRAD 25% 250  
 Q5=7-10 
GRAD SCHOOL 
OR DEGREE 14% 140  
Age dAGE (Q4)  100% 1000  
 Q4=1976-1992 18-34 35% 350  
 Q4=1956-1975 35-54 42% 420  
 Q4=1955-1900 55+ 23% 230  
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Appendix Q: 
Survey Questionnaire (continued) 
 
-----SCREENER----- 
 
[NOTE: FOR LIST-TYPE QUESTIONS, REPEAT HEADER EVERY FIVE ROWS] 
[SCREENING QUESTIONS] 
 
INFO NODE 
Thank you for your interest in this study on internet news usage and preferences. Your participation is 
important to the success of this project, so please answer all questions as honestly and completely as 
possible. Please be assured that your responses will remain anonymous and will be reported only after 
being grouped with those of other people. As always, your participation is completely voluntary and you 
may choose to suspend your participation at any point during the survey. 
Respondents who complete the entire survey will receive $3 in e-Rewards credit as a token of our 
appreciation. Once you have completed the study, please allow up to 7-10 business days for your e-
Rewards credit to appear in your e-Rewards account. Thank you for your time and opinions! 
 
[PAGE BREAK] 
ASK ALL 
Q1. We sometimes look for people who work in certain occupations. Are you or any member of your 
household currently employed in any of the following occupations? Please choose all that apply. 
[SINGLE SELECT] [RANDOMIZE EXCEPT AS NOTED] 
SC 
RANDOMIZE 
 
1 Advertising, marketing or public relations [TERMINATE] 
2 Market research [TERMINATE] 
3 News media, including newspapers, magazines, TV, radio or internet news [TERMINATE] 
0 None of the above [ANCHOR] [FIXED] 
IF Q1 ≠ 0, THEN CLOSE 
 
 
[PAGE BREAK] 
ASK ALL 
Q2. Do you currently reside in the United States of America? 
[SINGLE SELECT] 
SC 
1 Yes 
0 No [TERMINATE] 
IF Q2 = 0, THEN CLOSE 
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Appendix Q: 
Survey Questionnaire (continued) 
 
[PAGE BREAK] 
ASK ALL 
Q3. What is your gender? 
[SINGLE SELECT] [RANDOMIZE] 
SC 
RANDOMIZE 
1 Male 
2 Female 
 
dGENDER – QUOTA 
49% = MALE (Q3=1) 490 COMPLETES 
51% = FEMALE (Q3=2) 510 COMPLETES 
 
ASK ALL 
Q4. In what year were you born? 
DROP DOWN LIST: SHOW YEARS 1900-2011  
[PICK LIST] 
[TERMINATE IF 1993-2011] 
IF Q4 = 1993-2011, THEN CLOSE 
 
dAGE – QUOTAS:  
35% = 18-34 (Q4=1976-1992) 350 COMPLETES 
42% = 35-54 (Q4=1956-1975) 420 COMPLETES 
23% = 55+ (Q4=1955-1900) 230 COMPLETES 
 
 
ASK ALL 
Q5. What is the highest level of school you completed or the highest degree you received? 
[SINGLE SELECT] 
SC 
1 8th grade or less 
2 Some high school 
3 High school graduate 
4 Special or technical school 
5 Some college or associate degree 
6 College graduate (bachelor’s degree) 
7 Some graduate school 
8 Master’s degree (MA, MS, MBA, etc.) 
9 Professional degree (MD, DDS, DVM, JD, etc.) 
10 Doctoral degree (PhD, EdD, etc.) 
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Survey Questionnaire (continued) 
 
dEDUCATION – QUOTAS 
29% = HS GRAD OR LESS 290 COMPLETES (Q5= 1-3)  
32% = SOME COLLEGE 320 COMPLETES (Q5=4-5)  
25% = COLLEGE GRAD 250 COMPLETES (Q5=6) 
14% = GRAD SCHOOL OR DEGREE 140 COMPLETES (Q5=7-10) 
 
 
ASK ALL 
Q5b. In what state do you reside? 
DROP-DOWN LIST 
(SEE ATTACHED STATES)  
[PICK LIST FOR STATE] 
[AGGREGATE STATES TO CENSUS REGIONS] 
 
dREGION QUOTA 
20% = NORTHEAST 200 COMPLETES 
(Q5B= CT, ME, MA, NH, RI, VT, NJ, NY, OR PA) 
35% = SOUTH 350 COMPLETES 
(Q5B= DE, DC, FL, GA, MD, NC, SC, VA, WV, AL, KY, 
MI, TN, AR, LA, OK, OR TX) 
21% = MIDWEST 210 COMPLETES 
(Q5B= IN, IL, MI, OH, WI, IA, KS, MN, MO, NE, ND, 
OR SD) 
24% = WEST 240 COMPLETES 
(Q5B= AZ, CO, ID, NM, MT, UT, NV, WY, AK, CA, HI, 
OR, OR WA) 
 
 
[PAGE BREAK] 
ASK ALL 
Q6. Have you looked at or used the internet on a computer or any other device either at home, your place of 
work, at a school or library, or another place in the last 30 days, before today? Please choose all that apply. 
[SINGLE SELECT FOR EACH] 
MC 
1 SELECTED 
0 NOT SELECTED 
a. Yes, at home 
b. Yes, at work 
c. Yes, at school or library 
d. Yes, at another place 
e. No, have not used the internet [TERMINATE] [EXCLUSIVE] 
IF Q6 = E, THEN CLOSE 
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Survey Questionnaire (continued) 
 
[PAGE BREAK] 
ASK ALL 
Q7. In the last 30 days have you connected to the internet using a computer (such as a desktop, laptop, 
netbook or tablet) with Wi-Fi or another wireless connection at a location outside of your home, such as a 
park or coffee shop? 
[SINGLE SELECT] 
SC 
1 Yes 
0 No 
99 Don’t know/not sure 
 
 
[PAGE BREAK] 
ASK ALL 
Q8. Which of the following devices did you use to look at or use the internet in the last 30 days, from any 
location? Please choose all that apply. 
[SINGLE SELECT FOR EACH] 
MC 
1 SELECTED 
0 NOT SELECTED 
a. Desktop computer 
b. Laptop or netbook computer 
c. iPad or other tablet computer 
d. Cellphone or smartphone (e.g., iPhone, Android or Windows phone, etc.) 
e. iPod or other MP3 player 
f. Electronic book reader/e-reader 
g. Video game console  
h. Other 
i. Don’t know/not sure [TERMINATE] [EXCLUSIVE] 
IF Q8 = I, THEN CLOSE 
 
 
[PAGE BREAK] 
ASK ALL 
TRAP1. For quality control purposes, please complete the following subtraction problem and enter your 
answer in the space provided. 
OE NUM – MIN=0, MAX=100 
VALIDATION = ACCEPT POSITIVE INTEGERS ONLY 
[TEXT BOX] [ACCEPT POSITIVE INTEGERS ONLY] 
10 – 6 =  
IF TRAP1 ≠ 4, THEN CLOSE 
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Survey Questionnaire (continued) 
 
[PAGE BREAK] 
ASK ALL 
Q9. Listed below are several types of news and information. For each one, please indicate your interest in 
keeping up with that genre, using the scale provided. 
[SINGLE SELECT/SLIDER FOR EACH] [RANDOMIZE a - k] 
FLASH – SLIDER (OR GRID – SC PER ROW IF NO FLASH) 
RANDOMIZE ROWS 
 
COLUMNS = SCALE, 1 = “NOT INTERESTED AT ALL,” 11 = “EXTREMELY INTERESTED” 
1 Not interested at all [TEXT LABEL ENDPOINT] 
11 Extremely interested [TEXT LABEL ENDPOINT] 
 
ROWS 
a. Business news and information 
b. College or professional sports news and information 
c. Editorials and commentary on the news 
d. Entertainment news and information 
e. High school or other local sports news and information 
f. National, international or world news and information 
g. Lifestyle news and information 
h. Local news and information 
i. Personal finance news and information 
j. Personal technology news and information 
k. Travel news and information 
[RANK GENRES BY INTEREST RATING. CHOOSE TOP TWO GENRES TO FORM 
CONSIDERATION SET FOR SUBSEQUENT QUESTIONS. IF TIES EXIST, 
RANDOMLY RANK TIED SITES TO POPULATE CONSIDERATION SET. FOR 
EXAMPLE, IF FOUR GENRES TIE FOR GREATEST INTEREST, RANDOMLY RANK 
ALL FOUR AND TAKE THE TOP TWO. IF FIVE TIE FOR SECOND PLACE, 
RANDOMLY RANK ALL FIVE AND TAKE THE TOP ONE TO POPULATE SECOND 
PLACE. ETC.] 
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Appendix Q: 
Survey Questionnaire (continued) 
 
[PAGE BREAK] 
ASK ALL 
Q10. Regardless of your level of interest in the genre, for which of the following types of news and 
information, if any, did you visit a website during the last 30 days? Please choose all that apply. 
[SINGLE SELECT FOR EACH] [RANDOMIZE a - k] 
MC 
RANDOMIZE 
1 SELECTED 
0 NOT SELECTED 
a. Business news and information 
b. College or professional sports news and information 
c. Editorials and commentary on the news 
d. Entertainment news and information 
e. High school or other local sports news and information 
f. National, international or world news and information 
g. Lifestyle news and information 
h. Local news and information 
i. Personal finance news and information 
j. Personal technology news and information 
k. Travel news and information 
l. None of these [ANCHOR] [TERMINATE] [FIXED] [EXCLUSIVE] 
IF Q10 = L, THEN CLOSE 
 
 
QUOTAS:  
GENDER (Q3): 49% = 1 (Male) 
GEOGRAPHY (Q5b): 20% = NORTHEAST (CT, ME, MA, NH, RI, VT, NJ, NY, PA) 
35% = SOUTH (DE, DC, FL, GA, MD, NC, SC, VA, WV, AL, KY, 
MI, TN, AR, LA, OK, TX) 
21% = MIDWEST (IN, IL, MI, OH, WI, IA, KS, MN, MO, NE, 
ND, SD) 
24% = WEST (AZ, CO, ID, NM, MT, UT, NV, WY, AK, CA, HI, 
OR, WA) 
[NEST GENDER AND GEOGRAPHY WITHIN AGE AND EDUCATION] 
AGE (Q4): 35% = 1976-1992 (18-34) 
42% = 1956-1975 (35-54) 
23% = 1955-1900 (55+) 
EDU (Q5): 29% = 1-3 (HS grad or less) 
32% = 4-5 (Some college) 
25% = 6 (College grad) 
14% = 7-10 (Grad school or degree) 
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Survey Questionnaire (continued) 
 
NESTED QUOTAS – Total = 1000 
Northeast 200 
Males 
18-34 34 
35-54 41 
55+ 23 
Females 
18-34 36 
35-54 43 
55+ 23 
Midwest 210 
Males 
18-34 36 
35-54 43 
55+ 24 
Females 
18-34 37 
35-54 45 
55+ 25 
South 350 
Males 
18-34 60 
35-54 72 
55+ 40 
Females 
18-34 62 
35-54 75 
55+ 41 
West 240 
Males 
18-34 41 
35-54 50 
55+ 27 
Females 
18-34 43 
35-54 51 
55+ 28 
Education   
HS GRAD OR 
LESS 290 
SOME COLLEGE 320 
COLLEGE GRAD 250 
GRAD SCHOOL 
OR DEGREE 140 
 
 
-----END OF SCREENER----- 
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Appendix Q: 
Survey Questionnaire (continued) 
 
-----[MAIN SURVEY]----- 
 
 
[PAGE BREAK] 
[PIPE ANSWERS FROM Q10] 
ASK ALL 
Q11. About how frequently would you say you visited each of the following types of websites in the last 
30 days? 
GRID – SC PER ROW 
RANDOMIZE 
SHOW ANSWERS SELECTED IN Q10 AS ROWS 
[RANDOMIZE a - k] 
 
COLUMNS 
7 More than once a day 
6 Daily (7 times per week) 
5 Almost every day (4 - 6 times per week) 
4 A few days a week (2 - 3 times per week) 
3 Once a week 
2 Less than weekly but more than once 
1 Only once during the last 30 days 
99 Don’t know/not sure 
  
ROWS (SHOW ONLY THOSE SELECTED AT Q10) 
a. Business news and information 
b. College or professional sports news and information 
c. Editorials and commentary on the news 
d. Entertainment news and information 
e. High school or other local sports news and information 
f. National, international or world news and information 
g. Lifestyle news and information 
h. Local news and information 
i. Personal finance news and information 
j. Personal technology news and information 
k. Travel news and information 
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Appendix Q: 
Survey Questionnaire (continued) 
 
[PAGE BREAK] 
[PIPE ANSWERS FROM Q10] 
ASK ALL 
Q12. You mentioned visiting a website for the following types of news and information during the last 30 
days. For which, if any, did you use a mobile device (e.g., cellphone, smartphone or tablet computer) to 
access via mobile web or mobile app? Please choose all that apply. 
MC 
SHOW ANSWERS SELECTED IN Q10 
RANDOMIZE 
[SINGLE SELECT FOR EACH] [RANDOMIZE a - k] 
1 SELECTED 
0 NOT SELECTED 
a. Business news and information 
b. College or professional sports news and information 
c. Editorials and commentary on the news 
d. Entertainment news and information 
e. High school or other local sports news and information 
f. National, international or world news and information 
g. Lifestyle news and information 
h. Local news and information 
i. Personal finance news and information 
j. Personal technology news and information 
k. Travel news and information 
l. Other (please specify) [ANCHOR] [FIXED] [OE CHA – INSERT ONE SMALL TEXT 
BOX] 
m. Did not access any via mobile device [EXCLUSIVE] [ANCHOR] [FIXED] [EXCLUSIVE] 
 
 
[PAGE BREAK] 
ASK ALL 
TRAP2. Please verify where you are in the survey by selecting answer “D” from the list below. 
[SINGLE SELECT] 
SC 
1 A 
2 B 
3 C 
4 D 
5 E 
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Survey Questionnaire (continued) 
 
[PAGE BREAK] 
[SITE RATINGS GROUP 1] 
ASK ALL 
Q13. Below is a list of websites someone might visit for [INSERT TOP-RANKED GENRE FROM Q9]. 
Please indicate which of these, if any, you visited in the last 30 days. If you visited a site not in the list, 
please type the name of that site in the space available. If you visited none of the sites, please select that 
option. Please choose all that apply. 
MC 
RANDOMIZE 
[SINGLE SELECT FOR EACH] [RANDOMIZE a - j] 
1 SELECTED 
0 NOT SELECTED 
 
SHOW SITES ASSOCIATED WITH TOP-RANKED GENRE FROM Q9 
a. SITE 1 
b. SITE 2  
c. SITE 3  
d. SITE 4  
e. SITE 5 
f. SITE 6 
g. SITE 7  
h. SITE 8  
i. SITE 9  
j. SITE 10 
k. The website for your local daily newspaper [ANCHOR] [FIXED] 
l. Another website (please specify) [ANCHOR] [FIXED] [INSERT OE CHA – SMALL 
TEXT BOX] 
m. Visited none of these [EXCLUSIVE] [ANCHOR] [SKIP TO Q17] [FIXED] [EXCLUSIVE] 
IF Q13=M, THEN SKIP TO Q17 
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Survey Questionnaire (continued) 
 
[PAGE BREAK] 
[PIPE RESPONSES FROM Q13] 
ASK IF Q13 ≠ M 
Q14. Now, considering all the sites you visited for [INSERT TOP-RANKED GENRE FROM Q9] in the 
last 30 days, which one site did you visit most often? Please choose only one answer. 
SC 
SHOWS SITES (ANSWERS) SELECTED AT Q13 
IF ONLY 1 SITE SELECTED AT Q13, THEN AUTO-PUNCH 
RANDOMIZE 
[RANDOMIZE] 
1 SITE 1 
2 SITE 2  
3 SITE 3  
4 SITE 4  
5 SITE 5 
6 SITE 6 
7 SITE 7  
8 SITE 8  
9 SITE 9  
10 SITE 10 
11 The website for your local daily newspaper 
12 [PIPE RESPONSE FROM Q13-L] 
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Survey Questionnaire (continued) 
 
[PAGE BREAK] 
ASK IF Q13 ≠ M 
Q15. People may have many different reasons for visiting a website. Using the scale provided, please tell 
us to what extent each of the following reasons describes why you visit [PIPE IN CHOICE FROM Q14] 
for [INSERT TOP-RANKED GENRE FROM Q9]. 
FLASH – SLIDER (OR GRID – SC PER ROW IF NO FLASH) 
COLUMN = SLIDER SCALE, 1 = “DOES NOT DESCRIBE ME AT ALL,” 11 = “DESCRIBES ME 
PERFECTLY” 
[SINGLE SELECT/SLIDER FOR EACH] [RANDOMIZE a - v] 
 
COLUMNS 
1 Does not describe at all [TEXT LABEL ENDPOINT] 
11 Describes perfectly [TEXT LABEL ENDPOINT] 
 
ROWS 
a. I enjoy answering questions from other people on the site 
b. I just like to use it 
c. It gives me an opportunity to join discussions on [PIPE TOP-RANKED GENRE – Q9] 
d. It gives me information to bargain or negotiate 
e. It gives me information to help make decisions 
f. It helps me feel like I’m part of a group or community of interest 
g. It helps me gain insight into myself 
h. It helps me generate ideas 
i. It helps me get to know others 
j. It helps me learn new things 
k. It helps me pass the time when I’m bored 
l. It helps me to relax 
m. It helps me stay current with [PIPE TOP-RANKED GENRE – Q9] 
n. It helps me to feel important 
o. It helps me to feel less lonely 
p. It helps me to impress other people 
q. It’s cheaper than other sources of [PIPE TOP-RANKED GENRE – Q9] 
r. It’s easier to communicate with other people interested in [PIPE TOP-RANKED GENRE – 
Q9] on the site than through other means 
s. It’s easier to find [PIPE TOP-RANKED GENRE – Q9] than through other sources 
t. It’s enjoyable 
u. It’s entertaining 
v. It’s the best source for relevant [PIPE TOP-RANKED GENRE – Q9] 
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Survey Questionnaire (continued) 
 
[PAGE BREAK] 
ASK IF Q13 ≠ M 
Q16. Considering all the possible reasons why you might visit [PIPE IN SITE CHOICE FROM Q14] 
for [INSERT TOP-RANKED GENRE FROM Q9], how well does [PIPE IN SITE CHOICE FROM 
Q14] meet your expectations and reasons for using the site? Please respond using the scale below. 
FLASH – SLIDER (OR GRID – SC PER ROW IF NO FLASH) 
[SLIDER] 
 
COLUMNS – 1=“NOT AT ALL,” 11=“EXTREMELY WELL” 
1 Not at all [TEXT LABEL ENDPOINT] 
11 Extremely well [TEXT LABEL ENDPOINT] 
 
 
[PAGE BREAK] 
ASK ALL 
TRAP3. Please verify where you are in the survey by selecting answer “B” from the list below. 
SC 
[SINGLE SELECT] 
1 A 
2 B 
3 C 
4 D 
5 E 
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Survey Questionnaire (continued) 
 
[SITE RATINGS GROUP 2] 
ASK ALL 
Q17. Now, listed below are sites that someone might visit for [INSERT SECOND-RANKED GENRE 
FROM Q9]. Please indicate which of these, if any, you visited in the last 30 days. If you visited a site not 
in the list, please type the name of that site in the space available. If you visited none of the sites, please 
select that option. Please choose all that apply. 
MC 
RANDOMIZE 
[SINGLE SELECT FOR EACH] [RANDOMIZE a - j] 
1 SELECTED 
0 NOT SELECTED 
SHOW SITES ASSOCIATED WITH SECOND-RANKED GENRE FROM Q9 
a. SITE 1 
b. SITE 2  
c. SITE 3  
d. SITE 4  
e. SITE 5 
f. SITE 6 
g. SITE 7  
h. SITE 8  
i. SITE 9  
j. SITE 10 
k. The website for your local daily newspaper [ANCHOR] [FIXED] 
l. Another website (please specify) [ANCHOR] [FIXED] [INSERT OE CHA – SMALL 
TEXT BOX] 
m. Visited none of these [EXCLUSIVE] [ANCHOR] [SKIP TO Q21] [FIXED] [EXCLUSIVE] 
IF Q17 = M, THEN SKIP TO Q21 
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Survey Questionnaire (continued) 
 
[PAGE BREAK] 
[PIPE RESPONSES FROM Q17] 
ASK IF Q17 ≠ M 
Q18. Considering all the sites you visited for [INSERT SECOND-RANKED GENRE FROM Q9] in the 
last 30 days, which one site did you visit most often? Please choose only one answer. 
SC 
SHOW SITES (ANSWERS SELECTED AT Q17) 
IF ONLY 1 SITE IS SELECTED AT Q17, THEN AUTO-PUNCH 
RANDOMIZE 
[RANDOMIZE] 
1 SITE 1 
2 SITE 2  
3 SITE 3  
4 SITE 4  
5 SITE 5 
6 SITE 6 
7 SITE 7  
8 SITE 8  
9 SITE 9  
10 SITE 10 
11 The website for your local daily newspaper 
12 [PIPE RESPONSE FROM Q17-L] 
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Survey Questionnaire (continued) 
 
[PAGE BREAK] 
ASK IF Q17 ≠ M 
Q19. People may have many different reasons for visiting a website. Using the scale provided, please tell 
us to what extent each of the following reasons describes why you visit [PIPE IN CHOICE FROM Q18] 
for [INSERT SECOND-RANKED GENRE FROM Q9]. 
FLASH – SLIDER (OR GRID – SC PER ROW IF NO FLASH) 
[SINGLE SELECT/SLIDER FOR EACH] [RANDOMIZE a - v] 
 
COLUMN = SLIDER SCALE, 1 = “DOES NOT DESCRIBE ME AT ALL,” 11 = “DESCRIBES ME 
PERFECTLY” 
1 Does not describe at all [TEXT LABEL ENDPOINT] 
11 Describes perfectly [TEXT LABEL ENDPOINT] 
 
ROWS 
a. I enjoy answering questions from other people on the site 
b. I just like to use it 
c. It gives me an opportunity to join discussions on [PIPE 2ND GENRE – Q9] 
d. It gives me information to bargain or negotiate 
e. It gives me information to help make decisions 
f. It helps me feel like I’m part of a group or community of interest 
g. It helps me gain insight into myself 
h. It helps me generate ideas 
i. It helps me get to know others 
j. It helps me learn new things 
k. It helps me pass the time when I’m bored 
l. It helps me to relax 
m. It helps me stay current with [PIPE 2ND GENRE – Q9] 
n. It helps me to feel important 
o. It helps me to feel less lonely 
p. It helps me to impress other people 
q. It’s cheaper than other sources of [PIPE 2ND GENRE – Q9] 
r. It’s easier to communicate with other people interested in [PIPE 2ND GENRE – Q9] on the 
site than through other means 
s. It’s easier to find [PIPE 2ND GENRE – Q9] than through other sources 
t. It’s enjoyable 
u. It’s entertaining 
v. It’s the best source for relevant [PIPE 2ND GENRE – Q9] 
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Survey Questionnaire (continued) 
 
ASK IF Q17 ≠ M 
Q20. Considering all the possible reasons why you might visit [PIPE IN CHOICE FROM Q18] for 
[INSERT SECOND-RANKED GENRE FROM Q9], how well does [PIPE IN CHOICE FROM Q18] 
meet your expectations and reasons for using the site? Please respond using the scale below. 
FLASH – SLIDER (OR GRID – SC PER ROW IF NO FLASH) 
[SLIDER] 
 
COLUMNS – 1=“NOT AT ALL,” 11=“EXTREMELY WELL” 
1 Not at all [TEXT LABEL ENDPOINT] 
11 Extremely well [TEXT LABEL ENDPOINT] 
 
ROWS – ONLY SHOW ONE SCALE 
 
 
[PAGE BREAK] 
INFO NODE – SHOW ALL 
Switching gears a bit, we’d like to ask you about your experience paying for news and information online -- 
that is, payment in addition to whatever you pay for internet access. 
 
Some websites or online services allow people to read or access the news and information they provide for 
free; some charge people to read or access news and information on the site; and others feature a mixture of 
both free and paid content. Payment could be in the form of a monthly, yearly or other subscription fee, or a 
per-use charge for individual articles, videos, reports or other news and information. Payment might be 
made by you personally or by someone else (e.g., household member, employer, etc.). 
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Appendix Q: 
Survey Questionnaire (continued) 
 
ASK ALL – SHOW ON SAME SCREEN AS INFO NODE 
[PIPE SELECTIONS FROM Q10] 
Q21. During the last 12 months, have you read or accessed any of the following types of news and 
information from a website or online service (including mobile web or app), for which a subscription fee 
or per-use charge was paid either by you or by someone else? Please choose all that apply, for either 
personal use, business use, or both. 
GRID – SC PER ROW 
SHOW ANSWERS FROM Q10 AS ROWS 
RANDOMIZE ROWS 
[SINGLE SELECT FOR EACH] [RANDOMIZE a - k] 
 
COLUMNS 
1 Personal use 
2 Business use 
3 Both 
0 Did not pay 
 
ROWS (ONLY SHOW THOSE SELECTED AT Q10) 
a. Business news and information 
b. College or professional sports news and information 
c. Editorials and commentary on the news 
d. Entertainment news and information 
e. High school or other local sports news and information 
f. National, international or world news and information 
g. Lifestyle news and information 
h. Local news and information 
i. Personal finance news and information 
j. Personal technology news and information 
k. Travel news and information 
IF Q21= 0 FOR ALL ROWS, THEN SKIP TO Q25 
[IF 0 FOR ALL, SKIP TO Q25] 
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Appendix Q: 
Survey Questionnaire (continued) 
 
[PAGE BREAK] 
ASK IF Q21 = 1, 2, OR 3 FOR ANY ROW 
Q22. Now, think about the last/most recent time you paid to read or access news and information from a 
website or online service, including mobile web or app, for any reason. Was this payment for a subscription 
or a per-use charge? Please choose one answer only. 
SC 
RANDOMIZE 
[SINGLE SELECT] [RANDOMIZE EXCEPT AS NOTED] 
1 Payment for subscription, web or mobile web 
2 Pay-per-use charge, web or mobile web 
3 Payment for subscription, mobile app 
4 Pay-per-use charge, mobile app 
99 Don’t know/not sure [ANCHOR] [FIXED] 
 
 
[PAGE BREAK] 
ASK IF Q21 = 1, 2, OR 3 FOR ANY ROW 
Q23. Approximately how much did you pay? 
SC 
[SINGLE SELECT] 
1 Less than $1.00 
2 $1.00 - $2.99 
3 $3.00 - $4.99 
4 $5.00 - $9.99 
5 $10.00 or more 
99 Don’t know/not sure 
 
 
[PAGE BREAK] 
ASK IF Q21 = 1, 2, OR 3 FOR ANY ROW 
Q24. Again thinking about the last/most recent time you paid to read or access news and information from 
a website or online service (including mobile web or app), by what method did you pay? 
SC 
RANDOMIZE 
[SINGLE SELECT] [RANDOMIZE EXCEPT AS NOTED] 
1 Access included with website or online service subscription fee 
2 Charged to account with website or online service (including iTunes, Android market, etc.) 
3 Charged direct to credit or debit card 
4 Direct debit to bank account 
5 Invoiced for payment 
6 Charge was paid by someone else (e.g., household member, employer, etc.) 
7 PayPal or ClickShare 
9 Some other way [ANCHOR] [FIXED] 
99 Don’t know/not sure [ANCHOR] [FIXED] 
 267 
Appendix Q: 
Survey Questionnaire (continued) 
 
[PAGE BREAK] 
[ASK ONLY IF Q21a-l = 0] 
ASK IF Q21= 0 FOR ALL ROWS 
Q25. You indicated that you have not read or accessed news and information (including by mobile web or 
app) for which a subscription fee or per-use charge was paid, either by you or by someone else, during the 
last 12 months. Please indicate the degree to which you agree or disagree with each of the statements 
below regarding not paying for news and information online. 
[SINGLE SELECT FOR EACH] [RANDOMIZE a - g] 
GRID – SC PER ROW 
RANDOMIZE ROWS 
 
COLUMNS 
1 Disagree completely 
2 Disagree somewhat 
3 Neither agree nor disagree 
4 Agree somewhat 
5 Agree completely 
99 Don’t know/not sure 
 
ROWS 
a. Compared to other sources of news and information, what’s available for purchase online 
(including mobile web or app) costs too much 
b. I don’t feel comfortable giving out my credit card or other payment information 
c. I have never been asked to pay for news and information online 
d. I’m concerned about my privacy  
e. It’s too difficult to make a purchase or payment online 
f. The news and information available online (including mobile web or app) isn’t worth paying 
for 
g. There are so many free sources of news and information available online, it doesn’t make 
sense to pay 
 
 
[PAGE BREAK] 
[PSM GROUP 1] 
[IF Q13 = “NONE OF THESE”, RANDOMLY CHOOSE ONE SITE FROM THE LIST USED IN 
Q13 AND PIPE IN PLACE OF CHOICE FROM Q14 FOR Q26-Q32] 
 
INFO NODE 2 
SHOW ALL 
Suppose that [PIPE IN CHOICE FROM Q14] decided to make complete, unrestricted access to all the 
content and features on the website available only to people who paid a monthly fee to access the site. 
Those who did not pay the fee would not be able to access [PIPE IN CHOICE FROM Q14]. 
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Appendix Q: 
Survey Questionnaire (continued) 
 
ASK ALL – SHOW ON SAME SCREEN AS INFO NODE 2 
Q26. At what monthly fee between $0 and $50 would complete access to the site be so expensive that you 
would never consider paying for it?  
FLASH SLIDER  
SCALE: MIN=$0, MAX=$50 – USE WHOLE DOLLAR INCREMENTS 
[RESPONSE SLIDER FROM $0 - $50 in WHOLE-DOLLAR INCREMENTS] [TEXT LABEL 
ENDPOINTS] 
 
 
[PAGE BREAK] 
ASK ALL 
Q27. At what monthly fee between $0 and $50 would you feel that complete access to the site begins to 
get expensive, but you would still consider paying for it? Please indicate a price using the slider below. 
FLASH SLIDER  
SCALE: MIN=$0, MAX=$50 – USE WHOLE DOLLAR INCREMENTS 
[RESPONSE SLIDER FROM $0 - $50 in WHOLE-DOLLAR INCREMENTS] [TEXT LABEL 
ENDPOINTS] 
 
 
[PAGE BREAK] 
ASK ALL 
Q28. At what monthly fee between $0 and $50 would complete access to the site be a bargain, but still of 
acceptable quality and accuracy? 
FLASH SLIDER  
SCALE: MIN=$0, MAX=$50 – USE WHOLE DOLLAR INCREMENTS 
[RESPONSE SLIDER FROM $0 - $50 in WHOLE-DOLLAR INCREMENTS] [TEXT LABEL 
ENDPOINTS] 
 
 
FOR Q29, RANDOMLY ASSIGN HALF OF THE RESPONDENTS TO SEE THE QUESTION AS-
IS, AND THE OTHER HALF WILL SEE THE QUESTION WITH AN ADDED EXCLUSIVE 
BUTTON TO THE RIGHT SIDE OF THE SLIDER WITH THE TEXT BELOW. 
Not Applicable 
I would not begin to doubt the quality or accuracy of the site based on a very low 
price 
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Appendix Q: 
Survey Questionnaire (continued) 
 
[PAGE BREAK] 
ASK ALL 
Q29. At what monthly fee between $0 and $50 would complete access to the site be so inexpensive that 
you would begin to doubt its quality and accuracy? 
FLASH SLIDER  
SCALE: MIN=$0, MAX=$50 – USE WHOLE DOLLAR INCREMENTS 
[RESPONSE SLIDER FROM $0 - $50 in WHOLE-DOLLAR INCREMENTS] [TEXT LABEL 
ENDPOINTS] 
 
 
[PAGE BREAK] 
[ASK IF Q27 > 0] 
ASK IF Q27 ≠ $0 
Q30. Suppose that [PIPE IN CHOICE FROM Q14] decided to charge [PIPE RESPONSE FROM Q27] 
per month for complete, unrestricted access to the site and all its features and content. Using the scale 
below, please tell us how likely you would be to pay [PIPE RESPONSE FROM Q27] per month to 
access the site. 
FLASH SLIDER  
SCALE: 1=“DEFINITELY WOULD NOT PAY,” 11=“DEFINITELY WOULD PAY” 
[SLIDER] 
1 Definitely would not pay [TEXT LABEL ENDPOINT] 
11 Definitely would pay [TEXT LABEL ENDPOINT] 
 
 
[PAGE BREAK] 
[ASK IF Q28 > 0] 
ASK IF Q28 ≠ $0 
Q31. Next, suppose that [PIPE IN CHOICE FROM Q14] decided to charge [PIPE RESPONSE FROM 
Q28] per month for complete, unrestricted access to the site and all its features and content. Using the scale 
below, please tell us how likely you would be to pay [PIPE RESPONSE FROM Q28] per month to 
access the site. 
FLASH SLIDER  
SCALE: 1=“DEFINITELY WOULD NOT PAY,” 11=“DEFINITELY WOULD PAY” 
[SLIDER] 
1 Definitely would not pay [TEXT LABEL ENDPOINT] 
11 Definitely would pay [TEXT LABEL ENDPOINT] 
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Appendix Q: 
Survey Questionnaire (continued) 
 
[PAGE BREAK] 
[ASK IF Q28 = 0] 
ASK IF Q28 = $0 
Q32. What, if anything, could [PIPE IN CHOICE FROM Q14] do to make you consider paying [PIPE 
RESPONSE FROM Q27] per month for complete, unrestricted access to the site and all its features and 
content? Please be as specific as possible. 
OE CHA – INSERT LARGE TEXTBOX OPTIONAL 
[OPEN-END TEXT BOX] 
 
 
[PAGE BREAK] 
[PSM GROUP 2] 
[IF Q17 = “NONE OF THESE”, RANDOMLY CHOOSE ONE SITE FROM THE LIST USED IN 
Q17 AND PIPE IN PLACE OF CHOICE FROM Q18 FOR Q33-Q39] 
 
 
INFO NODE 3  
SHOW ALL 
Suppose that [PIPE IN CHOICE FROM Q18] decided to make complete, unrestricted access to all the 
content and features on the website available only to people who paid a monthly fee to access the site. 
Those who did not pay the fee would not be able to access [PIPE IN CHOICE FROM Q18]. 
 
 
[PAGE BREAK] 
ASK ALL – SHOW ON SAME SCREEN AS INFO NODE 3 
Q33. At what monthly fee between $0 and $50 would complete access to the site be so expensive that you 
would never consider paying for it?  
FLASH SLIDER  
SCALE: MIN=$0, MAX=$50 – USE WHOLE DOLLAR INCREMENTS 
[RESPONSE SLIDER FROM $0 - $50 in WHOLE-DOLLAR INCREMENTS] [TEXT LABEL 
ENDPOINTS] 
 
 
[PAGE BREAK] 
ASK ALL 
Q34. At what monthly fee between $0 and $50 would you feel that complete access to the site begins to 
get expensive, but you would still consider paying for it? Please indicate a price using the slider below. 
FLASH SLIDER  
SCALE: MIN=$0, MAX=$50 – USE WHOLE DOLLAR INCREMENTS 
[RESPONSE SLIDER FROM $0 - $50 in WHOLE-DOLLAR INCREMENTS] [TEXT LABEL 
ENDPOINTS] 
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Appendix Q: 
Survey Questionnaire (continued) 
 
[PAGE BREAK] 
ASK ALL 
Q35. At what monthly fee between $0 and $50 would complete access to the site be a bargain, but still of 
acceptable quality and accuracy? 
FLASH SLIDER  
SCALE: MIN=$0, MAX=$50 – USE WHOLE DOLLAR INCREMENTS 
[RESPONSE SLIDER FROM $0 - $50 in WHOLE-DOLLAR INCREMENTS] [TEXT LABEL 
ENDPOINTS] 
 
FOR Q36, BASED ON THE SAME RANDOMIZATION ASSIGNMENT FROM Q29, PLEASE BE 
SURE HALF OF THE RESPONDENTS SEE THE Q36 AS-IS, AND THE OTHER HALF SEE THE 
QUESTION WITH AN ADDED EXCLUSIVE BUTTON TO THE RIGHT SIDE OF THE SLIDER 
WITH THE TEXT BELOW. 
Not Applicable 
I would not begin to doubt the quality or accuracy of the site based on a very low 
price 
 
[PAGE BREAK] 
ASK ALL 
Q36. At what monthly fee between $0 and $50 would complete access to the site be so inexpensive that 
you would begin to doubt its quality and accuracy? 
FLASH SLIDER  
SCALE: MIN=$0, MAX=$50 – USE WHOLE DOLLAR INCREMENTS 
[RESPONSE SLIDER FROM $0 - $50 in WHOLE-DOLLAR INCREMENTS] [TEXT LABEL 
ENDPOINTS] 
 
 
[PAGE BREAK] 
[ASK IF Q34 > 0] 
ASK IF Q34 ≠ $0 
Q37. Suppose that [PIPE IN CHOICE FROM Q18] decided to charge [PIPE RESPONSE FROM Q34] 
per month for complete, unrestricted access to the site and all its features and content. Using the scale 
below, please tell us how likely you would be to pay [PIPE RESPONSE FROM Q34] per month to 
access the site. 
FLASH SLIDER  
SCALE: 1=“DEFINITELY WOULD NOT PAY,” 11=“DEFINITELY WOULD PAY” 
[SLIDER] 
1 Definitely would not pay [TEXT LABEL ENDPOINT] 
11 Definitely would pay [TEXT LABEL ENDPOINT] 
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Appendix Q: 
Survey Questionnaire (continued) 
 
[PAGE BREAK] 
[ASK IF Q35 > 0] 
ASK IF Q35 ≠ $0 
Q38. Next, suppose that [PIPE IN CHOICE FROM Q18] decided to charge [PIPE RESPONSE FROM 
Q35] per month for complete, unrestricted access to the site and all its features and content. Using the scale 
below, please tell us how likely you would be to pay [PIPE RESPONSE FROM Q35] per month to 
access the site. 
FLASH SLIDER  
SCALE: 1=“DEFINITELY WOULD NOT PAY,” 11=“DEFINITELY WOULD PAY” 
[SLIDER] 
1 Definitely would not pay [TEXT LABEL ENDPOINT] 
11 Definitely would pay [TEXT LABEL ENDPOINT] 
 
 
[PAGE BREAK] 
[ASK IF Q35 = 0] 
ASK IF Q35 = $0 
Q39. What, if anything, could [PIPE IN CHOICE FROM Q18] do to make you consider paying [PIPE 
RESPONSE FROM Q34] per month for complete, unrestricted access to the site and all its features and 
content? Please be as specific as possible. 
OE CHA 
PLEASE INSERT ONE LARGE TEXT BOX - OPTIONAL 
[OPEN-END TEXT BOX] 
 
 
[PAGE BREAK] 
INFO NODE 4 
Last, we have just a few remaining questions to help us categorize people into similar groups. 
 
ASK ALL – SHOW ON SAME SCREEN AS INFO NODE 4 
Q40. During the last 30 days, did you read or look at a printed copy of any of the following newspapers, 
either at home or away from home? 
Please choose all that apply. 
MC 
RANDOMIZE 
[SINGLE SELECT FOR EACH] [RANDOMIZE a - d] 
1 SELECTED 
0 NOT SELECTED 
a. The Wall Street Journal 
b. The New York Times 
c. USA Today 
d. Your local daily newspaper 
e. Did not read any of these [EXCLUSIVE] [ANCHOR] [EXCLUSIVE] [FIXED] 
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Appendix Q: 
Survey Questionnaire (continued) 
 
[PAGE BREAK] 
ASK ALL 
Q41. Do you or does anyone in your household subscribe to home delivery of any of the following 
newspapers? 
Please choose all that apply. 
MC 
RANDOMIZE 
[SINGLE SELECT FOR EACH] [RANDOMIZE a - d] 
1 SELECTED 
0 NOT SELECTED 
a. The Wall Street Journal 
b. The New York Times 
c. USA Today 
d. Your local daily newspaper 
e. Do not subscribe to any of these [EXCLUSIVE] [ANCHOR] [FIXED] [EXCLUSIVE] 
 
 
[PAGE BREAK] 
ASK ALL 
Q42. Which of the following ranges includes your family’s total annual household income, from all 
sources, before taxes? 
SC 
[SINGLE SELECT] 
1 Less than $25,000 
2 $25,000 - $49,999 
3 $50,000 - $74,999 
4 $75,000 - $99,999 
5 $100,000 - $124,999 
6 $125,000 - $149,999 
7 $150,000 - $174,999 
8 $175,000 - $199,999 
9 $200,000 or more 
99 Prefer not to answer 
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Appendix Q: 
Survey Questionnaire (continued) 
 
[PAGE BREAK] 
ASK ALL 
Q43. Finally, are there any comments you would like to give us regarding the survey itself? 
OE CHA – INSERT LARGE TEXTBOX 
[OPEN-END TEXT BOX] 
0 Prefer not to answer [INSERT RADIO BUTTON] [EXCLUSIVE]  
 
 
[PAGE BREAK] 
INFO NODE - COMPLETE 
Those are all the questions we have for you today. Thank you very much for your time and participation! 
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