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Objectives and methods of study: The main objective of this work is to
analyze and solve three different rich selective Vehicle Routing Problems (VRPs).
The first problem is a bi-objective variant of the well-known Traveling Pur-
chaser Problem (TPP) in which the purchased products are delivered to customers.
This variant aims to find a route for which the total cost (transportation plus pur-
chasing costs) and the sum of the customers’s waiting time are simultaneously min-
imized. A mixed integer bi-objective programming formulation of the problem is
presented and tested with CPLEX 12.6 within an ǫ-constraint framework which
fails to find non-dominated solutions for instances containing more than 10 nodes.
Therefore, a heuristic based on relinked local search and Variable Neighborhood
Search (VNS) is proposed to approximate the Pareto front for large instances. The
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proposed heuristic was tested over a large set of artificial instances of the problem.
Computational results over small-sized instances show that the heuristic is com-
petitive with the ǫ-constraint method. Also, computational tests over large-sized
instances were carried out in order to study how the characteristics of the instances
impact the algorithm performance.
The second problem consists of planning a selective delivery schedule of mul-
tiple products. The problem is modeled as a multi-product split delivery capaci-
tated team orienteering problem with incomplete services, and soft time windows.
The problem is modeled through a mixed integer linear programming formula-
tion and approximated by means of a multi-start Adaptive Large Neighborhood
Search (ALNS) metaheuristic. Computational results show that the multi-start
metaheuristic reaches better results than its classical implementation in which a
single solution is build and then improved.
Finally, an Orienteering Problem (OP) with mandatory visits and conflicts, is
formulated through five mixed integer linear programming models. The main differ-
ence among them lies in the way they handle the subtour elimination constraints.
The models were tested over a large set of instances of the problem. Computational
experiments reveal that the model which subtour elimination constraints are based
on a single-commodity flow formulation allows CPLEX 12.6 to obtain the optimal
solution for more instances than the other formulations within a given computation
time limit.
Contributions: The main contributions of this thesis are:
• The introduction of the bi-objective TPP with deliveries since few bi-objective
versions of the TPP have been studied in the literature. Furthermore, to the
best of our knowledge, there is only one more work that takes into account
deliveries in a TPP.
• The design and implementation of a hybrid heuristic based on relinked local
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search and VNS to solve the bi-objective TPP with deliveries. Additionally,
we provide guidelines for the application of the heuristic when different char-
acteristics of the instances are observed.
• The design and implementation of a multi-start adaptive large neighborhood
search to solve a selective delivery schedule problem.
• The experimental comparison among different formulations for an OP with
mandatory nodes and conflicts.
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Introduction
The transportation of products plays a fundamental role in supply chains since de-
signing appropriate delivery schedules avoids delays and reduces costs, thus increas-
ing customer satisfaction which translates to an increase in the company income.
Due to the importance of transportation, the Vehicle Routing Problem (VRP)
has become a classical problem in the operations research literature. Several ad-
vanced algorithms have been developed for solving it and its variants (see Toth and
Vigo (2014)). Nevertheless, some real-life applications do not enforce to visit all cus-
tomers due to resource limitations or because it is possible to satisfy the requirements
by visiting only a subset of customers. Therefore, in this kind of problems both se-
lecting and routing decisions must be made. A VRP in which is not mandatory to
visit all customers is known as a selective vehicle routing problem.
1.1 Selective vehicle routing problems
Despite the practical importance of selective VRPs , they have not been as widely
studied as the classical VRPs. Nonetheless, they have increasingly gained attention
from operational researchers; thus, several works regarding these problems can be
found in the literature.
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A class of selective VRPs is known as VRPs with profits. In these problems,
a non-negative profit is associated with each customer and it is collected only if the
customer is visited. Archetti et al. (2014c) present a survey on the most widely stud-
ied VRPs with profits. If there is only one vehicle available, the following problems
arise:
• The Orienteering Problem (OP): The OP was was introduced by Tsili-
girides (1984). The objective is to maximize the total collected profit while
the duration of the route does not exceed a threshold.
• Prize Collecting Traveling Salesman Problem (PCTSP): This problem
was introduced by Balas (1989), and the objective is to minimize the duration
of the route by ensuring that the total collected profit is, at least, as large as
a given limit.
• Profitable Tour Problem (PTP): Introduced by Dell’Amico et al. (1995),
the PTP aims at minimizing the route duration minus the collected profit.
The Team Orienteering Problem (TOP) is the most extensively studied multi-
vehicle VRP with profits. The TOP is an extension of the OP, introduced by Butt
and Cavalier (1994) under the name of Multiple Tour Maximum Collection Problem.
The name TOP was later coined by Chao et al. (1996).
Apart from the VRPs with profits, there are other selective VRPs in which no
profits are associated with the customers but only a subset of customers is visited
because it is possible to satisfy all requirements in this way. Below, some of these
problems are described.
The Traveling Purchaser Problem (TPP) was introduced in the scheduling
context by Burstall (1966) and in the routing context by Ramesh (1981). In the
TPP, there is a demand of products to be satisfied. The products are available for
sale in different markets but the offer and price vary from one market to another.
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The objective of the problem is to design a route that visits a subset of markets to
satisfy a given demand, while the sum of the traveling and the purchasing costs is
minimized.
The Covering Tour Problem (CTP) was first introduced by Current (1982) and
later studied by Gendreau et al. (1997). In the CTP the customer set is divided into
two subsets: V and W . The problem consists of designing a route that visits some
customers of V in such way that all customers inW are within a given distance from
the route, while the length of the route is minimized.
Finally, the Selective Pickup and Delivery Problem (SPDP) consists of finding
a minimum-length route over a set of customers for which pickups and delivery
demands exist. All demands must be satisfied while only a subset of pickups have
to be performed. Some of the studied variants assume that a profit is associated
with each pickup and thus the objective is to minimize the length of the route minus
the collected score. Single-vehicle versions of the SPDP have been studied by Su¨ral
and Bookbinder (2003); Gribkovskaia et al. (2008); Gutie´rrez-Jarpa et al. (2009);
Falcon et al. (2010) and Ting and Liao (2013), while multi-vehicle variants have
been addressed by Gutie´rrez-Jarpa et al. (2010) and Ting et al. (2017).
In this thesis, three different selective VRPs are studied. Two of them belong
to the family of the VRPs with profits, while the remaining one does not consider
the existence of profits.
The first problem is a bi-objective variant of the TPP, the so-called the bi-
objective Traveling Purchaser Problem with Deliveries (2-TPPD). In the 2-TPPD,
there is a set of customers that are geographically distributed in the same geograph-
ical area than the markets. The objective is to design a route to satisfy the demand
of all customers by minimizing the total cost (traveling plus purchasing costs) and
the sum of the customers’s waiting time, simultaneously.
The second problem discussed in this thesis has to do with designing a se-
lective delivery schedule of products with multiple side-constraints. This problem
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is modeled as a rich Team Orienteering Problem (rTOP) considering the following
features: (i) delivery of multiple products, (ii) split deliveries, (iii) an heterogeneous
fleet of vehicles, (iv) incomplete services, and (v) soft time windows. The objective
is to design a set of routes in such a way that the collected score is maximized while
all constraints are satisfied.
Finally, the third problem is a variant of the OP, called the Orienteering Prob-
lem with Madatory Visits and Conflicts (OPMVC). In this problem, it is mandatory
to visit some customers and there are conflicting visits, meaning that if a customer is
in conflict with another one, at most one of them can be visited. The OPMVC con-
sists of designing a route whose duration does not exceed a time threshold, including
all mandatory and some optional nodes, without conflicts among them, while the
collected score is maximized.
1.2 Motivation
The interest in studying selective VRPs arises from the relatively scarce literature
regarding these problems, despite the facts that they are more general than classical
VRPs and they capture many real-life problems features. As a matter of fact, the
problems analyzed in this thesis arise from real-life situations as it will be discussed
in depth in this thesis.
1.3 Methodology
The methodology followed in this thesis consists in the next steps:
• First, the OPMVC was addressed as follows:
– Literature review on subtour elimination constraints for the Traveling
Salesman Problem (TSP).
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– Problem modeling by adapting the subtour elimination constraints to the
OPMVC.
– Test instance generation.
– Empirical assessment of models over the instances generated in the pre-
vious step and the ones used by Palomo-Mart´ınez et al. (2017) through
CPLEX 12.6.
– Analysis of results.
• After that, the next steps were carried out to study the rTOP:
– Literature review on the OP, the TOP, and some of their variants that
lie at the heart of the rTOP.
– Problem modeling.
– Test instance generation.
– Model testing over the generated instances.
– Design and computational implementation of a metaheuristic based on
Adaptive Large Neighborhood Search (ALNS) for tackling the problem.
– Algorithm testing.
– Analysis of results.
• Next, the 2-TPPD was studied through the following steps:
– Literature review on the TPP and the minimum latency problem.
– Problem modeling.
– Test instance generation.
– Model testing by optimizing the two different objectives independently to
state the bi-objective nature of the problem.
– Design and computational implementation of an ǫ-constraint method.
– Assessment of the ǫ-constraint method.
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– Design and computational implementation of a metaheuristic based on
relinked local search and Variable Neighborhood Search (VNS).
– Metaheuristic testing.
– Analysis of results.
1.4 Thesis structure
The remainder of this thesis is structured as follows. The 2-TPPD is addressed in
Chapter 2. Chapter 3 relates to the rTOP, while Chapter 4 addresses the OPMVC.
Conclusions and further research are discussed in Chapter 5. Extensive computa-
tional results associated with the rTOP and the OPMVC can be found in Appendices
A and B, respectively.
Chapter 2
The bi-objective traveling
purchaser problem with
deliveries
The bi-objective Traveling Purchaser Problem with Deliveries (2-TPPD) is intro-
duced in this chapter. The 2-TPPD is a variant of the well-known Traveling Pur-
chaser Problem (TPP) in which the purchased products are delivered to a set of
customers. A mixed integer bi-objective programming formulation is proposed to
model the problem. Computational experiments reveal that CPLEX 12.6 in combi-
nation with an ǫ-constraint method cannot solve instances containing more than 10
nodes. Then, a heuristic based on relinked local search and Variable Neighborhood
Search (VNS) is proposed to approximate the Pareto front of large instances. Three
different variants of the heuristic are tested over a large set of instances of the prob-
lem. Furthermore, a comprehensive analysis on how the characteristics of the tested
instances affect the performance of the heuristic is presented.
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2.1 Motivation
The 2-TPPD arises from a real life situation faced by a local company. The company
has a team of technicians devoted to deliver office supplies and to perform informatics
and telecommunications activities at the company’s branch offices. The required
materials to carry out each activity are known. Due to the lack of space at the
depot, the stock is not large enough for the team to perform all the scheduled
activities at the branch offices; therefore, the team must purchase materials and
perform the activities on the same working day. There is a vehicle owned by the
company that is available for visiting material suppliers and branch offices. The
working day starts and ends at the depot. The company wishes to minimize the
total cost, which consists of the transportation and the purchasing costs. Besides,
the company also wishes the activities to be performed as soon as possible.
2.2 Problem description
The 2-TPPD shares characteristics with a many-to-many version of the Selective
Pickup and Delivery Problem (SPDP) described in Section 1.1 since both of them
consist of the distribution of commodities from some locations to others and, also, it
is not enforced to visit all pickup locations (suppliers). Nonetheless, in the 2-TPPD,
the pickup orders are not stated a priori but it is part of the decision process to
choose how many units of products will be purchased at each supplier location.
Then, the problem described in Section 2.1 is modeled as a variant of the well-
known TPP, described in Section 1.1. In the variant introduced in this chapter, the
demand is given by a set of customers (branch offices). The demanded products are
the office supplies and those that are required to perform the activities. There is
a stock stored at the depot, but it is assumed that it is insufficient to satisfy the
total demand. Then, some products are purchased in the markets and then delivered
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to the customers. The service time is known for all markets and customers. The
problem consists of designing a route starting and ending at the depot in which all
customers and some markets are visited in such a way that all demands are satisfied
and the total cost as well as the sum of the customers waiting time are minimized
simultaneously. The latter objective is known in the literature as latency.
2.3 Literature review
Here, a brief review on the TPP and its variants is presented. The interested reader
is referred to Manerba et al. (2017) for a comprehensive survey.
The TPP was introduced in the scheduling context by Burstall (1966) and in
the routing context by Ramesh (1981). In order to solve the TPP, several heuris-
tics (Golden et al., 1981; Ong, 1982; Pearn and Chien, 1998; Boctor et al., 2003;
Teeninga and Volgenant, 2004; Riera-Ledesma and Salazar-Gonza´lez, 2005b; Kang
et al., 2006) and metaheuristics such as Tabu Search (TS) (Voß, 1996b), Greedy Ran-
domized Adaptive Search Procedure (GRASP) and VNS (de Assumpc¸a˜o Drummond
et al., 2002), Ant Colony Optimization (ACO) (Bontoux and Feillet, 2008), and evo-
lutionary algorithms (Goldbarg et al., 2009; Bernardino and Paias, 2016), have been
proposed in the literature. Also, some exact procedures have been developed for its
solution, such as branch-and-cut (B&C) (Laporte et al., 2003; Riera-Ledesma and
Salazar-Gonza´lez, 2006) and constraint programming (Cambazard and Penz, 2012).
2.3.1 Single-vehicle traveling purchaser problem
variants
The following single-vehicle variants of the TPP can be found in the literature:
• The dynamic traveling purchaser problem: In this variant the available
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offer at each market is reduced as time advances. It is assumed that the decision
maker has complete information about the current offer at each market and is
informed about consumptions as they occur. This problem has been addressed
by:
– Angelelli et al. (2008): It is assumed that there is not available information
about future events. The problem was solved through several greedy
heuristics.
– Angelelli et al. (2011): As before, there is not available information about
the future. The authors designed some look-ahead heuristics that try to
incorporate future prediction. These heuristics were shown to deal better
with product scarcity than the ones proposed by Angelelli et al. (2008).
– Angelelli et al. (2016): In this version of the dynamic TPP, the available
offer is reduced according to a Markov process. The authors solved the
problem by means of three versions of a heuristic.
– Angelelli et al. (2017): It is assumed that the available offer is time-
dependent and is reduced at a constant rate. The problem was solved by
B&C.
• The stochastic traveling purchaser problem:
– Beraldi et al. (2015): In this variant of the TPP, the offer and prices are
uncertain. The authors modeled the problem trough a two-stage stochas-
tic programming formulation, where the first stage relates to market se-
lection and visiting order, and the second, to the purchases. The problem
was solved through B&C and a heuristic used to find initial solutions.
– Kang and Ouyang (2011): In this variant the prices are stochastic. The
authors solved the problem by means of dynamic programming, an iter-
ative approximation algorithm, and a greedy heuristic.
• The traveling purchaser problem with additional side-constraints:
This problem, studied by Gouveia et al. (2011), arises from an application in
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machine scheduling. The problem is modeled as a TPP in which there is a
limit on the maximum number of markets to be visited, there is a limit on the
number of units to be purchased in each market, only one unit of each item is
required, and the number of products is small in comparison to the number of
markets. The authors solved the problem through dynamic programming.
• The traveling purchaser problem with budget constraint: This variant,
introduced by Mansini and Tocchella (2009), seeks to minimize the traveling
cost while the purchasing cost is constrained not to exceed a given limit. The
problem was solved by enhanced local search and VNS.
2.3.2 Multi-vehicle traveling purchaser problem
variants
Apart from the single-vehicle variants of the TPP, the following multi-vehicle vari-
ants have been addressed in the literature:
• The multiple traveling purchaser problem for maximizing system’s
reliability with budget constraints: It was introduced by Choi and Lee
(2011) and modeled as an integer linear programming formulation.
• The multiple vehicle traveling purchaser problem: This problem, stud-
ied by Riera-Ledesma and Salazar-Gonza´lez (2012), was used to model the
school bus routing problem. The problem was solved through B&C.
• The multiple vehicle traveling purchaser problem with resource con-
straints: Riera-Ledesma and Salazar-Gonza´lez (2013) extended the school
bus routing problem proposed by Riera-Ledesma and Salazar-Gonza´lez (2012)
by taking into account the resource constraints: an upper bound in the length
of the route and an upper bound on the total distance walked by the students.
The problem was solve by a column generation scheme.
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• The distance constrained multi vehicle traveling purchaser problem:
This problem was introduced by Bianchessi et al. (2014). The problem consists
of minimizing the purchasing cost while the distance cannot exceed a threshold.
The authors solved the problem by branch-and-price (B&P).
• The multi-vehicle traveling purchaser problem with pairwise incom-
patibility constraints: This problem was proposed by Manerba and Mansini
(2015) to address the situation in which load compatibilities arise and thus
some products cannot be transported together in the same vehicle. The authors
solved the problem through B&C. The same problem with unitary demands
was later solved by Gendreau et al. (2016) by means of a B&P scheme.
2.3.3 Bi-objective traveling purchaser problem variants
Sometimes, it is difficult to measure the traveling cost and the purchasing cost in
the same units. Therefore, the following authors have been approached the TPP
as a bi-objective problem in which the traveling cost and the purchasing cost are
minimized simultaneously.
• Ravi and Salman (1999): The authors proposed an approximation algorithm
with a poly-logarithmic worst-case ratio for the bi-objective TPP in which the
triangle inequality holds. They also developed a constant-factor approximation
algorithm for the bi-objective TPP that models the ring-star network design
problem.
• Riera-Ledesma and Salazar-Gonza´lez (2005a): In this work, it is proposed a
solution algorithm based on a dynamic weighting method in which the single-
objective problems are solved through an adaptation of the B&C developed by
Laporte et al. (2003).
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• Almeida et al. (2012): Two solution approaches were proposed to solve the
problem, namely non-dominated sorting transgenetic algorithm and multiob-
jective transgenetic algorithm/decomposition. The results show the latter out-
performs the former when different performance metrics are considered.
The green traveling purchaser problem is another bi-objective TPP in which
the objectives to be minimized are the total cost and the CO2 emissions. This
problem was introduced by Hamdan et al. (2017) and solved through B&C by trans-
forming the bi-objective model into a single-objective one by means of the weighted
comprehensive criterion method.
2.3.4 The traveling purchaser problem with multiple
stacks and deliveries
To the best of our knowledge, the only TPP variant that considers deliveries is
the Traveling Purchaser Problem with Multiple Stacks and Deliveries (TPPMSD)
proposed by Batista-Galva´n et al. (2013). In this problem, there is a set of pickup
nodes (markets) and a set of delivery nodes (customers). Each delivery node is
associated with a single product and when a market offers a product, it is able to
fully satisfy its demand. Since the pickup and delivery nodes are widely separated,
all pickups must be performed before the deliveries. Besides, the load space in the
vehicle is divided into stacks with a fixed height and the loading operations follow
a last-in-first-out policy. Thus, both pickups and deliveries must be consistent with
the container configuration. The authors solved instances with up to 24 products
and 32 markets through B&C.
Even though both the 2-TPPD and the TPPMSD are TPP variants in which
deliveries are taken into account, substantial differences exist between them, as de-
scribed below.
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• Objective function:
– 2-TPPD: Bi-objective optimization problem. The objectives to mini-
mize are the total cost and the latency.
– TPPMSD: Single-objective optimization problem. The objective to
minimize is the total cost.
• Markets and customers distribution:
– 2-TPPD: Both markets and customers are located in the same geo-
graphical area. Therefore, one of the main difficulties of the problem is
that it has to be ensured that, when a customer is visited, the vehicle
load is enough to satisfy its demand.
– TPPMSD: Markets and customers are widely separated, such that all
purchases are performed before the deliveries. Then, every time that a
customer is visited, its demand can be satisfied by the vehicle load.
• Load constraints:
– 2-TPPD: No load constraints are considered.
– TPPMSD: The loading space is divided into stacks and the loading
operations follow a last-in-first-out policy, thus the routing decisions must
be consistent with the container configuration.
• Stock:
– 2-TPPD: There is stock available at the depot, but it is not large enough
to satisfy the total demand.
– TPPMSD: There is no stock available.
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2.4 Bi-objective optimization overview
For a better understanding of the 2-TPPD, this section discusses some basic concepts
on bi-objective optimization.
Definition 2.1 (Bi-objective optimization problem) A bi-objective optimiza-
tion problem is defined as follows:
minimize F (x)=(F1(x), F2(x)) (2.1)
subject to:
x∈X (2.2)
where F : X → R2.
X ⊂ Rn is known as the feasible solution (or decision) space and Rn is known as
the solution (or decision) space. On the other hand, Y = {(F1(x), F2(x)) ∈ R
2 : x ∈ X}
is known as the feasible objective space and R2 is the objective space.
It is assumed that there is no solution that optimizes F1 : X → R and F2 :
X → R, simultaneously. Then, we say that the objectives are in conflict and we are
looking for compromise solutions rather than optimal ones. With this purpose, we
describe the concepts of Pareto optimality and weak Pareto optimality.
Definition 2.2 (Pareto optimality) Let x1 ∈ X and x2 ∈ X be two differ-
ent solutions. We say that x1 (Pareto) dominates x2 if and only if F1(x1) ≤
F1(x2), F2(x1) ≤ F2(x2), and at least one of the inequalities is strict.
A solution x∗ ∈ X is known as Pareto optimal or Pareto efficient if there is
no other solution that dominates it.
Definition 2.3 (Weak Pareto optimality) A solution x∗ ∈ X is known as
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weak Pareto optimal if there is no other solution x ∈ X such that F1(x) < F1(x
∗),
and F2(x) < F2(x
∗).
Notice that many Pareto optimal solutions may exist for the same problem.
Thus, a solution algorithm for a bi-objective optimization problem must report a
set of Pareto optimal solutions. Then, we define the Pareto set and the Pareto front
concepts.
Definition 2.4 (Pareto set) The Pareto set PS is defined as follows:
PS = {x ∈ X : x is Pareto optimal} . (2.3)
Definition 2.5 (Pareto front) The Pareto front PF is defined as the image of
the Pareto set PS in the objective space, i.e.,
PF =
{
(F1(x), F2(x)) ∈ R
2 : x ∈ PS
}
. (2.4)
In practice, it can be quite difficult to calculate the whole Pareto set and Pareto
front. Then, many solution approaches return approximations of these sets, which
are defined as follows.
Definition 2.6 (Pareto set approximation) Let P˜S ∈ X be a set of feasible
solutions. P˜S is a Pareto set approximation if for all x1 ∈ P˜S does not exists any
other solution x2 ∈ P˜S such that x2 dominates x1.
Definition 2.7 (Pareto front approximation) Let P˜S be a Pareto set ap-
proximation. Then, the Pareto front approximation P˜F associated with P˜S is de-
fined as its image in the objective space, i.e.,
P˜F =
{
(F1(x), F2(x)) ∈ R
2 : x ∈ P˜S
}
. (2.5)
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To evaluate the quality of a Pareto front approximation, three major criteria
have been considered in the literature: capacity, convergence, and diversity. The
capacity refers to the number of solutions in the Pareto front approximation that
meet some requirements. The convergence relates to the proximity of the Pareto
front approximation to the Pareto front. The diversity refers to how evenly dispersed
are the points in the Pareto front approximation. (Jiang et al., 2014)
Taking into account these criteria, several performance metrics have been pro-
posed in the literature to measure the quality of Pareto front approximations. Table
2.1 describes the four metrics that will be used in this chapter to evaluate the algo-
rithms proposed to solve the 2-TPPD. Detailed information about the performance
metrics used to assess the quality of multi-objective optimization algorithms can be
found in Jiang et al. (2014).
Table 2.1: Performance metrics to evaluate bi-objective optimization algorithms
Performance
metric
Criteria Description
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Overall
Nondominated
Vector Generation
(ONVG)
X Proposed by Veldhuizen and Lamont (2000),
it measures the number of points in the Pareto
front approximation
Continues on next page
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Performance
metric
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k-distance (kD) X This metric was introduced by Zitzler et al.
(2001). For each point in the objectives space,
it measures the Euclidean distance to the k-th
nearest point. The average k-distance is
considered in this thesis to evaluate the whole
Pareto front approximation.
Size of space covered
or hypervolume
(Hv)
X X Introduced by Zitzler and Thiele (1999). In
the bi-dimensional case, it measures the area
of the dominated portion of the rectangle
(0, 0) and a reference point chosen in such a
way that all points in the Pareto front
approximation dominate it. A larger
hypervolume corresponds to a better Pareto
front approximation.
Continues on next page
Chapter 2. The bi-objective TPP with deliveries 19
Continued from previous page
Performance
metric
Criteria Description
C
a
p
a
ci
ty
C
o
n
v
e
rg
e
n
ce
D
iv
e
rs
it
y
Two set coverage X Proposed by Zitzler (1999). Let A and B be
two Pareto front approximations, C(A,B)
measures the proportion of points in B that
are dominated by at least one in A:
C(A,B) =
∣∣∣∣∣∣∣∣∣∣∣∣


x ∈ B : x is
dominated by
at least one
solution in A


∣∣∣∣∣∣∣∣∣∣∣∣
|B|
. (2.6)
2.5 Mathematical model
In this section, the problem is formally described and modeled through a mixed
integer bi-objective programming formulation.
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2.5.1 Notation
Let C be the set of customers and Pi the set of products required by customer i ∈ C.
The number of units of product p ∈ Pi that are demanded by customer i is denoted
as dpi. The set P = ∪
i∈C
Pi is the product set. The number of units of product p
stored at the depot is denoted as sp. For every product p, there is a set of markets
Mp in which it can be purchased. Each market i ∈Mp makes qpi units of product p
available for sale at unitary cost cpi. The set M = ∪
p∈P
Mp is the market set. In the
2-TPPD a complete graph G = (N,A) is given, where N = {0} ∪ C ∪M ∪ {n+ 1}
is the node set, A is the arc set, and nodes 0 and n + 1 are the same depot, where
n = |C| + |M |. The travel cost and the travel time for arc (i, j) are denoted as eij
and tij, respectively. The service time for node i ∈ N is denoted as ai.
The objective is to design a route that minimizes the total cost and the latency,
simultaneously, subject to the following constraints:
• the route starts at 0 and ends at n+ 1;
• all customer demands are satisfied;
• the quantity of product p delivered to a customer i cannot exceed its demand
dip;
• some markets are visited; and
• when a market i is visited, the purchased units wpi must not exceed the offer
qpi.
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2.5.2 Mixed integer bi-objective programming
formulation
The following decision variables are used to model the 2-TPPD:
xij =


1 if arc (i, j) ∈ A is traversed
0 otherwise;
yi =


1 if node i ∈ N is visited
0 otherwise;
uij =


1 if node i ∈ N is visited before customer j ∈ C; i 6= j
0 otherwise;
vi arrival time at node i ∈ N ;
wpi quantity of product p ∈ P purchased in market i ∈Mp.
Then, the TPP is modeled as follows:
minimize z1=
∑
(i,j)∈A
eijxij
+
∑
p∈P
∑
i∈Mp
cpiwpi (2.7)
minimize z2=
∑
i∈C
vi (2.8)
subject to:
∑
i∈N :(0,i)∈A
x0i=1 (2.9)
∑
i∈N :(i,n+1)∈A
xin+1=1 (2.10)
∑
j∈N :(j,i)∈A
xji=yi i ∈ N\{0} (2.11)
∑
j∈N :(i,j)∈A
xij=yi i ∈ N\{n+ 1} (2.12)
yi=1 i ∈ C (2.13)
vi + ai + tij≤vj + T (1− xij) (i, j) ∈ A (2.14)
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uij≤yi i ∈ N, j ∈ C (2.15)
T (uij − 1)≤vj − vi ≤ Tuij i ∈ N\{n+ 1}, j ∈ C (2.16)
wpi≤qpiyi p ∈ P, i ∈Mp (2.17)
sp +
∑
j∈Mp
wpjuji −
∑
j∈C\{i}
dpjuji≥dpi i ∈ C, p ∈ Pi (2.18)
vi≥0 i ∈ N (2.19)
wpi∈{0} ∪ Z
+ p ∈ P, i ∈Mp (2.20)
xij∈{0, 1} (i, j) ∈ A (2.21)
yi∈{0, 1} i ∈ N (2.22)
uij∈{0, 1} j ∈ C, i ∈ N\{j} (2.23)
Objective function (2.7) seeks to minimize the sum of the traveling cost and
the purchasing cost, while objective function (2.8) seeks to minimize the latency.
Notice that the latency is defined as the sum of the customers’ waiting time and it
does not take into account the markets’ waiting time.
Constraints (2.9) and (2.10) ensure that the route starts and ends at the depot,
respectively. Constraints (2.11) and (2.12) assure flow conservation. Constraints
(2.13) impose that all customers must be served. Constraints (2.14) ensure time
consistency and avoid subtours, where T is a sufficiently large constant. Constraints
(2.15) and (2.16) assure that a node is visited before a customer if its arrival time
is smaller than the arrival time at the customer. Constraints (2.17) impose that the
purchased units at a market cannot exceed its offer. Constraints (2.18) ensure that
the vehicle load is large enough to satisfy the demand when a customer is visited.
Finally, constraints (2.19)–(2.23) define the domain of the decision variables.
To solve the model, two solution approaches are proposed: an exact one based
on the ǫ-constraint method, and a heuristic one based on relinked local search and
VNS, the so-called Relinked Variable Neighborhood Search (RVNS).
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2.6 The ǫ-constraint method
The ǫ-constraint is one of the most popular methods to find non-dominated solutions
for bi-objective optimization problems. It was introduced by Haimes et al. (1971)
and works by optimizing one objective function, while the other becomes a constraint
whose upper bound systematically changes, thus obtaining points in the Pareto front.
Model (2.7)–(2.23) was reformulated to be tested under an ǫ-constraint scheme
as follows:
minimize z2 =
∑
i∈C
vi (2.24)
subject to:
z1 =
∑
(i,j)∈A
eijxij +
∑
p∈P
∑
i∈Mp
cpiwpi ≤ ǫ (2.25)
(2.9)− (2.23).
It is worth mentioning that model (2.7)–(2.23) can also be reformulated as the
minimization of z1 considering z2 as a constraint. Nonetheless, the given reformula-
tion was chosen since it has a straightforward interpretation. Notice that different
values of ǫ capture different levels on the available budget.
On the other hand, it is noteworthy that constraints (2.18) are non-linear.
Then, in order to find non-dominated solutions by solving formulation (2.9)–(2.25)
with an exact algorithm such as branch and bound, constraints (2.18) were linearized.
Let w¯pji be an integer variable defined by (2.26). This variable can be inter-
preted as the quantity of product p that is purchased in market j before visiting
customer i.
w¯pji = wpjuji, i ∈ C, p ∈ Pi, j ∈Mp (2.26)
Then, constraints (2.18) can be re-written as follows:
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sp +
∑
j∈Mp
w¯pji −
∑
j∈C\{i}
dpjuji ≥ dpi i ∈ C, p ∈ Pi. (2.27)
Notice that wpi is bounded by qpi. Then, it can be defined as
wpi =
Ipi−1∑
j=0
2jwˆpij p ∈ P, i ∈Mp (2.28)
where wˆpij are binary variables and Ipi is an integer number such that 2
Ipi−1 ≤ qpi ≤
2Ipi . From (2.26) and (2.28), we have that
w¯pji =
Ipj−1∑
k=0
2kwˆpjkuji i ∈ C, p ∈ Pi, j ∈Mp. (2.29)
Note that (2.29) is nonlinear, then we define a binary variable wpjik as follows:
wpjik = wˆpjkuji i ∈ C, p ∈ Pi, j ∈Mp, k : 0 ≤ k < Ipj. (2.30)
Thus, constraints (2.29) become
w¯pji =
Ipj−1∑
k=0
2kwpjik i ∈ C, p ∈ Pi, j ∈Mp (2.31)
Finally, we add the following constraints:
uji + wˆpjk≤1 + wpjik i ∈ C, p ∈ Pi, j ∈Mp, k : 0 ≤ k < Ipj (2.32)
uji + wˆpjk≥2wpjik i ∈ C, p ∈ Pi, j ∈Mp, k : 0 ≤ k < Ipj. (2.33)
Thus, constraints (2.27), (2.28), (2.31), (2.32), and (2.33) replace constraints
(2.18).
In order to find non-dominated solutions, the linear model was solved using
CPLEX 12.6 and considering 10 different values of ǫ.
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2.7 Relinked variable neighborhood search
In this section, it is introduced an algorithm based on relinked local search and
VNS. This section describes the main features of these approaches and how they
are combined to solve the 2-TPPD.
2.7.1 Relinked local search
Different heuristics have been proposed in the literature to solve multi-objective
optimization problems. The most popular of them are genetic algorithms, such as
the Nondominated Sorting Genetic Algorithm and its improved version (NSGA and
NSGA-II, respectively) (Agarwal and Gupta, 2008; Basu, 2008; dos Santos Coelho
and Alotto, 2008; Kanagarajan et al., 2008; Zahraie and Tavakolan, 2009; Yang
and Natarajan, 2010; Basu, 2011; Cao et al., 2011; Panda, 2011; Wang et al., 2011;
Chitra and Subbaraj, 2012; Basu, 2013; Bensmaine et al., 2013; Ghoddousi et al.,
2013; Kalaivani et al., 2013; Panda and Yegireddy, 2013; Chen et al., 2014; Carlucci
et al., 2015; Sheng et al., 2015), the Pareto Archived Evolution Strategy (PAES)
(Nabeta et al., 2008; Alcala´ et al., 2009; Montoya et al., 2010; Rostami and Neri,
2016), the Niched Pareto Genetic Algorithm (NPGA) (Dridi et al., 2008; Baraldi
et al., 2009; Zhang et al., 2009), and the Strength Pareto Evolutionary Algorithm
and its improved version (SPEA and SPEA2, respectively) (Wang et al., 2008; Dufo-
Lo´pez et al., 2011; Sheng et al., 2012). Nevertheless, it can be difficult to find an
appropriate solution representation when many decisions must be taken.
Relinked local search is based on the initial phase of the Scatter Tabu Search
Procedure for Non-Linear Multiobjective Optimization proposed by Molina et al.
(2007). The relinked local search has the advantage of using single-objective local
search algorithms to approximate the Pareto front; thus, the solutions do not have
to represented in a particular manner.
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The method consists of relinking p + 1 local search algorithms, where p is
the number of objectives. The relinking is carried out as follows: the local search
algorithm dedicated to optimize the first objective is applied starting from an ini-
tial solution X0. The resulting solution is called X1. After that, the local search
algorithm focused on optimize the second objective is applied using X1 as initial
solution, obtaining solution X2, and so on. When solution Xp has been reached,
a local search approach devoted to optimize the first objective function is applied
starting from Xp, in order to complete a cycle around the Pareto set.
In the work of Molina et al. (2007), the authors used tabu search algorithms
to carry out the relinked local search. In this thesis, the relinked local search is
executed by relinking two different VNS schemes, one dedicated to minimize the
total cost and another focused on minimizing the latency.
2.7.2 Variable neighborhood search
Variable neighborhood search (VNS) is a metaheuristic proposed by Mladenovic´ and
Hansen (1997) in which several neighborhoods are systematically explored seeking to
both intensify and diversify the search. This framework has been successfully applied
in recent years to solve Vehicle Routing Problems (VRPs) (see Paraskevopoulos
et al. (2008); Fleszar et al. (2009); Hemmelmayr et al. (2009); Imran et al. (2009);
Pirkwieser and Raidl (2009); Bruglieri et al. (2015); Polat et al. (2015)), VRPs
with profits (see Labadie et al. (2012); Palomo-Mart´ınez et al. (2017)), scheduling
problems (see Gao et al. (2008); Adibi et al. (2010); Yazdani et al. (2010)), network
design problems (see Eskandarpour et al. (2013, 2014)), and facility layout problems
(see Abedzadeh et al. (2013); Hosseini et al. (2014)).
Even though there are several variants of VNS, this section describes the
General Variable Neighborhood Search (GVNS) since this version of VNS is used
within RVNS. Further information about other variants of VNS can be found in
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Hansen and Mladenovic´ (2014).
GVNS comprises two main schemes: the shaking phase and the Variable Neigh-
borhood Descent (VND) phase. The former is devoted to help the algorithm to
escape from local optima (diversification), while the latter seeks to descent to local
optima (intensification).
VND consists of exploring several neighborhood structures within a local search
scheme (see Algorithm 1). Let f(x) be an objective function to be minimized. Given
a solution x, and a set of neighborhood structures N1, N2, . . . , Nd, VND searches the
local optimal in Ni starting from x, as shown in line 3. Lines 4 to 9 show how the
search moves from one neighborhood to another: if the solution obtained from the
local search improves the incumbent one, then the incumbent solution is updated
and the search returns to the first neighborhood; otherwise, the search moves to
the next neighborhood. The algorithm stops when all neighborhood structures have
been explored and the incumbent has not been updated.
It is noteworthy that step 3 can be computationally expensive so, usually, the
neighborhoods are not fully explored to find the local optima but the search moves
to the first improving solution. Also, a common practice to select the order in which
the neighborhoods are applied is to rank them by the complexity of their application.
On the other hand, the shaking step is a simple operator that disturbs a given
solution by returning a random neighbor of it. Algorithm 2 shows how the shaking
step and VND are coupled into the GVNS scheme. As shown in line 3, GVNS makes
use of several neighborhood structures in the shaking step. After the shaking has
been carried out, a VND algorithm is applied as shown in line 4. The criterion to
move from one neighborhood to another for the shaking step is similar to the one
followed in VND, as shown in lines 5 to 10.
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Algorithm 1 Variable neighborhood descent
Require:
x ⊲ Initial solution
N1, N2, . . . , Nd ⊲ Neighborhood structures
1: i← 1
2: repeat
3: x∗ ← argminx′∈Ni(x){f(x
′)}
4: if f(x∗) < f(x) then
5: x← x∗
6: i← 1
7: else
8: i← i+ 1
9: end if
10: until i = d
return x
2.7.3 Relinked variable neighborhood search
The RVNS requires an initial set of feasible solutions P. An iteration of the algo-
rithm consists of selecting one solution x ∈ P and then applying a relinked local
search that starts from x and in which the local search algorithms are GVNS schemes.
Since, the 2-TPPD is a bi-objective optimization problem, two GVNSs are used to
relink three searches. One GVNS is dedicated to minimize the cost and the other
one is focused on minimizing the latency.
It is not straightforward to fix the order in which the objectives are minimized
within the relinked local search. Thus, in each iteration of the GVNS, this order is
randomly set.
Set P is updated every time that a local optimal is found within the GVNSs.
If the local optimal is not dominated by any solution belonging to P, then it is
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Algorithm 2 General variable neighborhood search
Require:
x ⊲ Initial solution
N1, N2, . . . , Nd ⊲ Neighborhood structures for the VND
N1,N2, . . . ,Ns ⊲ Neighborhood structures for the shaking
1: i← 1
2: repeat
3: Choose x′ ∈ Ni(x) at random
4: Let x∗ be the solution obtained by applying VND starting from x′ and using
neighborhood structures N1, N2, . . . , Nd
5: if f(x∗) < f(x) then
6: x← x∗
7: i← 1
8: else
9: i← i+ 1
10: end if
11: until i = s
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included in P and the solutions dominated by the local optimal, if there are any,
are removed from P.
The RVNS stops iterating when it reaches 10 consecutive iterations without
updating P or when an iteration ends and a limit computation time of 1800 s has
been reached. Finally, dominated solutions are removed from P, so this solution
set becomes a Pareto set approximation.
The following subsections describe the construction method used to find the
initial solutions, the criteria used to select the initial solution at each iteration of
the RVNS, and the GVNSs methods used to minimize the cost and the latency.
2.7.3.1 Construction method
A solution is generated by creating a route starting and ending at the depot and
containing all customers in a random order. After that, for each customer it is
checked whether it is possible to satisfy its demand considering the nodes included
in the route. If not, it is randomly selected a non-routed market that offers the
products that are not possible to satisfy. The market is routed in a random position
before the customer. The process stops when the demand of all customers can be
satisfied. Once the route is constructed, the purchasing decisions are made in an
optimal manner.
This procedure is replicated |N | + |P | times in order to obtain the initial set
of solutions.
2.7.3.2 Selection criteria to choose the initial solution
Three different criteria were explored to select the initial solution at each iteration
of the RVNS. These criteria are described below:
Chapter 2. The bi-objective TPP with deliveries 31
1. Select the solution that has been part of P for the largest number of iterations.
2. Select the most disperse solution in the objectives space. The most disperse
solution x is defined by Equation (2.34), where ED is the Euclidean distance.
x = argmax
x′∈P
{
min
x¯∈P\{x′}
{ED(x′, x¯)}
}
. (2.34)
3. Select a random solution from P.
2.7.3.3 General variable neighborhood search to minimize the
latency
In the GVNS devoted to minimize the latency, only one neighborhood structure is
used for the shaking step: given a solution, a small percentage of the visited nodes
is randomly chosen and then relocated at any random position. The shaken solution
is kept if this permutation allows to satisfy the demand; otherwise, the perturbation
is discarded.
For a better understanding of the local search operators used in the GVNS,
the concept of block is here introduced:
Definition 2.8 (Block) Given a route that starts at the depot, visits some mar-
kets and all customers, and ends at the depot, a block is defined as a sequence of two
or more visited nodes that meet the following conditions:
1. the nodes are visited consecutively;
2. all nodes are either markets or customers; and
3. if the nodes are markets, the node visited before the first node belonging to the
sequence and the node visited after the last node belonging to the sequence are
not markets; otherwise, if the nodes are customers, the node visited before the
first node belonging to the sequence and the node visited after the last node
belonging to the sequence are not customers.
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For example, consider the route d → m4 → c10 → m1 → m6 → c6 → c4 →
c2 → m8 → c9 → c8 → c7 → m10 → c1 → c5 → c3 → d, where d is the depot,
m1,m4,m6,m8, and m10 are markets, and c1, c2, . . . , c10 are customers. This route
contains one block of markets: m1 → m6; and three blocks of customers: c6 → c4 →
c2, c9 → c8 → c7, and c1 → c5 → c3.
The following local search operators are applied in order of appearance:
• Intra-block relocate (IntraR): For every block, each node belonging to it, is
relocated at a random position of the same block.
• Intra-block swap (IntraS): For every block and for every node belonging to
it, a different random node belonging to the same block is selected and their
positions are exchanged.
• Intra-block 2-opt (Intra2): For every block and for every node belonging to
it, another random node in the same block is selected to perform the classical
2-opt move (see Croes (1958)).
• Inter-block relocate (InterR): Every node in the current route is relocated.
Customers are relocated at a random position of a posterior random block.
Markets are relocated at a random position of a previous random block.
• Market remove (MR): A market is removed from the route when the demand
can be satisfied by the remaining markets.
It is worth mentioning that the GVNS does not explore the entire neighbor-
hood, instead the search moves to the first improving solution. Furthermore, every
time that a move is performed, the purchasing decisions are made in an optimal
manner.
Chapter 2. The bi-objective TPP with deliveries 33
2.7.3.4 General variable neighborhood search to minimize the
cost
The GVNS dedicated to minimize the cost uses the same shaking operator used
by the GVNS focused on minimizing the latency. Moreover, the same local search
operators are applied, only MR slightly changes: a market is removed if the demand
can be satisfied by the remaining markets and the decrease in the travel cost offsets
the increase in the purchasing cost. This version of MR is based on the DROP
procedure proposed by Voß (1996a).
The local search operators are applied in the same order and, at the end, the
following operator is also carried out:
• Market insert (MI): A market that does not belong to the route is routed if the
decrement in the purchasing cost offsets the increment in the travel cost. After
that, the markets in which no products are purchased are removed, if there
are any. This operator is based on the ADD and simplification procedures
proposed by Voß (1996a) and Bontoux and Feillet (2008), respectively.
2.8 Computational experiments
This section is divided into three subsections. The first one is devoted to describe
the test instances, the second one describes the experimental environment, and the
third one relates to the computational tests results. In turn, the third subsection is
divided into three groups of experiments. The first group is dedicated to compare the
results obtained by the RVNS with the ones obtained by the ǫ-constraint method.
The second group of experiments focuses on the evaluation of the selection criteria
introduced in Section 2.7.3.2. Finally, the third group of experiments is focused on
test how the characteristics of the tested instances affect the performance of the
RVNS.
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2.8.1 Instances
To the best of our knowledge, the 2-TPPD has not been studied before thus no
existing benchmark instances are available. Therefore, test instances were generated
to evaluate the efficiency of the proposed solution approaches. Capacitated instances
are those in which if a market makes a product available for sale, it is able to
fully satisfy its demand. Otherwise, the instances are called uncapacitated. Both
capacitated and uncapacitated instances were generated.
It is noteworthy that even though the real-life situation from which the 2-TPPD
arises considers carrying out activities at the customers’s locations, the proposed
model is flexible enough to consider cases in which only deliveries are performed at
the customers’s locations. Then, instances with high and low customers’s service
time were also generated. Customers with high service time are those in which
activities must be performed, while customers with low service time are those in
which only deliveries must be performed.
The instances are divided into five classes, namely, S, LCH, LCL, LUH, and
LUL, according to their characteristics. Table 4.2 summarizes the characteristics of
each instance class.
In all classes, the nodes are located in a [0, 1000]×[0, 1000] square and the travel
cost between two nodes is set by the Euclidean distance between them, rounded to
the nearest integer. It is assumed that one unit of currency is paid per unit of
time, then eij = tij for all (i, j) ∈ A. The number of customers was randomly set
to 0.1(|N | − 2), 0.5(|N | − 2) or 0.9(|N | − 2), rounded to the nearest integer. For
each instance, a random subset of products has an initial stock equals to zero, the
remaining ones have a stock randomly set between one and five units.
In the capacitated instances, if a market offers a product p, the offer is set to
a quantity between one and 15 units, and the total demand of such product (sum
of the demanded quantities by all customers) was randomly set to 0.1×
∑
i∈Mp
qpi,
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Table 2.2: Characteristics of the instance classes
Class Size |N | |P | Markets
capacity
Customers
service
time
S 12 10 10, 15, 20 Capacitated,
uncapacitated
High, low
LCH 16 50,100,150,200 50,100,150,200 Capacitated High
LCL 16 50,100,150,200 50,100,150,200 Capacitated Low
LUH 16 50,100,150,200 50,100,150,200 Uncapacitated High
LUL 16 50,100,150,200 50,100,150,200 Uncapacitated Low
0.5 ×
∑
i∈Mp
qpi, or 0.9 ×
∑
i∈Mp
qpi. On the uncapacitated instances, if a market
offers a product, the number of units available for sale is set to the total demand.
In both cases, the prices of the products go from 1 to 500 units.
For each instance, let t¯ be the average travel time between two nodes. Low
customer service times were set at random between 0 and t¯, while high customer
services times were set at random between t¯ and 2× t¯.
The name of the instances follows the format |N | |M | |C| |P | tc tr. Param-
eter tc, indicates whether the instance is capacitated (c) or uncapacitated (nc).
Parameter tr, indicates whether the customers service time is high, i.e., repairs
are required (r); or the customers service time is low, i.e., no repairs are required
(nr). The capacitated instances have an extra parameter d at the end of the name
(|N | |M | |C| |P | tc tr d). Parameter d indicates the demand level: l if the total
demand equals 0.1
∑
i∈Mp
qpi, m if the total demand equals 0.5
∑
i∈Mp
qpi, or h if the
total demand equals 0.9
∑
i∈Mp
qpi.
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2.8.2 Experimental environment
Three different variants of RVNS were tested according to the criteria described in
Section 2.7.3.2. Version RVNS-LNI uses criterion 1, version RVNS-MD uses criterion
2, and RVNS-R uses criterion 3.
The ǫ-constraint (hereafter, EC) and all RVNS versions were coded in C++
and compiled in GNU on a 2.1 GHz Intel Xeon(R) CPU E5-2620 v2 under Ubuntu
16.04 operating system. The mixed integer linear programming models associated
with each value of ǫ in the ǫ-constraint method were solved through CPLEX 12.6.
2.8.3 Experimental results
This section describes and analyzes the experimental results through three groups of
experiments: one devoted to compare RVNS with ǫ-constraint, another one devoted
to compare the criteria introduced in Section 2.7.3.2, and another one devoted to
state the effect of the characteristics of the instances in the RVNS performance.
2.8.3.1 Comparison between ǫ-constraint and RVNS
The mixed integer linear programming model (2.9)–(2.17), (2.19)–(2.25), (2.27),
(2.28), and (2.31)–(2.33) was solved with CPLEX 12.6 considering 10 different values
of ǫ per instance. The limit computation time to solve each single-objective model
was set to 7200 CPU seconds, using 10 threads. Within this computation time,
CPLEX was not able to solve instances containing more than 10 nodes; then, the
experiments reported in this section were carried out over the instances belonging
to class S.
The ǫ-constraint method and the three versions of RVNS were executed once
per instance. It is worth noticing that the ǫ-constraint may return weakly Pareto op-
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timal solutions. Thus, seeking to make fair comparisons, the weakly Pareto optimal
solutions are removed after the ǫ-constraint execution finishes.
The Pareto front approximations obtained in this group of experiments were
evaluated using the overall nondominated vector generation, the hypervolume, and
the two set coverage metrics, as well as the computation time. As in Knowles et al.
(2006), the objectives space was normalized to avoid results distortion when the
hypervolume is calculated. Equation (2.35) was used for this purpose.
z′i(x) =
zi(x)− z
min
i
zmaxi − z
min
i
, (2.35)
where zmini and z
max
i are the minimum and the maximum values of the objective
function zi (i = 1, 2) obtained from all the experiments performed in this group,
respectively. Besides, the chosen reference point is (1, 1).
Table 2.3 displays the overall nondominated vector generation, the hypervol-
ume, and execution time in seconds per instance.
With respect to the computation time, it is quite evident that EC requires by
far more time than any version of RVNS to approximate the Pareto front. EC needed
1762.2 s (29.37 min), in average, to find a Pareto front approximation. While the
slowest version of the heuristic, RVNS-R, needed only 0.05 s, in average. Besides, to
find Pareto front approximations for all the instances, EC required 21,146.37 s (5.87
hrs, approximately). On the other hand, RVNS-R required only 0.43 s.
In order to establish whether there are significant differences in the perfor-
mance of the algorithms when the overall nondominated vector generation and the
hypervolume are considered, Quade tests were performed. The null and alternative
hypothesis are stated as follows:
H0: All of the algorithms effects are identical,
H1: At least one of the algorithms effects is different than the others.
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Table 2.4: Adjusted p-values to evaluate differences among the overall nondominated
vector generation values reported by the algorithms over class S
EC RVNS-LNI RVNS-MD
RVNS-LNI 1.0000 - -
RVNS-MD 0.0300 0.0940 -
RVNS-R 1.0000 1.0000 0.0300
Considering the overall nondominated vector generation, the null hypothesis
is rejected with a p-value of 0.01519. Then, at least one of the algorithms returns
Pareto front approximations with different overall nondominated vector generation
value.
In order to state which algorithm has a different performance, a post-hoc test
using a Holm adjustment of the p-values was carried out. The adjusted p-values
are displayed in Table 2.4. The values in bold are those that allow to state signifi-
cant differences between the algorithms corresponding to the respective column and
row. From Tables 2.3 and 2.4, we can conclude that RVNS-MD finds Pareto front
approximation with a smaller overall nondominated vector generation value than
EC and RVNS-R. Nonetheless, there are not significant differences between EC and
RVNS-LNI, and EC and RVNS-R.
Finally, considering the hypervolume, the null hypothesis cannot be rejected
with a p-value of 0.1392. Then, all algorithms return Pareto front approximation
with similar hypervolume.
Considering that all versions of the heuristic require by far less computation
time than EC, RVNS-LNI and RVNS-R find Pareto front approximations with simi-
lar overall nondominated vector generation value than EC, and all algorithms return
Pareto front approximations with similar hypervolume, we can conclude that RVNS-
LNI and RVNS-R are efficient to approximate the Pareto front of the instances of
class S compared with the ǫ-constraint method.
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2.8.3.2 Comparison among selection criteria to choose the
initial solution at each iteration of RVNS
Each version of RVNS was executed once for each instance belonging to classes LCH,
LCL, LUH, and LUL. The overall nondominated vector generation, the k-distance
(k=2), and the hypervolume were calculated for each Pareto front approximation
reported by the algorithms. Also, for each combination of two Pareto front approx-
imations of the same instance, the two set coverage was calculated. In addition, the
computation time required to approximate the Pareto fronts was stored.
As in the previous group of experiments, the objectives space was normalized
using Equation (2.35), where zmini and z
max
i are the minimum and the maximum
values of the objective function zi (i = 1, 2) obtained from all the experiments
performed for this section, respectively.
Tables 2.5, 2.7, 2.9, and 2.11 display the overall nondominated vector gen-
eration, the k-distance, the hypervolume, and execution time in seconds for each
instance belonging to Classes LCH, LCL, LUH, and LUL, respectively. On the
other hand, Tables 2.6, 2.8, 2.10, and 2.12 display the two set coverage for each
possible combination of two algorithms evaluated over each instance belonging to
Classes LCH, LCL, LUH, and LUL, respectively.
Seeking to know whether there are significant differences in the performance
of the algorithms when the overall nondominated vector generation, the k-distance,
the hypervolume, and the execution time are considered, some Quade tests were
performed for each class and for each performance metric.
Besides, Wilcoxon signed ranks tests were performed for each combination of
two algorithms and for each class to state the existence of differences in the perfor-
mance of the algorithms considering the two set coverage. The null and alternative
hypotheses are stated as follows:
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Table 2.13: p-values obtained from the Quade tests and the Wilcoxon signed ranks
tests executed to state differences among RVNS versions
Class Quade tests Wilcoxon signed ranks tests
ONVG kD H Execution
time (s)
Two set coverage
RVNS-
LNI vs
RVNS-
MD
RVNS-
LNI vs
RVNS-
R
RVNS-
MD vs
RVNS-
R
LCH 0.8672 0.9886 0.6444 0.0016 0.464 0.067 0.258
LCL 0.2326 0.4610 0.2165 0.0001 0.211 0.021 0.928
LUH 0.3856 0.4309 0.6130 0.0003 0.696 0.298 0.495
LUL 0.0470 0.5333 0.2968 0.0003 0.562 0.159 0.046
H0: C(A,B) and C(B,A) belong to identical populations,
H1: C(A,B) and C(B,A) do not belong to identical populations,
where A and B are distinct RVNS versions.
The p-values obtained from the Quade tests and the Wilcoxon signed ranks
tests are displayed in Table 2.13. The values in bold are those that allow to reject
the respective null hypothesis.
With respect to the overall nondominated vector generation, the k-distance,
and the hypervolume, the Quade tests point to the conclusion that the null hypothe-
ses cannot be rejected so all algorithms perform similar for all instance classes.
On the other hand, taking into account the execution time, the p-values lead us
to conclude that the null hypotheses are rejected and so at least one of the algorithms
requires a different execution time to approximate the Pareto front.
With the purpose of determine which algorithm performs different for each
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Table 2.14: Adjusted p-values to evaluate differences among the overall nondomi-
nated vector generation reported by the algorithms for instances of Class LUL
RVNS-LNI RVNS-MD
RVNS-MD 0.46 -
RVNS-R 0.05 0.17
instance class, post-hoc tests with a Holm adjustment were carried out. The ad-
justed p-values are shown in Table 2.15. Values in bold are those that allow to
state significant differences between the algorithms corresponding to the respective
column and row. As shown in Table 2.15, significant differences were found when
the performance of the algorithms is evaluated with the overall nondominated vector
generation in instances belonging to Class LUL and also, at least one of the algo-
rithms, requires different computation time to approximate the Pareto front for all
instance classes.
Seeking to know which algorithms perform different, post-hoc tests using a
Holm adjustment were carried out. The adjusted p-values obtained to assess differ-
ences in the overall nondominated vector generation for instances of Class LUL are
displayed in Table 2.14 and the ones obtained to evaluate differences in the execution
time are shown in Table 2.15. The values in bold are those that allow to reject the
null hypothesis that states that the algorithms corresponding to the respective row
and column do not have a significant difference in their performance. From Tables
2.11 and 2.14 we can conclude that RVNS-R reports Pareto front approximations
with a larger overall nondominated vector generation value for instances of Class
LUL than the ones reported by RVNS-LNI. On the other hand, from Tables 2.5, 2.7,
2.9, 2.11, and 2.15, we can conclude that RVNS-R needs more computation time
than the other versions of RVNS to find Pareto front approximations for all instance
classes.
Finally, the Wilcoxon signed ranks tests lead us to conclude that none of the al-
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Table 2.15: Adjusted p-values to evaluate differences among the execution time
reported by the algorithms for each instance class
Class LCH Class LCL Class LUH Class LUL
RVNS-
LNI
RVNS-
MD
RVNS-
LNI
RVNS-
MD
RVNS-
LNI
RVNS-
MD
RVNS-
LNI
RVNS-
MD
RVNS-
MD
0.7446 - 0.3460 - 0.08796 - 0.5043 -
RVNS-
R
0.0032 0.0052 0.0015 0.0002 0.0066 0.0002 0.0018 0.0004
gorithms reports Pareto front approximations that dominate significantly the Pareto
front approximations reported by the others in Classes LCH and LUL, considering
the two set coverage.
With respect to Class LCL, significant differences were found when RVNS-
LNI is compared with RVNS-R. This result, along with the information displayed in
Table 2.8, suggests that C(RVNS-R,RVNS-LNI) is larger than C(RVNS-LNI,RVNS-
R) and therefore, the number of points in the Pareto front approximation reported by
RVNS-LNI covered by at least one point in the Pareto front approximation reported
by RVNS-R is larger than the number of points in the Pareto front approximation
reported by RVNS-R covered by at least one point in the Pareto front approximation
reported by RVNS-LNI.
Finally, with respect to Class LUL, significant differences between C(RVNS-
MD,RVNS-R) and C(RVNS-R,RVNS-MD) were found when RVNS-MD is compared
with RVNS-R. This result, along with the information displayed in Table 2.12, sug-
gests that C(RVNS-R,RVNS-MD) is larger than C(RVNS-MD,RVNS-R) and then
the number of points in the Pareto front approximation reported by RVNS-MD cov-
ered by at least one point in the Pareto front approximation reported by RVNS-R
is larger than the number of points in the Pareto front approximation reported by
RVNS-R covered by at least one point in the Pareto front approximation reported
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by RVNS-MD.
2.8.3.3 Performance assessment under instances variations
In the previous section it was shown that RVNS-R is the only algorithm that per-
forms different than the others when it comes to the execution time and the two set
coverage. Then, this version of RVNS was used to carry out an statistical analy-
sis whose goal is to state how the variations of the instances impact the algorithm
performance. With this purpose, the overall nondominated vector generation, the k-
distance, the hypervolume, and the execution time variations among instance classes
were analyzed.
The statistical tests used to contrast differences in the performance of RVNS-R
under different characteristics of the instances were Kruskal-Wallis tests, which null
and alternative hypotheses are stated as follows:
H0: The performance of RVNS-R is similar for all instance classes considering
metric i,
H1: The performance of RVNS-R is different for at least one instance class
considering metric i,
where i is the overall nondominated vector generation, the k-distance, the
hypervolume, or the execution time.
For a better understanding of the results reported in this section, notice that
a Pareto set approximation may contain solutions with different number of markets.
For each instance solved through RVNS-R, the minimum and maximum percentage
of visited markets was stored. The average of these values per class are displayed
in Table 2.16. It is should be noted that the number of visited markets seems to be
larger in capacitated instances than in uncapacitated instances.
Considering the k-distance and the hypervolume, the Kruskal-Wallis tests lead
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Table 2.16: Average minimum and average maximum percentage of visited markets
Percentage of markets Class LCH Class LCL Class LUH Class LUL
Minimum 48.20 48.11 6.40 6.16
Maximum 93.93 94.70 59.54 60.20
us to accept the respective null hypotheses (p-values of 0.7319 and 0.5392, respec-
tively). Then, we conclude that RVNS-R performs similar for all instance classes.
Despite these results, it can be observed that the Pareto front approximations
reported by RVNS-R for Classes LCL and LUL tend to present lower values of
latency than those reported for Classes LCH and LUH, as shown in Figure 2.1. This
is an expected outcome due to the fact that in the former cases the service time to
the customers is lower than in the latter ones, thus the customers have to spend less
time waiting for service. Figure 2.1 also shows that the Pareto front approximations
reported for Classes LUH and LUL tend to present lower values of cost than those
reported for Classes LCH and LCL. As mentioned before, the former cases require to
visit a lower quantity of markets to satisfy the demand; therefore, the transportation
cost is smaller than the one observed for the latter instance classes.
If the performance of RVNS-R is measured using the overall nondominated
vector generation, the Kruskal-Wallis test allows us to reject the null hypothesis with
a p-value of 0.00006654. Therefore, the overall nondominated vector generation is
different for at least one instance class.
In order to know which class has the Pareto front approximation with different
cardinality, a Dunn’s test with a Holm adjustment was carried out. The adjusted
p-values obtained from the tests are displayed in Table 2.17. The values in bold are
those that allow to reject the null hypothesis that the instance classes corresponding
to the respective row and column have similar overall nondominated vector genera-
tion value.
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Figure 2.1: Pareto front approximations reported by RVNS-R for instances belonging
to different classes
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Table 2.17: p-values to evaluate differences among the overall nondominated vector
generation reported by RVNS-R for each instance class
LCH LCL LUH
LCL 0.408 - -
LUH 0.0032 0.0052 -
LUL 0.0008 0.0015 0.6181
The results shown in Table 2.17 and the information displayed in Tables 2.5,
2.7, 2.9, and 2.11 lead us to conclude that the Pareto front approximations corre-
sponding to capacitated instances have a smaller overall nondominated vector gener-
ation value than the Pareto front approximations associated with the uncapacitated
instances. This can be explained by noticing that more markets have to be visited
to satisfy the demand in the capacitated instances; then, it is possible to find more
permutations of nodes (routes) for uncapacitated cases than for capacitated ones,
thus allowing the algorithm to find more potential non-dominated solutions in the
former cases.
On the other hand, if the performance of RVNS-R is measured by the execution
time, a p-value of 0.03618 leads us to reject the null hypothesis of the Kruskal-Wallis
test. Then, RVNS-R requires different execution time for at least one instance class.
Seeking to determine for which class RVNS-R performs different with respect
to the execution time, a Dunn’s test was carried out; nevertheless, the test was inclu-
sive. Though, some conclusions can be stated from the boxplot displayed in Figure
2.2. Notice that for classes LCH and LCL, the median values (1803.94 s and 1802.13
s, respectively) are higher than those calculated for classes LUH and LUL (749.95
s and 516.38 s, respectively). Also, the median values corresponding to capacitated
classes are similar to the third quartile values corresponding to uncapacitated classes
(1802.16 s and 1801.14 s, respectively). We can conclude that RVNS-R finished its
execution because it ran out of time for more than half of the capacitated instances
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Figure 2.2: RVNS-R execution time
and for more than 25% of the uncapacitated ones, since the RVNS stopping crite-
rion is to reach 1800 seconds of execution time or 10 consecutive iterations without
updating the pool of solutions.
Tables 2.5, 2.7, 2.9, and 2.11 confirm these observations: RVNS-R reached the
time limit for 11 instances of class LCH, 11 instances of class LCL, five instances of
class LUH, and six instances of class LUL.
In order to explain these results, consider that more markets are visited in
the solutions corresponding to capacitated instances and thus it is more likely to
observe blocks of markets. All local search operators, except MR and MI, operate
over blocks. Then, more neighbor solutions are evaluated when solving capacitated
instances than when solving uncapacitated ones, thus increasing the execution time.
Finally, it was carried out another set of statistical tests whose aim is to ana-
lyze how the variations of the characteristics of the instances impact the local search
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operators performance. With this purpose, the efficiency of the operators was mea-
sured as follows:
efficiency(LSOi) =
number of times LSOi improved the solution
number of times LSOi was executed
× 100 (2.36)
where LSOi ∈ {IntraR (cost), IntraR (latency), IntraS (cost), IntraS (latency),
Intra2 (cost), Intra2 (latency), InterR (cost), InterR (latency), MR (cost), MR
(latency), MI }.
The efficiency of the local search operators is displayed in Tables 2.18–2.21.
In order to state whether the performance of RVNS-R is affected by the char-
acteristics of the instances, Kruskal-Wallis tests were performed. The null and al-
ternative hypotheses are stated as follows:
H0: All of the instance classes effects are identical for local search operator LSOi
efficiency,
H1: At least one of the instance classes effects is different than the others for local
search operator LSOi efficiency.
For operators InterR (cost), MR (cost), MI, IntraR (latency), IntraS (latency),
Intra2 (latency), InterR (latency), and MR (latency), the null hypothesis is not re-
jected with respective p-values of 0.06325, 0.914, 0.05794, 0.06434, 0.768, 0.08812,
0.2996, and 0.2644. Then, these algorithms have similar efficiency despite the in-
stance class.
On the other hand, the null hypothesis is rejected for IntraR (cost), IntraS
(cost), and Intra2 (cost) with respective p-values of 3.62×10−5, 0.004602, and 0.004272.
Then, these algorithms have different efficiency for at least one instance class. In
order to determine for which instance class the efficiency of the local search operators
is different, Dunn’s tests with Holm adjustment were carried out.
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Table 2.22: p-values to evaluate differences among the efficiency of IntraR (cost),
IntraS (cost), and Intra2 (cost) reported by RVNS-R for each instance class
IntraR (cost) IntraS (cost) Intra2 (cost)
LCH LCL LUH LCH LCL LUH LCH LCL LUH
LCL 0.5497 - - 0.6486 - - 0.8643 - -
LUH 0.0013 0.006 - 0.0124 0.0318 - 0.0215 0.022 -
LUL 0.0003 0.0022 0.3485 0.0208 0.0435 0.4099 0.0244 0.0223 0.4773
The adjusted p-values of the Dunn’s test corresponding to IntraR (cost), IntraS
(cost), and Intra2 (cost) are displayed in Table 2.22. The values in bold are those
that allow to reject the null hypothesis that the operator has similar efficiency in
the instance classes corresponding to the respective row and column.
The information displayed in Tables 2.18–2.22 leads us to conclude that IntraR
(cost), IntraS (cost), and Intra2 (cost) are more efficient in capacitated instances
than in uncapacitated ones. Since it is more likely to observe blocks of markets
in the former cases, more neighbor solutions are explored within these local search
operators, thus increasing the odds to improve the current solution which translates
in a larger efficiency.
2.8.4 Chapter conclusions
A variant of the well-known TPP was introduced, the so called the bi-objective
Traveling Purchaser Problem with Deliveries (2-TPPD). The importance of the in-
troduction of the 2-TPPD comes from the relatively scarce bi-objective contributions
in the TPP literature and the fact that, to the best of our knowledge, there is only
one work in the literature considering deliveries in the TPP context.
An ǫ-constraint method whose single-objective problems were solved through
CPLEX 12.6 was shown to be unable to solve instances containing more than 10
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nodes. This was an expected outcome due to the large number of variables and con-
straints required to linearize the model and to the subtour elimination constraints,
which are known to make difficult to solve VRPs to optimality.
Three versions of a RVNS were proposed in order to approximate the Pareto
front of larger instances. Considering the k-distance and the hypervolume, the three
versions of RVNS perform similarly. RVNS-R reports Pareto front approximations
with a larger overall nondominated vector generation value than RVNS-LNI. Even
though RVNS-R requires a larger execution time than RVNS-LNI and RVNS-MD, it
reports Pareto front approximations with a better two set coverage than RVNS-LNI
for instances of class LCL and than RVNS-MD for instances of class LUL.
RVNS-R seems to report Pareto front approximations with a larger cardinality
in a shorter running time for uncapacitated instances than for capacitated ones.
Also, the efficiency of some local search algorithms varies depending on the instance
class. Hence the importance of designing metaheuristics based on multiple local
search operators for solving difficult problems.
Chapter 3
A rich team orienteering
problem
In this chapter, a rich Team Orienteering Problem (rTOP) is used to model a real-life
problem faced by a local perishable products supplier. The rich Team Orienteering
Problem (rTOP) takes into account several additional features such as the delivery of
multiple products, split deliveries, capacitated vehicles, incomplete services, and soft
time windows. The problem is modeled through a mixed linear integer programming
formulation and solved by a multi-start variant of an Adaptive Large Neighborhood
Search (ALNS) scheme. Computational experiments were carried out over a large set
of instances of the problem. The results reveal that the multi-start ALNS produces
better results than the classical implementation of the metaheuristic in which a single
solution is built and the improved. Besides, the proposed heuristic outperformed
CPLEX in 186 out of 195 instances.
3.1 Motivation
The problem studied in this chapter arises from a real-life problem faced by a local
perishable goods supplier, it consists of planning the daily delivery schedule to local
customers.
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At the beginning of the working day, the stock and the customer requests
become available. Sometimes, the stock of regular products is not large enough to
satisfy the total demand, so it may be enlarged by adding units of lower quality
products to it. Even so, the stock may remain insufficient. Then, for each customer
three options are available: the request is ignored, it is partially satisfied, or it is
fully satisfied. When it is decided to partially or fully satisfy a request with both
regular and lower quality products, the amount of delivered regular products must
be larger than the amount of lower quality products.
The company owns a heterogeneous fleet of vehicles to perform the scheduled
deliveries within the time windows imposed by the customers and within the drivers
working hours. There are some customers that allow the drivers to arrive after the
closing of their time window but before a given time threshold; in such case, the
drivers can deliver the products but they must wait a certain time imposed by the
customer. Besides, each customer can be served by more than one vehicle.
Even though this problem arises from the specific necessities of a products
supplier, it takes into account several features that may be faced by other suppliers
of different kind of products. Therefore, the design of an efficient solution algo-
rithm for the problem can be highly useful to solve similar problematics for different
companies.
3.2 Problem description
In order to decide which customer requests will be satisfied, we propose to associate
each customer with a score that reflects its importance. For example, long-term
customers are associated with a larger score than new ones. The score corresponding
to each customer is collected according to the proportion of the satisfied demand.
Furthermore, a smaller score is collected for delivering lower quality products than
for delivering regular ones. The objective is then to collect as much score as possible.
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Taking into account the fact that the duration of the vehicle routes must not
exceed the duration of the working day and the maximization of the score, the
problem described in the previous section can be modeled as the Team Orienteering
Problem (TOP) that is described in Section 1.1, with multiple additional features:
• delivery of multiple products: several products are offered by the supplier and
delivered to the customers;
• split deliveries: customers can be served by more than one vehicle;
• vehicles capacity: there is an available heterogeneous fleet of vehicles to per-
form the deliveries and the number of units of a product delivered by a vehicle
cannot exceed its capacity;
• incomplete services: it is possible to visit a customer and not satisfy its total
demand, but the collected score will be proportional to the satisfied demand;
besides, a lower score is collected for delivering lower quality products than for
delivering regular products;
• soft time windows: if a vehicle arrives at a customer location before the closing
of its time window, the service starts within the time window; otherwise, if the
vehicle arrives after the closing of the time window but before a time threshold,
the service will start at the time threshold; and
• service level: if units of a lower quality product are delivered to a customer, it
most receive at least that number of units of regular product.
3.3 Literature review
Several variants of the Orienteering Problem (OP) have been studied in the lit-
erature. A brief literature review on OPs related to the rTOP is here described.
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Further information about the OP, its variants, and applications can be found in
Vansteenwegen et al. (2011a) and Gunawan et al. (2016).
• Capacitated Team Orienteering Problem (CTOP): It is an extension
of the TOP in which a fleet of identical capacitated vehicles is available. This
problem has been studied by:
– Archetti et al. (2009): The authors introduced the CTOP and solved it
through branch-and-price (B&P), Variable Neighborhood Search (VNS),
and Tabu Search (TS).
– Archetti et al. (2013b): The authors proposed an improved B&P to
solve the problem.
– Luo et al. (2013): The authors solved the problem through an adap-
tive ejection pool with toggle-rule diversification algorithm. Their results
outperformed the ones reported by Archetti et al. (2009).
– Tarantilis et al. (2013): The authors proposed a bilevel filter-and-fan
method to solve the CTOP. Their results also outperformed the ones
reported by Archetti et al. (2009).
• Capacitated Team Orienteering Problem with Incomplete Services
(CTOP-IS): This problem is an extension of the CTOP in which it is not
necessary to fully satisfy the demand of a customer when it is visited. The
collected score in each visit depends on the percentage of the satisfied demand.
The CTOP-IS was introduced by Archetti et al. (2013a). The authors carried
out a worst-case analysis and solved the problem through a B&P scheme. It
was shown that the collected score may double by allowing incomplete services.
• Split Delivery Capacitated Team Orienteering Problem (SDCTOP):
This problem is another extension of the CTOP in which a customer can be
visited by more than one vehicle. The SDCTOP was introduced by Archetti
et al. (2014b), who carried out a worst-case analysis that revealed that the
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collected score may double by allowing split deliveries. Also, a B&P algorithm
was proposed to solve the problem. The results showed that the increase in
the collected score is instance-dependent.
• Split Delivery Capacitated Team Orienteering Problem with Mini-
mum Delivery Amounts (SDCTOP-MDA): This problem, proposed by
Wang et al. (2014), is an extension of the SDCTOP that arises from noticing
that even that split deliveries can cause an increment in the collected score,
they can cause inconveniences to the customers. In this problem, a minimum
amount of demand must be delivered in each visit. The authors carried out
a worst-case analysis that reveals that the collected score can double if the
minimum delivery amount is less than half the demand. On the other hand,
the collected score can increase by up to 50% if the minimum delivery amount
is half the demand.
• Split Delivery Capacitated Team Orienteering Problem with Incom-
plete Services (SDCTOP-IS): This problem, introduced by Archetti et al.
(2014a), is an extension of the SDCTOP and the CTOP-IS in which both
incomplete services and split deliveries are taken into account. The authors
solved the problem through B&P, VNS, and TS. The two latter heuristics
were adapted from Archetti et al. (2009).
• Orienteering Problem with Variable Profits (OPVP): This problem,
introduced by Erdog˘an and Laporte (2013), is a variant of the OP in which
the score is partially collected. Contrary to the CTOP-IS, in the OPVP, the
percentage of the score collected in each visit depends on the time spent in the
visit. The authors solved the problem through branch-and-cut (B&C).
• Multi-Constraint Team Orienteering Problem with Time Windows
(MCTOPTW): The MCTOPTW was proposed to design routes for tourists.
Each customer is seen as a point of interest in a city and associated with sev-
eral attributes. Each attribute has an available budget and the visited points
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of interest cannot exceed the budget attributes. Thus, these are knapsack con-
straints. Besides, hard time windows are imposed to the points of interest.
The problem has been addressed by:
– Garc´ıa et al. (2010): The authors introduced the MCTOPTW and
solved by Iterated Local Search (ILS).
– Sylejmani et al. (2012): The authors solved the MCTOPTW through
TS.
• Multi-Constraint Team Orienteering Problem with Multiple Time
Windows (MCTOPMTW): This problem is an extension of the MCTOPTW
in which it is taken into account that the points of interests can have more
than one time window per day. This problem has been addressed by:
– Souffriau et al. (2013): The authors introduced the MCTOPMTW
and hybridized the ILS proposed by Garc´ıa et al. (2010) with a Greedy
Randomized Adaptive Search Procedure (GRASP) to solve it.
– Lin and Yu (2015): The authors solved the MCTOPMTW by means of
a Simulated Annealing (SA) that outperformed the algorithm proposed
by Souffriau et al. (2013).
It is to note that the rTOP is an extension of the SDCTOP-IS, since it takes
into account vehicles capacity, incomplete services, and split deliveries. In addition,
the rTOP considers a heterogeneous fleet of vehicles instead of a homogeneous one,
soft time windows, and the distribution of multiple products.
On the other hand, note that each product can be associated to a knapsack
constraint in which the right-hand side is the stock and the weights are the de-
mands. Also, it is evident that the vehicle capacities are also knapsack constraints.
Then, both the distribution of multiple products and the vehicles capacity can be
modeled by the knapsack constraints considered in the MCTOPTW and in the
MCTOPMTW. Nonetheless, in these two problems, the nodes can be visited at
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most once, the score is fully obtained when the node is visited, and hard time win-
dows are enforced, instead of soft time windows.
To the best of our knowledge, the rTOP takes into account several features
that have not been considered in the TOP literature, such as a heterogeneous fleet,
multiple products, and soft time windows with a penalty scheme reflected in a waiting
time rather than in a cost.
Table 3.1 summarizes the literature review here described and highlights the
similarities and differences among the rTOP and the previously discussed problems.
Each column displays the following information:
• Authors: The authors who studied the problem.
• MP: Indicates whether the delivery of multiple products is taken into account.
• TW: Indicates whether hard time windows (H) or soft time windows (S) are
considered.
• C: Indicates whether the vehicles are homogeneous (Ho) or heterogeneous
(He).
• IS: Indicates whether incomplete services are considered.
• SD: Indicates whether split deliveries are taken into account.
• Solution method: The algorithm used to solve the problem.
3.4 Mathematical model
In this section, the rTOP is formally described and modeled through a mixed integer
linear programming formulation.
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Table 3.1: Problems related to the rich Team Orienteering Problem
Authors MP TW C IS SD Solution method
H S Ho He
Archetti et al.
(2009)
X B&P, VNS, and TS
Archetti et al.
(2013b)
X B&P
Luo et al.
(2013)
X Adaptive ejection pool
with toggle-rule
diversification algorithm
Tarantilis
et al. (2013)
X Bilevel filter-and-fan
method
Archetti et al.
(2013a)
X X B&P
Archetti et al.
(2014b)
X X B&P
Wang et al.
(2014)
X Xa
Archetti et al.
(2014a)
X X X B&P, VNS, and TS
Erdog˘an and
Laporte
(2013)
X B&C
Garc´ıa et al.
(2010)
Xb X Xb ILS
Souffriau
et al. (2013)
Xb Xc Xb ILS with GRASP
Lin and Yu
(2015)
Xb Xc Xb SA
This chapter X X X X X ALNS
a A minimum amount of the customer demand must be delivered in each visit
b This feature can be modeled through a knapsack constraint
c Multiple time windows
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3.4.1 Notation
Let G = (N0, A) be a complete directed graph where N0 = {0, . . . , n, n + 1} is the
node set, and A = {(i, j) : i, j ∈ N0, i 6= j} is the arc set, 0 and n+ 1 are two copies
of the depot, and N = {1, . . . , n} is the customer set. The product set is denoted
by P , and the vehicle set by V . The number of units of product p ∈ P demanded
by customer i ∈ N is denoted by qip. Each customer i has an associated score βi
that is fully obtained if the demand of i is completely satisfied with regular products
(or partially obtained, if the demand is partially satisfied with regular products),
and a lower score γi that is partially collected if the demand is partially satisfied
with lower quality products. The time window within which the vehicles can serve i
without a penalty is denoted by [ai, bi], while Bi denotes the maximum arrival time
at i, (ai < bi ≤ Bi). If a vehicle arrives at i between bi and Bi, service must start at
Bi. It is worth noticing that if bi = Bi, the customer has a hard time window. The
service time of i is denoted by ei. The depots have a service time equal to zero and
a hard time window [0, tmax], where tmax is the maximum route duration. The total
stock of regular and lower quality product p are denoted by fp and gp, respectively.
The capacity of vehicle k ∈ V is denoted by ck, and the travel time of arc (i, j) ∈ A
is denoted by dij.
3.4.2 Mixed integer linear programming formulation
The following decision variables are also needed:
xijk =


1 if vehicle k ∈ V travels from i to j; (i, j) ∈ A, k ∈ V
0 otherwise;
yik =


1 if customer i is visited by vehicle k; i ∈ N, k ∈ V
0 otherwise;
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vik =


1 if vehicle k arrives at customer i before bi
0 otherwise;
tik arrival time at customer i by vehicle k;
sik starting time of service at customer i by vehicle k;
rikp number of units of regular product p delivered by vehicle k to customer i;
uikp number of units of lower quality product p delivered by vehicle k to customer i.
The rTOP is then formulated as follows:
maximize z =
∑
i∈N
βi
(∑
k∈V
∑
p∈P rikp∑
p∈P qip
)
+
∑
i∈N
γi
(∑
k∈V
∑
p∈P uikp∑
p∈P qip
)
(3.1)
subject to:
∑
i∈N0\{0}
x0ik = 1 k ∈ V (3.2)
∑
i∈N0\{n+1}
xi,n+1,k = 1 k ∈ V (3.3)
∑
j∈N0\{n+1}
xjik = yik i ∈ N, k ∈ V (3.4)
∑
j∈N0\{0}
xijk = yik i ∈ N, k ∈ V (3.5)
∑
k∈V
(rikp + uikp) ≤ qip i ∈ N, p ∈ P (3.6)∑
i∈N
∑
p∈P
(rikp + uikp) ≤ ck v ∈ V (3.7)
∑
i∈N
∑
k∈V
rikp ≤ fp p ∈ P (3.8)∑
i∈N
∑
k∈V
uikp ≤ gp p ∈ P (3.9)∑
k∈V
rikp ≥
∑
k∈V
uikp i ∈ N, p ∈ P (3.10)
tn+1,k ≤ tmax k ∈ V (3.11)
sik + ei + dij − tjk ≤ tmax(1− xijk) (i, j) ∈ A, k ∈ V (3.12)
tmax(vik − 1) ≤ bi − tik ≤ tmaxvik i ∈ N, k ∈ V (3.13)
tmax(yik − 1) ≤ Bi − tik ≤ tmaxyik i ∈ N, k ∈ V (3.14)
aivik +Bi(yik − vik) ≤ sik i ∈ N, k ∈ V (3.15)
Chapter 3. A rich team orienteering problem 74
bivik +Bi(yik − vik) + tmax(1− yik) ≥ sik i ∈ N, k ∈ V (3.16)
xijk ∈ {0, 1} (i, j) ∈ A, k ∈ V (3.17)
yik ∈ {0, 1} i ∈ N, k ∈ V (3.18)
rikp ∈ {0} ∪ Z
+ i ∈ N, k ∈ V, p ∈ P (3.19)
uikp ∈ {0} ∪ Z
+ i ∈ N, k ∈ V, p ∈ P (3.20)
tik ≥ 0 i ∈ N0, k ∈ V (3.21)
sik ≥ 0 i ∈ N, k ∈ V (3.22)
vik ∈ {0, 1} i ∈ N, k ∈ V. (3.23)
Objective function (3.1) seeks to maximize the sum of the proportional col-
lected score for delivering both regular and lower quality products. Equations (3.2)
and (3.3) ensure that all routes start and end at the depot, while equations (3.4) and
(3.5) assure the flow conservation. Constraints (3.6) guarantee that the total deliv-
ered amount of regular and lower quality units of a product required by a customer
does not exceed the demand. Constraints (3.7) ensure that the vehicles capacity
is not exceeded. Constraints (3.8) guarantee that the total delivered amount of a
regular product is not larger than its available stock. Similarly, Constraints (3.9)
assure that the total delivered amount of a lower quality product does not exceed its
stock. Constraints (3.10) ensure that when a customer request is fully or partially
satisfied with both regular and lower quality products, the amount of regular prod-
uct is larger than the amount of lower quality product. Constraints (3.11) guarantee
that the duration of the routes does not exceed the time limit. Constraints (3.12)
ensure time consistency and avoid subtours. Constraints (3.13) and (3.14) ensure
that if a customer is visited by a vehicle, it either arrives before the closing of the
time window, or after that time, but before the maximum arrival time. Constraints
(3.15) and (3.16) guarantee that if the arrival time takes place before the closing
of the time window, the service starts within the time window, and if the arrival
occurs after the closing of the time window but before the maximum arrival time,
then the service starts at Bi. Finally, Constraints (3.17)–(3.23) define the domain
of the decision variables.
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3.5 Multi-start adaptive large neighborhood
search
In this section, the ALNS scheme is introduced as well as the proposed multi-start
variant to solve the rTOP.
3.5.1 Adaptive large neighborhood search
ALNS is a metaheuristic proposed by Ropke and Pisinger (2006). This framework
has been widely applied in recent years to solve Vehicle Routing Problems (VRPs)
(see Salazar-Aguilar et al. (2011); Demir et al. (2012); Hemmelmayr et al. (2012);
Ribeiro and Laporte (2012); Masson et al. (2013); Adulyasak et al. (2014); Azi et al.
(2014); Salazar-Aguilar et al. (2014); Emec¸ et al. (2016); Luo et al. (2016); Mancini
(2016), and Schiffer and Walther (2018)).
The ALNS applies several destroy and repair operators in order to generate
large neighborhoods through which the search space is explored to improve an initial
solution. All destroy and repair operators have a weight that is dynamically adjusted
according to the quality of the solutions that have been obtained by using them. At
each iteration of the ALNS, one destroy operator and one repair operator are ran-
domly chosen according to a probability distribution that depends on the operators
weights. Let Ω+ and Ω− be the sets of repair and destroy operators, respectively; and
let ρ+ and ρ− be the weights vector of the destroy and repair operators, respectively.
Then, the ALNS for the minimization case is outlined in Algorithm 3.
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Algorithm 3 Adaptive large neighborhood search
Require: x ⊲ A feasible solution
1: x∗ ← x
2: ρ− ← (1, . . . , 1), ρ+ ← (1, . . . , 1)
3: repeat
4: Select operators ω− ∈ Ω− and ω+ ∈ Ω+ using ρ− and ρ+
5: xt ← ω−(x)
6: xt ← ω+(xt)
7: if xt is accepted then
8: x← xt
9: end if
10: if z(xt) < z(x∗) then
11: x∗ ← xt
12: end if
13: Update ρ− and ρ+
14: until stop criterion is met
return x∗
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3.5.2 Multi-start adaptive large neighborhood search
As shown in Algorithm 3, the ALNS starts from a single solution which is then
improved. Even though the destroy operators diversify the search and allow ALNS
to escape from local optima, it is possible that the initial solution is far from an
optimal one so the algorithm will require a large number of iterations to reach it.
The multi-start ALNS seeks to compensate this weakness by combining the ALNS
scheme with a multi-start procedure.
Multi-start algorithms generate and then improve a pool solutions. The best
of them is reported as an approximation to the global optimum. Enlarging the pool
size increases the number of local optimal solutions, thus increasing the odds of
finding a better solution.
The multi-start ALNS is a two-phase algorithm which first phase consists of
building a certain number of solutions and then applying ALNS to each of them
for a limited number of iterations. In the second phase, only the ALNS that found
the best solution from among all the ALNSs executed in the first phase continues
its execution for a certain number of iterations. The first phase of the algorithm is
devoted to provide diversification to the search since the increment on the number of
initial solutions increments the odds to obtain better solutions. On the other hand,
the second phase seeks to intensify the search, since it tries to improve the current
solution.
The following subsections describe the construction method used to find the
initial solutions, the destroy operators, the repair operators, the acceptance criterion,
and the weights update mechanism used in the multi-start ALNS.
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3.5.2.1 Concepts and notation
Due to the presence of the soft time windows, many calculations must be carried out
when disturbing a solution to evaluate its feasibility. Seeking to overcome this issue,
for each customer i visited in a solution by a vehicle k, two values are stored, the
minimum and the maximum times at which the arrival at i can take place without
impacting the arrival times at the other customers, minShiftik and maxShiftik,
respectively.
Let R be a solution containing m = |V | routes, each of which associated with
a vehicle. From now on, the terms route and vehicle will be used indistinctly. Then,
minShiftik and maxShiftik are defined as follows.
Definition 3.1 (minShift) Let N(k) be the set of customers that are visited in
route k. Then, for each route k ∈ R and for every node i ∈ N(k) ∪N0, minShiftik
is defined through the following equations:
minShiftik = sir + ei + dii i ∈ N(k), k ∈ R (3.24)
minShift0k = 0 k ∈ R, (3.25)
where i is the predecessor of i in r.
Definition 3.2 (maxShift) Let N(k) be the set of customers that are visited in
route k. Then, for each route k ∈ R and for every node i ∈ N(k)∪N0, maxShiftik
is defined through the following equations:
maxShiftik =


Bi if Bi ≤ t¯ir − di¯i − ei
bi if bi ≤ t¯ir − di¯i − ei < Bi
t¯ir − di¯i − ei if t¯ir − di¯i − ei < bi
i ∈ N(k), k ∈ R (3.26)
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maxShiftn+1,k = tmax k ∈ R, (3.27)
where i¯ is the successor of i in r.
Also, when evaluating the possibility of inserting a non-visited customer l be-
tween two visited customers i and j, the feasibility of this move is evaluated through
minArrivall(i, j, k) which is defined as follows:
Definition 3.3 (minArrival) Given an arc (i, j) traversed by vehicle k, the min-
imal arrival time at customer l to be inserted between i and j is defined as
minArrivall(i, j, k) = s
min
ir + ei + dil, (3.28)
where sminir is the starting time of service at i, assuming that the arrival time
takes place at minShiftik.
Then, it is feasible to insert the customer l between i and j if and only if
minArrivall(i, j, k) ≤ Bl and slr + el + dlj ≤ maxShiftjk.
Finally, ∆tik is defined as the increment in the duration of route k after per-
forming the cheapest feasible insertion of customer i.
3.5.2.2 Construction method
Initially, m routes containing only nodes 0 and n + 1 are built, and t0k and tn+1,k
are set to 0 for all routes. Then, iteratively, some customers are added to these
routes as follows. The route k′ with the smallest duration is selected and it is built
a candidate list (CL) that contains the customers whose demand have not been
completely satisfied and that can be inserted in k′ without loosing feasibility. Each
customer i ∈ CL is then evaluated according to (3.29):
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βi
(∑
p∈P (qip−
∑
k∈V (rikp+uikp))∑
p∈P qip
)
(Bi − tik′)∆tik′
. (3.29)
In (3.29), it is assumed that i will be inserted in the cheapest feasible position.
Besides, tik′ is set equal to the sum of the end of the service at the predecessor and
the travel time from it, if it is feasible; otherwise, it is set to the minimum arrival
time, calculated as in (3.28).
The evaluation function (3.29) provides a trade-off among the potential increase
of the collected score, the feasibility of the arrival time at the customer, and the
increment in the route duration.
Thereafter, the following equation is used to build a restricted candidate list
(RCL):
RCL = {i ∈ CL : f(i) ∈ [αfmin + (1− α)fmax, fmax]}, (3.30)
where α ∈ [0, 1].
A customer from the RCL is randomly selected and then inserted into k′. The
amount of products to be delivered to this customer is set according to Algorithm 4.
Besides, it could be necessary to update the arrival times at the predecessor and/or
successor. If that is the case, this procedure is performed as in Algorithm 5.
The procedure is repeated until all routes have empty candidate lists.
It should be noted that the parameter α in the RCL controls the level of
randomness used to select the candidate customers to be included in the solution,
so different values of α are expected to produce different solutions. Then, the con-
struction operator consists on repeating the above-mentioned procedure eleven times
using α = 0, 0.1, ..., 1. After that, the best solution among all of them becomes the
outcome of the construction algorithm.
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Algorithm 4 Set deliveries to a new visit
Require:
i ⊲ Customer to be added
k′ ⊲ Route in which a new visit to i will be added
1: rik′p = 0, for all p ∈ P
2: uik′p = 0, for all p ∈ P
3: slackV ehicle = ck′ −
∑
j∈N(k′)
∑
p∈P (rjk′p + ujk′p)
4: for p ∈ P such that qip > 0 do
5: if slackV ehicle = 0 then
6: break
7: end if
8: slackCustomer = qip −
∑
k∈V (rikp + uikp)
9: slackRegular = fp −
∑
k∈V
∑
j∈N(k) rjkp
10: rik′p = min{slackCustomer, slackRegular, slackV ehicle}
11: slackV ehicle = slackV ehicle− rik′p
12: end for
13: if slackV ehicle > 0 then
14: for p ∈ P such that qip > 0 do
15: if slackV ehicle = 0 then
16: break
17: end if
18: slackCustomer = qip −
∑
k∈V (rikp + uikp)
19: slackLower = gp −
∑
k∈V
∑
j∈N(k) ujkp
20: slackRegularLower =
∑
k∈V
∑
j∈N(k) (rikp − uikp)
21: uik′p = min{slackCustomer, slackLower, slackRegularLower, slackV ehicle}
22: slackV ehicle = slackV ehicle− uik′p
23: end for
24: end if
return rik′p, uik′p ⊲ Deliveries to customer i in route k
′ for all p ∈ P
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Algorithm 5 Rules for updating the arrival times
Require:
l ⊲ Customer to be inserted
i, j ⊲ Nodes between which l will be inserted
k ⊲ Route in which l will be inserted
1: tlk = sik + ei + dil
2: if tlk > Bl or slk + el + dlj > maxShiftjk then
3: tik = minShiftik
4: tlk = sik + ei + dil
5: end if
6: t′jk = slk + el + dlj
7: if t′jk > tjk then
8: tjk = t
′
jk
9: end if
return tik, tjk, tlk ⊲ Arrival times at l, i, and j
3.5.2.3 Destroy operators
Hereunder are described the destroy operators used in the multi-start ALNS. Some
of these operators require to shift the arrival times at the customers to their earliest
arrival time without losing solution feasibility. In such cases, the earliest arrival time
at a customer i by a vehicle k is set to minShiftik.
• Elimination by average score (EAS): This operator is based on the elimination
operator used by Hu and Lim (2014). Let s¯ be the average score obtained by the
visits included in the current solution. A visit is eliminated with probability
prob if its collected score is smaller than s¯, and with probability 1 − prob,
otherwise. When the multi-start ALNS execution starts, prob is set to 0.1.
The probability prop is updated at the end of each iteration in which EAS
is carried out as follows: it is set to min{prob + 0.1, 1} if the solution is not
accepted, and to 0.1, otherwise.
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• Random elimination (RE): A random number of random visits are removed
from the current solution.
• Elimination of a sequence-1 (ES-1): This operator is a modification of the
shake step used by Vansteenwegen et al. (2009). Let start and length be two
integers. For every route, it is removed a sequence of length consecutive visits
starting from start. If the end of a route is reached before removing length
visits, customers visited after depot 0 are removed. The arrival times at the
customers remaining in the solution is set to their earliest arrival time. At the
beginning of the multi-start ALNS, both start and length are set to 1 and
they are updated every time ES-1 is executed. Parameter start is set to 1 if
the solution is accepted, and to start+ length, otherwise. On the other hand,
length is set to 1 if the solution is accepted, and to length + 1, otherwise.
If either start or length is larger than the minimum number of customers
included in a route, then the respective parameter is set to this number.
• Elimination of a sequence-2 (ES-2): This operator is similar to ES-1, except
that the arrival times at the remaining visits do not change.
• Elimination based on history (EH): Let update be the number of times in
which the incumbent solution has been updated (line 11 of Algorithm 3), and
let i incumbent be the number of times in which customer i has been included
at least once in the incumbent solution. Each visit to customer i is removed
with probability 1− pi, where pi =
i incumbent+1
update+1
.
• Intra-route exchange (IntraE): For every route, and for every customer included
in it, another random customer visited in the same route is selected. Operator
IntraE exchanges the visits positions, if feasible. If the exchange is performed,
the arrival time at all visits in the route are set to the minimum possible. The
exchange is accepted only if the route duration is decreased.
• Inter-route exchange (InterE): For every route ki, and for every customer i
visited in it, a customer j visited in route kj is randomly chosen, considering
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that i 6= j and ki 6= kj. Operator InterE exchanges i and j positions, if feasible.
It is to note that it is possible that a visit to j is already included in ki and/or
i is already visited in kj. If it is the case, the visits are merged according to
Algorithm 6; otherwise, new visits are created by following Algorithms 5 and
4. The arrival time at each customer visited in the selected routes is set to
the minimum possible. The exchange is accepted only if the duration of both
routes is decreased.
• Intra-route relocate (IntraR): For every route, and for every customer included
in it, a random position of the same route is selected. Operator IntraR relocates
the customer in the selected random position, if feasible. The arrival time at
each customer included in the route is set to the minimum possible. The move
is accepted if the route duration decreases.
• Inter-route relocate (InterR): For every route k1, and for every customer i
visited in it, a random route k0 is chosen, considering that k1 6= k0. Notice
that it is possible that customer i is already visited in k0. If that is the
case, Algorithm 6 is executed to update the deliveries. Otherwise, the visit
is relocated to k0 in a random position according to Algorithms 5 and 4. In
either cases, the arrival times at all customers in k1 are shifted to the minimum
possible. The relocation is accepted if the route duration decreases.
Notice that when the destroy operators are executed, some visits are either
removed or their deliveries are modified (except for IntraE and IntraR). As a conse-
quence, for the customer whose visit was removed or modified, it is possible to obtain
solutions in which the total delivered amount of lower quality product is larger than
the total delivered quantity of regular product. For a better understanding of this
observation, consider the following example.
Example 3.4 (Infeasibility due to destroy mechanisms) Consider an in-
stance of the rTOP in which a single product is distributed. Also, consider a customer
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Algorithm 6 Merge visits
Require:
i ⊲ Customer whose visits will be updated
k0 ⊲ Route in which the visit to i will be kept
k1 ⊲ Route from which the visit to i will be removed
1: slackV ehicle = ck0 −
∑
j∈N(k0)
∑
p∈P (rjk0p + ujk0p)
2: for p ∈ P such that qip > 0 do
3: if slackV ehicle = 0 then
4: break
5: end if
6: incrementp = min{rik1p, slackV ehicle}
7: rik0p = rik0p + incrementp
8: slackV ehicle = slackV ehicle− incrementp
9: end for
10: if slackV ehicle > 0 then
11: for p ∈ P such that qip > 0 do
12: if slackV ehicle = 0 then
13: break
14: end if
15: incrementp = min{uik1p, slackV ehicle}
16: uik0p = uik0p + incrementp
17: slackV ehicle = slackV ehicle− incrementp
18: end for
19: end if
return rik0p, uik0p, for all p ∈ P
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whose demand is equal to 10 and a feasible solution for the instance, in which two
vehicles k1 and k2 serve the customer. The customer receives four units of regular
product from vehicle k1, and two units of regular product and three units of lower
quality product from vehicle k2. In total, the customer receives nine units of the de-
manded product: six units of regular product and three units of lower quality product.
Then, the deliveries are feasible.
Now, suppose that a destroy operator removes the visit to the customer per-
formed by vehicle k1. Now the customer only receives the units delivered by vehicle
k2. The solution becomes infeasible since three units of lower quality product are
delivered to the customer while it only receives two units of regular product.
If any constraint from the group (3.10) is violated after the execution of a
destroy operator, a simple repair mechanism is applied as follows. For each customer
i it is checked whether their deliveries are feasible. If there is a product p whose
deliveries are infeasible, for each visit to i in the current solution, the delivered
quantity of lower quality product p is set to the minimum between itself and the
delivered amount of regular product p. Then, in Example 3.4, vehicle k2 will now
deliver two units of regular product and two units of lower quality product.
3.5.2.4 Repair operators
All repair operators are based on, iteratively, selecting a customer from a candidate
list (CL) and then inserting a visit to it in a route of the current solution. The visit
is inserted in the position of the route for which the duration increment is minimum.
The process is repeated until it is not possible to insert more visits.
The customers belonging to the CL are those whose demand has not been
fully satisfied. Every time a visit to a customer is inserted, Algorithms 5 and 4 are
followed.
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The repair operators only differ in how they select the customer to be visited
as explained below:
• Insertion based on evaluation function-1 (IEF-1): For each route, the cus-
tomers belonging to the CL are evaluated according to (3.29). At each itera-
tion, the customer with the smallest evaluation is inserted in the solution.
• Insertion based on evaluation function-2 (IEF-2): As in IEF-1, the customers
belonging to the CL are evaluated according to (3.29) for every route. At each
iteration, a roulette wheel mechanism is followed to select the customer to be
inserted in the solution.
• Insertion based on score-1 (IS-1): The customers belonging to the CL are eval-
uated according to the numerator of (3.29), i.e., the potential score increment
if the customer were included in the solution. At each iteration, the customer
with the largest evaluation is inserted in the solution.
• Insertion based on score-2 (IS-2): Similarly to IS-1, the customers in the CL
are evaluated according to the numerator of (3.29). Iteratively, a roulette wheel
mechanism is followed to select the customer to be inserted in the solution.
• Insertion based on the route duration increment-1 (IRDI-1): For each route,
the customers belonging to the CL are evaluated according to the minimum
increment in the duration of that route if they were inserted. At each iteration,
the customer with the smallest evaluation is inserted in the solution.
• Insertion based on the route duration increment-2 (IRDI-2): As in IRDI-1, for
every route, the customers belonging to the CL are evaluated according to the
minimum increment in the duration of that route if they were inserted. At
each iteration, a roulette wheel mechanism is used to select the customer to
be inserted.
• Insertion based on history-1 (IH-1): The customers belonging to the CL are
evaluated according to the number of times that they have been visited in the
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incumbent solution. At each iteration, the customer with the largest evaluation
is inserted in the solution.
• Insertion based on history-2 (IH-2): The customers belonging to the CL are
evaluated according to the number of times that they have been visited in the
incumbent solution, as in IH-1. At each iteration, a roulette wheel mechanism
is followed to select the customer to be inserted in the solution.
3.5.2.5 Acceptance criterion
In the multi-start ALNS, a SA criterion is used to decide whether a solution will be
accepted or not, as in Ropke and Pisinger (2006).
A solution Rt is accepted with a probability of e−(z(R)−z(R
t))/T , where T is
the temperature. The temperature starts at T0 and decreases at each iteration.
In the multi-start ALNS, the temperature decreases according to a linear function.
In particular, at a certain iteration it, the temperature is calculated according to
Equation (3.31).
T = T0 −
T0 × it
#total iterations+ 1
, (3.31)
As in Ropke and Pisinger (2006), the objective function value of the initial
solution is calculated, and T0 is set such that the probability of accepting a solution
that is 5% worse than the initial one is equal to 50%.
3.5.2.6 Weights update
In order to select the destroy and repair operators to be executed in each ALNS
iteration, a roulette wheel mechanism that takes into account the operators weights
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is followed. Every time that an operator wi is used, its weight is adjusted according
to (3.32):
ρi = ρi +max{σ1, σ2, σ3}, (3.32)
where
σ1 =


3 if the solution is better than the incumbent
0 otherwise;
σ2 =


2 if the solution is better than the current one
0 otherwise;
σ3 =


1 if the solution is accepted
0 otherwise.
3.6 Computational experiments
This section is divided into three subsections. The test instances are described in
the first one, the second subsection describes the experimental environment, and the
third one reports the computational tests results. In turn, the third subsection is
divided into four groups of experiments. The first group is devoted to study how the
number of iterations executed in the first phase of the multi-start ALNS impacts the
quality of the reported solution. The second group of experiments was carried out to
assess the contribution of the destroy and repair operators to the overall algorithm.
The third group of experiments compares the results reported by the multi-start
ALNS with those reported by CPLEX 12.6. Finally, the fourth group analyzes how
the multi-start ALNS execution time is affected by variations on the stock level and
on the lower score collected for delivering lower quality products.
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Table 3.2: Characteristics of the instance classes
Class Stock level Lower score
1 fp =
∑
i∈N qip, ∀p ∈ P -
2 fp + gp =
∑
i∈N qip, ∀p ∈ P γi = 0.75βi
3 fp + gp =
∑
i∈N qip, ∀p ∈ P γi = 0.5βi
4 fp + gp <
∑
i∈N qip, ∀p ∈ P γi = 0.75βi
3 fp + gp <
∑
i∈N qip, ∀p ∈ P γi = 0.5βi
3.6.1 Instances
The instances used to assess the efficiency of the multi-start ALNS were adapted
from those proposed by Vansteenwegen et al. (2009) for the TOP with time windows.
The number of vehicles goes from three to 20; the number of customers, from 48 to
288; and the number of products, from five to 15.
In total, 195 instances were generated and then partitioned into five classes.
In Class 1, the stock of regular product is sufficient to satisfy the whole demand. In
Classes 2 and 3, the available quantity of regular product is insufficient to satisfy
the demand but the demand can be fully satisfied by adding units of lower quality
product; in Class 2, the lower score γi = 0.75βi, and in Class 3, γi = 0.5βi. Finally,
in Classes 4 and 5, the total demand cannot be satisfied not even adding units of
lower quality product to the stock of regular product; in Class 4, γi = 0.75βi , and in
Class 5, γi = 0.5βi. Table 3.2 summarizes the characteristics of each instance class.
3.6.2 Experimental environment
Eight different versions of the multi-start ALNS were coded in C++ and tested
in order to asses the efficiency of the algorithm, as it will be discussed further on.
Besides, model (3.1)–(3.23) and its linear relaxation were also coded in C++ and
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solved through CPLEX 12.6. All algorithms and the model were compiled with GNU
on a 2.1 GHz Intel Xeon(R) CPU E5-2620 v2 under Ubuntu 14.04 operating system.
3.6.3 Experimental results
This section reports the results obtained from the computational experiments, which
are divided in four groups: one devoted to study the effect of the number of iterations
executed in the first phase of the multi-start ALNS, another one seeking to determine
the impact of the destroy and repair operators in the solution quality, another one
devoted to analyze the quality of the reported solutions compared with the ones
reported by CPLEX 12.6, and the last one devoted to analyze the differences in the
execution time of the algorithm among instance classes.
3.6.3.1 Effect of the number of initial solutions
Eight different multi-start ALNS configurations were examined: mALNS (1, 100,
4900), mALNS (12, 100, 3800), mALNS (25, 100, 2500), mALNS (37, 100, 1300),
mALNS (1, 100, 9900), mALNS (25, 100, 7500), mALNS (50, 100, 5000), and
mALNS (75, 100, 2500). The name of the algorithm follows the format mALNS
(a, b, c), where a is the number of initial solutions to be examined in the first phase,
b is the number of iterations of the ALNSs executed in the first phase, and c is the
number of iterations of the ALNS executed in the second phase.
It is worth noticing that all the first four configurations operate for 5000 ALNS
iterations and the remaining ones, for 10000. Furthermore, mALNS (1, 100, 4900)
and mALNS (1, 100, 9900) are the typical implementation of the method in which a
single solution is built and then improved for 5000 and 10000 iterations, respectively.
The rest of them use 25%, 50%, or 75% of the iterations in the first phase, and the
remaining ones, in the second phase.
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Table 3.3: Average relative gap in percentage with respect to the best found solution
Algorithm version Class
1
Class
2
Class
3
Class
4
Class
5
Complete
set
mALNS (1,100,4900) 3.18 3.30 2.82 3.24 2.65 3.04
mALNS (12,100,3800) 2.52 2.38 2.45 2.26 1.84 2.30
mALNS (25,100,2500) 3.11 2.11 2.57 2.12 1.58 2.30
mALNS (37,100,1300) 3.56 2.36 2.45 2.30 2.20 2.58
mALNS (1,100,9900) 2.86 2.73 2.46 3.60 2.33 2.80
mALNS (25,100,7500) 2.58 1.46 1.07 1.18 0.84 1.43
mALNS (50,100,5000) 2.13 1.57 1.59 1.15 1.09 1.50
mALNS (75,100,2500) 1.87 1.73 1.62 1.77 1.49 1.69
For every instance, all multi-start ALNS configurations were tested and the
best reported objective function value among all of them was stored. Then, the
relative gap with respect to the best solution Rb was calculated for each reported
solution R, as in Equation (3.33). Table 3.3 displays the average relative gap in
percentage per instance class and for the complete instance set. Detailed results are
shown in Tables A.1–A.10.
gap =
z(Rb)− z(R)
z(Rb)
× 100% (3.33)
It should be noted that, in average, the worst results were obtained by mALNS
(1,100,4900), which is the classical ALNS implementation with 5000 iterations.
Besides, it is remarkable that mALNS (12,100,3800), mALNS (25,100,2500), and
mALNS (37,100,1300) achieve better results than those reported by mALNS (1,100,9900)
despite the fact that the former algorithms only execute half iterations than the lat-
ter.
The fact that neither the algorithms using more iterations in the first phase
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nor the algorithms using more iterations in the second phase report the best results,
reveals a trade-off between diversification and intensification. From the algorithms
that execute 5000 iterations, the best results were reported by mALNS(12,100,3800)
and from the algorithms that execute 10000 iterations, mALNS (25,100,7500) reports
the best results. This suggests that, in the tested instances, a good compromise
between diversification and intensification is using 25% of the iterations on the first
phase of the multi-start ALNS and 75% on the second one.
For the remaining experiments the version that reported the best results will
be used as reference, i.e. mALNS (25,100,7500).
3.6.3.2 Effect of the destroy and repair operators
In order to analyze the effect of the destroy and repair operators, further experiments
were carried out by executing mALNS (25,100,7500) 17 times per instance, removing
one of the operators each time. Table 3.4 displays the average percent gap of the
objective function value obtained by removing each operator individually zr, with
respect to the objective function value reported by mALNS(25,100,7500), z25,100,7500,
for each instance class, and for the whole set of instances. The gap was calculated
using Equation (3.34). Detailed results are shown in Tables A.11–A.20.
gap =
z25,100,7500 − zr
z25,100,7500
× 100%. (3.34)
Notice that the larger the calculated gap for an operator, the worst the results
obtained by removing it. Furthermore, a negative gap reveals that better results are
obtained by removing the corresponding operator than by keeping it. EAS seems
to be the best operator, since the solutions found by removing it are 2.8% worst, in
average. On the other hand, it is remarkable that if some operators are removed, the
quality of the solutions increases. This is because, when a bad operator is discarded,
the algorithm has the opportunity of choosing better operators.
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Table 3.4: Average relative gap in percentage with respect to ALNS(25,100,7500)
Removed
operator
Class 1 Class 2 Class 3 Class 4 Class 5 Complete
set
EAS 2.26 2.90 2.64 3.58 2.38 2.75
RE -1.31 -0.58 0.19 -0.55 -0.59 -0.57
ES-1 -0.98 -0.17 -0.26 -0.65 -0.25 -0.46
ES-2 -0.25 0.43 0.56 -0.09 0.27 0.19
EH -1.15 -0.16 -0.18 -0.27 -0.18 -0.39
IntraE -0.64 -0.30 0.12 0.12 0.06 -0.13
InterE -1.35 0.18 0.37 0.17 0.19 -0.09
IntraR -0.63 0.07 0.69 0.31 0.10 0.11
InterR -0.57 0.68 0.62 0.38 0.35 0.29
IEF-1 -0.95 0.20 0.28 0.30 0.03 -0.03
IEF-2 -0.83 0.36 0.05 0.56 0.15 0.06
IS-1 0.10 0.26 0.83 -0.02 0.11 0.25
IS-2 -0.61 0.66 0.62 -0.42 0.47 0.14
IRDI-1 -0.51 -0.30 0.18 0.11 0.31 -0.04
IRDI-2 0.00 -0.32 0.16 0.02 0.43 0.06
IH-1 -1.03 0.19 0.29 -0.46 -0.09 -0.22
IH-2 -0.64 -0.19 0.16 0.43 0.04 -0.04
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Table 3.5: Average relative gap in percentage with respect to ALNS(25,100,7500)
Removed operators Class
1
Class
2
Class
3
Class
4
Class
5
Complete
set
RE, ES-1 -1.59 -1.13 -0.41 -1.06 -0.46 -0.93
RE, ES-1, EH -1.80 -1.12 -0.83 -1.32 -1.16 -1.24
RE, ES-1, EH, IH-1 -1.81 -1.32 -1.07 -1.59 -0.96 -1.35
RE, ES-1, EH, IH-1,
IntraE
-2.10 -1.36 -1.05 -1.71 -1.29 -1.50
RE, ES-1, EH, IH-1,
IntraE, InterE
-2.53 -1.73 -0.88 -1.61 -0.95 -1.54
RE, ES-1, EH, IH-1,
IntraE, InterE, IRDI-1
-2.29 -1.67 -0.79 -1.72 -1.14 -1.52
RE, ES-1, EH, IH-1,
IntraE, InterE, IRDI-1,
IH-2
-2.34 -1.96 -1.18 -1.45 -1.10 -1.60
RE, ES-1, EH, IH-1,
IntraE, InterE, IRDI-1,
IH-2, IEF-1
-2.43 -1.40 -1.08 -1.40 -1.19 -1.50
Further experiments were carried out in order to keep a good set of operators,
as follows. First, the operators were ranked in ascending order of the average gap
over the complete set of instances. Then, the two operators with the smallest gap
were removed from mALNS (25,100,7500) simultaneously, i.e., RE and ES-1. Then,
the three operators with the smallest gap were removed from mALNS (25,100,7500)
simultaneously, i.e., RE, ES-1, and EH. The process continues until all operators
with a negative gap over the complete set of instances are removed. The average
percent gap of the obtained results with respect to ALNS(25,100,7500) is displayed
in Table 3.5. The gap was calculated according to Equation (3.34). Detailed results
are reported in Tables A.21–A.30.
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The results shown in Table 3.5 reveal that the best results, in average, are
obtained from removing RE, ES-1, EH, IH-1, IntraE, InterE, IRDI-1, and IH-2,
simultaneously.
Overall, the best results are achieved by the multi-start ALNS in which 25
initial solutions are built and improved though ALNS for 100 iterations each one.
Then, the best solution is chosen and improved through ALNS for 7500 iterations.
The ALNS schemes use EAS, ES-2, IntraR, InterR, IEF-1, IEF-2, IS-1, IS-2, and
IRDI-2. This multi-start ALNS version will be hereafter called mALNS∗.
3.6.3.3 Solutions quality
In order to assess the quality of the solutions reported by mALNS∗, model (3.1)–
(3.23) (hereafter called MrTOP) and its linear relaxation (hereafter called RMrTOP)
were coded in C++ and solved by CPLEX 12.6. The computation time allowed to
solve each instance was set to 7200 CPU seconds, using 10 threads.
CPLEX was not able to solve MrTOP for any instance to optimality but it
reported a feasible solution for all cases, i.e. a lower bound for the optimal value
of the objective function. On the other hand, CPLEX solved all instances with
RMrTOP to optimality, thus providing upper bounds for the optimal value of the
objective function in MrTOP. Note that it is possible to obtain better upper bounds
than the ones provided by the linear relaxation from the nodes of the B&C tree of
CPLEX when it is executed to solve MrTOP. Nonetheless, the upper bounds were
not significantly improved after 7200 CPU seconds.
For each instance, we calculated the gap of the objective function value re-
ported by mALNS∗ with respect to the lower bound and the upper bound, through
Equations (3.35) and (3.36), respectively, where z(mALNS∗) is the value of the objec-
tive function reported by mALNS∗, z(MrTOP) is the lower bound, and z(RMrTOP)
is the upper bound. A small number ǫ is added to the lower bound in the denom-
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Table 3.6: Percent gap between the objective values reported by mALNS∗
and CPLEX for MRTOP
Class Minimum Average Maximum
1 -2.49 60.30 183.59
2 3.78 50.42 163.58
3 -0.93 50.69 155.84
4 -6.58 26789523.07 1044790000
5 -4.73 89.04 2172.15
Complete set -6.58 57.56a 1044790000
a Excluding the case in which the gap is equal to 1044790000.
inator of Equation (3.35) because one of the obtained bounds is equal to zero. In
the reported calculations, ǫ was set to 0.0001. The calculated gaps are reported in
Tables A.31–A.35.
gapLB =
z(mALNS∗)− z(MCTOP)
z(MrTOP) + ǫ
× 100%. (3.35)
gapUB =
z(RMrTOP)− z(mALNS∗)
z(RMrTOP)
× 100%. (3.36)
Table 3.6 displays the smallest, the average, and the largest percent gap of the
objective function value obtained by mALNS∗ with respect to the lower bound for
each instance class. The fact that there are some negative gaps reveals that there
are instances in which CPLEX outperforms mALNS∗. In fact, Tables A.31–A.35
show that the lower bound reported by CPLEX is better than the result reported
by mALNS∗ in only nine out of 195 instances: one instance from Class 1, one from
Class 3, four from Class 4, and three from Class 5. Nevertheless, in average, mALNS∗
reports results 57.56% better than those reported by CPLEX for MrTOP.
Table 3.7 displays the smallest, the average, and the largest percent gap of the
Chapter 3. A rich team orienteering problem 98
Table 3.7: Percent gap between the objective values reported by mALNS∗ and
CPLEX for RMrTOP
Class Minimum Average Maximum
1 1.26 10.72 21.37
2 7.26 12.16 18.03
3 5.81 10.50 16.52
4 9.49 19.60 25.04
5 10.43 15.23 18.33
Complete set 1.26 13.66 25.04
Table 3.8: Number of instances with gap smaller than 5%, 10%, 20%, and 30%
(mALNS∗ vs RMrTOP)
Class <5% <10% <20% <30%
1 7 19 38 39
2 0 8 39 39
3 0 22 39 39
4 0 1 22 39
5 0 0 39 39
Total 7 50 177 195
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objective function value obtained by mALNS∗ with respect to the upper bound for
each instance class. On the other hand, Table 3.8 displays the number of times that
the gap with respect to the upper bound is smaller than 5%, 10%, 20%, and 30%.
The results reported in Table 3.7 reveal that, in the best case, the gap of the
objective function reported by mALNS∗ is only 1.26% worse than the upper bound.
This means that this solution is, at most, 1.26% worse than the optimum. On the
other hand, in the worst case, the solution reported by the heuristic is, at most,
25.04% worse than the optimum. Furthermore, Table 3.8 shows that in seven out of
195 cases, the gap with respect to the upper bound is smaller than 5%, and in 50
out of 195 cases, the gap does not exceed 10%. Then, we can assure that in seven
instances, the gap of the solution obtained by mALNS∗ with respect to the optimum
is lower than 5%, and in 50 cases, it is lower than 10%.
3.6.3.4 Execution time
Table A.36 shows the running time in seconds required by mALNS∗ to approximate
the optimal solution of the rTOP per instance. The total time required to solve each
instance class is shown in Figure 3.1. This figure suggests that the computation time
depends mostly on the stock level. In fact, the class that was solved in the shortest
time is Class 1, in which the total stock is sufficient to satisfy the demand. On the
other hand, the classes that required the largest time to be solved are Classes 4 and
5, in which the stock is not large enough to satisfy the demand. It is noteworthy that
more decisions must be taken in the latter cases, thus increasing the solutions space
size and requiring more computational effort to approximate the optimal solution.
Besides, note that the size of the neighborhoods that are explored through out
the destroy and repair operators depends on the number of vehicles, customers, and
products. Thus, the larger these parameters are, the longest the computation time
required by mALNS∗ to solve the problem. Table 3.9 shows the average running time,
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Figure 3.1: Computation time in seconds per instance class
the percent coefficient of variation (defined as the ratio of the standard deviation
to the mean), and the minimum and maximum running time required to solve each
case per instance class. The high coefficients of variation and the large differences
between the maximum and the minimum execution time per instance class suggest
that different levels of the above mentioned parameters affect the computation time.
In fact, within each class, the instance that was solved faster has the following
parameters: |N | = 48, |V | = 3, and |P | = 5. On the contrary, within classes 1,
3, and 5, the instance that required the largest computation time has parameters
|N | = 288, |V | = 20, and, |P | = 15, while within classes 2 and 4, |N | = 288, |V | = 18,
and, |P | = 15.
3.7 Chapter conclusions
In this chapter, a logistic problem arising from the daily delivery schedule of a
perishable products supplier was modeled as a rich TOP in which the delivery of
multiple products, split deliveries, vehicles capacity, incomplete services, and soft
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Table 3.9: Analysis of the computation time per instance class
Class Average Coefficient
of
variation
Minimum Maximum
1 42.56 75.49 6.1 160.62
2 61.23 108.78 6.53 300.47
3 61.47 109.67 7.1 339.19
4 161.16 192.85 7.72 1406.26
5 129.34 165.44 8.41 1118.18
time windows, are taken into account. The problem was modeled though a mixed
integer linear programming formulation and solved by eight variants of a multi-start
ALNS.
The computational results reveal that the multi-start ALNS produces better
results than those found by the classical implementation of ALNS in which a single
solution is built and then improved.
The proposed scheme has shown to produce better results than CPLEX 12.6
in 186 out of 195 instances. Furthermore, the computation of the linear relaxation
of the proposed model allows to determine than in seven out of 195 instances, the
solutions reported by the multi-start ALNS are, at most, 5% worse than the optimal
solution, and in 50 out of 195 cases, the gap does not exceed 10%.
Chapter 4
The orienteering problem with
mandatory visits and conflicts
This chapter addresses a variant of the Orienteering Problem (OP) in which it is
mandatory to visit some nodes and also incompatibilities among nodes arise. Five
mixed integer linear programming formulations are proposed to model the problem.
The main difference among the formulations lies in the way they tackle the subtour
elimination constraints. The proposed formulations are tested over a large set of
instances of the problem. Computational results reveal that the model in which
the subtour elimination is addressed by a single-commodity flow formulation allows
CPLEX 12.6 to find more optimal solutions within one hour of computation time
than the other formulations.
4.1 Motivation and problem description
The Orienteering Problem with Madatory Visits and Conflicts (OPMVC) is an ex-
tension of the OP, described in Section 1.1, in which there is a set of nodes that
must be included in the route and besides, there are some nodes that have conflict
with others, meaning that if a node has conflict with another one, at most one of
them can be included in the route.
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The problems consists then in designing a route that starts and ends at two
fixed nodes, visits all mandatory nodes and some optional ones seeking to maximize
the total collected score, while ensuring that the duration of the route does not
exceed a threshold time.
The OPMVC has many potential practical applications. For example, it can
be used to design personalized routes for tourists. Every point of interest in a city
is seen as a node in the OP context and its score depends on the tourist interest in
visiting it. The tourist has a limited time to visit the points of interest, so the route
duration is constrained. There are some representative sites of a city that cannot be
missed, then they are set as mandatory nodes. Conflicts among points of interest
help to diversify the visited sites, for example, if the tourist wishes to visit just one
church, they become incompatible among them.
Another potential application is the design of hazardous waste collection routes.
Potential chemical reactions make it impossible to transport some products in the
same vehicle. Then, nodes in which incompatible products have to be collected are
incompatible among them. Furthermore, some nodes may require urgent pickups,
thus becoming mandatory nodes. The collected score in each node location is pro-
portional to the profit gained by the company for serving it and the route duration
is constrained to be smaller than the driver working hours.
4.2 Literature review
As mentioned in Chapter 3, several variants, solution methods, and applications of
the OP can be found in the literature. The interested reader is referred to Vansteen-
wegen et al. (2011b) and Gunawan et al. (2016) for extensive surveys on the OP.
The OPMVC was introduced by Palomo-Mart´ınez (2015). In this work, the
problem was modeled through two mixed integer linear programming formulations,
and solved by column generation and by a hybrid heuristic scheme that combines
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Greedy Randomized Adaptive Search Procedure (GRASP) with Variable Neigh-
borhood Search (VNS). Afterwards, Palomo-Mart´ınez et al. (2017) proposed an
improved version of the GRASP-VNS which was later outperformed by a memetic
algorithm proposed by Lu et al. (2018).
In Palomo-Mart´ınez (2015), the OPMVC is modeled through two mixed inte-
ger linear programming formulations which main difference is the way they handle
subtour elimination. Both formulations adapt subtour elimination constraints from
the Traveling Salesman Problem (TSP) literature: the ones proposed by Miller et al.
(1960), known as MTZ constraints, and those proposed by Wong (1980) and later
by Claus (1984), which are based on a multi-commodity flow formulation.
In this work, five formulations for the OPMVC are proposed, tested, and com-
pared to each other. One of the formulations is obtained from adapting the con-
nectivity constraints proposed by Fischetti and Toth (1988) for the Prize Collecting
Traveling Salesman Problem (PCTSP) to the OPMVC. The four remaining for-
mulations are obtained by adapting subtour elimination constraints from the TSP
literature. One of them is the same formulation proposed in Palomo-Mart´ınez (2015),
based on a multi-commodity flow formulation. The others adapt the subtour elimi-
nation constraints proposed by Gavish and Graves (1978), those proposed by Dantzig
et al. (1954), and the ones proposed by Desrochers and Laporte (1991) to strengthen
the MTZ constraints.
4.3 Mathematical model
In this section, the OPMVC is formally described and the five proposed formulations
are introduced.
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4.3.1 Notation
Let G = (N,A) be a complete undirected graph in which triangular inequality holds.
The node set N is divided into the depots set N1 = {1, n}, the mandatory nodes set
M , and the optional nodes set O; such that M ∪ O = N\{1, n} and M ∩ O = ∅. A
score si is associated with each optional node i ∈ O. For each node i ∈ N , the set
Ci contains the nodes that have conflict with it. The travel time of arc (i, j) ∈ A is
denoted by tij and the maximum allowed duration of the route is denoted by tmax.
The objective is to design a route that starts at 1 and ends at n, whose duration
does not exceed tmax, and visits all mandatory nodes and some optional ones in order
to maximize the total collected score.
4.3.2 Mixed integer linear programming formulations
The five proposed formulations make use of the following decision variables:
xij =

 1 if node j is visited immediately after node i, (i, j) ∈ A;0 otherwise.
yi =

 1 if node i is visited, i ∈ N ;0 otherwise.
The OPMVC, without subtour elimination constraints, is formulated as follows:
max z=
∑
i∈O
siyi (4.1)
subject to:∑
i∈N :(1,i)∈A
x1i=1 (4.2)
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∑
i∈N :(i,n)∈A
xin=1 (4.3)
yk=1 k ∈M (4.4)∑
j∈N :(j,i)∈A
xji=yi i ∈ N\{1} (4.5)
∑
j∈N :(i,j)∈A
xij=yi i ∈ N\{n} (4.6)
yi + yj≤1 i ∈ N, j ∈ Ci, Ci 6= ∅ (4.7)∑
(i,j)∈A
tijxij≤tmax (4.8)
xij∈{0, 1} (i, j) ∈ A (4.9)
yi∈{0, 1} i ∈ N (4.10)
Objective function (4.1) seeks to maximize the total collected score. Con-
straints (4.2) and (4.3) ensure that the route starts at node 1 and ends at node n,
respectively. Constraints (4.4) assure that all mandatory nodes are included in the
route. Constraints (4.5) and (4.6) guarantee flow conservation. Constraints (4.7)
avoid visiting nodes in conflict with each other. Constraint (4.8) ensures that the
duration of the route does not exceed the limit. Finally, constraints (4.9) and (4.10)
are related to the domain of the decision variables.
Below, the subtour elimination constraints used in each model are described
4.3.2.1 Dantzig, Fulkerson, and Johnson’s subtour elimination
constraints
The subtour elimination constraints proposed by Dantzig et al. (1954), also known
as clique constraints, provide the strongest known linear relaxation for the TSP but
the exponential number of constraints makes their implementation impractical so,
usually, they are combined with cut generation procedures.
The subtour elimination constraints proposed by Dantzig et al. (1954) are
stated as follows:
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∑
i,j∈S
xij ≤ |S| − 1 S ⊂ {2, . . . , n}, |S| ≥ 2 (4.11)
Constraints (4.11) are facet defining for the TSP and they can be used for
solving the OPMVC. Nonetheless, they can be strengthen for the OPMVC as done
by Feillet et al. (2005):
∑
i,j∈S:i 6=j
xij ≤
∑
i∈S\{k}
yi S ⊂ {2, . . . , n}, |S| ≥ 2, k ∈ S (4.12)
Model (4.1)–(4.10), and (4.12) is hereafter called OPMVC-DFJ.
4.3.2.2 Fischetti and Toth’s connectivity constraints
The following connectivity constraints that were proposed by Fischetti and Toth
(1988) for the PCTSP, also prevent subtours for the OPMVC. Besides, they are
equivalent to (4.12).
∑
i∈S¯
∑
j∈S
xij ≥ yk k ∈ S, S ⊂ {2, 3, . . . n}, |S| ≥ 2 (4.13)
From now on, model defined by (4.1) – (4.10), and (4.13) is called OPMVC-FT.
4.3.2.3 Desrochers and Laporte’s subtour elimination
constraints
Due to their simplicity, MTZ subtour elimination constraints have been widely used
to formulate free-loop solutions for the TSP. Nevertheless, they provide a very
weak linear relaxation, so many efforts have been done to strengthen this formula-
tion without compromising its simplicity. One of the most relevant contributions
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is due to Desrochers and Laporte (1991), who proposed the following facet defining
constraints:
2 ≤ ui≤n i ∈ N\{1} (4.14)
ui − uj + (n− 2)xij + (n− 4)xji≤n− 3 (i, j) ∈ A. (4.15)
Note that variable ui can be interpreted as the position of node i in the route.
Even though constraints (4.14) and (4.15) also avoid subtours in the OPMVC, it is
to note that some nodes will not be visited, so variable ui does not longer represent
the position of node i in the route. It is possible to come back to this definition by
bounding variables ui, so constraints (4.14) are replaced by constraints (4.16) which
ensure that the position in which node i is included in the route is not larger than
the number of visited nodes.
2 ≤ ui ≤
∑
j∈N
yj i ∈ N\{1} (4.16)
From now on, model (4.1) – (4.10), (4.15), and (4.16) will be called OPMVC-
DL.
4.3.2.4 Gavish and Graves’s subtour elimination constraints
The subtour elimination constraints proposed by Gavish and Graves (1978) for the
TSP are based on a single-commodity flow formulation. Let gij be the flow of a
single commodity traversing arc (i, j). Then, the subtour elimination constraints for
the proposed by Gavish and Graves (1978) for the TSP are stated as follows:
n∑
j=1
gji −
n∑
j=2
gij=1 i ∈ N\{1} (4.17)
0 ≤ gij≤(n− 1)xij (i, j) ∈ A : j 6= 1 (4.18)
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Constraints (4.17) and (4.18) guarantee that n−1 units of flow leave the origin
node and each node consumes one unit of flow. If variable gij is greater than zero,
then its value is equal to the number of arcs from node j to the destination node in
the optimal route.
It should be noted that constraints (4.17) assume that all nodes are visited.
Therefore, in order to avoid subtours in the OPMVC, constraints (4.17) are replaced
by constraints (4.19) which ensures that a node consumes one unit of flow only if it
is included in the route.
n−1∑
j=1
gji −
n−1∑
j=2
gij = yi i ∈ N\{1, n} (4.19)
The optimization model defined by (4.1) – (4.10), (4.18), and (4.19) is hereafter
called OPMVC-GG.
4.3.2.5 Wong’s subtour elimination constraints
The subtour elimination constraints proposed by Wong (1980) and later by Claus
(1984) for the TSP are based on a multi-commodity flow formulation. This formu-
lation has been proven to provide a linear relaxation as strong as the one provided
by the subtour elimination constraints of Dantzig et al. (1954), and it is easier to
implement in practice.
Consider n− 1 commodities. Let node 1 be the origin node of one unit of each
commodity and let node k be the destination node of commodity k, k = 2, . . . , n.
Let zkij be the flow of commodity k traversing arc (i, j) ∈ A. Equations (4.20) –
(4.25) are the subtour elimination constraints proposed by Wong (1980).
zkij≤xij (i, j) ∈ A, k = 2, . . . , n (4.20)∑
i∈N
zk1i=1 k = 2, 3, . . . , n (4.21)
Chapter 4. The OP with mandatory visits and conflicts 110
∑
i∈N
zki1=0 k = 2, 3, . . . , n (4.22)∑
i∈N
zkik=1 k = 2, 3, . . . , n (4.23)∑
i∈N
zkki=0 k = 2, 3, . . . , n (4.24)∑
i∈N
zkij −
∑
i∈N
zkji=0 k = 2, 3, . . . , n, j ∈ N\{1}, j 6= k (4.25)
Constraints (4.20) guarantee that no flow will traverse arc (i, j) if it does not
belong to the route. Constraints (4.21) mean that node 1 is the source node of one
unit of each commodity, while Constraints (4.22) ensure that no flow will return to
the origin node. Constraints (4.23) and (4.24) guarantee that one unit of commodity
k enters to node k and does not leave it. Finally, Constraints (4.25) assure flow
conservation.
Consider that a solution of the OPMVC is not a cycle, but a path starting at
node 1 and ending at node n; also, it must be taken into account that not all nodes
are visited. As a result of these considerations, Constraints (4.22) and (4.23) are
reformulated as follows:
∑
i∈N
zkin=1− yk k = 2, 3, . . . , n− 1 (4.26)∑
i∈N
zkik=yk k = 2, 3, . . . , n− 1 (4.27)
Constraints (4.26) ensure that only units of commodities associated with non-
visited nodes enter to node n and Constraints (4.27) guarantee that one unit of
commodity k enters to node k only if it is visited.
An additional modification to the original subtour elimination constraints is
that there is not a commodity associated with node n. If so, Constraints (4.26) and
(4.27) would be infeasible when k = n.
From now on, the formulation defined by (4.1) - (4.10), (4.20), (4.21), and
(4.24) – (4.27) will be called OPMVC-W.
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Table 4.1: Formulations for the Orienteering Problem with Mandatory Visits and
Conflicts
Model Variables Number of
variables
Constraints Number of
constraints
OPMVC-
DFJ
- 0 (4.12)
∑n−1
i=2 iC(n−1, i)
OPMVC-
FT
- 0 (4.13)
∑n−1
i=2 iC(n−1, i)
OPMVC-
DL
ui, i ∈ N\{1} n− 1 (4.15) and
(4.16)
(n+ 1)(n− 1)
OPMVC-
GG
gij, (i, j) ∈ A n(n− 1) (4.18) and
(4.19)
n2 − n− 1
OPMVC-W zkij, (i, j) ∈
A, k =
2, . . . , n− 1
n(n−
1)(n− 2)
(4.20),
(4.21), and
(4.24)–
(4.27)
(n2 + 2)(n− 2)
4.3.2.6 Summary
Table 4.1 summarizes the five proposed formulations. For each model, it is reported
which and how many variables are added to model (4.1)–(4.10) to avoid subtours,
as well as the subtour elimination constraints and its number.
4.4 Computational experiments
This section is divided in four subsections. The first one is devoted to describe the
instances used to test the models, the second subsection relates to the experimental
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environment, the third one describes the methodology used to test the models, and
the fourth one reports the computational tests results.
In turn, the fourth subsection is divided in two groups of results. The first
group is devoted to compare the quality of the solutions reported by the solver by
solving each model. The second group of results analyzes the computation time.
4.4.1 Instances
Nine instance classes were used to test the proposed models: Classes 1 to 6 were
taken from Palomo-Mart´ınez et al. (2017), while Classes 7 to 9 were generated for
this research. All instances are based on those proposed by Fischetti et al. (1998)
for the OP.
Each class contains the same set of graphs, whose size goes from 21 to 262
nodes. Every group has different percentage of mandatory nodes and each node can
be free of conflicts or can be incompatible with 1, 2, or 3 nodes. Characteristics of
each instance class are summarized in Table 4.2.
4.4.2 Experimental environment
Models OPMVC-DL, OPMVC-GG, OPMVC-W, OPMVC-DFJ, and OPMVC-FT
were coded in C++ and solved through CPLEX 12.6 on a 2.10 GHz Intel Xeon(R)
CPU E52620 v2 under Ubuntu 14.04 LTS operating system.
4.4.3 Methodology
Models OPMVC-DL, OPMVC-GG, and OPMVC-W were used to solve each instance
through CPLEX. The solver stops when it reaches 3600 CPU seconds or its default
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Table 4.2: Characteristics of the instance classes
Class Percentage of
mandatory
nodes
Percentage of
free-conflict nodes
Number of
instances
Class 1 10% <50% 62
Class 2 20% <50% 55
Class 3 30% <50% 53
Class 4 10% >50% and <100% 62
Class 5 20% >50% and <100% 55
Class 6 30% >50% and <100% 53
Class 7 10% 100% 62
Class 8 20% 100% 55
Class 9 30% 100% 53
relative gap (1e-04).
On the other hand, due to the exponential number of constraints in OPMVC-
DFJ and OPMVC-FT, the complete models were not implemented. Instead, violated
constraints were systematically identified and added to the model as described below.
Model OPMVC-DFJ is solved by CPLEX 12.6 without the subtour elimination
constraints and then, Algorithm 7 is executed to find subtours. Violated members
of the subtour elimination constraints are identified if there are nodes with different
labels. If that is the case, the corresponding subtour elimination constraints are
added to the model which is solved again by CPLEX. This procedure is repeated
until a solution without subtours is found or the algorithm reaches 3600 CPU seconds
of execution.
As before, in order to solve OPMVC-FT, it is solved by CPLEX 12.6 without
the connectivity constraints. Existing subtours are identified by solving a maximum
flow problem from each node i ∈ M to each node j ∈ O on a graph whose arc
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Algorithm 7 Identify violated members of the subtour elimination constraints
Require: : G′ ⊲ Directed graph given by the x∗ and y∗ values
1: Let N ′ be the set of nodes of G′
2: Set the nodes in N ′ as unlabeled
3: l ← 1
4: while there are unlabeled nodes in N ′ do
5: Select an unlabeled node i from N ′
6: Find all the reachable unlabeled nodes from i in G′ by means of a search
algorithm and label them as l
7: l ← l + 1
8: end while
capacities are given by the x∗ values of the current solution, by means of the Edmonds
Karp algorithm, as in Erdog˘an et al. (2010). If the maximum flow is less than yi and
both i and j do not belong to the main tour, a violated constraint along the sets
separated by the minimum cut has been identified. If any subtours are identified,
their respective connectivity constraints are added to the model and it is solved
again. The process is repeated until a solution without subtours is found or the time
limit of 3600 CPU seconds is reached.
4.4.4 Experimental results
In this section, the computational tests results are reported. First, the quality of the
obtained solutions is compared among the models. After that, it is presented a brief
analysis of the computation time required by CPLEX 12.6 when using the proposed
the models.
Detailed results obtained by CPLEX 12.6 using the models are displayed in
Tables B.1–B.9.
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4.4.4.1 Solutions quality
Table 4.3 displays the number and percentage of instances that were solve to opti-
mality by CPLEX 12.6 per instance class.
Despite the fact that the subtour elimination constraints proposed by Wong
(1980) and Dantzig et al. (1954) provide the strongest formulation for the TSP,
models OPMVC-W and OPMVC-DFJ allowed CPLEX 12.6 to solve only 53.14%
and 64.87% of the instances. In fact, the least number of instances were solved to
optimality by using OPMVC-W. This is because, even though OPMVC-W has a
polynomial number of constraints, its degree is equal to three, so the number of
constraints increases rapidly with the number of nodes.
Nevertheless, it is remarkable that OPMVC-DFJ allowed the solver to find
optimal solutions for almost all instances of Classes 2 and 3. Notice that the number
of subtour elimination constraints in this model depends on the size of the cliques
and that relatively few nodes will be visited in the optimal solutions of instances
belonging to Classes 2 and 3 due to the high level of conflicts among nodes. Then,
few violated members of the subtour elimination constraints are found when solving
the model, thus allowing the algorithm to find optimal solutions within the time
limit.
It is also important to highlight that despite the fact that OPMVC-DFJ and
OPMVC-FT report a similar average number of optimal solutions, the coefficient of
variation (defined as the ratio of the standard deviation to the mean) is evidently dif-
ferent. Since both formulations are equivalent, the difference is due to the algorithms
used to identify the violated constraints.
Another relevant result is that even though the subtour elimination constraints
proposed by Gavish and Graves (1978) are weaker than those proposed by Dantzig
et al. (1954) and Wong (1980) for the TSP, they allowed the solver to find the largest
number of optimal solutions for the OPMVC.
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Table 4.3: Percentage of optimal solutions reported by CPLEX
Class OPMVC-
DL
OPMVC-
GG
OPMVC-
W
OPMVC-
DFJ
OPMVC-
FT
Class 1 62.90% 70.97% 58.06% 69.35% 62.90%
(39/62) (44/62) (36/62) (43/62) (39/62)
Class 2 63.64% 74.55% 60.00% 89.09% 74.55%
(35/55) (41/55) (33/55) (49/55) (41/55)
Class 3 71.70% 75.47% 58.49% 98.11% 88.68%
(38/53) (40/53) (31/53) (52/53) (47/53)
Class 4 54.84% 70.97% 51.61% 50.00% 51.61%
(34/62) (44/62) (32/62) (31/62) (32/62)
Class 5 52.73% 76.36% 50.91% 61.82% 61.82%
(29/55) (42/55) (28/55) (34/55) (34/55)
Class 6 41.51% 73.58% 52.83% 64.15% 67.92%
(22/53) (39/53) (28/53) (34/53) (36/53)
Class 7 53.23% 64.52% 50.00% 41.94% 46.77%
(33/62) (40/62) (31/62) (26/62) (29/62)
Class 8 52.73% 67.27% 47.27% 52.73% 61.82%
(29/55) (37/55) (26/55) (29/55) (34/55)
Class 9 43.40% 67.92% 49.06% 56.60% 56.60%
(23/53) (36/53) (26/53) (30/53) (30/53)
Average
percentage
55.18% 71.29% 53.14% 64.87% 63.63%
Coefficient
of
variation
17.50% 5.71% 8.63% 28.24% 19.64%
Total
optimal
solutions
282/510 363/510 271/510 328/510 322/510
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Finally, the small coefficient of variation reported by OPMVC-GG suggests
that CPLEX 12.6 is able to provide optimal solutions for instances of the OPMVC
using this model despite the characteristics of the instances. Nevertheless, the per-
centage of solved instances belonging to Classes 7, 8, and 9 is slightly lower than
the percentage of solved instances of the remaining classes. In fact, this behavior
is similar for all the tested models. This suggests that, even that the increment of
conflicts adds constraints to the models, they become easier to solve.
There are some instances for which CPLEX did not report the optimal solution,
but it provided a feasible one. Then, for each instance, the best found solution by the
five models was recorded. After that, the number of times in which each formulation
allowed the solver to find the best solution was recorded, as reported in Table 4.4.
Note that the percentage of instances for which OPMVC-W, OPMVC-DFJ,
and OPMVC-C reported the best feasible solutions is equal to the percentage of
instances for which they obtained optimal solutions. This is evident for OPMVC-
DFJ and OPMVC-C because the complete models were not solved; therefore, these
models either report the optimal solution or an upper bound. Similar to the results
shown in Table 4.3, CPLEX reported the best solutions for more instances by using
OPMVC-GG with the lowest coefficient of variation.
4.4.4.2 Computation time
Table 4.5 displays the execution time in seconds required to try to solve each instance
class, even considering the instances for which the optimal solution was not reported.
For a better visualization of the execution time, Figure 4.1 shows a heatmap that
illustrates the results reported in Table 4.5.
It is worth noticing that despite the simplicity of OPMVC-DL, it requires more
computation time than the other formulations. Furthermore, within this computa-
tion time, it is able to prove the optimality of only 55.18% of the instances. On
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Table 4.4: Percentage of instances in which each model allowed CPLEX to find the
best known integer solution
Class OPMVC-
DL
OPMVC-
GG
OPMVC-
W
OPMVC-
DFJ
OPMVC-
C
Class 1 62.90% 72.58% 58.06% 69.35% 62.90%
(39/62) (45/62) (36/62) (43/62) (39/62)
Class 2 63.64% 74.55% 60.00% 89.09% 74.55%
(35/55) (41/55) (33/55) (49/55) (41/55)
Class 3 71.70% 75.47% 58.49% 98.11% 88.68%
(38/53) (40/53) (31/53) (52/53) (47/53)
Class 4 56.45% 70.97% 51.61% 50.00% 51.61%
(35/62) (44/62) (32/62) (31/62) (32/62)
Class 5 52.73% 76.36% 52.73% 61.82% 61.82%
(29/55) (42/55) (29/55) (34/55) (34/55)
Class 6 43.40% 75.47% 52.83% 64.15% 67.92%
(23/53) (40/53) (28/53) (34/53) (36/53)
Class 7 58.06% 66.13% 50.00% 41.94% 46.77%
(36/62) (41/62) (31/62) (26/62) (29/62)
Class 8 52.73% 69.09% 47.27% 52.73% 61.82%
(29/55) (38/55) (26/55) (29/55) (34/55)
Class 9 43.40% 67.92% 49.06% 56.60% 56.60%
(23/53) (36/53) (26/53) (30/53) (30/53)
Average
percentage
56.11% 72.06% 53.34% 64.87% 63.63%
Coefficient
of
variation
16.62% 5.16% 8.47% 28.24% 19.64%
Total best
solutions
287/510 367/510 271/510 328/510 322/510
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Figure 4.1: Computation time variation
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Table 4.5: Execution time required to solve each instance class
Class OPMVC-
DL
OPMVC-
GG
OPMVC-
W
OPMVC-
DFJ
OPMVC-
FT
Class 1 120064.47 74142.79 106278.46 82201.7 95193.67
Class 2 84218.19 53650.74 91236.79 26705.55 54726.23
Class 3 63955.02 49953.04 83677.31 6782.01 23835.98
Class 4 153903.1 72498.27 124148.48 122295.5 119556.99
Class 5 135949.61 55296.94 108052.09 90589.71 81178.33
Class 6 133027.59 61920.41 93530.05 74438.2 69352.62
Class 7 152128.31 88041.26 129292.98 137733.75 132378.98
Class 8 143424.63 67656.44 119030.01 98714.28 89365.78
Class 9 138432 64859.43 112660.19 95328.69 85315.77
the other hand, the heatmap suggests that OPMVC-GG is not as affected by the
variations of the tested instances as the other formulations.
The smallest computation times are observed for OPMVC-DFJ and OPMVC-
FT in instances with small percentage of free-conflict nodes and high percentage of
mandatory nodes. As mentioned before, the large number of incompatible nodes
causes a reduction in the potential number of nodes to be included in the route,
thus reducing the cliques size. As a consequence, the cut generation algorithms are
able to quickly find the violated constraints and incorporate them into the model.
Finally, notice that the computation time required to solve each model seems
to be affected both by the level of conflicts and the percentage of mandatory nodes.
In fact, the instances in which all nodes are conflict-free and the percentage of
mandatory nodes is small require more computation time to be solved, since the
search space increases.
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4.5 Chapter conclusions
Different formulations have been proposed in the literature to deal with subtour
elimination in the TSP. In this chapter, five of the most known formulations have
been adapted to model the OPMVC. Formulation OPMVC-DL uses the subtour
elimination constraints proposed by Desrochers and Laporte (1991) to strengthen
the ones proposed by Miller et al. (1960); formulation OPMVC-GG uses the subtour
elimination constraints based on the single-commodity flow formulation proposed
by Gavish and Graves (1978); formulation OPMVC-W avoids subtours by adapt-
ing the multi-commodity flow formulation proposed by Wong (1980) and later by
Claus (1984); formulation OPMVC-DFJ contains clique constraints based on those
introduced by Dantzig et al. (1954); finally, OPMVC-FT contains connectivity con-
straints adapted from those proposed by Fischetti and Toth (1988) to avoid subtours
in the PCTSP.
OPMVC-DL, OPMVC-GG, and OPMVC-W contain a polynomial number of
constraints and additional variables, while OPMVC-DFJ and OPMVC-FT do not
require to introduce additional variables but they contain an exponential number of
constraints, thus cut generation procedures were used to systematically find violated
members of the constraints.
All formulations were coded and solved through CPLEX 12.6 for a set of 510
instances of the problem. Experimental results show that OPMVC-GG is able to
solve more instances to optimality than the other formulations (71%, approximately)
and the computation time required to try solve the instances does not seem to be sig-
nificantly affected by the variations of the instances. Nevertheless, under particular
configurations of the instances (high percentage of mandatory nodes and low per-
centage of free-conflict nodes), OPMVC-DFJ allows CPLEX to solve more instances
to optimality in a shorter computation time.
The computation time required to solve all models seems to be affected by the
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percentage of mandatory nodes and the percentage of free-conflict nodes. Notice
that both the increment of nodes that are not incompatible with any other and the
decrement of mandatory nodes cause an increase on the search space, thus increasing
the computation time.
Chapter 5
Conclusions and further
research
This chapter contains general conclusions of the work developed in this thesis. In
addition, it is described further research that would extend the results here presented.
5.1 Conclusions
Selective vehicle routing problems have been less studied than the classical Vehicle
Routing Problems (VRPs) despite their practical importance due to the existence
of many real-life applications in which it is not possible or necessary to provide a
service to the complete set of customers. In this thesis, three rich selective VRPs,
motivated by real-life situations were analyzed, modeled, and solved: the bi-objective
Traveling Purchaser Problem with Deliveries (2-TPPD), the rich Team Orienteering
Problem (rTOP), and the Orienteering Problem with Madatory Visits and Conflicts
(OPMVC). The 2-TPPD generalizes the Traveling Purchaser Problem (TPP), while
the rTOP and the OPMVC belong to the family of the Orienteering Problem (OP),
which in turn belongs to the family of the VRPs with profits.
In Chapter 2, the 2-TPPD was introduced. An ǫ-constraint in combination
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with CPLEX 12.6 was not able to find Pareto optimal solutions for instances contain-
ing more than 10 nodes. Then, three versions of a Relinked Variable Neighborhood
Search (RVNS) were proposed to solve large instances of the problem. Compu-
tational results show that the version in which the initial solution of every cycle
of relinked Variable Neighborhood Searchs (VNSs) is chosen at random, provides
Pareto front approximations that cover the Pareto front approximations reported
by the other variants for some instances, despite requiring a larger execution time.
Besides, the performance of some of the local search algorithms used in the RVNS
is instance-dependent. This fact remarks the importance of using multiple local
search algorithms when dealing with difficult combinatorial problems, since some of
them can compensate the weaknesses of others under different configurations of the
instances.
In Chapter 3, it was introduced a rich Team Orienteering Problem (TOP)
that takes into account several features that have not been considered in the OP
literature, such as the distribution of multiple products, the existence of a hetero-
geneous fleet of vehicles and soft time windows. Furthermore, to the best of our
knowledge, no other VRP studied in the literature considers soft time windows in
which the penalty is reflected in a waiting time rather than in the objective func-
tion. The rTOP was solved through a multi-start Adaptive Large Neighborhood
Search (ALNS) which performance was experimentally proven to be better than the
classical ALNS implementation. In addition, a mixed integer linear programming
formulation for the problem was coded and solved through CPLEX 12.6. The multi-
start ALNS provided better solutions than the feasible ones found by the solver in
186 out of 195 cases. In addition, it was found that in 50 out of 195 cases, the gap
of the objective function of the solutions reported by the multi-start ALNS is, at
most, 10% worse than the optimal solution.
Finally, the OPMVC was studied in Chapter 4. Five mixed integer linear
programming formulations of the problem were proposed by adapting subtour elim-
ination constraints from the Traveling Salesman Problem (TSP) literature and con-
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nectivity constraints originally proposed to avoid subtours in the Prize Collecting
Traveling Salesman Problem (PCTSP). The models were coded and solved with
CPLEX 12.6 over a large set of instances of the problem. The model in which sub-
tours are eliminated by means of a single-commodity flow formulation based on the
subtour elimination constraints proposed by Gavish and Graves (1978) showed to
provide the largest number of optimal solutions and its performance does not seem
to be affected significantly by the variations of the test instances.
5.2 Further research
This section describes further research guidelines that would improve the scope of
the results obtained through the development of this work.
5.2.1 The bi-objective traveling purchaser problem
with deliveries
The RVNS provides Pareto front approximations within a reasonable computation
time. Nevertheless, it is not possible to assess their closeness to the Pareto fronts
without computing Pareto optimal solutions. In Section 2.6, Pareto optimal solu-
tions of large instances were not found due to the complexity of the optimization
model used to solve the single-objective problems within the ǫ-constraint scheme.
Then, a proposal is to model the problem using a multi-level network as done by
Angel-Bello et al. (2013) to model the minimum latency problem. Another proposed
research line is to solve the single-objective problems through a column generation
scheme in which the subproblem is solved by a heuristic method to speed up its
execution.
Additionally, considering the real-life problem that motivated the 2-TPPD,
additional teams of technicians may be hired. Thus, the 2-TPPD could be extended
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to a multi-vehicle version.
On the other hand, it is realistic to think that new repairs may arise during
the route execution. Then, a proposal is to study a dynamic version of the problem
in which the customers requirements are known as time advances.
5.2.2 The rich team orienteering problem
As shown in Table 3.1, the rTOP comprises many characteristics of some TOPs
variants which, in turn, generalize several OP variants. Then, further adaptations
of the multi-start ALNS would allow us to find solutions for a wide range of OPs.
Another aim is to study a more realistic way to model the soft time windows
penalizations. In real life, if a driver arrives after the closing of the time window but
the customer still allows to perform the delivery, the driver will not know for sure
the starting hour of the service, thus the waiting time becomes a stochastic variable.
5.2.3 The orienteering problem with mandatory visits
and conflicts
Several exact methods that solve VRPs with profits exploit the characteristics of
mathematical models. Then, further work consists of using the proposed sub-
tour elimination constraints within exact methods to find optimal solutions for the
OPMVC.
Appendix A
Detailed results for the rich
team orienteering problem
Tables A.1–A.5 display the objective function value reported by each version of the
multi-start Adaptive Large Neighborhood Search (ALNS), as well as the best value
of the objective function reported by all of them, per instance.
Table A.1: Objective function values reported by each version of the multi-start
ALNS for instances of class 1
Instance mALNS
(1,
100,
4900)
mALNS
(12,
100,
3800)
mALNS
(25,
100,
2500)
mALNS
(37,
100,
1300)
mALNS
(1,
100,
9900)
mALNS
(25,
100,
7500)
mALNS
(50,
100,
5000)
mALNS
(75,
100,
2500)
Best
Cordeau pr01 536.279 534 557.776 564 553.986 566 585.712 577.176 585.712
Cordeau pr02 1137 1151 1145 1127 1157 1158 1112 1147 1158
Cordeau pr03 1590.67 1616.1 1525.65 1583.94 1534.56 1577.15 1570.65 1517.65 1616.1
Cordeau pr04 2114.95 2098.26 2070.15 2076.23 2017.33 2068.31 2073.95 2069.74 2114.95
Cordeau pr05 2841.95 2876.78 2826.92 2778.05 2815.52 2927.51 2869.33 2878.95 2927.51
Cordeau pr06 3349.22 3495.6 3476.55 3466.22 3466.87 3319.02 3526.73 3491 3526.73
Cordeau pr07 810.164 861.672 834.129 803.825 844.657 801.204 816.754 836.057 861.672
Cordeau pr08 1769.45 1796.86 1861.69 1738.08 1775.6 1820.8 1749.93 1799.88 1861.69
Cordeau pr09 2698.08 2629.32 2651.42 2631.91 2675.61 2724.33 2625.66 2673.6 2724.33
Cordeau pr10 3527.35 3703.94 3679.63 3602.36 3565.88 3636.52 3648.18 3678.95 3703.94
Solomon c101 1429.08 1413.05 1430.38 1421.22 1426.37 1453.56 1498.28 1470.37 1498.28
Solomon c102 1596.75 1585.76 1578.59 1577.93 1568.72 1600.02 1613.59 1638.19 1638.19
Solomon c103 1609.05 1600.74 1610.31 1620.03 1593.13 1633.92 1602.83 1588.8 1633.92
Continues on next page
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Instance mALNS
(1,
100,
4900)
mALNS
(12,
100,
3800)
mALNS
(25,
100,
2500)
mALNS
(37,
100,
1300)
mALNS
(1,
100,
9900)
mALNS
(25,
100,
7500)
mALNS
(50,
100,
5000)
mALNS
(75,
100,
2500)
Best
Solomon c104 1470.18 1505.68 1496.75 1474.81 1500 1479.89 1513.4 1484 1513.4
Solomon c105 1419.4 1435.99 1423.78 1413.04 1453.61 1425.44 1401.37 1484.16 1484.16
Solomon c106 1537.29 1608.31 1588.08 1578.09 1597.95 1591.18 1596.02 1572.98 1608.31
Solomon c107 1643.45 1611.72 1644.04 1647.94 1615.58 1652.44 1631.9 1629.28 1652.44
Solomon c108 1603.37 1613.81 1622.17 1632.86 1581.45 1601.51 1646.93 1666.99 1666.99
Solomon c109 1559.78 1585 1552.74 1511.35 1610.84 1541.09 1552.53 1580.91 1610.84
Solomon r101 1257.89 1191.34 1244.69 1263.99 1265.24 1252.94 1221.73 1218.04 1265.24
Solomon r102 1397.05 1361.21 1351.18 1363 1380.71 1360.23 1367.07 1390.91 1397.05
Solomon r103 1376.54 1316.79 1354.43 1369.89 1357.22 1370.62 1358.86 1385.87 1385.87
Solomon r104 1130.01 1185.79 1154.83 1125.42 1156.87 1174.6 1167.99 1210.07 1210.07
Solomon r105 1144.33 1223.31 1204.82 1143.84 1186.63 1206.05 1179.26 1213.78 1223.31
Solomon r106 1349.42 1280.3 1351.27 1307.92 1344.46 1306.79 1344.42 1329.37 1351.27
Solomon r107 1285.56 1306 1255.4 1252 1315.83 1266.28 1258.36 1263.09 1315.83
Solomon r108 1157.91 1172.31 1097.91 1156.27 1134.37 1150.49 1173.68 1169.83 1173.68
Solomon r109 1282.73 1314.71 1343 1291 1283.77 1349.37 1312.98 1295.99 1349.37
Solomon r110 1260.93 1283.28 1250.88 1220.97 1264.53 1198.59 1250.18 1249.5 1283.28
Solomon r111 1184.92 1181.44 1167.54 1201.02 1184.5 1232.74 1227.42 1195.8 1232.74
Solomon r112 1291.84 1273.97 1315 1278 1321 1321 1306 1310.29 1321
Solomon rc101 1331.51 1435.97 1442.85 1396.07 1380.42 1392.55 1401.09 1407.42 1442.85
Solomon rc102 1525.15 1474.74 1465.42 1483.55 1535.18 1459 1564.49 1508.71 1564.49
Solomon rc103 1480.31 1522.13 1464.52 1513.94 1558.97 1530.15 1544.52 1544.21 1558.97
Solomon rc104 1364.47 1367.4 1324.44 1399.47 1325.49 1375.85 1407.02 1450.13 1450.13
Solomon rc105 1574.66 1557.84 1503.84 1508.06 1569.7 1546.27 1530.46 1530.87 1574.66
Solomon rc106 1444.51 1462.23 1438.88 1400.82 1356.31 1378.96 1477.61 1456.86 1477.61
Solomon rc107 1480 1442.06 1434.32 1487.97 1541.72 1472.15 1503.57 1482.65 1541.72
Solomon rc108 1406.28 1400.49 1352.78 1349.46 1309.02 1426.3 1401.59 1390.32 1426.3
Table A.2: Objective function values reported by each version of the multi-start
ALNS for instances of class 2
Instance mALNS
(1,
100,
4900)
mALNS
(12,
100,
3800)
mALNS
(25,
100,
2500)
mALNS
(37,
100,
1300)
mALNS
(1,
100,
9900)
mALNS
(25,
100,
7500)
mALNS
(50,
100,
5000)
mALNS
(75,
100,
2500)
Best
Cordeau pr01 538.774 555.472 544.649 556.469 555.952 551.97 559.009 553.777 559.009
Cordeau pr02 1060 1055.68 1058.23 1054.46 1050.04 1066.06 1044.89 1042.46 1066.06
Cordeau pr03 1469.44 1518.38 1545.77 1496.03 1546.16 1560.2 1512.89 1557.51 1560.2
Continues on next page
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Instance mALNS
(1,
100,
4900)
mALNS
(12,
100,
3800)
mALNS
(25,
100,
2500)
mALNS
(37,
100,
1300)
mALNS
(1,
100,
9900)
mALNS
(25,
100,
7500)
mALNS
(50,
100,
5000)
mALNS
(75,
100,
2500)
Best
Cordeau pr04 2024.49 1984.52 1882.33 1954.25 1955.45 2002.71 1985.51 1991.4 2024.49
Cordeau pr05 2814.01 2846.15 2799.95 2762.13 2704.03 2864.42 2799.54 2778.94 2864.42
Cordeau pr06 3099.88 3061.88 3103.13 3095.63 2988.17 3122.6 3138.04 3116.8 3138.04
Cordeau pr07 778.838 778.4 792.374 769.277 792.803 786.927 798.732 780.074 798.732
Cordeau pr08 1659.16 1706.65 1733.9 1692.13 1680.16 1693.8 1698.62 1690.79 1733.9
Cordeau pr09 2401.02 2400.85 2417.36 2411.26 2343.55 2393.96 2431.64 2384.32 2431.64
Cordeau pr10 3231 3338.22 3346.21 3340.46 3261.24 3364.43 3360.42 3426 3426
Solomon c101 1361.1 1373.82 1411.93 1360.27 1387.92 1390.04 1429.02 1414.98 1429.02
Solomon c102 1500.81 1498.52 1546.32 1559.98 1507.91 1561.53 1533.84 1528.66 1561.53
Solomon c103 1479.27 1488.16 1505.92 1479.31 1459.51 1506.77 1532.16 1523.85 1532.16
Solomon c104 1434.44 1485.98 1466.14 1454.8 1460.77 1450.84 1465.88 1452.71 1485.98
Solomon c105 1343.1 1413.63 1452.36 1415.99 1413.53 1429.26 1382.3 1414.15 1452.36
Solomon c106 1509.83 1511.05 1525.87 1506.64 1531.96 1538.19 1537.95 1535.01 1538.19
Solomon c107 1507.99 1534.67 1545.83 1568.34 1549.84 1558.6 1566.66 1533.8 1568.34
Solomon c108 1560.53 1525.65 1557.1 1529.24 1579.05 1552.65 1599.45 1592.2 1599.45
Solomon c109 1467.6 1488.12 1507.48 1508.83 1544.45 1535.88 1525.8 1508.03 1544.45
Solomon r101 1185.95 1223.52 1211.15 1211.26 1190.17 1176.43 1183.99 1168.88 1223.52
Solomon r102 1266.64 1294.33 1287.01 1310.81 1290.95 1317.12 1314.08 1304.83 1317.12
Solomon r103 1228.72 1258.56 1251.21 1250.84 1223.14 1235.19 1214.26 1242.91 1258.56
Solomon r104 1124.97 1128.45 1103.4 1087.52 1119.79 1098.91 1147.19 1122.35 1147.19
Solomon r105 1158.45 1174.77 1149.32 1139.58 1141.56 1191.24 1155.08 1180.29 1191.24
Solomon r106 1253.05 1252.3 1276.63 1263 1287.69 1311.68 1253.39 1262.32 1311.68
Solomon r107 1217.72 1192.86 1211.27 1223.14 1192.5 1209.35 1226.2 1231.97 1231.97
Solomon r108 1097.36 1071.03 1148.93 1121.41 1087.63 1135.62 1089.27 1159.55 1159.55
Solomon r109 1180.59 1233 1235.07 1209.93 1234 1230.01 1225.63 1221.06 1235.07
Solomon r110 1175.13 1142.09 1186.73 1180.25 1197.54 1217.28 1152.85 1209.56 1217.28
Solomon r111 1165.71 1135.72 1163.8 1153.21 1102.1 1122.94 1140.66 1153.85 1165.71
Solomon r112 1195.12 1232.01 1191.58 1218.98 1205.51 1221.77 1216.21 1232.07 1232.07
Solomon rc101 1355.55 1408.9 1357.52 1372.95 1355.23 1367.73 1416.65 1358.76 1416.65
Solomon rc102 1431.66 1437.4 1474.46 1460.9 1487.73 1469.76 1489.69 1456.67 1489.69
Solomon rc103 1363.26 1430.64 1397.49 1397.55 1390.02 1450.32 1398.17 1477.74 1477.74
Solomon rc104 1370.25 1368.92 1338.26 1345.64 1323.4 1382.26 1406.25 1376.32 1406.25
Solomon rc105 1496.67 1498.24 1518.91 1504 1498.63 1541.77 1527.24 1503.03 1541.77
Solomon rc106 1365.3 1390.32 1341.49 1413.45 1386.2 1391.35 1402.04 1352.16 1413.45
Solomon rc107 1421.69 1359.81 1379.95 1395.48 1420.93 1394.97 1441.84 1389.16 1441.84
Solomon rc108 1344.48 1386.15 1362.14 1397.14 1370.02 1360.56 1382.63 1354.8 1397.14
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Table A.3: Objective function values reported by each version of the multi-start
ALNS for instances of class 3
Instance mALNS
(1,
100,
4900)
mALNS
(12,
100,
3800)
mALNS
(25,
100,
2500)
mALNS
(37,
100,
1300)
mALNS
(1,
100,
9900)
mALNS
(25,
100,
7500)
mALNS
(50,
100,
5000)
mALNS
(75,
100,
2500)
Best
Cordeau pr01 556.263 549.554 543.873 548.313 540.547 566.695 554.54 557.075 566.695
Cordeau pr02 1038.35 1046.43 1054.1 1035.23 1054.12 1043.41 1043.78 1051.97 1054.12
Cordeau pr03 1517.64 1476.47 1475.35 1514.15 1457.32 1508.1 1496.23 1539.31 1539.31
Cordeau pr04 1961.18 1942.19 1914.85 1902.39 2007.98 1984.24 1990.19 1969.31 2007.98
Cordeau pr05 2737.92 2694.87 2765.5 2676.55 2641.03 2696.79 2832.63 2776.86 2832.63
Cordeau pr06 3053.29 2980.88 3039.19 3061.17 3080.78 3119.62 2993.71 3079.94 3119.62
Cordeau pr07 770.505 773.227 780.689 780.875 798.257 785.667 796.753 788.893 798.257
Cordeau pr08 1636.79 1671.32 1681.62 1663.81 1667.93 1721.4 1660.44 1643.9 1721.4
Cordeau pr09 2384.15 2376.34 2366.73 2357.44 2315.5 2370.92 2391.83 2354.09 2391.83
Cordeau pr10 3293.59 3332.65 3283.12 3277.21 3336.32 3345.16 3383.15 3295.37 3383.15
Solomon c101 1374.94 1407.79 1401.37 1374.21 1381.17 1433.07 1399.58 1398.59 1433.07
Solomon c102 1535.04 1531.73 1523.07 1522.34 1532.82 1555.46 1543.14 1508.49 1555.46
Solomon c103 1464.16 1490.5 1511.65 1483.29 1483.63 1491.75 1473.12 1502.64 1511.65
Solomon c104 1449.28 1422.9 1486.91 1442.15 1441.5 1479.84 1469.06 1450.84 1486.91
Solomon c105 1338.01 1382.14 1403.71 1407.48 1405.22 1392.99 1398.4 1411.87 1411.87
Solomon c106 1500.35 1507.69 1483.64 1485.66 1506.06 1528.06 1519.99 1529.85 1529.85
Solomon c107 1502.87 1554.52 1543.96 1524.52 1515.49 1552.01 1530.73 1549.53 1554.52
Solomon c108 1539.49 1559.21 1521.32 1572.42 1552.23 1567.96 1577.62 1560.54 1577.62
Solomon c109 1492.98 1510.9 1501.74 1475.71 1487.99 1515.79 1536.87 1523.01 1536.87
Solomon r101 1192.72 1179.24 1182.03 1211.6 1186.53 1201.62 1213.71 1190.51 1213.71
Solomon r102 1258.7 1257.45 1302.34 1266.49 1274.36 1301.7 1303.7 1281.05 1303.7
Solomon r103 1203.14 1202.39 1222.1 1207.6 1197.82 1248.4 1257.79 1229.46 1257.79
Solomon r104 1126.6 1088.66 1091.52 1105.52 1123.37 1127.61 1095.14 1110.04 1127.61
Solomon r105 1183.34 1168.44 1141.69 1198.73 1173.88 1160.62 1183.67 1155.09 1198.73
Solomon r106 1256.63 1264.85 1255.28 1245.77 1259.78 1270.43 1301.9 1288.02 1301.9
Solomon r107 1200.56 1183.95 1151.65 1178.6 1204.21 1209 1167.97 1179.71 1209
Solomon r108 1115.79 1109.75 1119.59 1143.93 1111.66 1083.67 1121.1 1121.33 1143.93
Solomon r109 1178.77 1193.21 1194.95 1193.96 1212.99 1213.45 1168.44 1220.13 1220.13
Solomon r110 1174.06 1183.82 1161.05 1195.63 1192.91 1201.27 1147.76 1176.18 1201.27
Solomon r111 1115.36 1135.87 1156.65 1157.39 1138.07 1170.84 1146.87 1137.6 1170.84
Solomon r112 1163.28 1223 1207.14 1193.67 1204.54 1204.17 1193.62 1225.23 1225.23
Solomon rc101 1344.27 1369.09 1377.42 1352.21 1379.61 1350.87 1371.75 1365.55 1379.61
Solomon rc102 1413.62 1460.69 1429.93 1425.66 1429.26 1482.94 1444.92 1470.47 1482.94
Solomon rc103 1413.14 1399.79 1382.76 1428.33 1368.39 1405.13 1405.91 1381.86 1428.33
Solomon rc104 1345.95 1351.12 1329.75 1365.72 1333.3 1421.88 1385.78 1329.29 1421.88
Solomon rc105 1447.76 1444.11 1497.16 1490.66 1441.95 1524.75 1516.05 1530.75 1530.75
Continues on next page
Appendix A. Detailed results for the rTOP 131
Continued from previous page
Instance mALNS
(1,
100,
4900)
mALNS
(12,
100,
3800)
mALNS
(25,
100,
2500)
mALNS
(37,
100,
1300)
mALNS
(1,
100,
9900)
mALNS
(25,
100,
7500)
mALNS
(50,
100,
5000)
mALNS
(75,
100,
2500)
Best
Solomon rc106 1343.7 1355.1 1331.3 1358.58 1365.44 1401.34 1330.72 1389.17 1401.34
Solomon rc107 1369.07 1383.74 1352.89 1347.65 1347.59 1367.53 1389.3 1408.18 1408.18
Solomon rc108 1358.01 1360.26 1323.66 1312.53 1360.97 1337.7 1363.82 1342.02 1363.82
Table A.4: Objective function values reported by each version of the multi-start
ALNS for instances of class 4
Instance mALNS
(1,
100,
4900)
mALNS
(12,
100,
3800)
mALNS
(25,
100,
2500)
mALNS
(37,
100,
1300)
mALNS
(1,
100,
9900)
mALNS
(25,
100,
7500)
mALNS
(50,
100,
5000)
mALNS
(75,
100,
2500)
Best
Cordeau pr01 516.683 517.013 520.227 521.499 512.636 517.009 522.96 523.19 523.19
Cordeau pr02 942.388 921.395 937.427 957.478 912.279 943.756 938.324 944.5 957.478
Cordeau pr03 1310.6 1316.57 1310.73 1328.39 1322.23 1313.08 1337.36 1331.35 1337.36
Cordeau pr04 1751.67 1754.87 1760.65 1740 1734.66 1796.86 1809.21 1766.36 1809.21
Cordeau pr05 2330.51 2371.39 2249.45 2307.41 2232.86 2338.32 2270.41 2336.12 2371.39
Cordeau pr06 2649.86 2703.49 2697.55 2655.74 2611.73 2726.83 2666.35 2685.99 2726.83
Cordeau pr07 684.016 696.952 697.775 696.411 703.1 703.492 699.736 699.083 703.492
Cordeau pr08 1461.77 1488.79 1453.31 1463.11 1498.83 1499.35 1498.94 1496.08 1499.35
Cordeau pr09 2009.65 2027.49 2021.66 1997.47 2017.67 2016.74 2030.63 2017.8 2030.63
Cordeau pr10 2805.94 2780.87 2781.68 2785.7 2811.45 2854.95 2821.58 2829.95 2854.95
Solomon c101 1201.7 1213.26 1205.26 1224.37 1193.11 1210.47 1266.07 1238.42 1266.07
Solomon c102 1309.53 1343.33 1335.51 1336.47 1319.38 1336.89 1347.15 1352.45 1352.45
Solomon c103 1326.53 1317.34 1362.78 1361.89 1326.32 1381.89 1370 1333.92 1381.89
Solomon c104 1265.5 1272.72 1276.31 1274.48 1291.48 1290.93 1284.3 1299.1 1299.1
Solomon c105 1221.23 1234.6 1245.98 1226.11 1189.56 1211.59 1207.51 1239.44 1245.98
Solomon c106 1210.57 1263.57 1273.63 1251.41 1226.53 1242.16 1264.49 1245.99 1273.63
Solomon c107 1258.67 1237.34 1265.56 1275.63 1281.01 1290.67 1262.74 1241.73 1290.67
Solomon c108 1315.99 1345.15 1350.69 1386.45 1310.94 1372.77 1385.55 1370.1 1386.45
Solomon c109 1246.44 1229.37 1254.8 1262.34 1267.81 1272.8 1260.89 1261.23 1272.8
Solomon r101 986.118 1039.87 1016.77 1036.79 963.239 1070.71 1047.42 1017.01 1070.71
Solomon r102 1113.14 1123.63 1118.04 1111.04 1110.23 1144.21 1131.48 1122.12 1144.21
Solomon r103 1060.58 1097.8 1076.31 1090.31 1095.28 1093.36 1092.21 1103.8 1103.8
Solomon r104 1029.02 1047.14 1076.08 1038.7 1035.95 1060.22 1084.95 1055.15 1084.95
Solomon r105 1074.43 1108.57 1121.92 1132.47 1097.7 1107.71 1097.9 1107.98 1132.47
Solomon r106 1053.76 1018.74 1084.58 1060.89 1047.61 1074.1 1114.72 1059.93 1114.72
Solomon r107 1079.48 1115.72 1098.38 1116.41 1060.79 1101.63 1129.19 1124.28 1129.19
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Instance mALNS
(1,
100,
4900)
mALNS
(12,
100,
3800)
mALNS
(25,
100,
2500)
mALNS
(37,
100,
1300)
mALNS
(1,
100,
9900)
mALNS
(25,
100,
7500)
mALNS
(50,
100,
5000)
mALNS
(75,
100,
2500)
Best
Solomon r108 986.918 1004.48 1009.07 1033.77 955.677 1056.19 1048.17 1008.74 1056.19
Solomon r109 1072.77 1070.29 1059.58 1061.07 1038.05 1088.76 1070.91 1077.83 1088.76
Solomon r110 1073.24 1078.97 1056.78 1061.34 1098.54 1088.28 1074.53 1074.77 1098.54
Solomon r111 1079.29 1082.45 1088.79 1060.43 1065.09 1101.79 1112.2 1109.22 1112.2
Solomon r112 1016 1028.05 1041.57 997.383 1036.7 1055.49 1019.83 1018.51 1055.49
Solomon rc101 1243.85 1279.19 1274.46 1263.01 1241.52 1274.85 1275.91 1255.14 1279.19
Solomon rc102 1205.59 1257.58 1236.66 1227.98 1218.8 1253.25 1254.47 1274.06 1274.06
Solomon rc103 1284.5 1291.68 1244.83 1240.61 1277.94 1272.43 1286.58 1265.81 1291.68
Solomon rc104 1229.07 1254.35 1263.07 1273.72 1239.76 1252.43 1278.41 1240.78 1278.41
Solomon rc105 1228.95 1234.1 1268.8 1210.75 1169.51 1261.37 1229.45 1248.72 1268.8
Solomon rc106 1140.51 1154.3 1168.52 1161.93 1154.45 1185.54 1189.47 1151.6 1189.47
Solomon rc107 1306.44 1338 1332.37 1306.7 1275.22 1316.67 1342.97 1323.06 1342.97
Solomon rc108 1256.61 1178.59 1194.25 1200.83 1162.79 1198.53 1198.11 1213.35 1256.61
Table A.5: Objective function values reported by each version of the multi-start
ALNS for instances of class 5
Instance mALNS
(1,
100,
4900)
mALNS
(12,
100,
3800)
mALNS
(25,
100,
2500)
mALNS
(37,
100,
1300)
mALNS
(1,
100,
9900)
mALNS
(25,
100,
7500)
mALNS
(50,
100,
5000)
mALNS
(75,
100,
2500)
Best
Cordeau pr01 501.399 519.364 508.129 508.549 511.101 517.312 510.28 506.538 519.364
Cordeau pr02 921.312 920.842 916.22 908.363 905.696 926.616 928.955 924.735 928.955
Cordeau pr03 1295.55 1313.16 1310.66 1313.76 1289.17 1295.55 1315.37 1326.49 1326.49
Cordeau pr04 1718.98 1720.07 1742.14 1728.16 1710.18 1746.34 1717.92 1723.54 1746.34
Cordeau pr05 2209.05 2236.52 2225.83 2234.73 2180.22 2257.88 2234.49 2235.29 2257.88
Cordeau pr06 2644.5 2661.87 2634.4 2637 2617.59 2645.14 2654.93 2650.22 2661.87
Cordeau pr07 689.49 685.143 683.181 687.927 695.042 689.882 700.528 685.444 700.528
Cordeau pr08 1380.72 1419.49 1440.62 1423.64 1432.06 1440.81 1434.21 1438.69 1440.81
Cordeau pr09 1939.52 1975.17 1985.25 1992.57 1955.33 2008.78 1999.44 1969.69 2008.78
Cordeau pr10 2746.51 2747.79 2738.38 2736.47 2763.58 2741.09 2735.3 2749.99 2763.58
Solomon c101 1153.64 1189.4 1183.98 1190.85 1162.91 1216.6 1232.09 1220.13 1232.09
Solomon c102 1314.86 1303.15 1308.06 1309.61 1273.29 1325.04 1309.92 1305.58 1325.04
Solomon c103 1319.25 1292.76 1306.19 1319.67 1331.05 1338.31 1331.3 1325.27 1338.31
Solomon c104 1222.64 1219.06 1248.65 1230.9 1259.67 1263.89 1242.59 1235.96 1263.89
Solomon c105 1182.77 1165.79 1207.84 1181.93 1192.53 1211.38 1196.63 1164.08 1211.38
Solomon c106 1168.81 1186.53 1213.07 1169.23 1165.37 1193.73 1207.79 1172.17 1213.07
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Instance mALNS
(1,
100,
4900)
mALNS
(12,
100,
3800)
mALNS
(25,
100,
2500)
mALNS
(37,
100,
1300)
mALNS
(1,
100,
9900)
mALNS
(25,
100,
7500)
mALNS
(50,
100,
5000)
mALNS
(75,
100,
2500)
Best
Solomon c107 1166.1 1219.56 1183.57 1203.21 1205.56 1210.03 1239.13 1205.35 1239.13
Solomon c108 1315.08 1367.11 1318.19 1301.59 1291.22 1355.62 1328.21 1351 1367.11
Solomon c109 1190.08 1218.16 1225.43 1206.5 1210.57 1248.3 1237.69 1220.92 1248.3
Solomon r101 1001.41 990.438 1010.43 973.739 958.018 1022.03 1006 997.275 1022.03
Solomon r102 1104.03 1101.15 1114.85 1096.6 1098.43 1106.75 1104.1 1104.53 1114.85
Solomon r103 1070.26 1067.63 1064.95 1070.74 1056.02 1067.6 1076.04 1077.08 1077.08
Solomon r104 1040.81 1047.55 1039.24 1004.39 1019.57 1057.91 1020.52 1045.58 1057.91
Solomon r105 1101.99 1080.15 1085.07 1056.62 1092.28 1108.28 1103.65 1103.23 1108.28
Solomon r106 1022.76 1047.85 1054.11 1013.31 1041.37 1037.27 1062.48 1051.55 1062.48
Solomon r107 1071.42 1098.49 1106.7 1085.24 1065.77 1075.68 1117.84 1099.38 1117.84
Solomon r108 1031.35 999.736 1005.21 986.225 998.489 1011.38 997.476 1004.52 1031.35
Solomon r109 1031.55 1057.97 1062.13 1058.72 1061.8 1059.71 1054.21 1051.7 1062.13
Solomon r110 1017.33 1036.82 1037.82 1024.86 1060.91 1075.21 1078.78 1043.18 1078.78
Solomon r111 1071.45 1034.19 1037.67 1077.05 1074.33 1084.32 1066.26 1060.35 1084.32
Solomon r112 979.542 984.377 973.441 993.47 976.513 1010.34 996.88 988.33 1010.34
Solomon rc101 1253.66 1267.22 1276.96 1259.11 1222.6 1232.57 1279.65 1249.24 1279.65
Solomon rc102 1179.84 1195.58 1211.2 1215.12 1194.62 1212.19 1175.16 1230.09 1230.09
Solomon rc103 1188.61 1217.07 1236.76 1242.25 1220.29 1249.58 1250.96 1241.96 1250.96
Solomon rc104 1227.42 1239.75 1250.78 1217.96 1245.9 1221.47 1248.62 1217.4 1250.78
Solomon rc105 1203.09 1223.17 1224.85 1223.13 1189.26 1218.56 1217.16 1219.98 1224.85
Solomon rc106 1136.76 1147.05 1141.28 1118.93 1140.37 1139.74 1140.98 1160.66 1160.66
Solomon rc107 1267.4 1282.03 1272.94 1306.02 1314.63 1305.82 1293.52 1283.03 1314.63
Solomon rc108 1160.39 1178.11 1197.18 1199.33 1200.06 1204.09 1153.67 1188.02 1204.09
Tables A.6–A.10 display the relative gap in percentage of objective function
value reported by each version of the multi-start ALNS with respect to the best one,
per instance.
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Table A.6: Relative gap of the objective function value reported by each version of
the multi-start ALNS with respect to the best one for Class 1
Instance mALNS
(1, 100,
4900)
mALNS
(12,
100,
3800)
mALNS
(25,
100,
2500)
mALNS
(37,
100,
1300)
mALNS
(1, 100,
9900)
mALNS
(25,
100,
7500)
mALNS
(50,
100,
5000)
mALNS
(75,
100,
2500)
Cordeau pr01 8.44 8.83 4.77 3.71 5.42 3.37 0.00 1.46
Cordeau pr02 1.81 0.60 1.12 2.68 0.09 0.00 3.97 0.95
Cordeau pr03 1.57 0.00 5.60 1.99 5.05 2.41 2.81 6.09
Cordeau pr04 0.00 0.79 2.12 1.83 4.62 2.21 1.94 2.14
Cordeau pr05 2.92 1.73 3.44 5.11 3.83 0.00 1.99 1.66
Cordeau pr06 5.03 0.88 1.42 1.72 1.70 5.89 0.00 1.01
Cordeau pr07 5.98 0.00 3.20 6.71 1.97 7.02 5.21 2.97
Cordeau pr08 4.95 3.48 0.00 6.64 4.62 2.20 6.00 3.32
Cordeau pr09 0.96 3.49 2.68 3.39 1.79 0.00 3.62 1.86
Cordeau pr10 4.77 0.00 0.66 2.74 3.73 1.82 1.51 0.67
Solomon c101 4.62 5.69 4.53 5.14 4.80 2.98 0.00 1.86
Solomon c102 2.53 3.20 3.64 3.68 4.24 2.33 1.50 0.00
Solomon c103 1.52 2.03 1.44 0.85 2.50 0.00 1.90 2.76
Solomon c104 2.86 0.51 1.10 2.55 0.89 2.21 0.00 1.94
Solomon c105 4.36 3.25 4.07 4.79 2.06 3.96 5.58 0.00
Solomon c106 4.42 0.00 1.26 1.88 0.64 1.07 0.76 2.20
Solomon c107 0.54 2.46 0.51 0.27 2.23 0.00 1.24 1.40
Solomon c108 3.82 3.19 2.69 2.05 5.13 3.93 1.20 0.00
Solomon c109 3.17 1.60 3.61 6.18 0.00 4.33 3.62 1.86
Solomon r101 0.58 5.84 1.62 0.10 0.00 0.97 3.44 3.73
Solomon r102 0.00 2.57 3.28 2.44 1.17 2.64 2.15 0.44
Solomon r103 0.67 4.98 2.27 1.15 2.07 1.10 1.95 0.00
Solomon r104 6.62 2.01 4.57 7.00 4.40 2.93 3.48 0.00
Solomon r105 6.46 0.00 1.51 6.50 3.00 1.41 3.60 0.78
Solomon r106 0.14 5.25 0.00 3.21 0.50 3.29 0.51 1.62
Solomon r107 2.30 0.75 4.59 4.85 0.00 3.77 4.37 4.01
Solomon r108 1.34 0.12 6.46 1.48 3.35 1.98 0.00 0.33
Solomon r109 4.94 2.57 0.47 4.33 4.86 0.00 2.70 3.96
Solomon r110 1.74 0.00 2.52 4.86 1.46 6.60 2.58 2.63
Solomon r111 3.88 4.16 5.29 2.57 3.91 0.00 0.43 3.00
Solomon r112 2.21 3.56 0.45 3.26 0.00 0.00 1.14 0.81
Solomon rc101 7.72 0.48 0.00 3.24 4.33 3.49 2.89 2.46
Solomon rc102 2.51 5.74 6.33 5.17 1.87 6.74 0.00 3.57
Solomon rc103 5.05 2.36 6.06 2.89 0.00 1.85 0.93 0.95
Solomon rc104 5.91 5.71 8.67 3.49 8.60 5.12 2.97 0.00
Solomon rc105 0.00 1.07 4.50 4.23 0.31 1.80 2.81 2.78
Continues on next page
Appendix A. Detailed results for the rTOP 135
Continued from previous page
Instance mALNS
(1, 100,
4900)
mALNS
(12,
100,
3800)
mALNS
(25,
100,
2500)
mALNS
(37,
100,
1300)
mALNS
(1, 100,
9900)
mALNS
(25,
100,
7500)
mALNS
(50,
100,
5000)
mALNS
(75,
100,
2500)
Solomon rc106 2.24 1.04 2.62 5.20 8.21 6.68 0.00 1.40
Solomon rc107 4.00 6.46 6.97 3.49 0.00 4.51 2.47 3.83
Solomon rc108 1.40 1.81 5.15 5.39 8.22 0.00 1.73 2.52
Average 3.18 2.52 3.11 3.56 2.86 2.58 2.13 1.87
Table A.7: Relative gap of the objective function value reported by each version of
the multi-start ALNS with respect to the best one for Class 2
Instance mALNS
(1, 100,
4900)
mALNS
(12,
100,
3800)
mALNS
(25,
100,
2500)
mALNS
(37,
100,
1300)
mALNS
(1, 100,
9900)
mALNS
(25,
100,
7500)
mALNS
(50,
100,
5000)
mALNS
(75,
100,
2500)
Cordeau pr01 3.62 0.63 2.57 0.45 0.55 1.26 0.00 0.94
Cordeau pr02 0.57 0.97 0.73 1.09 1.50 0.00 1.99 2.21
Cordeau pr03 5.82 2.68 0.92 4.11 0.90 0.00 3.03 0.17
Cordeau pr04 0.00 1.97 7.02 3.47 3.41 1.08 1.93 1.63
Cordeau pr05 1.76 0.64 2.25 3.57 5.60 0.00 2.27 2.98
Cordeau pr06 1.22 2.43 1.11 1.35 4.78 0.49 0.00 0.68
Cordeau pr07 2.49 2.55 0.80 3.69 0.74 1.48 0.00 2.34
Cordeau pr08 4.31 1.57 0.00 2.41 3.10 2.31 2.03 2.49
Cordeau pr09 1.26 1.27 0.59 0.84 3.62 1.55 0.00 1.95
Cordeau pr10 5.69 2.56 2.33 2.50 4.81 1.80 1.91 0.00
Solomon c101 4.75 3.86 1.20 4.81 2.88 2.73 0.00 0.98
Solomon c102 3.89 4.04 0.97 0.10 3.43 0.00 1.77 2.10
Solomon c103 3.45 2.87 1.71 3.45 4.74 1.66 0.00 0.54
Solomon c104 3.47 0.00 1.34 2.10 1.70 2.36 1.35 2.24
Solomon c105 7.52 2.67 0.00 2.50 2.67 1.59 4.82 2.63
Solomon c106 1.84 1.76 0.80 2.05 0.41 0.00 0.02 0.21
Solomon c107 3.85 2.15 1.44 0.00 1.18 0.62 0.11 2.20
Solomon c108 2.43 4.61 2.65 4.39 1.28 2.93 0.00 0.45
Solomon c109 4.98 3.65 2.39 2.31 0.00 0.55 1.21 2.36
Solomon r101 3.07 0.00 1.01 1.00 2.73 3.85 3.23 4.47
Solomon r102 3.83 1.73 2.29 0.48 1.99 0.00 0.23 0.93
Solomon r103 2.37 0.00 0.58 0.61 2.81 1.86 3.52 1.24
Solomon r104 1.94 1.63 3.82 5.20 2.39 4.21 0.00 2.17
Solomon r105 2.75 1.38 3.52 4.34 4.17 0.00 3.04 0.92
Solomon r106 4.47 4.53 2.67 3.71 1.83 0.00 4.44 3.76
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Instance mALNS
(1, 100,
4900)
mALNS
(12,
100,
3800)
mALNS
(25,
100,
2500)
mALNS
(37,
100,
1300)
mALNS
(1, 100,
9900)
mALNS
(25,
100,
7500)
mALNS
(50,
100,
5000)
mALNS
(75,
100,
2500)
Solomon r107 1.16 3.17 1.68 0.72 3.20 1.84 0.47 0.00
Solomon r108 5.36 7.63 0.92 3.29 6.20 2.06 6.06 0.00
Solomon r109 4.41 0.17 0.00 2.04 0.09 0.41 0.76 1.13
Solomon r110 3.46 6.18 2.51 3.04 1.62 0.00 5.29 0.63
Solomon r111 0.00 2.57 0.16 1.07 5.46 3.67 2.15 1.02
Solomon r112 3.00 0.00 3.29 1.06 2.16 0.84 1.29 0.00
Solomon rc101 4.31 0.55 4.17 3.08 4.34 3.45 0.00 4.09
Solomon rc102 3.90 3.51 1.02 1.93 0.13 1.34 0.00 2.22
Solomon rc103 7.75 3.19 5.43 5.43 5.94 1.86 5.38 0.00
Solomon rc104 2.56 2.65 4.83 4.31 5.89 1.71 0.00 2.13
Solomon rc105 2.93 2.82 1.48 2.45 2.80 0.00 0.94 2.51
Solomon rc106 3.41 1.64 5.09 0.00 1.93 1.56 0.81 4.34
Solomon rc107 1.40 5.69 4.29 3.22 1.45 3.25 0.00 3.65
Solomon rc108 3.77 0.79 2.51 0.00 1.94 2.62 1.04 3.03
Average 3.30 2.38 2.11 2.36 2.73 1.46 1.57 1.73
Table A.8: Relative gap of the objective function value reported by each version of
the multi-start ALNS with respect to the best one for Class 3
Instance mALNS
(1, 100,
4900)
mALNS
(12,
100,
3800)
mALNS
(25,
100,
2500)
mALNS
(37,
100,
1300)
mALNS
(1, 100,
9900)
mALNS
(25,
100,
7500)
mALNS
(50,
100,
5000)
mALNS
(75,
100,
2500)
Cordeau pr01 1.84 3.02 4.03 3.24 4.61 0.00 2.14 1.70
Cordeau pr02 1.50 0.73 0.00 1.79 0.00 1.02 0.98 0.20
Cordeau pr03 1.41 4.08 4.16 1.63 5.33 2.03 2.80 0.00
Cordeau pr04 2.33 3.28 4.64 5.26 0.00 1.18 0.89 1.93
Cordeau pr05 3.34 4.86 2.37 5.51 6.76 4.80 0.00 1.97
Cordeau pr06 2.13 4.45 2.58 1.87 1.25 0.00 4.04 1.27
Cordeau pr07 3.48 3.14 2.20 2.18 0.00 1.58 0.19 1.17
Cordeau pr08 4.92 2.91 2.31 3.35 3.11 0.00 3.54 4.50
Cordeau pr09 0.32 0.65 1.05 1.44 3.19 0.87 0.00 1.58
Cordeau pr10 2.65 1.49 2.96 3.13 1.38 1.12 0.00 2.59
Solomon c101 4.06 1.76 2.21 4.11 3.62 0.00 2.34 2.41
Solomon c102 1.31 1.53 2.08 2.13 1.46 0.00 0.79 3.02
Solomon c103 3.14 1.40 0.00 1.88 1.85 1.32 2.55 0.60
Solomon c104 2.53 4.30 0.00 3.01 3.05 0.48 1.20 2.43
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Instance mALNS
(1, 100,
4900)
mALNS
(12,
100,
3800)
mALNS
(25,
100,
2500)
mALNS
(37,
100,
1300)
mALNS
(1, 100,
9900)
mALNS
(25,
100,
7500)
mALNS
(50,
100,
5000)
mALNS
(75,
100,
2500)
Solomon c105 5.23 2.11 0.58 0.31 0.47 1.34 0.95 0.00
Solomon c106 1.93 1.45 3.02 2.89 1.56 0.12 0.64 0.00
Solomon c107 3.32 0.00 0.68 1.93 2.51 0.16 1.53 0.32
Solomon c108 2.42 1.17 3.57 0.33 1.61 0.61 0.00 1.08
Solomon c109 2.86 1.69 2.29 3.98 3.18 1.37 0.00 0.90
Solomon r101 1.73 2.84 2.61 0.17 2.24 1.00 0.00 1.91
Solomon r102 3.45 3.55 0.10 2.85 2.25 0.15 0.00 1.74
Solomon r103 4.34 4.40 2.84 3.99 4.77 0.75 0.00 2.25
Solomon r104 0.09 3.45 3.20 1.96 0.38 0.00 2.88 1.56
Solomon r105 1.28 2.53 4.76 0.00 2.07 3.18 1.26 3.64
Solomon r106 3.48 2.85 3.58 4.31 3.24 2.42 0.00 1.07
Solomon r107 0.70 2.07 4.74 2.51 0.40 0.00 3.39 2.42
Solomon r108 2.46 2.99 2.13 0.00 2.82 5.27 2.00 1.98
Solomon r109 3.39 2.21 2.06 2.14 0.59 0.55 4.24 0.00
Solomon r110 2.27 1.45 3.35 0.47 0.70 0.00 4.45 2.09
Solomon r111 4.74 2.99 1.21 1.15 2.80 0.00 2.05 2.84
Solomon r112 5.06 0.18 1.48 2.58 1.69 1.72 2.58 0.00
Solomon rc101 2.56 0.76 0.16 1.99 0.00 2.08 0.57 1.02
Solomon rc102 4.67 1.50 3.57 3.86 3.62 0.00 2.56 0.84
Solomon rc103 1.06 2.00 3.19 0.00 4.20 1.62 1.57 3.25
Solomon rc104 5.34 4.98 6.48 3.95 6.23 0.00 2.54 6.51
Solomon rc105 5.42 5.66 2.19 2.62 5.80 0.39 0.96 0.00
Solomon rc106 4.11 3.30 5.00 3.05 2.56 0.00 5.04 0.87
Solomon rc107 2.78 1.74 3.93 4.30 4.30 2.89 1.34 0.00
Solomon rc108 0.43 0.26 2.94 3.76 0.21 1.92 0.00 1.60
Average 2.82 2.45 2.57 2.45 2.46 1.07 1.59 1.62
Table A.9: Relative gap of the objective function value reported by each version of
the multi-start ALNS with respect to the best one for Class 4
Instance mALNS
(1, 100,
4900)
mALNS
(12,
100,
3800)
mALNS
(25,
100,
2500)
mALNS
(37,
100,
1300)
mALNS
(1, 100,
9900)
mALNS
(25,
100,
7500)
mALNS
(50,
100,
5000)
mALNS
(75,
100,
2500)
Cordeau pr01 1.24 1.18 0.57 0.32 2.02 1.18 0.04 0.00
Cordeau pr02 1.58 3.77 2.09 0.00 4.72 1.43 2.00 1.36
Cordeau pr03 2.00 1.55 1.99 0.67 1.13 1.82 0.00 0.45
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Instance mALNS
(1, 100,
4900)
mALNS
(12,
100,
3800)
mALNS
(25,
100,
2500)
mALNS
(37,
100,
1300)
mALNS
(1, 100,
9900)
mALNS
(25,
100,
7500)
mALNS
(50,
100,
5000)
mALNS
(75,
100,
2500)
Cordeau pr04 3.18 3.00 2.68 3.83 4.12 0.68 0.00 2.37
Cordeau pr05 1.72 0.00 5.14 2.70 5.84 1.39 4.26 1.49
Cordeau pr06 2.82 0.86 1.07 2.61 4.22 0.00 2.22 1.50
Cordeau pr07 2.77 0.93 0.81 1.01 0.06 0.00 0.53 0.63
Cordeau pr08 2.51 0.70 3.07 2.42 0.03 0.00 0.03 0.22
Cordeau pr09 1.03 0.15 0.44 1.63 0.64 0.68 0.00 0.63
Cordeau pr10 1.72 2.59 2.57 2.43 1.52 0.00 1.17 0.88
Solomon c101 5.08 4.17 4.80 3.29 5.76 4.39 0.00 2.18
Solomon c102 3.17 0.67 1.25 1.18 2.45 1.15 0.39 0.00
Solomon c103 4.01 4.67 1.38 1.45 4.02 0.00 0.86 3.47
Solomon c104 2.59 2.03 1.75 1.90 0.59 0.63 1.14 0.00
Solomon c105 1.99 0.91 0.00 1.59 4.53 2.76 3.09 0.52
Solomon c106 4.95 0.79 0.00 1.74 3.70 2.47 0.72 2.17
Solomon c107 2.48 4.13 1.95 1.17 0.75 0.00 2.16 3.79
Solomon c108 5.08 2.98 2.58 0.00 5.45 0.99 0.06 1.18
Solomon c109 2.07 3.41 1.41 0.82 0.39 0.00 0.94 0.91
Solomon r101 7.90 2.88 5.04 3.17 10.04 0.00 2.18 5.02
Solomon r102 2.72 1.80 2.29 2.90 2.97 0.00 1.11 1.93
Solomon r103 3.92 0.54 2.49 1.22 0.77 0.95 1.05 0.00
Solomon r104 5.16 3.48 0.82 4.26 4.52 2.28 0.00 2.75
Solomon r105 5.13 2.11 0.93 0.00 3.07 2.19 3.05 2.16
Solomon r106 5.47 8.61 2.70 4.83 6.02 3.64 0.00 4.92
Solomon r107 4.40 1.19 2.73 1.13 6.06 2.44 0.00 0.43
Solomon r108 6.56 4.90 4.46 2.12 9.52 0.00 0.76 4.49
Solomon r109 1.47 1.70 2.68 2.54 4.66 0.00 1.64 1.00
Solomon r110 2.30 1.78 3.80 3.39 0.00 0.93 2.19 2.16
Solomon r111 2.96 2.67 2.10 4.65 4.24 0.94 0.00 0.27
Solomon r112 3.74 2.60 1.32 5.51 1.78 0.00 3.38 3.50
Solomon rc101 2.76 0.00 0.37 1.26 2.94 0.34 0.26 1.88
Solomon rc102 5.37 1.29 2.94 3.62 4.34 1.63 1.54 0.00
Solomon rc103 0.56 0.00 3.63 3.95 1.06 1.49 0.39 2.00
Solomon rc104 3.86 1.88 1.20 0.37 3.02 2.03 0.00 2.94
Solomon rc105 3.14 2.73 0.00 4.58 7.83 0.59 3.10 1.58
Solomon rc106 4.12 2.96 1.76 2.32 2.94 0.33 0.00 3.18
Solomon rc107 2.72 0.37 0.79 2.70 5.04 1.96 0.00 1.48
Solomon rc108 0.00 6.21 4.96 4.44 7.47 4.62 4.66 3.44
Average 3.24 2.26 2.12 2.30 3.60 1.18 1.15 1.77
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Table A.10: Relative gap of the objective function value reported by each version of
the multi-start ALNS with respect to the best one for Class 5
Instance mALNS
(1, 100,
4900)
mALNS
(12,
100,
3800)
mALNS
(25,
100,
2500)
mALNS
(37,
100,
1300)
mALNS
(1, 100,
9900)
mALNS
(25,
100,
7500)
mALNS
(50,
100,
5000)
mALNS
(75,
100,
2500)
Cordeau pr01 3.46 0.00 2.16 2.08 1.59 0.40 1.75 2.47
Cordeau pr02 0.82 0.87 1.37 2.22 2.50 0.25 0.00 0.45
Cordeau pr03 2.33 1.00 1.19 0.96 2.81 2.33 0.84 0.00
Cordeau pr04 1.57 1.50 0.24 1.04 2.07 0.00 1.63 1.31
Cordeau pr05 2.16 0.95 1.42 1.03 3.44 0.00 1.04 1.00
Cordeau pr06 0.65 0.00 1.03 0.93 1.66 0.63 0.26 0.44
Cordeau pr07 1.58 2.20 2.48 1.80 0.78 1.52 0.00 2.15
Cordeau pr08 4.17 1.48 0.01 1.19 0.61 0.00 0.46 0.15
Cordeau pr09 3.45 1.67 1.17 0.81 2.66 0.00 0.46 1.95
Cordeau pr10 0.62 0.57 0.91 0.98 0.00 0.81 1.02 0.49
Solomon c101 6.37 3.46 3.90 3.35 5.61 1.26 0.00 0.97
Solomon c102 0.77 1.65 1.28 1.16 3.91 0.00 1.14 1.47
Solomon c103 1.42 3.40 2.40 1.39 0.54 0.00 0.52 0.97
Solomon c104 3.26 3.55 1.21 2.61 0.33 0.00 1.69 2.21
Solomon c105 2.36 3.76 0.29 2.43 1.56 0.00 1.22 3.90
Solomon c106 3.65 2.19 0.00 3.61 3.93 1.59 0.44 3.37
Solomon c107 5.89 1.58 4.48 2.90 2.71 2.35 0.00 2.73
Solomon c108 3.81 0.00 3.58 4.79 5.55 0.84 2.85 1.18
Solomon c109 4.66 2.41 1.83 3.35 3.02 0.00 0.85 2.19
Solomon r101 2.02 3.09 1.13 4.73 6.26 0.00 1.57 2.42
Solomon r102 0.97 1.23 0.00 1.64 1.47 0.73 0.96 0.93
Solomon r103 0.63 0.88 1.13 0.59 1.96 0.88 0.10 0.00
Solomon r104 1.62 0.98 1.76 5.06 3.62 0.00 3.53 1.17
Solomon r105 0.57 2.54 2.09 4.66 1.44 0.00 0.42 0.46
Solomon r106 3.74 1.38 0.79 4.63 1.99 2.37 0.00 1.03
Solomon r107 4.15 1.73 1.00 2.92 4.66 3.77 0.00 1.65
Solomon r108 0.00 3.07 2.53 4.38 3.19 1.94 3.28 2.60
Solomon r109 2.88 0.39 0.00 0.32 0.03 0.23 0.75 0.98
Solomon r110 5.70 3.89 3.80 5.00 1.66 0.33 0.00 3.30
Solomon r111 1.19 4.62 4.30 0.67 0.92 0.00 1.67 2.21
Solomon r112 3.05 2.57 3.65 1.67 3.35 0.00 1.33 2.18
Solomon rc101 2.03 0.97 0.21 1.61 4.46 3.68 0.00 2.38
Solomon rc102 4.09 2.81 1.54 1.22 2.88 1.46 4.47 0.00
Solomon rc103 4.98 2.71 1.14 0.70 2.45 0.11 0.00 0.72
Solomon rc104 1.87 0.88 0.00 2.62 0.39 2.34 0.17 2.67
Solomon rc105 1.78 0.14 0.00 0.14 2.91 0.51 0.63 0.40
Continues on next page
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Continued from previous page
Instance mALNS
(1, 100,
4900)
mALNS
(12,
100,
3800)
mALNS
(25,
100,
2500)
mALNS
(37,
100,
1300)
mALNS
(1, 100,
9900)
mALNS
(25,
100,
7500)
mALNS
(50,
100,
5000)
mALNS
(75,
100,
2500)
Solomon rc106 2.06 1.17 1.67 3.60 1.75 1.80 1.70 0.00
Solomon rc107 3.59 2.48 3.17 0.65 0.00 0.67 1.61 2.40
Solomon rc108 3.63 2.16 0.57 0.40 0.33 0.00 4.19 1.33
Average 2.65 1.84 1.58 2.20 2.33 0.84 1.09 1.49
Tables A.11–A.15 display the objective function value reported by mALNS
(25,100,7500) by removing each operator.
On the other hand, Tables A.16–A.20 display the percent gap of the objective
function value reported by mALNS (25,100,7500) by removing each operator with
respect to the objective function value found by mALNS (25,100,7500) applying all
operators.
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Tables A.21–A.25 display the objective function values of the solutions reached
by mALNS (25,100,7500) by removing more than one operator at a time per instance.
Table A.21: Objective function values reported by mALNS (25,100,7500) by remov-
ing more than one operator at a time for Class 1
Instance RE,
ES-1
RE,
ES-1,
EH
RE,
ES-1,
EH,
IH-1
RE,
ES-1,
EH,
IH-1,
IntraE
RE,
ES-1,
EH,
IH-1,
In-
traE,
InterE
RE,
ES-1,
EH,
IH-1,
In-
traE,
In-
terE,
IRDI-
1
RE,
ES-1,
EH,
IH-1,
In-
traE,
In-
terE,
IRDI-
1,
IH-2
RE,
ES-1,
EH,
IH-1,
In-
traE,
In-
terE,
IRDI-
1,
IH-2,
IEF-1
Cordeau pr01 569.75 566.00 573.38 544.75 568.318 579.873 552.833 585.727
Cordeau pr02 1154.00 1158.00 1136.00 1149.00 1147 1153 1166 1176
Cordeau pr03 1538.63 1582.23 1570.83 1584.48 1588.97 1571.66 1614.03 1641.43
Cordeau pr04 2086.15 2105.18 2053.49 2157.30 2185.26 2010.92 2136.61 2126.66
Cordeau pr05 2954.25 2773.53 2887.65 2921.22 2927.17 2955.33 2906.31 2982.14
Cordeau pr06 3542.14 3526.17 3540.48 3562.95 3553.6 3575.85 3520.59 3521.71
Cordeau pr07 864.19 813.04 825.19 842.09 847.774 816.135 840.893 859.479
Cordeau pr08 1861.51 1869.27 1827.54 1844.74 1880.81 1900.28 1885.55 1834.12
Cordeau pr09 2679.18 2679.75 2706.63 2683.20 2713 2690.01 2701.47 2709.1
Cordeau pr10 3714.69 3758.78 3729.55 3682.54 3697.98 3713.18 3716.36 3760.63
Solomon c101 1469.74 1432.97 1450.23 1493.45 1491.28 1439.34 1423.28 1473.29
Solomon c102 1620.00 1592.38 1597.56 1589.41 1633.09 1621.83 1629.27 1614.27
Solomon c103 1590.84 1629.65 1646.30 1631.68 1627.17 1645.76 1654.82 1627.41
Solomon c104 1518.84 1583.56 1555.70 1539.96 1540.34 1523.77 1561.89 1508.79
Solomon c105 1491.30 1400.23 1484.23 1462.56 1425.24 1418.69 1419.97 1436.76
Solomon c106 1568.49 1635.74 1622.29 1584.64 1604.99 1622.58 1590.51 1569.58
Solomon c107 1643.30 1630.77 1650.39 1641.43 1649.26 1671.25 1665.61 1667.11
Solomon c108 1646.94 1659.24 1606.94 1665.37 1680.52 1688.32 1663.07 1619.87
Solomon c109 1558.40 1559.71 1589.44 1607.96 1573.05 1559.12 1592.09 1603.02
Solomon r101 1288.83 1293.54 1280.18 1307.77 1284.15 1289.2 1267.57 1302.83
Solomon r102 1418.00 1414.80 1409.69 1419.51 1411.06 1426.49 1416 1410.77
Solomon r103 1383.72 1390.78 1384.29 1377.43 1403.18 1404.82 1405.38 1346.66
Solomon r104 1191.34 1188.31 1184.40 1173.47 1244.86 1173.93 1199.09 1143.83
Solomon r105 1200.69 1195.15 1210.59 1210.45 1187.07 1212.61 1216.83 1245.04
Solomon r106 1370.60 1357.22 1359.05 1382.41 1351.7 1350.55 1387.07 1376.18
Continues on next page
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Instance RE,
ES-1
RE,
ES-1,
EH
RE,
ES-1,
EH,
IH-1
RE,
ES-1,
EH,
IH-1,
IntraE
RE,
ES-1,
EH,
IH-1,
In-
traE,
InterE
RE,
ES-1,
EH,
IH-1,
In-
traE,
In-
terE,
IRDI-
1
RE,
ES-1,
EH,
IH-1,
In-
traE,
In-
terE,
IRDI-
1,
IH-2
RE,
ES-1,
EH,
IH-1,
In-
traE,
In-
terE,
IRDI-
1,
IH-2,
IEF-1
Solomon r107 1309.67 1316.79 1304.13 1336.98 1327.56 1337.18 1323.37 1319.31
Solomon r108 1182.59 1201.68 1198.95 1190.36 1146.84 1155.03 1208.38 1153.74
Solomon r109 1328.75 1356.10 1370.47 1247.52 1321.7 1362.01 1349.27 1372.93
Solomon r110 1282.21 1322.24 1270.90 1302.34 1314.28 1328.11 1286.63 1264.16
Solomon r111 1206.92 1161.30 1174.93 1213.92 1214.78 1211.58 1232.58 1228.23
Solomon r112 1309.00 1347.00 1318.00 1309.00 1333 1345 1348 1346.27
Solomon rc101 1403.01 1422.32 1458.28 1459.11 1435.39 1462.07 1388.52 1479.15
Solomon rc102 1500.37 1518.83 1565.86 1501.19 1545.85 1579.12 1492.8 1519.96
Solomon rc103 1548.19 1522.54 1417.75 1594.71 1521.24 1509.54 1537.64 1549.38
Solomon rc104 1437.70 1386.65 1467.99 1443.34 1465.79 1434.21 1452.03 1437.78
Solomon rc105 1589.98 1524.69 1564.93 1596.41 1637.17 1593 1620.31 1587
Solomon rc106 1483.33 1527.27 1513.59 1491.60 1477.89 1537.44 1456.69 1466.19
Solomon rc107 1491.01 1570.74 1516.32 1513.32 1515.12 1471.42 1549.19 1527.41
Solomon rc108 1321.88 1440.07 1420.31 1404.90 1432.92 1412.13 1401.87 1435.46
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Table A.22: Objective function values reported by mALNS (25,100,7500) by remov-
ing more than one operator at a time for Class 2
Instance RE,
ES-1
RE,
ES-1,
EH
RE,
ES-1,
EH,
IH-1
RE,
ES-1,
EH,
IH-1,
IntraE
RE,
ES-1,
EH,
IH-1,
In-
traE,
InterE
RE,
ES-1,
EH,
IH-1,
In-
traE,
In-
terE,
IRDI-
1
RE,
ES-1,
EH,
IH-1,
In-
traE,
In-
terE,
IRDI-
1,
IH-2
RE,
ES-1,
EH,
IH-1,
In-
traE,
In-
terE,
IRDI-
1,
IH-2,
IEF-1
Cordeau pr01 573.94 559.93 545.328 558.506 553.759 570.668 566.994 527.474
Cordeau pr02 1064.94 1055.09 1055.51 1068.89 1062.88 1067.67 1057.51 1073.89
Cordeau pr03 1549.05 1556.16 1520.94 1539.3 1536.63 1571.58 1536.26 1554.8
Cordeau pr04 2026.79 2008.96 2034.72 1960.02 2069.18 2037.76 2034.97 2017.14
Cordeau pr05 2884.16 2898.40 2827.1 2873.1 2876.75 2884.87 2895.87 2883.48
Cordeau pr06 3131.34 3171.14 3186.95 3176.7 3179.6 3164.74 3186.39 3122.31
Cordeau pr07 800.98 778.61 785.068 789.141 795.771 820.228 814.748 806.309
Cordeau pr08 1725.35 1714.52 1761.27 1768.31 1746.99 1745.86 1757.31 1746.38
Cordeau pr09 2412.07 2438.80 2421.98 2453.49 2412.17 2455.85 2453.75 2452.94
Cordeau pr10 3470.76 3430.98 3485.99 3420.93 3466.73 3463.59 3469.97 3414.35
Solomon c101 1414.10 1440.25 1434.18 1440.87 1437.62 1424.18 1443.67 1424.92
Solomon c102 1522.04 1545.37 1551.78 1559.97 1557.67 1551.09 1576.8 1552.67
Solomon c103 1510.42 1520.19 1541.24 1517.76 1547.86 1524.35 1532.3 1553.38
Solomon c104 1476.98 1482.33 1480.2 1502.41 1477.58 1501.53 1532.8 1486
Solomon c105 1450.62 1439.40 1407.74 1450.94 1424.32 1419.61 1427.31 1411.54
Solomon c106 1523.19 1545.45 1539.28 1531.54 1558.28 1558.76 1527.95 1516.54
Solomon c107 1578.42 1572.39 1564.32 1569.31 1581.44 1578.94 1581.51 1549.17
Solomon c108 1569.71 1599.80 1593.18 1603.97 1602.41 1582.99 1594.1 1587.29
Solomon c109 1531.81 1550.05 1536.07 1583.42 1548.48 1537.52 1553.21 1563.29
Solomon r101 1250.56 1232.64 1210.3 1231.3 1203.69 1253.29 1223.45 1216.63
Solomon r102 1321.48 1306.87 1325.08 1319.61 1309.55 1319.61 1312.76 1321.3
Solomon r103 1273.06 1255.60 1288.42 1289.63 1294.48 1282.71 1298.86 1283.47
Solomon r104 1128.69 1154.94 1159.9 1176.16 1181.91 1182 1164 1159.34
Solomon r105 1181.57 1193.43 1207.85 1193.51 1170.77 1215.14 1195 1209.93
Solomon r106 1311.28 1309.80 1294.53 1314.15 1329.61 1306.58 1311.37 1318.29
Solomon r107 1222.92 1229.16 1238.48 1232.08 1233.58 1211.11 1229.25 1247.21
Solomon r108 1175.04 1159.42 1194.6 1114.8 1161.69 1153.48 1174.96 1140.64
Solomon r109 1228.13 1246.21 1241.09 1267.25 1249.81 1250.19 1243.18 1245.9
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Instance RE,
ES-1
RE,
ES-1,
EH
RE,
ES-1,
EH,
IH-1
RE,
ES-1,
EH,
IH-1,
IntraE
RE,
ES-1,
EH,
IH-1,
In-
traE,
InterE
RE,
ES-1,
EH,
IH-1,
In-
traE,
In-
terE,
IRDI-
1
RE,
ES-1,
EH,
IH-1,
In-
traE,
In-
terE,
IRDI-
1,
IH-2
RE,
ES-1,
EH,
IH-1,
In-
traE,
In-
terE,
IRDI-
1,
IH-2,
IEF-1
Solomon r110 1214.16 1218.44 1222.07 1234.46 1223.68 1227.96 1231.4 1234.84
Solomon r111 1156.19 1140.53 1197.79 1182.87 1198.78 1195.85 1153.35 1188.44
Solomon r112 1223.55 1235.29 1234.15 1231.48 1237.22 1242.62 1230.86 1227.49
Solomon rc101 1408.56 1349.88 1388.49 1356.25 1375.86 1389.86 1404.66 1381.62
Solomon rc102 1488.62 1427.78 1463.84 1461.97 1503.13 1443.45 1485.4 1460.7
Solomon rc103 1460.94 1436.00 1441.86 1448.89 1458.62 1406.04 1469.22 1441.69
Solomon rc104 1387.79 1429.80 1415.55 1348.12 1417.83 1394.92 1378.21 1410.57
Solomon rc105 1548.51 1555.77 1543.51 1513.24 1561.85 1560.26 1548.92 1572.46
Solomon rc106 1399.27 1395.79 1375.36 1382.7 1392.09 1406.84 1430.46 1413.72
Solomon rc107 1440.11 1466.06 1434.98 1440.78 1449.75 1429.87 1457.85 1446.5
Solomon rc108 1343.68 1382.53 1387.93 1415.68 1381.46 1348.12 1407.99 1397.51
Table A.23: Objective function values reported by mALNS (25,100,7500) by remov-
ing more than one operator at a time for Class 3
Instance RE,
ES-1
RE,
ES-1,
EH
RE,
ES-1,
EH,
IH-1
RE,
ES-1,
EH,
IH-1,
IntraE
RE,
ES-1,
EH,
IH-1,
In-
traE,
InterE
RE,
ES-1,
EH,
IH-1,
In-
traE,
In-
terE,
IRDI-
1
RE,
ES-1,
EH,
IH-1,
In-
traE,
In-
terE,
IRDI-
1,
IH-2
RE,
ES-1,
EH,
IH-1,
In-
traE,
In-
terE,
IRDI-
1,
IH-2,
IEF-1
Cordeau pr01 552.30 541.702 574.804 536.762 551.562 556.3 540.648 566.246
Cordeau pr02 1053.65 1057.02 1059.67 1035.89 1057.94 1052.8 1052.63 1070.53
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Instance RE,
ES-1
RE,
ES-1,
EH
RE,
ES-1,
EH,
IH-1
RE,
ES-1,
EH,
IH-1,
IntraE
RE,
ES-1,
EH,
IH-1,
In-
traE,
InterE
RE,
ES-1,
EH,
IH-1,
In-
traE,
In-
terE,
IRDI-
1
RE,
ES-1,
EH,
IH-1,
In-
traE,
In-
terE,
IRDI-
1,
IH-2
RE,
ES-1,
EH,
IH-1,
In-
traE,
In-
terE,
IRDI-
1,
IH-2,
IEF-1
Cordeau pr03 1532.39 1529.65 1518.41 1563.26 1534.68 1541.48 1570.04 1518.46
Cordeau pr04 1957.03 1990.5 2000.04 1986.47 2027.37 2003.68 2001.91 2013.2
Cordeau pr05 2793.29 2830.99 2816.9 2857.17 2878.14 2846.84 2852.12 2802.01
Cordeau pr06 3087.36 3106.72 3113.34 3097.47 3128.29 3142.44 3132.84 3072.17
Cordeau pr07 783.07 791.537 794.292 787.271 799.219 806.064 784.441 784.699
Cordeau pr08 1741.36 1730.27 1724.45 1729.34 1714.55 1730.03 1744.22 1736.24
Cordeau pr09 2403.40 2371.35 2395.53 2396.75 2407.72 2413.48 2380.07 2400.18
Cordeau pr10 3370.72 3424.08 3410.84 3435.78 3431.69 3384.15 3394.44 3373.92
Solomon c101 1384.68 1398.15 1412.71 1436.47 1403.2 1393.32 1413.71 1378.93
Solomon c102 1539.07 1565.1 1579.2 1523.44 1542.66 1545.11 1556.8 1540.67
Solomon c103 1492.11 1497.38 1498.92 1519.73 1517.94 1511.28 1512.06 1521.31
Solomon c104 1471.71 1473.87 1457.94 1493.72 1443.87 1474.45 1481.26 1449.74
Solomon c105 1450.52 1439.79 1446.05 1399.26 1397.81 1400.25 1409.89 1458.02
Solomon c106 1543.80 1529.09 1539.07 1565.15 1525.89 1512.88 1532.55 1530.78
Solomon c107 1543.37 1553.07 1553.58 1564.22 1567.89 1543.6 1551.9 1561.01
Solomon c108 1565.50 1550.9 1551.64 1568.82 1568.28 1581.19 1565.13 1582.17
Solomon c109 1550.70 1541.77 1551.84 1508.93 1557.93 1521.17 1562.28 1530.5
Solomon r101 1205.05 1197.48 1211.38 1223.61 1223.62 1241.7 1227.16 1215.62
Solomon r102 1295.22 1279.55 1292.05 1306.17 1300.45 1311.01 1294.08 1299.11
Solomon r103 1259.76 1257.72 1258.96 1242.85 1253.24 1259.87 1258.46 1236.75
Solomon r104 1149.39 1138.69 1169.8 1152.85 1123.42 1148.28 1145.54 1158.79
Solomon r105 1172.21 1184.06 1189.65 1171.92 1163.32 1173.48 1229.4 1203.7
Solomon r106 1302.48 1285.66 1265.5 1298.97 1292.99 1305.13 1297.88 1305.95
Solomon r107 1211.03 1199.85 1218.23 1215.8 1204.45 1222.35 1207.25 1210.14
Solomon r108 1138.44 1135.86 1135.91 1140.19 1147.34 1178.3 1134.05 1150.04
Solomon r109 1226.54 1221.07 1222.76 1226.36 1226.11 1231.42 1225.22 1229.73
Solomon r110 1202.63 1205.85 1199.09 1220.21 1144.71 1211.03 1183.78 1208.51
Solomon r111 1128.93 1150.59 1142.83 1169.62 1174.11 1168.96 1166.36 1169.97
Solomon r112 1190.45 1206.33 1236.93 1222.13 1217.78 1214.07 1233.72 1215.58
Solomon rc101 1355.26 1383.73 1357.91 1401.37 1380.89 1325.25 1385.74 1381.29
Solomon rc102 1476.18 1508.5 1489.01 1494.68 1490.96 1432.27 1510.62 1486.69
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Instance RE,
ES-1
RE,
ES-1,
EH
RE,
ES-1,
EH,
IH-1
RE,
ES-1,
EH,
IH-1,
IntraE
RE,
ES-1,
EH,
IH-1,
In-
traE,
InterE
RE,
ES-1,
EH,
IH-1,
In-
traE,
In-
terE,
IRDI-
1
RE,
ES-1,
EH,
IH-1,
In-
traE,
In-
terE,
IRDI-
1,
IH-2
RE,
ES-1,
EH,
IH-1,
In-
traE,
In-
terE,
IRDI-
1,
IH-2,
IEF-1
Solomon rc103 1426.94 1459.48 1442.73 1461.27 1461.08 1401.84 1459.72 1429.38
Solomon rc104 1355.51 1407.04 1396.23 1422 1362.83 1389.32 1374.28 1395.53
Solomon rc105 1536.85 1538.8 1553.88 1514.86 1545.54 1533.36 1520.12 1531.69
Solomon rc106 1386.01 1438.68 1389.18 1413.76 1399 1373.84 1411.75 1382.95
Solomon rc107 1404.33 1410.6 1433.19 1417.71 1425.07 1412.38 1434.48 1437.4
Solomon rc108 1375.51 1377.35 1376.92 1334.2 1390.14 1350.84 1371.75 1401.21
Table A.24: Objective function values reported by mALNS (25,100,7500) by remov-
ing more than one operator at a time for Class 4
Instance RE,
ES-1
RE,
ES-1,
EH
RE,
ES-1,
EH,
IH-1
RE,
ES-1,
EH,
IH-1,
IntraE
RE,
ES-1,
EH,
IH-1,
In-
traE,
InterE
RE,
ES-1,
EH,
IH-1,
In-
traE,
In-
terE,
IRDI-
1
RE,
ES-1,
EH,
IH-1,
In-
traE,
In-
terE,
IRDI-
1,
IH-2
RE,
ES-1,
EH,
IH-1,
In-
traE,
In-
terE,
IRDI-
1,
IH-2,
IEF-1
Cordeau pr01 523.80 518.839 520.685 520.621 525.978 518.602 520.204 513.928
Cordeau pr02 949.60 954.684 950.153 945.133 941.195 963.238 946.508 957.699
Cordeau pr03 1344.64 1357.95 1349.56 1335.84 1349.17 1352.77 1359.11 1342.98
Cordeau pr04 1810.66 1835.77 1830.8 1811.81 1823.25 1835.64 1832.72 1812.31
Cordeau pr05 2434.45 2380.41 2406.18 2417.98 2350.15 2410.44 2442.49 2433.75
Cordeau pr06 2740.18 2735.91 2749.05 2757.67 2764.09 2737.28 2704.42 2765.1
Cordeau pr07 717.05 708.881 734.831 720.574 724.701 722.489 714.631 722.517
Continues on next page
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Instance RE,
ES-1
RE,
ES-1,
EH
RE,
ES-1,
EH,
IH-1
RE,
ES-1,
EH,
IH-1,
IntraE
RE,
ES-1,
EH,
IH-1,
In-
traE,
InterE
RE,
ES-1,
EH,
IH-1,
In-
traE,
In-
terE,
IRDI-
1
RE,
ES-1,
EH,
IH-1,
In-
traE,
In-
terE,
IRDI-
1,
IH-2
RE,
ES-1,
EH,
IH-1,
In-
traE,
In-
terE,
IRDI-
1,
IH-2,
IEF-1
Cordeau pr08 1481.63 1515.55 1526.6 1471.74 1524.69 1531.6 1517.11 1505.39
Cordeau pr09 2053.34 2061.2 2045.2 2061.23 2064.31 2049.1 2058.49 2047.01
Cordeau pr10 2859.91 2839.23 2892.82 2873.82 2888.73 2885.84 2853.8 2837.51
Solomon c101 1250.23 1293.54 1265.54 1270.07 1271.83 1272.67 1243.44 1257
Solomon c102 1356.14 1348.4 1351.66 1361.55 1358.43 1340.83 1346.14 1333.19
Solomon c103 1391.15 1398.96 1390.85 1382.69 1395.57 1391.26 1399.38 1383.33
Solomon c104 1297.22 1307.26 1319.99 1303.18 1285.89 1318.2 1312.01 1290.55
Solomon c105 1269.84 1280.51 1285.33 1280.37 1264.47 1285.25 1272.9 1286.92
Solomon c106 1259.58 1249.66 1258.29 1303.76 1299.53 1267.01 1259.37 1278.33
Solomon c107 1272.66 1296.14 1308.92 1254.31 1318.58 1296.34 1301.87 1295.3
Solomon c108 1385.79 1398.39 1383.41 1389.38 1377.19 1392.43 1383.91 1381.07
Solomon c109 1280.19 1277.43 1290.58 1277.31 1284.59 1275.3 1295.63 1264.69
Solomon r101 1055.71 1087.68 1096.91 1080.54 1079.62 1090.81 1044.79 1083.16
Solomon r102 1140.68 1130.04 1136.82 1137.57 1144.07 1143.74 1144.59 1138.21
Solomon r103 1096.36 1105.74 1112.81 1122.29 1108.81 1104.36 1105.39 1104.98
Solomon r104 1042.75 1068.76 1094.54 1084.65 1071.79 1077.11 1082.95 1080.38
Solomon r105 1137.65 1123.11 1120.92 1145.67 1138.35 1116.57 1164.17 1122.88
Solomon r106 1111.47 1104.82 1113.49 1077.91 1107.45 1081.23 1095.25 1090.06
Solomon r107 1132.41 1132.5 1130.51 1136.83 1125.67 1124.76 1126.14 1132.12
Solomon r108 1055.34 1053.86 1048.11 1040.57 1045.65 1065.98 1036.44 1040.62
Solomon r109 1108.96 1080.57 1105.91 1111.98 1098.84 1116.14 1110.07 1094.64
Solomon r110 1070.04 1092.19 1085.66 1100.97 1103.17 1090.58 1099.09 1108.86
Solomon r111 1113.22 1066.61 1124.56 1110.9 1099.57 1122.68 1110.39 1111.43
Solomon r112 1011.10 1024.88 1041.01 1048.04 1059.2 1041.52 1025.78 1028.46
Solomon rc101 1318.52 1286.42 1288.27 1334.06 1311.51 1315.66 1311.72 1306.9
Solomon rc102 1267.26 1256.1 1269.45 1274.05 1285.86 1288.06 1268.03 1255.64
Solomon rc103 1280.88 1291.8 1288.74 1301.23 1299 1273.3 1300.95 1305.34
Solomon rc104 1292.01 1280.89 1295.21 1312.96 1257.03 1307.99 1248.96 1301.3
Solomon rc105 1286.94 1314.35 1289.26 1287.58 1278.54 1275.12 1294.27 1298.47
Solomon rc106 1207.01 1196.39 1188.13 1206.26 1177.84 1183.79 1188.88 1206.88
Solomon rc107 1349.78 1355.89 1352.19 1344.64 1343.49 1335.63 1343.58 1335.12
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Instance RE,
ES-1
RE,
ES-1,
EH
RE,
ES-1,
EH,
IH-1
RE,
ES-1,
EH,
IH-1,
IntraE
RE,
ES-1,
EH,
IH-1,
In-
traE,
InterE
RE,
ES-1,
EH,
IH-1,
In-
traE,
In-
terE,
IRDI-
1
RE,
ES-1,
EH,
IH-1,
In-
traE,
In-
terE,
IRDI-
1,
IH-2
RE,
ES-1,
EH,
IH-1,
In-
traE,
In-
terE,
IRDI-
1,
IH-2,
IEF-1
Solomon rc108 1187.77 1247.01 1152.49 1252.4 1245.36 1259.9 1261.14 1247.03
Table A.25: Objective function values reported by mALNS (25,100,7500) by remov-
ing more than one operator at a time for Class 5
Instance RE,
ES-1
RE,
ES-1,
EH
RE,
ES-1,
EH,
IH-1
RE,
ES-1,
EH,
IH-1,
IntraE
RE,
ES-1,
EH,
IH-1,
In-
traE,
InterE
RE,
ES-1,
EH,
IH-1,
In-
traE,
In-
terE,
IRDI-
1
RE,
ES-1,
EH,
IH-1,
In-
traE,
In-
terE,
IRDI-
1,
IH-2
RE,
ES-1,
EH,
IH-1,
In-
traE,
In-
terE,
IRDI-
1,
IH-2,
IEF-1
Cordeau pr01 512.13 521.334 515.615 521.888 517.081 503.671 516.556 517.048
Cordeau pr02 929.52 926.293 933.232 931.499 932.075 934.074 933.313 935.929
Cordeau pr03 1328.35 1306.57 1331.84 1322.66 1330.93 1317.65 1338.08 1312.02
Cordeau pr04 1711.42 1764.09 1783.43 1765.69 1784.67 1762.97 1772.2 1759.37
Cordeau pr05 2319.92 2318.01 2322.32 2338.88 2314.14 2320.15 2308.91 2321.27
Cordeau pr06 2689.85 2685.65 2679.66 2690.29 2701.45 2689.68 2683.74 2680.39
Cordeau pr07 697.91 712.064 710.297 704.57 693.557 700.43 687.616 702.884
Cordeau pr08 1469.08 1464.29 1458 1451.57 1469.06 1465.63 1479.82 1471.11
Cordeau pr09 1995.09 2005.96 2008.96 2014.55 2008.19 2013.55 2001.72 1999.23
Cordeau pr10 2783.25 2801.93 2804.85 2813.39 2799.51 2785.88 2789.46 2817.34
Solomon c101 1204.41 1220.48 1217.57 1243.67 1204.21 1212.65 1217.04 1219.36
Solomon c102 1315.87 1325.35 1323.67 1332.62 1316.08 1321.91 1325.8 1327.49
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Instance RE,
ES-1
RE,
ES-1,
EH
RE,
ES-1,
EH,
IH-1
RE,
ES-1,
EH,
IH-1,
IntraE
RE,
ES-1,
EH,
IH-1,
In-
traE,
InterE
RE,
ES-1,
EH,
IH-1,
In-
traE,
In-
terE,
IRDI-
1
RE,
ES-1,
EH,
IH-1,
In-
traE,
In-
terE,
IRDI-
1,
IH-2
RE,
ES-1,
EH,
IH-1,
In-
traE,
In-
terE,
IRDI-
1,
IH-2,
IEF-1
Solomon c103 1346.17 1346.25 1342.46 1339.26 1352.4 1345.39 1344.07 1348.81
Solomon c104 1259.58 1268.43 1268.44 1266.51 1253.56 1246.61 1261.79 1250.44
Solomon c105 1220.57 1201.97 1209.97 1197.39 1203.95 1222.38 1221.76 1213.89
Solomon c106 1205.85 1220.83 1214.91 1226.54 1189.77 1199.84 1226.32 1221.85
Solomon c107 1221.83 1242.73 1234.01 1226.28 1251.29 1239.68 1233.37 1234.71
Solomon c108 1358.32 1350.94 1353.38 1347.19 1356.87 1361.39 1352.33 1352.56
Solomon c109 1230.08 1255.39 1247.61 1250.51 1239.75 1250.69 1248.76 1247.28
Solomon r101 1022.35 1028.88 1012.88 1021.63 1027.71 1036.55 1022.29 1034.24
Solomon r102 1116.02 1113.01 1119.74 1118.79 1118.6 1116.92 1107.99 1108.93
Solomon r103 1079.34 1081.71 1073.2 1076.88 1080.72 1069.92 1069.73 1088.66
Solomon r104 1054.82 1068.92 1060.8 1058.52 1044.63 1056.08 1053.02 1060.82
Solomon r105 1107.80 1128.09 1116.37 1125.64 1110.93 1127.82 1106.85 1124.14
Solomon r106 1058.79 1051.21 1050.97 1065.71 1058.02 1068.83 1060.38 1057.82
Solomon r107 1088.62 1115.86 1098.95 1107.9 1108.06 1109.96 1110.51 1114.47
Solomon r108 1014.73 1039.69 1014.95 1023.63 1022.84 1040.72 1022.77 1016.44
Solomon r109 1053.42 1079.17 1069.29 1074.86 1071.31 1079.89 1074.45 1067.28
Solomon r110 1078.12 1069.11 1064.02 1068.65 1070.38 1068.23 1060.19 1075.6
Solomon r111 1085.35 1080.9 1072.08 1084.48 1082.37 1089.13 1084.97 1082.1
Solomon r112 998.12 981.557 1018.16 1017.72 992.641 1014.34 1000.61 1015.52
Solomon rc101 1257.76 1268.74 1269.16 1232.88 1285.67 1284.72 1279.73 1274.26
Solomon rc102 1248.38 1240.43 1225.38 1238.55 1243.51 1246.31 1243.48 1234.84
Solomon rc103 1257.53 1267 1256.77 1259 1261.39 1248.95 1271.1 1252.39
Solomon rc104 1215.18 1244.01 1259.26 1270.7 1250.13 1257.81 1242.21 1290.78
Solomon rc105 1247.90 1246.61 1234.4 1247.81 1249.32 1246.37 1260.53 1232.4
Solomon rc106 1151.76 1137.46 1146.9 1170.6 1131.19 1158.7 1165.51 1156.55
Solomon rc107 1302.58 1333.19 1325.94 1338.4 1331.89 1317.55 1331.82 1312.74
Solomon rc108 1172.78 1222.79 1219.07 1231.11 1220.58 1213.18 1219.18 1229.95
Tables A.26–A.30 display the relative gap in percentage of the objective func-
tion value reported by mALNS(25,100,7500) by removing more than one operator
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at a time with respect to the results obtained by mALNS (25,100,7500) considering
all operators, per instance.
Table A.26: Relative gap of the objective function value reported by mALNS
(25,100,7500) by removing more than one operator at a time with respect to the
ones reported by mALNS (25,100,7500) for Class 1
Instance RE,
ES-1
RE,
ES-1,
EH
RE,
ES-1,
EH,
IH-1
RE,
ES-1,
EH,
IH-1,
IntraE
RE,
ES-1,
EH,
IH-1,
In-
traE,
InterE
RE,
ES-1,
EH,
IH-1,
In-
traE,
In-
terE,
IRDI-
1
RE,
ES-1,
EH,
IH-1,
In-
traE,
In-
terE,
IRDI-
1,
IH-2
RE,
ES-1,
EH,
IH-1,
In-
traE,
In-
terE,
IRDI-
1,
IH-2,
IEF-1
Cordeau pr01 -0.66 0.00 -1.30 3.75 -0.41 -2.45 2.33 -3.49
Cordeau pr02 0.35 0.00 1.90 0.78 0.95 0.43 -0.69 -1.55
Cordeau pr03 2.44 -0.32 0.40 -0.46 -0.75 0.35 -2.34 -4.08
Cordeau pr04 -0.86 -1.78 0.72 -4.30 -5.65 2.77 -3.30 -2.82
Cordeau pr05 -0.91 5.26 1.36 0.21 0.01 -0.95 0.72 -1.87
Cordeau pr06 -6.72 -6.24 -6.67 -7.35 -7.07 -7.74 -6.07 -6.11
Cordeau pr07 -7.86 -1.48 -2.99 -5.10 -5.81 -1.86 -4.95 -7.27
Cordeau pr08 -2.24 -2.66 -0.37 -1.31 -3.30 -4.37 -3.56 -0.73
Cordeau pr09 1.66 1.64 0.65 1.51 0.42 1.26 0.84 0.56
Cordeau pr10 -2.15 -3.36 -2.56 -1.27 -1.69 -2.11 -2.20 -3.41
Solomon c101 -1.11 1.42 0.23 -2.74 -2.60 0.98 2.08 -1.36
Solomon c102 -1.25 0.48 0.15 0.66 -2.07 -1.36 -1.83 -0.89
Solomon c103 2.64 0.26 -0.76 0.14 0.41 -0.72 -1.28 0.40
Solomon c104 -2.63 -7.01 -5.12 -4.06 -4.08 -2.97 -5.54 -1.95
Solomon c105 -4.62 1.77 -4.12 -2.60 0.01 0.47 0.38 -0.79
Solomon c106 1.43 -2.80 -1.96 0.41 -0.87 -1.97 0.04 1.36
Solomon c107 0.55 1.31 0.12 0.67 0.19 -1.14 -0.80 -0.89
Solomon c108 -2.84 -3.60 -0.34 -3.99 -4.93 -5.42 -3.84 -1.15
Solomon c109 -1.12 -1.21 -3.14 -4.34 -2.07 -1.17 -3.31 -4.02
Solomon r101 -2.86 -3.24 -2.17 -4.38 -2.49 -2.89 -1.17 -3.98
Solomon r102 -4.25 -4.01 -3.64 -4.36 -3.74 -4.87 -4.10 -3.72
Solomon r103 -0.96 -1.47 -1.00 -0.50 -2.38 -2.50 -2.54 1.75
Solomon r104 -1.43 -1.17 -0.83 0.10 -5.98 0.06 -2.08 2.62
Solomon r105 0.44 0.90 -0.38 -0.36 1.57 -0.54 -0.89 -3.23
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Instance RE,
ES-1
RE,
ES-1,
EH
RE,
ES-1,
EH,
IH-1
RE,
ES-1,
EH,
IH-1,
IntraE
RE,
ES-1,
EH,
IH-1,
In-
traE,
InterE
RE,
ES-1,
EH,
IH-1,
In-
traE,
In-
terE,
IRDI-
1
RE,
ES-1,
EH,
IH-1,
In-
traE,
In-
terE,
IRDI-
1,
IH-2
RE,
ES-1,
EH,
IH-1,
In-
traE,
In-
terE,
IRDI-
1,
IH-2,
IEF-1
Solomon r106 -4.88 -3.86 -4.00 -5.79 -3.44 -3.35 -6.14 -5.31
Solomon r107 -3.43 -3.99 -2.99 -5.58 -4.84 -5.60 -4.51 -4.19
Solomon r108 -2.79 -4.45 -4.21 -3.47 0.32 -0.39 -5.03 -0.28
Solomon r109 1.53 -0.50 -1.56 7.55 2.05 -0.94 0.01 -1.75
Solomon r110 -6.98 -10.32 -6.03 -8.66 -9.65 -10.81 -7.35 -5.47
Solomon r111 2.09 5.80 4.69 1.53 1.46 1.72 0.01 0.37
Solomon r112 0.91 -1.97 0.23 0.91 -0.91 -1.82 -2.04 -1.91
Solomon rc101 -0.75 -2.14 -4.72 -4.78 -3.08 -4.99 0.29 -6.22
Solomon rc102 -2.84 -4.10 -7.32 -2.89 -5.95 -8.23 -2.32 -4.18
Solomon rc103 -1.18 0.50 7.35 -4.22 0.58 1.35 -0.49 -1.26
Solomon rc104 -4.50 -0.78 -6.70 -4.91 -6.54 -4.24 -5.54 -4.50
Solomon rc105 -2.83 1.40 -1.21 -3.24 -5.88 -3.02 -4.79 -2.63
Solomon rc106 -7.57 -10.76 -9.76 -8.17 -7.17 -11.49 -5.64 -6.33
Solomon rc107 -1.28 -6.70 -3.00 -2.80 -2.92 0.05 -5.23 -3.75
Solomon rc108 7.32 -0.97 0.42 1.50 -0.46 0.99 1.71 -0.64
Average -1.59 -1.80 -1.81 -2.10 -2.53 -2.29 -2.34 -2.43
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Table A.27: Relative gap of the objective function value reported by mALNS
(25,100,7500) by removing more than one operator at a time with respect to the
ones reported by mALNS (25,100,7500) for Class 2
Instance RE,
ES-1
RE,
ES-1,
EH
RE,
ES-1,
EH,
IH-1
RE,
ES-1,
EH,
IH-1,
IntraE
RE,
ES-1,
EH,
IH-1,
In-
traE,
InterE
RE,
ES-1,
EH,
IH-1,
In-
traE,
In-
terE,
IRDI-
1
RE,
ES-1,
EH,
IH-1,
In-
traE,
In-
terE,
IRDI-
1,
IH-2
RE,
ES-1,
EH,
IH-1,
In-
traE,
In-
terE,
IRDI-
1,
IH-2,
IEF-1
Cordeau pr01 -3.98 -1.44 1.20 -1.18 -0.32 -3.39 -2.72 4.44
Cordeau pr02 0.11 1.03 0.99 -0.27 0.30 -0.15 0.80 -0.73
Cordeau pr03 0.71 0.26 2.52 1.34 1.51 -0.73 1.53 0.35
Cordeau pr04 -1.20 -0.31 -1.60 2.13 -3.32 -1.75 -1.61 -0.72
Cordeau pr05 -0.69 -1.19 1.30 -0.30 -0.43 -0.71 -1.10 -0.67
Cordeau pr06 -0.28 -1.55 -2.06 -1.73 -1.83 -1.35 -2.04 0.01
Cordeau pr07 -1.79 1.06 0.24 -0.28 -1.12 -4.23 -3.54 -2.46
Cordeau pr08 -1.86 -1.22 -3.98 -4.40 -3.14 -3.07 -3.75 -3.10
Cordeau pr09 -0.76 -1.87 -1.17 -2.49 -0.76 -2.59 -2.50 -2.46
Cordeau pr10 -3.16 -1.98 -3.61 -1.68 -3.04 -2.95 -3.14 -1.48
Solomon c101 -1.73 -3.61 -3.18 -3.66 -3.42 -2.46 -3.86 -2.51
Solomon c102 2.53 1.03 0.62 0.10 0.25 0.67 -0.98 0.57
Solomon c103 -0.24 -0.89 -2.29 -0.73 -2.73 -1.17 -1.69 -3.09
Solomon c104 -1.80 -2.17 -2.02 -3.55 -1.84 -3.49 -5.65 -2.42
Solomon c105 -1.49 -0.71 1.51 -1.52 0.35 0.68 0.14 1.24
Solomon c106 0.98 -0.47 -0.07 0.43 -1.31 -1.34 0.67 1.41
Solomon c107 -1.27 -0.88 -0.37 -0.69 -1.47 -1.31 -1.47 0.61
Solomon c108 -1.10 -3.04 -2.61 -3.31 -3.20 -1.95 -2.67 -2.23
Solomon c109 0.26 -0.92 -0.01 -3.10 -0.82 -0.11 -1.13 -1.78
Solomon r101 -6.30 -4.78 -2.88 -4.66 -2.32 -6.53 -4.00 -3.42
Solomon r102 -0.33 0.78 -0.60 -0.19 0.57 -0.19 0.33 -0.32
Solomon r103 -3.07 -1.65 -4.31 -4.41 -4.80 -3.85 -5.15 -3.91
Solomon r104 -2.71 -5.10 -5.55 -7.03 -7.55 -7.56 -5.92 -5.50
Solomon r105 0.81 -0.18 -1.39 -0.19 1.72 -2.01 -0.32 -1.57
Solomon r106 0.03 0.14 1.31 -0.19 -1.37 0.39 0.02 -0.50
Solomon r107 -1.12 -1.64 -2.41 -1.88 -2.00 -0.15 -1.65 -3.13
Solomon r108 -3.47 -2.10 -5.19 1.83 -2.30 -1.57 -3.46 -0.44
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Instance RE,
ES-1
RE,
ES-1,
EH
RE,
ES-1,
EH,
IH-1
RE,
ES-1,
EH,
IH-1,
IntraE
RE,
ES-1,
EH,
IH-1,
In-
traE,
InterE
RE,
ES-1,
EH,
IH-1,
In-
traE,
In-
terE,
IRDI-
1
RE,
ES-1,
EH,
IH-1,
In-
traE,
In-
terE,
IRDI-
1,
IH-2
RE,
ES-1,
EH,
IH-1,
In-
traE,
In-
terE,
IRDI-
1,
IH-2,
IEF-1
Solomon r109 0.15 -1.32 -0.90 -3.03 -1.61 -1.64 -1.07 -1.29
Solomon r110 0.26 -0.10 -0.39 -1.41 -0.53 -0.88 -1.16 -1.44
Solomon r111 -2.96 -1.57 -6.67 -5.34 -6.75 -6.49 -2.71 -5.83
Solomon r112 -0.15 -1.11 -1.01 -0.79 -1.26 -1.71 -0.74 -0.47
Solomon rc101 -2.99 1.31 -1.52 0.84 -0.59 -1.62 -2.70 -1.02
Solomon rc102 -1.28 2.86 0.40 0.53 -2.27 1.79 -1.06 0.62
Solomon rc103 -0.73 0.99 0.58 0.10 -0.57 3.05 -1.30 0.60
Solomon rc104 -0.40 -3.44 -2.41 2.47 -2.57 -0.92 0.29 -2.05
Solomon rc105 -0.44 -0.91 -0.11 1.85 -1.30 -1.20 -0.46 -1.99
Solomon rc106 -0.57 -0.32 1.15 0.62 -0.05 -1.11 -2.81 -1.61
Solomon rc107 -3.24 -5.10 -2.87 -3.28 -3.93 -2.50 -4.51 -3.69
Solomon rc108 1.24 -1.61 -2.01 -4.05 -1.54 0.91 -3.49 -2.72
Average -1.13 -1.12 -1.32 -1.36 -1.73 -1.67 -1.96 -1.40
Appendix A. Detailed results for the rTOP 174
Table A.28: Relative gap of the objective function value reported by mALNS
(25,100,7500) by removing more than one operator at a time with respect to the
ones reported by mALNS (25,100,7500) for Class 3
Instance RE,
ES-1
RE,
ES-1,
EH
RE,
ES-1,
EH,
IH-1
RE,
ES-1,
EH,
IH-1,
IntraE
RE,
ES-1,
EH,
IH-1,
In-
traE,
InterE
RE,
ES-1,
EH,
IH-1,
In-
traE,
In-
terE,
IRDI-
1
RE,
ES-1,
EH,
IH-1,
In-
traE,
In-
terE,
IRDI-
1,
IH-2
RE,
ES-1,
EH,
IH-1,
In-
traE,
In-
terE,
IRDI-
1,
IH-2,
IEF-1
Cordeau pr01 2.54 4.41 -1.43 5.28 2.67 1.83 4.60 0.08
Cordeau pr02 -0.98 -1.30 -1.56 0.72 -1.39 -0.90 -0.88 -2.60
Cordeau pr03 -1.61 -1.43 -0.68 -3.66 -1.76 -2.21 -4.11 -0.69
Cordeau pr04 1.37 -0.32 -0.80 -0.11 -2.17 -0.98 -0.89 -1.46
Cordeau pr05 -3.58 -4.98 -4.45 -5.95 -6.72 -5.56 -5.76 -3.90
Cordeau pr06 1.03 0.41 0.20 0.71 -0.28 -0.73 -0.42 1.52
Cordeau pr07 0.33 -0.75 -1.10 -0.20 -1.72 -2.60 0.16 0.12
Cordeau pr08 -1.16 -0.52 -0.18 -0.46 0.40 -0.50 -1.33 -0.86
Cordeau pr09 -1.37 -0.02 -1.04 -1.09 -1.55 -1.80 -0.39 -1.23
Cordeau pr10 -0.76 -2.36 -1.96 -2.71 -2.59 -1.17 -1.47 -0.86
Solomon c101 3.38 2.44 1.42 -0.24 2.08 2.77 1.35 3.78
Solomon c102 1.05 -0.62 -1.53 2.06 0.82 0.67 -0.09 0.95
Solomon c103 -0.02 -0.38 -0.48 -1.88 -1.76 -1.31 -1.36 -1.98
Solomon c104 0.55 0.40 1.48 -0.94 2.43 0.36 -0.10 2.03
Solomon c105 -4.13 -3.36 -3.81 -0.45 -0.35 -0.52 -1.21 -4.67
Solomon c106 -1.03 -0.07 -0.72 -2.43 0.14 0.99 -0.29 -0.18
Solomon c107 0.56 -0.07 -0.10 -0.79 -1.02 0.54 0.01 -0.58
Solomon c108 0.16 1.09 1.04 -0.05 -0.02 -0.84 0.18 -0.91
Solomon c109 -2.30 -1.71 -2.38 0.45 -2.78 -0.35 -3.07 -0.97
Solomon r101 -0.29 0.34 -0.81 -1.83 -1.83 -3.34 -2.13 -1.17
Solomon r102 0.50 1.70 0.74 -0.34 0.10 -0.72 0.59 0.20
Solomon r103 -0.91 -0.75 -0.85 0.44 -0.39 -0.92 -0.81 0.93
Solomon r104 -1.93 -0.98 -3.74 -2.24 0.37 -1.83 -1.59 -2.77
Solomon r105 -1.00 -2.02 -2.50 -0.97 -0.23 -1.11 -5.93 -3.71
Solomon r106 -2.52 -1.20 0.39 -2.25 -1.78 -2.73 -2.16 -2.80
Solomon r107 -0.17 0.76 -0.76 -0.56 0.38 -1.10 0.14 -0.09
Solomon r108 -5.05 -4.82 -4.82 -5.22 -5.88 -8.73 -4.65 -6.12
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Instance RE,
ES-1
RE,
ES-1,
EH
RE,
ES-1,
EH,
IH-1
RE,
ES-1,
EH,
IH-1,
IntraE
RE,
ES-1,
EH,
IH-1,
In-
traE,
InterE
RE,
ES-1,
EH,
IH-1,
In-
traE,
In-
terE,
IRDI-
1
RE,
ES-1,
EH,
IH-1,
In-
traE,
In-
terE,
IRDI-
1,
IH-2
RE,
ES-1,
EH,
IH-1,
In-
traE,
In-
terE,
IRDI-
1,
IH-2,
IEF-1
Solomon r109 -1.08 -0.63 -0.77 -1.06 -1.04 -1.48 -0.97 -1.34
Solomon r110 -0.11 -0.38 0.18 -1.58 4.71 -0.81 1.46 -0.60
Solomon r111 3.58 1.73 2.39 0.10 -0.28 0.16 0.38 0.07
Solomon r112 1.14 -0.18 -2.72 -1.49 -1.13 -0.82 -2.45 -0.95
Solomon rc101 -0.32 -2.43 -0.52 -3.74 -2.22 1.90 -2.58 -2.25
Solomon rc102 0.46 -1.72 -0.41 -0.79 -0.54 3.42 -1.87 -0.25
Solomon rc103 -1.55 -3.87 -2.68 -4.00 -3.98 0.23 -3.89 -1.73
Solomon rc104 4.67 1.04 1.80 -0.01 4.15 2.29 3.35 1.85
Solomon rc105 -0.79 -0.92 -1.91 0.65 -1.36 -0.56 0.30 -0.46
Solomon rc106 1.09 -2.66 0.87 -0.89 0.17 1.96 -0.74 1.31
Solomon rc107 -2.69 -3.15 -4.80 -3.67 -4.21 -3.28 -4.90 -5.11
Solomon rc108 -2.83 -2.96 -2.93 0.26 -3.92 -0.98 -2.55 -4.75
Average -0.41 -0.83 -1.07 -1.05 -0.88 -0.79 -1.18 -1.08
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Table A.29: Relative gap of the objective function value reported by mALNS
(25,100,7500) by removing more than one operator at a time with respect to the
ones reported by mALNS (25,100,7500) for Class 4
Instance RE,
ES-1
RE,
ES-1,
EH
RE,
ES-1,
EH,
IH-1
RE,
ES-1,
EH,
IH-1,
IntraE
RE,
ES-1,
EH,
IH-1,
In-
traE,
InterE
RE,
ES-1,
EH,
IH-1,
In-
traE,
In-
terE,
IRDI-
1
RE,
ES-1,
EH,
IH-1,
In-
traE,
In-
terE,
IRDI-
1,
IH-2
RE,
ES-1,
EH,
IH-1,
In-
traE,
In-
terE,
IRDI-
1,
IH-2,
IEF-1
Cordeau pr01 -1.31 -0.35 -0.71 -0.70 -1.73 -0.31 -0.62 0.60
Cordeau pr02 -0.62 -1.16 -0.68 -0.15 0.27 -2.06 -0.29 -1.48
Cordeau pr03 -2.40 -3.42 -2.78 -1.73 -2.75 -3.02 -3.51 -2.28
Cordeau pr04 -0.77 -2.17 -1.89 -0.83 -1.47 -2.16 -2.00 -0.86
Cordeau pr05 -4.11 -1.80 -2.90 -3.41 -0.51 -3.08 -4.45 -4.08
Cordeau pr06 -0.49 -0.33 -0.81 -1.13 -1.37 -0.38 0.82 -1.40
Cordeau pr07 -1.93 -0.77 -4.45 -2.43 -3.01 -2.70 -1.58 -2.70
Cordeau pr08 1.18 -1.08 -1.82 1.84 -1.69 -2.15 -1.18 -0.40
Cordeau pr09 -1.81 -2.20 -1.41 -2.21 -2.36 -1.60 -2.07 -1.50
Cordeau pr10 -0.17 0.55 -1.33 -0.66 -1.18 -1.08 0.04 0.61
Solomon c101 -3.28 -6.86 -4.55 -4.92 -5.07 -5.14 -2.72 -3.84
Solomon c102 -1.44 -0.86 -1.10 -1.84 -1.61 -0.29 -0.69 0.28
Solomon c103 -0.67 -1.24 -0.65 -0.06 -0.99 -0.68 -1.27 -0.10
Solomon c104 -0.49 -1.26 -2.25 -0.95 0.39 -2.11 -1.63 0.03
Solomon c105 -4.81 -5.69 -6.09 -5.68 -4.36 -6.08 -5.06 -6.22
Solomon c106 -1.40 -0.60 -1.30 -4.96 -4.62 -2.00 -1.39 -2.91
Solomon c107 1.40 -0.42 -1.41 2.82 -2.16 -0.44 -0.87 -0.36
Solomon c108 -0.95 -1.87 -0.78 -1.21 -0.32 -1.43 -0.81 -0.60
Solomon c109 -0.58 -0.36 -1.40 -0.35 -0.93 -0.20 -1.79 0.64
Solomon r101 1.40 -1.58 -2.45 -0.92 -0.83 -1.88 2.42 -1.16
Solomon r102 0.31 1.24 0.65 0.58 0.01 0.04 -0.03 0.52
Solomon r103 -0.27 -1.13 -1.78 -2.65 -1.41 -1.01 -1.10 -1.06
Solomon r104 1.65 -0.81 -3.24 -2.30 -1.09 -1.59 -2.14 -1.90
Solomon r105 -2.70 -1.39 -1.19 -3.43 -2.77 -0.80 -5.10 -1.37
Solomon r106 -3.48 -2.86 -3.67 -0.35 -3.10 -0.66 -1.97 -1.49
Solomon r107 -2.79 -2.80 -2.62 -3.20 -2.18 -2.10 -2.22 -2.77
Solomon r108 0.08 0.22 0.77 1.48 1.00 -0.93 1.87 1.47
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Instance RE,
ES-1
RE,
ES-1,
EH
RE,
ES-1,
EH,
IH-1
RE,
ES-1,
EH,
IH-1,
IntraE
RE,
ES-1,
EH,
IH-1,
In-
traE,
InterE
RE,
ES-1,
EH,
IH-1,
In-
traE,
In-
terE,
IRDI-
1
RE,
ES-1,
EH,
IH-1,
In-
traE,
In-
terE,
IRDI-
1,
IH-2
RE,
ES-1,
EH,
IH-1,
In-
traE,
In-
terE,
IRDI-
1,
IH-2,
IEF-1
Solomon r109 -1.86 0.75 -1.58 -2.13 -0.93 -2.51 -1.96 -0.54
Solomon r110 1.68 -0.36 0.24 -1.17 -1.37 -0.21 -0.99 -1.89
Solomon r111 -1.04 3.19 -2.07 -0.83 0.20 -1.90 -0.78 -0.87
Solomon r112 4.21 2.90 1.37 0.71 -0.35 1.32 2.81 2.56
Solomon rc101 -3.43 -0.91 -1.05 -4.64 -2.88 -3.20 -2.89 -2.51
Solomon rc102 -1.12 -0.23 -1.29 -1.66 -2.60 -2.78 -1.18 -0.19
Solomon rc103 -0.66 -1.52 -1.28 -2.26 -2.09 -0.07 -2.24 -2.59
Solomon rc104 -3.16 -2.27 -3.42 -4.83 -0.37 -4.44 0.28 -3.90
Solomon rc105 -2.03 -4.20 -2.21 -2.08 -1.36 -1.09 -2.61 -2.94
Solomon rc106 -1.81 -0.92 -0.22 -1.75 0.65 0.15 -0.28 -1.80
Solomon rc107 -2.51 -2.98 -2.70 -2.12 -2.04 -1.44 -2.04 -1.40
Solomon rc108 0.90 -4.04 3.84 -4.49 -3.91 -5.12 -5.22 -4.05
Average -1.06 -1.32 -1.59 -1.71 -1.61 -1.72 -1.45 -1.40
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Table A.30: Relative gap of the objective function value reported by mALNS
(25,100,7500) by removing more than one operator at a time with respect to the
ones reported by mALNS (25,100,7500) for Class 5
Instance RE,
ES-1
RE,
ES-1,
EH
RE,
ES-1,
EH,
IH-1
RE,
ES-1,
EH,
IH-1,
IntraE
RE,
ES-1,
EH,
IH-1,
In-
traE,
InterE
RE,
ES-1,
EH,
IH-1,
In-
traE,
In-
terE,
IRDI-
1
RE,
ES-1,
EH,
IH-1,
In-
traE,
In-
terE,
IRDI-
1,
IH-2
RE,
ES-1,
EH,
IH-1,
In-
traE,
In-
terE,
IRDI-
1,
IH-2,
IEF-1
Cordeau pr01 1.00 -0.78 0.33 -0.88 0.04 2.64 0.15 0.05
Cordeau pr02 -0.31 0.03 -0.71 -0.53 -0.59 -0.80 -0.72 -1.01
Cordeau pr03 -2.53 -0.85 -2.80 -2.09 -2.73 -1.71 -3.28 -1.27
Cordeau pr04 2.00 -1.02 -2.12 -1.11 -2.19 -0.95 -1.48 -0.75
Cordeau pr05 -2.75 -2.66 -2.85 -3.59 -2.49 -2.76 -2.26 -2.81
Cordeau pr06 -1.69 -1.53 -1.31 -1.71 -2.13 -1.68 -1.46 -1.33
Cordeau pr07 -1.16 -3.22 -2.96 -2.13 -0.53 -1.53 0.33 -1.88
Cordeau pr08 -1.96 -1.63 -1.19 -0.75 -1.96 -1.72 -2.71 -2.10
Cordeau pr09 0.68 0.14 -0.01 -0.29 0.03 -0.24 0.35 0.48
Cordeau pr10 -1.54 -2.22 -2.33 -2.64 -2.13 -1.63 -1.76 -2.78
Solomon c101 1.00 -0.32 -0.08 -2.23 1.02 0.32 -0.04 -0.23
Solomon c102 0.69 -0.02 0.10 -0.57 0.68 0.24 -0.06 -0.18
Solomon c103 -0.59 -0.59 -0.31 -0.07 -1.05 -0.53 -0.43 -0.78
Solomon c104 0.34 -0.36 -0.36 -0.21 0.82 1.37 0.17 1.06
Solomon c105 -0.76 0.78 0.12 1.15 0.61 -0.91 -0.86 -0.21
Solomon c106 -1.02 -2.27 -1.77 -2.75 0.33 -0.51 -2.73 -2.36
Solomon c107 -0.98 -2.70 -1.98 -1.34 -3.41 -2.45 -1.93 -2.04
Solomon c108 -0.20 0.35 0.17 0.62 -0.09 -0.43 0.24 0.23
Solomon c109 1.46 -0.57 0.06 -0.18 0.68 -0.19 -0.04 0.08
Solomon r101 -0.03 -0.67 0.90 0.04 -0.56 -1.42 -0.03 -1.19
Solomon r102 -0.84 -0.57 -1.17 -1.09 -1.07 -0.92 -0.11 -0.20
Solomon r103 -1.10 -1.32 -0.52 -0.87 -1.23 -0.22 -0.20 -1.97
Solomon r104 0.29 -1.04 -0.27 -0.06 1.26 0.17 0.46 -0.28
Solomon r105 0.04 -1.79 -0.73 -1.57 -0.24 -1.76 0.13 -1.43
Solomon r106 -2.07 -1.34 -1.32 -2.74 -2.00 -3.04 -2.23 -1.98
Solomon r107 -1.20 -3.74 -2.16 -3.00 -3.01 -3.19 -3.24 -3.61
Solomon r108 -0.33 -2.80 -0.35 -1.21 -1.13 -2.90 -1.13 -0.50
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Instance RE,
ES-1
RE,
ES-1,
EH
RE,
ES-1,
EH,
IH-1
RE,
ES-1,
EH,
IH-1,
IntraE
RE,
ES-1,
EH,
IH-1,
In-
traE,
InterE
RE,
ES-1,
EH,
IH-1,
In-
traE,
In-
terE,
IRDI-
1
RE,
ES-1,
EH,
IH-1,
In-
traE,
In-
terE,
IRDI-
1,
IH-2
RE,
ES-1,
EH,
IH-1,
In-
traE,
In-
terE,
IRDI-
1,
IH-2,
IEF-1
Solomon r109 0.59 -1.84 -0.90 -1.43 -1.09 -1.90 -1.39 -0.71
Solomon r110 -0.27 0.57 1.04 0.61 0.45 0.65 1.40 -0.04
Solomon r111 -0.09 0.32 1.13 -0.01 0.18 -0.44 -0.06 0.20
Solomon r112 1.21 2.85 -0.77 -0.73 1.75 -0.40 0.96 -0.51
Solomon rc101 -2.04 -2.93 -2.97 -0.03 -4.31 -4.23 -3.83 -3.38
Solomon rc102 -2.99 -2.33 -1.09 -2.17 -2.58 -2.81 -2.58 -1.87
Solomon rc103 -0.64 -1.39 -0.58 -0.75 -0.95 0.05 -1.72 -0.22
Solomon rc104 0.51 -1.85 -3.09 -4.03 -2.35 -2.98 -1.70 -5.67
Solomon rc105 -2.41 -2.30 -1.30 -2.40 -2.52 -2.28 -3.44 -1.14
Solomon rc106 -1.05 0.20 -0.63 -2.71 0.75 -1.66 -2.26 -1.47
Solomon rc107 0.25 -2.10 -1.54 -2.49 -2.00 -0.90 -1.99 -0.53
Solomon rc108 2.60 -1.55 -1.24 -2.24 -1.37 -0.75 -1.25 -2.15
Average -0.46 -1.16 -0.96 -1.29 -0.95 -1.14 -1.10 -1.19
Tables A.31–A.35 report the the lower bound and the upper bounds found
through CPLEX, as well as the percent gap of the objective function value reported
by mALNS∗ with respect to the bounds, per instance.
Table A.31: Results reported by mALNS∗ and lower and upper bounds reported by
CPLEX 12.6 for Class 1
mALNS∗ Lower bound Upper bound
Instance Objective Gap Bound Gap Bound
Cordeau pr01 552.833 4.87 527.143 15.85 657
Cordeau pr02 1166 19.59 975 4.43 1220
Cordeau pr03 1614.03 64.36 982 9.73 1788
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mALNS∗ Lower bound Upper bound
Instance Objective Gap Bound Gap Bound
Cordeau pr04 2136.61 76.37 1211.47 13.73 2476.78
Cordeau pr05 2906.31 164.63 1098.27 13.26 3350.79
Cordeau pr06 3520.59 176.09 1275.14 4.10 3671
Cordeau pr07 840.893 32.22 636 11.30 948
Cordeau pr08 1885.55 63.56 1152.81 6.00 2006
Cordeau pr09 2701.47 97.25 1369.54 1.26 2736
Cordeau pr10 3716.36 183.59 1310.49 3.47 3850
Solomon c101 1423.28 15.30 1234.37 21.37 1810
Solomon c102 1629.27 23.97 1314.26 9.99 1810
Solomon c103 1654.82 42.03 1165.11 8.57 1810
Solomon c104 1561.89 33.66 1168.59 10.33 1741.75
Solomon c105 1419.97 -2.49 1456.17 18.54 1743.18
Solomon c106 1590.51 5.52 1507.33 12.13 1810
Solomon c107 1665.61 12.68 1478.13 7.98 1810
Solomon c108 1663.07 39.97 1188.14 8.12 1810
Solomon c109 1592.09 29.96 1225.04 12.04 1810
Solomon r101 1267.57 0.41 1262.34 9.51 1400.85
Solomon r102 1416 44.52 979.768 2.88 1458
Solomon r103 1405.38 48.09 949.034 3.61 1458
Solomon r104 1199.09 57.79 759.911 17.76 1458
Solomon r105 1216.83 30.52 932.26 8.84 1334.76
Solomon r106 1387.07 71.78 807.459 4.86 1458
Solomon r107 1323.37 72.37 767.735 9.23 1458
Solomon r108 1208.38 94.90 620 17.12 1458
Solomon r109 1349.27 59.68 845 7.46 1458
Solomon r110 1286.63 55.77 826 11.75 1458
Solomon r111 1232.58 73.96 708.526 15.46 1458
Solomon r112 1348 55.61 866.291 7.54 1458
Solomon rc101 1388.52 72.94 802.89 19.46 1724
Solomon rc102 1492.8 82.38 818.527 13.41 1724
Solomon rc103 1537.64 80.37 852.47 10.81 1724
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mALNS∗ Lower bound Upper bound
Instance Objective Gap Bound Gap Bound
Solomon rc104 1452.03 105.25 707.437 15.78 1724
Solomon rc105 1620.31 47.11 1101.46 6.01 1724
Solomon rc106 1456.69 52.37 956 15.51 1724
Solomon rc107 1549.19 84.62 839.106 10.14 1724
Solomon rc108 1401.87 77.92 787.916 18.69 1724
Average 60.30 10.72
Table A.32: Results reported by mALNS∗ and lower and upper bounds reported by
CPLEX 12.6 for Class 2
mALNS∗ Lower bound Upper bound
Instance Objective Gap Bound Gap Bound
Cordeau pr01 566.994 6.21 533.832 11.75 642.482
Cordeau pr02 1057.51 11.88 945.245 11.03 1188.55
Cordeau pr03 1536.26 79.07 857.926 11.93 1744.29
Cordeau pr04 2034.97 56.29 1302.04 14.65 2384.22
Cordeau pr05 2895.87 118.03 1328.17 11.64 3277.48
Cordeau pr06 3186.39 142.50 1314 10.01 3540.98
Cordeau pr07 814.748 16.29 700.621 10.99 915.329
Cordeau pr08 1757.31 86.55 942 9.74 1946.89
Cordeau pr09 2453.75 96.68 1247.56 7.49 2652.49
Cordeau pr10 3469.97 163.58 1316.5 7.26 3741.71
Solomon c101 1443.67 20.56 1197.49 17.83 1756.99
Solomon c102 1576.8 38.50 1138.47 10.96 1770.84
Solomon c103 1532.3 19.77 1279.4 12.30 1747.17
Solomon c104 1532.8 20.26 1274.57 10.03 1703.68
Solomon c105 1427.31 3.78 1375.38 16.89 1717.44
Solomon c106 1527.95 10.39 1384.1 13.50 1766.49
Solomon c107 1581.51 5.52 1498.71 10.41 1765.19
Solomon c108 1594.1 26.87 1256.53 10.01 1771.46
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mALNS∗ Lower bound Upper bound
Instance Objective Gap Bound Gap Bound
Solomon c109 1553.21 31.31 1182.85 12.08 1766.61
Solomon r101 1223.45 9.39 1118.47 10.64 1369.17
Solomon r102 1312.76 49.42 878.557 7.58 1420.38
Solomon r103 1298.86 22.96 1056.3 7.79 1408.64
Solomon r104 1164 45.87 797.974 17.82 1416.44
Solomon r105 1195 33.17 897.338 9.47 1320.04
Solomon r106 1311.37 39.28 941.519 8.44 1432.22
Solomon r107 1229.25 64.44 747.534 12.54 1405.44
Solomon r108 1174.96 78.50 658.25 16.44 1406.1
Solomon r109 1243.18 39.68 890 11.83 1409.98
Solomon r110 1231.4 57.95 779.605 12.35 1404.83
Solomon r111 1153.35 51.50 761.28 18.03 1407.04
Solomon r112 1230.86 39.55 882 12.88 1412.85
Solomon rc101 1404.66 45.52 965.257 15.05 1653.44
Solomon rc102 1485.4 48.84 998 11.95 1687.09
Solomon rc103 1469.22 69.46 867 11.96 1668.8
Solomon rc104 1378.21 51.04 912.504 17.72 1675.09
Solomon rc105 1548.92 64.52 941.454 8.59 1694.52
Solomon rc106 1430.46 58.41 903 14.40 1671.14
Solomon rc107 1457.85 73.09 842.238 12.05 1657.56
Solomon rc108 1407.99 69.63 830.031 16.18 1679.74
Average 50.42 12.16
Table A.33: Results reported by mALNS∗ and lower and upper bounds reported by
CPLEX 12.6 for Class 3
mALNS∗ Lower bound Upper bound
Instance Objective Gap Bound Gap Bound
Cordeau pr01 540.648 17.28 461 13.84 627.484
Cordeau pr02 1052.63 11.05 947.867 8.91 1155.64
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mALNS∗ Lower bound Upper bound
Instance Objective Gap Bound Gap Bound
Cordeau pr03 1570.04 61.03 975 7.50 1697.39
Cordeau pr04 2001.91 60.93 1243.99 12.41 2285.64
Cordeau pr05 2852.12 117.15 1313.45 10.85 3199.35
Cordeau pr06 3132.84 149.03 1258 7.99 3404.79
Cordeau pr07 784.441 6.78 734.606 10.90 880.439
Cordeau pr08 1744.22 51.94 1147.93 7.34 1882.44
Cordeau pr09 2380.07 74.36 1365.05 7.22 2565.42
Cordeau pr10 3394.44 155.84 1326.77 6.44 3628.12
Solomon c101 1413.71 148.02 570 16.51 1693.26
Solomon c102 1556.8 18.52 1313.52 9.64 1722.91
Solomon c103 1512.06 17.44 1287.56 9.58 1672.2
Solomon c104 1481.26 17.46 1261.12 10.63 1657.4
Solomon c105 1409.89 -0.93 1423.08 16.40 1686.46
Solomon c106 1532.55 8.13 1417.35 10.58 1713.9
Solomon c107 1551.9 4.39 1486.61 9.29 1710.91
Solomon c108 1565.13 25.84 1243.78 9.25 1724.6
Solomon c109 1562.28 31.19 1190.84 8.87 1714.32
Solomon r101 1227.16 9.11 1124.67 8.16 1336.21
Solomon r102 1294.08 78.74 723.989 6.32 1381.31
Solomon r103 1258.46 42.13 885.42 7.29 1357.45
Solomon r104 1145.54 61.12 711 16.52 1372.2
Solomon r105 1229.4 40.98 872.067 5.81 1305.21
Solomon r106 1297.88 50.76 860.897 7.64 1405.19
Solomon r107 1207.25 46.19 825.791 10.64 1351.07
Solomon r108 1134.05 57.11 721.819 16.08 1351.31
Solomon r109 1225.22 29.11 949 9.82 1358.62
Solomon r110 1183.78 41.13 838.792 12.28 1349.51
Solomon r111 1166.36 62.49 717.819 13.92 1354.98
Solomon r112 1233.72 36.34 904.857 9.69 1366.17
Solomon rc101 1385.74 36.59 1014.51 12.16 1577.52
Solomon rc102 1510.62 67.24 903.24 8.27 1646.8
Continues on next page
Appendix A. Detailed results for the rTOP 184
Continued from previous page
mALNS∗ Lower bound Upper bound
Instance Objective Gap Bound Gap Bound
Solomon rc103 1459.72 44.30 1011.61 9.29 1609.25
Solomon rc104 1374.28 59.15 863.51 15.24 1621.47
Solomon rc105 1520.12 53.26 991.848 8.52 1661.68
Solomon rc106 1411.75 51.96 929 12.47 1612.81
Solomon rc107 1434.48 68.43 851.652 9.46 1584.31
Solomon rc108 1371.75 65.14 830.667 15.86 1630.34
Average 50.69 10.50
Table A.34: Results reported by mALNS∗ and lower and upper bounds reported by
CPLEX 12.6 for Class 4
mALNS∗ Lower bound Upper bound
Instance Objective Gap Bound Gap Bound
Cordeau pr01 520.204 1.54 512.329 16.94 626.296
Cordeau pr02 946.508 10.74 854.675 17.95 1153.59
Cordeau pr03 1359.11 61.30 842.593 18.89 1675.71
Cordeau pr04 1832.72 50.76 1215.66 20.13 2294.65
Cordeau pr05 2442.49 89.24 1290.66 20.37 3067.22
Cordeau pr06 2704.42 138.07 1136 20.97 3422.1
Cordeau pr07 714.631 7.60 664.131 19.07 883.038
Cordeau pr08 1517.11 19.46 1269.99 18.66 1865.19
Cordeau pr09 2058.49 44.68 1422.75 19.27 2550
Cordeau pr10 2853.8 96.81 1450 20.28 3579.79
Solomon c101 1243.44 -1.25 1259.15 25.13 1660.73
Solomon c102 1346.14 14.58 1174.83 20.65 1696.48
Solomon c103 1399.38 18.99 1176.02 17.32 1692.49
Solomon c104 1312.01 21.45 1080.29 19.32 1626.16
Solomon c105 1272.9 -6.58 1362.5 20.99 1611.06
Solomon c106 1259.37 -0.16 1261.41 23.60 1648.3
Solomon c107 1301.87 -0.31 1305.94 21.32 1654.62
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mALNS∗ Lower bound Upper bound
Instance Objective Gap Bound Gap Bound
Solomon c108 1383.91 17.40 1178.81 18.60 1700.05
Solomon c109 1295.63 7.27 1207.84 22.25 1666.51
Solomon r101 1044.79 1044790000.00 0 19.72 1301.39
Solomon r102 1144.59 46.99 778.686 16.46 1370.14
Solomon r103 1105.39 13.68 972.395 18.63 1358.41
Solomon r104 1082.95 28.42 843.291 20.36 1359.77
Solomon r105 1164.17 24.01 938.766 9.49 1286.18
Solomon r106 1095.25 35.41 808.863 18.57 1345.08
Solomon r107 1126.14 61.34 698 17.89 1371.45
Solomon r108 1036.44 43.70 721.262 23.23 1349.98
Solomon r109 1110.07 42.01 781.668 18.37 1359.93
Solomon r110 1099.09 37.08 801.786 19.11 1358.75
Solomon r111 1110.39 47.46 753 18.80 1367.43
Solomon r112 1025.78 47.82 693.923 23.45 1340.02
Solomon rc101 1311.72 24.41 1054.37 18.72 1613.81
Solomon rc102 1268.03 47.92 857.257 20.68 1598.66
Solomon rc103 1300.95 58.27 822 18.83 1602.8
Solomon rc104 1248.96 67.89 743.917 22.27 1606.88
Solomon rc105 1294.27 29.92 996.187 18.73 1592.47
Solomon rc106 1188.88 31.07 907.073 24.73 1579.51
Solomon rc107 1343.58 57.23 854.53 17.63 1631.11
Solomon rc108 1261.14 63.45 771.591 20.78 1591.91
Average 26789523.07 19.70
Table A.35: Results reported by mALNS∗ and lower and upper bounds reported by
CPLEX 12.6 for Class 5
mALNS∗ Lower bound Upper bound
Instance Objective Gap Bound Gap Bound
Cordeau pr01 516.556 3.73 497.989 13.14 594.708
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mALNS∗ Lower bound Upper bound
Instance Objective Gap Bound Gap Bound
Cordeau pr02 933.313 7.92 864.802 14.05 1085.94
Cordeau pr03 1338.08 32.61 1009.05 14.18 1559.17
Cordeau pr04 1772.2 73.54 1021.21 16.03 2110.4
Cordeau pr05 2308.91 79.94 1283.16 17.29 2791.48
Cordeau pr06 2683.74 128.60 1174 15.39 3172
Cordeau pr07 687.616 21.96 563.786 15.85 817.1
Cordeau pr08 1479.82 26.34 1171.34 14.04 1721.59
Cordeau pr09 2001.72 55.01 1291.37 15.44 2367.35
Cordeau pr10 2789.46 89.71 1470.37 15.73 3310.29
Solomon c101 1217.04 -1.59 1236.66 18.41 1491.61
Solomon c102 1325.8 52.74 868.028 15.29 1565.15
Solomon c103 1344.07 11.76 1202.6 13.47 1553.37
Solomon c104 1261.79 4.43 1208.21 15.28 1489.35
Solomon c105 1221.76 -4.73 1282.47 15.96 1453.83
Solomon c106 1226.32 2.74 1193.63 16.37 1466.33
Solomon c107 1233.37 -1.58 1253.11 16.54 1477.76
Solomon c108 1352.33 18.51 1141.07 13.92 1570.98
Solomon c109 1248.76 8.30 1153.05 17.00 1504.52
Solomon r101 1022.29 2172.15 44.9921 14.83 1200.23
Solomon r102 1107.99 12.11 988.289 13.63 1282.8
Solomon r103 1069.73 6.17 1007.54 15.02 1258.77
Solomon r104 1053.02 49.32 705.199 16.53 1261.55
Solomon r105 1106.85 26.53 874.786 10.43 1235.67
Solomon r106 1060.38 32.34 801.246 14.08 1234.08
Solomon r107 1110.51 62.92 681.62 13.54 1284.42
Solomon r108 1022.77 36.47 749.469 17.80 1244.19
Solomon r109 1074.45 39.90 768.037 14.73 1260.02
Solomon r110 1060.19 28.94 822.233 15.83 1259.61
Solomon r111 1084.97 47.82 733.977 15.06 1277.39
Solomon r112 1000.61 38.71 721.351 18.27 1224.28
Solomon rc101 1279.73 14.64 1116.33 14.56 1497.73
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mALNS∗ Lower bound Upper bound
Instance Objective Gap Bound Gap Bound
Solomon rc102 1243.48 54.53 804.668 15.17 1465.88
Solomon rc103 1271.1 59.41 797.364 13.93 1476.76
Solomon rc104 1242.21 41.17 879.96 16.30 1484.07
Solomon rc105 1260.53 20.30 1047.78 13.30 1453.95
Solomon rc106 1165.51 20.62 966.28 18.46 1429.45
Solomon rc107 1331.82 26.68 1051.31 12.95 1529.87
Solomon rc108 1219.18 71.96 709 16.33 1457.06
Average 89.04 15.23
Table A.36 shows the execution time in seconds required to report a solution
by mALNS∗, per instance.
Table A.36: Execution time in seconds required by mALNS∗ per instance
Instance Class 1 Class 2 Class 3 Class 4 Class 5
Cordeau pr01 6.09772 6.53486 7.09934 7.71522 8.41386
Cordeau pr02 18.08 27.0591 27.716 37.7257 34.1416
Cordeau pr03 36.2629 42.9195 43.3343 69.955 65.4295
Cordeau pr04 72.1257 102.429 103.6 192.215 166.49
Cordeau pr05 111.311 137.403 119.576 394.615 333.108
Cordeau pr06 147.982 300.465 294.635 1406.26 802.776
Cordeau pr07 13.4367 17.6944 18.6864 28.9433 30.3201
Cordeau pr08 47.4603 63.8482 71.7079 142.604 101.936
Cordeau pr09 90.1344 220.622 181.771 596.667 441.774
Cordeau pr10 160.62 299.296 339.189 1402.6 1118.18
Solomon c101 27.8287 32.4637 33.7495 71.6341 57.6768
Solomon c102 37.3712 37.8328 37.1378 71.4798 69.3197
Solomon c103 32.314 46.7183 52.0384 78.8501 81.2322
Solomon c104 39.5737 52.0469 44.7179 92.2204 90.8017
Solomon c105 29.8863 30.6707 33.1673 55.5037 52.2787
Solomon c106 30.1046 36.6667 36.4233 75.8611 76.6414
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Instance Class 1 Class 2 Class 3 Class 4 Class 5
Solomon c107 30.6708 42.4646 45.5872 86.1521 80.6047
Solomon c108 30.5744 42.294 38.3461 67.5447 60.2113
Solomon c109 34.6888 37.533 37.2555 81.0837 75.552
Solomon r101 46.7891 58.471 59.8922 106.439 117.377
Solomon r102 48.611 76.8 76.3808 182.444 147.285
Solomon r103 37.368 54.2028 62.2297 106.796 96.3156
Solomon r104 28.1691 28.4527 29.6812 37.0861 35.8057
Solomon r105 35.4199 37.0437 38.6028 57.8873 55.8351
Solomon r106 32.0727 41.9416 45.057 89.0416 78.1855
Solomon r107 30.3844 34.8411 41.7337 48.3919 45.7084
Solomon r108 26.2905 30.992 28.1818 40.9784 36.4527
Solomon r109 30.4567 40.2915 40.6819 68.6004 69.4367
Solomon r110 29.2327 39.4112 36.8361 52.184 54.516
Solomon r111 30.8314 33.7528 33.0375 42.2111 41.6222
Solomon r112 27.0335 34.7878 33.7108 56.4949 50.461
Solomon rc101 39.2602 41.9719 44.8926 53.6889 71.3989
Solomon rc102 34.2463 36.6468 43.2251 63.7678 67.8866
Solomon rc103 30.0294 39.6386 39.2275 53.616 57.3354
Solomon rc104 29.2001 33.6577 32.1133 42.2541 46.5312
Solomon rc105 34.3637 38.6198 40.7033 78.4448 78.3671
Solomon rc106 31.8376 36.7894 36.0072 54.8232 60.8844
Solomon rc107 32.0083 39.9831 40.2074 47.9405 48.1589
Solomon rc108 29.6238 32.6162 29.209 42.5346 37.7637
Total 1659.75 2387.87 2397.35 6285.25 5044.21
Appendix B
Detailed results for the
orienteering problem with
mandatory visits and conflicts
Tables B.1 to B.9 display the results reported by CPLEX for each instance of the
OPMVC, by using the OPMVC-DL, OPMVC-GG, OPMVC-W, OPMVC-DFJ, and
OPMVC-C formulations. For each instance, it is shown its name, the reported
objective function value, the number of visited nodes in the reported solution, and
the execution time.
An objective function value followed by an ∗ indicates that the solver reached
the optimal solution but it was not able to prove its optimality. If the time limit is
smaller than 3600 seconds, the reported solution is optimal.
Table B.1: Solutions reported by CPLEX for Class 1
Instance OPMVC-DL OPMVC-GG OPMVC-W OPMVC-DFJ OPMVC-FT
z
∑
y Time z
∑
y Time z
∑
y Time z
∑
y Time z
∑
y Time
att48A 15 19 143.26 15 19 15.74 15 19 317.55 15 19 10.32 15 19 654.35
att48B 17 21 15.74 17 21 13.44 - - >3600 17 21 23.12 17 21 1645.4
att48C 9* 13 >3600 9 13 33.77 9 13 208.55 9 13 207.05 9 13 352.22
att48D 13 17 365.38 13 17 5.31 13 17 285.21 13 17 12.99 13 17 65.43
Continues on next page
189
Appendix B. Detailed results for the OPMVC 190
Continued from previous page
Instance OPMVC-DL OPMVC-GG OPMVC-W OPMVC-DFJ OPMVC-FT
z
∑
y Time z
∑
y Time z
∑
y Time z
∑
y Time z
∑
y Time
att48E 14 18 638.34 14 18 16.49 14 18 189.48 14 18 11.07 14 18 182.83
cmt121A - - >3600 - - >3600 - - >3600 535 48 16.52 535 48 160.24
cmt121B - - >3600 - - >3600 - - >3600 498 - >3600 513 - >3600
cmt121C - - >3600 476 46 >3600 - - >3600 514 - >3600 521 - >3600
cmt121D - - >3600 - - >3600 - - >3600 530 48 193.58 530* - >3600
cmt151A - - >3600 815 53 1433.01 - - >3600 818 - >3600 835 - >3600
cmt151B 872 55 124.51 872 55 3396.9 - - >3600 872 55 285.65 - - >3600
cmt151C - - >3600 - - >3600 - - >3600 484 - >3600 546 - >3600
cmt151D - - >3600 - - >3600 - - >3600 611 - >3600 649 - >3600
cmt151E - - >3600 - - >3600 - - >3600 693 - >3600 722 - >3600
cmt200A - - >3600 - - >3600 - - >3600 749 - >3600 877 - >3600
cmt200B - - >3600 - - >3600 - - >3600 1352 84 1529.4 - - >3600
cmt200C - - >3600 - - >3600 - - >3600 835 - >3600 956 - >3600
cmt200D - - >3600 - - >3600 - - >3600 954 - >3600 1075 - >3600
cmt200E - - >3600 - - >3600 - - >3600 1045 - >3600 1159 - >3600
eil30A 6375 12 0.15 6375 12 2.83 6375 12 14.76 6375 12 0.56 6375 12 0.58
eil30B 5125* 9 >3600 5125 9 10.87 5125 9 104.69 5125 9 9.28 5125 9 43.22
eil30C 5775 10 1321.67 5775 10 8.5 5775 10 46.16 5775 10 4.7 5775 10 6.16
eil30D 6275 11 46.85 6275 11 3.89 6275 11 12.02 6275 11 0.61 6275 11 1.21
eil33A 5230* 10 >3600 5230 10 88.85 5230 10 162.98 9780 - >3600 5230 10 105.39
eil33B 14380 14 111.55 14380 14 1.21 14380 14 131.4 14380 14 1.32 14380 14 2.89
eil33C 7430* 13 >3600 7430 13 34.55 7430 13 66.71 10320 - >3600 7430 13 122.92
eil33D 11630* 12 >3600 11630 12 5.67 11630 12 14.29 11630 12 1277.64 11630 12 6.15
eil33E 12830* 14 >3600 12830 14 6.19 12830 14 62.15 12830 14 31.12 12830 14 9.17
eil51A 245 19 199.1 245 19 7.33 245 19 182.67 245 18 35.99 248 - >3600
eil51B 287 20 2.3 287 20 0.88 287 20 469.28 287 20 2.74 287 20 23.8
eil51C 122 11 248.74 122 11 35.54 122 11 977.85 122 11 69.56 122 11 41.26
eil51D 150 14 3250.1 150 14 27.53 150 14 967.31 150 14 418.37 150 14 127.62
eil51E 177 15 345.34 177 15 32.26 177 15 216.12 177 15 1194.27 177 15 722.3
eil76A 520* 30 >3600 520 30 93.09 520 30 2446.14 520 30 66.57 530 - >3600
eil76B 599 32 37.15 599 32 48.25 - - >3600 599 32 11.04 599 32 203.54
eil76C 232* 18 >3600 232 18 60.49 232 18 3552.34 232 18 2769.67 232 18 1183.97
eil76D 305 20 >3600 312 21 28.06 312 21 1285.68 312 21 1456.77 312 21 1345.75
eil76E 367 23 1479.08 367 23 50.32 367 23 891.04 367 23 208.31 369 - >3600
eil101A 556 38 >3600 570 40 2608.02 - - >3600 570 40 192.86 589 - >3600
eil101B 612 40 3.18 612 40 5.27 - - >3600 612 40 132.84 - - >3600
eil101C - - >3600 - - >3600 - - >3600 294 - >3600 281 24 1013.78
eil101D - - >3600 367 29 796.14 - - >3600 367* - >3600 367 29 750.78
eil101E - - >3600 414 32 438.97 - - >3600 415 - >3600 429 - >3600
gil262A - - >3600 - - >3600 - - >3600 4463 - >3600 4723 - >3600
gil262B - - >3600 - - >3600 - - >3600 - - >3600 - - >3600
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Instance OPMVC-DL OPMVC-GG OPMVC-W OPMVC-DFJ OPMVC-FT
z
∑
y Time z
∑
y Time z
∑
y Time z
∑
y Time z
∑
y Time
gil262C - - >3600 - - >3600 - - >3600 - - >3600 3711 - >3600
gil262D - - >3600 - - >3600 - - >3600 - - >3600 4086 - >3600
gil262E - - >3600 - - >3600 - - >3600 - - >3600 4369 - >3600
op21A 165 6 0.58 165 6 0.53 165 6 1.15 165 6 0.9 165 6 0.4
op21B 135 6 0.37 135 6 1.55 135 6 1.3 135 6 1.19 135 6 0.86
op21C 150 7 0.32 150 7 0.96 150 7 0.81 150 7 0.73 150 7 0.35
op21D 155 7 0.57 155 7 1.39 155 7 1.96 155 7 0.85 155 7 0.84
op32A 85 11 5.95 85 11 1.95 85 11 7.13 85 11 1.01 85 11 2.19
op32B 115 13 0.15 115 13 1.1 115 13 25.52 115 13 0.46 115 13 0.29
op32C 35 7 65.63 35 7 6.24 35 7 2.56 35 7 10.51 35 7 4.42
op32D 60 9 32.79 60 9 3.16 60 9 3.56 60 9 5.29 60 9 1.6
op32E 75 10 13.37 75 10 2.69 75 10 4.47 75 10 2.5 75 10 0.85
op33A 260 12 0.33 260 12 1.02 260 12 3.27 260 12 0.63 260 12 2.05
op33B 330 13 1.22 330 13 1.27 330 13 7.71 330 13 0.33 330 13 1.44
op33C 110 9 8.71 110 9 7.57 110 9 3.92 110 9 1.18 110 9 2.65
op33D 160 10 0.85 160 10 1.72 160 10 5.37 160 10 1.24 160 10 1.35
op33E 180 10 1.19 180 10 2.27 180 10 5.35 180 10 0.96 180 10 3.42
Table B.2: Solutions reported by CPLEX for Class 2
Instance OPMVC-DL OPMVC-GG OPMVC-W OPMVC-DFJ OPMVC-FT
z
∑
y Time z
∑
y Time z
∑
y Time z
∑
y Time z
∑
y Time
att48A 12 21 3.72 12 21 15.23 12 21 503.08 12 21 4.3 12 21 5.1
att48B 11* 20 >3600 11 20 853.03 11 20 88.64 11 20 3.26 11 20 5.54
att48C 12 21 3.03 12 21 7.22 12 21 419.3 12 21 2.6 12 21 4.2
att48D 12 21 5.07 12 21 0.74 12 21 478.07 12 21 3.21 12 21 2.91
cmt121A - - >3600 - - >3600 - - >3600 330 48 6.89 330 48 44.58
cmt121B - - >3600 - - >3600 - - >3600 305 47 211.71 310 - >3600
cmt121C - - >3600 - - >3600 - - >3600 330 48 24.36 330 48 24.29
cmt121D - - >3600 - - >3600 - - >3600 330 48 35.84 330 48 161.63
cmt151A - - >3600 462 53 657.95 - - >3600 462 53 162.9 481 - >3600
cmt151B 561 55 504.64 - - >3600 - - >3600 561 55 102.49 - - >3600
cmt151C - - >3600 433 52 374.75 - - >3600 433 52 401.8 441 - >3600
cmt151D - - >3600 - - >3600 - - >3600 496 53 182.83 509 - >3600
cmt151E - - >3600 541 55 899.58 - - >3600 541 55 57.39 548 - >3600
cmt200A - - >3600 - - >3600 - - >3600 825 84 968.45 - - >3600
cmt200B - - >3600 - - >3600 - - >3600 528 - >3600 554 - >3600
cmt200C - - >3600 - - >3600 - - >3600 641 - >3600 - - >3600
cmt200D - - >3600 - - >3600 - - >3600 732 - >3600 758 - >3600
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Instance OPMVC-DL OPMVC-GG OPMVC-W OPMVC-DFJ OPMVC-FT
z
∑
y Time z
∑
y Time z
∑
y Time z
∑
y Time z
∑
y Time
eil30A 2925 11 19.84 2925 11 1.75 2925 11 6.05 2925 11 0.24 2925 11 0.53
eil30B 1625 10 32.79 1625 10 1.86 1625 10 6.32 1625 10 1.38 1625 10 2.15
eil30C 1625 10 138.8 1625 10 2.42 1625 10 12.39 1625 10 3.55 1625 10 3.1
eil30D 2475 10 81.67 2475 10 1.34 2475 10 7.8 2475 10 0.88 2475 10 0.53
eil33A 8480 14 424.29 8480 14 1.29 8480 14 9.81 8480 14 4.21 8480 14 0.72
eil33B 8480 14 57.65 8480 14 3.4 8480 14 8.68 8480 14 2.94 8480 14 0.59
eil33C 8480 14 2378.94 8480 14 2.22 8480 14 15.05 8480 14 3.32 8480 14 1.53
eil33D 9430 14 1.51 9430 14 0.88 9430 14 5.97 9430 14 0.78 9430 14 0.44
eil51A 168 20 0.31 168 20 0.59 168 20 88.55 168 20 1.56 168 20 0.53
eil51B 148 19 521.77 148 19 24.12 148 19 186.63 148 19 15.84 148 19 16.15
eil51C 168 20 1.02 168 20 5.35 168 20 39.42 168 20 0.81 168 20 1.33
eil51D 168 20 2.03 168 20 0.62 168 20 70.91 168 20 0.66 168 20 1.25
eil76A 377 31 602.01 377 31 8.42 377 31 3046.36 377 31 18.93 377 31 173.05
eil76B 409 32 1.75 409 32 1.7 409 32 3205.73 409 32 3.98 409 32 0.78
eil76C - - >3600 201 24 20.33 201 24 763.1 201 24 57.28 201 24 19.17
eil76D 294 28 63.82 294 28 11.57 294 28 1107.52 294 28 28.35 294 28 27.52
eil76E 345 30 126.07 345 30 7.31 345 30 1945.19 345 30 21.13 345 30 26.77
eil101A 383 40 >3600 386 40 135.39 - - >3600 386 40 25.81 386 40 266.41
eil101B 409 40 32.84 409 40 54.49 - - >3600 409 40 85.53 409 40 141.41
eil101C - - >3600 260 35 6.91 - - >3600 260 35 7.34 260 35 12.49
eil101D 326* 38 >3600 326 38 55.32 - - >3600 326 38 9.72 326 38 852.51
eil101E - - >3600 370 40 75.44 - - >3600 370 40 30.8 370 40 2524.06
gil262A - - >3600 - - >3600 - - >3600 - - >3600 - - >3600
gil262B - - >3600 - - >3600 - - >3600 2502 - >3600 2658 - >3600
gil262C - - >3600 - - >3600 - - >3600 2867 - >3600 - - >3600
gil262D - - >3600 - - >3600 - - >3600 3000 103 2604.54 - - >3600
op21A 60 7 0.1 60 7 0.43 60 7 0.29 60 7 0.56 60 7 0.58
op21B 125 7 0.21 125 7 0.34 125 7 0.45 125 7 0.21 125 7 0.08
op21C 60 7 0.13 60 7 0.4 60 7 0.31 60 7 0.96 60 7 0.57
op21D 75 7 0.18 75 7 2.88 75 7 1.38 75 7 0.89 75 7 0.37
op21E 80 7 0.33 80 7 3.13 80 7 0.96 80 7 1.39 80 7 0.5
op32A 80 13 1.23 80 13 1.97 80 13 4.02 80 13 0.29 80 13 0.25
op32B 70 12 4.48 70 12 1.81 70 12 2.77 70 12 0.85 70 12 0.93
op32C 80 13 1.46 80 13 0.36 80 13 4.37 80 13 0.29 80 13 0.25
op33A 210 13 1.86 210 13 0.59 210 13 1.52 210 13 0.25 210 13 0.19
op33B 170 12 4.05 170 12 4.33 170 12 1.56 170 12 1.56 170 12 0.68
op33C 210 13 0.49 210 13 0.92 210 13 1.64 210 13 0.38 210 13 0.18
op33D 220 13 0.1 220 13 2.36 220 13 2.95 220 13 0.31 220 13 0.38
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Table B.3: Solutions reported by CPLEX for Class 3
Instance OPMVC-DL OPMVC-GG OPMVC-W OPMVC-DFJ OPMVC-FT
z
∑
y Time z
∑
y Time z
∑
y Time z
∑
y Time z
∑
y Time
att48A 4 18 462.26 4 18 3.93 4 18 42.87 4 18 9.57 4 18 9.76
att48B 7 21 0.32 7 21 1.12 7 21 521.83 7 21 2.89 7 21 13.18
att48C 4 18 2559.55 4 18 6.54 4 18 169.92 4 18 6.27 4 18 10.92
att48D 5 19 158.76 5 19 8.44 5 19 30.08 5 19 6.35 5 19 13.62
att48E 5 19 669.28 5 19 8.09 5 19 47.93 5 19 7.67 5 19 41.44
cmt121A - - >3600 - - >3600 - - >3600 152 48 5.89 152 48 10
cmt121B - - >3600 152 48 67.6 - - >3600 152 48 5.31 152 48 7.1
cmt121C - - >3600 - - >3600 - - >3600 152 48 23.22 152 48 10.78
cmt121D 152 48 173.1 152 48 64.93 - - >3600 152 48 15.89 152 48 46.65
cmt151A - - >3600 - - >3600 - - >3600 199 55 103.22 199 55 265.54
cmt151B - - >3600 - - >3600 - - >3600 179 54 60.12 179 54 23.81
cmt151C - - >3600 - - >3600 - - >3600 199 55 29.28 199 55 443.73
cmt151D - - >3600 - - >3600 - - >3600 199 55 66.23 199 55 835.32
cmt200A - - >3600 - - >3600 - - >3600 463 84 117.29 - - >3600
cmt200B - - >3600 391 77 370.57 - - >3600 391 77 937.63 391 77 66.73
cmt200C - - >3600 - - >3600 - - >3600 452 83 149.27 452 83 337.15
cmt200D - - >3600 - - >3600 - - >3600 463 84 62.34 - - >3600
eil30A 950 11 172.99 950 11 5.79 950 11 2.5 950 11 0.87 950 11 1.12
eil30B 1950 11 48.25 1950 11 5.39 1950 11 3.74 1950 11 0.47 1950 11 0.32
eil30C 2075 12 0.04 2075 12 0.17 2075 12 1.38 2075 12 0.33 2075 12 0.09
eil30D 2075 12 0.04 2075 12 0.11 2075 12 1.13 2075 12 0.24 2075 12 0.07
eil33A 5530 14 1.18 5530 14 0.44 5530 14 1.33 5530 14 0.28 5530 14 0.11
eil33B 5530 14 1.91 5530 14 0.7 5530 14 1.23 5530 14 0.23 5530 14 0.22
eil33C 5530 14 0.27 5530 14 0.25 5530 14 1.32 5530 14 0.6 5530 14 0.21
eil51A 99 20 0.39 99 20 1.4 99 20 28.36 99 20 0.37 99 20 0.68
eil51B 90 20 68.7 90 20 10.32 90 20 191.43 90 20 3.31 90 20 1.23
eil51C 99 20 1.76 99 20 5.11 99 20 19.69 99 20 0.49 99 20 0.5
eil51D 99 20 0.71 99 20 0.59 99 20 22.87 99 20 0.91 99 20 0.29
eil76A 167 30 30.03 167 30 5.55 167 30 199.36 167 30 4.92 167 30 2.12
eil76B 202 32 0.32 202 32 0.88 - - >3600 202 32 6.13 202 32 11.12
eil76C 142 29 525.68 142 29 4.78 142 29 655.83 142 29 17.82 142 29 4.13
eil76D 193 32 107.31 193 32 23.63 192 31 >3600 193 32 15.9 193 32 6.16
eil76E 202 32 0.81 202 32 47.25 202 32 2522.54 202 32 6.64 202 32 5.72
eil101A 175 40 16.28 175 40 34.64 - - >3600 175 40 6.26 175 40 18.66
eil101B 155 37 3375.58 155 37 11.62 - - >3600 155 37 13.03 155 37 4.29
eil101C 175 40 1208.89 175 40 2416.59 - - >3600 175 40 6.59 175 40 27.61
eil101D 175 40 367.8 175 40 42.7 - - >3600 175 40 30.4 175 40 14.13
gil262A - - >3600 - - >3600 - - >3600 1369 106 671.04 - - >3600
gil262B - - >3600 - - >3600 - - >3600 1239 - >3600 - - >3600
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Instance OPMVC-DL OPMVC-GG OPMVC-W OPMVC-DFJ OPMVC-FT
z
∑
y Time z
∑
y Time z
∑
y Time z
∑
y Time z
∑
y Time
gil262C - - >3600 - - >3600 - - >3600 1369 106 362.12 - - >3600
gil262D - - >3600 - - >3600 - - >3600 1369 106 423.25 - - >3600
op21A 45 7 0.04 45 7 0.06 45 7 0.09 45 7 0.01 45 7 0.04
op21B 30 6 0.03 30 6 0.1 30 6 0.12 30 6 0.04 30 6 0.03
op21C 45 7 0.03 45 7 0.08 45 7 0.1 45 7 0.01 45 7 0.01
op21D 45 7 0.01 45 7 0.04 45 7 0.09 45 7 0.05 45 7 0.06
op32A 45 13 0.11 45 13 0.5 45 13 2.21 45 13 0.13 45 13 0.23
op32B 45 13 0.12 45 13 1.07 45 13 1.46 45 13 0.15 45 13 0.05
op32C 45 13 0.18 45 13 0.35 45 13 2.02 45 13 0.2 45 13 0.15
op32D 45 13 0.21 45 13 0.13 45 13 1.95 45 13 0.31 45 13 0.44
op33A 130 13 0.03 130 13 0.18 130 13 1.04 130 13 0.18 130 13 0.14
op33B 80 11 0.44 80 11 0.22 80 11 0.74 80 11 0.08 80 11 0.17
op33C 120 13 1.34 120 13 0.36 120 13 1.25 120 13 0.13 120 13 0.11
op33D 130 13 0.27 130 13 0.82 130 13 0.9 130 13 0.08 130 13 0.04
Table B.4: Solutions reported by CPLEX for Class 4
Instance OPMVC-DL OPMVC-GG OPMVC-W OPMVC-DFJ OPMVC-FT
z
∑
y Time z
∑
y Time z
∑
y Time z
∑
y Time z
∑
y Time
att48A 21 25 2493.92 21 25 5.45 21 25 373.37 21 25 47.81 21 25 35.88
att48B 28 32 >3600 29 33 19.52 29 33 1149.53 29 33 8.41 30 - >3600
att48C 13* 17 >3600 13 17 122.29 13 17 336.79 13* - >3600 13 17 78.56
att48D 17* 21 >3600 17 21 8.76 17 21 386 17 21 25.71 17 21 38.01
att48E 20* 24 >3600 20 24 12.09 20 24 740.4 20 24 7.2 20 24 54.76
cmt121A - - >3600 - - >3600 - - >3600 817 - >3600 911 - >3600
cmt121B - - >3600 - - >3600 - - >3600 594 - >3600 824 - >3600
cmt121C - - >3600 - - >3600 - - >3600 678 - >3600 872 - >3600
cmt121D - - >3600 - - >3600 - - >3600 778 - >3600 884 - >3600
cmt151A 995 67 >3600 1087 72 2547.29 - - >3600 1096 - >3600 1201 - >3600
cmt151B 1418 >3600 1406 95 >3600 - - >3600 1485 - >3600 - - >3600
cmt151C - - >3600 - - >3600 - - >3600 554 - >3600 662 - >3600
cmt151D - - >3600 - - >3600 - - >3600 700 - >3600 790 - >3600
cmt151E - - >3600 - - >3600 - - >3600 829 - >3600 897 - >3600
cmt200A - - >3600 - - >3600 - - >3600 899 - >3600 1202 - >3600
cmt200B - - >3600 - - >3600 - - >3600 2175 - >3600 2270 - >3600
cmt200C - - >3600 - - >3600 - - >3600 1018 - >3600 1294 - >3600
cmt200D - - >3600 - - >3600 - - >3600 1208 - >3600 1465 - >3600
cmt200E - - >3600 - - >3600 - - >3600 1346 - >3600 1609 - >3600
eil30A 9350 18 >3600 9375 17 18.7 9375 17 132.46 9375 17 16.36 9375 17 516.7
Continues on next page
Appendix B. Detailed results for the OPMVC 195
Continued from previous page
Instance OPMVC-DL OPMVC-GG OPMVC-W OPMVC-DFJ OPMVC-FT
z
∑
y Time z
∑
y Time z
∑
y Time z
∑
y Time z
∑
y Time
eil30B 5450* 12 >3600 5450 12 60.45 5450 12 172.28 5450 12 131.77 5450 12 1796.22
eil30C 7300* 13 >3600 7300 13 30.27 7300 13 169.24 7300 13 188.59 7300 13 2220.18
eil30D 7450 9 >3600 8575 13 31.44 8575 13 48.49 8575 13 35.45 8575 13 1148.82
eil33A 6250 11 >3600 6950 11 41.85 6950 11 36.83 15070 - >3600 6950 11 57.96
eil33B 19530 22 >3600 19730 23 9.26 19730 23 68.9 20020 - >3600 19730 23 102.41
eil33C 10630* 17 >3600 10630 17 77.43 10630 17 23.13 - - >3600 10630 17 30.51
eil33D 14180* 17 >3600 14180 17 9.65 14180 17 46.62 17480 - >3600 14180 17 807.33
eil33E 17430* 20 >3600 17430 20 7.95 17430 20 131.71 18180 - >3600 17430 20 28.04
eil51A 328 22 907.01 328 22 45.76 328* 22 >3600 329 - >3600 356 - >3600
eil51B 509 34 230 509 34 21.85 509 34 2094.1 509 34 9.51 - - >3600
eil51C 168 13 167.82 168 13 11.53 168 13 1478.53 168 13 26.58 168 13 18.67
eil51D 201 16 222.61 201 16 39.25 200 14 >3600 201 16 245.25 201 16 110.5
eil51E 232 18 365.07 232 18 28.31 232 18 1499 232 18 891.03 232 18 1447.2
eil76A 629* 37 >3600 629 37 103.62 - - >3600 629 37 45.03 659 - >3600
eil76B 923* 52 >3600 923 52 343.88 - - >3600 923 52 96.96 935 - >3600
eil76C 274* 21 >3600 274 21 76.58 274* 21 >3600 276 - >3600 274 21 1194.28
eil76D 366* 26 >3600 366 26 73.19 - - >3600 375 - >3600 372 - >3600
eil76E 442 27 1180.38 442 27 20.45 - - >3600 442* - >3600 445 - >3600
eil101A 785 51 >3600 789 51 781.72 - - >3600 795 - >3600 824 - >3600
eil101B 1067 70 >3600 1071 70 1244.04 - - >3600 1071 70 1684.17 1090 - >3600
eil101C - - >3600 326 25 660.61 - - >3600 344 - >3600 326 25 1665.09
eil101D 422* 32 >3600 422 32 342.76 - - >3600 435 - >3600 427 - >3600
eil101E 445 33 >3600 491 35 842.24 - - >3600 - - >3600 513 - >3600
gil262A - - >3600 - - >3600 - - >3600 5813 - >3600 6910 - >3600
gil262B - - >3600 - - >3600 - - >3600 8036 - >3600 - - >3600
gil262C - - >3600 - - >3600 - - >3600 3406 - >3600 4969 - >3600
gil262D - - >3600 - - >3600 - - >3600 4180 - >3600 5432 - >3600
gil262E - - >3600 - - >3600 - - >3600 - - >3600 5998 - >3600
op21A 260 14 9.61 260 14 4.72 260 14 12.09 260 13 1.63 260 14 37.08
op21B 180 9 5.98 180 9 8.07 180 9 1.37 180 9 1.49 180 9 2.68
op21C 215 11 6.01 215 11 2.87 215 11 1.92 215 11 1.53 215 11 4.27
op21D 260 14 5.36 260 14 2.77 260 14 1.54 260 14 1.08 260 14 4.76
op32A 110 15 18.71 110 15 1.32 110 15 3.62 110 15 1.53 110 15 3.07
op32B 180 22 6.5 180 22 5.72 180 22 4.68 180 21 1.01 180 22 32.47
op32C 35 7 446.29 35 7 10.83 35 7 3.19 35 7 14.71 35 7 5.69
op32D 75 11 41.1 75 11 1.03 75 11 3.27 75 11 2.94 75 11 1
op32E 90 13 46.07 90 13 2.85 90 13 2.9 90 13 4.17 90 13 2.07
op33A 310 16 5.96 310 17 4.13 310 16 12.99 310 16 0.87 310 16 36.5
op33B 460 21 6.1 460 22 3.42 - - >3600 460 21 0.22 460 20 71.85
op33C 120 9 131.66 120 9 4.14 120 9 4.36 120 9 2.36 120 9 1.99
op33D 180 10 4.07 180 10 5.74 180 11 4.95 180 10 1.32 180 11 1.14
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Instance OPMVC-DL OPMVC-GG OPMVC-W OPMVC-DFJ OPMVC-FT
z
∑
y Time z
∑
y Time z
∑
y Time z
∑
y Time z
∑
y Time
op33E 220 12 2.87 220 12 2.47 220 12 4.22 220 12 0.81 220 12 1.3
Table B.5: Solutions reported by CPLEX for Class 5
Instance OPMVC-DL OPMVC-GG OPMVC-W OPMVC-DFJ OPMVC-FT
z
∑
y Time z
∑
y Time z
∑
y Time z
∑
y Time z
∑
y Time
att48A 24 33 2016.54 24 33 21.77 24 33 366.71 24 33 22.29 24 33 11.93
att48B 19* 28 >3600 19 28 21.3 19 28 371.23 19 28 22.22 19 28 22.72
att48C 23* 32 >3600 23 32 25.02 23 32 88.74 23 32 4.79 23 32 8.75
att48D 25 34 1403.44 25 34 21.72 25 34 315.08 25 34 6.04 25 34 12.27
cmt121A - - >3600 - - >3600 - - >3600 - - >3600 716 - >3600
cmt121B - - >3600 - - >3600 - - >3600 494 - >3600 669 - >3600
cmt121C - - >3600 - - >3600 - - >3600 643 - >3600 708 - >3600
cmt121D - - >3600 - - >3600 - - >3600 - - >3600 758 - >3600
cmt151A - - >3600 681 65 2010.52 - - >3600 681 65 2146.73 721 - >3600
cmt151B - - >3600 - - >3600 - - >3600 1207 102 687.28 - - >3600
cmt151C - - >3600 610 60 988.27 - - >3600 610 61 3550.11 637 - >3600
cmt151D - - >3600 - - >3600 - - >3600 776 - >3600 - - >3600
cmt151E - - >3600 914 81 829.27 - - >3600 914 81 31.04 - - >3600
cmt200A - - >3600 - - >3600 - - >3600 - - >3600 1724 - >3600
cmt200B - - >3600 - - >3600 - - >3600 889 - >3600 971 - >3600
cmt200C - - >3600 1053 95 2617.97 - - >3600 1111 - >3600 1180 - >3600
cmt200D - - >3600 - - >3600 - - >3600 1272 - >3600 - - >3600
eil30A 5475 16 >3600 6225 16 8.6 6225 16 66.57 6225 16 19.56 6225 16 166.99
eil30B 3350* 13 >3600 3350 13 8.59 3350 13 18.86 3350 13 49.89 3350 13 264.94
eil30C 4750* 13 >3600 4750 13 9.84 4750 13 18.85 4750 13 17.68 4750 13 182.14
eil30D 5075* 16 >3600 5075 16 15.73 5075 16 69.39 5075 16 35.24 5075 16 712.1
eil33A 14230* 22 >3600 14230 22 7.74 14230 22 45.49 14230 22 2513.2 14230 22 6.23
eil33B - - >3600 12880 19 8.63 12880 19 63.08 13630 - >3600 12880 19 10.74
eil33C 14930* 23 >3600 14930 23 3.09 14930 23 49.02 14930 23 938.85 14930 23 8.04
eil33D 15430 24 >3600 15680 25 19.13 15680 25 64.69 15680 25 9.3 15680 25 17.64
eil51A 402 35 54.55 402 35 3.63 402 35 1366.26 402 35 4.01 402 35 136.69
eil51B 236 24 1248.43 236 24 61.89 236 24 3334.86 244 - >3600 236 24 61.82
eil51C 302 29 611.36 302 29 74.25 302 29 3471.34 305 - >3600 302 28 333.64
eil51D 357 32 201.31 357 32 44.22 357 32 1059.95 357 32 7.72 357 32 79.92
eil76A 477 37 >3600 481 36 51.23 - - >3600 - - >3600 483 - >3600
eil76B 754 53 2662.98 754 53 77.79 - - >3600 754 53 83.32 776 - >3600
eil76C - - 2037.99 228 26 125.34 - - >3600 228 26 2756.03 228 26 307.57
eil76D - - >3600 341 30 94.53 - - >3600 341 30 1552.32 341 30 182.9
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Instance OPMVC-DL OPMVC-GG OPMVC-W OPMVC-DFJ OPMVC-FT
z
∑
y Time z
∑
y Time z
∑
y Time z
∑
y Time z
∑
y Time
eil76E 411 33 2037.99 411 33 128.51 - - >3600 - - >3600 411 33 1465
eil101A 559* 52 >3600 559 52 374.04 - - >3600 568 - >3600 567 - >3600
eil101B 845 69 >3600 857 69 312.21 - - >3600 857 69 297.69 871 - >3600
eil101C - - >3600 296 38 159.87 - - >3600 296 38 192.78 296 38 319.39
eil101D - - >3600 418 43 235.67 - - >3600 427 - >3600 418 43 345.59
eil101E 521 49 1692.44 521 49 104.89 - - >3600 522 - >3600 521 49 869.75
gil262A - - >3600 - - >3600 - - >3600 - - >3600 6572 - >3600
gil262B - - >3600 - - >3600 - - >3600 4090 - >3600 5001 - >3600
gil262C - - >3600 - - >3600 - - >3600 4963 - >3600 5585 - >3600
gil262D - - >3600 - - >3600 - - >3600 5647 - >3600 6094 - >3600
op21A 135 12 0.22 135 12 0.4 135 12 0.96 135 12 0.15 135 12 0.58
op21B 235 13 7.93 235 13 3.27 235 13 2.56 235 13 1.04 235 13 36.86
op21C 135 12 0.23 135 12 0.5 135 12 0.81 135 12 0.12 135 12 0.49
op21D 135 12 0.85 135 12 0.74 135 12 2.5 135 12 0.42 135 12 0.97
op21E 165 13 0.55 165 13 1.49 165 13 2.99 165 13 0.31 165 13 2.49
op32A 150 22 3.69 150 22 1.53 150 22 4.85 150 22 2.05 150 22 0.47
op32B 110 17 17.27 110 17 2.4 110 17 5.93 110 17 3.84 110 17 2.27
op32C 140 20 5.9 140 20 1.29 140 20 7.24 140 20 0.54 140 21 0.34
op33A 400 20 1.4 400 20 1.94 400 20 13.98 400 20 1.14 400 20 0.9
op33B 270 15 1580.71 270 15 15.3 270 15 17.37 270 15 30.25 270 15 4.37
op33C 410 21 0.55 410 21 0.89 410 21 9.95 410 21 1.04 410 21 0.31
op33D 440 23 1.27 440 23 1.93 440 23 12.83 440 23 0.72 440 23 1.52
Table B.6: Solutions reported by CPLEX for Class 6
Instance OPMVC-DL OPMVC-GG OPMVC-W OPMVC-DFJ OPMVC-FT
z
∑
y Time z
∑
y Time z
∑
y Time z
∑
y Time z
∑
y Time
att48A 11* 25 >3600 11 25 2.14 11 25 231.31 11 25 4.92 11 25 8.16
att48B 18 32 >3600 19 33 25.27 19 33 695.52 19 33 16.26 19 33 400.66
att48C 12 26 1967.09 12 26 2.62 12 26 371.9 12 26 2.43 12 26 8.67
att48D - - >3600 14 28 2.69 14 28 393.68 14 28 1.2 14 28 11.84
att48E 16 30 1013.86 16 30 2.39 16 30 272.31 16 30 2.07 16 30 18.57
cmt121A - - >3600 - - >3600 - - >3600 507 - >3600 518 - >3600
cmt121B - - >3600 - - >3600 - - >3600 465 - >3600 470 - >3600
cmt121C - - >3600 - - >3600 - - >3600 - - >3600 575 - >3600
cmt121D - - >3600 - - >3600 - - >3600 618 88 331.56 623 - >3600
cmt151A 847 98 >3600 - - >3600 - - >3600 - - >3600 - - >3600
cmt151B - - >3600 - - >3600 - - >3600 - - >3600 554 - >3600
cmt151C - - >3600 740 89 2341.16 - - >3600 - - >3600 759 - >3600
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Instance OPMVC-DL OPMVC-GG OPMVC-W OPMVC-DFJ OPMVC-FT
z
∑
y Time z
∑
y Time z
∑
y Time z
∑
y Time z
∑
y Time
cmt151D - - >3600 852 98 551.02 - - >3600 857 - >3600 867 - >3600
cmt200A - - >3600 - - >3600 - - >3600 1445 - >3600 - - >3600
cmt200B - - >3600 - - >3600 - - >3600 - - >3600 1060 - >3600
cmt200C - - >3600 1224* 122 >3600 - - >3600 1224 122 286.84 1294 - >3600
cmt200D - - >3600 1363 131 >3600 - - >3600 - - >3600 - - >3600
eil30A - - >3600 1550 13 15.16 1550 13 19.85 1550 13 17.31 1550 13 93.16
eil30B 3950 14 >3600 4775 17 12.85 4775 17 24.72 4775 17 4.49 4775 17 31.05
eil30C 5550* 22 >3600 5550 22 1.32 5550 22 17.11 5550 22 0.72 5550 22 4.28
eil30D 5725 23 >3600 5850 24 7.25 5850 24 22.72 5850 24 0.44 5850 24 1.69
eil33A - - >3600 10600 18 7.09 10600 18 44.53 10600 18 1038.28 10600 18 2.25
eil33B 13080 24 >3600 13330 25 6.55 13330 25 23.48 13330 25 3.57 13330 25 4.06
eil33C 14030 26 3328.02 14030 26 5.61 14030 26 31.22 14030 26 2.63 14030 26 2.83
eil51A 329 34 74.31 329 34 3.09 329 34 668.3 329 34 14.04 329 34 3.99
eil51B - - >3600 212 25 6.44 212 25 191.39 - - >3600 212 25 6.03
eil51C 289 31 84.92 289 31 1.79 289 31 181.01 289 31 43.94 289 31 4.63
eil51D 344 35 74.09 344 35 12.56 344 35 284.19 344 35 13.15 344 35 2.88
eil76A - - >3600 233 33 22.25 - - >3600 234 - >3600 233 33 110.88
eil76B 613* 53 >3600 613 53 161.24 - - >3600 613 53 1386.07 615 - >3600
eil76C 211* 33 >3600 211 33 19.78 - - >3600 211 33 1186.81 211 33 100.35
eil76D 289 36 >3600 305* 37 >3600 - - >3600 312 - >3600 305 37 411.36
eil76E 383 40 >3600 386 40 247.35 - - >3600 392 - >3600 386* - >3600
eil101A - - >3600 633 71 211.25 - - >3600 633 71 307.33 633 71 1904.95
eil101B - - >3600 344 51 363.78 - - >3600 - - >3600 344 52 572.3
eil101C - - >3600 474 59 257.82 - - >3600 474 59 1325.3 474 59 396.97
eil101D - - >3600 - - >3600 - - >3600 555 62 36.6 555 62 390.09
gil262A - - >3600 - - >3600 - - >3600 - - >3600 - - >3600
gil262B - - >3600 - - >3600 - - >3600 3254 - >3600 - - >3600
gil262C - - >3600 - - >3600 - - >3600 4174 - >3600 - - >3600
gil262D - - >3600 - - >3600 - - >3600 4718 - >3600 - - >3600
op21A 155 14 0.83 155 14 1.34 155 14 4.01 155 13 0.71 155 14 12.52
op21B 75 9 0.4 75 9 3.38 75 9 1.03 75 9 0.61 75 9 2.99
op21C 110 11 0.72 110 11 1.14 110 11 1.65 110 11 0.53 110 11 3.58
op21D 160 13 4.7 160 13 2.21 160 13 3.63 160 13 0.69 160 13 24.94
op32A 115 21 8.46 115 21 0.6 115 21 4.87 115 21 1.7 115 21 0.98
op32B 65 16 445.84 65 16 2.07 65 16 5.33 65 16 1.87 65 16 1.23
op32C 105 20 1.85 105 20 0.95 105 20 4.92 105 20 2.27 105 20 4.64
op32D 130 22 7.77 130 22 2.28 130 23 5.87 130 22 0.43 130 23 0.82
op33A 350 21 7.21 350 21 3.84 350 21 8.26 350 21 0.28 350 21 0.32
op33B 130 13 2.16 130 13 3.17 130 13 6.85 130 13 1.71 130 13 4.92
op33C 240 17 4.45 240 17 6.56 240 18 6.57 240 17 1.07 240 17 3.4
op33D 300 20 0.91 300 20 2.4 300 20 3.82 300 20 0.37 300 20 0.63
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Table B.7: Solutions reported by CPLEX for Class 7
Instance OPMVC-DL OPMVC-GG OPMVC-W OPMVC-DFJ OPMVC-FT
z
∑
y Time z
∑
y Time z
∑
y Time z
∑
y Time z
∑
y Time
att48A 23* 28 >3600 - - >3600 23 28 1456.2 - - >3600 - - >3600
att48B 35 40 2084.03 - - >3600 35 40 2953.42 - - >3600 - - >3600
att48C 13 18 >3600 - - >3600 14 19 813.72 - - >3600 - - >3600
att48D 18* 23 >3600 18 23 65.93 18 23 1973.23 - - >3600 18 23 112.86
att48E 21 26 >3600 22 27 12.29 22 27 1204.17 22 27 21.67 22 27 199.78
cmt121A 845 62 >3600 - - >3600 - - >3600 958 - >3600 1073 - >3600
cmt121B - - >3600 - - >3600 - - >3600 643 - >3600 937 - >3600
cmt121C - - >3600 - - >3600 - - >3600 778 - >3600 935 - >3600
cmt121D - - >3600 838 82 >3600 - - >3600 900 - >3600 - - >3600
cmt151A - - >3600 - - >3600 - - >3600 - - >3600 1336 - >3600
cmt151B 1657 116 >3600 1742 119 3587.34 - - >3600 - - >3600 1896 - >3600
cmt151C - - >3600 - - >3600 - - >3600 - - >3600 664 - >3600
cmt151D - - >3600 - - >3600 - - >3600 739 - >3600 - - >3600
cmt151E - - >3600 - - >3600 - - >3600 878 - >3600 979 - >3600
cmt200A - - >3600 - - >3600 - - >3600 - - >3600 1378 - >3600
cmt200B 1877 116 >3600 - - >3600 - - >3600 2472 - >3600 - - >3600
cmt200C - - >3600 - - >3600 - - >3600 1093 - >3600 1459 - >3600
cmt200D - - >3600 - - >3600 - - >3600 - - >3600 1649 - >3600
cmt200E - - >3600 - - >3600 - - >3600 1462 - >3600 1798 - >3600
eil30A 10700* 21 >3600 10700 21 15.65 10700 21 57.26 10700 21 21.41 10700 21 2778.12
eil30B 5750* 14 >3600 5750 14 152.62 5750 14 341.87 5750 14 326.16 6250 - >3600
eil30C 7650* 15 >3600 7650 15 431.85 7650 12 324.94 7650 12 120.37 8025 - >3600
eil30D 8875 13 >3600 9575 15 25.43 9575 15 39.54 9575 15 32.51 9575 15 1218.99
eil33A 6290 12 >3600 6990 13 319.59 6990 13 312.72 17380 - >3600 6990 13 158.52
eil33B 22680* 27 >3600 22680 27 6.18 22680 27 28.45 23220 - >3600 22680 27 434.57
eil33C 10630* 18 >3600 10630 18 44.96 10630 18 231.54 18540 - >3600 10630 18 52.06
eil33D 15730* 19 >3600 15730 19 11.76 15730 19 507.58 20180 - >3600 15730 19 68.11
eil33E 19230* 22 >3600 19230 22 5.83 19230 22 151.36 21490 - >3600 19230 22 107.33
eil51A 373 25 791.73 373 25 60.22 331 23 >3600 373* - >3600 380 - >3600
eil51B 586 38 1151.38 586 38 17.41 585 38 >3600 - - >3600 613 - >3600
eil51C 177 15 677.22 177 15 42.25 177 15 2729.5 177 15 33.05 177 15 26.61
eil51D 223 17 361.28 223 17 32.68 223* 17 >3600 223 16 74.59 223 17 24.48
eil51E 265 19 264.15 265 19 10.93 265 19 761.43 265 19 61.28 265 19 79.69
eil76A 693 43 741.49 693 43 107.01 - - >3600 693 43 18.28 748 - >3600
eil76B 1065 62 1011.13 1065 62 12.84 - - >3600 1065 62 1643.09 1116 - >3600
eil76C - - >3600 302 23 155.62 - - >3600 306 - >3600 302 24 1309.16
eil76D 406 28 1568.1 406 28 93.28 - - >3600 406 28 2127.69 406 28 1423.94
eil76E 474* 31 >3600 474 31 45.1 - - >3600 - - >3600 484 - >3600
eil101A 822 54 >3600 834 55 894.32 - - >3600 840 - >3600 868 - >3600
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Instance OPMVC-DL OPMVC-GG OPMVC-W OPMVC-DFJ OPMVC-FT
z
∑
y Time z
∑
y Time z
∑
y Time z
∑
y Time z
∑
y Time
eil101B 1177 77 >3600 1178 78 395.36 - - >3600 1180 - >3600 1203 - >3600
eil101C - - >3600 353 29 315.75 - - >3600 368 - >3600 353 29 1088.64
eil101D - - >3600 450 35 1889.51 - - >3600 459 - >3600 454 - >3600
eil101E - - >3600 - - >3600 - - >3600 530 - >3600 539 - >3600
gil262A - - >3600 - - >3600 - - >3600 6708 - >3600 8303 - >3600
gil262B 6999 143 >3600 - - >3600 - - >3600 9905 - >3600 - - >3600
gil262C - - >3600 - - >3600 - - >3600 3801 - >3600 5559 - >3600
gil262D - - >3600 - - >3600 - - >3600 4668 - >3600 - - >3600
gil262E - - >3600 - - >3600 - - >3600 5333 - >3600 7011 - >3600
op21A 270 15 5.7 270 15 5.61 270 15 4.33 270 15 1.3 270 15 26.83
op21B 180 9 6.46 180 9 11.66 180 9 1.32 180 9 2.57 180 9 2.7
op21C 220 12 6.74 220 12 4.74 220 12 2.39 220 12 0.97 220 12 5.54
op21D 260 14 1.23 260 14 3.91 260 14 0.81 260 14 0.59 260 14 5.33
op32A 125 17 12.14 125 16 1.15 125 17 12.15 125 17 1.98 125 17 2.7
op32B 195 23 1.87 195 23 7.33 195 23 40.23 195 21 2.99 195 23 832.95
op32C 55 9 2896.96 55 9 17.82 55 9 9.49 55 9 26.05 55 9 2.05
op32D 95 13 6.16 95 13 1.05 95 13 6.79 95 13 3.74 95 13 0.61
op32E 110 15 24.46 110 15 1.36 110 15 7.94 110 15 2.03 110 15 0.85
op33A 400 19 6.43 400 19 2.8 400 19 30.19 400 19 0.61 400 19 9.38
op33B 550 27 12.6 550 27 6.82 550 25 35.28 550 27 2.75 550 - >3600
op33C 150 10 41.28 150 10 10.96 150 10 7.02 150 10 4.41 150 10 3.22
op33D 210 210 34.36 210 12 8.39 210 12 11.17 210 12 2.71 210 12 2.43
op33E 280 14 21.41 280 14 5.95 280 14 36.94 280 14 0.95 280 14 1.53
Table B.8: Solutions reported by CPLEX for Class 8
Instance OPMVC-DL OPMVC-GG OPMVC-W OPMVC-DFJ OPMVC-FT
z
∑
y Time z
∑
y Time z
∑
y Time z
∑
y Time z
∑
y Time
att48A 26 36 >3600 28 38 85.25 28 38 1133.26 28 38 42.61 28* - >3600
att48B - - >3600 - - >3600 22 32 1610.69 22 32 560.23 22 32 293.31
att48C 26 36 >3600 27 37 46.72 27 37 1490.71 27 37 8.84 27 37 177.09
att48D - - >3600 30 40 35.11 30 40 628.56 30 40 37.55 30 40 946.52
cmt121A - - >3600 - - >3600 - - >3600 716 - >3600 - - >3600
cmt121B - - >3600 - - >3600 - - >3600 530 - >3600 785 - >3600
cmt121C - - >3600 - - >3600 - - >3600 711 - >3600 889 - >3600
cmt121D - - >3600 - - >3600 - - >3600 863 - >3600 922 - >3600
cmt151A - - >3600 - - >3600 - - >3600 818 - >3600 903 - >3600
cmt151B - - >3600 - - >3600 - - >3600 - - >3600 1672 - >3600
cmt151C - - >3600 - - >3600 - - >3600 731 - >3600 - - >3600
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Instance OPMVC-DL OPMVC-GG OPMVC-W OPMVC-DFJ OPMVC-FT
z
∑
y Time z
∑
y Time z
∑
y Time z
∑
y Time z
∑
y Time
cmt151D - - >3600 887 76 >3600 - - >3600 927 - >3600 1028 - >3600
cmt151E - - >3600 - - >3600 - - >3600 1080 - >3600 1210 - >3600
cmt200A - - >3600 - - >3600 - - >3600 2050 - >3600 - - >3600
cmt200B - - >3600 - - >3600 - - >3600 999 - >3600 1215 - >3600
cmt200C - - >3600 - - >3600 - - >3600 1252 - >3600 1457 - >3600
cmt200D - - >3600 - - >3600 - - >3600 - - >3600 - - >3600
eil30A 5575 15 >3600 6225 17 22.42 6225 17 507.39 6225 17 29.62 6225 17 650.48
eil30B >3600*14 >3600 >3600 14 8.52 >3600 14 259.48 >3600 14 16.38 >3600 14 451.54
eil30C 5000* 14 >3600 5000 15 8.66 5000 14 145.5 5000 15 17.36 5000 14 611.02
eil30D 5375* 17 >3600 5375 17 16.63 5375 17 624.37 5375 17 17.14 5375 17 2040.75
eil33A 19370* 25 >3600 19370 25 9.73 19370 25 559.6 21180 - >3600 19370 25 31.22
eil33B 16830 19 >3600 17000 19 50.76 17000 19 318.51 20530 - >3600 17000 19 261.82
eil33C 20930* 27 >3600 20930 27 6.63 20930 27 57.52 21300 - >3600 20930 27 21.2
eil33D 22280* 30 >3600 22280 30 6.52 22280 30 71.8 22470 - >3600 22280 30 24.71
eil51A 507 38 688.69 507 38 41.1 505 39 >3600 - - >3600 - - >3600
eil51B 318 25 2538.98 318 25 89.6 318 25 1620.44 318 25 8.77 318 25 18.82
eil51C 391 30 705.4 391 30 18.74 391 30 1895.1 391 30 12.81 391 30 51.21
eil51D 448* 33 >3600 448 33 13.77 448 33 3544.44 448 33 32.21 448 33 173.12
eil76A 572 42 192.14 572 42 14 - - >3600 572 42 194 572 42 1191.14
eil76B 901 62 1820.05 901 62 55.08 - - >3600 901* - >3600 - - >3600
eil76C 263* 27 >3600 263 27 103.62 - - >3600 263 27 37.55 263 27 219.95
eil76D 393* 33 >3600 393 33 115.66 - - >3600 393 33 37.92 393 33 260.68
eil76E 488 38 600.25 488 38 144.21 - - >3600 488 38 22.76 488 38 184.24
eil101A - - >3600 655 57 552.65 - - >3600 661 - >3600 660 - >3600
eil101B 1050* 80 >3600 1050 80 215.68 - - >3600 1052 - >3600 - - >3600
eil101C - - >3600 361 42 487.13 - - >3600 361 42 99.49 361 42 462.92
eil101D - - >3600 496 49 117.11 - - >3600 508 - >3600 496 49 653.82
eil101E 607* 53 >3600 607 53 555.63 - - >3600 615 - >3600 607 54 1328.01
gil262A - - >3600 - - >3600 - - >3600 8530 - >3600 - - >3600
gil262B - - >3600 - - >3600 - - >3600 5115 - >3600 6724 - >3600
gil262C - - >3600 - - >3600 - - >3600 - - >3600 7597 - >3600
gil262D - - >3600 - - >3600 - - >3600 7276 - >3600 - - >3600
op21A 140 11 0.3 140 11 0.32 140 11 0.8 140 11 0.15 140 11 0.78
op21B 245 14 4.49 245 14 5.2 245 14 6.99 245 14 0.49 245 13 86.09
op21C 140 11 0.25 140 11 0.47 140 11 0.81 140 11 0.14 140 11 0.74
op21D 160 13 0.19 160 13 0.63 - - >3600 160 13 0.21 160 13 2
op21E 165 13 0.75 165 13 0.71 165 13 8.27 165 13 0.61 165 13 5.91
op32A 165 23 9.52 165 23 0.86 165 23 11.42 165 22 4.99 165 23 1.29
op32B 125 18 15.96 125 18 4.77 125 18 10.47 125 18 2.14 125 18 2.68
op32C 155 21 0.63 155 21 0.48 155 21 8.1 155 21 0.87 155 21 0.82
op33A 440 21 24.87 440 21 3.32 440 21 18.06 440 21 3.78 440 21 1.46
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Instance OPMVC-DL OPMVC-GG OPMVC-W OPMVC-DFJ OPMVC-FT
z
∑
y Time z
∑
y Time z
∑
y Time z
∑
y Time z
∑
y Time
op33B 280* 14 >3600 280 14 15.69 280 14 36.71 280 14 323.18 280 14 7.96
op33C 470 22 16.34 470 22 1.31 470 22 11.16 470 22 0.87 470 22 1
op33D 530 25 5.82 530 24 1.75 530 24 49.85 530 25 1.61 530 25 1.48
Table B.9: Solutions reported by CPLEX for Class 9
Instance OPMVC-DL OPMVC-GG OPMVC-W OPMVC-DFJ OPMVC-FT
z
∑
y Time z
∑
y Time z
∑
y Time z
∑
y Time z
∑
y Time
att48A - - >3600 14 29 3.62 14 29 758.09 14 29 5.9 14 29 24.63
att48B 24 39 >3600 25 40 59.33 25 40 2597.94 25 40 11.7 - - >3600
att48C - - >3600 15 30 6.5 15 30 569.01 15 30 3.07 15 30 22.12
att48D 17 32 1023.07 17 32 4.44 17 32 1240.8 17 32 2.36 17 32 560.96
att48E 19* 34 >3600 19 34 16.39 19 34 2508.19 19 34 26.74 20 - >3600
cmt121A - - >3600 - - >3600 - - >3600 679 - >3600 748 - >3600
cmt121B - - >3600 - - >3600 - - >3600 612 - >3600 674 - >3600
cmt121C - - >3600 - - >3600 - - >3600 757 - >3600 - - >3600
cmt121D - - >3600 - - >3600 - - >3600 853 - >3600 - - >3600
cmt151A - - >3600 - - >3600 - - >3600 - - >3600 - - >3600
cmt151B - - >3600 - - >3600 - - >3600 705 - >3600 - - >3600
cmt151C - - >3600 - - >3600 - - >3600 925 - >3600 968 - >3600
cmt151D - - >3600 - - >3600 - - >3600 1095 - >3600 1159 - >3600
cmt200A - - >3600 - - >3600 - - >3600 - - >3600 1925 - >3600
cmt200B - - >3600 - - >3600 - - >3600 - - >3600 - - >3600
cmt200C - - >3600 - - >3600 - - >3600 1441 - >3600 - - >3600
cmt200D - - >3600 - - >3600 - - >3600 1692 - >3600 - - >3600
eil30A - - >3600 1800 15 274.38 1800 15 100.73 1800 15 49.29 1800 15 404.08
eil30B 5525* 24 >3600 5525 24 30.08 5525 24 154.53 5525 24 16.7 5525 24 189.16
eil30C 7050 25 >3600 7200 26 4.44 7200 26 99.38 7200 26 2.12 7200 26 10.06
eil30D 7600* 29 >3600 7600 29 7.25 7600 29 48.23 7600 29 0.69 7600 29 7.9
eil33A - - >3600 16700 22 35.38 16700 22 290.49 20130 - >3600 16700 22 97.32
eil33B - - >3600 21180 30 7.39 21180 30 204.11 21180 30 25.66 21180 30 6.74
eil33C 22380* 32 >3600 22380 32 17.11 22380 32 361.34 22380 32 8.56 22380 32 34.03
eil51A 422 37 1047.57 422 37 27.05 422 37 3567.72 422 37 2306.27 422 37 262.04
eil51B - - >3600 289 30 69.29 289 30 2791.64 296 - >3600 289 30 13.37
eil51C - - >3600 372 33 69.67 372 33 >3600 375 - >3600 372 33 31.91
eil51D 441 38 697.35 441 38 44.2 441 38 >3600 441 38 2532.5 441 38 469.98
eil76A 288* 39 >3600 288 39 43.99 288 - >3600 297 - >3600 288 39 104.09
eil76B 720 58 >3600 723 59 23.01 723 - >3600 723 59 2674.35 746 - >3600
eil76C 260* 35 >3600 260 36 28.74 260 - >3600 272 - >3600 260 36 63.97
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Instance OPMVC-DL OPMVC-GG OPMVC-W OPMVC-DFJ OPMVC-FT
z
∑
y Time z
∑
y Time z
∑
y Time z
∑
y Time z
∑
y Time
eil76D 383* 42 >3600 383 42 94.09 383 - >3600 383 42 250.21 383 42 63.95
eil76E 476 46 2257.51 476 46 119.66 476 - >3600 476 46 387.52 476 46 72.23
eil101A - - >3600 785 78 715.33 785 - >3600 785* - >3600 - - >3600
eil101B - - >3600 - - >3600 - - >3600 415 - >3600 399 - >3600
eil101C - - >3600 534 61 959.81 534 - >3600 540 - >3600 548 - >3600
eil101D - - >3600 652 67 942.75 652 - >3600 652 67 599.49 - - >3600
gil262A - - >3600 - - >3600 - - >3600 6965 - >3600 7319 - >3600
gil262B - - >3600 - - >3600 - - >3600 - - >3600 5649 - >3600
gil262C - - >3600 - - >3600 - - >3600 5791 - >3600 - - >3600
gil262D - - >3600 - - >3600 - - >3600 6787 - >3600 - - >3600
op21A 165 15 1.7 165 15 3.27 165 15 4.79 165 15 0.69 165 15 14.25
op21B 85 10 0.61 85 10 3.89 85 10 1.21 85 10 0.62 85 10 2.19
op21C 115 12 0.57 115 12 6.97 115 12 2.27 115 12 0.96 115 12 4.72
op21D 165 15 1.78 165 15 5.48 165 15 9.66 165 15 1.54 165 14 18.52
op32A 125 21 13.34 125 21 2.26 125 21 9.19 125 22 9.12 125 21 2.55
op32B 80 17 73.96 80 17 3.77 80 17 8.86 80 17 2.2 80 17 1.26
op32C 120 21 10.35 120 21 0.98 120 21 7.16 120 21 2.48 120 21 2.8
op32D 145 24 19.96 145 24 0.48 145 24 9.75 145 24 0.79 145 24 1.7
op33A 430 25 9.3 430 25 7.46 430 25 62.7 430 25 0.8 430 25 6.97
op33B 160 14 21.92 160 14 6.32 160 14 30.94 160 14 3.09 160 14 11.54
op33C 280 19 30.06 280 19 7.76 280 19 12.91 280 19 2.11 280 19 7.7
op33D 370 22 22.95 370 22 6.89 370 22 8.55 370 22 1.16 370 22 3.03
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