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A modified delay-time method for statics estimation
with the virtual refraction

T. Dylan Mikesell1, Kasper van Wijk2, Elmer Ruigrok3, Andrew Lamb2, and Thomas E. Blum2

methods based on refraction analysis are often used to estimate
source and receiver statics. Section 3.4 of Yilmaz (2001) provides
a background on refraction statics corrections. One such refraction
method is the delay-time (DT) method (e.g., p. 120 in Burger et al.,
2006) which estimates individual source and receiver statics,
assuming that the refractor has a shallow dip (<10° ).
Here we introduce a new technique for statics estimation that uses
arrival times of the virtual refraction artifact (Dong et al., 2006;
Mikesell et al., 2009). This artifact is a result of applying crosscorrelation-type seismic interferometry to data containing refractions.
In this method, we crosscorrelate the wavefields recorded at two
receivers, XA and X B , to estimate the Green’s function between the
two receivers (Curtis et al., 2006; Wapenaar and Fokkema, 2006).
Crosscorrelating multiple receivers with XA , and summing correlations from many sources, we create a virtual shot record having a
virtual source at X A . By definition, the virtual refraction is the first
arrival in the virtual shot record (Mikesell et al., 2009). This characteristic, and its robustness in the presence of noise due to inherent
summing over many seismic sources, make it ideal to calculate
refraction statics. After a brief overview of the delay-time method,
we develop a modified delay-time (MDT) method and highlight its
benefits with a noisy 2D numerical experiment.

ABSTRACT
Topography and near-surface heterogeneities lead to traveltime perturbations in surface land-seismic experiments.
Usually, these perturbations are estimated and removed prior
to further processing of the data. A common technique to
estimate these perturbations is the delay-time method. We
have developed the “modified delay-time method,” wherein
we isolate the arrival times of the virtual refraction and estimate receiver-side delay times. The virtual refraction is a
spurious arrival found in wavefields estimated by seismic
interferometry. The new method removes the source term
from the delay-time equation, is more robust in the presence
of noise, and extends the lateral aperture compared to the
conventional delay-time method. We tested this in an elastic
2D numerical example, where we estimated the receiver delay-times above a horizontal refractor. Taking advantage of
reciprocity of the wave equation and rearranging the common shot gathers into common receiver gathers, isolated
source delay times could also be obtained.

THE DELAY-TIME METHOD
In the DT method (Burger et al., 2006), the refraction traveltime
equation is

INTRODUCTION
Shallow lateral velocity heterogeneity and topography variations
are known to cause traveltime perturbations in the recorded seismic
wavefield. These distortions negatively affect normal moveout velocity analysis (e.g., Figures 3.0–3.6 in Yilmaz, 2001), resulting in a
suboptimal seismic image. Such traveltime perturbations, referred
to as field statics, need to be removed early in the reflection seismic
imaging process (e.g., Figures 3.3–3.12 in Yilmaz, 2001). When
the depth and velocity of the weathering layer are poorly known,

T Si Xj ¼ dT Si þ dT Xj þ

jSi − Xj j
;
V2

(1)

where jSi − X j j is the horizontal distance between a source (Si ) and
a receiver (X j ), V 2 is the refractor velocity, and dT Si and dT Xj are
delays associated with propagation through the near surface for
each source and receiver, respectively (Figure 1). The delay-time
is defined as
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dT ¼

Z cos θ
;
V1

where Z is the local weathering layer thickness, V 1 is the local velocity, and θ is the critical angle. For one source (i ¼ 1) and multiple
receivers (j ¼ 1; : : : ; k), equation 1 can be written as a system of
equations, d ¼ Am, where

d ¼ ½T S1 X1 ; T S1 X2 ; : : : ; T S1 Xk T
and

m ¼ ½dT S1 ; dT X1 ; dT X2 ; : : : ; dT Xk ; 1∕V 2 T :
In this notation, ½ T represents the vector transpose. The linear
operator,

0

1
B ..
A¼@.

1

1
jS1 − X 1 j
C
..
A;
ðI k×k Þ
.
jS1 − Xk j

(2)

which is a horizontal concatenation of two column vectors and an
identity matrix. The first column is related to the source delay time
and the last column is associated with the last term jSi − Xj j∕V 2 in
equation 1. We can invert this system of equations (described later)
to estimate m from refraction first-break picks. Because this method
is based on the refracted wave only, before inversion we must
remove all first-break picks associated with other wave modes. In
field data applications, the user visually inspects the picks. The
picks corresponding to other modes (e.g., the direct-P arrival) are
eliminated before inversion. To extend the results for n sources, we
vertically concatenate the data from each new source, as well as
model parameters. As a result, A is augmented on the left with columns of zeros related to each source position, so that the size of A
is ðn × kÞ × ðn þ k þ 1Þ.

THE MODIFIED DELAY-TIME METHOD
An underlying principle in seismic interferometry is that the common paths (e.g., the direct waves in Bakulin and Calvert, 2006) of
waves traveling to two receivers are removed. Crosscorrelating the
refraction arrivals from S1 at receivers X 1 and X2 (Figure 1) eliminates common paths in the two arrival-time relations T S1 X1 and
T S1 X2 . The paths that cancel are (1) from source S1 to the interface
dT S1 , (2) the path along the interface up to the dashed-blue line, and
(3) from the interface to receiver X 1 : dT X1 . The paths that are not
in common are (1) the virtual refraction path (solid-green arrow),
and (2) the path difference through the weathering layer that the
X2
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refraction travels to X 2 compared to X1 (solid-red arrow). For a
horizontal refractor and any source i that generates a refraction at
both receivers, crosscorrelation results in an arrival-time difference
equation

T X1 X2 ¼ T Si X2 − T Si X1 ¼ dT X1 X2 þ

Figure 1. A model with a laterally varying weathering layer thickness with sources Si and receivers Xj . Various traveltimes along the
refraction path are indicated. See text for details.

(3)

The right hand side of equation 3 represents the virtual refraction
(jX 1 − X 2 j∕V 2 ), plus the traveltime perturbation (dT X1 X2 ¼
dT X2 − dT X1 ) between the two receivers. The virtual refraction
has two important properties. First, it is by definition the first arrival
in the virtual shot record if the correlated wavefields contain refractions from the same interface. This property relies only on the
assumption that no out-of-plane diffractors contribute significant
energy to the real 2D shot records. Second, the virtual refraction is
the result of a summation of sources. This means that the virtual
refraction has a larger S/N than the real refraction (Mallinson
et al., 2011). These properties make the virtual refraction artifact
a useful arrival for refraction statics estimation. The perturbation
dT X1 X2 is the receiver static at X 2 relative to the reference receiver
X 1 . A similar relationship for core-mantle diffractions is given in
Ruigrok et al. (2012).
Similar to the DT method, equation 3 can be written as a system
of equations, d ¼ Am, for one source and k receivers where

d ¼ ½T X1 X1 ; T X1 X2 ; : : : ; T X1 Xk T ;
m ¼ ½dT X1 X1 ; dT X1 X2 ; : : : ; dT X1 Xk ; 1∕V 2 T ;
and
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(4)

Elements of the last column in A are the distances between the receivers and the virtual source (at X 1 ). To incorporate more virtual
source locations, we vertically concatenate this system of equations
for each virtual source. Note that A now lacks the column related to
the source term. This has been removed by the crosscorrelation operator. Furthermore, the receiver terms are estimated relative to each
virtual source position (e.g., X1 in the above example).

THE INVERSE PROBLEM
In either the DT or MDT method, delay times m can be estimated
from real or virtual refraction arrival times d and used for statics
corrections. There are many approaches to the inverse problem.
We use a truncated singular-value decomposition (e.g., p. 55 in
Aster et al., 2005) to estimate the pseudoinverse operator A† such
that

m† ¼ A† d;
V2

jX 1 − X2 j
:
V2

(5)

where m† represents the truncated solution based on a singularvalue tolerance. In this case, the tolerance is computed as
ðmaxðsizeðAÞÞ  kAkϵÞ, where ϵ ¼ 2.22e−16 and kAk is the norm
of the matrix A.
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Figure 2. (a) Elastic model with varying surface layer thickness.
Blue stars are real sources and red stars are virtual sources. Green
triangles are receivers located at the surface. Velocities and densities
are constant in each layer. (b) Shot record and first-break picks for a
real source at 500 m after adding Gaussian white noise. (c) Virtual
shot record for a virtual source at 800 m.
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AN ELASTIC 2D NUMERICAL EXAMPLE
We compare the DT and MDT methods with a noisy elastic wave
2D numerical experiment. The model is shown in Figure 2a. Under
the left half of the receiver array (receiver positions 500–1000 m),
the surface layer thickness is constant at 100 m. Under the right half
(receiver positions 1000–1500 m), the surface layer thickness varies
sinusoidally, leading to a layer thickness that varies between 90 and
110 m. The model velocities and densities given in Figure 2a
are constant in each layer. We use the spectral element method
(Komatitsch and Vilotte, 1998; Komatitsch and Tromp, 2002) to
model 0.5 s of the vertical component seismic wavefield at each
receiver (green triangles) from a vertical point force (blue stars).
The source is a 40 Hz Ricker wavelet.
We show the wavefield recorded from a source at 500 m in
Figure 2b. Strong hyperbolic moveout reflections, as well as linear
moveout Rayleigh, direct P, and refracted waves are visible.
Surface-layer thickness variations result in short-wavelength fluctuations in the refracted wave and far-offset reflections. First-break
arrival times are picked using the modified-energy ratio (abbreviated MER; see Han et al., 2008) and are denoted in red. We also
pick the times of the first arriving wave for a source positioned at
1500 m to have data in the reverse direction. We chose to use the
MER method because it more accurately picks first break in the
presence of uncorrelated noise. Han et al. (2010) demonstrate this
in a comparison with the short-term average to long-term-average
ratio method of Earle and Shearer (1994).
To demonstrate the robustness of the virtual refraction compared
to the real refraction, we add enough Gaussian white noise to the
numerical data so that the automated MER picker starts to fail at far
offsets (Figure 2b). Before creating the virtual shot record, we
suppress other arrivals in the real shot records. By muting the wavefield 25 ms after the direct and refracted arrivals, we eliminate
correlations of arrivals other than the direct or refracted waves.
We create virtual shot records by crosscorrelating the wavefields
at the red star receivers in Figure 2a with all other receivers in
the array. The virtual shot at 800 m gives the forward profile virtual
refraction and the virtual shot at 1200 m gives the reverse profile.
We sum crosscorrelations from 10 evenly spaced sources (e.g., from
500 to 545 m for the virtual shot at 800 m). These sources are positioned past the critical offset from the virtual shot and all receivers to
the right. Thus,
pﬃﬃﬃﬃ the virtual refraction signal-to-noise ratio is increased by ∼ N, where N is the number of sources in the summation (Mikesell et al., 2009; Bharadwaj et al., 2011; Mallinson
et al., 2011). The virtual shot at 800 m is shown in Figure 2c, where
the first break is now the phase that goes through t ¼ 0 s at the
virtual shot position. These arrival time picks are again shown in
red. The increase in S/N improves the accuracy of the picks in
Figure 2c compared to 2b.
Using these noisy refraction arrival time data, we compare the
receiver delay-time estimates (m† ) from the MDT method (red line)
with those from the DT method (blue line) in Figure 3. In both
cases, the first-break data in the forward and reverse directions
are combined and smoothed before inversion. We use a three-point
convolutional smoothing operation. Without smoothing, the DT
result is too noisy to compare with the MDT result. We apply
smoothing to the virtual refraction first breaks so we can make
an equal comparison, even though the MDT result is stable by itself.
The DT and MDT methods estimate the refractor velocity with
similar accuracy, which is influenced by the quality of the
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Figure 3. The MDT method receiver delay times (red) and DT
method (blue). The true receiver delay times relative to zero elevation are represented by the thin black line. The thick dashed black
lines indicate the crossover (X d ) and critical-offset (X c ) distances
for forward and reverse shots.
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first-break picks and the geometry of the source and receiver arrays.
The influence of the noise on our first-break picks is apparent in the
delay-time estimates shown in Figure 3. The virtual refraction picks
are more accurate at farther offsets, resulting in superior delay-time
estimates. The inherent stacking over sources in the virtual shot generation creates a higher S/N in the virtual shot record, which leads to
more accurate picks of the virtual refraction.

DISCUSSION
Lateral aperture
The DT and MDT methods rely on large offset data containing
refraction first breaks; however, MDT offers an increased lateral
aperture compared with the DT method. We illustrate this by considering the traveltimes of the coherent events in the real and virtual
shot records. Figure 4a shows the arrival times of the direct (black),
reflected (red) and refracted (blue) waves for real sources at both
ends of the receiver array. The crossover distance (Xd ) indicates
where the real refraction becomes the first arrival. In the DT method, we use arrival times from distances past Xd from each source
and we eliminate data from distance less than X d .

a)

In contrast, for any virtual shot location past the critical offset
(X c ) from the real source, the virtual refraction is the first arrival.
Figure 4b shows the arrival times of the virtual refractions for virtual
sources at X c from each real source in Figure 4a. From Figure 4a
and 4b, we conclude that we can extend our range of usable firstarrival data from X d to X c with the virtual refraction. Tatanova et al.
(2009) investigate a similar increase in lateral aperture using the
virtual refraction for time-lapse reservoir characterization. Moreover, to determine the X c distance and appropriate virtual shot positions, the semblance method presented in Mikesell and van Wijk
(2011) could be employed.
In either the DT or MDT method, the error in receiver delay-time
is smallest within sections of the model where forward and reverse
propagating (real or virtual) refractions are the first arrival. We can
quantify the error reduction by calculating the diagonal of the model
covariance matrix estimated from the matrix A given in equation 2
or equation 4:

σ 2m ¼ σ 2d  ðAT AÞ−1 :

(6)

Assuming a constant data variance (σ 2d ¼ 1 ms), we establish a
relative delay-time error (σ m ) for each receiver. Figure 4c shows
σ m for the DT (dashed blue) and MDT (solid red) methods using
the source and receiver geometry in the 2D numerical experiment.
This example illustrates that the MDT has reduced delay-time error
over a larger lateral extent compared to the DT method. This is a
direct result of the virtual refraction being the first arrival over a
larger region of the model (Figure 4a and 4b).

Source delay time
In the MDT method, the source delay time is eliminated from the
inversion process. To estimate the source delay time, we can rearrange the data into common receiver gathers (rather than common
source gathers) and repeat the same steps outlined above. Curtis
et al. (2009) demonstrate how to turn sources into virtual receivers
using the reciprocity of the wave equation and seismic interferometry. Following this, a modified source delay-time equation is

b)
T S2 Xj − T S1 Xj ¼ dT S1 S2 þ

jS1 − S2 j
;
V2

(7)

where dT S1 S2 is now a source delay time relative to S1 . Therefore,
we have developed a novel method that isolates the two types of
delay times. This approach eliminates any trade-off that may exist
between the source and receiver delay times in the traditional DT
method.

c)

Figure 4. (a) Traveltimes of three wave types for sources at the
edges of the receiver array. (b) Traveltimes of the virtual refraction.
(c) Comparison of the model parameter standard deviation (σ m ) for
each receiver.

CONCLUSIONS
We have presented the modified delay-time method for statics
estimation based on the virtual refraction. An elastic numerical
example illustrates how to isolate source and receiver delay times
before inversion, thus removing any trade-off that exists within the
delay-time method. Because we stack over many sources in the seismic interferometry processing, the virtual refraction arrival time
picks are more robust in the presence of random noise. In addition,
we gain an increased lateral aperture by using the virtual refraction.
The result is a more accurate delay time estimate for statics corrections compared to the traditional delay-time method.
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