This paper investigates the application of mathematical methodologies in software performance engineering. It applies the techniques of Design of Experiment (DOE), and develops a systematic approach to improve software performance and to reduce development cost for the design of the service-oriented software systems. This work aims at developing a mechanism that helps software designers to optimize software designs by providing more accurate feedback of software performance with sensitivity analysis. To illustrate the efficacy of the proposed approach, the paper also includes a case study on an existing Web Service-Oriented System -a Clinical Decision Support System (CDSS).
INTRODUCTION
In the past decades, software has become increasingly large and complex. The traditional approach of software development has failed to recognize the evolutionary aspect of software systems, and created huge problems for software systems to satisfy constraints on budgets, deadlines, and performance requirements. To solve the problem, a new software development paradigm has emerged in recent years, i.e., the component-based development (CBD) [1] . Based on the concept of reusability, software systems are constructed with pre-existing components (or re-usable components) in the approach of CBD, rather than from scratch.
Meanwhile, the rapid advancement of Internet technology is creating a convenient and powerful means for the delivery of enterprise-scale component-based software solution with Webservices. In a service-oriented architecture (SOA), a software system consists of interacting services distributed over the Internet, instead of components at the same physical location [2] . While service-oriented software systems present promising potentials in software applications, they also pose new challenges. One of the great difficulties of SOA is to design technically sound and operationally efficient system architectures that meet performance requirements.
There are different approaches to deal with the issue of software performance at different stages in the life-cycle of software development. However, by the time when the architecture of a software system is decided, performance problems become very costly, if not impossible, to fix. It is, therefore, necessary to push performance analysis back to the architectural design stage as an effective means to improve the performance of software systems. This is especially true for software systems based on web services, in which system performance is of paramount importance [3] .
Typical performance analysis of software architectures involves a three-step procedure [4] . The first step is to transform the architecture of a software system in forms of annotated UML models into a performance model, such as the queuing network model (QN) [5] , layered queuing network model (LQN) [6] , and Stochastic Rendezvous Network Model (SRN) [7] . Experiments on the performance model are then conducted in the second step by a performance analysis tool. Experiment results are finally fed back to architecture design in the last step for refinement of UML models according to the quantitative analysis of software performance.
Current focus of performance analysis has been mainly on the robustness and reliability of analysis methods [8] [9] [10] . Nevertheless, accurate analysis results require performance analysis to take sensitivity analysis into consideration in between its second and third steps. As one of the efforts to produce accurate analysis results, V.S. Sharma and K.S. Trivedi introduced security and cache behavior into architecture reliability analysis [11] . Although this and other research projects are making progress to improve accuracy of architecture analysis, they did not quantitatively take into account the interaction between factors that effects system performance.
Besides, sensitivity analysis has been relying upon human sense on graphical analysis to decide the quality of 
METHODOLOGY
Quantitative performance analysis relies on experiments, and any modification to the factors or parameters of experiments will produce different experiment outputs. The goal of sensitivity analysis (SA) is to evaluate the sensitivity of a system or system model in regard to the variations on factors or parameters of the system, and to quantitatively determine their possible effects on performance analysis. The proposed approach originates from design of experiments (DOE), which has been playing a critical role in engineering for improving the performance of manufacturing processes [12] . This section first introduces Design of Experiments (DOE) as a technique for sensitivity analysis. It then presents the proposed approach of sensitivity analysis with detailed discussions on how to determine effects of factors of software components, the interactive effects between these factors, and how to estimate the effects. With the calculated estimates of effects, optimal configurations of software components become obtainable.
Design of Experiments
DOE is a test or series of tests in which changes are made on purpose to the input variables of a process or system so that the causes for changes in the output response can be observed and identified. The motivation of DOE can be traced back to Fisher's work on data analysis for agriculture experiments [13] . Since then, over thousands of activities and publications on DOE have been conducted and reported (e.g., [14] , [15] , [16] , [17] ). Its applications cover a wide range of disciplines, including biology, agriculture, medicine and pharmacy, electronic and mechanics, and even social and human management.
The input variables to a system are called factors, and different categories of factors determine the levels that each of the factors can take. The output or result produced by the system is called response. The core of DOE is the relationship between factors and response. The effect of a factor is defined by the change in response caused by a change in the level of the factor. This is also called a main effect as it refers to the primary factors of interest in the experiment. There is an interaction between the factors when the difference in response between the levels of a factor is not the same at all levels of the other factors.
The Proposed Approach
DOE has found its application in software engineering as a prosperous means of evaluating and predicting software quality and performance in recent years [18] [19] [20] . The (5) The last step determines the effects of parameters and their interactive effect with F test [12] . In the F test, F-dfl df2 is a F distribution table value, where a is confidence level, dfl is the degree of freedom associated with the numerator of the mean square, df2 is the degree of freedom associated with the denominator the mean square. If the F distribution value of a parameter or the interaction exceeds its corresponding F. dfl df2, this parameter or the interaction is significant. Otherwise, it is insignificant.
Optimal Configuration
Once the effects of the parameters are determined, optimizing the significant parameter(s) is very important. The group means of one parameter demonstrate its trend while the other parameter varies. Thus, if the differences of means before a specific group mean are significant, while the differences of means after it are insignificant, this group mean is optimal. This task can be implemented by the Tukey's test [12] in equation (6) . In the equation, qj(A,J) is a studentized distribution [12] Therefore, the parameter value corresponding to yk is optimal.
Experiment and Discussion
This section illustrates the application of the presented method to an existing Web Service-Based system -the Clinical Decision Support System (CDSS) [21] .
Application Overview
This clinical system assists medical decisions by processing multi-domain medical data from neonatal, prenatal, and obstetrical areas. It is a service-oriented system, and performance analysis plays a key role for the adjustment of relationships between services. In particular, the sensitivity of performance metrics to variations in the duplicates of services has a deep impact on the performance after the basic infrastructure is built. Among all performance metrics, the average response time is dominating. As a result, the following subsection studies the sensitivity of response time to duplicates of services.
A Case of Sensitive Analysis
As shown in Table. 2, the execute time of CDSS control has 500.4ms, occupying 66.22% of total execute time of all service components. Therefore, the CDSS control is a major service for sensitivity studies, and this service is selected as the component for observation. In terms of technology, duplicating either threads or CPUs reduces the response time of the system. Duplicating threads constructs a multi-threading software structure, while duplicating CPUs builds a multi-CPUs or multi-machines system. So, the number of threads and the number of CPUs are the parameters of CDSS control. As discussed in the introduction, the conventional sensitive analysis relies on human judgment on visual analysis, while the quantitative sensitivity analysis is based on the calculation. The following two sub sections 3.2.1 and 3.2.2 will discuss these two methods respectively. Number of Processors Figure 1 Duplicating Applic CPU processors [21] Figure 1 exhibits the variation of the response time according to the number of processes and CDSS Control threads. It suggests that, if the number of processes is three or more, the curve of response time becomes a horizontal line no matter what the number of CDSS control threads is. From this visual analysis, it is not difficult to conclude that more than three processes will not lb ;) a) contribute more to reducing response time. Three processors are optimal in this case.
This style of visual analysis is straight forward, and easy for human beings to understand. The deficiency of visual data is the lack of automated process by machines. Furthermore, visual analysis relies on human interpretation. When the volume of data is huge, human operators can not guarantee accurate results due to limitation of capacity.
Quantitative Analysis
In quantitative analysis, as proposed in the paper, the number of total values of threads is 10, and the number of total values of processors is 5. The overall experiments are therefore 50. The results of the step 1-3 are showed in the table 3. The result of step 4 is showed in the table 4. In the step 5, the significant interaction between the number of threads and the number of processors is determined due to the fact that FOI (57600) exceeds F005135=4.121 (assuming the confidence level is 95%). The result shows that threads and processors are significantly interactive to the response time. Furthermore, both of threads and processors have significant contributions to the response time by executing their corresponding F test since Fo05435=2.641 and F00593 5=2.161. From the equation (6) and parameters in Table 3 and Table 4 , the equation (7) and (8) are derived for further analysis. In equation (7), which is for the thread optimization, the significance level is assigned to 0.05. The sample size of any thread is the number of processors. Its value is 5 from Table 3 . The degree of freedom associated with MSE is 35 and MSE is 0.2637 from Table  4 . As discussed the previous section, n is 1. The value of qo05(5,35), 4 .066, could be retrieved from the studentized distribution [12] Thus, the result of Tukey's test is calculated in the equation (7) . Similarly, the equation (8) and its value are derived for processors optimization.
Solving equation (7) and (8) with the experiment results tells the optimal number of threads and processors. When the number of threads is equal or more than four, the difference between the means (Yi.) for the numbers of threads in table 3 is less than 2.09, as illustrated in equation (7). In other words, the difference becomes insignificant. The conclusion is therefore that it would not be cost-effective (in terms of performance) to increase the number of threads more than three since the improvement in response time is not significant. Four threads are optimal.
To.05 = q0 05 (5, 35) The conclusions obtained with the presented method are consistent with the conclusions from visual analysis. However, the optimum numbers of threads and processors are deduced by quantitative calculation, which provides more powerful capability for a computer to assist software design in the early stage. Further, more affluent knowledge, which is unnoticeable in the graph, will be acquired by this method. For example, the optimum number of threads and the interaction relationship between process and threads are also revealed during analysis.
Discussions
The applicability of quantitative analysis is based on the fact that the software performance will not be enhanced infinitely with unlimited resource due to interactions between software components. In the given example, the interactions between other services with CDSS control and interactions between duplicated CDSS controls will be raised while duplicating the CDSS control threads and processors. This increase will balance out the reduction of response time by duplicating threads and processors at one point (an optimal value). Therefore, the quantitative analysis, which is developed to find such a point, is universally applicable in software performance design, especially in component-based and service-oriented system design.
In practice, the performance optimization of one component usually implies the immigration of the bottleneck of the software system. When the provided software components are optimal by themselves, the major concern in architecture design is to optimize the relationship between them. That is also the reason why it is extremely important to optimize software architectures in component-based or service-oriented software engineering.
CONCLUSIONS
This paper develops an accurate analysis method for performance evaluation and prediction of service-oriented software systems based on their architectures. Specifically, this paper employs Design of Experiment (DOE) technique to quantify each service's effect on the performance of the system and analyze the interaction effect between two factors of one service numerically. In addition, this method is able to determine the sensitivity of software performance in regard to the changes in the parameters of individual services, and to identify optimal configurations of services. Experiments demonstrate the benefits of quantitative analysis over visual analysis in producing accurate results. The presented method is particularly valuable in the field of the automatic design.
The example illustrated in this paper involves factors that are controllable and the number of factors in each experiment is limited to two. In theory, the significant controllable factors can be more than two. Besides, the noise factors, which cannot be controlled, also have impacts on software performance and on the design of optimal configurations. More controllable factors and noise factors, therefore, need to be studied in the future. Further research is under active investigation to improve the proposed method and to apply it in practice.
