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The bisection method provides an affirmative answer for scalar functions. We 
show that the answer is negative for bivariate functions. This means, in particular, 
that an arbitrary continuation method cannot approximate a zero of every smooth 
bivariate function with nonzero topological degree. F: 1988 Academic Press. Inc. 
1. INTRODUCTION 
Assume that f is a scalar continuous function defined on an interval 
[a,b] in R such that f(~) 1 f(h) < 0. This inequality is equivalent to the 
assumption that f has nonzero topological degree since deg(f,[cr,b],O) = 
(sgn(f(b)) - sgn(f(a)))/2. It is known that for arbitrary positive E we can 
find an c-approximation x*, Ix* - (~(f)l 5 E, to a zero a(f) of such a 
functionf, and that the bisection method is optimal (see [5]). If the degree 
offis zero then, in general, there exists no algorithm using linear informa- 
tion onfto find x* (see [6]). Thus the degree decides whether we can or 
cannot solve the problem for the scalar case. 
The situation drastically changes when we add just one more dimen- 
sion. We show that in general it is impossible to find an &-approximation 
to a zero of a bivariate smooth function with nonzero topological degree. 
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More precisely, we assume that f is defined on a unit triangle T in R’ 
and that T is completely labeled underf. The information onfconsists of Y, 
values of arbitrary linear functionals which are computed adaptively. An 
algorithm constructing x* is an arbitrary mapping based on these evalua- 
tions. We show that for arbitrary n and E < diam(T)/2 there exists no 
algorithm to find x* for someJ 
Our result indicates, in particular, that arbitrary continuation and/or 
simplicial continuation methods cannot approximate zeros of every func- 
tionfto within E < diam(T)/2 with any a priori fixed number of function 
and/or derivative evaluations. We conclude that additional restrictions on 
f must be imposed to obtain positive results. 
We remark that the unit triangle was chosen as the domain offonly for 
technical reasons and that the result holds for arbitrary compact domain 
D with E < diam(D)/2. 
We briefly summarize the contents of the paper. In Section 2 we give 
the basic definitions and formulate the problem. In Section 3 we prove 
two auxiliary lemmas and in Section 4 we prove the main theorem. 
2. FORMULATION OFTHEPROBLEM 
Let T = {x E R?: xi 2 0, i = 1, 2, xl + x1 5 I} be the unit triangle in R? 
and G = C”(R) be the class of infinitely differentiable functions on T. Let 
F = {fE G: deg(f, T, 0) # 0, 8 = (0, 0), there 
exists exactly one z E T: f(z) = 8 and 
6 E Conv#)l, 
(2.1) 
where deg(f, T, 0) is the topological degree off relative to T at 8 and 
Convf(T) is the triangle with vertices f(0), f( 1, 0), f(0, 1). 
We say that T is completely labeled underf (orf-Sperner triangle) (see 
[l, 2, 3, 71) iff 0 E Convf(T). 
We include the assumption 19 E Convf(T), since it makes our result 
stronger and it is a typical assumption in the theory of simplicial continua- 
tion methods. 
Define the solution operator S: F -+ T by 
S(f) = f-Y@. (2.2) 
Our problem is to find an approximation to .S(f). To solve this problem 
we use adaptive information operators which are defined as follows (see 
[8]). LetfE G and 
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N,(f) = L(f), b(f, YJ, . . * 3 J5lu-i Yl, . . * > Yn-Jl, (2.3) 
where 
Yi = Li(f; YI, * . * 3 Yi-1) 
and 
I,;,~(.> ; Lit.; YI, . . . , yi-I): G + R (2.4) 
is a linear functional, i = 1, 2, . . . , n. Knowing N,,(f) we approximate 
S(f) by an algorithm cp which is an arbitrary transformation 
p: N,(F) + T. 
The error of the algorithm cp is defined by 
e(v) = SUP IIWJ - cpWn(f)k 
fEF 
(2.5) 
Let (D(N,,) be the class of all algorithms using information operator N,. It 
is known [8] that 
(2.6) 
where r(N,J, called the radius of information, is given by 
WJ = SUP rad(UUX 
PF 
(2.7) 
where rad(U(f)) is the radius of the smallest ball containing the set U(f) 
of zeros of functions from F which share the same information withf, 
u(f) = {z E T: z = S(f), f, F’; N(f) = N,(f)). (2.8 
We prove that for an arbitrarily large number of evaluations n and any 
information of the form (2.3) there exist two functionsfand g in F having 
the same information. N,,(f) = N,(g), such that ]]S(f) - S(g)]]2 is arbi- 
trarily close to diam(T). This combined with (2.8) and (2.7) yields 
that the radius of N,, is at least diam(T)/2. By choosing a trivial algorithm 
q(N,(f)) = (&it) we get r(N,J = diam(T)/2. Thus (2.6) yields that there 
exists no algorithm for approximating zeros offin F with error less than 
diam(T)/2. We formulate this in 
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THEOREM 2.1. For every n and every information N,, the radius r(N,) 
is equal to the half diameter of T, i.e., 
Vn, VN, E JV’, r(N,) = diam(T)/2 = $, 
where JV, is the class of all information of the form (2.3). 
3. AUXILIARY LEMMAS 
We split the proof of Theorem 2.1 into two lemmas. The first lemma will 
be proved for an arbitrary number of dimensions. Let At be a compact 
region in R”, and let G = G”(A) be the class of functions f: A4 --+ R” 
which are infinitely differentiable. Let C(UfEIBi) denote the set 
{ft G: wdf) c i$ &). 
where Bi are open balls in R”. Finally let Li: G -+ R, i = 1 . . . k, be 
linearly independent linear functionals. 
LEMMA 3.1. For arbitrarily small positive E, and every family of balls 
Bi fl .M f 0, i = 1, , . . , (k - l), such that LI, . . . , LA-, are linearly 
independent on C(UtI/Bi), there exists an open ball Bk fl AA # 0 
with diam(BJ = E, such that L,, . . . , Lk are linearly independent on 
C(UfzIBi). 
Proof. Suppose the lemma does not hold. Then for every BA, B!, Cl A 
# 0, with diam(BJ = E, the linear functionals LI, . . . , LA are linearly 
dependent on C( Uf=, B;). Since by assumption, L,. . . . , 15-1 are linearly 
independent on C( Uf:/ B;) we must have 
k-l 
L/, = 2 ai(Bk)Li 
i- I 
onC(b Bi). 
i= I 
(3.1) 
First, let us assume ai = ai for all Bk (i.e., let the constants of the 
summation be independent of the choice of Bk). Then let BT, . . . , BJJ, q 
< m, be an open &-covering of AA (i.e., B;” C R” is a ball with diam(Bj*) = E 
and A C Ujq_,Bj*). This covering exists since AA is compact. Then by the 
partition of unity theorem [see 9, p. 601, any f E C,(.ht) can be decom- 
posed such thatf(x) = z,“=,A(x), and supp(fi) C BT. Therefore for allfE 
C’%U), we have, by linearity of LI, and by (3.1), 
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Lk(f) = 2 Lk(fj) = ‘i 2 CfiLi(h) = “f: ~iLi(J‘). 
i=l i-1 j=] i=l 
But this contradicts the linear independence of L1, . . . , Lk on G. There- 
fore ai # cz;, SO there exist at least two balls Bk], Bk2 such that 
k-l 
Lk = c P&I 
i= I 
on C ((g Bi) U BLI) 
and 
k-l 
Lk = 2 r&i 
i= I 
on C ((g Bi) U Bk2), 
where pi = CYi(Bkl), yi = (~;(Bkz), and pj, # 3/j, for somej’ E (1 . . . (k - I)}. 
This implies 
k-l 
0 = Lk - Lk = c (pi 
i= I 
However, since pj, - yj, f 0, this 
Ll,. . -9 Lk-1 On C(Ufl/Bi). 
Thus the lemma holds. n 
- Yi)Li onC(G Bi). 
contradicts the linear independence of 
LEMMA 3.2 For every IV, E SIT,, every E, 0 < e 5 f diam(T), andfor 
every y,,, 0 < y,, < (a/22n+3), a = m, there exist 
l a function F,, = (fl, ff) E C”(T), 
l strips S”,, SX (defined below), and 
l balls B; with diam(BJ 5 y;, i = 1, . . . , k,, 
where k, is the maximal number of linearly independent functionals on 
C”(T) among LI,F~, . . . , LF,,. (Let us denote these functionals as L:, 
. . .) Lk*,,.) We have 
(x,Y) E T: 1 - 2a 5 S”,,, I x 5 ,$“,,z 5 1 - a; 
s” = n 
x,2 - S”,,, 
(3.2i) 
2 a/22n+1; 
(x,y) E T: 1 - 2a I S{J 5 Y 5 sx-2 5 1 - s’ a; = n 
x.2 - S{-, 2 a/22n+1 
(3.2ii) 
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(i.e., strips SX, and S-Y, are at least a/22”+’ units wide); 
dist(Si,SY,) 2 diam(T) - E, where given 
sets W, Z C R2 
dist( W, Z) dT ,, Ei;f,,llw - zll? 
and dist( W, Z) i +x if W or Z = 0; 
(3.2iii) 
dist(Bi, Si) 2 $, i= 1,. . .,k,, 
dist(Bi, Si) 5 y, i= 1,. . .,k,; 
triangle T is F,-Sperner triangle; 
(3.2iv) 
(3.2~) 
and 
where 
F,(x, y) = (fk Y>, f%L Y)L (3.2vi) 
(x, y) E T: 0 5 x 5 s”,,, and 0 5 y I S{,,, 
(xv Y) E T: (x, Y) E 6% U Sy,), 
(x, y) E T: x > S”,-, or y > SY,,* 
fori= 1,2. 
First, we define a function needed in the proof of Lemma 3.2. Let (Y, /3 
(a < j3) be fixed real numbers. Define the function 
0, z 2 p. 
Proof of Lemma 3.2. The proof is by induction on n. Supposefirst that 
n = 0; i.e., we do not have any information. We construct a function F0 
which satisfies (3.2i)-(3.2vi). Let 
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FIG. 3.1. Graph of FO. 
Sx, = {(x, y) E T: S $,, = 1 - 2a I x I 1 - a = S~,Z}, 
S6 = {(x, y) E T: SyO,, = 1 - 2a 5 y 5 1 - a = S&,}, 
and define for all (x, y) E T (see Fig. 3.1) 
(0, 1, (x, Y) E s;, u Sk 
(1, 11, x 5 1 - 3a, y 5 1 - 3a; 
(PL(x, 1 - - 3a, 1 - 2a), mx, 
I ’ 
1 - 3a, 1 2a)). I-3a5x51-2a; 
Fdx, Y) = 
(PL(y, 1 3a, 1 - - - 2a), PUy, 1 - 3a,l 2a)), ! - 30 5 y 5 I - 2a; 
(-em (x+o-1)r2, -2e-l*+“-11r*) I-a5.x; 
(-&- ly+o-l)-* , -e-(“+L1-l~-2), I-USY; 
Note that the function F0 satisfies (3.2i)-(3.2vi). Namely, for (3.2i), S&Z 
- S& = (1 - a) - (1 - 24 = a > a/2. Similarly, (3.2ii) holds. For (3.2iii) 
note that dist(S& Si;) = diam(T) - 42 - ~12 = diam(T) - E. Observe that 
(3.2iv) holds trivially since there is no Bi. For (3.2~) note that Fa(O, 0) = 
(1, 1) and that FO(l, 0) and FO(O, 1) lie on opposite sides of the line y = x. 
Thus T is an FO-Sperner triangle, since (0, 0) E A(Fo(O, 0), Fo(l, O), 
FO(O, 1)). Finally, we see that condition (3.2vi) holds by the definitions of 
Fo, S”,, and Si;. 
Now assume that Lemma 3.2 holds for n - 1 with function F,-, . 
Then the information operator N,, E X, yields functional &F.-I (recall 
L,,&.) 2 Lr(+)). If Lf, . . . , Lk* “-,, L,,, are linearly dependent on 
Cm(T) then F,, = F,-, will satisfy the lemma. Therefore assume LT, . . , , 
Lznm,,L,,, are linearly independent on Cm(T). Take yn < min(bn-, , 
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(a/22n+3)). Then by Lemma 3.1, there must exist a ball Bk, C Tyn = {z: 
dist(z, T) I m} with diam(Bk.) = yn and k, = k,-I + 1, such that LT, . . . , 
Lk* (Lk*. = L,,F,,. ,) are linearly independent on C(Uik_“,BJ. Two cases are 
possible: 
Case 1. dist(B,, S”,-l) B &, and dist(Bk., SY,-r) 2 &, (i.e., Bkn is at 
least b,, away from both strips). Then letting F,, = F,-,, S”, = Si-,, Si = 
SY,-r, we conclude that (3.2i)-(3.2vi) are satisfied. 
Case 2. dist(Bkn, S&r) i fm or dist(B,,,, SX-r) I hYn (i.e., Bk,, is within 
b,, of one of the strips. Note that because of the separation of the strips it 
cannot be close to both strips at one time). Assume, without loss of 
generality, that dist(Bk., Si-r) I &,, and let (!$, bin) be the center of the 
ball Bk,. The two possible’subcases are 
(2a) bin I ((Si-,., + S&,,J2) (i.e., the ball is.centered or to the left 
of the center of the strip St’,); 
(2b) bin > ((S”,-,,, + SG-r,9/2) (i.e., the ball is to the right of center 
of the strip S”,-r). 
First, consider the subcase (2a) and define the function 
i 
e~(x-(l-2a-Y,))~*(x-1(S”,-I,,+~~~,.~)-Y”)~~, 1 - 2a - yn 5 x 
h(x, Y) = 5 cc-,,I + ~xn-1,2)/2 + Yn 
0, otherwise 
and let Hr(x, y) = (h(x, y), h(x, y)). Now take a function H’(x, y) E 
C(Ufcm{Bi) such that L,+(HI) = -.&‘$?I’), i = 1, , . . , k,-1. Such a function 
must exist since L,T, . . . , L$“_, are linearly independent on C(UtZedBi). 
Therefore Li,F”-,(HI + H1) = 0 since Lj,F,-, is a linear combination of Q, 
. . .) Lk* “-,, for all i = 1, . . . , IZ. Let HI + H’ = (hl, h2) and choose a 
positive constant c so small that 
( 
min Id-11 > c 
G,y)E(u;:;‘B,) 1 i 
(macr IW, Y)I 
x, 1 
( 
min [C-II > c max IMX, Y)l 
(3.3) 
(X,Y)E(U:i~‘Bj) 1 ( (x,y)ET 1 / 
and such that 
if there exists a j’ such that Bjf contains a 
vertex u of T, and if it is the case that 
&,(u) > f:-,(u) (respectively <) then it is 
also the case thatf:-I + chr)(u) > (.%I + &)(u) 
(respectively <). 
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Note that requirement (3.4) is needed to guarantee that T is (F,-I + 
c(Hr + I?‘)) Sperner triangle. Finally let F,, = F,- I + c(Hl + H’), SYn = 
SY,-1, and S”, = {(x, y) E T: S”,,r = (b(S”,-1.1 + SXn-1,~) + y,,) 5 x 5 SXn,2 = 
SX,-l,2}. Now we show that the properties (3.i)-(3.2vi) are satisfied by 
these choices. 
(i) From the induction assumption, SX,,, > (1 - 2~) and SXn,2 < (1 - a); 
moreover, S”,,, - S”,J = SXn-I,2 - c%,,l + S&1,2) - yn = Kc-I,2 
- s;-I,,) - y* 2 a/(2 * 22(n-l)+9 - a/(2 - 22”+3) = u(U22” - 1/22”+3) 2 
(u/22”+‘). 
(ii) is obviously true since Si = SY,-r . 
(iii) is also obvious since S”, c S”, and Sz c Sg, and (iii) holds for 
n = 0. 
(iv)holdsforBi,i= 1,. . . , knel, for the induction assumption. For 
dist(&, SY,) we have dist(&, SY,) 2 dist(&,, S6) 2 yo 2 y,,. (Since we are 
considering the subcase (2a) we know that t(S~-r,, + SY,-1,2) 2 bX, > 
sY,-1,l - y”). As for dist(&,, S”,) we have bin I #“,-,J + SXn-1,2) and 
diam(&,) = yn. Thus, we can conclude that dist(&, S”,) 2 Ibin + kyYn - 
S”,,ll 2 bn. 
(v) and (vi) are satisfied since the choice of the constant c was small 
enough to meet (3.3) and (3.4). 
Thus Lemma 3.2 holds for subcase (2a). 
In Case (2b), we proceed as in Case (2a), replacing the function h(x, y) 
by 
-~-(~-I(S~-,.,+S:.,,Z,+v.,'cx-cl-a+r.,,-~ (&ye, , + s”,-, 2)/2 
w-5 Y) = 
i 
-yn~XI1-u+y, 
0, otherwise. 
This finally completes the proof of Lemma 3.2. H 
4. PROOFOFTHE MAINTHEOREM 
The proof is by construction of two functions of the given class F 
having the same information and zeros separated by diam(T) - E for 
arbitrarily small positive E. Let us begin by defining a function U: R2 --, R2 
= (ur(x, y), u2(x, y)) where (see Figs. 4.1 and 4.2) 
1 - PL(x, R-1 - Y”, S”,,I), 6, Y) E T: sf!,, - y. 5 x 5 s”.,,, 
-1 + 2 . fux, s:,,, Sxn,2), (x, y) E T: s:,, 5 x 5 s”,,z, 
4(x, Y) = -PLC-5 G.2, x.2 + YA (x, y) E r s:,2 5 x 5 s;,2 + y., 
e-‘Y-SE-I-Yn)-*(Y-SZ,Z)-*. (x7 Y) E T: sz,, - Y. 5 Y 5 Si,2, 
0, otherwise, 
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FIG. 4.1. Graph of u, + F,, 
(x, y) E T: s;,, 5 y 5 s;,, + yn, 
otherwise. 
FIG. 4.2. Graphs of u:, ui, and ui. 
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Now we take a function W: R2 + R2 = (wr(x, y), wz(x, y)) E C(Ujk_“lBj) 
such that N(W) = -N(U). Again W must exist because of the linear 
independence of LT, . . . , L.$, on C( U,!! ,Bj) (where LT are the functionals 
from Lemma 3.2). Next, letting F,, = (f,!,, f’,) be the function from Lemma 
3.2, choose a constant c so small that 
min IfAl max Iwdx, Y) + udx, y)I 
Lx,YE(U,f2,B,) (X.?ET 
min Ifi1 max Iw2(x, y) + u2(x, y )I 
kYHU~$Y,) (.r.yET 
and 
if there exists aj’ such that Bj’ contains a vertex 
u of T, and iffA(v) > f:(u) (respectively <), 
then Cf!, + c(w = d)(u) > (.f?, + C(WZ + ud)(u) 
(respectively <). 
Define the function G’ = F,, + c * (U -t W). Note that N,,(G]) = N,(F,), 
T is a G ‘-Sperner triangle, and G ’ has exactly one zero (Y which is located 
inside the strip S”, at the intersection of the lines x = f(,Si,, + S”,.l) and y = 
f(1 - S;,z). Thus, (Y = (a,, CX~) = (KS”,,, + SXn,2), 1(1 - S”,,2). To see that (Y is 
a simple zero we calculate Jac(G’) at (Y, where Jac(G’) is the Jacobian of 
G’. 
Jac(G’) = (g + c ($ + $$I)($ + c ($ + 5)) 
- (2 -t cg + T))(% + c(g + 5)). 
Observe that on S”,, F,, = W = (0, 0), so we can reduce the equation to 
Jac(G’) = c2 
Using the fact that on SX,, (&&lay) = 0 and (au2/ax) = 0, we have 
Jac(Gr)I, = c2(au’lax)l, . (au21ay)l,. Then recalling the definition of U, 
note that in a sufficiently small neighborhood of cq U = (( - 1 + 2 * PL(x, 
Xl, Si,2)), (1 - 2 * PL(y, 0, 1 - &))). (Note that this implies that (Y 
occurs where PL(z, a, b) = t, but since the integrand is symmetric with 
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respect to its argument the value of the integral at the midpoint is obvi- 
ously 2 the total integral.) Therefore 
Jac(G’)(, = -4 . C* t& (PL(x, S;,,, S+LZ))/~] 
. (-& (PUY, 0, 1 - S.2))ln). 
Now noting that d/dz(f'L(z, a,, a*)) = ~(~-~,)--'(~-uz)~'/~~~~-(f-~,)~'(l-~~)~'dt; 
and recalling that cx = (f(S”,,, + SX,,?), 3(1 - Sf$)), we have 
J&G l)ja = c* . e((llZ)(S6,~+S:,*))* . eC(l/2K-S:2))2, 
where c* is a nonzero constant. Therefore we can conclude that Jac(G ‘)Iu 
# 0 and that G’ is a member of our class F. 
Next, we similarly construct a function G* in F with one simple zero in 
S{, such that N,(G*) = N,(F,J. Therefore N,(G’) = N,(G2). Thus for 
arbitrarily small positive E, we have constructed two functions in our 
class with the same information whose zeros are separated by at least 
diam(T) - E. (Recall that zeros are in SY,, S”, and by (3.2iii) these are 
separated by at least diam(T) - E.) The theorem follows by taking the 
limit as E -+ 0. 
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