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REALISATION DE HODGE DES MOTIFS DE VOEVODSKY
Florence LECOMTE et Nathalie WACH
IRMA - Strasbourg
RESUME
Pour un sous-corps du corps des complexes, nous de´finissons un foncteur de la cate´gorie des
motifs ge´ome´triques de Voevodsky vers la cate´gorie des Z-complexes de Hodge mixtes de
Deligne [D74]. Les filtrations par le poids et de Hodge sont repre´sente´es par des foncteurs de
troncature d’un complexe des poids a` la Bondarko [Bo10] pour la premie`re et du complexe de
De Rham [LW09] pour l’autre.
Introduction
Apre`s l’invention des motifs par Grothendieck, Deligne a de´fini les structures de Hodge mixtes
comme de tre`s bonnes approximations de structures motiviques : elles forment des cate´gories
abe´liennes et tensorielles et sont construites a` partir de structures e´le´mentaires dites pures. Il
est donc essentiel de construire les re´alisations de Hodge des motifs de Voevodsky, ce qu’a fait
rationnellement Annette Huber en [H00] et [H04]. Dans cet article, qui fait suite a` nos travaux sur
les re´alisations de De Rham [LW09] et Betti [L08] nous construisons une re´alisation de Hodge a`
partir de foncteurs repre´sentables.
Soit k un sous-corps du corps des nombres complexes. En [L08], l’une des auteurs a construit pour
tout plongement σ : k →֒ C un foncteur de re´alisation topologique tσ de la cate´gorie des complexes
motiviques de Voevodsky DM−(k) dans la cate´gorie de´rive´e D(Ab) des groupes abe´liens et de´fini
le foncteur de re´alisation de Betti
Hσ(M, q) = HomD(Ab)(tσ(M), (2iπ)
qZ).
En [LW09] nous avons construit un ind-motif de De Rham pour repre´senter le foncteur de re´alisation
de De Rham dans la cate´gorie des complexes motiviques non borne´s de Cisinski-De´glise DM(k)
(cf [CD09])
HDR(M) = HomDM(k)(M,Ω).
Notons que ces re´alisations sont de´finies comme cohomologies de complexes, a` savoir
Hpσ(M, q) = H
p(R·HomD(Ab)(tσ(M), (2iπ)
qZ)) et HpDR(M) = H
p(R·HomDM(k)(M,Ω)).
Lorsque l’on se restreint a` la cate´gorie des motifs ge´ome´triquesDMgm(k), le the´ore`me de De Rham
se ge´ne´ralise en un the´ore`me de comparaison
HDR(M)⊗C ≃ Hσ(M, q)⊗C
dont les fle`ches sont e´galement de´finies au niveau des complexes.
Bondarko [Bo10] a muni la cate´gorie DMgm(k) d’une structure de poids qui permet de de´finir
sur les foncteurs de re´alisations des filtrations par le poids W compatibles a` l’isomorphisme de
comparaison.
Pour tout motif ge´ome´trique M, choisissons un complexe des poids M(·). Alors le complexe
diffe´rentiel gradue´
⊕i∈ZR
·HomDM(k)(M
(i),Ω),
qui s’envoie dans le complexe R·HomDM(k)(M,Ω), calcule la re´alisation de De Rham de M et la
filtration par le poids est de´finie par le fonteur de troncature a` droite sur la premie`re variable du
complexe de motifs M(·)
WnR
·HomDM(k)(M,Ω) = Im
(
⊕i≤nR
·HomDM(k)(M
(i),Ω))→ R·HomDM(k)(M,Ω)
)
.
On a de meˆme, avec les notations e´videntes
WnR
·HomD(Ab)(tσ(M), (2iπ)
qZ) = Im
(
⊕i≤nR
·HomD(Ab)(tσ(M
(i)), (2iπ)q )→ R·HomD(Ab)(tσ(M), (2iπ)
qZ)
)
.
Sur R·Hom(M(·),Ω) on tronque la deuxie`me variable en conside´rant la filtration beˆte de Ω pour
de´finir une filtration F , dite filtration de Hodge. Celle-ci s’e´tend a` R·Hom(M(·),Ω) ⊗ C ou` elle
induit une filtration oppose´e F¯ . Notre principal re´sultat est
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THEOREME 0.1 Pour tout motif ge´ome´trique M de´compose´ en un complexe des poids M(·), les
donne´es (
R·HomD(Ab)(tσ(M), (2iπ)
qZ), R·Hom(M,Ω), R·Hom(M,Ω)⊗C
)
munies des filtrations induites par les images des foncteurs de troncatures surM(·) et Ω de´finissent
un foncteur vers la cate´gorie des Z-complexes de Hodge mixtes au sens de Deligne [D74].
Le the´ore`me signifie, entre autres, que les cohomologies des complexes R·Hom ne de´pendent pas
du choix du complexe des poids et que la filtration de Hodge est bien de´finie, bien que, a priori, en
tronquant beˆtement Ω on perde l’invariance d’homotopie et on sorte de la cate´gorie des complexes
motiviques.
Comme chez Deligne [D74] il est ne´cessaire de de´finir les re´alisations au niveau des complexes
R·Hom, afin d’obtenir une filtration de Hodge sur HDR(M) et non sur son gradue´ par les poids.
Ne´anmoins, les de´monstrations consistant a` ve´rifier des proprie´te´s cohomologiques, les re´sultats
seront e´nonce´s en termes de foncteurs cohomologiques.
Bien qu’en [L08] et [LW09], les foncteurs de re´alisations aient e´te´ de´finis sur la cate´gorie DM−(k)
des complexes motiviques de Voevodsky, pour le the´ore`me de comparaison ou la de´ge´ne´rescence
des suites spectrales associe´es aux filtrations, nous avons besoin de re´sultats de finitude et devons
donc nous restreindre a` la cate´gorie des motifs ge´ome´triques DMgm(k) introduite par Voevodsky.
Dans la cate´gorie DM−(k), la cate´gorie DMgm(k) est la sous-cate´gorie pleine additive e´paisse
engendre´e par les motifs M(X) des sche´mas projectifs lisses [MVW 14.1]. Cela signifie que la
cate´gorie DMgm(k) est construite a` partir des sommes finies de motifs de sche´mas projectifs lisses
avec les deux proprie´te´s suivantes :
- les facteurs directs des motifs ge´ome´triques sont ge´ome´triques;
- pour tout triangle distingue´ A → B → C → A[1], si deux des trois motifs A, B et C sont
ge´ome´triques, le troisie`me l’est aussi.
PRINCIPE 0.2.
Soit H : DM−,eff(k) → A un foncteur cohomologique vers une cate´gorie abe´lienne A. Soit B une
sous-cate´gorie pleine de A, abe´lienne, stable par facteur direct et extension. Si H(M(X)[n]) est un
objet de B pour tout sche´ma X lisse et projectif sur k et tout entier n, alors H induit un foncteur
H : DMeffgm(k)→ B.
Si de plus la cate´gorie B est tensorielle, si H est multiplicatif et H(Z(1)) est inversible dans B,
alors H induit un foncteur
H : DMgm(k)→ B.
Dans cet e´nonce´, l’hypothe`seA abe´lienne est ne´cessaire pour conside´rer un foncteur cohomologique.
Nous commenc¸ons par rappeler les re´sultats de Voevodsky et Bondarko. Puis nous revoyons
brie`vement la construction du motif de De Rham et de´finissons les filtrations par le poids et
de Hodge. Ensuite nous construisons la re´alisation de Betti qui a e´te´ re´sume´e en [L08]. Elle est
e´quivalente a` celle construite par Ayoub en the´orie homotopique des sche´mas [A10]. Finalement
nous comparons ces deux re´alisations pour construire la re´alisation de Hodge, qui nous permet
d’e´tendre aux motifs ge´ome´triques les cohomologies de Deligne-Beilinson. Nous terminons en
montrant que rationnellement nos re´alisations co¨ıncident avec celles pre´ce´demment construites
par Huber [H00].
REMERCIEMENTS : ce travail a be´ne´ficie´ de discussions avec J. Wildeshaus sur les travaux de
Bondarko et avec A. Huber sur la filtration de Hodge. Qu’ils en soient remercie´s.
CONVENTIONS Par la suite tous les corps sont suppose´s de caracte´ristique 0 et les sche´mas sont
se´pare´s de type fini sur un corps. On note Sm(k) la cate´gorie des sche´mas lisses sur k, dont les
morphismes sont les morphismes de sche´mas.
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1. Motifs de Voevodsky
La cate´gorie motivique dans laquelle nous travaillons est la cate´gorie triangule´e DM−(k) de
Voevodsky ([V-TCM]) dont nous appelons les objets complexes motiviques. Cette cate´gorie est
obtenue par une se´rie de localisations a` partir de la cate´gorie des complexes de faisceaux sur le site
Smcor(k) des correspondances finies et topologie de Nisnevich.
1.1. Rappels sur les sites et topos
Rappelons quelques notions utiles de [SGA4]. Un site est une cate´gorie munie d’une topologie de
Grothendieck [SGA4 II 1.15]. Pour un site C, on note Ĉ (resp. C˜) la cate´gorie des pre´faisceaux
(resp. faisceaux) d’ensembles du site C. La cate´gorie C˜ est appele´e topos associe´ au site C. Les
cate´gories Ĉ et C˜ sont munies de foncteurs canoniques C → Ĉ et C → C˜ qui a` un objet C de C
associe respectivement le pre´faisceau et le faisceau repre´sente´s par l’objet C. Si C et C′ sont deux
sites, un foncteur u : C → C′ entre les cate´gories sous-jacentes induit par composition un foncteur
uˆ∗ : Ĉ′ → Ĉ. Ce foncteur uˆ∗ admet un adjoint a` gauche u! : Ĉ → Ĉ′ qui prolonge le foncteur
d’origine u dans le sens que le diagramme suivant commute
(1.1.1)
C
u
−−−−−→ C′y
y
Ĉ
u!−−−−−→ Ĉ′
ou` les fle`ches verticales sont les foncteurs canoniques.
Le foncteur de prolongement u! est de´fini de la fac¸on suivante : pour tout objet C
′ de C′ on note
IC
′
u la cate´gorie des couples (S, f) ou` S est un objet de C et f un morphisme f : C
′ → u(S) dans
C′ [loc. cit. I 5] et(IC
′
u )
op la cate´gorie oppose´e. On pose
u!F : C
′ 7→ lim−→
(IC′u )
op
F ◦ prC′( )
ou` prC′ est le foncteur de I
C′
u vers C qui au couple (S, f) associe l’objet S.
Si de plus, le foncteur u est continu, c’est-a`-dire que pour tout faisceau G sur C′ le pre´faisceau
C 7→ G ◦ u(C) est un faisceau sur C, alors le foncteur u∗ induit un foncteur us : C˜′ → C˜ et ce
foncteur us admet un adjoint a` gauche u
s qui prolonge u
(1.1.2)
C
u
−−−−−→ C′y
y
C˜
us
−−−−−→ C˜′
Le foncteur us est le compose´ du foncteur de prolongement u! de´fini plus haut avec le foncteur
faisceau associe´. Par construction, il est exact a` droite et commute aux limites inductives. S’il est de
plus exact a` gauche, il est foncteur image inverse us = Φ∗ d’un morphisme de topos Φ : C˜′ → C˜ (loc.
cit. IV.3.1.). Suivant toujours [SGA4], on note C˜Ab le topos abe´lien associe´ au site C, c’est-a`-dire
la cate´gorie des faisceaux en groupes abe´liens sur C.
Rappelons qu’un foncteur d’une cate´gorie triangule´e T vers une cate´gorie abe´lienne A est dit
cohomologique [Ver77] s’il transforme tout triangle distingue´ en suite exacte. En particulier, pour
un foncteur cohomologique H et p un entier, nous notons Hp le foncteur de T vers A de´fini par
Hp(M) = H(M [−p]); ceci permet d’associer a` tout triangle distingue´ une suite exacte longue. Les
foncteurs Hom sont des foncteurs cohomologiques.
3
1.2. Les correspondances finies
Le groupe Cor(X,Y ) des correspondances finies entre deux sche´mas lisses X et Y est le groupe
abe´lien libre engendre´ par les sous-varie´te´s ferme´es irre´ductibles de X ×Spec(k) Y qui sont finies et
surjectives sur une composante irre´ductible de X . Cette de´finition reste valable pour un sche´ma Y
quelconque.
Les correspondances finies se comportent mieux que les cycles classiques : il existe des morphismes
image inverse et image directe pour tous les morphismes entre sche´mas lisses et elles se composent
comme les correspondances de Grothendieck [Ma68]. Elles permettent de de´finir la cate´gorie
Smcor(k) des correspondances finies, dont les objets sont les sche´mas lisses sur k et les morphismes,
les correspondances finies. La cate´gorie Smcor(k) est additive, pour l’union disjointe, et tensorielle,
pour le produit fibre´ sur Spec k. Le foncteur canonique Sm(k) → Smcor(k) qui envoie tout
morphisme sur son graphe est compatible a` ces structures. On appelle pre´faisceau avec transferts
un foncteur contravariant de Smcor(k) vers la cate´gorie Ab des groupes abe´liens; un faisceau de
Nisnevich avec transferts est un pre´faisceau avec transferts qui est un faisceau pour la topologie de
Nisnevich, la topologie totalement de´compose´e de [N89], interme´diaire entre la topologie de Zariski
et la topologie e´tale.
La topologie de Nisnevich munit les cate´gories Sm(k) et Smcor(k) ([BV08]4.3.) de topologie de
Grothendieck. Le fait que Smcor(k) soit un site pour la topologie de Nisnevich provient de ce
que l’image inverse d’un point (anneau hense´lien) par une correspondance finie est un point.
Suivant Voevodsky, on pre´fe´rera noter ShvNis(Smcor(k)) et Shve´t(Smcor(k)) les topos abe´liens
des correspondances finies. Le foncteur canonique Sm(k) → Smcor(k) est continu (un pre´faisceau
sur Smcor(k) est un faisceau si c’est un faisceau sur Sm(k)) et cocontinu car les cribles sur Sm(k)
et Smcor(k) sont les meˆmes.
1.3. Les cate´gories motiviques
1.3.1. Faisceaux de Nisnevich avec transferts
Les cate´gories motiviques sont construites a` partir de la cate´gorie ShvNis(Smcor(k)) des faisceaux
de Nisnevich avec transferts. Le faisceau Ztr(X) (note´ L(X) dans [V-TCM]) est le faisceau de
Nisnevich repre´sente´ par le sche´ma X sur Smcor(k) : pour tout sche´ma lisse U , on a Ztr(X)(U) =
Cor(U,X). Notons que le faisceau Ztr(X) est de´fini pour X quelconque. Le produit des sche´mas
permet de de´finir le produit tensoriel des faisceaux avec transferts
Ztr(X)⊗ Ztr(Y ) = Ztr(X ×Spec(k) Y )
pour toute paire de sche´mas lisses (X,Y ). Soulignons une proprie´te´ de la topologie de Nisnevich
([V-TCM] Prop 3.1.3) :
PROPOSITION 1.3.1.1. (Voevodsky [V-TCM]) Soit X un sche´ma lisse sur k et U = {Ui → X} un
recouvrement de Nisnevich de X . Notons U l’union disjointe U =
∐
Ui et Nˇ(U/X) le complexe de
faisceaux
· · · → Ztr(U ×X U)→ Ztr(U)→ Ztr(X)→ 0
avec les diffe´rentielles e´gales a` la somme alterne´e des morphismes induits par les projections.
Alors le complexe Nˇ(U/X) est acyclique pour la topologie de Nisnevich.
Comme tout sche´ma lisse de type fini sur un corps peut eˆtre recouvert par une famille de sche´mas
lisses quasi-projectifs, cette proposition permet de re´soudre les faisceaux Ztr(X), pour X sche´ma
lisse de type fini par un complexe forme´ de sommes
∐
α Ztr(Xα) ou` les sche´mas (Xα) sont quasi-
projectifs lisses. C’est pourquoi dans nos constructions nous pourrons supposer que les sche´mas
sont quasi-projectifs.
La proposition (1.3.1.1.) reste valable en topologie e´tale mais pas en topologie de Zariski (loc. cit.).
1.3.2. A1- localisation.
La cate´gorie DM−,eff(k) des complexes motiviques effectifs est la localisation de la cate´gorie
de´rive´e D−(ShvNis(Smcor(k)) des complexes, borne´s supe´rieurement, de faisceaux de Nis-
nevich avec transferts par la sous-cate´gorie e´paisse engendre´e par les complexes du type
Ztr(X ×Spec(k) A
1
k)→ Ztr(X). On appelleA
1
k-e´quivalence tout morphisme deD
−(ShvNis(Smcor(k)))
qui induit un isomorphisme surDM−(k). On noteM(X) le complexe motivique associe´ au sche´ma
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lisse X : il est repre´sente´ dans DM−,eff(k) par le complexe singulier simplicial C∗(Ztr(X)) associe´
a` X , aussi appele´ complexe de Suslin du sche´ma X . Pour un faisceau F , le complexe C∗(F ) est le
complexe de faisceaux de´fini par
Cn(F )(X) = F (X ×∆
n)
ou` ∆· est le sche´ma cosimplicial standard ∆n = Spec k[z0, . . . , zn]/(
∑
0≤i≤n zi−1) et la diffe´rentielle
est induite par la somme alterne´e des morphismes de coface.
Le produit sur Smcor(k) se transporte sur DM−,eff(k) et on a pour toute paire (X,Y ) de sche´mas
lisses
M(X)⊗M(Y ) =M(X ×Spec(k) Y ).
Le motif M(P1) de la droite projective se scinde en M(P1) = Z ⊕ Z(1)[2] ou` Z = M(Spec k)
est le motif du point et Z(1) est le motif de Tate, motif re´duit de Gm. La cate´gorie DM
−(k)
des complexes motiviques est obtenue a` partir de la cate´gorie DM−,eff(k) en inversant le motif
de Tate. Le the´ore`me de simplification (”cancellation theorem”) de Voevodsky (cf [MVW] 16.25)
permet d’identifier la cate´gorie des complexes motiviques effectifs a` une sous-cate´gorie pleine de
DM−(k). Pour tout entier q et tout complexe motivique M on note M(q) le produit M⊗ Z(q).
REMARQUES : hors le the´ore`me de simplification, ces constructions sont formelles et restent valables
en topologie e´tale sur Smcor(k) mais aussi sur Smcor(C) pour la topologie analytique. Le the´ore`me
de simplification est trivial en topologie analytique : le motif de Tate analytique est le complexe
concentre´ en degre´ 0 , Z(q)an = (2iπ)
q (cf ci-dessous, proposition 3.1.7.).
Outre la cate´gorie DM−e´t(k) (loc. cit.) on peut construire la cate´gorie triangule´e DM
−
an a` partir
de la cate´gorie Smcor(C) et de la topologie analytique. Elle est e´quipe´e d’un foncteur induit par
le changement de topologie
(1.3.2.1) tan : DM
−(C)→ DM−an .
Spe´cifique a` la topologie de Nisnevich est le the´ore`me d’invariance d’homotopie qui permet
d’identifier les objets A1-locaux.
1.3.3. Complexes A1-locaux en topologie de Nisnevich
On dit qu’un (pre´)-faisceau F est invariant par homotopie si pour tout sche´ma lisseX , la projection
X ×Spec(k) A
1
k → X induit un isomorphisme F (X) ≃ F (X ×Spec(k) A
1
k). Un re´sulat fondamental
de Voevodsky est le the´ore`me d’invariance d’homotopie :
THEOREME 1.3.3.1. (Voevodsky [V-TCM] 3.1.12) Soit F un faisceau de Nisnevich invariant par
homotopie. Alors le faisceau de cohomologie associe´ est e´galement invariant par homotopie et on
a pour tout sche´ma X lisse et tout entier i des isomorphismes
HiZar(X,F ) ≃ H
i
Zar(X ×Spec(k) A
1
k, F )
| ≀ | ≀
HiNis(X,F ) ≃ H
i
Nis(X ×Spec(k) A
1
k, F ).
Le the´ore`me d’invariance d’homotopie (1.3.3.1.) permet d’identifier DM−,eff(k) a` une sous-
cate´gorie pleine de la cate´gorie de´rive´eD−(ShvNis(Smcor(k))) : en effet, DM
−,eff(k) en est la sous-
cate´gorie forme´e des complexes, borne´s supe´rieurement, de faisceaux de Nisnevich avec transferts,
qui sont a` cohomologie invariante par homotopie.
Par la suite nous conside´rons des complexes de faisceaux avec transferts L· qui sont A1-locaux,
c’est-a`-dire tels que pour tout complexe motivique on a
HomD−(ShvNis(Smcor(k)))(M, L
·) = HomDM−,eff (k)(M, L
·).
En travaillant dans la cate´gorieD−(ShvNis(Smcor(k))) nous nous ramenons a` de´river des foncteurs
de la cate´gorie abe´lienne des faisceaux de Nisnevich avec transferts. Cette cate´gorie a assez
d’injectifs [MVW 6.19] et les foncteurs Ext sont les de´rive´s des foncteurs Hom. Plus pre´cise´ment,
nous notons R·Hom le bifoncteur de´rive´
D−(ShvNis(Smcor(k)))×D
+(ShvNis(Smcor(k)))→ D(Ab)
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de´fini par R·Hom(M,N) = Hom·(M, I) ou`M (resp. N) est un complexe de faisceaux de Nisnevich
avec transferts borne´ supe´rieurement (resp. infe´rieurement), I est une re´solution injective de N
et Hom·(−,−) est le complexe n 7→ Hom(−,−[n]). Le foncteur Ext est le foncteur cohomologique
associe´ et on a pour tout M de D−(ShvNis Smcor k) et tout complexe borne´ N
Exti(M,N) ≃ Hi(R·Hom(M,N)) ≃ HomD−(ShvNis(Smcork))(M,N [i]).
Nous utilisons abondamment le re´sultat suivant :
THEOREME 1.3.3.2. (Voevodsky [V-TCM]) Si L· est un complexe borne´ A1-local de DM−,eff(k),
alors pour tout motif M(X) d’un sche´ma X lisse sur k, on a des isomorphismes
HomDM−(k)(M(X), L
·[i]) ≃ HomD−(ShvNis(Smcor(k)))(M(X), L
·[i]) ≃ HiNis(X,L
·)
≃ HomD−(ShvZar(Smcor(k)))(M(X), L
·[i]) ≃ HiZar(X,L
·)
ou` HiNis (resp.H
i
Zar) de´signe l’hypercohomologie de Nisnevich (resp. Zariski) des complexes de
faisceaux.
Le lemme ci-dessous permet de passer de la cate´gorie D−(ShvNis(Smcor(k))) a` DM
−,eff(k).
LEMME d’homotopie 1.3.3.2. Soit F : D−(ShvNis(Smcor(k)))→ A ( resp. F : D
−(ShvNis(Smcor(k)))→
T ) un foncteur cohomologique dans une cate´gorie abe´lienne A (resp. foncteur exact dans une
cate´gorie triangule´e T ) qui ve´rifie la proprie´te´ suivante :
pour tout sche´ma X lisse sur k, la premie`re projection πX : X×kA
1 → X induit un isomorphisme
F (Ztr(X)) ≃ F (Ztr(X ×k A
1)).
Alors F se factorise en un foncteur cohomologique F : DM−,eff(k) → A (resp. foncteur exact
F : DM−,eff(k)→ T ).
DEMONSTRATION : Il suffit de montrer que si f : K → K ′ est une A1-e´quivalence de complexes de
faisceaux avec transferts, alors l’image F (Cf) du coˆne de f est nulle. Par de´finition, le coˆne Cf
est dans la plus petite cate´gorie e´paisse contenant le coˆne CπX de πX et stable par somme directe.
Etant cohomologique (resp. exact), le foncteur F commute aux sommes finies et facteurs directs
et on se rame`ne a` montrer que l’image F (CπX) est nulle, ce qu’implique l’hypothe`se. 
1.3.4. Motifs ge´ome´triques
La cate´gorieDMeffgm(k) des motifs ge´ome´triques effectifs est la sous-cate´gorie e´paisse deDM
−,eff(k)
engendre´e par les motifs M(X) des sche´mas lisses. Comme le corps k ve´rifie la re´solution des
singularite´s, la cate´gorie DMeffgm(k) est engendre´e par les motifs des sche´mas projectifs et lisses
et elle contient les motifs de tous les sche´mas sur k. Cette cate´gorie est e´galement construite
par double localisation (invariance d’homotopie et Mayer-Vietoris) de la cate´gorie homotopique
des complexes borne´s de Smcor(k). C’est cette deuxie`me construction qu’utilise Bondarko [Bo09]
pour munir DMeffgm(k) d’une structure diffe´rentielle gradue´e. La cate´gorie des motifs ge´ome´triques
DMgm(k) est obtenue par inversion du motif de Tate.
Dans la cate´gorie des motifs ge´ome´triques DMgm(k), Voevodsky de´finit un Hom interne Hom et
une dualite´ M∗ = Hom(M,Z). Il associe e´galement a` tout sche´ma X un motif a` support compact
Mc(X), qui ve´rifieMc(X) =M(X), si X est un sche´ma projectif. On a, pour tout sche´ma X lisse
de dimension n, la relation ([V-TCM] 4.3.2.)
M(X)∗ =Mc(X)(−n)[−2n].
1.3.5. Triangles remarquables
Dans la cate´gorie DMgm(k) des motifs ge´ome´triques, nous utiliserons les triangles remarquables
([V-TCM]) suivants :
(1.3.5.1) Gysin. Si Z est un sous-sche´ma ferme´ lisse, partout de codimension c, d’un sche´ma lisse
X,
M(X − Z)→M(X)→M(Z)(c)[2c]→M(X − Z)[1].
(1.3.5.2) Localisation a` support compact. Si Z est un sous-sche´ma ferme´ de X ,
Mc(Z)→Mc(X)→Mc(X − Z)→Mc(Z)[1].
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(1.3.5.3) Gysin ge´ne´ralise´. Si X est un sche´ma lisse e´quidimensionnel de dimension n et Z est un
sous-sche´ma ferme´ de X ,
M(X − Z)→M(X)→Mc(Z)∗(n)[2n]→M(X − Z)[1].
(1.3.5.4) Eclatement. Si Z est un sous-sche´ma ferme´ d’un sche´maX et pZ : XZ → X est e´clatement
de Z dans X ,
M(p−1Z (Z))→M(XZ)⊕M(Z)→M(X)→M(p
−1
Z (Z))[1].
On remarquera que le triangle de Gysin ge´ne´ralise´ est obtenu par dualite´ a` partir du triangle de
localisation a` support compact.
1.4. Changements de base
PROPOSITION 1.4.1. Toute extension se´parable de corps σ : k →֒ K induit un foncteur de
changement de base
σs : ShvNis(Smcor(k)) → ShvNis(Smcor(K))
F 7→ FK
envoyant, pour tout sche´ma lisse X , le faisceau Ztr(X) sur le faisceau Ztr(XK) avec XK =
X ×Spec(k) Spec(K).
Le foncteur σs est exact.
DEMONSTRATION : le foncteur extension des scalaires αK : Sm(k) → Sm(K), de´fini par X 7→
X ×Spec(k) Spec(K) respecte les correspondances finies ([MVW] 1.12), est continu et permet de
construire un foncteur changement de base. Par construction, on a pour tout faisceau avec transferts
F sur Sm(k) et tout sche´ma Y lisse sur K
FK(Y ) = lim−→
(X,f)
F (X)
ou` la limite est prise sur la cate´gorie des couples (X, f), ou` X est un sche´ma lisse sur k et f
une correspondance de Y vers XK . Comme l’extension est se´parable, un tel Y est limite projective
filtrante de varie´te´s lisses de type fini sur k, relie´es par des morphismes affines : le foncteur F 7→ FK
est exact. 
Puisque le foncteur σs pre´serve l’invariance d’homotopie et le motif de Tate, qu’il est compatible
au produit, il induit un foncteur de changement de base
σK : DM
−(k) → DM−(K)
M 7→ MK
envoyant pour tout sche´ma X le motif M(X) sur le motif M(XK).
REMARQUE 1.4.2. Si l’extension σ : k →֒ K est finie, alors SpecK de´finit un objet de DM−(k)
et le foncteur de changement de base admet un adjoint a` gauche σ∗K induit par le foncteur de
Sm(K) dans Sm(k), qui a` Y associe Y ; plus pre´cise´ment, si M est un objet de DM−(k), alors
σ∗K ◦ σK(M) ≃M⊗M(SpecK), que l’on note plus simplement M ⊗K.
En [LW09] nous avons de´fini pour tout corps de caracte´ristique 0 un ind-motif de De Rham, limite
inductive de complexes motiviques. Nous avons besoin du re´sultat suivant
LEMME 1.4.3. Si k →֒ K est une extension de corps de caracte´ristique 0, le foncteur changement
de base respecte les motifs de De Rham.
DEMONSTRATION : le foncteur de changement de base respectant les faisceaux avec transferts, il
suffit de ve´rifier que le foncteur de changement de base S˜m kAb → S˜mKAb envoie le faisceau des k-
diffe´rentielles de Ka¨hler sur le faisceau des K-diffe´rentielles de Ka¨hler. Localement, c’est la formule
de changement de base des diffe´rentielles ([EGA IV] 16.6.4). 
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1.5. La filtration par les poids de Bondarko
Utilisant la construction de la cate´gorie des motifs ge´ome´triques a` partir de la cate´gorie des
complexes borne´s de sche´mas projectifs de Smcor(k), Bondarko munit la cate´gorieDMgm(k) d’une
structure diffe´rentielle gradue´e [Bo09], la graduation sur les morphismes e´tant induite par celle du
complexe de Suslin, plus pre´cise´ment par le complexe cubique de Suslin ([Bo09] Ch.1). Cela lui
permet de munir DMgm(k) d’une structure a` poids ou ponde´rale (”weight structure”), a` savoir
THEOREME 1.5.1. ([Bo10] 1.1.1. et 6.5.3.)
Il existe deux sous-cate´gories Dw≥0 et Dw≤0 de DMgm(k) telles que
(i) Dw≥0 et Dw≤0 sont additives et Karoubiennes;
(ii) semi-invariance par translation : Dw≥0 ⊂ Dw≥0[1] et Dw≤0[1] ⊂ Dw≤0;
(iii) orthogonalite´ : pour tout objet M de Dw≥0 et tout objet L de Dw≤0[1], on a
HomDMgm(k)(M,L) = {0};
(iv) de´composition en poids : pour tout motif ge´ome´triqueM, il existe un triangle distingue´
M→ A→ B→M[1]
avec A objet de Dw≤0 et B objet de Dw≥0.
REMARQUES :
1.5.2. Les cate´gories Dw≥0 et Dw≤0 sont construites respectivement a` partir des classes de
complexes borne´s de sche´mas projectifs lisses de Smcor(k) qui sont concentre´s en degre´s positifs ou
ne´gatifs. Plus pre´cise´ment, si l’on note Dw=0 = Dw≤0 ∩Dw≤0, la cate´gorie des motifs de poids 0,
Bondarko l’identifie a` la cate´gorie de Grothendieck des motifs de Chow ([Bo10] 6.2) en utilisant les
re´sultats de Friedlander et Voevodsky [FV]. Ainsi les sommes finies de motifs de sche´mas projectifs
lisses et leurs facteurs directs, comme les Z(q)[2q], sont de poids 0. Sur un corps qui ve´rifie la
re´solution des singularite´s, on montre en utilisant les triangles de Gysin que les sche´mas lisses sont
de poids positifs ([Bo09] 6.2.1).
1.5.3. La de´composition en poids (iv) n’est pas unique. Ne´anmoins Bondarko montre que l’on peut
fixer a priori pour chaque motif ge´ome´triqueM des de´compositions
M[i]→Mw≤i →Mw≥i+1 →M[i+ 1]
et construire un complexe ([Bo10] 2.2) dit complexe des poids
· · ·M(i−1)
pi−1
−−−−−→M(i)
pi
−−−−−→M(i+1) → · · ·
avec ([Bo10] 1.5.6)
M(i) ≃ coˆne ( Mw≤i[−1] → Mw≤i−1 )
≃ coˆne ( Mw≥i+1[−1] → Mw≥i )
etM(i) est un motif de poids 0. Un tel complexe n’est pas unique et sa construction n’est donc pas
fonctorielle, mais, lorsqu’on lui applique un foncteur cohomologique, il fournit une suite spectrale
qui est fonctorielle a` partir de E2 (cf ci-dessous 1.5.9.).
Il est possible de donner une description explicite d’un complexe des poids du motifM(X), lorsque
X est un sche´ma lisse et quasi-projectif sur k. Les notations sont celles de [D71], Ch.3.
PROPOSITION 1.5.4. Soit X un sche´ma lisse et quasi-projectif sur k, plonge´ dans un sche´ma projectif
lisse X¯, tel que le sche´ma comple´mentaire Y = X¯ − X soit un diviseur a` croisements normaux
et a` composantes irre´ductibles lisses Y = ∪N−1i=0 Yi. De´signons par Y
j (resp. Y˜ j) la re´union (resp.
somme disjointe) des intersections j a` j des Yi. On pose Y˜ 0 = Y
0 = X¯ et Y˜ = Y˜ 1 =
∐
0≤i≤N−1 Yi.
Le complexe (M(X)(j)) tel que, en degre´ j,
M(X)(j) =
{
M(Y˜ j)(j)[2j] si 0 ≤ j ≤ N
0 sinon
et dont les diffe´rentielles sont les sommes alterne´es des morphismes induits par les inclusions de
Y˜ j+1dans Y˜ j est un complexe des poids de M(X).
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DEMONSTRATION : on a, pour l’inclusion X →֒ X¯, le triangle de Gysin ge´ne´ralise´, ou` n = dim(X)
(1.5.5) M(X)→M(X¯)→M(Y )∗(n)[2n]→M(X)[1].
Le motifM(X¯) est de poids 0 et si l’on prouve que le motifM(Y )∗(n)[2n] est de poids positif, alors
le triangle (1.5.5) est une de´composition en poids deM(X) et des manipulations e´le´mentaires dans
les cate´gories ponde´rales ([Bo10], lemme 1.5.4) prouvent que l’on peut choisir comme complexe des
poids de M(X) un complexe des poids de M(Y )∗(n)[2n] de´cale´ d’un degre´ et augmente´ de M(X¯)
en degre´ 0. Plus pre´cise´ment, on obtient
M(X)(j) =M(Y )∗(n)[2n])(j−1) si 1 ≤ j
M(X)(0) =M(X¯).
Ainsi il est e´quivalent de calculer les poids deM(X) ou deM(Y )∗(n)[2n]. Tout repose sur le lemme
LEMME 1.5.6. Soit Q = ∪N−1i=0 Qi un diviseur a` croisements normaux, a` N composantes irre´ductibles
lisses, d’une varie´te´ lisse P de dimension n. Un complexe des poids de M =M(Q)∗(n)[2n] est
M(i) =
{
M(Q˜i+1)(i+ 1)[2i+ 2] si 0 ≤ i ≤ N − 1
0 sinon
DEMONSTRATION : on proce`de par re´currence sur le nombre N de composantes de Q. Si N = 1,
le sche´ma Q est projectif lisse de dimension n − 1 et le motif M(Q)∗(n)[2n] = M(Q)(1)[2] est de
poids 0.
Supposons le lemme de´montre´ pour N composantes et conside´rons le sche´ma Q = ∪Ni=0Qi →֒ P .
Soit Z = ∪N−1i=0 Qi le diviseur a` croisements normaux a` N composantes. Le triangle de localisation
a` support compact (1.3.5.2) pour l’inclusion Z →֒ Q est
(1.5.7) M(Z)→M(Q)→Mc(Q− Z)→M(Z)[1].
Le sche´ma Q − Z = QN − (QN0 ∪ . . . ∪ QNN−1), avec QNi = QN ∩ Qi, est lisse et son complexe
des poids est connu par re´currence. Par dualite´, on a
Mc(Q − Z)∗ =M(Q− Z)(−n+ 1)[−2n+ 2].
Le dual du triangle (1.5.7) devient apre`s torsion par Z(n)[2n]
(1.5.8) M(Q− Z)(1)[2]→M→M(Z)∗(n)[2n]→M(Q− Z)(1)[3].
En appliquant a` nouveau le lemme 1.5.4 de [Bo10], le triangle (1.5.8.) fournit en chaque poids un
triangle distingue´ qui est scinde´, car chacune des extre´mite´s est somme de motifs purs de poids
0 ([Bo10] Prop. 1.3.1.(7)). Par conse´quent le complexe des poids de M est la somme des deux
complexes des poids de M1 = M(Q − Z)(1)[2] et de M2 = M(Z)
∗(n)[2n]. On a en degre´ i les
intersections (i + 1) a` (i + 1) des Qi, tordues par Z(i + 1)[2i + 2]; dans M1 viennent celles ou`
apparaˆıt QN , dans M2 celles ou` la composante QN n’apparaˆıt pas. 
1.5.9. Pour tout foncteur cohomologique H de DMgm(k) vers une cate´gorie abe´lienne A et tout
entier i, on pose
(WiH)(M) = Im(H(w≤iM)→ H(M))
ou` l’on a note´ w≤iM = M
w≤i[−i]. On obtient ainsi une filtration croissante sur H(M), qui ne
de´pend pas du choix de Mw≤i, appele´e filtration par le poids. D’autre part, on dispose de la suite
spectrale associe´e au complexe des poids de M
Epq1 (M) = H
q(M(−p))⇒ Hp+q(M).
Le terme E1 de´pend du choix du complexe des poids, mais pas le terme E2 et la suite est fonctorielle
en M a` partir de E2 (cf [Bo10], Th 2.4.1).
Pour un motif M, notons GrWi H(M) = (WiH)(M)/(Wi−1H)(M); on constate que
(WiH)(M[−p]) = Im(H(w≤i(M[−p]))→ H(M[−p]))
= Im(H((w≤i−pM)[−p])→ H(M[−p]))
= Im(Hp(w≤i−pM)→ H
p(M))
= (Wi−pH
p)(M)
d’ou` le de´calage habituel GrWi H(M[−p]) = Gr
W
i−pH
p(M) (cf [D71]).
Une transformation naturelle entre deux foncteurs cohomologiques pre´serve les filtrations par le
poids.
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2. Re´alisation de De Rham
2.1. Construction
En [LW09], nous avons muni les faisceaux X 7→ ΩnX/k(X) de transferts et de´fini un ind-complexe
motivique Ω qui repre´sente la cohomologie de De Rham, dans le sens que pour tout sche´ma X
lisse sur k, on a
H
p
Zar(X,Ω
·
X/k) = HomDM(k)(M(X),Ω[p])
ou` Ω·X/k est le complexe de De Rham de X et l’on a plonge´ la cate´gorie DM
−(k) dans la cate´gorie
des complexes motiviques non borne´s DM(k) de Cisinski et De´glise [CD09]. On ge´ne´ralise la
cohomologie de de Rham a` tous les motifs en posant
DEFINITION 2.1.1. La re´alisation de De Rham de tout complexe motivique M est le k-espace
vectoriel gradue´
H·DR(M) = ⊕p≥0H
p
DR(M) = ⊕p≥0HDR(M[−p])
associe´ au foncteur cohomologique HDR de DM
−(k) dans la cate´gorie des k-espaces vectoriels
HDR(M) = HomDM(k)(M,Ω).
Cette de´finition co¨ıncide avec la de´finition de [LW09] ou` nous tronquions le complexe de De Rham
en vertu du lemme suivant.
LEMME 2.1.2. Pour tout complexe motivique M de DM−(k), on a pour tout entier i, les
isomorphismes
HomDM(k)(M,Ω[i]) ≃ lim−→
n
HomDM−(k)(M, τ≤nΩ[i])
ou` τ≤n est le foncteur de filtration canonique a` droite.
DEMONSTRATION : la proprie´te´ ci-dessus e´tant stable par quasi-isomorphisme, de´calage et coˆne, il
suffit par le lemme 9.3 de [MVW] de ve´rifier que pour toute famille de sche´mas lisses (Xα)α∈A on
a ∏
α∈A
lim−→
n
HomD−(Ztr(Xα), τ≤nΩ[i]) = lim−→
n
∏
α∈A
HomD−(Ztr(Xα), τ≤nΩ[i])
ce qui provient du fait que les complexes Ztr(Xα) sont concentre´s en degre´ ze´ro, les complexes
τ≤nΩ[i] sont borne´s et la suite de droite est stationnaire pour n > i. 
Comme la cohomologie de de Rham des sche´mas projectifs lisses est de dimension finie, le principe
(0.2) implique que, restreinte aux motifs ge´ome´triques, la re´alisation de De Rham est un k-espace
vectoriel de dimension finie.
LEMME 2.1.3. Le morphisme de faisceaux de Nisnevich dlog : O∗ → Ω1 commute aux transferts.
DEMONSTRATION : en [LW09], nous avons de´fini le transfert sur le faisceau des diffe´rentielles Ω1
en passant aux diffe´rentielles de Zariski ΩZar, au sens de [K73]. Soit Z une correspondance d’un
sche´ma lisse irre´ductible X vers un sche´ma lisse Y . Comme chez Suslin et Voedvodsky [SV96]
on se rame`ne au cas ou` Z est la normalise´e de X dans une extension galoisienne finie du corps
des fonctions K(X) de X , de groupe de Galois G = Gal(K(Z)/K(X)). On doit de´montrer la
commutativite´ du diagramme suivant :
O∗Z(Z)
dlog
−−−−−→ Ω1Z(Z)y N
y TZ/X
O∗X(X)
dlog
−−−−−→ Ω1X(X)
ou` N est la norme N(f) =
∏
σ∈G σ(f) et TZ/X le transfert qui a e´te´ de´fini en (loc. cit) comme la
compose´e
Ω1Z(Z)
αZ−−−−−→ΩZarZ (Z)
∑
σ∈G
σ∗
−−−−−→ΩZarX (X)
α−1
X−−−−−→
≃
Ω1X(X).
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Ici, pour tout sche´ma U , on de´signe par ΩZarU le faisceau bidual (au sens de OU -module dans la
topologie de Zariski sur U) de Ω1U et αU : Ω
1
U → Ω
Zar
U l’application canonique qui consiste a`
quotienter par la torsion. Le morphisme αU est un isomorphisme quand le sche´ma U est lisse.
Si le sche´ma Z est lisse, le transfert co¨ıncide avec la trace Tr =
∑
σ∈G σ
∗ et le lemme est la
traduction de la proprie´te´ dlog ◦N = Tr ◦ dlog.
Si le sche´ma Z n’est que normal, il suffit de ve´rifier que cette proprie´te´ n’est pas alte´re´e par
le passage au bidual. En remarquant que pour toute fonction inversible f de O∗Z(Z), la forme
ω = dlog f ve´rifie la proprie´te´ caracte´ristique des diffe´rentielles de Zariski sur un sche´ma normal,
a` savoir
P (Z) : ∀x ∈ Z, ∀D ∈ Derk(Ox,Ox), D˜(ω) ∈ Ox
ou` Derk(Ox,Ox) est l’espace des k-de´rivations de l’anneau local Ox dans lui-meˆme et D˜ : Ω
1
Ox/k
→
Ox est le morphisme Ox- line´aire canoniquement associe´ a` la diffe´rentielle D.
Or on a, pour toute fonction f ∈ O∗Z(Z) et tout point x de Z,
D˜(dlog f) = D˜(
dfx
fx
) =
Dfx
fx
∈ Ox.

Ce morphisme dlog induit le morphisme de DM−(k)
(2.1.4)
Z(1) : 0 −−−−−→ 0 −−−−−→ O∗ −−−−−→ 0
dlog
y
τ≤2Ω : 0 −−−−−→ O
d
−−−−−→ Ω1
d
−−−−−→ Ker(d)
qui produit un ge´ne´rateur de H0DR(Z(1)). On ve´rifie que l’image de d log se trouve dans Ker d,
d’ou` un morphisme Z(1)→ τ≤1Ω.
Un ge´ne´rateur de H0DR(Z(q)), lorsque q est un entier positif, est induit par le morphisme issu du
produit sur Ω [LW09]
(2.1.5) Z(q) = Z(1)⊗q
dlog⊗q
−→ (Ω)⊗q → Ω.
Ces morphismes permettent de de´finir des classes de Chern
cp,qDR : H
p,q(M) = HomDM−(k)(M,Z(q)[p])→ H
p
DR(M)
pour tout complexe motivique M de DM−.
Le produit de [LW09] fournit aussi pour toute paire de complexes motiviquesM1 etM2 deDM
−(k)
un accouplement
H
p1
DR(M1)⊗H
p2
DR(M2)→ H
p1+p2
DR (M1 ⊗M2).
2.2. Filtration par les poids
La filtration par les poids est induite sur le foncteur cohomologique par la structure de poids de´finie
par Bondarko [Bo10]
WiHDR(M) = Im(HDR(w≤iM)→ HDR(M)),
qui induit la filtration sur HpDR(M)
(2.2.1) WiH
p
DR(M) =Wi+pHDR(M[−p]).
PROPOSITION 2.2.2. Si X est un sche´ma lisse quasi-projectif sur k, la filtrationW sur H ·DR(M(X))
co¨ıncide avec la filtration par le poids classique de la cohomologie de X .
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DEMONSTRATION : nous choisissons comme re´fe´rence les travaux de Deligne en the´orie de Hodge,
plus pre´cise´ment ([D71] Ch.3), repris sur un corps k par Jannsen ([J90]). Les calculs, a` base de
poˆles logarithmiques, y sont faits en cohomologie analytique mais s’adaptent en cohomologie de
De Rham.
Reprenons les notations de la proposition 1.5.4 : le sche´ma X e´tant lisse et quasi-projectif sur k
comme dans (loc. cit)(3.2.1), on le plonge dans un sche´ma projectif lisse X¯, tel que le sche´ma
comple´mentaire Y = X¯−X soit un diviseur a` croisements normaux et a` composantes irre´ductibles
lisses Y = ∪N−1i=0 Yi. Comme en (loc. cit.), on de´signe par Y
j (resp. Y˜ j) la re´union (resp. somme
disjointe) des intersections j a` j des Yi. On pose Y˜ 0 = Y
0 = X¯ et Y˜ = Y˜ 1 =
∐
0≤i≤N−1 Yi. On a
vu que M(X)(0) =M(X¯) et M(X)(k) =M(Y˜ k)(k)[2k] pour 1 ≤ k ≤ N − 1.
La suite spectrale de Bondarko ([Bo10] 2.4.1.)
Epq1 (M(X)) = H
q
DR(M(X)
(−p))⇒ Hp+qDR (M(X))
co¨ıncide alors avec la suite spectrale de Jannsen ([J90], I3.) ou de Deligne ([D71] 3.2.7) lorsque
k = C
WE
p,q
1 (X) = H
q+2p(Y˜ −p,Ω·
Y˜ −p
)⊗k H
0
DR(Z(−p)).
On en de´duit qu’elle de´ge´ne`re en E2 (cf. corollaire 3.2.13, [D71], lorsque k = C) ainsi que
l’isomorphisme
Ep,q2 (M(X)) = Gr
W
q H
p+q
DR (M(X)),
qui tient compte du de´calage. 
2.3. Filtration de Hodge
Dans la cate´gorie de´rive´e D(ShvNis(Smcor(k))) des complexes de faisceaux avec transferts, la
filtration beˆte ou troncature a` gauche
(σ≥pΩ)
q(X) =
{
ΩqX/k(X) si p ≤ q
0 sinon
fournit pour tout complexe borne´ K de D−Nis(Smcor(k)) une suite spectrale
(2.3.1) Ep,q1 (K) = HomD(ShvNis(Smcor(k)))(K,Ω
p[q])⇒ HomD(ShvNis(Smcor(k)))(K,Ω[p+ q]).
Cette suite spectrale est non seulement fonctorielle en K mais, de plus, comme pour la suite
spectrale des poids de Bondarko, elle est fonctorielle sur DM−(k) a` partir du terme E2 :
PROPOSITION 2.3.2. Si f : K → K ′ est uneA1-e´quivalence de complexes de faisceaux avec transferts
dans D−Nis(Smcor(k)), alors on a, pour tout r ≥ 2 et tout couple d’entiers (p, q), des isomorphismes
Ep,qr (K
′) ≃ Ep,qr (K).
DEMONSTRATION : il suffit de montrer que, pour tout couple d’entiers (p, q), on a un isomorphisme
Ep,q2 (K
′) ≃ Ep,q2 (K)
compatible aux diffe´rentielles. En adaptant la de´monstration du lemme d’homotopie aux bicom-
plexes, on se rame`ne a` prouver que pour tout sche´maX lisse sur k, la projection πX : X×kA
1 → X
induit pour tout couple d’entiers (p, q) un isomorphisme
(2.3.3) Ep,q2 (Ztr(X)) ≃ E
p,q
2 (Ztr(X ×k A
1)).
Sur le site XNis, conside´rons les complexes de faisceaux Ω
·
X et πX∗Ω
·
X×kA1
. Les membres de
l’isomorphisme (2.3.3) sont les termes E2 des suites spectrales associe´es a` la filtration beˆte des
complexes respectifs. D’apre`s [Ver96](4.4.3), ces suites co¨ıncident a` partir de E2 lorsque les deux
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complexes sont homotopes. Or la de´composition des formes diffe´rentielles et la formule de projection
impliquent l’isomorphisme
πX∗Ω
·
X×A1 ≃ Ω
·
X ⊗OX πX∗π
−1
A1
Ω·A1
qui permet de remonter l’homotopie induite par l’inte´gration
s : Ω1A1 → OA1
f(t)dt 7→
∫ t
0
f(u)du
en une homotopie entre l’application compose´e Ω·X×kA1 → Ω
·
X → Ω
·
X×kA1
et l’identite´. 
On a ainsi une suite spectrale Ep,qr (M), r ≥ 2 de´finie pour tout complexe motivique M. Si de
plus le motif M est ge´ome´trique, le principe (0.2) implique que les espaces vectoriels sont de
dimension finie sur k et que la suite spectrale (2.3.1) d’aboutissement HDR(M) de´ge´ne`re et de´finit
sur HDR(M) la filtration re´gulie`re
(2.3.4) F qnaiveH
p
DR(M) = Im
(
HomD(ShvNis(Smcor(k)))(M, σ≥qΩ[p])→ HomDM(M,Ω[p])
)
.
On a par construction
PROPOSITION 2.3.5. Si M est le motif associe´ a` un sche´ma X lisse et projectif, la filtration Fnaive
sur HDR(M) est la filtration de Hodge de la cohomologie du sche´ma X .
Si le sche´ma lisse X n’est pas projectif, c’est traditionnellement en remplac¸ant le complexe de
de Rham par un complexe de de Rham a` poˆles logarithmiques, qui permet aussi de retrouver les
poids, que l’on de´crit la filtration de Hodge. De fac¸on similaire, nous re´solvons par les poids en
remplac¸ant tout motif ge´ome´trique par un complexe des poids pour obtenir la filtration de Hodge.
PROPOSITION 2.3.6. Soient M un motif ge´ome´trique effectif, M(·) un complexe des poids associe´ a`
M. La cohomologie du complexe total KDR du bicomplexe R
·Hom(M(·),Ω) calcule la re´alisation
de De Rham de M.
DEMONSTRATION
Pour un motif ge´ome´trique effectif, on peut construire un complexe des poids borne´ et quitte a`
translater, on se rame`ne au cas ou` M est de poids positif ou nul. Tout complexe des poids associe´
a` M s’e´crit M(0) → · · · →M(M) → 0 avec M(0) 6= 0.
La fle`che M→Mw≤0 et l’e´galite´M(0) =Mw≤0 induisent une fle`che entre les complexes
(2.3.7) KDR → R
·Hom(M,Ω).
Le complexe R·Hom(M,Ω) est muni de la filtration par les poids a` la Bondarko
WkR
·Hom(M,Ω) = Im(R·Hom(w≤kM,Ω)→ R
·Hom(M,Ω))
qui fournit une suite spectrale WEp,q1 (R
·Hom(M,Ω)) = HqDR(M
(−p)) convergeant fortement vers
HDR(M). D’autre part, la premie`re filtration du bicomplexe K
p,q
DR = R
q Hom(M(−p),Ω) fournit la
suite spectrale
WEp,q1 (KDR) = H
q
DR(M
(−p)).
Puisque l’on peut choisir le complexe M(0) → · · · → M(k) → 0 comme complexe des poids de
w≤kM, la fle`che (2.3.7) est compatible aux filtrations et induit un isomorphisme entre les suites
spectrales associe´es.
Le the´ore`me 3.2, chapitre XV de [CE], permet de conclure. 
DEFINITION 2.3.8. Soit M un motif ge´ome´trique effectif, M(·) un complexe des poids associe´. La
filtration de Hodge de HDR(M) est induite par la filtration du bicomplexe
F j(Rq Hom(M(−p),Ω)) = Im(Rq Hom(M(−p), σ≥jΩ)→ R
q Hom(M(−p),Ω)),
et
F jR·Hom(M,Ω) = Im
(
F jR·Hom(M(·),Ω)→ R·Hom(M,Ω)
)
.
REMARQUE : nous verrons en (4.2.4) que ces de´finitions ne de´pendent pas des choix, notamment
de celui du complexe des poids.
13
2.4. Motif de De Rham analytique
En munissant la cate´gorie Smcor(C) des sche´mas alge´briques complexes lisses et des correspondaces
finies de la topologie analytique, on fait les meˆmes constructions qu’en topologie e´tale pour de´finir
une cate´gorie triangule´e DM−an. Rappelons que le the´ore`me d’invariance d’homotopie (1.3.3.1)
n’est plus valable dans ce cadre. Le changement de topologie de´finit un foncteur
tan : DM
−(C) → DM−an
M 7→ Man
D’apre`s [GAGA], ce foncteur envoie le faisceau structural X 7→ Γ(X,OX) sur le faisceau structural
des fonctions holomorphes et les diffe´rentielles de Ka¨hler sur les diffe´rentielles holomorphes, le
ind-motif Ω vers le ind-motif note´ Ωan dont le n
ie`me-terme est le faisceau X 7→ Ωn,hX (X) des
n-diffe´rentielles holomorphes.
PROPOSITION 2.4.1 Le foncteur cohomologique M 7→ HomDMan(Man,Ωan) de la cate´gorie des
motifs ge´ome´triques vers la cate´gorie des C-espaces vectoriels co¨ıncide avec la re´alisation de De
Rham.
DEMONSTRATION : Le foncteur tan induit pour tout motif M ge´ome´trique de DMgm(C) un
morphisme
HomDM(C)(M,Ω)→ HomDMan(Man,Ωan).
Si M =M(X) est le motif d’un sche´ma lisse projectif, ce morphisme est un isomorphisme d’apre`s
[GAGA]. On conclut en rappelant que de tels M(X) engendrent DMgm(C). 
3. Re´alisation de Betti
Cette partie est largement inspire´e des travaux de Suslin et Voevodsky [SV96] et a e´te´ re´sume´e en
[L08].
3.1. Re´alisation topologique des motifs sur C.
Nous travaillons sur le site Sm(C) des sche´mas lisses sur le corps des nombres complexes, muni
de la topologie de Nisnevich, et sur le site CW des espaces topologiques re´els admettant une
triangulation, muni de la topologie des home´omorphismes locaux.
Le foncteur θ : Sm(C) → CW qui a` un sche´ma X associe la varie´te´ X(C) des points complexes
est continu. Il induit un foncteur θs : S˜mC→ C˜W prolongeant θ.
PROPOSITION 3.1.1. Si X est un sche´ma projectif lisse, l’image θs(Ztr(X)) est le faisceau
U 7→ Hom(U,
∐
d≥0
SdX(C))+
ou` le sche´ma SdX est la puissance syme´trique du sche´ma X et pour tout mono¨ıde M , on de´signe
par M+ le groupe groupe de Grothendieck associe´.
DEMONSTRATION : le re´sultat repose essentiellement sur le the´ore`me de Suslin et Voevodsky.
THEOREME 3.1.2. (Suslin et Voedvosky [SV96 Theorem 6.8])
Si X est un sche´ma quasi-projectif sur un corps k, on a, pour tout sche´ma (normal et connexe) S,
un isomorphisme de groupes
Ztr(X)(S) = HomSch k(S,
∐
d≥0
Sd(X))+ ,
ou` la cate´gorie Schk est celle des sche´mas de type fini sur k.
Le foncteur θs respectant les foncteurs repre´sentables, il envoie, pour tout entier positif d et tout
sche´ma lisse X , le faisceau repre´sente´ par Xd sur le faisceau repre´sente´ par Xd(C). Par ailleurs,
le foncteur θs commute aux colimites finies (comme le quotient par les groupes de permutation)
mais e´galement aux colimites quelconques ([SGA4] III 1.3) : il envoie le faisceau repre´sente´ par
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le ind-sche´ma lisse
∐
d≥0 S
dX sur le faisceau repre´sente´ par l’espace
∐
d≥0 S
d(X(C)). Comme le
foncteur est compatible aux structures alge´briques, la proposition (3.1.1.) s’en de´duit. 
Composant le foncteur θs avec le foncteur exact oubli de transferts, nous obtenons un foncteur
exact a` droite qui se factorise dans les faisceaux abe´liens en un foncteur mono¨ıdal
Φ : ShvNis(SmcorC)→ C˜WAb
de la cate´gorie des faisceaux de Nisnevich avec transferts vers le topos abe´lien C˜WAb. En composant
de plus avec le foncteur complexe de Suslin C∗ qui est exact, nous obtenons un foncteur, toujours
exact a` droite,
Ψ : ShvNis(SmcorC)→ C
−(C˜WAb)
ou` C−(C˜WAb) est la cate´gorie abe´lienne des complexes borne´s supe´rieurement de faisceaux
abe´liens. C’est ce foncteur que nous de´rivons en utilisant la classe Σ des sommes de faisceaux
⊕αZtr(Vα) ou` les Vα parcourent les sche´mas lisses quasi-projectifs tels que la varie´te´ des points
complexes Vα(C) soit a` composantes connexes contractiles. Cette classe Σ d’objets est bien suˆr
stable par somme directe et permet via la proposition 1.3.1.1 de construire des re´solutions a` gauche
de tout faisceau avec transferts. Pour que le foncteur Ψ admette un foncteur de´rive´ a` gauche, il
suffit par [Ver77] de ve´rifier que les objets de Σ sont acycliques a` gauche en montrant
LEMME 3.1.3. Soit N un complexe acyclique et borne´ supe´rieurement d’objets ⊕αZtr(Vα) de Σ.
Alors Ψ(N) est acyclique.
DEMONSTRATION : pour tout entier i, nous devons montrer que le faisceau de Nisnevich associe´
au pre´faisceau Hi(Ψ(N)) est nul. Cela revient a` montrer que pour tout pre´faisceau F tel que le
faisceau associe´ FNis soit nul, les de´rive´s L
nΦ(F ) sont nuls. Comme en [MVW] 8.15 on se rame`ne
au cas d’un complexe de recouvrement de Cech et nous devons montrer le lemme suivant :
LEMME 3.1.4. Si U = {Ui → X} est un recouvrement de Nisnevich d’un sche´ma X lisse quasi-
projectif sur C par des ouverts dont les points complexes sont a` composantes contractiles, alors
l’image par le foncteur Φ du complexe de Cech Nˇ(U/X) est acyclique.
Ce lemme repose sur les travaux de Suslin et Voevodsky en [SV96] section 10 qui ont re´interpre´te´
le the´ore`me de Dold-Thom en
PROPOSITION 3.1.5. Si X est un sche´ma lisse quasi-projectif sur C, l’image Φ(Ztr(X)) est quasi-
isomorphe au complexe des chaˆınes singulie`res de la varie´te´ topologique X(C).
DEMONSTRATION : par dualite´ il est e´quivalent de montrer que le bicomplexe de cochaˆınes
Sing.(X(C))→ Sing.(NˇU(C))
est acyclique. D’apre`s la proposition 3.1.5 le bicomplexe Sing.(NˇU(C)) calcule la cohomologie de
Cech Hˇ∗(X(C)) de X(C) qui est e´gale a` la cohomologie singulie`re de X(C)) par un the´ore`me de
Cartan ([Go58], 5.9.2). 
Nous en de´duisons un foncteur LΨ : D−(ShvNis(SmcorC))→ D(Ab) qui par le lemme d’homotopie
(1.3.3.2) se factorise en un foncteur dit de re´alisation topologique tC : DM
−,eff(C)→ D(Ab).
Par le the´ore`me d’Eilenberg-Zilber, le foncteur Ψ est compatible au produit et son de´rive´ tC
commute au produit de DM−,eff(C) e´galement de´fini a` partir des re´solutions par les Ztr(X).
L’image de Z(1) = C∗Ztr(G
∧1
m )[−1] est le complexe calculant l’homologie singulie`re re´duite de C
∗,
de´cale´ de −1, d’ou` tC(Z(1)) ≃ 2iπZ, complexe concentre´ en degre´ 0, par le the´ore`me des re´sidus.
Comme le foncteur tC est tensoriel et envoie le motif de Tate Z(1) sur un objet inversible, il s’e´tend
en un foncteur de DM−(C) et les re´sultats de ce paragraphe se re´sument en
THEOREME 3.1.6. Il existe un foncteur tensoriel de re´alisation topologique
tC : DM
−(C) → D(Ab)
M 7→ M(C),
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qui pour le motif M = M(X) associe´ a` un sche´ma X quasi-projectif lisse sur C permet de
repre´senter la cohomologie singulie`re de X(C), c’est-a`-dire
Hp(X(C),Z) = HomD−(Ab)(tC(M(X)),Z[p]).
La compatibilite´ du foncteur de re´alisation au produit impose
tC(Z(q)) = (2iπ)
qZ.
Comme, pour les sche´mas alge´briques sur C, la topologie analytique est interme´diaire entre la
topologie de Nisnevich et la topologie usuelle, le foncteur tC se factorise a` travers tan : DM
−(C)→
DM−an. Par le lemme de Yoneda, on a pour tout sche´ma lisse X et tout faisceau analytique avec
transferts F , un isomorphisme
HomDM−an(M(X)an, F ) = Han(X(C), F )
en particulier pour le faisceau constant Z
HomDM−an(M(X)an,Z) = Hsing(X(C),Z).
On en de´duit, puisque les motifs de sche´mas lisses engendrent DMgm(C)
PROPOSITION 3.1.7. On a tan(Z(q)) = (2iπ)
qZ et la restriction de tan a` DMgm(C) induit des
isomorphismes
HomD−(Ab)(tC(M), (2iπ)
qZ) ≃ HomDM−an(M(X)an,Z(q)an)
pour tout motif ge´ome´triqueM sur C.
3.2. Re´alisation topologique des motifs sur R.
Si le sche´ma X est de´fini sur R, la varie´te´ analytique X(C) = (X ×SpecR SpecC)(C) est munie
d’une action continue de la conjugaison complexe F∞. En suivant cette action dans la construction
pre´ce´dente, on montre que le foncteur de re´alisation topologique se factorise en un diagramme
DM−(R)
tC,F∞−−−−−→ D(Abσ2)y ⊗RC
y
DM−(C)
tC−−−−−→ D(Ab)
ou` Abσ2 est la cate´gorie abe´lienne des groupes abe´liens munis d’une involution et la fle`che de droite
est induite par l’oubli de l’involution.
Le motif de Tate Z(1) est re´el et, sur sa re´alisation tC(Z(1)), l’involution est induite par le
changement d’orientation de S1 dans C∗ et agit par multiplication par −1.
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3.3. Re´alisation de Betti des motifs
Pour tout plongement σ : k → C, l’extension des scalaires σC : DM
−(k) → DM−(C) construite
en 1.4, compose´e avec la re´alisation topologique, de´finit un foncteur
tσ : DM
−(k) → D(Ab)
M 7→ Mσ(C) := tC ◦ σC(M).
Si le plongement σ est re´el, le foncteur tσ se factorise dans la cate´gorie des groupes abe´liens munis
d’une involution (3.2).
On pose alors Hσ(M, q) = HomD(Ab)(Mσ(C), (2iπ)
qZ) et l’on de´finit
DEFINITION 3.3.1. Pour tout complexe motivique M de DM−(k), tout plongement σ : k → C et
tout entier q ≥ 0, la re´alisation entie`re (resp. re´alisation) de Betti H·σ( ,Z(q)) (resp. H
·
σ( , q)) est
le groupe abe´lien (resp. Q-espace vectoriel) gradue´ sur Z
H·σ(M,Z(q)) = ⊕p∈ZH
p
σ(M,Z(q)),
et
Hpσ(M, q) = Q⊗Z H
p
σ(M,Z(q)).
Si le plongement σ est re´el, le complexeMσ(C) est muni d’une involution induite par la conjugaison
complexe et les re´alisations H·σ( ,Z(q)) et H
·
σ( , q) he´ritent de cette structure.
Le foncteur tσ induit directement des classes de Chern, pour des entiers p et q et tout complexe
motivique M de DM−(k)
cp,qσ : H
p,q(M) = HomDM−(k)(M,Z(q)[p])→ HomD(Ab)(Mσ(C), (2iπ)
qZ[p]) = Hpσ(M,Z(q)).
Si le complexe motiviqueM =M(X) est le motif d’un sche´ma quasi-projectif lisse sur k, les groupes
de re´alisation de Betti co¨ıncident d’apre`s (3.1.5) avec les groupes de cohomologie singulie`re
Hpσ(M(X),Z(q)) = H
p(X(C), (2iπ)qZ).
3.3.2. Filtration par le poids
Par ailleurs, la re´alisation de Betti Hσ( ,Z), pour q = 0, e´tant un foncteur cohomologique, elle
he´rite de la filtration par le poids de´crite en (1.5.9), a` savoir, pour i ∈ Z,
WiHσ(M,Z) = Im(Hσ(w≤iM,Z)→ Hσ(M,Z)).
Le calcul fait en (2.2) dans le cadre de la re´alisation de De Rham montre que cette filtration co¨ıncide
avec celle de Deligne apre`s avoir tensorise´ par C. En particulier, pour un sche´ma lisse X que l’on
plonge dans X¯, la suite spectrale de Bondarko associe´ a` Hσ est isomorphe (a` renume´rotation pre`s)
a` la suite spectrale de Leray de la cohomologie singulie`re pour l’inclusion X(C) →֒ X¯(C).
DEFINITION 3.3.3. Pour tout q ∈ Z et tout motif ge´ome´triqueM, on appelle filtration par le poids
de la re´alisation de BettiHσ(M,Z(q)), la filtration croissante indexe´e par Z de´duite par la filtration
par le poids de Bondarko
WiHσ(M,Z(q)) = Im(Hσ(w≤i+2qM,Z(q))→ Hσ(M,Z(q))).
Le principe (0.2) se traduit en
PROPOSITION 3.3.4. Pour chaque plongement σ, et chaque entier positif q les foncteurs re´alisations
de BettiHσ( ,Z(q)) induisent des foncteurs cohomologiques de la cate´gorie des motifs ge´ome´triques
sur k vers la cate´gorie des Z-modules filtre´s de type fini. Si de plus le plongement est re´el, la
re´alisation est munie d’une involution induite par la conjugaison complexe.
Comme dans le cas de la re´alisation de De Rham, nous avons
PROPOSITION 3.3.5. Soient M un motif ge´ome´trique effectif, M(·) un complexe des poids associe´
a` M. La cohomologie du complexe total Kσ du bicomplexe R
·Hom(tσ(M
(·)),Z(q)) calcule la
re´alisation de Betti de M.
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4. Re´alisation de Hodge
4.1. Comparaison des re´alisations de De Rham et de Betti
Fixons un plongement σ : k → C. Pour comparer HomD(Ab)(Mσ(C),Z(q)) et HomDM−(k)(M,Ω)
pour tout motif M, nous partons des classes de Chern (2.1.5) Z(q)→ Ω et appliquons le foncteur
de re´alisation topologique tσ (3.3) qui induit les fle`ches
(2iπ)qZ→ tσ(Ω)
dans la cate´gorie des complexes de groupes abe´liens. En tensorisant avec le corps des nombres
complexes, nous obtenons
LEMME 4.1.1. Le morphisme C → tσ(Ω) est un quasi-isomorphisme de complexes de groupes
abe´liens.
DEMONSTRATION : au niveau des faisceaux, le foncteur de re´alisation topologique se factorise a`
travers le foncteur tan de (1.3.2.1). Le lemme de Poincare´ implique que dans la cate´gorie de´rive´e
des faisceaux anaytiques, le complexe des diffe´rentielles holomorphes Ωan est une re´solution du
faisceau constant C. Il induit un isomorphisme C ≃ Ωan dans DMan qui se transporte dans
D(C˜W ) puis D(Ab). 
On en de´duit, pour tout complexe motivique M, une fle`che
H ·DR(M)⊗k C→ H
·
σ(M, 0)⊗Q C.
Par le the´ore`me de De Rham, cette fle`che est un isomorphisme d’espaces vectoriels gradue´s de
dimension finie pour tout motif M(X) d’un sche´ma lisse projectif X , isomorphisme compatible
par construction avec l’action de la conjugaison complexe si le plongement σ est re´el. Comme nous
l’avons de´ja` remarque´, les filtrations par le poids co¨ıncident (cf 3.3.2). Les motifsM(X) engendrant
la cate´gorie des motifs ge´ome´triques, on a
PROPOSITION 4.1.2. Pour tout motif ge´ome´triqueM de DMgm, tout entier q positif et tout entier
p, on a un isomorphisme de C-espaces vectoriels filtre´s (par la filtration par le poids) de dimension
finie
H
p
DR(M)⊗k C ≃ H
p
σ(M, 0)⊗Q C
compatible avec l’action de la conjugaison complexe si le plongement est re´el.
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4.2. The´orie de Hodge
Une structure de Hodge mixte sur un sous-corps k de C est la donne´e d’un Z-module de type
fini HZ, d’une filtration croissante Wn sur HQ = Q ⊗Z HZ, d’une filtration de´croissante F
p sur
Hk = k⊗ZHZ, tels que le syste`me des trois filtrations (W,F, F¯ ) qui en de´coule sur HC = C⊗ZHZ
soit un syste`me de trois filtrations oppose´es [D71](1.2.13). La cate´gorie des structures de Hodge
mixtes est une cate´gorie abe´lienne (loc. cit. 2.3.5).
La filtration par le poids de Bondarko sur Hpσ(M,Z), la filtration de Hodge sur H
p
DR(M) et
l’isomorphisme de comparaison De Rham-Betti permettent d’associer a` un complexe motivique,
objet de DMgm(k), une structure de Hodge mixte sur k. Le the´ore`me 0.1 se traduit en
THEOREME 4.2.1. Pour chaque plongement σ : k →֒ C , la donne´e du Z-module Hσ(M,Z), de
la filtration W par le poids de Bondarko sur Q ⊗Z Hσ(M,Z), du k-espace vectoriel filtre´ par
la filtration de Hodge (HDR(M), F
·), du complexifie´ HC(M) = C ⊗ HDR(M), muni des trois
filtrations W·, F
· et de sa complexe conjugue´e F¯ ·, pour tout motif ge´ome´trique M, induit un
foncteur cohomologique de la cate´gorie DMgm(k) des motifs ge´ome´triques vers la cate´gorie des
structures de Hodge mixtes sur k.
DEMONSTRATION :
Il suffit de traiter le cas ou` M est un motif ge´ome´trique effectif. La de´monstration se fait en deux
temps.
LEMME 4.2.2. Si M est un motif de Chow, les donne´es du the´ore`me fournissent une structure de
Hodge pure.
DEMONSTRATION : Si M est le motif d’un sche´ma lisse projectif X , c’est un re´sultat classique,
puisque les re´alisations de M co¨ıncident avec les re´alisations classiques de X .
Si M est une somme finie ou un facteur direct d’un M(X), pour X projectif lisse, cela provient du
the´ore`me de Deligne que la cate´gorie des structures de Hodge est abe´lienne (cf. [D71]).
LEMME 4.2.3. La donne´e des bicomplexes
a) Kp,qB = R
q Hom(M
(−p)
σ (C),Z);
b) Kp,qQ = R
q Hom(M
(−p)
σ (C),Q), muni de la filtration par les poids;
c) Kp,qDR = R
q Hom(M(−p),Ω), muni de la premie`re filtration et de la filtration de Hodge,
est un Z-complexe de Hodge mixte DG au sens de Deligne ([D74], 8.1.10).
DEMONSTRATION : il suffit de ve´rifier que pour chaque p, Kp,· est un complexe de Hodge mixte, ce
qui provient du fait que chaque M (−p) est un motif de Chow et du lemme pre´ce´dent, qui permet
de pre´ciser que pour p fixe´, Kp,· est un complexe de Hodge pur de poids 0.
Le the´ore`me de Deligne (8.1.15 de [D74]) permet de conclure que pour chaque motif ge´ome´trique
M, les donne´es du the´ore`me, qui sont les cohomologies des donne´es du lemme, de´finissent une
structure de Hodge mixte. On note que le complexe total associe´ au bicomplexe Kp,q, muni de sa
filtration diagonale est bien le complexe KDR muni de la filtration par le poids de Bondarko.
Sachant que la filtration par le poids est inde´pendante des choix ([Bo10]), il nous faut ve´rifier
PROPOSITION 4.2.4. Si M est un motif ge´ome´trique, la filtration de Hodge sur HDR(M) est
inde´pendante du choix du complexe des poids.
DEMONSTRATION : SoientM(·) etM′(·) deux complexes de poids du motifM que l’on peut supposer
effectif. Bondarko a montre´ en [Bo09] que les deux complexes e´taient homotopes. Les morphismes
et les homotopies e´tant de´finis au niveau des motifs, ils induisent sur HDR(M) des morphismes
compatibles aux filtrations de Hodge de´finies par troncature. Ainsi les deux complexes M(·) et
M′(·) de´finissent sur HC(M) deux structures de Hodge mixtes et l’e´quivalence d’homotopie entre
les deux complexes un automorphisme deHC(M) compatible a` toutes les filtrations : d’apre`s [D71]
cet automorphisme induit un isomorphisme de structures de Hodge mixtes. 
On a ainsi construit un foncteur cohomologiqueHHodge de la cate´gorieDM
eff
gm(k) dans la cate´gorie
des structures de Hodge mixtes. Pour conclure la de´monstration du the´ore`me, il suffit de pre´ciser
que le foncteur est multiplicatif et que les structures de Hodge des motifs de Tate sont inversibles,
en rappelant
19
PROPOSITION 4.2.5. La re´alisation de Hodge des motifs de Tate Z(n) est la structure de Hodge
pure de poids 2n suivante
HiHodge(Z(n)) = 0 si i 6= 0,
H0Hodge(Z(n)) = (H
0
σ(Z(n)),H
0
DR(Z(n)),C ⊗H
0
DR(Z(n)),W·, F
·, F¯ ·)
= (Z, k,C,W·, F
·, F¯ ·)
avec pour filtration par le poids
WiH
0
σ(Z(n)) = 0 pour i ≤ 2n− 1
WiH
0
σ(Z(n)) = k pour i ≥ 2n
et pour filtration de Hodge
F pH0DR(Z(n)) = 0 pour p ≥ n+ 1
F pH0DR(Z(n)) = k pour p ≤ n.
DEMONSTRATION : cela provient du triangle exact scinde´ [MVW Chap.15]
M(Pn−1)→M(Pn)→ Z(n)[2n]→M(Pn−1)[1]
et du fait que l’espace projectif Pn a comme nombres de Hodge non nuls hp,p pour 0 ≤ p ≤ n. 
REMARQUE 4.2.6. Remarquons que pour tout q ∈ Z et tout motif ge´ome´triqueM,
Hσ(M,Z(q)) = Hσ(M(−q),Z)
et que cet isomorphisme est compatible avec la filtration par les poids de´crite en 3.3.3. On peut
ainsi de´finir une re´alisation de Hodge pour tout q ∈ Z, en posant
HHodge(M, q) = HHodge(M(−q)).
PROPOSITION 4.2.7. Si M =M(X) est le motif d’un sche´ma X , alors la structure de Hodge mixte
de´finie en 4.2.1 co¨ıncide avec celle de´finie par Deligne en [D74].
DEMONSTRATION : si le sche´ma X est lisse et projectif, c’est vrai par construction (2.3.5). Si le
sche´ma X est lisse, on le plonge dans un sche´ma projectif lisse X¯ tel que le sche´ma comple´mentaire
Y = X¯−X soit un diviseur a` croisements normaux a` composantes Yn lisses, ou` n ≤ N . On choisit
comme complexe des poids de M(X) le complexe de´fini en (1.5.4), avec les notations de [D71]
M(X)(i) =
{
M(Y˜ i)(i)[2i] si 0 ≤ i ≤ N
0 sinon
Les morphismes propres im : Y˜ m → X¯ permettent de de´finir un bicomplexe de OX¯ -modules
im⋆Ω
p
Y˜m
et un complexe de OX¯ -alge`bres diffe´rentielles gradue´es
⊕1≤m≤N im⋆Ω
· −m
Y˜m
.
En [D71] Deligne de´finit la structure de Hodge mixte pour X a` partir du complexe de De Rham a`
poˆles logarithmiques Ω·
X¯
〈Y 〉 et construit une application (loc. cit. 3.1.5.2)
Ω·X¯〈Y 〉 → ⊕1≤m≤N im⋆Ω
· −m
Y˜m
(ǫm)[−m]
qui induit un morphisme de bicomplexes
RHom(X¯,Ω·X¯〈Y 〉) −→ ⊕1≤m≤N RHom(X¯, im⋆Ω
·
Y˜m
(ǫm)[−2m]
= ⊕1≤m≤NRHom(Y˜
m,Ω·
Y˜m
(ǫm)[−2m])
= ⊕1≤m≤NR
·Hom(M(X)(m),Ω)
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compatible aux filtrations par le poids et de Hodge.
Ce morphisme induit un isormophisme via le re´sidu de Poincare´ sur les termes GrW et donc un
isomorphisme entre les structures de Hodge respectives.
Si le sche´ma X est singulier, Deligne construit un sche´ma simplicial lisse a` partir d’e´clatements,
puis un Z-complexe de Hodge mixte DG. On ve´rifie que par les triangles d’e´clatements (1.3.5.4) on
peut choisir un complexe des poids de telle sorte que le Z-complexe de Hodge mixte DG construit
en (4.2.3) soit quasi-isomorphe a` celui de Deligne. On peut e´galement utiliser le raisonnement de
Huber (cf 4.4 ci-dessous). 
4.2.8. Application
La the´orie de Hodge des sche´mas projectifs lisses complexes X permet d’identifier F pH·(X,Ω·X) a`
H·(X, σ≥pΩX) et le conoyau H
·(X,Ω·X)/F
pH·(X,Ω·X) a` H
·(X,Ω<pX ). Cette proprie´te´ s’e´tend aux
motifs sur C. Conside´rons le complexe Ω<p de D−(ShvNis(Smcor(C)))
0→ O → Ω1 → · · · → Ωp−1 → 0
LEMME 4.2.8.1. Pour tout entier p ≥ 0, pour tout motif ge´ome´trique effectif de DM−,eff(C) et tout
complexe des poids M(·) de M, l’hypercohomologie du bicomplexe
R·HomD(ShvNis(Smcor(C)))(M
(·),Ω<p))
s’identifie au conoyau
H·DR(M)/F
pH·DR(M).
DEMONSTRATION : on plonge DM−,eff(C) dans D(ShvNis(Smcor(C))) ou` l’on a, avec les notations
e´videntes, le triangle distingue´
(4.2.8.2) 0→ σ≥pΩ→ Ω→ Ω
<p → 0.
On de´duit du cas des sche´mas projectifs lisses que le triangle (4.2.8.2) induit pour tout motif M
de poids 0 une suite exacte courte
0→ HomD(ShvNis(Smcor(C)))(M, σ≥pΩ)→ HDR(M)→ HomD−(ShvNis(Smcor(C)))(M,Ω
<p)→ 0
avec HomD(ShvNis(Smcor(C)))(M, σ≥pΩ) = F
pHDR(M). Le lemme s’ensuit par une re´currence sur
la longueur du complexe de poids de M. 
REMARQUE : le lemme signifie que bien que Ω<p ne soit pas un complexe motivique on peut donner
un sens a` R·Hom(M,Ω<p) en posant
R·Hom(M,Ω<p) = Tot coˆne(F pR·HomDM(C)(M
(·),Ω)→ R·HomDM(C)(M
(·),Ω))
qui est bien de´fini a` homotopie pre`s.
4.2.9. Tous les re´sultats concernant HC(M) peuvent se voir dans DMgm(C) via le changement
de base, puis en ge´ome´trie analytique, via [GAGA], comme chez Deligne. En particulier, le lemme
4.2.8.1. se re´interpre`te analytiquement en
Hn(R·HomD−an(tan(M˜
(·)),Ω<qan )) = H
n
DR(M)/F
qHnDR(M).
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4.3. Re´alisation de Deligne-Beilinson.
Les re´sultats pre´ce´dents permettent de ge´ne´raliser aux motifs ge´ome´triques la de´finition de la
cohomologie de Deligne-Beilinson. Pour les de´finitions des cohomologies de Deligne et Deligne-
Beilinson des sche´mas, nous nous re´fe´rons a` [Sc88] et [EV88].
Rappelons que pour un sche´ma X lisse sur C, le complexe de Deligne est de´fini pour tout entier q
comme le complexe de faisceaux en topologie analytique DX(q)
0→ (2iπ)qZ→ OhX → Ω
1,h
X . . .→ Ω
q−1,h
X → 0
ou` le terme (2iπ)qZ = Z(q)an est en degre´ 0. Ce complexe s’e´crit
DX(q) = coˆne (Z(q)an → Ω
·,h
X /F
qΩ·,hX )[−1]
et on pose H ·D(X, q) = H
·
an(X,DX(q)).
Si le sche´ma X est projectif, la the´orie de Hodge et [GAGA] permettent d’inclure H ·D(X, q) dans
une longue suite exacte
. . .→ HnD(X,Z(q))→ H
n(X(C),Z(q))→ HnDR(X(C))/F
q → Hn+1D (X,Z(q)) . . .
ou` l’on voit que deux termes sur trois ont une interpre´tation motivique. Si le sche´ma n’est
pas projectif, Beilinson [B84] a de´crit le complexe en terme de complexe de De Rham a` poˆles
logarithmiques pour de´finir une cohomologie de X qui s’inscrit dans la meˆme suite exacte longue.
Comme dans le cas de la re´alisation de Hodge on va re´soudre un motif par son complexe des poids.
Dans la cate´gorie de´rive´e des faisceaux analytiques sur Smcor(C), notons Ω<pan le complexe
0→ Oh → Ω1,h . . .→ Ωp−1,h → 0
ou` l’anneau des fonctions holomorphes est en degre´ 0 et posons
D(q) = coˆne ( Z(q)an → Ω
<q
an )[−1].
Soit M un motif ge´ome´trique effectif et M(·) un complexe des poids de M. Par le the´ore`me
d’invariance d’homotopie, on identifie ces motifs de DM−(C) a` des complexes M˜ et M˜(·) de
D−(ShvNis(Smcor(C))). Conside´rons le complexe
DBq(M) = Tot R
·HomD−an(tan(M˜
(·)), D(q)).
PROPOSITION 4.3.3. Pour tout motif ge´ome´trique effectif M le complexe DBq(M) est bien de´fini
a` homotopie pre`s et sa cohomologie note´e HD(M, q) est isomorphe quand M est le motif d’un
sche´ma lisse complexe X a` la cohomologie de Deligne-Beilinson de X .
DEMONSTRATION : le complexe DBq(M) est le coˆne de deux complexes bien de´finis a` homotopie
pre`s : un calcule la re´alisation de Betti (3.1.7) et le deuxie`me a e´te´ conside´re´ en 4.2.9. Par 3.3.5,
on a des isomorphismes
Hn(M(C),Z(q)) = HomD−an(tan(M˜),Z(q)an[n]) = H
nR·HomD−an(tan(M˜
(·)),Z(q)an))
et la suite exacte longue
. . .→ Hn(DBq(M))→ H
n(M(C),Z(q))→ HnR·HomD−an(tan(M˜
(·)),Ω<qan )→ H
n+1(DBq(M))→ . . .
qui, pour M motif d’un sche´ma lisse X , s’identifie a` celle de´finissant la cohomologie de Deligne-
Beilinson. 
Le produit sur le complexe de Deligne D(q)⊗D(q′)→ D(q+ q′) est de´fini a` partir du produit des
diffe´rentielles et commute aux transferts :
x ∪ y =


x.y si i = 0
x ∧ dy si i > 0 et j = q′
0 sinon
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avec x ∈ D(q)i et y ∈ D(q′)j .
Le foncteur cohomologique HD est fonctoriel et induit un foncteur de la cate´gorie des motifs
ge´ome´triques sur C vers la cate´gorie des anneaux gradue´s.
Si σ : k →֒ C est un plongement, on appelle re´alisation de Deligne-Beilinson le foncteur
cohomologique HD,σ = HD ◦ tσ de DMgm(k) vers la cate´gorie des anneaux gradue´s. Si le
plongement σ est re´el, on montre comme en (3.2) que la re´alisationHD,σ(M) est muni d’une action
de la conjugaison complexe F∞. On appelle re´alisation de Deligne-Beilinson re´elle le foncteur des
invariants par F∞ de HD,σ.
REMARQUE : dans la cate´gorie des complexes motiviques sur C, nous avons de´fini en (2.1.5) des
classes de Chern Z(q)→ Ω qui se factorisent a` travers Z(q)→ τ≤qΩ; la projection Z(q)→ Ω
<q est
triviale si l’on reste dans une cate´gorie de faisceaux alge´briques, d’ou` la ne´cessite´ de passer par les
re´alisations analytiques. En effet, pour q = 1, il n’existe pas de morphisme alge´brique non trivial
entre le groupe multiplicatif et le groupe additif. Pour de´finir une re´alisation a` la Deligne-Beilinson,
il faut pouvoir construire une application logarithme.
4.4. Comparaison avec les constructions de Huber
Annette Huber construit ses re´alisations en e´tendant a` la cate´gorie DMgm(k) des motifs
ge´ome´triques les foncteurs additifs qu’elle a de´finis en [H95]
R˜ : Sm(k)→ C+(A)
de la cate´gorie des sche´mas lisses sur k dans la cate´gorie des complexes borne´s infe´rieurement d’une
cate´gorie abe´lienne Q-line´aire A (cf [H00], [H04] (theorem B.2.2)). Il est clair que, rationnellement,
nos re´alisations co¨ıncident avec les siennes pour les motifs des varie´te´s lisses et il reste a` ve´rifier
que nos constructions s’e´tendent de la meˆme fac¸on que la sienne. Comme elle le pre´cise, il est
important que les foncteurs R˜ soient a` valeurs dans une cate´gorie de complexes et non dans une
cate´gorie homotopique ou de´rive´e. Elle-meˆme a construit, pour tout sche´ma lisse, des complexes
[H95] R˜sing(X) et R˜dR(X).
Fixons-nous des re´solutions injectives respectives J ·DR du complexe de De Rham Ω et de´finissons,
pour un plongement σ →֒ C fixe´, les foncteurs
RDR : Sm(k) → C
+(Fk)
X 7→ HomC(ShvNis(Smcor k))(C∗(Ztr(X)), J
·
DR)
ou` Fk est la cate´gorie des k-espaces vectoriels filtre´s,
RB : Sm k → C
+(EQ)
X 7→ HomC(Ab)(Map(∆
·
top,
∐
d≥0 S
dX(C))+,Q),
ou` EQ est la cate´gorie des Q-espaces vectoriels.
Pour tout sche´ma lisse X le dual du morphisme de Dold-Thom fournit un quasi-isomorphisme
uB(X) : R˜sing(X) ≃ RB(X),
le complexe R˜dR(X) construit a` partir des diffe´rentielles a` poˆles logarithmiques est une re´solution
du motif de De Rham et induit un quasi-isomorphisme
RDR(X) ≃ R˜dR(X)
compatible aux filtrations par les poids (2.2) et de Hodge (2.3).
L’essence des constructions de Huber ([H00](2,3)) est d’e´tendre les foncteurs R˜ de Sm k a` la
cate´gorie Smcor k, la proposition (loc. cit. Prop.2.1.2) assurant qu’une fois choisie une re`gle de
signes dans les multicomplexes, un foncteur de Smcor k dans C+(A) ve´rifiant les bonnes proprie´te´s
s’e´tend naturellement en un foncteur DMgm(k)→ D
+(A).
Par construction, nos foncteurs R s’e´tendent en des foncteurs sur Smcor(k). Il nous faut montrer
que ces derniers co¨ıncident avec les foncteurs e´tendus par Huber ([H00], theorem 2.1.6 et [H04]
B.2.2), ce qui se rame`ne a` ve´rifier que nous avons de´fini les meˆmes transferts.
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LEMME 4.4.1. Pour toute correspondance α entre les sche´mas lisses X et Y , on a un diagramme
commutatif
R˜sing(Y )
α∗sing
−−−−−→ R˜sing(X)y uB(Y )
y uB(X)
RB(Y )
α∗B−−−−−→ RB(X)
DEMONSTRATION : la construction des transferts sur R˜sing est explicite´e dans la de´monstration des
the´ore`mes 2.1.3 et 2.1.6 de [H95]. Celle des transferts sur RB est, avant application du foncteur
de re´alisation topologique, issue de l’article [SV96] de Suslin et Voevodsky. Dans les deux cas on
se rame`ne a` une correspondance e´le´mentaire de support qu’on peut supposer normal, et meˆme un
recouvrement ge´ne´riquement galoisien chez Huber ou pseudo-galoisien chez Suslin et Voevodsky
(les deux notions sont e´quivalentes en caracte´ristique 0). La meˆme trace permet alors de de´finir les
transferts qui co¨ıncident. 
La de´monstration se transpose au cas des re´alisations de De Rham et de Hodge puisque les
transferts ([LW09]), puis les filtrations, ont e´te´ construits au niveau des complexes. La naturalite´
des isomorphismes de comparaison permet de conclure
PROPOSITION 4.4.2. Nos foncteurs de re´alisations HDR et Hσ restreints a` la cate´gorie DMgm(k)
des motifs ge´ome´triques co¨ıncident respectivement avec les composantes de Rham et singulie`re du
foncteur de re´alisation mixte de Huber [H00].
Par ailleurs, comme l’a pre´cise´ Bondarko ([Bo09], 7.4), il n’existe qu’une seule filtration par le
poids sur une re´alisation de DMgm vers une cate´gorie a` coefficients rationnels. Nos filtrations par
le poids co¨ıncident donc avec celles de [H00], de meˆme que les re´alisations de Hodge.
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