We use the Tridiagonal Representation Approach (TRA) to obtain exact bound states solution (energy spectrum and wavefunction) of the Schrödinger equation for a threeparameter short-range potential with 1/r, 1/r 2 and 1/r 3 singularities at the origin. The solution is a finite series of square integrable functions with weighted coefficients that satisfy a threeterm recursion relation. The solution of the recursion is the discrete version of a nonconventional orthogonal polynomial. We are currently preparing to use the results of this work to study the binding of an electron to a molecule with an effective electric quadrupole moment, which has the same 1/r 3 singularity.
Introduction
Exact solution of the wave equation gives an analytic robust understanding of the corresponding physical system especially in situations where numerical solutions fail. Such cases may occur at critical couplings, strong singularities, limiting behavior or phase transitions. Therefore, finding exact solutions of the wave equation for as many potential models as possible continues to be one of the most challenging tasks in quantum mechanics. Many methods to achieve this goal has been devised over time leading to a well-known class of exactly solvable problems. Prominent examples of such systems include, but not limited to, the Coulomb, oscillator, Morse, Pöschl-Teller and Eckart potentials [1, 2] . Attempts by many researchers to enlarge these classes of exactly solvable potentials are continuing. In 2005, we introduced an algebraic method for solving the wave equation based on the J-matrix method and the theory of orthogonal polynomials [3] . The method is now well established with rich mathematical underpinnings and referred to as the "Tridiagonal Representation Approach (TRA)". It turned out that the class of exactly solvable potentials using the TRA is larger than the well-known conventional class. We find either new solvable potentials or generalizations of known ones. As illustrative examples, we mention the infinite square well with sinusoidal bottom [4] [5] [6] , the hyperbolic pulse (or hyperbolic single wave) [7, 8] and a generalization of the Eckart potential by adding to it the short-range singular component [9, 10] . A partial list of this extended class of integrable potentials is shown as Table 1 in Ref. [11] . In this work, we use the TRA to obtain exact bound states solution (energy spectrum and wavefunction) of the S-wave Schrödinger equation for a three-parameter short-range potential with 1/r, 1/r 
2
published work on exact solution of such highly singular potential. A brief review of the TRA was published recently in Ref. [12] . The outline of the method goes as follows: The wavefunction is written as a series (finite or infinite) in terms of a complete set of square integrable basis functions. The basis is required to produce a tridiagonal matrix representation for the wave operator. Consequently, the matrix wave equation becomes a three-term recursion relation for the expansion coefficients of the series. We solve the recursion in terms of orthogonal polynomials whose analytic properties (e.g., weight function, asymptotics, generating function, spectrum formula, etc.) give the physical properties of the system such as the bound states energies, the density of states, the scattering phase shift, etc.
In the following section, we setup the problem following the TRA formulation. Then in section 3, we derive the bound states wavefunction as a finite series and identify the corresponding orthogonal polynomial. Unfortunately, this polynomial is found nowhere in the appropriate mathematics literature although it has already been encountered frequently in the physics literature. The polynomial could be written explicitly to any desired degree albeit not in closed form. We calculate the energy spectrum, which is finite, for a given physical configuration and plot the corresponding wavefunctions.
TRA formulation of the problem
In the atomic units 1 m    , the time-independent one-dimensional Schrödinger equation for a point particle of mass m under the influence of a potential V(r) reads as follows
where 0 r  , E is the particle energy and ( ) r  its wavefunction. For bound states, the wavefunction vanishes at the origin and at infinity. Now, we make a transformation to a dimensionless coordinate ( ) coth( ) x r r   , where  is a real positive scale parameter.
Thus, 1 x  and Eq. (1) is mapped into the following second order differential equation
Using the differential property of the Jacobi polynomials (A3), this action becomes
To produce a tridiagonal representation for J, the right side of this equation must be a combination of ( ) n x  and 1 ( )
with constant (x-independent) factors. The recursion relation of the Jacobi polynomials (A4) shows that (6) will contain terms proportional to 
where B and C are arbitrary real dimensionless constants. 
Therefore, we must choose
  making the basis parameters energy dependent and limiting our exact solution to negative energies (i.e., bound states). Moreover, we obtain the following three-parameter potential function
where 2 2
2A
    . The first two terms in this potential correspond to the hyperbolic Eckart potential. However, the last term is inverse cube singular at the origin and does not belong to the known class of exactly solvable potentials. Nonetheless, the TRA will produce an exact solution for this potential as we shall see below. Therefore, we devote our work here to the case where 0 C  .
The potential (9) does not vanish at infinity but goes to the constant value  . This can be fixed by subtracting it out and writing
To accomplish that, we go back to Eq. (8) and make the replacement ( )
As a result, we must choose
requiring that either 0
 for all N selects the former condition dictating that A must be negative. In fact, the existence of bound states (i.e., 0 N  ) gives a stronger constraint on the value of A, which is that A   . Moreover, the number of bound states (size of the energy spectrum) must, therefore, be finite and, in fact, it is less than or equal to the size of the basis N.
It should be obvious that the potential (10) The first is that the strongest singularity of the potential (10) at the origin is 3 r  whereas it is 2 r  for the effective Coulomb potential. Second, the potential valley in the Coulomb problem is due to the kinetic energy (orbital term) for non-zero angular momentum whereas here it is due to the potential configuration only. Finally, the two potentials differ in their ranges. In contrast to the long-range Coulomb potential with an infinite energy spectrum, we find that the number of bound states for this short-range potential is finite.
The potential (10) has a richer structure than what we have noted above. In Appendix B, we find the conditions on the potential parameters such that the potential function crosses the real line at two points and thus will have two local extrema, a minimum and a maximum. Figure 3 
TRA solution
To give the exact solution of the problem, we need to identify all ingredients in the wave function 
This could be rewritten in terms of the basis function  
we insert the wavefunction series 
The potential parameters B and C are shown explicitly whereas the other parameter A and the energy are implicit in  and  as shown by Eq. (11). We compare this recursion relation to that of the orthogonal polynomial 
where 0   . Comparing (13) and (14) . These associations dictate that B C  , which in fact a necessary (but not sufficient) condition to produce a potential configuration that can support bound states as shown in Figure 2 and Figure 3(a) . Therefore, we can write the expansion coefficients of the radial wavefunction (modulo an overall normalization constant) as
with  and  as given by Eq. [ 11, 14, 15] . Unfortunately, the analytic properties of these polynomials are not found in the mathematics literature. Up to date, it is still an open problem in orthogonal polynomials. This is in spite of the fact that these polynomials could be written explicitly to all degrees using the recursion relation (14) and the initial values
, albeit not in a closed from. For example, we obtain here
…. and so on, , we resort to numerical techniques to obtain the energy spectrum. Due to the energy dependence of the basis elements via the parameters  and , we may use one of two numerical procedure (i) the "potential parameter spectrum (PPS)" techniques or (ii) the direct diagonalization of the Hamiltonian matrix (HMD) in an energy independent basis similar to those in (3). In the latter, we use Gauss quadrature integral approximation associated with the Jacobi polynomials. We will not dwell on the details of these two techniques. Interested readers may consult Refs. [7, 9, 16] for a description of the PPS technique. In Appendix C, we a give a brief outline of how to obtain the matrix elements of the Hamiltonian and compute the energy spectrum using Gauss quadrature integral approximation [17, 18] . Table 1 gives the full energy spectrum associated with the potential (10) for a given set of values of the parameters A, B and C. The Table shows the rate of convergence of the energy spectrum with an increase in the basis size. In Figure 4 , we plot the bound state wave functions associated with the energy spectrum in Table 1 . The wavefunction of a bound state with energy k E , is calculated by the finite series
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Conclusion and discussion
In this work, we used the TRA to obtain the bound states solution (energy spectrum and wavefunctions) of the S-wave Schrödinger equation for a generalization of the hyperbolic Eckart potential with and added short-range 1/r 3 singular potential. To the best of our knowledge, this is the first time that a solution of such singular potential is obtained analytically. The solution is a finite series of square integrable functions with orthogonal polynomials as expansion coefficients of the series. The analytic properties of these polynomials are yet to be derived and we call upon experts in the field of orthogonal polynomials to address this open problem [19] . Currently, we are using the results obtained in this work to study the binding of an electron to a molecule with an effective electric quadrupole moment. This was made possible because the electric quadrupole potential goes radially as 1/r 3 . Nonetheless, the short-range behavior of the potential (10) in such a study could be attributed physically to the screening of the electric interaction by the molecular electron cloud.
where 1
and the following differential relation
1 2
It also satisfies the following three-term recursion relation 2 2 ( , )
n n n n n n n n n n n n n n xP P
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The associated orthogonality relation reads as follows
(
On the other hand, in Ref. [21] the Authors derive the following orthogonality for 1 x   and with 2 1 N       and 1
( 1 ) ( 1 ) sin 2 2 1 ( 1) ( 1) sin ( 1) (
and
Moreover, if we make the replacement 2 1 ( 1) sin ( 1) ( 1) 
Appendix B: The rich potential structure
In this Appendix, we show that under the right conditions the potential (10) displays a richer structure by having two local extrema (minimum and maximum). To find these conditions, it is easier to deal with U(x) rather than V(r). This is possible because there is one-to-one correspondence between r and x. Thus, the potential vanishes if
which is satisfies at 1 x  (i.e., r   ) and at 
In such cases, the two potential extrema are located at Table 1 . These were calculated using Eq. (17). 
