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Abstract: Finding interdependency relations between time series provides valuable
knowledge about the processes that generated the signals. Information theory sets a natural
framework for important classes of statistical dependencies. However, a reliable estimation
from information-theoretic functionals is hampered when the dependency to be assessed is
brief or evolves in time. Here, we show that these limitations can be partly alleviated when
we have access to an ensemble of independent repetitions of the time series. In particular,
we gear a data-efficient estimator of probability densities to make use of the full structure
of trial-based measures. By doing so, we can obtain time-resolved estimates for a family of
entropy combinations (including mutual information, transfer entropy and their conditional
counterparts), which are more accurate than the simple average of individual estimates over
trials. We show with simulated and real data generated by coupled electronic circuits that
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the proposed approach allows one to recover the time-resolved dynamics of the coupling
between different subsystems.
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1. Introduction
An important problem is that of detecting interdependency relations between simultaneously
measured time series. Finding an interdependency is the first step in elucidating how the subsystems
underlying the time series interact. Fruitful applications of this approach abound in different fields,
including neuroscience [1], ecology [2] or econometrics [3]. In these examples, the discovery of
certain statistical interdependency is usually taken as an indicator that some interrelation exists between
subsystems, such as different brain regions [4], animal populations or economical indexes.
Classical measures to unveil an interdependency include linear techniques, such as cross-correlation,
coherence or Granger causality [6]. These measures quantify the strength of different linear relations and,
thus, belong to the larger class of parametric measures, which assume a specific form for the
interdependency between two or more processes. In particular, parametric techniques are often
data-efficient, generalizable to multivariate settings and easy to interpret.
In general, statistical relationships between processes are more naturally and generally formulated
within the probabilistic framework, which relaxes the need to assume explicit models on how variables
relate to each other. For this reason, when a model of the underlying dynamics and of the assumed
interaction is not available, a sound non-parametric approach can be stated in terms of information
theory [7]. For example, mutual information is widely used to quantify the information statically shared
between two random variables. Growing interest in interdependency measures that capture information
flow rather than information sharing lead to the definition of transfer entropy [9]. In particular, transfer
entropy quantifies how much the present and past of a random variable condition the future transitions
of another. Thus, transfer entropy embodies an operational principle of causality first championed by
Norbert Wiener [8], which was explicitly formulated for linear models by Clive Granger [5]. However, it
is important to note that transfer entropy should not be understood as a quantifier of interaction strength
nor interventional causality. See [10–12] for a detailed discussion on the relation between transfer
entropy and different notions of causality and information transfer. See also [13] for a detailed account
of how spatially- and temporally-local versions of information theoretic functionals, including transfer
entropy, can be used to study the dynamics of computation in complex systems.
A practical pitfall is that without simplifying assumptions, a robust estimation of information theoretic
functionals might require a large number of data samples. This requisite directly confronts situations
in which the dependency to be analyzed evolves in time or is subjected to fast transients. When the
non-stationarity is only due to a slow change of a parameter, over-embedding techniques can partially
solve the problem by capturing the slow dynamics of the parameter as an additional variable [14]. It is
also habitual to de-trend the time series or divide them into small windows within which the signals
can be considered as approximately stationary. However, the above-mentioned procedures become
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unpractical when the relevant interactions change in a fast time scale. This is the common situation in
brain responses and other complex systems where external stimuli elicit a rapid functional reorganization
of information-processing pathways.
Fortunately, in several disciplines, the experiments leading to the multivariate time series can be
systematically repeated. Thus, a typical experimental paradigm might render an ensemble of presumably
independent repetitions or trials per experimental condition. In other cases, the processes under study
display a natural cyclic variation and, thus, also render an ensemble of almost independent cycles or
repetitions. This is often the case of seasonal time series that are common in economical and ecological
studies and, more generally, of any cyclo-stationary process.
Here, we show how this multi-trial nature can be efficiently exploited to produce time-resolved
estimates for a family of information-theoretic measures that we call entropy combinations. This family
includes well-known functionals, such as mutual information, transfer entropy and their conditional
counterparts: partial mutual information (PMI) [15,16] and partial transfer entropy (PTE) [17,18].
Heuristically, our approach can be motivated using the ergodic theorem. In other words, the time average
of a measure converges to the space or ensemble average for an ergodic process. We can associate
the conventional computation of entropies with a time average of log probabilities. Crucially, these
should converge to the ensemble averages of the equivalent log probabilities, which we exploit with
our (ensemble averaging) approach. In our case, the ensemble is constituted by multiple realizations
of repeated trials. We use both simulations and experimental data to demonstrate that the proposed
ensemble estimators of entropy combinations are more accurate than simple averaging of individual
trial estimates.
2. Entropy Combinations
We consider three simultaneously measured time series generated from stochastic processes X , Y
and Z, which can be approximated as stationary Markov processes [19] of finite order. The state space
of X can then be reconstructed using the delay embedded vectors x(n) = (x(n), ..., x(n− dx + 1)) for
n = 1, . . . , N , where n is a discrete time index and dx is the corresponding Markov order. Similarly,
we could construct y(n) and z(n) for processes Y and Z, respectively. Let V = (V1, ..., Vm) denote
a random m-dimensional vector and H(V ) its Shannon entropy. Then, an entropy combination is
defined by:
C(VL1 , ..., VLp) =
p∑
i=1
siH(VLi)−H(V ) (1)
where ∀i ∈ [1, p] : Li ⊂ [1,m] and si ∈ {−1, 1}, such that
∑p
i=1 siχLi = χ[1,m], where χS is the
indicator function of a set S (having the value one for elements in the set S and zero for elements not in
S).
In particular, MI, TE, PMI and PTE all belong to the class of entropy combinations, since:
IX↔Y ≡ −HXY +HX +HY
TX←Y ≡ −HWXY +HWX +HXY −HX
IX↔Y |Z ≡ −HXZY +HXZ +HZY −HZ
TX←Y |Z ≡ −HWXZY +HWXZ +HXZY −HXZ
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where random variable W ≡ X+ ≡ x(n + 1), so that HWX is the differential entropy of p(x(n +
1),x(n)). The latter denotes the joint probability of finding X at states x(n+1), x(n), ..., x(n− dx+1)
during time instants n+ 1, n, n− 1, ..., n− dx + 1. Notice that, due to stationarity, p(x(n+ 1),x(n)) is
invariant under variations of the time index n.
3. Ensemble Estimators for Entropy Combinations
A straightforward approach to the estimation of entropy combinations would be to add separate
estimates of each of the multi-dimensional entropies appearing in combination. Popular estimators
of differential entropy include plug-in estimators, as well as fixed and adaptive histogram or partition
methods. However, other non-parametric techniques, such as kernel and nearest-neighbor estimators,
have been shown to be extremely more data efficient [20,21]. An asymptotically unbiased estimator
based on nearest-neighbor statistics is due to Kozachenko and Leonenko (KL) [22]. For N realizations
x[1],x[2], ...,x[N ] of a d-dimensional random vector X , the KL estimator takes the form:
HˆX = −ψ(k) + ψ(N) + log(vd) + d
N
N∑
i=1
log((i)) (2)
where ψ is the digamma function, vd is the volume of the d-dimensional unit ball and (i) is the distance
from x[i] to its k-th nearest neighbor in the set {x[j]}∀j 6=i. The KL estimator is based on the assumption
that the density of the distribution of random vectors is constant within an -ball. The bias of the final
entropy estimate depends on the validity of this assumption and, thus, on the values of (n). Since the
size of the -balls depends directly on the dimensionality of the random vector, the biases of estimates
for the differential entropies in Equation (1) will, in general, not cancel, leading to a poor estimator of
the entropy combination. This problem can be partially overcome by noticing that Equation (2) holds for
any value of k, so that we do not need to have a fixed k. Therefore, we can vary the value of k in each
data point, so that the radius of the corresponding -balls would be approximately the same for the joint
and the marginal spaces. This idea was originally proposed in [23] for estimating mutual information
and was used in [16] to estimate PMI, and we generalize it here to the following estimator of entropy
combinations:
Cˆ(VL1 , ..., VLp) = F (k)−
p∑
i=1
si 〈F (ki(n))〉n (3)
where F (k) = ψ(k) − ψ(N) and 〈· · · 〉n = 1N
∑N
n=1(· · · ) denotes averaging with respect to the time
index. The term ki(n) accounts for the number of neighbors of the n-th realization of the marginal vector
VLi located at a distance strictly less than (n), where (n) denotes the radius of the -ball in the joint
space. Note that the point itself is included in the counting neighbors in marginal spaces (ki(n)), but not
when selecting (n) from the k-th nearest neighbor in the full join space. Furthermore, note that estimator
Equation (3) corresponds to extending “Algorithm 1” in [23] to entropy combinations. Extensions to
conditional mutual information and conditional transfer entropy using “Algorithm 2” in [23] have been
discussed recently [12].
A fundamental limitation of estimator Equation (3) is the assumption that the involved
multidimensional distributions are stationary. However, this is hardly the case in many real applications,
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and time-adaptation becomes crucial in order to obtain meaningful estimates. A trivial solution is to use
the following time-varying estimator of entropy combinations:
Cˆ({VL1 , ..., VLp}, n) = F (k)−
p∑
i=1
siF (ki(n)) (4)
This naive time-adaptive estimator is not useful in practice, due to its large variance, which stems from
the fact that a single data point is used for producing the estimate at each time instant. More importantly,
the neighbor searches in the former estimator run across the full time series and, thus, ignore possible
non-stationary changes.
However, let us consider the case of an ensemble of r′ repeated measurements (trials) from the
dynamics of V . Let us also denote by
{
v(r)[n]
}
r
the measured dynamics for those trials (r = 1, 2, ...r′).
Similarly, we denote by {v(r)i [n]}r the measured dynamics for the marginal vector VLi . A straightforward
approach for integrating the information from different trials is to average together estimates obtained
from individual trials:
Cˆavg({VL1 , ..., VLp}, n) =
1
r′
r′∑
r=1
Cˆ(r)({VL1 , ..., VLp}, n) (5)
where Cˆ(r)({VL1 , ..., VLp}, n) is the estimate obtained from the r-th trial. However, this approach makes
poor use of the available data and will typically produce useless estimates, as will be shown in the
experimental section of this text.
n
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n*+σn*-σ
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Figure 1. Nearest neighbor statistics across trials. (a): For each time instant n = n∗ and trial
r = r∗, we compute the (maximum norm) distance (r∗)(n∗) from v(r∗)[n∗] to its k-th nearest
neighbor among all trials. Here, the procedure is illustrated for k = 5. (b): k(r
∗)
i [n
∗] counts
how many neighbors of v(r
∗)
i [n
∗] are within a radius r∗(n∗). The point itself (i.e., v(r
∗)
i [n
∗])
is also included in this count. These neighbor counts are obtained for all i = 1, ...p marginal
trajectories.
A more effective procedure takes into account the multi-trial nature of our data by searching for
neighbors across ensemble members, rather than from within each individual trial. This nearest ensemble
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neighbors [24] approach is illustrated in Figure 1 and leads to the following ensemble estimator of
entropy combinations:
Cˆen({VL1 , ..., VLp}, n) = F (k)−
1
r′
r′∑
r=1
p∑
i=1
siF
(
k
(r)
i (n)
)
(6)
where the counts of marginal neighbors {k(r)i (n)}∀r=1,...,r
′
∀i=1,...p are computed using overlapping time
windows of size 2σ, as shown in Figure 1. For rapidly changing dynamics, small values of σ might be
needed to increase the temporal resolution, thus, being able to track more volatile non-stationarities.
On the other hand, larger values of σ will lead to lower estimator variance and are useful when
non-stationarities develop over slow temporal scales.
4. Tests on Simulated and Experimental Data
To demonstrate that Cˆen can be used to characterize dynamic coupling patterns, we apply the ensemble
estimator of PTE to multivariate time series from coupled processes.
In particular, we simulated three non-linearly-coupled autoregressive processes with a time-varying
coupling factor:
xr[n] = 0.4xr[n− 1] + ηx ,
yr[n] = 0.5yr[n− 1] + κyx[n] sin (xr[n− τyx]) + ηy ,
zr[n] = 0.5zr[n− 1] + κzy[n] sin (yr[n− τzy]) + ηz .
during 1,500 time steps and repeated R = 50 trials with new initial conditions. The terms ηx, ηy and ηz
represent normally-distributed noise processes, which are mutually independent across trials and time
instants. The coupling delays amount to τyx = 10, τzy = 15, while the dynamics of the coupling follows
a sinusoidal variation:
kyx[n] =
{
sin
(
2pin
500
)
for 250 ≤ n < 750
0 otherwise
kzy[n] =
{
cos
(
2pin
500
)
for 750 ≤ n < 1250
0 otherwise.
Before PTE estimation, each time series was mapped via a delay embedding to its approximate state
space. The dimension of the embedding was set using the Cao criterion [25], while the embedding delay
time was set as the autocorrelation decay time. Other criteria to obtain embedding parameters, such
as described in [19], provide similar results. Furthermore, each time series was time-delayed, so that
they had maximal mutual information with the destination of the flow. That is, before computing some
Ta←b|c(n), the time series b and c were delayed, so that they shared maximum information with the time
series a, as suggested in [16]. For a rigorous and formal way to investigate the lag in the information
flow between systems, we refer to [26,27].
To assess the statistical significance of the PTE values (at each time instant) we applied a permutation
test with surrogate data generated by randomly shuffling trials [28]. Figure 2 shows the time-varying
PTEs obtained for these data with the ensemble estimator of entropy combinations given in Equation (6).
Indeed, the PTE analysis accurately describes the underlying interaction dynamics. In particular, it
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Figure 2. Partial transfer entropy between three non-linearly coupled Gaussian processes.
The upper panel displays the partial transfer entropy (PTE) in directions compatible with
the structural coupling of Gaussian processes (X to Y to Z). The lower panel displays
the PTE values in directions non-compatible with the structural coupling. The solid lines
represent PTE values, while the color-matched dashed lines denote corresponding p = 0.05
significance levels. k = 20. The time window for the search of neighbors is 2σ = 10. The
temporal variance of the PTE estimates was reduced with a post-processing moving average
filter of order 20.
captures both the onset/offset and the oscillatory profile of the effective coupling across the three
processes. On the other hand, the naive average estimator Equation (5) did not reveal any significant
flow of information between the three time series.
To evaluate the robustness and performance of the entropy combination estimator to real levels of
noise and measurements variability, we also present a second example derived from experimental data
on electronic circuits. The system consists of two nonlinear Mackey–Glass circuits unidirectionally
coupled through their voltage variables. The master circuit is subject to a feedback loop responsible for
generating high dimensional chaotic dynamics. A time-varying effective coupling is then induced by
periodically modulating the strength of the coupling between circuits as controlled by an external CPU.
Thus, the voltage variables of Circuits 1 and 2 are assumed to follow a stochastic dynamics of the type:
dx1
dt
= β1
x1δ
1 + x1δn
− γ1x1 + η1 ,
dx2
dt
= β2
(1/2 + 1/4 sin (ωt))x1τ
1 + x1τn
− γ2x2 + η2 , (7)
where xδ represents the value of the variable x at time t − δ, γ, β and n are positive numbers and η
represent noise sources. The feedback loop of the first circuit and time-varying coupling between the
two circuits are represented by the first terms of each equation, respectively. We note that the former set
of equations was not used to sample data. Instead, time series were directly obtained from the voltage
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variables of the electronic circuits. The equations above just serve to illustrate in mathematical terms the
type of dynamics expected from the electronic circuits.
Thus, we applied transfer entropy between the voltage signals directly generated from the two electric
circuits for 180 trials, each 1,000 sampling times long. Delay embedding and statistical significance
analysis proceeded as in the previous example. Figure 3 shows the TE ensemble estimates between the
master and slave circuit obtained with Equation (6) versus the temporal lag introduced between the two
voltage signals (intended to scan the unknown coupling delay τ). Clearly, there is a directional flow of
information time-locked at lag τ = 20 samples, which is significant for all time instants (p < 0.01).
The results show that the TE ensemble estimates accurately capture the dynamics of the effect exerted
by the master circuit on the slave circuit. On the other hand, the flow of information in the opposite
direction was much smaller (T1←2 < 0.0795 nats ∀(t, τ)) and only reached significance (p < 0.01) for
about 1% of the tuples (n, τ) Figure 4. Both the period of the coupling dynamics (100 samples) and the
coupling delay (20 samples) can be accurately recovered from Figure 3.
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Figure 3. Transfer entropy from the first electronic circuit towards the second. The upper
figure shows time-varying TE versus the lag introduced in the temporal activation of the first
circuit. The lower figure shows that the temporal pattern of information flow for τ = 20, i.e.,
T2←1(n, τ = 20), which resembles a sinusoid with a period of roughly 100 data samples.
Finally, we also performed numerical simulations to study the behavior of the bias and variance of the
ensemble estimator with respect to the number of neighbors chosen and the sample size. In particular,
we simulated two unidirectionally-coupled Gaussian linear autoregressive processes (Y → X) for which
the analytical values of TE can be known [29], so that we could compare the numerical and expected
values. Then, we systematically varied the level of nominal TE (which was controlled by the chosen
level of correlation coefficient between X(t + 1) and X(t)), the number of neighbors chosen and the
sample size and compute measures of bias and variance. Figure 5 and 6 display in a color-coded manner
the quantities−20×log10(bias) and−20×log10(var), so large values of these quantities correspond to
small bias and variances, respectively. In particular, Figure 5 shows the bias and variance of the estimator
as a function of the number of samples and cross-correlation coefficient. As observed in the plot, the
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smaller the value of the underlying TE (smaller cross-correlation), the better its estimation (smaller bias
and variance). For a given value of TE, the estimation improves as more samples are included, as is
expected. Regarding the number of neighbors (Figure 6), we obtain that beyond a minimum number of
samples, the accuracy obtained increased by either increasing the sample size or the number of neighbors.
Figure 4. Transfer entropy from the second electronic circuit towards the first. The upper
figure shows time-varying TE versus the lag introduced in the temporal activation of the first
circuit. The lower figure shows that the temporal pattern of information flow for τ = 20, i.e.,
T1←2(n, τ = 20).
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Figure 5. (a): −20 × log10(bias) of ensemble estimator TE(Y → X) as a function of the
number of samples and cross-correlation coefficient for X (which controls the nominal TE
value for (Y → X)). (b): −20× log10(variance) as a function of the number of samples
and cross-correlation coefficient for X (which controls the nominal TE value for (Y → X)).
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Figure 6. (a): −20 × log10(bias) of ensemble estimator TE(Y → X) as a function
of the number of samples and the number of nearest neighbors used in the estimator.
(b): −20× log10(variance) as a function of the number of samples and the number of
nearest neighbors used in the estimator.
5. Conclusions
In conclusion, we have introduced an ensemble estimator of entropy combinations that is able to
detect time-varying information flow between dynamical systems, provided that an ensemble of repeated
measurements is available for each system. The proposed approach allows one to construct time-adaptive
estimators of MI, PMI, TE and PTE, which are the most common information-theoretic measures
for dynamical coupling analyses. Using simulations and real physical measurements from electronic
circuits, we showed that these new estimators can accurately describe multivariate coupling dynamics.
However, strict causal interpretations of the transfer entropy analyses are discouraged [10].
It is also important to mention that intrinsic to our approach is the assumption that the evolution
of the interdependencies to be detected are to some degree “locked” to the trial onset. In the setting
of electrophysiology and the analysis of event-related potentials, the dispersion of the dynamics with
respect to their onset is clearly an acute issue. Indeed, the key distinction between evoked and induced
responses rests upon time-locking to a stimulus onset. In principle, one could apply the ensemble average
entropic measures to induced responses as measured in terms of the power of the signals, even when they
are not phase-locked to a stimulus. In general, the degree of locking determines the maximum temporal
resolution achievable by the method (which is controlled via σ). Nevertheless, it is possible to use some
alignment techniques [30] to reduce the possible jitter across trials and, thus, increase the resolution.
The methods presented here are general, but we anticipate that a potential application might be the
analysis of the mechanisms underlying the generation of event-related brain responses and the seasonal
variations of geophysical, ecological or economic variables. Efficient implementations of the ensemble
estimators for several information-theoretic methods can be found in [31,32].
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