The finite time performance of quantum heat engines has been examined with emphasis on the classical, high temperature, limit. Two basic engine models were studied, differing by their consistency of working fluid: the harmonic engine, consisting of noninteracting harmonic oscillators, and the spin-j engine, consisting of noninteracting spin-j subsystems. The two models represent two distinct types of engines, with bounded vs unbounded Hamiltonians, and with creation and annihilation operators of the Fermionic vs the Bosonic type. The analysis is based on the time derivatives of the first and second laws of thermodynamics. Explicit relations linking quantum observables to thermodynamic quantities are utilized. The dynamics of the engines was modeled by the semigroup approach. The engines were optimized with respect to various target functions: power, entropy production, and efficiency, while subject to finite cycle duration. The main strategy of optimization was based on the Euler-Lagrange equation, and is similar to that previously applied by Salamon and Nitzan for the investigation of Newtonian engines [J. Chem. Phys. 74, 3546 ( 1981)]. The optimal cycles obtained at the classical limit are not of the Curzon-Ahlborn type, i.e., the internal temperature along the thermal branches is not constant. This result is in conflict with Newtonian thermodynamics, where the optimal cycles are of the Curzon-Ahlborn type. Nonetheless, some of the main features of Newtonian thermodynamics, such as the Curzon-Ahlborn efficiency at maximum power, are reproduced at the classical limit. This makes it possible to establish a "thermodynamic correspondence principle." This principle asserts that the phenomenological Newtonian thermodynamic approach provides an asymptote of a theory based upon the more fundamental semigroup quantum approach. It is argued that the asymptotic nature of Newtonian thermodynamics is twofold since its validity is restricted by two demands: that of high temperatures and that of proximity to equilibrium.
I. INTRODUCTION
The adiabatic or the quasistatic constraint is a cornerstone in the elucidation of standard thermodynamic processes. ' This quasistatic constraint is the reason why time, although implied by the name thermodynamics, is absent from the standard derivations. The roots of thermodynamics can be traced to the study of the performance of heat engines by Carnot.2 The maximum efficiency of the conversion of heat to work, qc= 1 -TJTh, found by Cat-not, has been found to be generally universal, greatly exceeding the original assumptions.
Recently, an attempt to remove the quasistatic constraint has resulted in the emergence of a new field: "jnite time thermodynamics," where the time duration of the process enters explicitly into the formulation3 The goal of this discipline is to seek universal limits resulting from the finite time mode of operating thermodynamical processes. Finite time processes, besides their practical importance as more realistic models than those provided by reversible thermodynamics, create a deeper understanding of how irreversibility affects the performance of thermodynamical processes. The best studied model is that of the endoreversible heat engine."13 Curzon and Ahlbom4 found the efficiency of such an engine at maximum power to be TcA=l-dm.
Th e same result has been reproduced in numerous other studies.5-'4 The question then arises in what sense this result is universal despite the fact that the original derivation was obtained for a specific model.
In order to include time in the thermodynamic analysis, dynamical laws governing the system evolution must be assumed. Most of the studies have been based upon phenomenological heat transfer laws, in particular Newton's law of cooling Q=K( T-T')"13 (where Q refers to a heat current, T to the absolute temperature, and K to the heat conductivity; primed and unprimed quantities are related to the working fluid and the heat bath, respectively). The study of many models governed by the Newtonian law has provided a large body of results, often referred to as "Newtonian thermodynamics. "' Some attention has also been given to other heat transfer laws, mainly the linear law of irreversible thermodynamics, Q= L ( l/T' -l/T), and the Stefan-Boltzmann thermal radiation law, Q=cY( p--T'4) . 15 Th ese laws can be derived as the response of the system close to equilibrium.'6 The Newtonian heat conduction law is also limited to high temperatures. In almost all such studies only the effect of temperature is analyzed while other state variables are ignored or hidden inside the phenomenological constants (K, L, and CY).
Due to the importance of the time constraint in the theory it would seem appropriate to base the studies of finite time thermodynamics on more fundamental dynamical laws. The quantum theory of open systems provides a much more fundamental dynamical approach.17-21 The approach has been applied to irreversible phenomena in quantum systems. '7*18*22-27 Furthermore, all the results of traditional irreversible thermodynamics and linear response theory are obtained when equilibrium is approached. 23 The present sta te of finite-time thermodynamics is somewhat similar to that of irreversible thermodynamics, namely, it is a theory based on phenomenological macroscopic laws which can be applied near thermal equilibrium, and at high temperature (i.e., at the classical limit). It is the edge of an iceberg about which we know very little. The quantum theory of open systems is a tool which can be used to uncover other parts of this iceberg and thereby critically examine how good an approximation is provided by the results of the existing theory.
temperature limit and involves a dependence on the magnitude of the external magnetic field as well as on the temperatures T and T'. In previous papers the dynamical semigroup approach of the quantum theory of open systems has been introduced into finite-time thermodynamics.28P29 One advantage of the approach is that it can describe processes taking place far from equilibrium. A point has to be made that the semigroup approach is not a completely universal theory since Markovity is assumed in its derivation. '8-21 Another advantage of the semigroup approach is that it links quantum observables with thermodynamical quantities and thus allows an exploration of limitations imposed by quantum mechanics per se upon the finite-time performance of engines.
The present study is a direct continuation to the study in Ref. 29 , where the performance of a quantum engine, following a cycle of the Camot type, was studied. The quantum aspect was present in the working fluid which was constructed from many noninteracting spin-f subsystems. The evolution of these subsystems was described by the quantum semigroup dynamical law. The power produced by the engine was maximized in the CurzonAhlbom operation scheme. This model will be referred to as "the spin-f engine." It was found that despite the different assumptions concerning the dynamics, the characteristic results of Newtonian thermodynamics were obtained in the high temperature limit (i.e., "the classical limit"). Namely, the efficiency at maximum power is the Curzon and Ahlbom result obtained for the endoreversible engine, From the analysis of this model, it seems that some of the results obtained by Curzon and Ahlbom are more general than the original derivation suggests. To verify this observation this work studies the performance of quantum engines other than the spin-i engine when subject to operation modes different from that of Curzon-Ahlborn. For example, a quantum engine was constructed from a working fluid consisting out of noninteracting harmonic oscillators (Sec. II). It has been termed "the harmonic engine." Section III presents the results of the maximum power analysis for the harmonic engine operated in the CurzonAhlbom scheme. It is found that the maximum power performance of the harmonic engine is very similar to that of the spin-i engine at both the high and low temperature limits. In order to generalize the model, the CurzonAhlbom mode of operation, which maximizes power for cycles of a certain type, is replaced by a more general optimization scheme originally presented by Salamon and Nitzan for the investigation of Newtonian engines' (Sec. IV). The optimization is carried out by means of the Euler-Lagrange equation for three target functions: power, entropy production, and efficiency, and is applied to both harmonic and spin-i engines. It is shown that although the optimal cycle is not of the Curzon-Ahlbom type, the efficiency, time ratio, and ratio of the actual work to the reversible work, at maximum power, are still given by Eqs.
( 1.1 ), ( 1.2), and ( 1.3), respectively. The analysis of Sec. IV is generalized to spin-j engines u=&l,lf,...) in Sec. V. It is shown that the main results of Sec. IV are not affected by the generalization. The results are compared to the corresponding results of Newtonian thermodynamics and are discussed in Sec. VI.
II. THE HARMONIC ENGINE
?1 max=l-!!mi (1.1) the time allocation to the hot and cold branches at maximum power becomes (T&-h)max= &%i (1.2) and the ratio of work performed to the reversible work at maximum power becomes
The harmonic engine is similar in construction to the spin-i engine. 29 The difference is in the working fluid which consists of many noninteracting harmonic oscillators. This is a major difference since these two cases represent two distinct system types which differ in the following respects:25 ( W/W,,),,,= l/2.
(1. 3) These results were obtained without further explicit assumptions concerning proximity to equilibrium. Furthermore, the semigroup law of heat conduction is different from any of the phenomenological laws even at the high (a) The Hamiltonian of the harmonic oscillator is not bound while that of the spin-i is.
(b) The creation and annihilation operators of the harmonic oscillator are of the Bosonic type while those of the spin-i are of the Fermionic type.
The cycle of operation is of the Carnot type, i.e., made of two "thermal branches" connected by two adiabats. The oscillators are coupled to a thermal bath of constant temperature along each of the thermal branches. The bath temperature is given by /3, for the cold branch or Ph( <fl,) for the hot branch (fl= l/T where T is the absolute temperature in energy units).
The Hamiltonian of the harmonic oscillator is described in the following form:
H=oN=wa+a, (2.1) where o>O is the oscillator's frequency, N the number operator and at, a the Bosonic creation and annihilation operators (N=a+a; [a,aq=1) .25 Comparing Eq. (2.1) to the Hamiltonian of the spin-f used in Ref. 29, H=oSz,  where o is proportional to the external magnetic field, reveals that the oscillator's frequency plays the role of the external magnetic field and that the oscillator number operator N plays the role of the spin polarization operator Sz Both oscillator's frequency and magnetic field are denoted by the same letter--o. The distinction between them should be evident from the context. Note, however, that the oscillator's frequency must be positive while the magnetic field can become negative (not bounded vs bounded Hamiltonians).
The spin-4 fluid is carried along the cycle by changing the magnitude of the magnetic field over time.29 By analogy, the oscillator frequency varies in time carrying the harmonic engine along the cycle.
The engine's operation is followed through the changes in the observables of the working fluid. Using the Heisenberg picture for the rate of change of the operator X one obtains, For a two level system, the temperature is always well defmed since it is a parameter uniquely determined by the ratio of the populations at the two energy levels. In this sense endoreversibility does not present a further assumption. The Hamiltonian of the harmonic oscillator, however, is not bounded. The population ratios for different pairs of energy levels may lead to different temperatures. Yet, following the state of the oscillator via the expectation value n implies that the instantaneous maximum entropy distribution subject to the instantaneous value of n and o is of the Boltzmann type. This provides a useful interpretation of endoreversibility6*7 along with a well defined internal temperature, p' through the relation: The population n is constant along the adiabatic (dQ =0) branches irrespective of the rate of change of w. The time spent along the adiabatic branches may therefore be taken as zero. The entropy, which for a Boltzmann distribution is a function of n only, also remains constant. Since n > 0, work is performed on the fluid as w increases (opposite to the spin-f engine where S < 0). The increase in o also corresponds to an increase in the temperature T'. The population n increases as the frequency w decreases along the hot thermal branch so that heat is absorbed and work is performed by the fluid. The opposite is true for the cold branch. The heat and work flows run in counter directions along the thermal branches, opposite to the spin-f engine.
The reversible cycle of the Camot type is plotted in the (w,n) plane in Fig. 1 . The reversible isotherms are given by Eq. (2.5) with the temperatures fl' =flh for the hot branch, and /3' =/3, for the cold branch (where obviously Bh < 0,). The two adiabats connecting the two isotherms are given by n=nl, n=n2, (2.6) with n,>n,>O.
Ill. A CURZON-AHLBORN ANALYSIS OF THE HARMONIC ENGINE

A. The dynamical law
To analyze the performance of the harmonic engine operated in finite time the equation of motion that 'determines the non-Hamiltonian evolution of n along the thermal branches has to be solved. This is where the semigroup approach enters the analysis. The main result of this approach is that once Markovity is imposed on the evolution, 0 J. Chem. Phys., Vol. 97, No. 6, 15 September 1992 the generator of the evolution (for the operator X in the Heisenberg picture) assumes the following general form:
The operators H, X, and V, are defined in the Hilbert space of the system. Although the semigroup law is not universal, it provides a very good description of the dynamics for a wide range of physical systems. '7"8*22-27 In this case the operator X represents an observable of the harmonic oscillator thermally coupled with a constant temperature heat bath. The operators V, are chosen as the Bosonic creation and annihilation operators a and at (implying that transitions will take place only between adjacent energy levels) ,25 and H=oa+a [Eq. (2.1)]. Equation (3.1) thus obtains the following form:
+y-(a+ [X,al+ [a+,Xla) . n=(~D(N))=-2(y_-y+)n+2y+. (3.3) If o is constant, y-and y+ are also constant and the solution of Eq. (3.3) is given by n(t) =n,+ (n(0) -nq)e-2(y--y+)r, (3.4) where neq = y+/( y--y+ ) is the asymptotic stationary value of n. This must correspond to the value at thermal equilibrium: neq= l/(p-1). Comparison of the two yields the detailed balance relation:
The knowledge of the specific values of y-and y+ requires a second relation that must be based upon a more detailed analysis of the bath and its coupling mechanism with the oscillator. It is assumed that Eq. (3.5) remains valid even when w is time-dependent. As a result, y-and y+ also become time-dependent. We now utilize the same simplified parametrization of the bath proposed in Ref. 29, namely, y+ =ae@, y-=ae(l+d8@, (3.6) where q and a are constant parameters to be obtained from a more detailed model of the bath. Since y+, y-> 0, a > 0 must hold. since for PO+ 00, y+ -0 and y--+ CO so that y-/y+ =e@', 0 > q > -1 must hold. The significance of this parametrization will be discussed in Sec. VI. Substituting Eq. (3.6) into Eq. From Eq. (3.7) the total time duration 7 for the harmonic engine to pass from 0; to wf along a given thermal path n(w) is obtained:
The cycle of the Curzon-Ahlborn type4P9129 is plotted in the (w,n) plane in Fig. 2 . The temperature of the working fluid (8') is assumed constant along each of the thermal branches. Equation (2.5) gives the relation between the population and the frequency where p' is equal to fl; or fif(fli <pi) for the hot and cold branches, respectively. Substituting a thermal path of the form of Eq. (2.5) into Eq. (3.8) the time spent along a thermal path is obtained:
where a=fl/p', x=p'w and ni, nf are the initial and final populations, respectively. The integrand in Eq. (3.9) is very similar to the corresponding integrand obtained for the spin-4 engine.29 The only difference lies in the second brackets at the denominator: for the spin-f engine it was ( 1 +e-"> rather than ( 1 -eeX). This difference originates from the Bosonic nature of the harmonic oscillator compared to the Fermionic nature of the spin-f. As x become very large (at the so called "low temperature limit") the difference vanishes and the two engines exhibit the same performance. Thus, the results of the numerical analysis performed in Ref. 29 for the spin-f engine applies, at this limit, to the harmonic engine. This result is expected to be general since the behavior of all nondegenerate systems can be interpreted in terms of a two level model at low temperatures.
The work per cycle of the Curzon-Ahlborn type is the same as that of the reversible Camot cycle operated between #, and Pf:
We close this section with an examination of how good an approximation is provided by the classical results. This is done via the analogy to the spin-f engine where the classical results constitute a good approximation for a large polarization range.29 The limits of the time integral, namely, ln( (n + 1)/n) [Eq. (3.9)], approaches infinity as n approaches zero like ln( l/n). The corresponding limit for the spin-f engine is -ln[( 1 +zS)/( 1 -Z)].29 Letting n =l+zS (so that n-0 as S--f) it too approaches infinity, as n approaches zero, like ln( l/n). Thus, the asymptotic classical solution constitutes a good approximation for a large population range and breaks down only at very low temperatures.29 -Wt,,t= (l/D;--l/~;Mdwd, (3.10) where Aa(ni,n2) > 0 is the total entropy input along the hot branch ( W ~0 corresponds to work performed by the working fluid). The power function is obtained from Eqs. (3.9) and (3.10):
The power is maximized with respect to the values of the internal temperatures #Ii and /3h. Since the time integral in Eq. (3.11) could not be evaluated, a closed form expression has not been obtained in the general case. Examination of Eq. (3.11) reveals that this power function is different from the corresponding expression obtained for the spin-i engine. 29 This difference vanishes at the low temperature limit. We now turn to the performance of the harmonic engine at the opposite limit, of high temperatures (the so called "classical limit").
C. The performance in the classical limit An asymptotic high temperature expression for the power is obtained by a procedure similar to that employed in Ref. 29, with the exception that the time integral is expanded to second order in /3w and /3'w since the contribution of first order terms vanishes. This leads to
The temperature term in this expression turns out to be identical to the corresponding temperature term obtained for the spin-i engine.29 The performance of the two engines therefore coincides in the high temperature limit as well as in the low temperature limit. Thus, the maximum power performance of the harmonic engine is characterized by the following quantities, in analogy with the spin-f engine:29
IV. THE OPTIMAL CYCLE OF THE SPIN4 ENGINE AND THE HARMONIC ENGINE AT THE CLASSICAL LIMIT
A. Statement of the problem
The problem is described in terms of the harmonic engine. The two constant reservoir temperatures flh and fl, (flhh<fi& and the upper and lower values of the populations n, and n2( n2 > n, ) are imposed as constraints. For a given set of values of these four parameters a reversible cycle that maximizes efficiency is uniquely defined. This is the well known Camot cycle (Fig. 1 ). An additional constraint is now imposed-a fixed finite total cycle duration r. The cycle that optimizes various target functions is sought, subject to the given values of the above five constraints: nl, ?z2, @h, &, and r. The optimizations pursued here are power maximization, entropy production minimization (equivalent to loss of availability minimization), and efficiency maximization (equivalent to effectiveness maximization) .9
Stating the problem in terms of the spin-f engine amounts to the replacement of the populations n2 and ni by the polarizations S2 and Si.
B. General strategy and results (3.13c) (3.13d) The general strategy is similar to that employed by Salamon and Nitzan in Ref. 9 for the investigation of Newtonian engines. The main idea is to divide the optimization into two steps. In the first step the heat exchange along a single thermal branch is maximized subject to a fixed duration ("one branch optimization"). In the second step, the optimal time allocation and total cycle duration, corresponding to various target functions (all monotonic functions in the heat exchanges), are found ("total cycle optimization"). The strategy is described in detail below in terms of the harmonic engine (the transformation to the spin-$ engine is done by replacing n with S). The analysis is restricted to the high temperature limit. The results obtained by employing this strategy for the harmonic and spin-f engines are summarized in Tables I-IV. The reader is referred to them as the paper proceeds. 
The general equation of motion
The equation of motion at the classical limit
The Euler-Lagrange equation
The optimal path
The optimal a)(~)
The optimal thermal branches
The reversible isotherms at the classical lhnit
The optimal heat exchange The striking result is that the optimal thermal branches are not of the same form as the reversible isotherms with p replaced by /3', even at the high temperature limit. This result is in conflict with the corresponding result of Newtonian thermodynamics where the optimal cycle is of the Curzon-Ahlbom type.' This difference results from the fact that the rate of heat flow in our models depends on w as well as on /3 and 0 [cf. Eqs. (2.4b), (2.5), (4.2), and Ref. 291. The internal temperature along an optimal thermal branch will be constant as long as the rate of heat flow depends on p and p' solely (since the relevant Euler-Lagrange equation then turns into an algebraic relation for p'). Once an explicit dependence upon another state variable (w) is introduced, a nonconstant internal temperature is obtained along the optimal thermal branch. (III) Next the optimal value of the heat exchange, Q, is evaluated, for the optimal population ni( t) [polarization Si( t) ]. This results in the expressions for Q,(r,) and Qh(rh) given by Eqs. (4.9). Two new functions are introduced, S and ha, which are defined in Eqs. (4.10). ha > 0 is the total entropy exchange along one thermal branch. 6/aTi is the total entropy production along the ith thermal branch. The variable S measures the "distance" between the adiabats. It shows that the deviation from the reversible path increases with this "interadiabatic distance" 6, for a given duration r+ S also turns out to be equal to the square of the thermodynamic length in the entropy representation (cf. Sec. VI). We shall treat nl and n2 (S, and S,) as constants and concentrate on r/, and rc as adjustable variables. The picture in the (rh,rc) plane turns out to be similar to that obtained in Newtonian thermodynamics. (IV) With the explicit expressions for Qi(7i) at hand, the important boundaries can be evaluated. These boundaries can be viewed as curves in the (rh,r,) plane (subject to fixed S and ha).
( 1) The most important boundary is that of positive work production: -W=Q,+Qh> 0. It is given by Eq. spin-i engines, respectively). It is a hyperbola in the (r,,,r,) plane, similar to Newtonian thermodynamics. ' (2) The frequency o may become negative along the hot branch [Eqs. (4.6a) and (4.7a)]. w < 0 is physically realizable for a spin system and amounts to a change in the field's direction. This is not true for the harmonic oscillator where the frequency must be positive. The boundary o > 0 is given by Eqs. (4.12) and it is plotted in Figs. 3 and 4 . It COI'tStitUkS a line parallel to the rh axis. Equations (4.13) give the necessary condition for an intersection of the w > 0 and the -I+'> 0 boundaries. In the case of the harmonic oscillator the o > 0 boundary replaces the -W> 0 boundary whenever the latter lies lower than the former in the (~~~7,) plane (cf. Fig. 3 ).
Few remarks concerning the possible extension of the 
The optimal time allocation
The minima1 entropy production as a function of s The power at minimum entropy production The efficiency at minimum entropy production hot branch to negative values of w (in the case of the spin-: engine) are in place:
(a) Q.=oS changes sign when the field's direction changes (S is always positive along the hot branch). The working fluid therefore releases rather than absorbs heat along the negative w zone of the hot branch. This is a "price" we pay in order to reach the upper polarization within the allowed duration rti (b) fib may become larger than 0, for small rh. It may even become negative when the hot branch extends to neg- The fact that the optimal thermal branches are not of the Curzon-Ahlborn type, so that the internal temperature is not constant along them, suggests that cycles consisting of crossing thermal branches may still produce positive work and therefore be optimal for a certain setup. Such cycles indeed occur. An example of such an optimal cycle, corresponding to the spin-f engine, is presented in Fig. 5 .
The maximum efficiency as 8 function of 7
The entropy production at maximum efficiency The power at maximum efficiency gles touch is at the middle of the (S1,S,) interval [i.e., S*= (S, +Sz)/2, cf. Fig. 51 , the two triangles become identical and W=O. This is none other than the -W> 0 boundary and the corresponding geometrical calculation indeed reproduces Eq. (4.11). The power production of cycles containing crossing thermal branches may be improved by replacing S, with S* (the value of S where the crossing takes place, cf. Fig. 5 ). This corresponds to the relaxation of one constraint-namely, the adiabat equation S=Sz. The upper value of S thus becomes a control bounded by S, < S < SZ. Similar arguments should apply to the other target functions, although the geometrical interpretation may be less transparent. (Tables II-IV) (I) The three target functions considered here are power (P), total entropy production (8) and efficiency (7). All three constitute monotonic functions of Qh and Q,:9 Substituting Eqs. (4.9) into these equations and optimizing with respect to rc and rh subject to the constraint r=rc +rh, the optimal time allocations corresponding to each of the three target functions is obtained. The results of such an optimization along with expressions for P, Z, and 77 at the different optimal time allocations are presented in Tables II-IV. The information in Tables I-IV is .13)]. We first note that F$>eL. This is because the optimal cycle has less constraints than the Curzon-Ahlborn cycle. It produces the same amount of work per cycle [cf. Rqs. (4.22) and (3.13e)] but does it faster. However, the efficiency at maximum power is still given by the famous expression found by Curzon-Ahlborn CEqs. (3.13~) and (4.21)] and the value of the work ratio W/W,,, equals f at maximum power for both cases [Eqs. (3.13e ) and (4.22)]. It has already been shown that the time ratio at maximum power is the same as that obtained in the Curzon-Ahlborn analysis [cf. Eqs. (4.14) and (3.13d)l. These expressions seem to be general for the maximum power performance at the classical limit as a whole, rather than limited to the original Newtonian description of Curzon and Ahlborn.
Total cycle optimization
The cycle of duration fl [Eq. (4.18)] which is allocated according to Eq. (4.14) is shown in Fig. 6 for the case of the harmonic engine. The cycle is plotted in the (T,n) plane, where T=/3-'. It is compared with the cycle that maximizes power in the Curzon-Ahlborn operation scheme [Eqs. (3.14a) and (3.14b) ]. The optimal cold and hot thermal branches cross the corresponding CurzonAhlborn branches at the same value of n or S, for a given total cycle duration (cf. Fig. 6 for example) . In the case of the harmonic engine, the value of n at the crossing point is given by [S/(Aa)*l(~/7*)*, while in the case of the spin-: engine, the value of S at the crossing point is given by f(S,+S*) (T/7*).
C. Comparison of the optimizations
The section is closed with a list of inequalities obtained from a comparison of the three optimization results:
(7-Jq')P< (Ghh)q< (~JqJ2= 1, .14)]. The cycle u-+b-+c+d-.a maximizes power in the CurzonAhlbom operation scheme. T&, and TA,cA are given by Eqs. ( 3.13a) and (3.13b) . Also shown is the reversible cycle with isotherms at the temperatures T, and T,,. The plot was generated for nt=25, nz=225, T,=l, T,=4, and (I= 1. Taking the expectation value of Eq. (5.2) the equation of motion for S is obtained: 3) where M=(Si) and (S*)=j(j+l). The expression obtained for the entropy production along the ith thermal branch, S/aT, resembles the expression obtained by Salamon and Berry for the lower bound on entropy production in terms of the thermodynamical length.33 The latter is given by Zi)EL*/7, with L the thermodynamical length of the ith path in the entropy representation, 7i the duration of the ith path, and E a mean relaxation time. We shall now prove the consistency between these two expressions, for the case of the spin-i engine. It is most natural to evaluate the thermodynamic length in terms of statistical mechanisms in this case.34 The (5.9) square of this length, L*, then turns out to be equal to 6 at the classical limit. E is most naturally related to a-' which actually defines the time scale of the thermal relaxation. Thus, we arrive at the conclusion that the two expressions are consistent.
where j and 4 denote the spin number. The time allocation lines for the three target functions and the boundaries in the (TV T,,) plane remain the same as those given in Tables  II-IV for the spin-f engine. The dserence caused by different values of j is explicit in the expressions of P and Z, since they are linear in Q, and Qh. This difference only amounts to a multiplying factor, which can be interpreted as the increase in heat capacity. The Curzon-Ahlborn efficiency and the equality ( w*/ Wrev)p= i still holds at maximum power since they depend on the quotient of two expressions, each linear in Q, and Q,,.
VI. DISCUSSION
A. Comparison with Newtonian thermodynamics
Most of the present work has been dedicated to the exploration of the performance of quantum engines at the classical limit. This limit is important since it constitutes a bridge between Newtonian and quantum engines. Furthermore, the classical approximation turns out to be satisfactory for a relatively large temperature range for both the harmonic and spin engines. Some of the results of Sec. IV are compared with the corresponding results of Newtonian thermodynamics' in Table V . Although the optimal cycle is not of the Curzon-Ahlborn type, the Newtonian optimal heat exchange assumes a form similar to that of the classical limit optimal heat exchange, in the limit of ri>Aa/~ [Eqs (6.1)]. Thus, for the quantum engine to approach the Newtonian description, two limits must be approached: that of high temperatures and that of a long cycle duration. Once the Newtonian expression for the optimal heat exchange is substituted with its asymptotic long time approximation, all the results of Sec. IV are reproduced by replac-E. Geva and R. Kosloffz Quantum thermodynamics in finite time 4409
ing the heat conductivity K with the quantum expression a( ho)*/& Substituting a( ha)*/6 for K, the above limit, ri)Aa/K, is transformed into (6/aTi)(Au. This attributes an explicit meaning to the condition for working close to the reversible limit, namely, that the entropy production should be much smaller than the entropy exchange. The correspondence between K and a( Au)*/6 is also consistent with the expression derived by Salamon et al. for the minimal entropy production of Newtonian engines for a single thermal branch, &= (AcT)*/KT~~* Substituting a( Au)*/6 for K the classical limit expression for the minimal entropy production, 6/ar, is reproduced.
The explicit quantum mechanical nature of the engine is manifested by the dual character of w. On the one hand +i~ defines the energy level structure of the engine, but on the other hand o is a frequency so that w-l defines an intrinsic time scale. Our description implicitly assumes an instantaneous response of the bath to changes in the frequency w of the system. Solvable models of reservoirs show this to be valid for +a -'. For example, an excited two level system weakly coupled to a thermal radiation field in the vacuum state will first relax by exciting all the field modes. It takes a while before a resonance between the system and the bath is established, which is a manifestation of the time-energy uncertainty principle.25 Our model assumes that the time duration is long enough so that resonance conditions are established instantaneously. This means that the time duration at each branch has to be much larger than this intrinsic time scale: 7i,W-l.
In order for the Newtonian model and the classical limit of the quantum model to coincide, another inequality has to be obeyed, namely, 7i, (S/aAa). It should be noted that the Newtonian model should also comply with the inequality 7i>O-' since it also assumes an instantaneous "recognition" of the state of the engine by the reservoir. An interesting question is which of the two inequalities is stronger. ~/AU depend upon nl and n2 (S, and S,) . For the spin-f engine, S/ha increases from 0 to l/2 as S,/S, decreases from 1 to 0. This is reasonable since it takes more time to pass a bigger polarization difference and still be near equilibrium. If S,/S, is not very close to 1, a/ho is of the order of 1 and the Newtonian approximation is valid For the harmonic engine ~/AU increases 6.11 $ x is the heat couductivity. The same value for both thermal branches is assumed. from 0 to 00 as n/n, increases. Here too, unless n/n, is very close to 1, S/ho is at least of the order of 1 and the sufficient condition for the Newtonian approximation to be valid reduces to the same inequality, namely, ri)u-t.
The model presented in this paper remains valid for one branch durations consistent with w -' (ri(a-', whereas the Newtonian model fails for durations short relative to a-'. The frequency w must be very fast compared to the rate of heat flow for this difference to be significant. Taking a reservoir consisting of a thermal radiation field as an example, we obtain a==~~, with a0 as a measure of the strength of the coupling with the reservoir.25 If a-l is much larger than a- ', ao40-2. the following inequality must hold: This condition may be interpreted as a weak coupling limit, and it is well known that semigroup dynamics can be explicitly derived at this limit.'* B. The significance of the parametrization of the bath in terms of 9 and a We next consider the significance of the simplified parametrization of the bath type in terms of the parameters a and q [cf. Eqs. (3.6) ]. Indeed, other parametrization schemes can be suggested, such as y+=p(w)/(@"-I), y-=pk4@"/@"-l), w h ere the prefactor p(o) is proportional to some power of w originating from the density of states of the reservoir. An expression of this type has been derived in the weak coupling limit when the reservoir consists of a thermal radiation field, with p(o) cc o3 (Ref. 25) . As pw increases, the exponential term in this expression approaches the exponential term in Eq. (3.6), with q+ -1. Furthermore, the power dependence of the prefactor term on o is much weaker than the dependence in the exponential term. Therefore approximating the prefactor by a constant (a) is appropriate. However, one must not forget that the alternative parametrization suggested above is true for a specific bath type (i.e., a thermal radiation field or a thermal elastic phonons field). The parametrization in terms of q and a is more versatile and less obligated to a specific reservoir type. An analogy may be drawn in this respect to the use of Ahrenius law for the parametrization of the rate coefficient in chemical kinetics.
The results obtained in the classical limit do not depend on q. The parameter q is reduced at the level of the one branch optimization, so that the results do not change even if the two reservoirs correspond to different values of q. However, the pre-exponential term a does not vanish at the high temperature limit. The parameter a actually defines the intrinsic time scale of heat exchange between the engine and the reservoir. Throughout the present study the same value of a was assumed for both branches. This has been found to be justified for reservoirs whose dynamics has been explicitly solved, such as the harmonic and Heisenberg reservoirs. 1*v25 However, if a assumes different values for different branches the optimization results are corrected. The important parameter turns out to be the square root of the ratio of the pre-exponentials, x = m= (ai is the value of the pre-exponential term along the ith branch). x simply adjusts the results to the different time scales involved. For example the maximization of power then yields (;),=xjlg* (6.13) E. Geva and R. Kosloffz Quantum thermodynamics in finite time 4411 (6.12) C. Summary
To summarize, three approaches for analyzing finitetime thermodynamic processes were compared:
( 1) The maximization of power for quantum engines operated along cycles of the Curzon-Ahlborn type (Sec. III and Ref. 29) .
(2) The Newtonian thermodynamic approach. ' (3) The optimization of various target functions for quantum engines by means of Euler-Lagrange equations (Sets. IV and V). The three approaches are interlinked: The third is the quantum semigroup analog of the second, and the second contains the Newtonian analog of the first. The main conclusions are (a) The performance of the harmonic engine coincides with that of the spin-i engine at the low temperatures limit. This conclusion was explicitly reached in the first approach (Sec. III), but is expected to be general since any nondegenerate multilevel system reduces to a two level system at very low temperatures. This observation presents the basic motivation for studying spin-f quantum engines of different generic types in the future.
(b) The three approaches share some common features at the high temperature, "classical," limit. The first approach limits an overall comparison to the results obtained from power maximization with unconstrained total cycle duration. The most prominent common feature is the Curzon-Ahlborn efficiency at maximum power [Eqs. (3.13~) and (6.7)]. Other common features are the temperature terms in the expressions for the maximum power [Eqs. (3.13f) and (6.6)] and optimal duration [Eqs. (6.5)]. The appearance of these features in all three approaches suggest that they are more fundamental than previously realized. It therefore seems likely that features such as the Curzon-Ahlborn efficiency can be associated with maximum power performance at the classical limit per se.
(c) The first and third approaches share further common features, although the optimal cycle is not of the Curzon-Ahlborn type. These common features are the time allocation at maximum power which is given by the square root of the reservoir temperatures [Eqs. (3.13d) and (4.14)], and the ratio of work to reversible work at maximum power which is given by l/2 [Eqs. (3.13e ) and (4.22)]. In fact, it has been shown in Ref. 29 that the time allocation in Eq. (4.14) may even be reproduced for Newtonian engines if some assumptions concerning the semigroup analog of the coefficient of heat conductivity are made. This time allocation was derived in the third ap-preach prior to the optimization with respect to the total cycle duration, and it therefore seems even more fundamental than the Curzon-Ahlborn efficiency.
(d) The third approach is the quantum semigroup analog of the second, Newtonian, approach. The main difference between the two lies in the optimal cycle itself. The latter is not of the Curzon-Ahlbom type according to the third approach, even when the classical limit is approached. Furthermore, different optimal paths are found for each working fluid [cf. Eqs. (4.7) ]. The optimal path seems to be most sensitive to the replacement of the dynamical law and the constituents of the working fluid. It therefore seems unlikely that universal features will be found in the path itself. Yet, the different paths that maximize power generate the same Curzon-Ahlbom efficiency [Eqs. (6.7)], and very similar expressions for the optimal cycle duration [Eqs. (6.5)] and maximum power [Eqs, (6.6) ]. The same holds for the different paths that minimize entropy production, which generates similar expressions for the minimal entropy production [Eqs. (6.9) ]. The match between the two approaches is improved once we approach a second limit, namely, that of long cycle durations. This results from the fact that the validity of Newtonian conduction is conditioned by both high temperatures and proximity to equilibrium.
The above observations establish a "thermodynamical correspondence principle." The latter indicates that Newtonian thermodynamics is self contained as both classical and near equilibrium limit within an analysis based on the semigroup approach. We can approach these limits one after the other and thus distinguish the results due solely to the classical limit from results conditioned by the additional limit of proximity to equilibrium. Following this strategy in the present study we have demonstrated that some of the results of Newtonian thermodynamics can be derived at the classical limit, using the more fundamental semigroup approach to model the dynamics. These results are not conditioned by proximity to equilibrium and seem to be of more fundamental and universal nature than previously realized.
