In this paper, we present a multi-step method for performing unsupervised segmentation of hyperspectral imagery using modified clustering algorithms which incorporate both the spatial and spectral information present within the scene. The algorithm does not require apriori knowledge of the number of targets, spectral signatures, or any training data. Instead, the method divides the image into spatially connected regions based solely on an intrinsic notion of spectral similarity. As such, the method is expected to generalize well to many real-world analysis scenarios. The overall runtime complexity of the method is O(n 3 ), but the method is amenable to GPU-based parallel computation and algorithmic optimizations which allow for considerable speedup in practice. Using a simplified, synthetic data generation model, we perform Monte Carlo simulations on various images to provide performance metrics in idealized scenarios. Finally, we provide anecdotal evidence of the viability of the method by segmenting several common hyperspectral images found in the literature and providing the graphical result.
I. INTRODUCTION
A popular area of research for hyperspectral imagery (HSI) analysis is segmentation. Hyperspectral segmentation (HSS) can be defined as the grouping together of individual pixels into regions which share similar spectral characteristics. These regions are often, but not always, spatially contiguous in the image. Successful HSS has multiple applications, including identification of macro-sized objects within a scene (e.g., forests, roads, crops, mineral veins, chemical plumes, etc.), or as a pre-processing step to improve parameter estimation for anomaly detection algorithms (e.g., Spectral Matched Filter, Reed Xiaoli anomaly detector, Adaptive Coherence Estimation detector, etc.). Therefore, many algorithms for HSS have been proposed in the literature [1] .
However, many of the published HSS algorithms have drawbacks that limit general applicability, such as the need for large amounts of human-labelled HSI for algorithmic training purposes, or apriori knowledge of type/number of unique regions present in the image. Additionally, many methods discard some or all of the spectral or spatial information contained within the scene, and may induce biases on cluster size and shape. The objective of this paper is to present a HSS method which is engineered to overcome the above issues and therefore is expected to have strong generality in many real-world scenarios. The remainder of the paper is organized as follows: we present our HSS method in Section II. In Section III, we describe the experimental approach taken to test our proposed method using synthetic data. We provide the results of our simulations in Section IV. In Section V, we provide several visual examples of our method applied to real HSI data to demonstrate real-world viability. Finally, conclusions and future research goals are presented in Section VI.
II. SEGMENTATION PIPELINE
Our method consists of a three-stage analysis pipeline which accepts a three-dimensional, hyperspectral data cube as the primary input, and returns a two-dimensional set of pixel labels as the primary output. To achieve best results, it is recommended the method be used after atmospheric compensation and optical correction have been applied. The analysis stages are summarized below, with a graphical representation provided in Fig. 1 .
1) Stage 1 -Superpixelation:
The input hypercube is divided into a large number of spatially compact, but spectrally-similar regions, often called "superpixels" in the literature. To implement this stage, we chose to use a modified version of the SLIC algorithm [2] . 2) Stage 2 -Hierarchical Agglomerative Clustering:
Neighboring superpixels from the previous stage are iteratively merged into a cluster hierarchy based on spectral similarity from which many possible segmentation maps can be derived. To implement this stage, we chose to use a modified version of Ward's Method which utilizes the Energy Distance (e-Dist) metric [3] . 3) Stage 3 -Community Detection: The various segmentation maps are analyzed to detect community structure based on the e-Dist values used in Stage 2.
To implement this, we chose to maximize modularity over all hierarchy levels by treating each segmentation map as a weighted graph [4] .
The process can be described as follows. First, the method creates a segmentation map which contains far more boundaries than would actually be present in a properly labelled ground truth map. Next, individual boundaries are removed, one at a time, based on how similar the adjoining regions are. Finally, the process is halted at the point where community structure in the resulting map is strongest. This method essentially "grows" regional clusters using all available spectral-spatial information in a shape-agnostic manner, minimizing the effect of any initial superpixel shape bias at larger resolutions. Furthermore, this method does not require any apriori information about the scene, nor any prelabelled training data or analyst-defined markers in order to run. Detailed descriptions of each stage are provided in the subsections below. 
A. Superpixelation with SLIC
The Simple Linear Clustering Algorithm (SLIC) was originally developed as way to generate superpixels whose boundaries are aligned well with the human perception of RGB color gradients in the image [2] . The success and popularity of SLIC can be attributed to two basic metrics: its O(n) memory and runtime complexity, and its generally high boundary recall over labelled images. In normal implementation, SLIC transforms an RGB color image into the L*a*b* color space, divides the image into N square regions, then iteratively clusters pixels into approximately N superpixels based on a weighted combination of the Euclidean distance between the 3-dimensional L*a*b* color vectors and the Euclidean distance between the 2-dimensional x-y coordinate positions [2] . This idea was extended by several authors to hyperspectral imagery of arbitrary color dimension and alternative distance metrics, such as the Spectral Angle Mapper (SAM) and Spectral Information Divergence (SID) [6] [7] . We recreated similar SLIC functionality in MATLAB which allows users to select from various spectral similarity metrics, along with other global parameters. Through our own experimentation, we found that using the SAM metric with a small-to-moderate compactness coefficient provided the best balance between a higher boundary recall and faster execution time.
One might be tempted to abandon the superpixelation stage altogether and simply treat each pixel as its own cluster of size one in Stage 2. While this may be possible for smaller images, the creation of superpixels at O(n) time and memory cost provides significant return on investment regarding time and memory complexity in the later stages. The agglomerative clustering loop of Stage 2 has a time and memory complexity of O(n 2 ), and the maximization routine of Stage 3 has a time complexity of O(n 3 ). Even a small superpixel ratio of 16:1 with SLIC produces up to a 256-fold reduction in memory and execution time for Stage 2, and up to a 4096-fold reduction in execution time for Stage 3. Larger compression ratios produce even larger savings. Therefore, the use of SLIC in the first stage helps to decouple the spatial resolution of the image (which may be artificially enhanced via preprocessing methods [8] ) from the time and memory complexity of the latter stages. This is an important benefit of the pipeline, since it reduces the performance penalty that comes with the otherwise desirable improvements to the spatial resolution of real-world spectrometers.
B. Hierarchical Agglomerative Clustering with e-Dist
Hierarchical agglomerative clustering (HAC) is the iterative process of grouping together the two most similar samples from a data set until the entire population has been merged into a single cluster. By tracking the order in which groupings occur, and the level of dissimilarity between samples that are grouped, the result of this process is a hierarchy of clusters that can reveal insights about the intrinsic structure of the data set. The choice of dissimilarity measure used to differentiate between clusters should be informed by the data source and the objectives of the analysis. As our objective is to divide HSI data into contiguous spatial regions of similar spectra, we chose to use the minimum e-Dist clustering method developed by Székely and Rizzo [3] . This method generalizes the famous Ward's Minimum Variance Method by constructing a similarity metric (e-Dist) in which zero distance between clusters implies equality in distribution between the clusters. The definition of e-Dist between two clusters, a and b, is
where a i and b i are the i-th members of the first and second cluster, respectively, n and m are the cluster sizes, and a − b 2 is the Euclidean distance between members a and b [3] .
To apply this method to our objective, we consider individual pixel spectra within clusters as discrete observations of a single multivariate normal random variable with unknown parameters. This assumption is supported intuitively, as many spectral matching methods and data collection models assume that the distribution of multiple spectral measurements of the same material can be well approximated by multivariate normal random variables [9] [10] . By repeatedly merging clusters with the smallest spectral e-Dist values, this HAC method preferentially combines regions which are most likely to be drawn from the same multivariate normal distribution, and therefore are more likely to be observations of the same material in the image. To enforce the contiguous property of our method, the HAC method is further modified to only allow the merger of regions which are spatially adjoined by at least one pixel.
Naïve implementation of HAC algorithms have a runtime complexity of O(n 3 ) and memory complexity of O(n 2 ), making them usually impractical to use on large data sets such as HSI. The e-Dist computation of Eq. 1 also appears intensive, given the three double-sums of pair-wise Euclidean distances. However, we employ several optimizations which significantly improve actual execution speed. First, we note that pair-wise Euclidean distances can be efficiently computed in parallel using modern GPU hardware [11] , and that two of the double-sum terms of Eq. 1 will be reused multiple times as the D ab computation is repeated for all possible pairs of clusters. As such, we can achieve significant speedup by using GPU hardware to compute and store a distance matrix of each double-sum term of Eq. 1; entries from this matrix can then be linearly combined on the CPU to produce the e-Dist matrix needed for the HAC loop. Second, the e-Dist clustering method can use the same recursive Lance-Williams formula as Ward's Method uses for updating between-cluster e-Dist values after merging [3] . This replaces the expensive computation of Eq. 1 with a simpler one requiring only 5 additions, 3 divisions, and 3 multiplications per calculation, making the HAC loop run much faster. Third, by enforcing spatial connectivity, we only need to maintain and search a smaller adjacency vector of neighboring clusters which grow as O(n), as opposed to needing to search the entire distance matrix for the global minimum which would grow as O(n 2 ). This reduces the runtime complexity of the HAC algorithm from O(n 3 ) to O(n 2 ). We note that further optimizations may be possible (e.g., since many entries in the e-Dist matrix are computed but never ultimately used), but we did not pursue any beyond those mentioned above since our experiments ran in an acceptable amount of time without further modification.
C. Community Detection with Modularity Maximization
The output of the second stage of our HSI analysis pipeline produces a hierarchy of pixel clusters based on e-Dist, but does not indicate the point at which the clustering process should be terminated to achieve an acceptable segmentation. There are many possible approaches to selecting this cutoff point, and different approaches may be appropriate for different HSI objectives. For the purposes of this paper, we chose to use a popular, albeit imperfect, method for detecting community structure from graph/network theory: modularity maximization. Modularity compares the number of connections found within a group of nodes to the expected number of connections that would be found in an equivalent, but randomly distributed, network. In a weighted network, this is expressed mathematically as
where e ii are the fraction of edge weights that both originate and terminate at nodes within the cluster i, a i is the fraction of edge weights that either originate or terminate at a node within the cluster i, and c is the number of distinct clusters in the network [4] [5] . The use of fractional edge weights ensures that modularity (Q) always takes a value between −1 and 1.
To apply modularity maximization to the problem of HSI segmentation, we treat the segmentation label maps produced at each discrete level in the clustering hierarchy (N − 1 maps given N initial superpixels) as bidirectional, weighted networks, and compute the modularity for each. The level at which modularity is globally maximized is determined to be the "best" segmentation, and is provided as the final output of the pipeline. To compute modularity on each label map, superpixels (from Stage 1) are treated as discrete nodes in the network, with the inverse of the e-Dist between adjacent superpixels serving as the edge weights between nodes. Therefore, in clusters where all component superpixels have low e-Dist between them (and therefore are more likely to be drawn from the same distribution), the average within-cluster edge weight will be larger than the average edge weight computed over the entire network, increasing modularity. At the point in the clustering hierarchy where disparate groups are merged together, some component superpixels will have a high e-Dist between other members, and the average withincluster edge weight will be smaller. Maximizing modularity is therefore a reasonable and intuitive method for determining the optimum segmentation, provided that individual segments within the image are not too small [12] .
The modularity maximization (ModMax) algorithm of Stage 3 has a runtime complexity of O(N 3 ) (N being the number of superpixels from Stage 1), given the need to search an N -element array (N 2 /2) times, and the need to sum an N 2 element matrix N times. However, since these operations are relatively quick on modern CPUs, we found that for small-to-medium-sized hyperspectral images (<50k pixels), the algorithm was dominated by more computationally-demanding operations in practice which did not grow as O(N 3 ). For these images, we measured an empirical runtime complexity approximated by O(N 2 log N ). Separately, we note that one expects the maximization to occur near the the top of the hierarchy because the number of actual regions should be much smaller than the number of superpixels created. By searching from the top of the hierarchy down, and cutting off the algorithm when a stable local maximum is found, the average runtime can be drastically reduced to function of the number of ground-truth regions vice superpixels.
III. EXPERIMENTAL APPROACH A. Synthetic Data Generation
In order to determine if an image has been properly segmented, ground-truth maps of already-segmented HSI are needed for comparison. While some publicly accessible images are available, they tend to vary in quality, resolution, and size, and the ground truth maps associated with them often include completely masked-off areas of the image and/or contain compound labels (e.g., "corn and weeds") which group together multiple distinct regions into a single segment. To overcome these limitations, we created a simple synthetic HSI generator program in MATLAB. Our synthetic HSI generator takes in a spectral library of choice, removes any spectra which are too similar to others based on a userdefined similarity threshold, and randomly segments a userdefined window into a user-defined number of regions which are relatively compact. Then, the generator randomly selects one unique spectrum for each region (without replacement), filling the regions with the selected spectrum along with a user-defined amount of additive white Gaussian noise to simulate the effects electronic noise and quantum uncertainty in capture. Users can optionally add a random offset to the mean of each noisy spectrum to simulate differences in viewing angle, specularity, and/or temperature. Finally, the generator simulates optical imperfection and atmospheric effects by applying a two dimensional low pass filter with user-defined parameters across the image in each spectral band, effectively smearing nearby pixel spectra into each other. The generator provides the noisy image, its groundtruth segmentation, and the chosen spectra as outputs. While such synthetic imagery is not necessarily realistic in terms of abundances of certain rare minerals, it does provide an easy and computationally fast means of generating a large amount of labelled HSI data from which basic algorithmic testing can be performed.
B. Figures of Merit for Segmentation
Requiring 100% per-pixel segmentation accuracy is an unrealistic measure of success, and often is unnecessary for the ultimate goals of HSI analysis. Instead, we chose to use an Intersection-over-Union (IoU) threshold of 0.5 applied on a per-segment basis to determine whether the the algorithm produces an "acceptable" segmentation of the underlying image. IoU is computed by taking the ratio between number of pixels that are both in the ground-truth and derived region of the same label (i.e., the intersection) and the number of pixels that are in either the ground-truth or derived region of the same label (i.e., the union). An IoU threshold of 0.5 is commonly used in the Computer Vision literature. By measuring the IoU score for each ground truth region, we determine the percentage of ground-truth regions which are adequately segmented, which we call the Found Regions Ratio (FRR). We also measure the minimum, maximum, and average IoU scores for each synthetic image as additional figures of merit. IoU scores of 1.000 indicate perfect accuracy and recall in the segmentation boundaries.
Since the pipeline involves three stages, it is prudent to measure the performance of each stage individually in addition to the overall accuracy of the final result. A standard figure-of-merit for the superpixelation of Stage 1 is boundary recall (BR) [13] . BR is the fraction of ground truth edge pixels that fall within d pixels of the superpixel edges. We measured boundary recall for the d = 0 (BR0) and d = 1 (BR1) cases for each stage. A higher BR, and one which does not change much from the first through the third stage indicates adequate performance of the Stage 1 algorithm. The objective of Stage 2 is to capture an acceptable segmentation anywhere within the hierarchy. Since more than one segmentation may be acceptable, we identify the "best" segmentation in the hierarchy by locating the segmentation map with the highest FRR and fewest total regions, then compute the IoU scores for that particular segmentation map. These values can be compared with their counterparts from the Stage 3 output to determine how well the Stage 3 algorithm identifies the "best" segmentation from the hierarchy.
IV. EXPERIMENTAL RESULTS ON SYNTHETIC DATA
We performed Monte Carlo simulations on 5000 synthetically generated images as described above. The images were 100 by 150 pixels in size with 128 spectral bands per pixel, had approximately 20 ground truth regions per image, used a spectral noise SNR of 15 dB, and included a random meanshift within 5%. The low-pass filter had a radius of 3 pixels, and a σ (power) of 0.75. At the start of the analysis pipeline, each pixel spectrum was normalized to have unit area-underthe-curve. SLIC used the SAM distance metric, a density ratio of 16 pixels per superpixel, and a compactness ratio of 0.125. The experiment was run in MATLAB on a personal computer with an Intel Core i5-4670 CPU (3.4 GHz clock speed), 32 GB of RAM, and an NVIDIA GeForce GTX 1070 GPU. Execution time was recorded for each stage of the Table I as average values computed over 5000 simulations. Visual examples of the ground truth and segmentation results with a 100% FRR is shown in Fig. 2 .
As can be seen, the analysis pipeline performs well on this synthetic data set, achieving an average FRR of 99.574% and IoU score of 0.9363. Average end-to-end analysis time for a single image was 3.5904 seconds, including image generation and computation of the parameters described in Section III. While not shown in Table 1 , we determined that the modularity maximization method identified the "best" segmentation from the hierarchy 83.84% of the time. In the other 16.16% of cases, modularity maximization was off by only one level in the hierarchy 77.60% of the time, and was off by only two levels 11.14% of the time. Additionally, we found that the "best" level of the hierarchy exactly matched the corresponding ground truth number of regions with an FRR of 100% in 96.12% of cases. These data provide evidence of a high degree of both accuracy and robustness in the segmentation pipeline.
V. EXPERIMENTAL RESULTS ON REAL HSI DATA
The results of the previous section are promising, but reflect highly idealized capture scenarios in which nonlinear image effects can be eliminated through image preprocessing. As such, it is also prudent to perform a qualitative analysis on several real-world HSI examples. For this purpose, we chose to use the common "SalinasA" and "Indian Pines" scenes found throughout the literature. Both images are captures from the AVIRIS imaging spectrometer maintained by NASA's Jet Propulsion Laboratory [14] . As is typically done, we eliminated the spectral bands corresponding to atmospheric water absorption to produce images with 204 spectral bands per pixel. We analyzed the image using the same computing equipment and SLIC parameters as described in Section IV. False color images of these scenes overlaid with the derived segmentation boundaries are provided in Fig. 3 . Bands 30, 50, and 75 were used as the red, green, and blue channels, respectively. The derived segmentation boundaries in these images do seem to align well with changes in scene color and texture, although definitive conclusions cannot be drawn from such a small sample set.
VI. CONCLUSIONS AND FUTURE WORK
We have developed and performed preliminary testing on an unsupervised hyperspectral segmentation framework. The Fig. 3 . Left: Segmented "SalinasA" Right: Segmented "Indian Pines" algorithm offers several practical advantages to HSI analysts over other segmentation methods, and can be programmed to execute in a reasonable time frame given adequate computational resources. The framework has been shown to perform well on simple synthetic data sets, and we have provided some anecdotal evidence of its utility in real HSI analysis. In future work, we plan to perform further refinement and testing of the framework, and attempt to leverage the framework to improve local covariance estimates and detection accuracy in various target scenarios.
