In Divide & Recombine (D&R), big data are divided into subsets, each analytic method is applied to subsets, and the outputs are recombined. This enables deep analysis and practical computational performance. An innovate D&R procedure is proposed to compute likelihood functions of data-model (DM) parameters for big data. The likelihood-model (LM) is a parametric probability density function of the DM parameters. The density parameters are estimated by fitting the density to MCMC draws from each subset DM likelihood function, and then the fitted densities are recombined. The procedure is illustrated using normal and skew-normal LMs for the logistic regression DM.
Introduction
For big data, analysis creates immense computation challenges which can be computed too long that is impractical or even worse, infeasible. One example is computing likelihood function for both estimation and inference, which is now suffering as a result of the huge computational demand.
Likelihood modeling within divide and recombine (D&R) provides feasible, practical computation strategies to accelerate computation.
The fundamental idea for the likelihood modeling within D&R framework is as follows. Suppose that the data consist of N conditionally independent observations. Each observation contains explanatory variables x i ∈ R p (including intercept) and response variable y i . The likelihood function for some parametric data model is a function of coefficient parameters θ given by
L(θ|x i , y i )
We assume that the dataset (X, Y) is too large to reside in a singe machine. Therefore, it is divided into R subsets: (X 1 , Y 1 ), . . . , (X R , Y R ), each with M observations, such that (x (s)i , y (s)i ) is the i-th observation of the subset (X s , Y s ). Thus, the all-data likelihood function is given by
which we refer to as the independent product equation, where L (s) (θ) is the subset likelihood function defined by
L(θ|x (s)i , y (s)i ).
This equation indicates that under the independence assumption, the likelihood of the full data can be represented by the product of subset likelihood functions. In likelihood modeling, we work with some parameterized class of distributions g(θ|φ), where φ is the parameter of density function (e.g. mean and covariance matrix in the Gaussian density function). For each subset, the density parameters for pre-chosen density family are estimated by fitting the density to MCMC draws from each subset DM likelihood function. Then
Finally, the full-data likelihood function can be approximated by the product of the subset fitted density functions, up to a multiplicative constant.
There are many candidate distributions g(θ|φ), just as there are many models for DM. Of course, one thing is attempting to try is normal density as the likelihood function tends to normal when n becomes big. There are two fundamental questions:
1. How to assess whether some candidate distribution well approximates the subset likelihood function?
2. How close to the full-data likelihood function the approximated recombined likelihood function is?
To answer these two questions, we propose the contour probability algorithm to visually quantify the distance between two unnormalized density functions. The model diagnostics are applied to both subset likelihood modeling and the final all-data likelihood modeling.
The remainder of this article is organized as follows. In Section 2, normal and skew-normal are presented to illustrate the choice of LM. Section 3 addresses how to merge approximate subset likelihoods to formulate an approximate all-data likelihood. And the likelihood modeling algorithm is proposed for the skew-normal family. LM diagnostic method -contour probability algorithm is discussed in detail in section 4. Section 5 provides a real data example illustrating that the skewnormal likelihood modeling better captures the posterior density, as well as a variety of simulated datasets to assess the performance of the likelihood modeling. Section 6 is a concluding discussion.
The Choice of LM
Model building is used for LM, including diagnostic methods to check how well LM fits the subset likelihoods and full-data likelihood. This is just like model building and checking for the DM, although the details for the diagnostics are not the same.
There are many candidates, just as there are many models for DM. Normal and skew-normal are presented here as illustrations. The modeling building and checking can, as with a DM, lead to insight about a better LM.
Normal Family
One thing is attempting to try is normal density as the likelihood function tends to normal when n becomes big. Our objective is to find
where µ and Σ are the mean and covariance matrix of the normal distribution.
There are two approaches to estimate the parameters in the normal density function. One is to match the mode of the normal density to the mode for the subset likelihood function, which is computed by maximum likelihood estimation (MLE); and estimate the covariance matrix as a function of the Hessian matrix evaluated at the MLE. We refer this method as Local Information (Local) method. This method is equivalent to approximate the subset likelihood function by using a normal density with a mean (the subset MLE), and variance matrix (inverse of the observed Fisher information), up to a constant multiplier.
where I is the observed Fisher information. Another approach is to generate a sample according to the stationary function L(θ|X s , Y s ) using Markov chain Monte Carlo (MCMC) method, and estimate (μ,Σ) using the sample moments. We call it Moment Matching (MM) method.
The inference based on the normality might be not reliable if the departure from the normal assumption of the subset likelihood is serious because the model can be very complex and the subset data based on some divisions might be not large enough. Therefore, we propose a more general density family -Skew-normal family to model likelihoods.
Skew-normal (SN) Family
Generally, the method of moments (MM) and the MLE (Local) are two widely used methods for estimation of population density parameters. 
where Ω is a p × p positive definite matrix, ξ is a vector location parameter, α is a vector shape parameter, and ω is a diagonal matrix formed by the square root of the diagonal of Ω. We say
Given a sample generated from L(θ|X s , Y s ) using Markov chain Monte Carlo (MCMC) method, sample meanμ Θ , sample covarianceΣ Θ , and component-wise skewnessγ Θ can be easily computed.
There is a mapping:
However, not vice versa. In order to obtain the parameters estimates, we resample the data until (ξ,Ω,α) can be estimated. The detail derivations for the parameter estimation for the Skew-normal is illustrated in Appendix.
Recombination
In this section, we will address how to merge approximate subset likelihoods to formulate an approximate all-data likelihood function such that the overall quality of inference is good comparing the one for the true likelihood function. The subset likelihood is, in general, a nontrivial function of all of the data in a given subset. It can not be expressed without reading all of the data.
Therfore, the subset likelihood modelling is introduced to model each subset likelihood on some distribution family such that each fitted subset likelihood can be expressed by only a small number of distribution parameters, up to a multiplicative constant (left bottom to left top in Figure   ? ?). The approximation of full-data likelihood is the product of approximate subset likelihoods (right bottom to right top in Figure ?? ). We will investigate two likelihood models in detail: skew-normal model and normal model. 
Normal Moment Matching Estimation
Recall that the likelihood function for each subset is given by
which is a function of θ. Assume that subset likelihood function is approximated by the normal density function, up to a multiplicative constant. The all-data likelihood function is approximated by
Which is also normal density function, up to a multiplicative constant. Therefore, the recombined approximate log likelihood for the normal model is
is estimated by using sample mean and sample covariance matrix of the MCMC sampling of the subset likelihood function; c is a constant.
Definition 1 The normal D&R estimate using the MM method (NMM) is defined bŷ
θ NMM = arg max θ l N orm (θ) =μ.
Skew-normal Moment Matching Estimation
Assume that the subset likelihood model is the skew-normal model, then
), up to a multiplicative constant. Therefore, the all-data likelihood function is approximated by
The recombined approximate log likelihood for the skew-normal model is
) is estimated by using formulas (13)- (15) in the Appendix if p = 1 or (16)- (18) if p > 1; c is a constant andω (s) is the diagonal matrix formed by the square root of the diagonal of Ω (s) .
Definition 2 The skew-normal D&R estimate using the MM method (SNMM) is defined bŷ
How do we know the SNMM is well defined? Actually, l SN (θ) is a concave function because it is the sum of log skew normal density functions which are concave. Therefore, the recombined approximate log-likelihood for the skew-normal model is unimodal. The proof of the concavity of the multivariate SN density is provided in the Appendix.
From the general theory about the MLE, the sampling distribution of a MLE is approximately normal. And the asymptotic estimated covariance matrix for the coefficient parameter estimates is obtained from the Fisher scoring estimation method. Specifically, the asymptotic covariance matrix is given by a function of the information matrix. Based on above approximate log likelihood function, the observed Fisher information matrix can be estimated by
In real world applications, the optimizer of (3) is not easy to compute when the number of subsets R is large. For this scenario, we propose a simplified version of the recombined log likelihood for the skew-normal model as follows:
Definition 3 The simplified skew-normal D&R estimate using the MM method (SSNMM) is defined byθ
From a Bayesian perspective, the likelihood function is proportional to the posterior density function when the prior is the uniform distribution. Therefore, the recombined likelihood function provides a good approximate posterior density function, which can be used to perform statistical inference such as posterior mean estimation, credible interval computation and hypothesis testing.
Algorithm 1 Likelihood Model Fitting Procedure using Skew-normal Density
Require:
The following for loop is computed in parallel
Recombine subset approximate likelihoods to formulate the log of approximate likelihood l SN (θ)
Calculate the SNMMθ SNMM based on (4), and its covariance matrix Cov(θ SNMM ) using the observed Fisher information return (θ SNMM , Cov(θ SNMM )) {Normal density function with the mean and the variance}
LM Diagnostics -Contour Probability Algorithm
For univariate likelihood functions, the visible comparison between approximate likelihood and true likelihood can be achieved by plotting log likelihood ratio over a neighborhood of the MLE. In contrast, it is a big challenge to visualize how close one likelihood function is to another likelihood function when the dimension of the parameter vector is high. In the case of one-dimensional distributions, the Kolmogorov-Smirnov (K-S) test by Massey 1951 [4] , is based on the maximum distance between the cumulative distribution functions of two histograms or probability densities.
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The K-S test is non-parametric and independent of the shapes of the underlying distributions. The idea of the contour probability is motivated by the Monte Carlo method. Take a univariate normal density function as an example. In Figure 2 , the upper panel is a plot for the function f (x). Suppose the normalizing constant C is unknown even though it is known to be √ 2π, how
The principle of the Monte Carlo method [6] for approximating E is to generate a sample (x 1 , · · · , x n ) from the f (x) and propose the empirical average as an
As f (x) is concave, it is equivalent toÊ
where I is an indicator function. For a given ratio h ∈ (0, 1), A h = {x|f (x)/f (0) > h} is a region bounded by a contour, and there is only one corresponding probability
Therefore, there is a mapping
It is worth noting that the probability is estimated by using the sample generated from the In order to demonstrate how the contour probabilities can measure the difference between two functions, we consider the probability density function of N(0,1) and N(0.3,11) as the reference function and the approximate function, respectively, which are displayed in the lower panel of Figure 2 . Assume a sample (x 1 , · · · , x n ) and a sample (y 1 , · · · , y n ) are drawn from T (x) and g(y), respectively. For a given h = 0.8,
and E g = −a a g(y)dy can be estimated bŷ
Therefore, there will be a pair of probabilities (Ê T (h),Ê g (h)) for any given ratio h ∈ (0, 1). A series of points (Ê T (h),Ê g (h)) are supposed to lie around the straight line y = x in thatÊ g is supposed to be close toÊ T if g(x) well approximates T(x). Alternatively, if the contour probability difference is plotted against the contour probability of T(x), i.e. (Ê g (h)−Ê T (h),Ê T (h)), the points should be not far away from y = 0.
All of above reasoning suggests the contour probability algorithm (CPA) in Algorithm 2. L(θ) and L approx (θ) are the true likelihood function and approximate likelihood function, respectively.
Assume L(θ) is unimodal.
Algorithm 2 Contour Probability Algorithm (CPA)
Draw a sample (θ 1 , · · · , θ n1 ) and a sample (θ
Count the number of the pointsθ satisfying
in both the approximate likelihood sample and the true likelihood sample, denoted by a i and t i , respectively.
Real Data and Simulated Experiments
This section proceeds through a real data example illustrating the contour probability algorithm and simulated examples for logistic regression to assess the performance of likelihood modeling on 12 big data.
Data and Model
We use one simple example to show how skew-normal likelihood modeling can capture more information of subset likelihoods or subset posterior densities. The data are the summary of exit polls in 58 counties in California (see Appendix C). The polls were conducted several hours before the end of the primary on June 7, 2016, with the total number of sampled people in each county fixed by design. The goal is to predict Hillary Clintons vote share in each county, as well as her vote share in California overall. The data include following variables.
• Fips (j): The Federal Information Processing Standard (FIPS) code that uniquely identifies a county in the United States.
• Total voters (N j ): The total number of registered voters in the California Democratic primary.
• Sample voters (n j ): The total number of voters in the exit poll.
• Sample clinton (y j ): The total number of votes for Clinton in the exit poll.
The data from counties j = 1, ..., J, J = 58, are assumed to follow independent binomial distributions:
with the number of sample votes, n j , known. The parameters θ j are assumed to be independent samples from a beta distribution:
and we shall assign a noninformative hyper-prior distribution to reflect our ignorance about the unknown hyper-parameters. However, we must check that the posterior distribution is proper.
One reasonable choice of the hyper-prior density of (α, β) is
The corresponding posterior density is proper as long as 0 < y j < n j for at least one experiment j [7] . Combining the sampling model for the observable y ′ j s and the prior distribution yields the 13 joint posterior distribution of all the parameters and hyper-parameters, which can be expressed as follows
Thus we can write the marginal posterior density of the hyper-parameters as
Approximate Methods for Posterior Distribution
In this section, Local Information, Moment Matching methods with the normal family, and
Moment Matching with the SN family are applied to approximate the posterior density. In order to have a deeper insight of the difference between the true posterior density and the approximation densities, we compute contour probabilities for three approximate density and true posterior function using CPA when h ′ i s are chosen such that T i ∈ (0.05, 0.1, · · · , 0.95). Contour probability differences between approximate densities and the true posterior density are plotted against the true contour probability. Figure 5 indicates that the MM skew-normal approximation method significantly outperforms the MM normal and the Local normal methods.
Contour probabilities for true posterior density Contour probability difference between approximate and true density 
Simulated Experiments
In this section, the goal is to see how the likelihood modeling algorithm compares to a single machine algorithm run on the same data. Thus the data will have to be small enough for a single machine run to be possible. To assess the performance of likelihood modeling on distributed data for the logistic regression, we set up the experiments as follows:
• run: the number of simulations
• m: log2 of the number of subset observations
• r: log2 of the number of subsets
• p: the number of the covariate variables
• Design matrix X with each row
• Response variable Y with the element y i ∼ Bernoulli(1/(1 + exp
Contour probability for the all−data true likelihood function Contour probability difference between recombined likelihood and true likelihood function For each combination of (m, r, run), the true likelihood function can be computed when data are generated with p = 5 and stored in a single machine. In contrast, the MM skew-normal approximate likelihood, MM simplified skew-normal likelihood (MM SSN), and MM normal likelihood are estimated using the likelihood modeling algorithm when the same data are stored in a distributed cluster. Then, contour probabilities for both approximate likelihoods and true likelihood are estimated using the CPA. Figure 6 displays plots of the contour probability differences against the true contour probability for several simulated cases. It is straightforward that the smaller the absolute contour probability difference is, the closer to the true likelihood function the approximate likelihood function is. The contour probabilities of the true likelihood range from 0.05 to 0.95 with a step size 0.05. Based on all panels, we can make a conclusion that the SN family are preferable to the normal family. And the MM simplified skew-normal model can be a good alternative candidate to replace the MM skew-normal model when we want to reduce computation workload for a large r.
Computation Performance (a)
Number of Nodes Scott 2013 [8] presents timings from a multi-machine MCMC algorithm for a single layer hierarchical logistic regression model on a 500-machine cluster and a 50-machine cluster. The running time to complete the job on a cluster of 500 machines and 50 machines is 2.75 hours and 5 hours, respectively. Scott concludes that a ten-fold reduction in computing resources only produced a two-fold increase in compute time. In contrast, we run similar simulation experiments on a cluster of 10 machines using the likelihood modeling algorithm and MCMC algorithm (see Table 1 To derive the estimating formulas, let Θ = ξ + ωZ. Then Therefore, it is trivial that
The derivation of the parameters estimation for the multivariate skew-normal density is similar to univariate case. To simplify the notation, let σ Z = diag(Σ Z ) and σ Θ = diag(Σ Θ ), i.e. the square root of the diagonal of the variance matrix of Z and Θ, respectively. Given a multivariate random variable sample θ 1 , . . . , θ n drawn from distribution SN(ξ, Ω, α), sample meanμ Θ , sample covarianceΣ Θ , and componentwise skewnessγ Θ can be easily computed. Thenμ Z can be obtained by using (4) . Therefore, the parameters will be estimated as follows:
where diag(σ
−1
Zσ Θ ) is a main diagnal matrix with componentsσ
Ziσ Θi , i = 1, · · · , p. There several properties of this estimation method. First of all, this method enables us to estimate parameters of the multivariate skew normal in a closed form, rather than in an iterative approach, which greatly reduces the computational cost. The estimation procedure for the multivariate case is an extended version of the univariate case since the multivariate case reduces to the univariate case when p = 1. Given (ξ, Ω, α), there must exist only one corresponding (µ, Σ, γ). 
