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Abstract
An orthogonal system of rational functions is discussed. Some inverse inequalities,
imbedding inequalities and approximation results are obtained. Two model problems are
considered. The stabilities and convergences of proposed rational spectral schemes and
rational pseudospectral schemes are proved. The techniques used in this paper are also
applicable to other problems on the whole line. Numerical results show the efficiency of
this approach.
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1. Introduction
A number of physical problems are set on unbounded domains with some con-
ditions at infinity given by asymptotic behaviours of solutions, see, e.g., Canuto,
Hussaini, Quarteroni and Zang [5], Bernardi and Maday [2], Gottlieb and Orszag
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[8] and Guo [9]. There are several ways for their numerical simulations. Usually
we restrict calculations to some bounded subdomains and impose certain artifi-
cial boundary conditions. It is easy to be performed, but it lowers the accuracy
sometimes. The other way is to use spectral method associated with some orthog-
onal systems on the unbounded domains, such as the Hermite spectral method
and Laguerre spectral method, see, e.g., Funaro and Kavian [7], Guo [11], Guo
and Shen [15], Maday, Pernaud-Thomas and Vanderen [18], and Weideman [20].
However, the weight functions in the Hermite approximation and the Laguerre
approximation are not natural in some practical cases. The third method is to
change original problems by variable transformations to certain singular problems
on finite intervals, and then use the Jacobi approximation to resolve the resulting
problems. Since the coefficients of leading terms in the resulting equations degen-
erate at extreme points, some specific polynomials are used for fitting the singular
solutions, see Guo [10,12–14]. Another effective method is based on rational ap-
proximations. For instance, Boyd [3,4] and Christov [6] developed some spectral
methods on infinite intervals by using certain mutually orthogonal systems of ra-
tional functions. But the convergences of those rational spectral methods were
open problems for long time. Recently Guo, Shen and Wang [16] proposed a
system of rational functions with applications to differential equations on the half
line. They also proved the convergences of the proposed schemes. But so far, there
is no theoretical analysis for any rational approximation on the whole line.
The purpose of this paper is to develop and analyze a rational approximation on
the whole line, and the related rational spectral method and rational pseudospec-
tral method.
This paper is organized as follows. In Section 2, we discuss the basic proper-
ties of a system of rational functions induced by the Chebyshev polynomials. In
Section 3, we study various orthogonal projections and establish some results on
the rational spectral approximation. In Section 4, we consider Chebyshev–Gauss
rational interpolations. Section 5 is for some applications of this rational approx-
imation. We consider two model problems. In particular, we take the Burgers
equation as an example to show how the rational approximation works for nonlin-
ear problems. We construct rational spectral schemes and rational pseudospectral
schemes, and then prove their stabilities and convergences. We give some numer-
ical results in the final section, which show the efficiency of this approach. The
idea and techniques used in this paper are also applicable to various linear or non-
linear problems arising in fluid dynamics, quantum mechanics and other fields.
2. Chebyshev rational functions
Let Λ= {x | −∞< x <∞} and χ(x) be certain weight function in the usual
sense. For 1 p ∞, let
Lpχ(Λ)=
{
v | v is measurable and ‖v‖Lpχ <∞
}
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where
‖v‖Lpχ =

(∫
Λ
∣∣v(x)∣∣pχ(x) dx) 1p , 1 p <∞,
ess sup
x∈Λ
∣∣v(x)∣∣, p =∞.
In particular, we denote by (u, v)χ and ‖v‖χ the inner product and the norm of
the space L2χ (Λ),
(u, v)χ =
∫
Λ
u(x)v(x)χ(x) dx, ‖v‖χ = (v, v)
1
2
χ .
Further let ∂xv(x)= ∂∂x v(x), etc. For any non-negative integer m,
Hmχ (Λ)=
{
v | ∂kxv ∈ L2χ (Λ), 0 k m
}
.
The inner product, the semi-norm and the norm of Hmχ (Λ) are given by
(u, v)m,χ =
m∑
k=0
(
∂kxu, ∂
k
x v
)
χ
,
|v|m,χ =
∥∥∂mx v∥∥χ , ‖v‖m,χ = (v, v) 12m,χ .
For any real r > 0, we define the space Hrχ(Λ) with the norm ‖v‖r,χ by space
interpolation as in Adams [1]. If χ(x)≡ 1, then we denote Hrχ(Λ), |v|r,χ , ‖v‖r,χ ,
‖v‖χ and (u, v)χ by Hr(Λ), |v|r , ‖v‖r , ‖v‖ and (u, v), respectively. In addition,
‖v‖∞ = ‖v‖L∞(Λ).
Let Tl(x) be the Chebyshev polynomial of degree l. Clearly, Tl(1) = 1,
Tl(−1) = (−1)l , ∂xTl(1) = l2 and ∂xTl(−1) = (−1)l+1l2. The Chebyshev
rational function of degree l is defined by
Rl(x)= Tl
(
x√
x2 + 1
)
.
Indeed, Rl(x) are rational functions only for even l. But they are still called
Chebyshev rational functions, see Boyd [3]. Set T ′l (y)= ∂yTl(y). Then
Rl(∞)= 1, Rl(−∞)= (−1)l,(
x2 + 1)∂xRl(x)= (x2 + 1)− 12 T ′l ( x√
x2 + 1
)
→ 0, as |x|→∞.
As we know (see Gottlieb and Orszag [7]),
∂x
((
1− x2) 12 ∂xTl(x))+ l2(1− x2)− 12 Tl(x)= 0,
l = 0,1,2, . . . , x ∈ (−1,1).
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Thus Rl(x) is the lth eigenfunction of the singular Sturm–Liouville problem(
x2 + 1)∂x((x2 + 1)∂xv)+ λv = 0, x ∈Λ. (2.1)
The corresponding lth eigenvalue λl = l2. Also by the recurrence formulas
satisfied by the Chebyshev polynomials, we get the recurrence relations of the
Chebyshev rational functions as follows,
Rl+1(x)= 2x√
x2 + 1Rl(x)−Rl−1(x), l  1,
2Rl(x)=
(
x2 + 1) 32( 1
l + 1∂xRl+1(x)−
1
l − 1∂xRl−1(x)
)
, l  1.
Let ω(x) = 1
x2+1 . The set of Chebyshev rational functions {Rl(x)} is an
orthogonal system with the weight function ω(x) on the whole line, namely,∫
Λ
Rl(x)Rm(x)ω(x) dx = π2 clδl,m (2.2)
where c0 = 2, cl = 1 for l  1, and δl,m is the Kronecker function. Next,
let ω1(x) = x2 + 1. By (2.1), (2.2) and the asymptotic behaviours of Rl(x)
and (x2 + 1)∂xRl(x) at infinity, we find that the set {∂xRl(x)} is the L2ω1(Λ)-
orthogonal system, i.e.,∫
Λ
∂xRl(x)∂xRm(x)ω1(x) dx = π2 l
2clδl,m. (2.3)
For any function v ∈L2ω(Λ),
v(x)=
∞∑
l=0
vˆlRl(x)
where
vˆl = 2
πcl
∫
Λ
v(x)Rl(x)ω(x) dx.
Now let N be any positive integer, and
RN = span{R0,R1, . . . ,RN }.
We establish some inverse inequalities which are necessary in numerical
analysis. Let c denote a generic positive constant independentN and any function.
Theorem 2.1. For any φ ∈RN and 1 p  q ∞,
‖φ‖Lqω 
(
Np0 + 1
π
) 1
p− 1q ‖φ‖Lpω
where p0 is the least even number greater than or equal to p.
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Proof. Denote by PN the set of all algebraic polynomials of degree at most N.
Let
y ∈ Λ˜= (−1,1), x = y√
1− y2 , and ψ(y)= φ
(
y√
1− y2
)
.
By the definition of RN , ψ(y) ∈PN . By an inverse inequality in PN (see Timan
[19]),(∫
Λ˜
∣∣ψ(y)∣∣q(1− y2)− 12 dy) 1q

(
Np0 + 1
π
) 1
p− 1q (∫
Λ˜
∣∣ψ(y)∣∣p(1− y2)− 12 dy) 1p .
Therefore
‖φ‖Lqω =
(∫
Λ˜
∣∣ψ(y)∣∣q(1− y2)− 12 dy) 1q

(
Np0 + 1
π
) 1
p
− 1
q
(∫
Λ˜
∣∣ψ(y)∣∣p(1− y2)− 12 dy) 1p
=
(
Np0 + 1
π
) 1
p− 1q ‖φ‖Lpω . ✷
Theorem 2.2. Let m be any non-negative integer and 2  p <∞. Then for any
φ ∈RN,∥∥∂mx φ∥∥Lpω  cN2m‖φ‖Lpω .
Also for any r  0,
‖φ‖r,ω  cN2r‖φ‖ω.
Proof. Let y ∈ Λ˜, PN and ψ(y) be the same as in the proof of the last theorem.
We have that (see, e.g., Theorem 2.14 of Guo [9])(∫
Λ˜
∣∣∂my ψ(y)∣∣p(1− y2)− 12 dy) 1p  cN2m(∫
Λ˜
∣∣ψ(y)∣∣p(1− y2)− 12 dy) 1p .
Thus
‖∂xφ‖Lpω =
(∫
Λ˜
∣∣∂yψ(y)∣∣p(1− y2) 32p− 12 dy) 1p
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
(∫
Λ˜
∣∣∂yψ(y)∣∣p(1− y2)− 12 dy) 1p
 cN2
(∫
Λ˜
∣∣ψ(y)∣∣p(1− y2)− 12 dy) 1p = cN2‖φ‖Lpω .
By repeating the above procedure, we deduce that for any non-negative integer m,∥∥∂mx φ∥∥Lpω  cN2m‖φ‖Lpω .
We derive the second result by space interpolation. ✷
The following imbedding inequalities are useful in numerical analysis.
Lemma 2.1 (Theorem 2.2 of Guo [14]). For any ψ ∈PN,∫
Λ˜
(
∂yψ(y)
)2(1− y2) 12 dy  cN2 ∫
Λ˜
ψ2(y)
(
1− y2)− 12 dy.
Theorem 2.3. For any φ ∈RN,
|φ|1,ω−1  cN‖φ‖ω.
Proof. By Lemma 2.1,
|φ|21,ω−1 =
∫
Λ˜
(
∂yψ(y)
)2(1− y2) 12 dy
 cN2
∫
Λ˜
ψ2(y)
(
1− y2)− 12 dy = cN2‖φ‖2ω. ✷
Theorem 2.4. If v ∈ L2ω(Λ), ∂xv ∈ L2(Λ) and v(0)= 0, then
‖v‖ω < 2|v|1.
Proof. By the Hardy inequality (see Hardy, Littlewood and Pólya [17]), we have
∞∫
0
( x∫
0
∣∣∂sv(s)∣∣ds)2x−2 dx  4 ∞∫
0
(
∂xv(x)
)2
dx.
Thus
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∞∫
0
v2(x)ω(x) dx <
∞∫
0
v2(x)x−2 dx =
∞∫
0
( x∫
0
∂sv(s) ds
)2
x−2 dx

∞∫
0
( x∫
0
∣∣∂sv(s)∣∣ ds)2x−2 dx  4 ∞∫
0
(
∂xv(x)
)2
dx.
A similar result is valid on the interval (−∞,0]. The combination of them leads
to the desired result. ✷
3. Chebyshev rational approximation
In this section, we consider various orthogonal projections. The L2ω(Λ)-
orthogonal projection PN :L2ω(Λ) → RN is a mapping such that for any v ∈
L2ω(Λ),
(PNv − v,φ)ω = 0, ∀φ ∈RN ,
or equivalently,
PNv(x)=
N∑
l=0
vˆlRl(x).
For technical reasons, we introduce another Hilbert space. For non-negative
integer r,
H rω,A(Λ)= {v | v is measurable on Λ and ‖v‖r,ω,A <∞}
where
‖v‖r,ω,A =
(
r∑
k=0
∥∥(x2 + 1) r+k2 ∂kx v∥∥2ω
) 1
2
.
For any real r > 0, the space Hrω,A(Λ) is defined by space interpolation. Let
Av(x)=−(x2 + 1)∂x((x2 + 1)∂xv(x)).
By induction, for any non-negative integer m,
Amv(x)=
2m∑
k=1
(
x2 + 1)m+ k2pk(x)∂kx v(x) (3.1)
where pk(x) are some rational functions which are bounded uniformly on Λ. So
Am is a continuous mapping from H 2mω,A(Λ) to L
2
ω(Λ).
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Theorem 3.1. For any v ∈Hrω,A(Λ) and r  0,
‖PNv − v‖ω  cN−r‖v‖r,ω,A.
Proof. We first assume that r = 2m. By virtue of (2.1), (2.2) and integration by
parts,
vˆl =
(
π
2
cl
)−1 ∫
Λ
v(x)Rl(x)ω(x) dx
=
(
π
2
cl
)−1
l−2
∫
Λ
v(x)ARl(x)ω(x) dx
=−
(
π
2
cl
)−1
l−2
∫
Λ
v(x)∂x
((
x2 + 1)∂xRl(x))dx
=
(
π
2
cl
)−1
l−2
∫
Λ
(
x2 + 1)∂xv(x)∂xRl(x) dx
=−
(
π
2
cl
)−1
l−2
∫
Λ
∂x
((
x2 + 1)∂xv(x))Rl(x) dx
=
(
π
2
cl
)−1
l−2
∫
Λ
Av(x)Rl(x)ω(x) dx
= · · · =
(
π
2
cl
)−1
l−2m
∫
Λ
Amv(x)Rl(x)ω(x) dx.
Therefore, we get from (3.1) and the definition of Hrω,A(Λ) that
‖PNv − v‖2ω =
∞∑
l=N+1
vˆ2l ‖Rl‖2ω
 cN−4m
∞∑
l=N+1
(∫
Λ
Amv(x)Rl(x)ω(x) dx
‖Rl‖2ω
)2
‖Rl‖2ω
 cN−4m‖Amv‖2ω  cN−4m‖v‖2r,ω,A.
Next, let r = 2m+ 1. By (2.1) and integration by parts,
vˆl =
(
π
2
cl
)−1
l−2m
∫
Λ
Amv(x)Rl(x)ω(x) dx
382 Z.-Q. Wang, B.-Y. Guo / J. Math. Anal. Appl. 274 (2002) 374–403
=−
(
π
2
cl
)−1
l−2(m+1)
∫
Λ
Amv(x)∂x
((
x2 + 1)∂xRl(x))dx
=
(
π
2
cl
)−1
l−2(m+1)
∫
Λ
∂x
(
Amv(x)
)
∂xRl(x)ω1(x) dx.
By (2.3) and (3.1), we get that
‖PNv− v‖2ω =
∞∑
l=N+1
vˆ2l ‖Rl‖2ω
=
∞∑
l=N+1
(
π
2
cl
)−2
l−4(m+1)
×
(∫
Λ
∂x
(
Amv(x)
)
∂xRl(x)ω1(x) dx
)2
‖Rl‖2ω
=
∞∑
l=N+1
l−4m−2
(∫
Λ ∂x(A
mv)∂xRl(x)ω1(x) dx
‖∂xRl‖2ω1
)2
‖∂xRl‖2ω1
 cN−2(2m+1)
∥∥∂x(Amv)∥∥2ω1  cN−2(2m+1)‖v‖2r,ω,A.
The general result follows from the previous results and space interpolation. ✷
Remark 3.1. It is noted that for r  1,
‖PNv− v‖ω  cN−r‖v‖r,ω,A˜
where
‖v‖r,ω,A˜ =
(
r∑
k=1
∥∥(x2 + 1) r+k2 ∂kx v∥∥2ω
) 1
2
.
The H 1ω(Λ)-orthogonal projection P 1N :H 1ω(Λ)→RN is a mapping such that
for any v ∈H 1ω(Λ),(
P 1Nv − v,φ
)
1,ω = 0, ∀φ ∈RN .
In order to estimate ‖P 1Nv − v‖1,ω, we need some results on the Jacobi
approximation with the parameters α,β, γ, δ >−1, introduced by Guo [14]. Let
Λ˜ and PN be the same as before. Set χ(α,β)(y) = (1 − y)α(1 + y)β. The space
L2
χ(α,β)
(Λ˜) and Hr
χ(α,β)
(Λ˜) and their norms ‖v‖L2
χ(α,β)
(Λ˜) and ‖u‖Hr
χ(α,β)
(Λ˜) are
defined in the same way as in Section 2, with the weight χ(α,β)(y) and interval Λ˜,
instead of χ(x) and the whole lineΛ. Furthermore, for any non-negative integer r,
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Hr
χ(α,β),∗(Λ˜)= {u | u is measurable and ‖v‖r,χ(α,β) ,∗ <∞}
with the norm (see pages 380 and 381 of Guo [14])
‖u‖r,χ(α,β),∗ =
(
r∑
k=r−[ r2 ]+1
∥∥(1− y2)− r2+k− 12 ∂kyu∥∥2L2
χ(α,β)
(Λ˜)
+
[ r+12 ]∑
k=0
∥∥∂kyu∥∥2L2
χ(α,β)
(Λ˜)
) 1
2
.
For any r > 0, the space Hr
χ(α,β),∗(Λ˜) and its norm are defined by space
interpolation. Next, let H 0α,β,γ,δ(Λ˜)= L2χ(γ,δ) (Λ˜) and
H 1α,β,γ,δ(Λ˜)= {u | u is measurable on Λ˜ and ‖u‖1,α,β,γ,δ <∞}
with the norm
‖u‖1,α,β,γ,δ =
(‖∂yu‖2L2
χ(α,β)
(Λ˜)
+ ‖u‖2
L2
χ(γ,δ)
(Λ˜)
) 1
2 .
For 0 < µ < 1, the space Hµα,β,γ,δ(Λ˜) and its norm ‖u‖µ,α,β,γ,δ are defined by
space interpolation. Let
aα,β,γ,δ(u,w)=
∫
Λ˜
∂yu(y)∂yw(y)χ
(α,β)(y) dy +
∫
Λ˜
u(y)w(y)χ(γ,δ)(y) dy.
The orthogonal projection: P˜ 1N,α,β,γ,δ :H 1α,β,γ,δ(Λ˜)→ PN is a mapping such that
aα,β,γ,δ
(
P˜ 1N,α,β,γ,δu− u,ψ
)= 0, ∀ψ ∈ PN.
By virtue of Theorem 2.5 of Guo [14], we have that if α  γ + 2 and β  δ + 2,
then for any u ∈Hrα,β,γ,δ(Λ˜) and r  1,∥∥P˜ 1N,α,β,γ,δu− u∥∥1,α,β,γ,δ  cN1−r‖u‖r,χ(α,β),∗. (3.2)
If in addition, α  γ + 1 and β  δ+ 1, then for any u ∈Hrα,β,γ,δ(Λ˜), r  1, and
0 µ 1,∥∥P˜ 1N,α,β,γ,δu− u∥∥µ,α,β,γ,δ  cNµ−r‖u‖r,χ(α,β),∗. (3.3)
Now for any non-negative integer r,
H rω,B(Λ)= {v | v is measurable and ‖v‖r,ω,B <∞}
where
‖v‖r,ω,B =
(
r∑
k=0
∥∥(x2 + 1) r2+ k2− 12 ∂kxv∥∥2ω
) 1
2
.
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For any real r > 0, the space Hrω,B(Λ) and its norm ‖v‖r,ω,B are defined by space
interpolation.
Theorem 3.2. For any v ∈Hrω,B(Λ) and r  1,∥∥P 1Nv− v∥∥1,ω  cN1−r‖v‖r,ω,B .
Proof. By the projection theorem, for any φ ∈RN,∥∥P 1Nv− v∥∥1,ω  ‖φ − v‖1,ω.
Let
y = x√
x2 + 1 , u(y)= v
(
y√
1− y2
)
and
φ = P˜ 1
N, 32 ,
3
2 ,− 12 ,− 12
u(y)
∣∣
y= x√
x2+1
.
Then a direct computation yields that
‖φ − v‖21,ω =
∫
Λ˜
(
∂yP˜
1
N, 32 ,
3
2 ,− 12 ,− 12
u(y)− ∂yu(y)
)2(1− y2) 52 dy
+
∫
Λ˜
(
P˜ 1
N, 32 ,
3
2 ,− 12 ,− 12
u(y)− u(y))2(1− y2)− 12 dy
 c
∥∥P˜ 1
N, 32 ,
3
2 ,− 12 ,− 12
u− u∥∥21, 32 , 32 ,− 12 ,− 12
 cN2−2r‖u‖2
r,χ
( 32 ,
3
2 ),∗
.
By induction
∂kyu(y)=
k∑
j=1
qj (x)
(
x2 + 1)k+ j2 ∂jx v(x) (3.4)
where qj (x) are some rational polynomials which are bounded uniformly on Λ.
Thus for any non-negative integer r,
‖u‖2
r,χ
( 32 ,
3
2 ),∗
 c
r∑
k=r−[ r2 ]+1
k∑
j=1
∥∥(x2 + 1) r2+ j2− 12 ∂jx v∥∥2ω
+ c
[ r+12 ]∑
k=0
k∑
j=0
∥∥(x2 + 1)k+ j2−1∂jx v∥∥2ω  c‖v‖2r,ω,B .
This completes the proof. ✷
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We next introduce another orthogonal projection which can be applied to
numerical solutions of some partial differential equations directly. For ν  0, we
define
aνω(u, v)=
(
∂xu, ∂x(vω)
)+ ν(u, v)ω.
The H 1ω(Λ)-orthogonal projection P 1N,ν :H 1ω(Λ)→RN is a mapping such that
for any v ∈H 1ω(Λ),
aνω
(
P 1N,νv − v,φ
)= 0, ∀φ ∈RN .
Lemma 3.1. For any u,v ∈H 1ω(Λ) and ν > 14 ,
aνω(v, v) c‖v‖21,ω,∣∣aνω(u, v)∣∣ c‖u‖1,ω‖v‖1,ω.
Proof. Let ε > 0. We deduce that
aνω(v, v)=
(
∂xv, ∂x(vω)
)+ ν(v, v)ω
= |v|21,ω + ν‖v‖2ω + (∂xv, v∂xω)
 |v|21,ω + ν‖v‖2ω −
∫
Λ
∣∣∣∣v(x)∂xv(x) 2xx2 + 1
∣∣∣∣ω(x) dx
 |v|21,ω + ν‖v‖2ω − ‖v‖ω|v|1,ω
 |v|21,ω + ν‖v‖2ω − (1− ε)|v|21,ω −
1
4(1− ε)‖v‖
2
ω
= ε|v|21,ω +
(
ν − 1
4(1− ε)
)
‖v‖2ω.
This leads to the first result. Next, by the Cauchy–Schwartz inequality,∣∣(∂xu, v∂xω)∣∣= ∣∣∣∣2∫
Λ
∂xu(x)v(x)x
(
x2 + 1)−2 dx∣∣∣∣

∫
Λ
∣∣∂xu(x)v(x)ω(x)∣∣dx  |u|1,ω‖v‖ω.
Then the second result follows. ✷
Remark 3.2. In particular,
a1ω(v, v)
1
2
‖v‖21,ω
and
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∣∣a1ω(u, v)∣∣ 2‖u‖1,ω‖v‖1,ω.
Remark 3.3. For any u,v ∈H 1ω(Λ),∣∣(u, ∂x(vω))∣∣ ‖u‖ω(|v|1,ω +‖v‖ω).
Indeed,∣∣(u, ∂x(vω))∣∣ ∣∣∣∣ ∫
Λ
u(x)∂xv(x)ω(x) dx
∣∣∣∣+ ∣∣∣∣∫
Λ
u(x)v(x)
2x(
x2 + 1)2 dx
∣∣∣∣
 ‖u‖ω|v|1,ω +
∣∣∣∣ ∫
Λ
u(x)v(x)ω(x) dx
∣∣∣∣
 ‖u‖ω|v|1,ω + ‖u‖ω‖v‖ω.
Theorem 3.3. For any v ∈Hrω,B(Λ), ν > 14 and r  1,∥∥P 1N,νv − v∥∥1,ω  cN1−r‖v‖r,ω,B .
Proof. By Lemma 3.1, for any φ ∈RN,∥∥P 1N,νv − v∥∥21,ω  caνω(P 1N,νv − v,P 1N,νv− v)
= caνω
(
P 1N,νv − v,φ − v
)
 c
∥∥P 1N,νv − v∥∥1,ω‖φ − v‖1,ω.
Therefore∥∥P 1N,νv − v∥∥1,ω  c infφ∈RN ‖φ − v‖1,ω.
We complete the proof by an argument as in the late part of the proof of
Theorem 3.2. ✷
We now consider another orthogonal projection which will be used in the
Chebyshev rational interpolation approximation and the Chebyshev rational
pseudospectral method. Let
a˜ω(u, v)=
∫
Λ
∂xu(x)∂xv(x)
(
x2 + 1)dx + ∫
Λ
u(x)v(x)ω(x) dx.
The orthogonal projection P̂ 1N :H 1ω,A(Λ)→RN is a mapping such that for any
v ∈H 1ω,A(Λ),
a˜ω
(
P̂ 1Nv − v,φ
)= 0, ∀φ ∈RN . (3.5)
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Theorem 3.4. For any v ∈Hrω,A(Λ) and r  1,∥∥P̂ 1Nv − v∥∥ω  cN−r‖v‖r,ω,A,∥∥(x2 + 1) 12 ∂x(P̂ 1Nv − v)∥∥ cN1−r‖v‖r,ω,A.
Proof. Let y, Λ˜ and PN be the same as in the proof of Theorem 2.1, and
u(y)= v
(
y√
1− y2
)
, u∗N(y)= P̂ 1Nv(x)
∣∣
x= y√
1−y2
.
By (3.5),∫
Λ˜
∂y
(
u∗N(y)− u(y)
)
∂yψ(y)
(
1− y2) 12 dy
+
∫
Λ˜
(
u∗N(y)− u(y)
)
ψ(y)
(
1− y2)− 12 dy = 0, ∀ψ(y) ∈ PN.
Thus u∗N(y)= P˜ 1N, 12 , 12 ,− 12 ,− 12 u. By (3.3),∥∥P̂ 1Nv − v∥∥2ω = ∥∥u∗N − u∥∥2L2
χ
(− 12 ,− 12 )
(Λ˜)
 cN−2r‖u‖2
r,χ
( 12 ,
1
2 ),∗
.
Using (3.4), we obtain that for any non-negative integer r,
‖u‖2
r,χ
( 12 ,
1
2 ),∗
 c
r∑
k=r−[ r2 ]+1
k∑
j=1
∥∥(x2 + 1) r2+ j2 ∂jx v∥∥2ω
+ c
[ r+12 ]∑
k=0
k∑
j=0
∥∥(x2 + 1)k+ j2− 12 ∂jx v∥∥2ω
 c‖v‖2r,ω,A. (3.6)
Next, due to (3.3),∥∥(x2 + 1) 12 ∂x(P̂ 1Nv − v)∥∥2
=
∫
Λ˜
(
∂y
(
P˜ 1
N, 12 ,
1
2 ,− 12 ,− 12
u(y)− u(y)))2(1− y2) 12 dy

∥∥P˜ 1
N, 12 ,
1
2 ,− 12 ,− 12
u− u∥∥21, 12 , 12 ,− 12 ,− 12  cN2−2r‖u‖2r,χ( 12 , 12 ),∗.
This fact with (3.6) implies the second result. ✷
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In numerical analysis of Chebyshev rational spectral method for nonlinear
problems, we need to estimate ‖P̂ 1Nv‖∞. To do this, we introduce the following
Hilbert space. For any non-negative integer r,
H rω,C(Λ)= {v | v is measurable and ‖v‖r,ω,C <∞},
with the norm
‖v‖r,ω,C =
(
r∑
k=0
∥∥(x2 + 1)˜r+ k2 ∂kxv∥∥2ω
) 1
2
, r˜ = max
(
r
2
, r − 1
4
)
.
For any real r > 0, the space Hrω,C(Λ) and its norm are defined by space
interpolation.
Theorem 3.5. For any v ∈Hdω,C(Λ) and d > 1,∥∥P̂ 1Nv∥∥∞  c‖v‖d,ω,C.
Proof. Let Λ˜, PN , u(y), u∗N(y) and P˜ 1N, 12 , 12 ,− 12 ,− 12 u(y) be the same as in the
proof of Theorem 3.2. We have∥∥P̂ 1Nv∥∥L∞ = ∥∥u∗N∥∥L∞(Λ˜) = ∥∥P˜ 1N, 12 , 12 ,− 12 ,− 12 u∥∥L∞(Λ˜).
By Theorem 2.11 of Guo [14], for d > 1,∥∥P˜ 1
N, 12 ,
1
2 ,− 12 ,− 12
u
∥∥
L∞(Λ˜)  c
(‖u‖
d,χ
( 12 ,
1
2 ),∗ + ‖u‖Hd(Λ˜)
)
.
Then by (3.4), (3.6) and a direct computation,∥∥P̂ 1Nv∥∥L∞  c‖v‖d,ω,C . ✷
4. Chebyshev–Gauss rational interpolation approximations
In actual computations, it is convenient to use the Chebyshev–Gauss rational
interpolation approximation. Denote by ζN,j the N + 1 distinct real zeros of
RN+1(x), 0 j N. Indeed,
ζN,j = ctg π(2j + 1)2N + 2 , 0 j N. (4.1)
Let ωN,j be the corresponding Christoffel numbers, 0 j N, such that∫
Λ
φ(x)ω(x) dx =
N∑
j=0
φ(ζN,j )ωN,j , ∀φ ∈R2N+1. (4.2)
As we know, the weights of the Chebyshev–Gauss quadrature are
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ρN,j = π
N + 1 , 0 j N.
A simple computation leads to
ωN,j = ρN,j = π
N + 1 , 0 j N. (4.3)
We next introduce the discrete inner product and the discrete norm associated
with the Chebyshev–Gauss rational interpolation points,
(u, v)ω,N =
N∑
j=0
u(ζN,j )v(ζN,j )ωN,j , ‖v‖ω,N = (v, v)
1
2
ω,N .
By (4.2), for any φψ ∈R2N+1,
(φ,ψ)ω,N = (φ,ψ)ω. (4.4)
In particular,
‖φ‖ω,N = ‖φ‖ω, ∀φ ∈RN . (4.5)
For any v ∈ C(Λ), the Chebyshev–Gauss rational interpolant INv ∈ RN such
that
INv(ζN,j )= v(ζN,j ), 0 j N,
or equivalently,
(INv− v,φ)ω,N = 0, ∀φ ∈RN .
The following theorem is related to the stability of the Chebyshev–Gauss
rational interpolation.
Theorem 4.1. For any v ∈H 1ω,A(Λ),
‖INv‖ω  c
(‖v‖ω +N−1|v|1,ω−1).
Proof. By (4.3) and (4.4),
‖INv‖2ω = ‖INv‖2ω,N =
N∑
j=0
v2(ζN,j )ωN,j  cN−1
N∑
j=0
v2(ζN,j ).
Let x = ctg θ (0 θ  π), vˆ(θ)= v(ctg θ) and θN,j = π(2j+1)2N+2 . Then
‖INv‖2ω  cN−1
N∑
j=0
vˆ2(θN,j ).
Let
K0 =
(
π
2(2N + 2) ,
2π
2N + 2
)
, KN =
(
2πN
2N + 2 ,
2π(N + 1)
2N + 2
)
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and
Kj =
(
2πj
2N + 2 ,
2π(j + 1)
2N + 2
)
, 1 j N − 1.
Then θN,j ∈Kj , Kj being of size cN+1 . Consequently,
‖INv‖2ω  cN−1
N∑
j=0
sup
θ∈Kj
vˆ2(θ). (4.6)
By an inequality of space interpolation (see (13.7) of Bernardi and Maday [2]),
we know that for any f ∈H 1(a, b),
max
axb
∣∣f (x)∣∣ c( 1√
b− a ‖f ‖L2(a,b) +
√
b− a‖∂xf ‖L2(a,b)
)
. (4.7)
It is easy to see that vˆ(θ) ∈H 1(Kj ) for all 0 j N. Hence
‖INv‖2ω  c
N∑
j=0
(∥∥vˆ(θ)∥∥2
L2(Kj )
+N−2∥∥∂θ vˆ(θ)∥∥2L2(Kj ))
 c
(∥∥vˆ(θ)∥∥2
L2(0,π) +N−2
∥∥∂θ vˆ(θ)∥∥2L2(0,π))
= c(‖v‖2ω +N−2|v|21,ω−1).
This completes the proof. ✷
We now state the main result of this section.
Theorem 4.2. For any v ∈Hrω,A(Λ) and 0µ 1 r,
‖INv − v‖µ,ω  cN2µ−r‖v‖r,ω,A.
Proof. Since IN(P̂ 1Nv) coincides with P̂ 1Nv, we have from Theorems 3.4 and 4.1
that ∥∥INv − P̂ 1Nv∥∥ω  c(∥∥P̂ 1Nv − v∥∥ω +N−1∣∣P̂ 1Nv − v∣∣1,ω−1)
 cN−r‖v‖r,ω,A. (4.8)
Using Theorem 3.4 again, we get from (4.8) that
‖INv − v‖ω 
∥∥P̂ 1Nv − v∥∥ω + ∥∥INv− P̂ 1Nv∥∥ω  cN−r‖v‖r,ω,A. (4.9)
Furthermore, by (4.8) and Theorems 2.2 and 3.4,
|INv − v|1,ω 
∣∣P̂ 1Nv − v∣∣1,ω + ∣∣INv − P̂ 1Nv∣∣1,ω

∥∥(x2 + 1) 12 ∂x(P̂ 1Nv − v)∥∥+ cN2∥∥INv − P̂ 1Nv∥∥ω
 cN2−r‖v‖r,ω,A. (4.10)
Finally, we get the desired result by (4.9), (4.10) and space interpolation. ✷
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5. Applications
In this section, we consider two model problems. We first consider the
following problem{
−∂2xU(x)+ νU(x)= f (x), −∞< x <∞,
|x|− 32U(x)→ 0, as |x|→∞,
(5.1)
where ν > 0 and f (x) is a given function. For simplicity, we assume ν > 14 .
Otherwise, we can use the variable transformation x = αy , α > 12√ν . Let
H 10,ω(Λ)=
{
v | v ∈H 1ω(Λ) and |x|−
3
2 v(x)→ 0 as x→∞}.
A weak formulation of (5.1) with ν > 14 is to find U ∈H 10,ω(Λ) such that
aνω(U,v)= (f, v)ω, ∀v ∈H 10,ω(Λ). (5.2)
If f ∈ (H 10,ω(Λ))′, then by Lemma 3.1 and the Lax–Milgram Lemma, (5.2) with
ν > 14 has a unique solution.
The Chebyshev rational spectral scheme for (5.1) is to find uN ∈RN such that
aνω(uN,φ)= (f,φ)ω, ∀φ ∈RN . (5.3)
For error estimate, let UN = P 1N,νU. By (5.2),
aνω(UN,φ)= (f,φ)ω, ∀φ ∈RN . (5.4)
Further let U˜N = uN −UN. Then by (5.3) and (5.4),
aνω(U˜N ,φ)= 0, ∀ ∈RN . (5.5)
Thus uN =UN. Using Theorem 3.3, we get the following result.
Theorem 5.1. If U ∈Hrω,B(Λ) ∩H 10,ω(Λ), ν > 14 and r  1, then
‖uN −U‖1,ω  cN1−r‖U‖r,ω,B .
We now consider the Chebyshev–Gauss rational pseudospectral scheme for
(5.1). Let
aνω,N(u, v)=
(
∂xu, ∂xv − 2x
(
x2 + 1)−1v)
ω,N
+ ν(u, v)ω,N .
Since
∂xRl(x)∂xRm(x)=
(
1− y2)3T ′l (y)T ′m(y)∣∣y= x√
x2+1
∈Rl+m+4
and
x
(
x2 + 1)−1∂xRl(x)Rm(x)= y(1− y2)2T ′l (y)Tm(y)∣∣y= x√
x2+1
∈Rl+m+4,
392 Z.-Q. Wang, B.-Y. Guo / J. Math. Anal. Appl. 274 (2002) 374–403
we know from (4.4) that for any φ,ψ ∈RN−2,
aνω,N (φ,ψ)= aνω(φ,ψ). (5.6)
This fact with Lemma 3.1 implies that for any φ, ψ ∈RN−2 and ν > 14 ,
aνω,N (φ,φ) c‖φ‖21,ω, (5.7)∣∣aνω,N (φ,ψ)∣∣ c‖φ‖1,ω‖ψ‖1,ω. (5.8)
The numerical solution uN ∈RN−2 satisfies
aνω,N (uN,φ)= (f,φ)ω,N , ∀φ ∈RN−2. (5.9)
By (4.4),∣∣(f,φ)ω,N ∣∣= ∣∣(INf,φ)ω,N ∣∣= ∣∣(INf,φ)ω∣∣ ‖INf ‖ω‖φ‖ω.
Hence by the Lax–Milgram Lemma, (5.9) with ν > 14 has a unique solution such
that
‖uN‖1,ω  c‖INf ‖ω.
Remark 5.1. (5.9) is not a pseudospectral method in the usual sense. Indeed
the only difference between (5.3) and (5.9) is that the integrals in (5.3) are now
replaced by the discrete sums, which make the algorithm more efficient.
Theorem 5.2. If U ∈Hrω,B(Λ)∩H 10,ω(Λ), f ∈Hr−1ω,A (Λ), ν > 14 and r  1, then
‖uN −U‖1,ω  cN1−r
(‖U‖r,ω,B +‖f ‖r−1,ω,A). (5.10)
Proof. Let UN = P 1N−2,νU. Then by (5.6), (5.7) and (5.9),
c‖uN −UN‖21,ω  aνω,N (uN −UN,uN −UN)
= (f,uN −UN)ω,N − aνω,N (UN,uN −UN)
= (f,uN −UN)ω,N − (f,uN −UN)ω + aνω(U,uN −UN)
− aνω,N (UN,uN −UN)
= (f,uN −UN)ω,N − (f,uN −UN)ω
+ aνω(U −UN,uN −UN). (5.11)
Thus
‖uN −UN‖1,ω  c
(
sup
φ∈RN−2
φ =0
|aνω(U −UN,φ)|
‖φ‖1,ω
+ sup
φ∈RN−2
φ =0
|(f,φ)ω − (f,φ)ω,N |
‖φ‖1,ω
)
. (5.12)
Z.-Q. Wang, B.-Y. Guo / J. Math. Anal. Appl. 274 (2002) 374–403 393
We now estimate the terms at the right side of (5.12). By Lemma 3.1 and
Theorem 3.3,∣∣aνω(U −UN,φ)∣∣ c‖U −UN‖1,ω‖φ‖1,ω
 cN1−r‖U‖r,ω,B‖φ‖1,ω. (5.13)
Moreover, by (4.4) and Theorem 4.2,∣∣(f,φ)ω − (f,φ)ω,N ∣∣= ∣∣(f,φ)ω − (INf,φ)ω∣∣
 ‖f − INf ‖ω‖φ‖ω
 cN1−r‖f ‖r−1,ω,A‖φ‖ω. (5.14)
The combination of (5.12)–(5.14) and Theorem 3.3 leads to
‖uN −U‖1,ω  ‖UN −U‖1,ω + ‖uN −UN‖1,ω
 cN1−r
(‖U‖r,ω,B + ‖f ‖r−1,ω,A). ✷
We next consider the Burgers equation on the whole line. It is of the form
∂tU(x, t)+U(x, t)∂xU(x, t)−µ∂2xU(x, t)= f (x, t),
x ∈Λ,0 < t  T ,
|x|− 23U(x, t)→ 0, as |x| →∞, 0 t  T ,
U(x,0)=U0(x), x ∈Λ,
(5.15)
where U0(x), f (x, t) and µ > 0 are the initial state, the source term and the
Kinetic viscosity, respectively. A weak formulation of (5.15) is to find U ∈
L2(0, T ;H 10,ω(Λ))∩L∞(0, T ;L2ω(Λ)) such that(
∂tU(t), v
)
ω
− 1
2
(
U2(t), ∂x(vω)
)+µ(∂xU(t), ∂x(vω))
= (f (t), v)
ω
, ∀v ∈H 1ω(Λ). (5.16)
If U0 ∈ L2ω(Λ) and f ∈ L2(0, T ;L2ω(Λ)), then (5.16) has a unique solution.
A Chebyshev rational spectral scheme for (5.16) is to find uN(t) ∈ RN for all
0 t  T such that
(
∂tuN(t),φ
)
ω
− 12
(
u2N(t), ∂x(φω)
)+µ(∂xuN(t), ∂x(φω))
= (f (t),φ)
ω
, ∀φ ∈RN, 0 < t  T ,
uN(0)= PNU0.
(5.17)
We first consider the generalized stability of (5.17). Let u˜0 and f˜ be the errors
of P 1NU0 and f respectively, which induce the error of uN, say u˜N . From (5.17),(
∂t u˜N (t), φ
)
ω
− (F (uN(t), u˜N (t)), ∂x(φω))+µ(∂xu˜N (t), ∂x(φω))
= (f˜ (t), φ)
ω
, ∀φ ∈RN, 0< t  T , (5.18)
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where
F
(
v(x, t),w(x, t)
)= v(x, t)w(x, t)+ 1
2
w2(x, t).
By taking φ = 2u˜N in (5.18), we get from Remark 3.2 that
d
dt
∥∥u˜N (t)∥∥2ω +µ∥∥u˜N (t)∥∥21,ω
 2µ
∥∥u˜N(t)∥∥2ω + 2(F(uN(t), u˜N (t)), ∂x(u˜N (t)ω))
+ 2(f˜ (t), u˜N (t))ω. (5.19)
Let ε be a suitably small positive constant. We now deal with the right side of
(5.19). By Theorem 2.1 and Remark 3.3, for a.e. t ∈ (0, T ],∣∣(F (uN(t), u˜N (t)), ∂x(u˜N (t)ω))∣∣
 ε
∥∥u˜N (t)∥∥21,ω + c(ε)∥∥F(uN(t), u˜N (t))∥∥2ω
 ε
∥∥u˜N (t)∥∥21,ω + c1(uN , ε)∥∥u˜N∥∥2ω + c(ε)N∥∥u˜N∥∥4ω,
where c(ε) > 0 and c1(uN , ε) is a certain positive constant depending only on
‖uN‖L∞(0,T ;L∞(Λ)) and ε. Clearly∣∣(f˜ (t), u˜N (t))ω∣∣ 12 (∥∥u˜N (t)∥∥2ω + ∥∥f˜ (t)∥∥2ω).
Let
E(v, t)= ∥∥v(t)∥∥2
ω
+ µ
2
t∫
0
∥∥v(s)∥∥21,ω ds,
ρ(t)= c
(
‖u˜0‖2ω +
t∫
0
‖f˜ (s)‖2ω ds
)
.
Integrating (5.19) with respect to t, we obtain that
E(u˜N , t) ρ(t)+M(uN,µ)
t∫
0
(
E(u˜N , s)+NE2(u˜N , s)
)
ds, (5.20)
where M(uN,µ) is a certain positive constant depending only on
‖uN‖L∞(0,T ;L∞(Λ)) and µ.
Finally, we use Lemma 3.2 of Guo [9] to conclude that
Theorem 5.3. Let uN be the solution of (5.17) and u˜N be its error induced
by u˜0 and f˜ . Then there exist positive constants b1 and b2 depending only on
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‖uN‖L∞(0,T ;L∞(Λ)) and µ such that if ρ(t1) b1N for certain t1 ∈ (0, T ], then for
all 0 t  t1,
E(u˜N, t) ρ(t)eb2t .
Next, we consider the convergence of (5.17). Let UN = P̂ 1NU. By (5.16),
(
∂tUN(t),φ
)
ω
− 12
(
U2N(t), ∂x(φω)
)+µ(∂xUN(t), ∂x(φω))
= (f,φ)ω +∑3i=1Gi(t, φ), ∀φ ∈RN ,
UN(0)= P̂ 1NU0
(5.21)
where
G1(t, φ)=
(
∂tUN(t)− ∂tU(t),φ
)
ω
,
G2(t, φ)= µ
(
∂xUN(t)− ∂xU(t), ∂x(φω)
)
,
G3(t, φ)= 12
(
U2(t)−U2N(t), ∂x(φω)
)
.
Further, let U˜N = uN −UN. Then by (5.17) and (5.21),
(
∂t U˜N (t), φ
)
ω
− (F(UN(t), U˜N (t)), ∂x(φω))
+µ(∂xU˜N (t), ∂x(φω))=−∑3i=1Gi(t, φ),
U˜N (0)= PNU0 − P̂ 1NU0.
(5.22)
Taking φ = 2U˜N in (5.22), we derive a result like (5.19). By Theorems 3.4 and
3.5, we get that for r  2,∣∣G1(t, U˜N(t))∣∣ ∥∥U˜N (t)∥∥2ω + cN2−2r∥∥∂tU(t)∥∥2r−1,ω,A,∣∣G2(t, U˜N(t))∣∣ ε∥∥U˜N (t)∥∥21,ω + c(µ, ε)∣∣UN(t)−U(t)∣∣21,ω
 ε
∥∥U˜N (t)∥∥21,ω + c(µ, ε)N2−2r∥∥U(t)∥∥2r,ω,A.
Moreover, for a.e. t ∈ (0, T ],∣∣G3(t, U˜N(t))∣∣ ε‖U˜N‖21,ω + c(ε)∥∥U2(t)−U2N(t)∥∥2ω
 ε‖U˜N‖21,ω + c2(U, ε)N2−2r
∥∥U(t)∥∥2
r−1,ω,A,
where c2(U, ε) is a certain positive constant depending only on ‖U‖L∞(0,T ;L∞(Λ)),
‖U‖L∞(0,T ;Hdω,C(Λ)) and ε. Moreover, by Theorems 3.1 and 3.4,∥∥U˜N (0)∥∥ω = ∥∥PNU0 − P̂ 1NU0∥∥ω  cN1−r‖U0‖r−1,ω,A.
Let E(v, t) be the same as before, and
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ρ(t)= cN2−2r
(
‖U0‖2r−1,ω,A +
t∫
0
(∥∥∂sU(s)∥∥2r−1,ω,A
+ c2(U, ε)
∥∥U(s)∥∥2
r−1,ω,A + c(µ, ε)
∥∥U(s)∥∥2
r,ω,A
)
ds
)
.
Clearly, ρ(t)= o(N−1) for r > 32 . Then by an argument as in the last part of the
proof of Theorem 5.3, we reach the following conclusion.
Theorem 5.4. Let U and UN be the solutions of (5.16) and (5.17), respectively.
Assume that for r  2 and d > 1,
U ∈L2(0, T ;Hrω,A(Λ))∩H 1(0, T ;Hr−1ω,A (Λ))
∩L∞(0, T ;Hdω,C(Λ) ∩L∞(Λ)),
and U0 ∈Hr−1ω,A (Λ). Then for all 0 t  T ,
E(U − uN, t)M∗(U)N2−2r ,
where M∗(U) is a positive constant depending only on µ and the norms of U and
U0 in the mentioned spaces.
We can also construct Chebyshev–Gauss rational pseudospectral scheme for
(5.16). The numerical solution uN(t) ∈RN−2 for all 0 t  T , satisfies
(∂tuN(t), φ)ω,N − 12 (INu2N(t), ∂x(φω))−µ(∂2xuN(t),φ)ω,N
= (f (t), φ)ω,N , ∀φ ∈RN−2, 0< t  T ,
uN(0)= INU0.
(5.23)
Remark 5.2. By the same reason as before, we have that for any uN(t), φ ∈
RN−2,
∂2xuN(t)φ ∈R2N,
and so by (4.4),
−(∂2xuN(t),φ)ω,N =−(∂2xuN(t),φ)ω = (∂xuN(t), ∂x(φω)).
Remark 5.3. The standard pseudospectral scheme for (5.15) is to find uN ∈RN
such that
∂tuN(x, t)+ 12IN∂xu
2
N(x, t)−µIN∂2xuN(x, t)= INf (x, t),
x = ζN,j , 0 j N, 0 < t  T .
It stands for
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(
∂tuN(t),φ
)
ω,N
+ 1
2
(
∂xu
2
N(t),φ
)
ω,N
−µ(∂2xuN(t),φ)ω,N
= (f (t),φ)
ω,N
, ∀φ ∈RN, 0 < t  T .
But in (5.23), we take uN ∈ RN−2 and approximate the nonlinear term by
− 12 (INu2N(t), ∂x(φω)). So (5.23) is not a pseudospectral scheme in the usual
sense.
We first consider the generalized stability of (5.23) in the sense of Guo [9].
Let u˜0, f˜ and F(v,w) be the same as in (5.18). Taking φ = 2u˜N(t) in the above
equation, and then by Remark 3.2, (4.4) and Remark 5.2,
d
dt
∥∥u˜N (t)∥∥2ω +µ∥∥u˜N(t)∥∥21,ω  2µ∥∥u˜N(t)∥∥2ω + 2(f˜ (t), u˜N (t))ω,N
+ 2(INF (uN(t), u˜N (t)), ∂x(u˜N(t)ω)).
(5.24)
We now estimate the right-hand side of (5.24). By Remark 3.3, Theorems 4.1, 2.1
and 2.3, for a.e. t ∈ (0, T ],∣∣(INF (uN(t), u˜N (t)), ∂x(u˜N(t)ω))∣∣
 ε
∥∥u˜N(t)∥∥21,ω + c(ε)(∥∥F (uN(t), u˜N (t))∥∥2ω
+N−2∣∣F (uN(t), u˜N (t))∣∣21,ω−1)
 ε
∥∥u˜N(t)∥∥21,ω + c1(uN , ε)∥∥u˜N (t)∥∥2ω + c(ε)N∥∥u˜N(t)∥∥4ω
where c(ε) and c1(uN , ε) are the same as before. Clearly∣∣(f˜ (t), u˜N (t))ω,N ∣∣ 12 (∥∥u˜N(t)∥∥2ω + ‖f˜ (t)‖2ω,N ).
Let ρ(t)= c(‖u˜0‖2ω+‖f˜ (t)‖2ω,N ) and E(v, t) be the same as before. By inserting
the above two estimates into (5.24), we find that
E(u˜N, t) ρ(t)+M(uN,µ)
t∫
0
(
E(u˜N, s)+NE2(u˜N , s)
)
ds
where M(uN,µ) is a certain positive constant depending only on
‖uN‖L∞(0,T ;L∞(Λ)) and µ. Then we use Lemma 3.2 of Guo [9] to reach the fol-
lowing result.
Theorem 5.5. Let uN be the solution of (5.23), and u˜N (t) be its error induced
by u˜0 and f˜ . There exist positive constants b3 and b4 depending only on
‖uN‖L∞(0,T ;L∞(Λ)) and µ such that if ρ(t1)  b3N for certain t1 ∈ (0, T ], thenfor all 0 t  t1,
E(u˜N, t) ρ(t)eb4t .
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We next deal with the convergence of (5.23). Let UN = P̂ 1N−2U and U˜N =
uN −UN. Then (5.15) and (5.23) produce that(
∂t U˜N (t), φ
)
ω,N
− (INF (UN(t), U˜N (t)), ∂x(φω))
+µ(∂xU˜N (t), ∂x(φω))+G1(t)+ (G2(x, t)+G3(x, t), ∂x(φω))
+G4(t)= 0, ∀φ ∈RN, 0 < t  T , (5.25)
where F(v,w) is the same as before, and
G1(t)=
(
∂tUN(t),φ
)
ω
− (∂tU(t),φ)ω,
G2(x, t)= 12U
2(x, t)− 1
2
INU2N(x, t),
G3(x, t)= µ∂x
(
UN(t)−U(t)
)
,
G4(t)=
(
f (t),φ
)
ω
− (INf (t),φ)ω,N .
Let r  2. According to Theorem 3.4,∣∣G1(t)∣∣ cN2−2r∥∥∂tU(t)∥∥2r−1,ω,A + ‖φ‖2ω.
Let
W
r,∞
A (Λ)=
{
v | v is measurable and ‖v‖Wr,∞A <∞
}
where
‖v‖Wr,∞A = max0k[ r−12 ]
∥∥(x2 + 1) k2 ∂kxv∥∥∞.
By Theorems 3.5, 4.2 and (4.5), for a.e. t ∈ (0, T ],∥∥G2(t)∥∥ω  12∥∥U2(t)− INU2(t)∥∥ω + 12∥∥INU2(t)− INU2N(t)∥∥ω
 cN1−r
∥∥U2(t)∥∥
r−1,ω,A +
1
2
∥∥U2(t)−U2N(t)∥∥ω,N
 cN1−r
∥∥U2(t)∥∥
r−1,ω,A
+ c(‖U‖C(0,T ,L∞(Λ)) + ‖U‖C(0,T ;Hdω,C(Λ)))∥∥INU(t)−UN(t)∥∥ω
 cN1−r
∥∥U2(t)∥∥
r−1,ω,A + c2(U)N1−r
∥∥U(t)∥∥
r−1,ω,A.
Since
(
x2 + 1) r+k2 ∂kxU2 = k∑
j=0
(
C
j
k
(
x2 + 1) r+j2 ∂jxU)((x2 + 1) k−j2 ∂k−jx U),
we deduce that∥∥G2(t)∥∥ω  c1(U)N1−r∥∥U(t)∥∥r−1,ω,A + c2(U)N1−r∥∥U(t)∥∥r−1,ω,A
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where c1(U) is a certain positive constant depending only on ‖U‖L∞(0,T ;Wr,∞A (Λ)),
and c2(U) is a certain positive constant depending only on ‖U‖L∞(0,T ;L∞(Λ)) and
‖U‖L∞(0,T ;Hdω,C(Λ)).∥∥G3(x, t)∥∥ω  µ∥∥(x2 + 1) 12 ∂x(UN(t)−U(t))∥∥ cµN1−r∥∥U(t)∥∥r,ω,A,∣∣G4(t)∣∣ cN2−2r‖f ‖2r−1,ω,A + ‖φ‖2ω.
Finally, an argument similar to the proof of Theorem 5.5 leads to the following
result.
Theorem 5.6. If for r  2 and d > 1,
U ∈L2(0, T ;Hrω,A(Λ))∩L∞(0, T ;Hdω,C(Λ) ∩L∞(Λ))
∩H 1(0, T ;Hr−1ω,A (Λ))∩L∞(0, T ;Wr,∞A (Λ)),
U0 ∈Hr−1ω,A (Λ) and f ∈ C(0, T ;Hr−1ω,A (Λ)), then
E(uN −U, t) d1(U)ed2(U)tN2−2r
where d1(U) and d2(U) are some positive constants depending only on µ and the
norms of U and f in the spaces mentioned above.
6. Numerical results
This section is for some numerical results. We first present an efficient
algorithm for solving (5.1) by using the rational spectral scheme (5.3). Let
A= (akj ) and B = (bkj ), whose entries are given by
akj =−(R′′j ,Rk)ω, bkj = (Rj ,Rk)ω.
Further set
y¯ = (y0, y1, . . . , yN)t , yj = (uN,Rj )ω
(Rj ,Rj )ω
,
f¯ = (f0, f1, . . . , fN)t , fk = (f,Rk)ω.
Then the Chebyshev Rational Galerkin approximation (5.3) is reduced to
(A+ νB)y¯ = f¯ . (6.1)
By the orthogonality of Chebyshev polynomials, B is a diagonal matrix with
bkk = π2 ck , where c0 = 2 and ck = 1 for k  1. Similarly, by the transform
x = y√
1−y2 and the properties of Chebyshev polynomials, we find that A is a non-
symmetric, nine-diagonal matrix whose nonzero entries can be computed directly.
Hence, (6.1) can be solved efficiently.
We now use (6.1) to solve (5.1) with ν = 1. Three examples are considered.
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Fig. 1. Convergence rates of the rational spectral approximation: Example 1.
Example 1. U(x) = sinkxe−x2 . This function decays exponentially at infinity
and so for any r, ‖U‖r,ω,B is finite. Therefore Theorem 5.1 predicts that the
errors of rational spectral approximation will decrease faster than any algebraic
rate as N increases. In Fig. 1, we plot the log10 of L2ω(Λ)-errors vs.
√
N. The
two straight lines corresponding to k = 1,2 indicate that the errors decay like
e−c
√
N .
Example 2. U(x) = 1(
x2+1)k . This function decays algebraically at infinity, and
|∂rxU(x)| c|x|−2k−r for large |x|. One can check directly that ‖U‖r,ω,B is finite
for r < 2k + 32 . Hence, according to Theorem 5.1, we can expect a convergence
rate for the H 1ω(Λ)-norm to be of the order 2k+ 12 −ε for any ε > 0. The observed
convergence rate for the L2ω(Λ)-norm plotted in Fig. 2 is about 2k+ 54 .
Example 3. U(x) = sin 2x(
x2+1)k . This function also decays algebraically at infinity.
But |∂rxU(x)|  c|x|−2k for large |x|. One can check directly that ‖U‖r,ω,B
is finite for r < k + 34 . Hence, according to Theorem 5.1, we can expect a
convergence rate for the H 1ω(Λ)-norm to be of order k − 14 − ε for any ε > 0.
The observed convergence rate for the L2ω(Λ)-norm plotted in Fig. 3 is about
k + 14 .
We now solve (5.15) numerically. Let τ be the mesh size in time. The
corresponding fully discrete rational spectral scheme is as follows,
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Fig. 2. Convergence rates of the rational spectral approximation: Example 2.
Fig. 3. Convergence rates of the rational spectral approximation: Example 3.(
uN(t + τ ),Rk
)
ω
−µτ (∂2xuN(t + τ ),Rk)ω = (uN(t − τ ),Rk)ω
− 2τ (uN(t)∂xuN(t),Rk)ω +µτ (∂2xuN(t − τ ),Rk)ω
+ τ (f (t + τ )+ f (t − τ ),Rk)ω, 0 k N. (6.2)
Take µ = 1, τ = 0.001 and the test function U(x, t) = 12 (1 − tanh( 2x
2−t
8 )). In
Fig. 4, we plot the log10 of L2ω(Λ)-errors at t = 0.5 vs. log10N. It shows that
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Fig. 4. Convergence rates of scheme (6.2).
Fig. 5. Stability of scheme (6.2).
the errors decay algebraically. It coincides with the theoretical analysis. In Fig. 5,
we plot the log10 of L2ω(Λ)-errors vs. t with fixed N = 64. It demonstrates the
stability of scheme (6.2) for long time calculation.
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