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VARIATIONAL EQUATION FOR FULL
SYNCHRONY
Here we derive the transition conditions (Eqs. (6)–(9) of
the paper) which complete the variational equation (5),
i.e., the linearization of the network system Eqs. (3)–(4)
around the synchronous solution. The derivation builds
upon previous work on dynamical systems with discon-
tinuities [1] and extends the case of uncoupled systems
[2].
Let xs(t) with xs ≡ (xs, . . . ,xs)T : R → RNm de-
note the synchronous solution of Eqs. (3)–(4), i.e., the
components xs solve x˙ = f(x) + c¯h(xτ ). Furthermore,
let ξ be the solution of the linearized system Eq. (5) for
small initial perturbations, ξ ≡ ξ
0
: [t0 − τ, t0]→ RNm,
||ξ
0
(s)|| < , and let ts be the first time point > t0 at
which ϕ(xs) = 0. We define x˜ ≡ xs + ξ and denote by ti
the time point (closest to ts) at which ϕ(x˜i) = 0.
Transition condition at the discontinuities
In the following we provide the linear relationship be-
tween ξ(ts) and ξ
+(ts), the perturbations just before and
after the discontinuity in xs. Starting from x˜i(ts) we es-
timate x˜i(ti), apply the discontinuous transition Eq. (4)
and then approximate x˜+i (ts), as illustrated in Fig. 1:
x˜+i (ts) ≈ g(xs(ts) + ξi(ts) + F˜i(ts)dti)
− F˜+i (ti)dti, (1)
≈ x+s (ts) +Dg(xs(ts))(ξi(ts) + F˜i(ts)dti)
− F˜+i (ti)dti, (2)
where we have used the definitions dti ≡ ti − ts,
F˜i(ts) ≡ f(x˜i(ts)) +
N∑
j=1
cijh(x˜j(ts − τ)), (3)
F˜+i (ti) ≡ f(x˜+i (ti)) +
N∑
j=1
cijh(x˜
+
j (ti − τ)), (4)
and Taylor expansion. Since dti, F˜i(ts) and F˜
+
i (ti) are
unknown we use the following approximations. First we
expand F˜i(ts),
F˜i(ts) ≈ f(xs(ts)) + c¯h(xs(ts − τ)) ≡ F(ts). (5)
In order to describe dti we approximate x˜i(ti) as
x˜i(ti) ≈ x˜i(ts) + F˜i(ts)dti (6)
≈ xs(ts) + ξi(ts) + F(ts)dti (7)
and apply ϕ on both sides, which leads to
0 ≈ ϕ(xs(ts) + ξi(ts) + F(ts)dti) (8)
≈ Dϕ(xs(ts))(ξi(ts) + F(ts)dti) (9)
We obtain a first order estimation for dti,
dti ≈ −Dϕ(xs(ts))ξi(ts)
Dϕ(xs(ts))F(ts)
. (10)
Next we expand F˜+i (ti),
F˜+i (ti) = f(g(x˜i(ti))) +
N∑
j=1
cijh(x˜
+
j (ti − τ)) (11)
≈ f(g(x˜i(ts))) +
N∑
j=1
cijh(x˜
+
j (ts − τ)) (12)
≈ f(x+s (ts)) + c¯h(x+s (ts − τ)) ≡ F+(ts). (13)
We substitute dti, F˜i(ts), F˜
+
i (ti) in Eq. (2) and subtract
x+s (ts) on both sides to obtain the first order approxima-
tion
ξ+i ≈ Aξi(ts) (14)
A ≡ Dg(xs(ts))
+
[F+(ts)−Dg(xs(ts))F(ts)]Dϕ(xs(ts))
Dϕ(xs(ts))F(ts)
(15)
The transition Eqs. (14)–(15) holds at all times ts ∈ {ts}
at which xs changes discontinuously.
Transition condition at the kinks
Next we derive the linear relationship between ξ(ts + τ)
and ξ+(ts + τ), the perturbations just before and af-
ter the kink in xs caused by the delayed coupling. We
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2FIG. 1. Approximation scheme for the perturbation ξ+i (ts) just after the discontinuity of xs, illustrated for scalar-valued
functions xi (m = 1). Evolution of x˜i ≡ xs + ξi (dashed dark blue lines), where xs (solid grey lines) is a component of the
synchronous solution of the system Eqs. (3)–(4) and ξi is a solution component of Eq. (5) with initial condition ξ ≡ ξ0, for
dti < 0 (left) and dti > 0 (right). Note that x˜i is not discontinuous at ti 6= ts, because it is not a solution component of
Eqs. (3)–(4). The i-th solution component of Eqs. (3)–(4) with initial trajectory xs + ξ0 is indicated (solid light blue lines).
Dashed grey lines mark the set {x |ϕ(x) = 0} which constitutes the threshold hyperplane here. If a solution x of Eq. (3) reaches
this hyperplane from below, a discontinuity occurs: x+ = g(x), cf. Eq. (4). Solid red arrows indicate the vectors F(ts)dti and
F+(ts)dti used in the approximation of ξ
+
i (ts). The vectors F(ts) and F
+(ts) are indicated by dotted red arrows.
assume w.l.o.g. that the time points ti are ordered
t1 ≤ t2 ≤ · · · ≤ tN . Starting from x˜i(ts + τ) we estimate
first x˜+i (t1+τ), then iteratively x˜
+
i (t2+τ), . . . , x˜
+
i (tN+τ)
and finally x˜+i (ts + τ), see Fig. 2 for an illustration:
x˜+i (t1 + τ) ≈ x˜i(ts + τ) + F˜i(ts + τ)dt1 (16)
≈ x˜i(ts + τ) + F(ts + τ)dt1, (17)
where we have applied Eqs. (3) and (5). Using the defi-
nition (4) we approximate iteratively (to first order)
x˜+i (tk+1 + τ) ≈ x˜i(tk + τ)
+ F˜+i (tk + τ)(dtk+1 − dtk) (18)
for k = 1, . . . , N − 1. Since we do not know F˜+i (tk + τ),
we approximate it as
F˜+i (tk + τ) ≈ f(xs(ts + τ)) +
k∑
j=1
cijh(x
+
s (ts))
+
N∑
j=k+1
cijh(xs(ts)), (19)
where we have used that
h(x˜j(tk)) ≈
{
h(x+s (ts)) for k ≥ j
h(xs(ts)) for k < j,
(20)
and that xs is continuous at ts+τ , assuming ts+τ /∈ {ts}.
Using Eq. (18) we can now estimate x˜+i (tN + τ)
x˜+i (tN + τ) ≈ x˜i(t1 + τ) +
N−1∑
k=1
F˜+i (tk + τ)(dtk+1 − dtk)
≈ x˜i(ts + τ) + F+(ts + τ)dtN
+
[
h(xs(ts))− h(x+s (ts))
] N∑
j=1
cijdtj ,
(21)
where in Eq. (21) we have applied Eqs. (17), (19), the
definitions (5), (13) and telescopic cancelling. We use
the fact that x˜+i (tN + τ) can also be expressed as
x˜+i (tN + τ) ≈ x˜+i (ts + τ) + F+(ts + τ)dtN , (22)
and subtract F+(ts + τ)dtN and xs(ts + τ) on both sides
of Eq. (21), which yields
ξ+i (ts + τ) ≈ ξi(ts + τ) +
[
h(xs(ts))− h(x+s (ts))
]
·
N∑
j=1
cijdtj . (23)
3FIG. 2. Approximation scheme for the perturbation ξ+i (ts+τ)
just after the kink in xs, illustrated for scalar-valued functions
xi (m = 1). Evolution of the synchronous solution component
xs (solid grey line), x˜i ≡ xs +ξi (dashed dark blue lines) and
the i-th solution component of Eqs. (3)–(4) with initial trajec-
tory xs + ξ0 (solid light blue lines). Solid red arrows indicate
vectors that are used in the approximation, as explained in
the text. The solid green arrow represents the difference be-
tween ξ+i (ts + τ) (dashed green arrow) and ξi(ts + τ) (solid
dark blue arrow).
Note that Eqs. (21) and (22) are first order approxima-
tions. Finally we substitute dtj in Eq. (23) using Eq. (10)
to obtain
ξ+(ts + τ) ≈ ξ(ts + τ) +
[
IN ⊗ h(x
+
s (ts))− h(xs(ts))
Dϕ(xs(ts))F(ts)
]
· [C⊗Dϕ(xs(ts))] ξ(ts) (24)
= ξ(ts + τ) + [C⊗B] ξ(ts), (25)
B ≡ [h(x
+
s (ts))− h(xs(ts))]Dϕ(xs(ts))
Dϕ(xs(ts))f(xs(ts)) + c¯h(xs(ts − τ)) .
(26)
The transition Eq. (25) holds at all times ts + τ for ts ∈
{ts}.
VARIATIONAL EQUATION FOR CLUSTER
STATES
The transition conditions which complete the variational
equation for synchronized groups of elements, i.e., the
linearization of the system Eqs. (14)–(15) around the
cluster state, are derived analogously to the previous
section. This analogy is demonstrated by the results
presented below.
The variational equation, which governs the dynamics of
the perturbations ξ ≡ (ξE1 , . . . , ξENE , ξI1 , . . . , ξINI )T : R→
R(NE+NI)m is given by
ξ˙ =
(
INE ⊗DfE(xEs ) 0
0 INI ⊗DfI(xIs )
)
ξ
+
(
CEE ⊗DhEE(xEs,τ ) CEI ⊗DhEI(xIs,τ )
CIE ⊗DhIE(xEs,τ ) CII ⊗DhII(xIs,τ )
)
ξ
τ
(27)
for t, t− τ /∈ {tEs } and t, t− τ /∈ {tIs }. The transition
conditions for the time points, at which the synchronized
elements of each group change discontinuously, are ex-
pressed as
ξ+ =
(
INE ⊗AE 0
0 0
)
ξ t ∈ {tEs }, (28)
ξ+ =
(
0 0
0 INI ⊗AI
)
ξ t ∈ {tIs }, (29)
and the transition conditions for the time points at which
the delay period has passed since these (discontinuous)
events, read
ξ+ = ξ +
(
CEE ⊗BE 0
CIE ⊗BE 0
)
ξ
τ
t−τ ∈ {tEs } (30)
ξ+ = ξ +
(
0 CEI ⊗BI
0 CII ⊗BI
)
ξ
τ
t−τ ∈ {tIs }. (31)
The matrices Ak and Bk for k, l ∈ {E , I}, k 6= l, in
Eqs. (28)–(31) are given by
Ak ≡ Dgk(xks) +
[
Fk(xk,+s ,x
k
s,τ ,x
l
s,τ )−Dgk(xks)Fk(xks ,xks,τ ,xls,τ )
]
Dϕk(xks)
Dϕk(xks)F
k(xks ,x
k
s,τ ,x
l
s,τ )
(32)
Bk ≡
[
Fk(xks ,x
k
s,τ+,x
l
s,τ )− Fk(xks ,xks,τ ,xls,τ )
]
Dϕk(xks,τ )
Dϕk(xks,τ )F
k(xks,τ ,x
k
s,2τ ,x
l
s,2τ )
, (33)
where we have used the definition
Fk(xk,xkτ ,x
l
τ ) ≡ fk(xk) + λkkh(xkτ ) + λklh(xlτ ). (34)
Note that the transition condition Eqs. (30)–(31) are
caused by the delayed coupling between the elements.
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