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Аннотация. Адаптивные системы защиты импульсных РЛС от нестационарных по времени (дальности)
помех обычно настраиваются по обучающим выборкам векторов комплексных амплитуд входных воздей-
ствий, расположенных в «скользящем окне» конечной протяженности. Для каждого следующего элемента
дальности обучающая выборка частично модифицируется по сравнению с предыдущей за счет выхода из
ее состава «старых» и входа «новых» обучающих векторов, а параметры адаптивной системы корректиру-
ются в соответствии с модифицированной оценкой корреляционной матрицы (КМ) выборки, которая
обычно равна сумме исходной и модифицирующей матрицы ранга K  1. В этом случае можно отказаться
от пересчета этих параметров по новой выборке полного объема и перейти к их «экономной» коррекции на
основе K-ранговой модификации матрицы, обратной оценке КМ.
Статья посвящена сравнительному анализу различных алгоритмов (K  1)-ранговой модификации пара-
метров адаптивных решетчатых фильтров (АРФ). Основное внимание уделено синтезу, теоретическому и
экспериментальному исследованию алгоритмов (K > 1)-ранговой модификации параметров АРФ, не пред-
полагающихK-кратное использование для этой цели известных алгоритмов одноранговой (K = 1) модифи-
кации. Синтезирован комбинированный алгоритм (K  1)-ранговой модификации параметров АРФ, вы-
числительно более простой и численно более устойчивый, чем известные. Такой АРФ представляет собой
эффективное средство решения широкого круга задач адаптивной пространственно-временной обработки
сигналов в импульсных РЛС различного назначения.
Ключевые слова: пространственно-временная обработка; адаптивный решетчатый фильтр; оценочная
корреляционная матрица; K-ранговая модификация; комбинированный алгоритм; вычислительная слож-
ность; численная устойчивость; конечная разрядность; сигнальный процессор
ВВЕДЕНИЕ
А. Адаптивные системы пространствен-
ной, временной, пространственно-временной
обработки гауссовых нестационарных сигна-
лов решают множество задач в различных об-
ластях науки и техники. В частности, в радио-
технических, в первую очередь — радиолока-
ционных системах, на эти системы возлагают-
ся задачи обнаружения целей и измерения их
координат на фоне помех, сопровождения, раз-
личения и распознавания, спектрального ана-
лиза и пеленгации, формирования изображе-
ний, и целый ряд других.
При всем многообразии этих задач, суще-
ствует одна объединяющая их особенность —
оптимальные или близкие к ним решения явля-
ются теми или инымифункциями (линейными,
квадратичными или билинейными формами,
детерминантами, собственными значениями
и/или векторами и др.) оценок априори неиз-
вестных корреляционных матриц (КМ) (часто
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