Abstract. We study the approximation of harmonic functions by means of harmonic polynomials in twodimensional, bounded, star-shaped domains. Assuming that the functions possess analytic extensions to a δ-neighbourhood of the domain, we prove exponential convergence of the approximation error with respect to the degree of the approximating harmonic polynomial. All the constants appearing in the bounds are explicit and depend only on the shape-regularity of the domain and on δ.
gleaned in Section 3 by means of fairly intricate estimates. A result similar to Theorem 1.2 was stated in [25, Theorem 2.2.10] ; the novelty of the present contribution lies in the explicit expressions for the constants C and b in terms of the parameters δ, ρ and ρ 0 only.
Our work was motivated by the desire to obtain convergence estimates for the hp-version of Trefftz-type discontinuous Galerkin finite element methods (dGFEM) for second-order scalar elliptic boundary value problems. For the Laplace equation ∆u = 0, these methods rely on harmonic polynomials for the local approximation on the cells of a mesh. Thus, with D standing for a mesh cell (after the identification of R 2 with C and, possibly, a similarity transformation), estimates like that of Theorem 1.2 become instrumental for showing exponential convergence of the discretisation error in terms of the dimensions of the trial spaces. This will be outlined in Section 5, in the case of (straight) triangular and quadrilateral meshes, building on the substantial hp-dGFEM convergence theory of [38] . On geometrically graded meshes, this scheme features faster exponential convergence than standard methods, namely the energy norm of the error decays as exp(−b √ N ), N being the number of degrees of freedom and b > 0, as opposed to standard schemes which achieve only exp(−b 3 √ N ). A dGFEM based on harmonic polynomial has already been introduced in [22, 23] ; only the convergence under mesh refinement was discussed there.
We intend to pursue the extension of these results to more general second-order elliptic equations by means of the so-called Vekua theory [29, 34] . In particular, the extension to Helmholtz boundary value problems is relevant, since several Trefftz-type numerical schemes have recently been proposed for their efficient approximation at medium and high wave numbers; see [8, 13, 14, 19-21, 27, 30] , the references therein, and the review in [28, §1.2] . We close this introduction with some remarks on the geometry of the domain D in our approximation results. We refer to 
such that, for any w ∈ ∂D, a) there exists a cone 3 with vertex w, opening angle Λπ and height H 0 contained in D, b) there exists an infinite cone with vertex w and opening angle λπ contained in C \ D. The proof is postponed to Lemma A.1 in Appendix A. The uniform cone conditions imply that D is Lipschitz (see, e.g., [16 We also notice that, in the convex case, the exterior cone condition holds with λ = 1 (the cone is a half plane through w that does not intersect D), while for the interior cone condition one always has Λ < 1.
Exterior conformal mappings.
Let D ⊂ C be a non-empty, simply connected "generic" domain that is either compact or open and bounded. Set Let P be a bounded polygon with counterclockwise ordered vertices {w k } N k=1 and corresponding internal angles {α k π} N k=1 . Then, using conformal inversion across ∂B 1 and [11, Eq. 4.6], the conformal mapping ϕ P is given by the Schwartz-Christoffel formula
where z k = ϕ (1 − α k ) = 2); see also [24, Vol. III, eq. (9.10) page 331]. The constant A ∈ C depends on translations of P and 3 Following [25, Proposition 2.1.6] we call "cone" an isosceles triangle, "infinite cone" the sector of the plane delimited by two half lines with common origin, and "opening angle" the angle adjacent to the two sides with equal length of a cone, or to the two half lines of a infinite cone. 4 Notice that, in both these references, the inverse conformal map ϕ
on the initial point in the integration; the constant C SC is related to rotations/dilations and from [11, p . 53] we have
The complex derivative of the Schwarz-Christoffel mapping can easily be computed as
where in the last step we have used |z k | = 1 and k (1 − α k ) = 2. When z approaches one of the z k 's, then ϕ ′ P (z) tends either to 0 or to ∞, depending on the sign of 1 − α k . Next, we recall the estimates of [25, Lemma 2. 
Proof. We refer to [25, Appendix A.2] for the second bound, which is based on the "area formula" of [24, Vol. III, Th. 1.4], while here we report the proof of the first bound given in [25, Appendix A.2] , taking into account our assumptions on D.
Fix
(1 + |z|)
which gives the result. The bound we used from [25, p. 165 ] is a consequence of the "distortion theorem", see [24, Vol. III, Theorems 1.7 and 1.9].
The following result is a direct consequence of Schwarz's Lemma [17, Theorem 5 .10b], i.e., of the fact that every holomorphic function f :
∀h > 0. 
Then, provided that 0 < h ≤ 1, we have
where we have set 
A result in the spirit of Theorem 3.1 is proved in [25, Proposition 2.1.6] . There, an upper bound for d(w, L h ) with w ∈ ∂D is given, which is different from our estimate (3.2) . Another difference is that the exponents of h in the bounds (3.1) and (3.2), as well as the expressions of the constants C I and C E , are specified under our assumptions on D.
The proofs of the two bounds (3.1) and (3.2) are given in the following Section 3.1 and 3.2, respectively. On first reading these may be skipped. (3.1) . We state the following auxiliary result. LEMMA 3.4. Let S ⊂ C be the segment [−ρ, ρ], ρ > 0, on the real axis. Then
Proof of the lower bound
Proof. For any ρ > 0, the Joukowski map [17, §5.1, page 294]
is the conformal mapping that maps B c 1 in the exterior of the segment S, with J(∂B 1 ) = S, J(∞) = ∞ and J ′ (∞) = ρ/2. It level lines are ellipses whose foci are the endpoints of S.
the minimum is h 2 and it is achieved for θ = 0; the proof is complete. Proof of (3.1). The proof proceeds along the lines of [25, Proposition 2.1.6]. Since D is star-shaped with respect to the origin and B ρ ⊆ D, then for any w ∈ ∂D, there exists a (closed) straight segment S w with one endpoint at w and length 2ρ such that S w ⊂ D. By Lemma 3.4 and Lemma 2.2, we have
which implies (3.1) with C I = ρ/4, since h ≤ 
iθ , w = ϕ(z), and denote by S the straight segment of length h connecting z and z h . From (2.5) and (2.4) we have
For any y ∈ S, we have |y − z k | ≤ 2 + h and, due to the convexity of
Notice that this bound is independent of the number N of the vertices of P . Using |y| ≥ 1 and (2.2), since h ≤ 1, we obtain
If a convex D has more general shape, we exploit the fact that, for any fixed ε > 0, we can find a convex polygon P ε containing D such that, for all w ∈ ∂P ε , d(w, ∂D) < ε, [36, Theorem 3.1.6]; for ε small enough,
. Let P ε be an approximating polygon as before, with ε ≤
Pε (w h ) = (1 + h ′ )e iθ , and define z = e iθ . Then,
Interpolation estimates.
In this section, we prove error estimates for the approximation of holomorphic functions by means of polynomials. We first state some auxiliary results.
Auxiliary results.
We define the "polar parametrisation" Ψ : C → C such that
Proof. Therefore the steepest (in polar coordinates) possible tangent line at a point ψ(θ) is tangent to ∂B ρ0 . Since the angular derivative of a straight line is larger for points with larger moduli, we can bound ψ ′ (θ) with the angular derivative at θ = 0 of one of the two straight lines through 1 − ρ that are tangent to B ρ0 . This line has polar representation r(θ) = ρ 0 / cos(θ * − θ), where θ * = arccos ρ0 1−ρ (i.e., θ * is the angle at 0 of the rectangular triangle of vertices 0, 1 − ρ and the tangent point of the line to ∂B ρ0 ; see Figure 4 .1). Its "polar slope" in θ = 0 is given by
and the proof is complete. The inverse of Ψ is given by Ψ −1 (re iθ ) = 1 ψ(θ) re iθ or, in Cartesian coordinates (after the identification of C with R 2 ),
Of course, Ψ −1 is Lipschitz continuous as well, and an estimate for its Lipschitz constant is given in the next Lemma.
LEMMA 4.2. The function 
Since |x|, |y| ≤ r and 0 < ρ < |ψ(θ)| < 1, we can bound DΨ
the proof is complete. LEMMA 4.3. For every positive h, the following bound holds:
Proof.
we have
Now, we provide a refined version of [25, Lemma 2.
where
with L ψ and L Setting w(θ) := Ψ(e iθ ) = ψ(θ)e iθ ∈ ∂D, using Lemma 4.2, Lemma 4.3 and ψ(θ) < 1, we obtain, for all θ ∈ [−π, π],
Then,
we have log(π + d) ≤ | log h| and
where we can use (3.1), because h ≤ C I < 1. 
Define the sequence of complex polynomials {ω p } p∈N with
where ϕ is the exterior conformal mapping of D.
LEMMA 4.6. [25, Lemma 2.2.9] Under the same hypothesis on h as in Lemma 4.4 we find
where C D is the constant in Lemma 4.4. Proof. We refer to the proof of [25, Lemma 2.2.9] . The constant at the exponents of h is equal to C D and the threshold on h is the one needed by Lemma 4.4.
Main interpolation estimates.
As in Theorem 1.2, for δ > 0, define the inflated domain
Assume ℓ > 0; then Theorem 3.1 guarantees that
Our main approximation results is a refinement of [25, Theorem 2.2.10]. THEOREM 4.7. Fix 0 < δ ≤ 1/2. Provided that
there exist C appr > 0 and α > 0 depending only on D through ρ and ρ 0 , such that, for any f holomorphic in D δ , there is a sequence of polynomials {q p } p≥1 of degree at most p such that
where Proof of Theorem 4.7. We choose q p as the polynomial of degree p which interpolates f at the p + 1 points ϕ(e 2πik/(p+1) ), k = 0, . . . , p. Since L 3h ⊂ D δ , using the Hermite interpolation error formula (see [25, p. 17] or [9, Theorem 3.6.1]), we have
Since ϕ is a curve parametrisation ϕ :
this, together with the lower bound of d(L h , L 3h ) and the upper bound of |ϕ ′ (z)| given in Lemma 2.1, and the bounds in Lemma 4.6, gives
where in the last step we have used 3
, and
The use of Lemma 4.6 (and thus of Lemma 4.4) is legitimate due to the hypothesis imposed on h and δ. The result of the theorem follows from the bound of C D derived in Remark 4.5.
Obviously, Theorem 1.2 from the Introduction is an immediate consequence of Theorem 4.7: given 0 < h < h * , just define C := C appr (h * (δ)) −α and b := log(1 + h * (δ)). The polynomials q p defined in the proof of Theorem 4.7 as the complex interpolants of f in special points, simultaneously approximate the first p derivatives of f (denoted f (j) , j = 1, . . . , p), as established by the following corollary. COROLLARY 4.9. Under the assumptions of Theorem 4.7, for any 5 j ∈ N, j ≤ p, we have
Proof. We use Cauchy's inequalities [24, Vol. I, Theorem 14.7] for the interpolation error
p to obtain a sharp bound on the complex derivatives of holomorphic functions:
the assertion of the corollary follows from the bound (3.1) and from Theorem 4.7.
As a consequence of the previous results, we can gauge the approximation of real-valued harmonic functions by harmonic polynomials. To this purpose, setting z = x+iy we identify S ⊆ C and {(x, y) ∈ R 2 | z = x + iy ∈ S} and now regard f : D δ → C as a real analytic function of two real variables f = f (x, y). We also adopt this perspective for the polynomials q p , which have been defined in the proof of Theorem 4.7 as the complex interpolants of f in special points.
The statement of the following results makes use of the (standard) W j,∞ (S)-seminorms, j ∈ N, and of the weighted Sobolev W 1,∞ (S)-norm, for sufficiently smooth functions, and S ⊆ D δ :
THEOREM 4.10. Fix 0 < δ ≤ 1/2, and let h satisfy (4.4). For any real, harmonic function u in the inflated domain D δ defined in (4.3), there is a sequence of harmonic polynomials 
Moreover, if f is a holomorphic function, then u(Re z, Im z) = Re f (z) is harmonic; thus, the real part of any complex polynomial is a harmonic polynomial. Obviously,
With these considerations, defining Q p := Re q p , with q p as in Theorem 4.7, the desired bound in
For the bounds in W j,∞ -norms, the inclusion D ⊂ L h , the interior estimates for the derivatives of harmonic functions in [15, Theorem 2.10] , and the bound (3.1) give
again, Theorem 4.7 allows to conclude. Finally, the bounds in integral norms follow from
and the previous inequalities. From Theorem 1.2, with the same considerations as in the proof of Theorem 4.10, we obtain the following result. COROLLARY 4.11. Fix 0 < δ ≤ 1/2 and j ∈ N 0 . There exist C > 0 and b > 0, depending only on ρ, ρ 0 , δ and j, such that, for any real-valued, harmonic function u which is bounded along with its first-order derivatives in the inflated domain D δ defined in (4.3), there is a sequence of harmonic polynomials {Q p } p of degree at most p such that shown for inhomogeneous problems in [2, 4] ; this improvement is due to the use of harmonic polynomials, instead of complete polynomials, in the trial spaces.
Since we rely on the hp-dGFEM theory from [37] , we restrict ourselves to the case of (straight) polygonal domains and meshes comprising (straight) triangles or parallelograms. The extension to curvilinear domains and mesh elements would require to develop, for such elements, several tools as polynomial hp-inverse estimates, scaling estimates of Sobolev seminorms, and approximation estimates for linear and bilinear polynomials near corners. This goes beyond the scope of this paper. Let Ω ⊂ R 2 be a bounded, Lipschitz polygon with corners c ν , 1 ≤ ν ≤ n a , whose boundary is partitioned into a Dirichlet and a Neumann boundary Γ
[0] and Γ [1] , respectively, such that the interiors of Γ [0] and Γ [1] do not overlap and
has positive 1-dimensional measure. Consider the following (well-posed) boundary value problem: given g [i] , i = 0, 1, find u ∈ H 1 (Ω) such that
on
on Γ [1] .
Here, γ 0 and γ 1 denote trace and normal derivative operators, respectively. There exists a weight vector β ∈ (0, 1)
where Φ(x 0 ) := na ν=1 min{1, |x 0 − c ν |}, thus u admits a real analytic continuation to the set
Trefftz hp-dGFEM.
We now formulate the hp-dGFEM discretisation of the BVP (5.1) on geometric mesh families
in Ω, with increasing number ℓ of layers and geometric grading factor 0 < σ < 1.
Geometric meshes.
Given ℓ ∈ N, the mesh T 
where J(i) ≥ 1 is the number of the elements in i-th layer L 
The ℓ-th layer is the set of the elements abutting at domain corners (i.e., r ℓ ij = 0 ⇔ i = ℓ). 
(5.4) Note that (GM2) and (GM3) imply that the diameter of an element Ω ℓ ij is proportional to its distance from the domain corners:
Using (GM1) and (GM3), we can control the area |Ω
Moreover, (GM2) and (GM3) imply
. Therefore, the number of elements per layer is uniformly bounded in i:
5.2.2.
hp-subspaces on M σ . For a positive integer p, let P p (D) be the space of bivariate real polynomials of degree at most p on a domain D ⊂ R 2 . Define the spaces S p (T ℓ σ ) of discontinuous, piecewise polynomial functions of total degree at most p on T ℓ σ :
and its subspace of discontinuous, piecewise harmonic polynomials (i.e., the Trefftz subspace):
For the sake of simplicity, we confine ourselves to the case where the same polynomial degree is used in every element of the mesh; the results below can be extended to more sophisticated degree distributions. For example, in the elements adjacent to the domain corners, the use of linear polynomials on triangles and bilinear polynomials on parallelograms preserves the exponential convergence. Thus, if quadrilateral elements are used near the domain corners, we will choose p ≥ 2 in order to include bilinear functions in the trial space. Polynomial degrees linearly decreasing with the layer index will also give the same convergence. LEMMA 5.2. If the family M σ satisfies Assumption 5.1, for all p, ℓ ≥ 1, we have
where J * (M σ ) is defined in (5.6) and is independent of ℓ and p.
∩ {v : ∆v = 0}) = 2p + 1 imply the assertion.
hp-dGFEM.
We consider both the symmetric interior penalty (SIP) and the non symmetric interior penalty (NIP) methods introduced, respectively, in [10] , [6] , and in [7] , [32] (see [1] for a survey of interior penalty and other dGFEM for elliptic problems).
For a given mesh T , and set E int,D := E int ∪ E D . For a piecewise smooth function v, we define jumps and averages across the edges e ∈ E int,D :
where n K is the outgoing unit normal on ∂K. We set h K := diam(K) and define the meshwidth function h : E int,D → R as h(x) := min{h K : x ∈ K ∈ T ℓ σ }. For θ ∈ {1, −1} and v, w ∈ V p (T ℓ σ ), define the two bilinear forms and linear functionals
g [1] w ds + θ
Here, a is the discontinuity stabilisation function given by a(x) := α p 2 /h(x), where α > 0 is a parameter independent of h and p.
Fixing θ ∈ {1, −1}, the hp-dGFEM reads: find u
The method defined in (5.9) is SIP, for θ = −1, and NIP, for θ = 1. We recall the following result from [37] , where the mesh-dependent norm · 2 dG is defined by 
where C > 0 is independent of σ, ℓ and p. Here, K 
We define the domain parameter
which depends only on the position of the corners of Ω, and consider an arbitrary element
The definition of Φ and the bound (5.5) give
This, together with the definition of the domain of analyticity N (u) in (5.3) and of the pa-
Now consider the case when Ω ℓ ij
B EΩ (c ν ) for any ν ∈ {1, . . . , n a }. Fix x ∈ Ω ℓ ij such that |x − c ν | ≥ E Ω for every ν ∈ {1, . . . , n a }. Thus, by (GM2) and (GM3),
i.e., Ω ℓ ij belongs to one of the first i * layers. The elements in first i * layers are uniquely defined in all the meshes with at least i * + 1 layers, see (5.4). Thus we can define
which is strictly positive since it is the minimum of a finite number of positive values, although ℓ can take any value in N. Therefore, if δ * := min{δ 1 , δ 2 }, for any element Ω 
for some constants C and b > 0 depending only on κ 1 , δ * (which, again, depends on M σ , σ and u, through d u ) and u W 1,∞ ( N (u)) (which, again, depends only on u and Ω). We scale Q p back to Ω ℓ ij and define the local interpolant as
Remark 4.13 guarantees that the interpolation is exact in at least p + 1 points on the boundary of Ω ℓ ij . From the usual scaling of Sobolev seminorms
with C and b depending only on u, σ, Ω and M σ . Here we used the fact that the number of elements in T ℓ σ is O(ℓ), as proved in Lemma 5.2. The assertion is then obtained by combining the last bound with the one previously obtained for the elements incident to the corners, using ℓ = O( √ N ), and noting that π T (u) interpolates u at least in two points per element, thus Proposition 5.3 applies, and the hpdGFEM error is bounded by the approximation error. REMARK 5.6. In standard FEM convergence analysis, approximation estimates are derived only for few reference elements, which are then mapped to the "physical" mesh el-
ements. For Trefftz schemes this is usually not possible: spaces made of harmonic functions (or harmonic polynomials) are not invariant under general affine mappings but only under similarity transformations, thus estimates that are uniform for every element shape must be proven, up to scaling and isometry only. This is one of the reasons for deriving the approximation estimates of Section 4.2; however, they hold in much more generality than what we used in the hp-dGFEM analysis (i.e., for star-shaped elements instead of triangles and parallelograms). The explicit dependence on the geometry, only through ρ and ρ 0 , shows that these bounds are uniform for all the elements of a shape-regular family of meshes. The obstruction to extending the results of Theorem 5.5 to more general (e.g., curvilinear) geometries is not due to the new approximation estimates, but only to the limitations of the existing theory on quasi-optimality of dGFEM solutions.
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Appendix A. Uniform cone conditions. We prove the following uniform cone conditions which guarantee that a domain D satisfying Assumption 1.1 is Lipschitz, thanks to [16 Proof. We prove separately the two statements. a) For every w ∈ ∂D, we want to construct a cone C w (θπ, H 0 ) with vertex in w, height H 0 , and opening θπ, which is contained in D. We consider four different situations, depicted in Figure A.1. a1) If 2ρ 1 ≤ ρ 2 and 2ρ 1 ≤ |w| ≤ ρ 2 , the star-shapedness with respect to B ρ1 implies that there is a cone of vertex w and sides tangent to B ρ1 which is contained in D; this cone 19 has opening θ w π, with θ w := 2 π arcsin ρ 1 |w| ≥ θ, and height
thus it contains a cone C w (θπ, H 0 ).
a2)
If |w| = ρ 1 and ρ 2 < 2ρ 1 , then π 3 < θπ ≤ π and there is a cone with vertex w and opening θπ inscribed in B ρ1 , with height H equal to:
, so a cone C w (θπ, H 0 ) is contained within the equilateral triangle T ⊂ B ρ1 with vertex in w and height H =
there is a cone C 0 of vertex w, sides tangent to B ρ1 and height H > 0, which is contained in D and has opening θ w π, as in a1). As in parts a2)-a3), we can construct a cone C * ⊂ B ρ1 with vertex w * := ρ1 |w| w, opening θπ and height H ≥ b) The star-shapedness with respect to B ρ1 implies that, for any w ∈ ∂D, there is an infinite cone of vertex w and angle θ w π, with θ w := 2 
Appendix B. Proof of the upper bound (3.2) for non convex domains. We consider first the case of polygonal domains (with straight sides) in Section B.1, then we extend the result to more general curvilinear domains in Section B.2. We recall that we are assuming 0 < h ≤ 1. 
B.1. Polygonal domains. Denote by {α
The following relations hold (see Figure B .1 for the geometrical meaning of the parameters):
Recalling the definition of ξ when D is non convex:
from Assumption 1.1 and Remark A.2 we have
One of the crucial ideas of this proof is the fact that the sum of the β k 's corresponding to an arbitrary set V of consecutive vertices of a polygon P ⊂ B 1−ρ , which is star-shaped with respect to B ρ0 , satisfies the inequalities ξ − 1 ≤ k∈V β k ≤ 1 − ξ. It will be therefore necessary to take into account the ordering of the vertices along the polygon.
As in section 3.2, fix w h ∈ L h and set z h = ϕ −1 (w h ) ∈ ∂B 1+h ; thus z h = (1 + h)e iθ , for some θ ∈ [−π, π]. Define z = e iθ , w = ϕ(z), and denote by S the (straight) segment of length h connecting z and z h . From (2.5) and (2.4) we have 
With no loss of generality, we consider θ = 0, i.e., z = 1, z h = 1 + h and S lies in the positive real axis. We consider separately four situations. i) D has only one non convex angle. In this case, the term T in (B.1) can be bounded by
ii) D has only two non convex angles, and these angles are non consecutive. Assume
The points z and assume
consequently, as can be inferred from Figure B .2,
FIG. B.2. The location of the pre-vertices z k 's in case ii) with two non consecutive non convex corners. The four dashed segments have lengths
We have
If we prove that Figure B. 3). Therefore,
which concludes the argument. iii) D has only two non convex angles, and these angles are consecutive. We have
. If we prove that
then j β C j = 2 − β * < 3, from which we get again (B.4). For the proof of (B.5), consider the part of ∂D formed by the m = 3 consecutive sides abutting w N C 1 and w N C 2 ; the rest of the proof is identical to that of (B.3). iv) D has more than two non convex angles. We generalise the argument of step ii).
Assume that we have n blocks of consecutive convex angles, alternated by n blocks 24 of consecutive convex angles. With a similar notation as before, we can write
Setting, for i = 1, . . . , n,
we can bound T as
We order the blocks in such a way that
consequently (see Figure B .4),
Thus, we have We consider the term with index n − 1 in the product and look at its exponent
a) if it is ≥ 0, we combine the term with index n − 1 with the following term (the last one) and obtain
b) if it is < 0, we combine the term with index n − 1 with the previous term (the one with index n − 2) and obtain P (y) ≤ y − z Then, we proceed backward, considering the term of with index i = n − 2 and, depending on whether its exponent is ≥ 0 or < 0, we combine it either with the following term or with the previous term the way we did before, and so on, until the term i = 1. We end up with three factors in the upper bound of P (y): the first one is y − z Since the blocks of (convex an non convex) angles corresponding to the β's entering the expression β N C j,1 + A are consecutive, the proof of (B.7) can be carried out as the proof of (B.3). The proof in the polygonal case is complete.
B.2. Domains with non-polygonal boundaries.
We begin with the following trigonometric lemma.
LEMMA B.1. Let 0 < R 1 < R 2 < +∞, and fix two distinct straight lines ℓ 1 and ℓ 2 that are tangent to B R1 in the two points y 1 and y 2 (y 1 = y 2 ), respectively. We denote by Proof. We consider the limit case η = 2 π arcsin R1 R2 < 1. Then, R 2 sin ηπ 2 = R 1 and, as depicted in Figure B .6, the lines ℓ 1 and ℓ 2 are parallel to each other. Therefore, whenever η is smaller than this threshold value, ℓ 1 and ℓ 2 will intersect on the central half line of C η .
We apply Pythagoras's theorem twice: to the triangle of vertices x 1 , y 1 and 0, yielding |x 1 − y 1 | 2 = R From the law of cosines applied to the triangle of vertices w, x 1 and 0, we obtain 2|w|R 2 cos ηπ 2 = |w| 2 + R which uses the monotonicity of η as a function of ε, and the identity sin arccos √ 1 − t 2 = |t|.
We can now complete the proof of the bound (3.2) in the general case. In order to do that, we will construct a polygon P ε ⊃ D, which is star-shaped with respect to B ρ0 . The maximal distance sup w∈∂Pε d(w, ∂D) will be made arbitrarily small, and the parameter ξ (defined in Theorem 3.1) relative to P ε will converge to the one relative to D. Then, invoking the result of Section B.1 completes the proof in the case of non-polygonal domains.
Consider a domain D satisfying Assumption 1. 
