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Abstract
Edmonds showed that two free orientation preserving smooth actions ϕ1 and ϕ2 of a finite Abelian group G on a closed connected
oriented smooth surface M are equivalent by an equivariant orientation preserving diffeomorphism iff they have the same bordism
class [M,ϕ1] = [M,ϕ2] in the oriented bordism group Ω2(G) of the group G. In this paper, we compute the bordism class [M,ϕ]
for any such action of G on M and we determine for a given M , the bordism classes in Ω2(G) that are representable by such actions
of G on M . This will enable us to obtain a formula for the number of inequivalent such actions of G on M . We also determine
the “weak” equivalence classes of such actions of G on M when all the p-Sylow subgroups of G are homocyclic (i.e. of the form
(Z/pαZ)n).
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Let M be a closed connected smooth oriented manifold and let H+(M) (respectively Diff+(M)) be the group of
orientation preserving homeomorphisms (respectively diffeomorphisms) of M and let G be a finite group and set
FA+(G,M) = {ϕ ∈ Hom(G,H+(M)): ϕ injective and ϕ(g) is fixed point free for all 1 = g ∈ G}




Note that Aut(G) (= the automorphism group of G) and H+(M) (respectively Diff+(M)) act on FA+(G,M)
(respectively FA+Diff(G,M)) by
ϕ.a = ϕ ◦ a and h.ϕ(g) = h ◦ ϕ(g) ◦ h−1 for all g ∈ G
where a ∈ Aut(G), h ∈ H+(M) (respectively Diff+(M)), ϕ ∈ FA+(G,M) (respectively FA+Diff(G,M)) and that these
two actions commute [2, p. 55]. The set H+(M)\FA+(G,M) (respectively Diff+(M)\FA+Diff(G,M)) is the set of
equivalence classes of free orientation preserving (respectively smooth) actions of G on M and the set
H+(M)\FA+(G,M)/Aut(G) (respectively Diff+(M)\FA+Diff(G,M)/Aut(G))
is the set of weak equivalence classes of free orientation preserving (respectively smooth) actions of G on M .
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three problems:
Problem 1. Find necessary and sufficient conditions for FA+(G,M) (respectively FA+Diff(G,M)) = ∅.
Problem 2. Determine the set H+(M)\FA+(G,M) (respectively Diff+(M)\FA+Diff(G,M)).
Problem 3. Determine the set H+(M)\FA+(G,M)/Aut(G) (respectively Diff+(M)\FA+Diff(G,M)/Aut(G)).
The classification problems of FA+(G,M) and FA+Diff(G,M) are identical for dimension M  3 by virtue of the
following result.
Proposition 0. Let G be a finite group and let M be a closed, connected, oriented, smooth manifold of dimension 3,




Proof. Clearly it suffices to prove the first bijection.
Surjectivity follows from the uniqueness of the smooth structure on these manifolds (for dimension 1 [8, p. 11]; for
dimension 2 [20, pp. 37 and 60] and [25]; for dimension 3 [20, pp. 165 and 252] and [25]). Injectivity follows from
the theory of covering spaces by virtue of the density of Diff+(M) in H+(M) on such manifolds [25, Corollary 1,
1.18]. 
In this paper, we consider the classification problem of FA+(G,M) for G a finite Abelian group and M a closed,
connected oriented surface. Problem 1, is easily solved in Theorem 1.5 and Problem 2, is solved in Theorem 3.4.
We give a solution for Problem 3 in Theorem 3.6 when all the p-Sylow subgroups of G are homocyclic (i.e. of
the form (Z/pαZ)n). Edmonds [11] showed that the bordism map B : FA+Diff(G,M) → Ω2(G) defined by B(ϕ) =
[M,ϕ] induces an injection of Diff+(M)\FA+Diff(G,M) into the oriented bordism group Ω2(G) of G. We compute
this bordism map in Theorem 1.7 and we determine its image in Theorem 3.4 where we also obtain a formula for
|H+(M)\FA+(G,M)|. Problem 2 was solved earlier only when G is cyclic [22] or G = (Z/pZ)n [16, Theorem 2.5],
[7, Theorem 9] and [23] or in the “low genus case” in [27]. Problem 3 was solved in [17, p. 502] and [7, Corollary 12]
when all the p-Sylow subgroups of G are elementary Abelian p-groups (the result claimed in [15, Proposition 4.6] is
incorrect, so is the result stated in [11, Remark 4.5]).
This paper is divided into three sections. In Section 1 we introduce the bordism invariant of finite group actions
on a closed connected oriented surface and we compute this invariant for the case of a finite Abelian group acting
freely on the surface in Theorem 1.7. In Section 2 we study symplectic geometry over a local ring and we obtain our
main theorem, Theorem 2.7, which will enable us for any commutative ring A and any maximal ideal m of A and any
free A-module V of rank 2g and for G = A/mα1 ⊕ · · · ⊕ A/mαk where α1  α2  · · · αk > 0 to determine the set
EHomA(V,G)/Sp2g(A) where EHomA(V,G) is the set of A-module homomorphisms of V onto G and where
Sp2g(A) =
{







and where Sp2g(A) acts to the right on EHomA(V,G) as follows:
Let E = {e1, . . . , e2g} be a basis of V , then ϕ.L = ϕ ◦SL where ϕ ∈ EHomA(V,G) and L ∈ Sp2g(A) and SL is the
A-module automorphism of V whose matrix with respect to the basis E [3, p. 148] is L. Solution of Problem 2 then
follows easily from this.
In Section 3 we give the solution of Problem 2 in Theorem 3.4 and of Problem 3 when all the p-Sylow subgroups
of G are homocyclic (i.e. of the form (Z/pαZ)n) in Theorem 3.6.
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First we remark that the classification problem for the sphere S2 is trivial.
Proposition 1.1. Let G be any group, then FA+(G,S2) = ∅ iff G is the trivial group.
Proof. We need only to observe that if h ∈ H+(S2) then the Lefschetz number of h, λ(h) = 2, hence h must fix some
point of S2 by Lefschetz fixed point theorem [24, p. 195]. 
Next we fix a model for the closed connected orientable surface of genus g  1. Fix g  1 and let Pg be the convex
hull of {xk = exp( 2πik4g ) ∈ C: 0  k  4g} in C. Since Pg is convex, if y0, . . . , yq ∈ Pg we may define (y0, . . . , yq),
the linear singular q-simplex of Pg , (y0, . . . , yq) :Δq → Pg by (y0, . . . , yq) (bi) = yi for 0 i  q [24, p. 115] where




(x4i+1, x4i )(t), (x4i+2, x4i+3)(t)
)
: t ∈ Δ1}∪ {((x4i+2, x4i+1)(t), (x4i+3, x4i+4)(t)): t ∈ Δ1}
and we let Xg = Pg/Rg . In particular, {xi : {0 i  4g} ⊆ Pg is identified to a single point in Xg which we denote
by ∗. (Xg,∗) is the model for the closed connected orientable surface of genus g  1 with base point ∗ which we fix
throughout this paper. By abuse of notation, if y0, . . . , yq ∈ Pg and if π :Pg → Xg is the canonical map we shall denote
by (y0, . . . , yq) the singular q-simplex of Xg defined by π(y0, . . . , yq). For 0 k < g let ak+1 (respectively bk+1) be
the pointed homotopy class of the loop determined by (x4k+2, x4k+3) (respectively (x4k+3, x4k+4)) in π1(Xg,∗). An
application of Van Kampen theorem gives
π1(Xg,∗) =
〈
a1, b1, . . . , ag, bg:
g∏
i=1
[ai, bi] = 1
〉
.
For 0 k < g and by abuse of notation we also let ak+1 (respectively bk+1) be the homology class determined by
the cycles (x4k+2, x4k+3) (respectively (x4k+3, x4k+4)) in H1(Xg). An application of Mayer–Vietoris sequence shows
that {ai, bi : 1 i  g} is a basis of H1(Xg) which we fix throughout this paper.









σi = (x4i+2, x4i+3, x4i+4)− (x4i+2, x4i+1, x4i )− (x4i+2, x4i , x4i+4)
for 0  i < g and where the second term drops out if g  2. Note that ∂σi = −(x4i , x4i+4) for 0  i < g so that σ
is a 2-cycle in Xg . Since Hi(Xg) = Hom(Hi(Xg),Z) for all i by [24, p. 243] we may choose {a′i , b′i : 1 i  g} ⊆
H 1(Xg) a basis dual to {ai, bi : 1  i  g} ⊆ H1(Xg). Using the Alexander–Whitney diagonal approximation [24,
p. 250] we get (a′i ∪ b′i )([σ ]) = 1 for 1 i  g, so that zg = [σ ] ∈ H2(Xg) is a fundamental class of Xg which we fix
throughout this paper.
Let h ∈ H(Xg), the homeomorphism group of Xg , and let w be a path in Xg such that w(0) = ∗ and w(1) = h(∗),
then h[w] ◦ h# ∈ Aut(π1(Xg,∗)) where h[w] is the canonical homomorphism defined in [24, p. 382]. Dehn–Nielson









defined by [h] → [h[w] ◦ h#] is a group isomorphism, where H0(Xg) is the group of all homeomorphisms of Xg that
are homotopic to the identity and where IA(π1(Xg,∗)) is the group of inner automorphisms of π1(Xg,∗). This last









where Aut+(π1(Xg,∗)) is defined by this isomorphism.
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Aut+(π1(Xg,∗))) acts to the left (respectively right) on EHom(π1(Xg,∗),G) by a.ψ = a ◦ ψ (respectively ψ.ϕ =
ψ ◦ ϕ) for a ∈ Aut(G), ψ ∈ EHom(π1(Xg,∗),G) and ϕ ∈ Aut+(π1(Xg,∗)) and these two actions commute.
The following two propositions provide the basis for solving our classification problem.













Proof. If ϕ ∈ FA+(G,Xg˜), then the orbit space Xg˜/ϕ(G) is a closed connected orientable surface of genus g which
is given by the Riemann–Hurwitz formula gˆ − 1 = |G|(g − 1). Choose a homeomorphism θ :Xg˜/ϕ(G) → Xg such
that we get an orientation preserving covering projection p : (Xg˜, ∗˜) → (Xg,∗) so that p∗(zgˆ) = |G|zg [12, p. 372]
and with ϕ(G) as the group of covering transformations. We have an exact sequence
1 → π1(Xg˜, ∗˜) → π1(Xg,∗) → ϕ(G) → 1
where ψ is defined in [24, p. 85], so that we have a well-defined function








defined by f (ϕ) = [ϕ−1 ◦ψ]. To prove our proposition, it suffices therefore to show that the induced function









Let θ ∈ EHom(π1(Xg,∗),G), then by [24, p. 82] Ker θ = p#(π1(Xg˜, ∗˜)) where p : (Xg˜, ∗˜) → (Xg,∗) is a covering
projection which we may assume to be orientation preserving. Let D be the group of covering transformations of this
covering, then we have a commutative diagram with exact rows
1 π1(Xg˜, ∗˜) π1(Xg,∗) D 1
1 π1(Xg˜, ∗˜) π1(Xg,∗) G
ϕ
1
where ϕ :G → D H+(Xg) is a group isomorphism, hence ϕ ∈ FA+(G,Xg) and f (ϕ) = [θ ].
Suppose that ϕ1, ϕ2 ∈ FA+(G,Xg) and let p1,p2 be the corresponding covering projections, so that we have the
exact sequences for i = 1,2
1 → π1(Xg˜, ∗˜) → π1(Xg,∗) → ϕi(G) → 1
with pi∗(zgˆ) = |G|zg and suppose that ϕ−12 ◦ψ2◦θ = ϕ−11 ◦ψ1 for some θ ∈ Aut+(π1(Xg,∗)). Dehn–Nielson theorem
[26, p. 194] shows that there exists h ∈ H+(Xg), h(∗) = ∗ such that h# = θ . Then p2#(π1(Xg˜, ∗˜)) = Kerψ2 =
θ ◦ p1#(π1(Xg˜, ∗˜)) and there exists k ∈ H+(Xg˜), k(∗˜) = ∗˜ such that h ◦ p1 ◦ k = p2 by [24, p. 80] and we have
kϕ2(s)k−1 = ϕ1(s) for all s ∈ G, hence f− is injective. 
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we observe that the naturality of the cup product
∪ :H 1(Xg)×H 1(Xg) → H 2(Xg)
shows that for any homeomorphism k of Xg we must have
k∗ ∈ Sp±2g(Z) =
{








Furthermore, Hopf formula [26, p. 98] shows that
k ∈ H+(Xg) iff k∗ ∈ Sp2g(Z) =
{
A ∈ M2g(Z): tAJA = J
}
.
Note also that by [18, p. 178] we have a surjective group homomorphism H(Xg) → Sp±2g(Z) defined by k → k∗.
Let h :π1(Xg,∗) → H1(Xg) be the Hurwitz homomorphism, then any θ ∈ EHom(π1(Xg,∗),G) induces a unique















Suppose that θi ∈ EHom(π1(Xg,∗),G), i = 1,2 such that θ−2 = θ−1 ◦ α for some α ∈ Sp2g(Z), then α = k∗ for some
k ∈ H+(Xg), k(∗) = ∗ and θ2 = θ−2 ◦ h = θ−1 ◦ h ◦ k#. Therefore [θ1] = [θ2] as desired. 
Now we can give the solution of Problem 1 in our classification problem. We shall need the following lemma.







= minimum number of generators of G.
Proof. The first assertion follows from [3, p. 16]. Let r = minimum number of generators of G, then we have an exact
sequence, Ar → G → 0 which gives an exact sequence [2, p. 78], 0 =∧r+1 Ar →∧r+1 G → 0 and ∧r+1 G = 0.
Therefore r = k. 
Theorem 1.5.




) = ∅ iff G is the trivial group.
(2) Let G be a finite group, then
FA+(G,X1) = ∅ iff G = Z/(d1)⊕ Z/(d2), (d1) ⊆ (d2).
(3) Let G = Z/(d1)⊕ · · · ⊕ Z/(dk), 0 = (d1) ⊆ · · · ⊆ (dk) = Z and let gˆ  2. Then
FA+(G,Xg˜) = ∅ iff (a) |G| | (gˆ − 1); (b) k  2
(
(gˆ − 1)/|G| + 1).
Proof. Part 1 is Proposition 1.1.
By Proposition 1.2, if G is a finite group, gˆ  1, then FA+(G,Xg˜) = ∅ iff |G| | (gˆ − 1) and there exists an
epimorphism π1(Xg,∗) → G → 1 where gˆ − 1 = |G|(g − 1). Part 2 of our theorem follows by virtue of Lemma 1.4.
By Proposition 1.3, if G = Z/(d1)⊕ · · · ⊕ Z/(dk), 0 = (d1) ⊆ · · · ⊆ (dk) = Z and gˆ  2, then
FA+(G,Xg˜) = ∅ iff |G| | (gˆ−1) and there exists an epimorphism Z2g → G → 1 where gˆ−1 = |G|(g−1). Part 3
of our theorem follows by virtue of Lemma 1.4. 
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p-group for some prime p.
Proposition 1.6. Let G be a finite Abelian group and let {Gi : 1 i  n} be the set of p-Sylow subgroups of G for all












































([θ ])= ([qi ◦ θ ])1in.
If Ann(G) = (d) =∏ni=1(pαii ) where (pαii ) = Ann(Gi) and if ri : Z/(d) → Z/(pαii ) is the canonical map, 1 
i  n, and if we also let, by abuse of notation, ri : Sp2g(Z/(d)) → Sp2g(Z/(pαii )) be the induced map, 1 i  n, then



















and since the canonical map Z → Z/(d) induces an epimorphism Sp2g(Z) → Sp2g(Z/(d)) [21, p. 132], it follows

















Now we introduce the bordism invariant of the elements of FA+Diff(G,Xg), G finite group, where Xg is the closed
connected orientable surface of genus g  1 and with fundamental class zg and equipped with its unique smooth
structure.
Let ωG = (E(G),p,B(G)) be the universal principal G-bundle that comes from Milnor construction [14, p. 52].
Since E(G) is contractible [10, p. 249] and G is totally disconnected, the exact homotopy sequence of the fibration ωG
[24, pp. 96 and 377] shows that B(G) is a K(G,1) space. Observe that we have isomorphisms
Ω2(G) −→[6, p. 51]Ω2
(
B(G)
) μ−→[6, p. 14]H2(B(G))= H2(G)
where Ω2(G) (respectively Ω2(B(G)) is the second oriented bordism group of G (respectively B(G)). The iso-
morphism μ holds, for any CW-complex, by virtue of the bordism spectral sequence [6, p. 17]. The composite
isomorphism is defined as follows:
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M2/ϕ(G) is the covering projection map and if f :M2/ϕ(G) → B(G) is the classifying map of this covering, let z′
be the fundamental class of M2/ϕ(G) such that q∗(z) = |G|z′ then the composite isomorphism above is defined by
[M2, ϕ] → f∗(z′).
We have the bordism map
B : Diff+(Xgˆ)\FA+Diff(G,Xgˆ) → Ω2(G)
defined by [ϕ] → [Xg˜,ϕ] and [Xg˜,ϕ] is called the bordism invariant of the free action ϕ so that if q :Xg˜ →
Xg˜/ϕ(G) is the covering projection and if f :Xg˜/ϕ(G) → B(G) is the classifying map of this covering and if
θ :Xg˜/ϕ(G) → Xg is a homeomorphism such that (θ ◦ q)∗(zgˆ) = |G|zg and (θ ◦ q)(∗˜) = ∗ where gˆ − 1 = |G|(g − 1)
and if ∂ :π1(B(G),f ◦ q(∗˜)) → π0(G,1) is the bijection obtained from the exact homotopy sequence of the fi-
bration ωG and if i :G → G is the function defined by i(s) = s−1 for all s ∈ G, then by [14, p. 55] we get
i ◦∂ ◦ (f ◦ θ−1)# = ϕ−1 ◦ψ where ψ :π1(Xg,∗) → ϕ(G) is defined in [24, p. 85] so that i ◦∂ :π1(B(G),f ◦q(∗)) →
G is an isomorphism by which we identify these two groups. It follows by virtue of the bijection [24, p. 428]
[Xg,B(G)] → G\Hom(π1(Xg,∗),G) defined by h → [h#] that the bordism map is the composite























The computation of the bordism invariant of the elements of FA+Diff(G,Xg˜) in case of a finite Abelian group G is
therefore achieved by the following general theorem.
Theorem 1.7. Let G be a finitely generated Abelian group and let s :π1(Xg,∗) → G be a group homomorphism then
(1) H2(G) ∼=∧2 G.
(2) s∗ :H2(π1(Xg,∗)) → H2(G) is given with respect to the isomorphism in (1) by s∗(zg) =∑gi=1 s(ai)∧ s(bi).
Proof. Let G = Z/(d1)⊕ · · · ⊕ Z/(dn), (d1) ⊆ · · · ⊆ (dn), then (1)
H2
(
Z/(d1)⊕ · · · ⊕ Z/(dn)
)∼= [H (Z/(d1)⊕ · · · ⊕ Z/(dn−1))⊗H (Z/(dn))]2
∼= H2
(














where the isomorphisms in the first three lines come by repeated application of Künneth Theorem [24, pp. 235
and 503] and the last isomorphism is given in [2, p. 85].
(2) Evaluate s∗ on zg by using the explicit representation of the Elienberg–Zilber chain map given in [13, p. 65],






si(ak)⊗ sj (bk)− si(bk)⊗ sj (ak)
so applying the last isomorphism in (1) above we get the desired formula. 
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In this section we study symplectic geometry over a local ring. We shall fix the following notation and terminology.
R is a local ring with maximal ideal mo and residue field F = R/m0 and let π :R → F be the canonical map. Any R-
space V is a free R-module of finite rank and W ⊆ V is an R-subspace of V if W is a direct summand of V , hence W
is a projective R-module and therefore it is an R-space itself [5, p. 84] and we say that W is a line (respectively plane,
respectively hyperplane) if rank W = 1 (respectively 2, respectively rank(V ) − 1). Suppose that β is an alternating
bilinear form on V (i.e. β(x, x) = 0 for all x ∈ V ). We let dβ :V → V ∗ be the partial map defined by dβ(y) = β(·, y)
and we define the hyperbolic rank of β(= HR(β)) = rank(β(ei, ej ))1i,jk where {ei : 1  i  k} is some basis
of V . Note that HR(β) is always even [4, p. 79]. In particular, if HR(β) = rank(V ) we say that (V ,β) is an inner
product space over R. If W is an R-subspace of V , we set W⊥ = {x ∈ V : β(x, y) = 0 for all y ∈ W }. An R-space V
is the orthogonal direct sum of two R-subspaces W , W ′ if V = W ⊕ W ′ and W ′ = W⊥ and we write V = W⊥W ′.
We have the following lemma.
Lemma 2.1. [19, p. 151] Let (V ,β) be an inner product space over R and let W be an R-subspace of V , then
(1) W⊥ is an R-subspace of V .
(2) W⊥⊥ = W .
(3) W⊥ ∼= (V/W)∗ and W ∗ ∼= V/W⊥.
Note that if B = {e1, . . . , ek} is a basis of V , then if Alt2(V ) = the R-module of alternating bilinear forms on V
and if Uk(R) = the R-module of alternating k × k-matrices over
R = {A ∈ Mk(R): tA = −A and all diagonal elements of A are zeros},
then we have an R-module isomorphism





We let Uk,m(R) = {A ∈ Uk(R): RankπA = m} for 0m k.
Let B ′ = {e′1, . . . , e′k} be the dual basis of B so that the isomorphism V → V ∗ induced by the function ei → e′i for
1 i  k extends to an isomorphism
∧2
V →∧2 V ∗ and composing with the isomorphism θ∧ :∧2 V ∗ → (∧2 V )∗
of [2, p. 153] and the isomorphism (∧2 V )∗ → Alt2(V ) of [2, p. 80] and the above mentioned isomorphism, we obtain
an isomorphism X :
∧2










−xst 1 s < t  k
xts 1 t < s  k
0 1 s = t  k
⎫⎬
⎭
and we define the index of x ∈∧2 V by i(x) = 12 RankπX(x), where π denotes also the induced map Uk(R) →
Uk(F) by π :R → F by abuse of notation, which is well-defined independent of the chosen basis of V .
Our first step is to obtain the Witt Decomposition Theorem, Theorem 2.5, for any alternating bilinear form on any
R-space. We shall need the following lemma.
Lemma 2.2. [19, p. 151] Let V be an R-space and let β be an alternating bilinear form on V and suppose that
(β(ei, ej ))1i,jk is an invertible matrix where {e1, . . . , ek} ⊆ V , then V = W⊥W ′ where W =⊕1ik Rei and
where (W,β|W×W) is an inner product space over R.
If β is an alternating bilinear form on an R-space V , then a plane W ⊆ V is called a β-hyperbolic plane if β(W ×
W) ⊂ m0 hence there exists e, f ∈ W such that β(e,f ) = 1 and we must have W = Re⊕Rf by Lemma 2.2. An easy
induction on rank(V ), using Lemma 2.2, establishes the following theorem.
Theorem 2.3. Let (V ,β) be an inner product space over R, then V = H1 ⊥ H2 ⊥ · · · ⊥ Ht where {Hi : 1 i  t} is
a set of β-hyperbolic planes of V .










Now we can establish the Witt Decomposition Theorem.
Theorem 2.5 (Witt Decomposition Theorem). Let V be an R-space and let β be an alternating bilinear form on V ,
then there exists an R-subspace W of V such that:
(1) (W,β|W×W) is an inner product space over R.
(2) V = W ⊕W⊥.
(3) β(W⊥ ×W⊥) ⊆ m0.
Proof. Note that the group homomorphism
AutR(V ) → AutF(V ⊗ F) defined by h → h⊗ 1
is surjective by [5, pp. 82 and 89], therefore by [4, p. 79, Theorem 1] there exists an R-subspace W of V such that
rankW = HR(β) and (W,β|W×W)) is an inner product space over R and V = W ⊕W⊥ by Lemma 2.2.
If W⊥ =⊕1ik Rfi , then β(fi, fj ) ∈ m0 for 1  i, j  k (since otherwise Lemma 2.2 would give HR(β) >
rank(W) which is absurd). 
The following proposition is of fundamental importance.
Proposition 2.6. Let V be an R-space of rank 2g and let W be an R-subspace of V of rankk. Suppose that (V ,β) is
an inner product space over R, then HR(β|W×W) 2(k − g). Conversely, if β ′ is an alternating bilinear form on W
such that HR(β ′) 2(k − g), then β ′ = β|W×W where (V ,β) is an inner product space over R.
Proof. Suppose that (V ,β) is an inner product space over R. We shall show that HR(β|W×W) 2(k − g). We may
assume that k > g.
Note that HR(β|W×W) = Rank(dβ|W×W ⊗ 1) and that dβ|W×W ⊗ 1 is the composition W ⊗ F → V ⊗ F →
V ∗ ⊗ F → W ∗ ⊗ F where i :W → V is the canonical injection.
We have i ⊗ 1 injective by [2, p. 63] and t i ⊗ 1 surjective by [2, p. 58] and dβ ⊗ 1 bijective since (V ,β) is an inner
product space over R, hence
HR(β|W×W) = dimF
(
i ⊗ 1(W ⊗ F)+ Ker(t idβ ⊗ 1))/Ker(t idβ ⊗ 1)
= k − dimF
(
i ⊗ 1(W ⊗ F)∩ Ker(t idβ ⊗ 1))
 k − dimF Ker
(
t idβ ⊗ 1
)= k − (2g − k) = 2(k − g).
Conversely, suppose that β ′ is an alternating bilinear form on W such that HR(β ′)  2(k − g). It follows from
Theorems 2.3 and 2.5 that W = Z ⊕ Z⊥ where rank(Z) = 2(k − g) and (Z, β ′|W×W) an inner product space over Z.
Let Z⊥ =⊕1i2g−k Rei and V = W ⊕W ′ where W ′ =⊕1i2g−k Rfi and define a bilinear form β on V such
that:
(1) β|W×W = β ′;
(2) −β(ej , fi) = β(fi, ej ) = δij for 1 i, j  2g − k;
(3) −β(x,fi) = β(fi, x) = 0 for 1 i  2g − k and x ∈ Z ⊕W ′.
One can easily see that (V ,β) is an inner product space over R as desired. 
Before stating our main theorem, we recall that if A is a commutative ring and if M , N are A-modules with M free
A-module, then Polj (M,N) is the A-module of homogeneous polynomial maps of degree j from M to N [3, p. 52].
2600 A.A.G. Michael / Topology and its Applications 153 (2006) 2591–2612Theorem 2.7 (Main Theorem). Let (V ,β) be an inner product space over R of rank 2g. Suppose there is given
r1, . . . , rk ∈ V , 1 k  2g, and (βij )1i,j2g ∈ U2g,2g(R) such that:
(i) ∑1ik Rri is an R-subspace of V of rankk.
(ii) β(ri, rj ) = βij for 1 i, j  k.
Then there exists rk+1, . . . , r2g ∈ V such that:
(1) ∑1ij Rri is an R-subspace of V of rank j for all k + 1 j  2g.
(2) β(ri, rj ) = βij for 1 i, j  2g.










V j−1 ⊕Rj−1,V )
depending only on r1, . . . , rj−1 and (βjq)1q<j satisfying:
(a) Pj (r1, . . . , rj−1) ∈ R∗.
(b) Qj(x, ·) ∈∑qj−1 Polq(Rj−1,V ) for all x ∈ V j−1.
(c) Pj (r1, . . . , rj−1)rj = Qj((r1, . . . , rj−1), (βjq)1q<j ).
Proof. By Corollary 2.4 we may assume that there exists an ordered basis B = (a1, . . . , ag, b1, . . . , bg) of V such
that β is defined on B ×B by β(ai, bi) = −β(bi, ai) = 1 for 1 i  g and is zero otherwise. Let β ′ be the canonical
extension of β to V ⊗ F. By induction, we need only to obtain rk+1 ∈ V so that conditions (1), (2), (3) are verified for
j = k + 1.
The r1, . . . , rk elements of V can be expressed in a k×2g matrix Mk over R where the row i gives the components
of the element ri with respect to the ordered basis B for 1 i  k. Let W =∑1ik Rri . Since W is an R subspace of
V of rankk, there must exist by [5, p. 84] and [2, p. 88, Proposition 12 and p. 96, Proposition 9] column vectors of Mk ,
ci1, ci2, . . . , cim, cj1, cj2, . . . , cjn where 1 i1 < · · · < im  g and g+1 j1 < · · · < jn  2g with m+n = k such that
if Xk = X(ci1, ci2, . . . , cim, cj1, cj2, . . . , cjn) is the k × k-matrix over R with columns ci1, ci2, . . . , cim, cj1 , cj2, . . . , cjn
respectively, then det(Xk) /∈ m0 and Xk is invertible by [2, p. 93, Proposition 5]. Define





t ij1, . . . , t
i
jn




(tj1 , . . . , tjn ,−ti1, . . . ,−tim)+ t (X−1k cg+i ) for i ∈ [1, g]\{i1, . . . , im}












vi = ai +
m∑
s=1
t iis ais +
n∑
s=1
t ijs bjs for i ∈ [1, g]\{il , . . . , im}
and












bjs for j ∈ [g + 1,2g]\{j1, . . . , jn}
then β(rs, r0) = β(rs, ri) = β(rs,wj ) = βs,k+1 for 1 s  k, i ∈ [1, g]\{il , . . . , im}, j ∈ [g + 1,2g]\{j1, . . . , jn}.
Note that W⊥ =∑ R(vi − v0)+∑ R(wj − v0) by [5, p. 84], Lemma 2.1.i j
A.A.G. Michael / Topology and its Applications 153 (2006) 2591–2612 2601Claim. {v0 ⊗ 1, vi ⊗ 1,wj ⊗ 1: i ∈ [1, g]\{il , . . . , im}, j ∈ [g + 1,2g]\{j1, . . . , jn}} ⊂ W ⊗ F.
Proof. Case 1. 1 k < g: We have dimF Fv0 ⊗ 1 +∑i Fvi ⊗ 1 +∑j Fwj ⊗ 1 2g − k > k = dimF W ⊗ F, hence
our claim follows in this case.
By virtue of Proposition 2.6 we have only two more cases to consider:
Case 2. g  k and rank(π(βij )1i,jk) > 2(k − g):
If our claim fails in this case, then we must have W⊥ ⊗ F =
Lemma 2.1
(W ⊗ F)⊥ ⊆ W ⊗ F and by Witt Decomposition
Theorem, Theorem 2.5, we must have rank(π(βij )1i,jk) = k − (2g − k) which is absurd.





)= rank(π(β(ri, rj ))1i,jk+1), where rk+1 = v0
= rank((β ′(ri ⊗ 1, rj ⊗ 1))1i,jk+1)
= rank(π(βij )1i,jk)= 2(k − g) < 2(k + 1 − g)
which contradicts Proposition 2.6. 
By virtue of this claim we may define
rk+1 ∈
{
v0, vi,wj : i ∈ [1, g]\{il , . . . , im}, j ∈ [g + 1,2g]\{j1, . . . , jn}
}
such that rk+1 ⊗ 1 /∈ W ⊗ F hence ∑k+1i=1 Rri is an R-subspace of V of rank k + 1 by [5, p. 84]. It follows from the










V k ⊕Rk,V )
such that
Pk+1(rl, . . . , rk) = detXk and Qk+1
(
(r1, . . . , rk), (βk+1,q )1qk
)= detXk.rk+1
and Qk+1(x, ·) ∈∑qk Polq(Rk,V ) for all x ∈ V k . 
Recall that if A is a commutative ring and if β (respectively β ′) is a bilinear form on the A-module V (respec-
tively V ′), then f ∈ Hom(V ,V ′) is a metric homomorphism if β ′(f (x), f (y)) = β(x, y) for all x, y ∈ V .
Corollary 2.8 (Witt Theorem). Let (V ,β) be an inner product space over a local ring R of rank 2g. Let W , W1 be
two R-subspaces of V each of rankk and let ϕ : (W,β|W×W) → (W1, β|W1×W1) be a metric isomorphism, then there









and note that (β(ri, rj ))1i,j2g ∈ U2g,2g (R). Since β(ϕri, ϕrj ) = β(ri, rj ) for 1  i, j  k, Theorem 2.7 shows




i=1 Rr ′k+i and β(r ′i , r ′j ) = β(ri, rj ) for
1 i, j  2g where r ′i = ϕri for 1 i  k, hence the homomorphism Φ :V → V defined by Φ(ri) = r ′i for 1 i  2g
is a metric isomorphism of (V ,β) such that Φ|W = ϕ. 
Our main theorem, Theorem 2.7, enables us to obtain a complete description of the set EHom(V ,Rk)/Sp2g(R),
where V is an R space of rank 2g and EHom(V ,Rk) is the set of epimorphisms from V onto Rk . The group
Sp2g(R) acts to the right on EHom(V ,Rk) by fixing an ordered basis B = (a1, . . . , ag, b1, . . . , bg) of V such that
if M ∈ Sp2g(R) we let fM be the unique automorphism of V whose matrix with respect to the basis B is M then if
2602 A.A.G. Michael / Topology and its Applications 153 (2006) 2591–2612ϕ ∈ EHom(V ,Rk) we let ϕ.M = ϕ ◦ fM . Note that EHom(V ,Rk)/Sp2g(R) is independent of the chosen basis of V
which is therefore assumed fixed.
















f (ai)∧ f (bi).
Moreover, if x =∑1i<jk cij ei ∧ ej ∈∧2 Rk with i(x)  k − g where E = {ei : 1  i  k} is the canonical
basis of Rk , then there exists f ∈ EHom(V ,Rk) such that s([f ]) = x and t f is given with respect to the dual bases












t f (e∗1), . . . , tf (e∗j−1)
)
t f (e∗j ) = Qj
((















(V ∗)j−1 ⊕Rj−1,V ∗)
depending only on t f (e∗1), . . . , t f (e∗j−1) and (cqj )1q<j such that:
(a) Pj (tf (e∗1), . . . , t f (e∗j−1)) ∈ R∗.
(b) Qj(x, .) ∈∑qj−1 Polq(Rj−1,V ) for all x ∈ (V ∗)j−1.
Proof. Note that
∑g
i=1 ai ∧ bi is stable under Sp2g(R) so that the function s is well-defined. Let β be the bilinear
form on V defined on B × B by β(ai, bi) = −β(bi, ai) = 1, 1  i  g and zero otherwise, then (V ,β) is an inner
product space over R and dβ :V → V ∗ is an R-isomorphism so that the inverse form β∧ on V ∗ is defined on B∗ ×B∗
by β∧(a∗i , b∗i ) = −β∧(b∗i , a∗i ) = −1 for 1  i  g and is zero otherwise [4, p. 23] and (V ∗, β∧) is again an inner
product space over R of rank 2g.
Let f ∈ EHom(V ,Rk) and let M(f ) = (fij )1ik,1j2g be the matrix of f with respect to the bases B and E of
V and Rk respectively, then M(tf ) = t (M(f )) by [2, p. 145]. Note that t t f = f by [2, p. 47] shows that t f : (Rk)∗ →






(r1, . . . , rk) ∈ (V ∗)k:
k∑
i=1
Rri is an R-subspace of V ∗ of rankk
}
defined by
θ(f ) = (t f (e∗i ))1ik.







(r1, . . . , rk) ∈ (V ∗)k:
k∑
i=1
Rri is an R-subspace of V ∗ of rankk
}/
Sp2g(R)
by which we identify these two sets. We have
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t f (e∗j )
)
, tf (e∗i )
〉





t f (e∗i ), tf (e∗j )
)
ei ∧ ej .
Therefore, to show that the function s is bijective it suffices to show that the function{
(r1, . . . , rk) ∈ (V ∗)k:
k∑
i=1






Rk: i(x) k − g
}
defined by[
(r1, . . . , rk)
]→ − ∑
1i<jk
β∧(ri , rj )ei ∧ ej






cij ei ∧ ej ∈
2∧
Rk
with i(x) k − g, then by Proposition 2.6, there exists (βij ) ∈ U2g,2g (R) such that βij = cij for 1 i < j  k.
Now the required f ∈ EHom(V ,Rk) is defined as follows:





tf (e∗i ), tf (e∗j )) = −cij for 1 i < j min(g, k)
and clearly
∑min(g,k)
j=1 Rtf (e∗j ) is an R-subspace of V ∗ of rank min(k, g). If k > g we apply Theorem 2.7 to define
t f (e∗j ) for g < j  k by induction on j and the remaining assertions of our corollary follow from Theorem 2.7. 
We apply the preceding analysis to the following problem:
Assumption 2.10. A commutative ring, m maximal ideal of A, V free A-module of rank 2g having an ordered basis
B = (a1, . . . , ag, b1, . . . , bg) and G = A/mα1 ⊕ · · · ⊕A/mαk where αl  · · · αk > 0.
Let qj :A/mα1 → A/mαj , 1 j  k, be the canonical epimorphisms and set q =⊕kj=1 qj and let E = {e1, . . . , ek}
be the canonical basis of (A/mα1)k and set zi = q(ei), 1 i  k.
We wish to obtain a complete description of the set EHom(V ,G)/Sp2g(A) where Sp2g(A) acts to the right on
EHom(V ,G), the set of epimorphisms from V to G, by fixing the basis B of V as before.
We need three lemmas.
Lemma 2.11. Subject to Assumption 2.10, the function







s → q ◦ s
is surjective.
2604 A.A.G. Michael / Topology and its Applications 153 (2006) 2591–2612Proof. Suppose s′ ∈ EHom(V ,G), then s′ = q ◦ s for some s ∈ Hom(V , (A/mα1)k) since q is onto and V is a free A-
module. Since q ⊗ 1 : (A/mα1)k ⊗A/m → G⊗A/m is an isomorphism, then s ⊗ 1 :V ⊗A/m → (A/mα1)k ⊗A/m
is onto. It follows that {s(ai)⊗ 1, s(bi)⊗ 1: 1 i  g} generates (A/mα1)k ⊗A/m and since A/mα1 is a local ring
[5, p. 52], then {s(ai), s(bi): 1 i  g} generates (A/mα1)k by [5, p. 83] and s is onto. 






)k)→ EHom(V ⊗A/mα1 , (A/mα1)k)
defined by
s → s ⊗ 1A/mα1









V ⊗A/mα1 , (A/mα1)k)/Sp2g(A/mα1)
by which we identify these two sets.
Proof. Let p :A → A/mα1 be the canonical map. The fact that the first map of sets is bijective is clear since s ⊗
1A/mα1 ◦ 1V ⊗ p = s. To establish the fact that it induces a bijection on the corresponding quotient sets we need only
to show that the group homomorphism Sp2g(A) → Sp2g(A/mα1) induced by p is onto.
Let β be the bilinear form on V defined on B × B by β(ai, bi) = −β(bi, ai) = 1 for 1  i  g and zero other-
wise and let β ′ be its canonical extension to V ⊗ A/mα1 , then we have isomorphisms AutA(V,β) → Sp2g(A) and
AutA/mα1 (V ⊗A/mα1 , β ′) → Sp2g(A/mα1) by considering the matrix of an automorphism with respect to the basis B
and B ⊗ 1 of V and V ⊗A/mα1 , respectively. Therefore, it suffices to show that the map
AutA(V,β) → AutA/mα1
(
V ⊗A/mα1 , β ′)
given by
f → f ⊗ 1
is onto. Since A/mα1 is a local ring [5, p. 52], then Sp2g(A/mα1) is generated by symplectic transvections with respect
to β ′ [19, p. 199] and these can be realized by elements of Sp2g(A), hence the surjectivity follows. 
Lemma 2.13. Subject to Assumption 2.10, suppose that xk =∑1i<jk ckij ei ∧ ej ∈∧2(A/mα1)k , i(xk)  k − g,
h = 1,2, and qj (c1ij ) = qj (c2ij ) for 1 i < j  k and let
s : EHom
(





f (ai)∧ f (bi)
(where EHom(V ⊗ A/mα1 , (A/mα1)k) is identified with EHom(V , (A/mα1)k) by the bijection of Lemma 2.12) then
there exists f h ∈ EHom(V ⊗ A/mα1 , (A/mα1)k), h = 1,2, whose matrix M(f h) = (fij )1ik,1j2g with respect




• • • •
• • • • •
1 ∗ • • ∗ 0
⎤
⎥⎥⎥⎥⎦ if k  g




• • • •
• • • • •
1 ∗ • • ∗ 0
∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗
∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗
⎤
⎥⎥⎥⎥⎥⎥⎥⎦
if k > g
and such that s(f h) = xh, h = 1,2, and qj (f 1ij ) = qj (f 2ij ) for 1 i  k, 1 j  2g.
Proof. The existence of the epimorphisms f h, h = 1,2, under the hypotheses of the lemma follows directly by









)= qj (f 2ij ) for 1 i  k, 1 j  2g. 
Now we can obtain the solution of our problem and get a complete description of EHom(V ,G)/Sp2g(A) under
Assumption 2.10.




f (ai)∧ f (bi)
induces a bijection, also denoted by s′, by abuse of notation,










 k − g
}
.










{x ∈∧2(A/mα1)k: i(x) k − g} ∧2 qonto [2, p. 78] {x ∈∧2 G: i((∧2 q)−1(x)) k − g}
The surjectivity of the map s′ is therefore clear from the above diagram. Note that if f ∈ EHom(V ⊗ A/mα1 ,
(A/mα1)k) has a matrix representation (fij )1ik, 1j2g with respect to the bases B ⊗ 1 and E of V ⊗ A/mα1
and (A/mα1)k respectively, then under the map of the top row in the above diagram f defines the element








for 1 j  g. To prove the injectivity of the map s′ of the theorem, let f h ∈ EHom(V ⊗A/mα1 , (A/mα1)k), h = 1,2
such that s(f h) =∑1i<jk ckij ei ∧ ej ∈∧2(A/mα1)k and i(s(f h))  k − g for h = 1,2 and qj (c1ij ) = qj (c2ij )
for 1  i < j  k. It follows by Lemma 2.13 and Corollary 2.9 that we may assume that the matrix representation
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h
, h = 1,2, with respect to the bases B ⊗ 1 and E of V ⊗ A/mα1 and (A/mα1)k respec-
tively satisfies qj (f 1ij ) = qj (f 2ij ) for 1  i  k, 1  j  2g. Therefore [f 1−] = [f 2−] in EHom(V ,G)/Sp2g(A) as
desired. 
Corollary 2.15 (Zimmermann normal form). [27] Subject to Assumption 2.10, suppose that 1 k  g then a complete
system of representatives of the orbits of EHom(V ,G) under the action of Sp2g(A) is
S(G) =
{
f ∈ EHom(V ,G): f (aj ) =
{




f (bj ) =
{∑




Proof. It follows by Lemma 2.13 and the diagram of Theorem 2.14 that every orbit of Sp2g(A) on EHom(V ,G)











which is injective and therefore each orbit of Sp2g(A) intersects S(G) in a unique point. 
3. Equivalence and weak equivalence classes of finite Abelian group actions
In this section we obtain the complete solution of Problem 2 of our classification problem for a finite Abelian group
G and we also obtain the solution of Problem 3 of that problem when all the p-Sylow subgroups of G are homocyclic





i=1(1 − q−2i )
.
where Uk,2m(Fq) = {A ∈ Uk(Fq): RankπA = 2m} for 0 2m k.



















∈ Mk(Fq): A ∈ Sp2m(Fq)
}
.
We have by [9, pp. 9 and 19]
∣∣GLk(Fq)∣∣= qk2 k∏(1 − q−i) and ∣∣Sp2m(Fq)∣∣= q2m2+m
m∏(
1 − q−2i),i=1 i=1
A.A.G. Michael / Topology and its Applications 153 (2006) 2591–2612 2607therefore∣∣Uk,2m(Fq)∣∣= GLk(Fq)|Sp2m(Fq)||GLk−2m(Fq)|q2m(k−2m) = qm(2(k−m)−1)
∏2m
i=1(1 − q−(k−2m+i))∏m
i=1(1 − q−2i )
. 
Lemma 3.2. Let G be a finite Abelian p-group and suppose that (pα1) = Ann(G) and k = the minimum number of










 k − g
}∣∣∣∣=
{|∧2 G| k  g
|∧2 G|.∑mk−g p−(k−2m2 ).∏2mi=1(1−q−(k−2m+i))∏m
i=1(1−q−2i ) k > g
}
.
Proof. If k  g our formula is trivial, therefore we assume that k > g. We may assume that G = Z/(pα1) ⊕ · · · ⊕
Z/(pαk ) where α1  · · ·  αk > 0 and that q =⊕ki=1 qi where qi : Z/(pα1) → Z/(pαi ) is the canonical map for





























Observe also that the group
⊕k








cij zi ∧ zj =
∑
1i<jk
(cij + xij )zi ∧ zj




































































i=1(1 − q−2i )
by virtue of Lemma 3.1. 
Lemma 3.3. Let α, k be natural numbers and let
Ck(α) =
{
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θ :Ck(α) →
{





defined by θ((α1, . . . , αk)) = uα1,...,αk where
uα1,...,αk =
{
α1 i = 1
αi − αi−1 1 < i  k
}
is bijective, therefore our assertion follows from [1, p. 44, Proposition 15]. 
Now we have the following theorem which solves Problem 2 for G a finite Abelian group. It generalizes [7,
Theorem 9] and [15, Theorem 2.5].
Theorem 3.4. Suppose that G =⊕ni=1 Gi is a finite Abelian group and that for, 1 i  n, Gi is a pi -Sylow subgroup
of G where pl < · · · < pn and let ki = the minimum number of generators of Gi and (pαii ) = Ann(Gi) and let
qj : (Z/(pαii )
ki → Gi be any epimorphism, then the bordism map of the free actions of G on the surface Xgˆ , gˆ  1, is
the composition of the following maps































































where (a1, . . . , ag, b1, . . . , bg) is the canonical ordered basis of Z2g and g is given by the Riemann–Hurwitz formula
gˆ − 1 = |G|(g − 1). We have:




























 kj − g
}∣∣∣∣
where















|∧2 Gj | kj  g












Proof. The definition of the bordism map B follows from the computation of Theorem 1.7. The fact that Φ is injective
and that ImΦ is as described follows from Theorem 2.14. The formula for |H+(Xgˆ)\FA+(G,Xgˆ)| follows therefore
from Lemma 3.2. 
The solution of Problem 3 for the special case of a finite Abelian group whose all p-Sylow subgroups are homo-
cyclic (i.e. of the form (Z/pαZ)n) will follow easily from the following more general theorem.
Theorem 3.5. Let A be a principal ring and let p be an extremal element of A (= a generator of a prime ideal of A).
Let V be a free A-module of rank 2g and let B = {a1, . . . , ag, bl, . . . , bg} be a basis of V and let β be a bilinear form
on V defined on B × B by β(ai, bi) = −β(bi, ai) = 1 for 1 i  g and zero otherwise and let E = {ei : 1 i  k}
be the canonical basis of (A/(pα))k , then a complete system of representatives of the orbits of EHom(V , (A/(pα))k)










f ∈ EHom(V , (A/(pα))k): f (aj ) =
{
ej 1 j  k
0 otherwise
}




2 (j+1)ej+1 1 j odd < k
0 otherwise
}
0 α1  · · · α[k/2]  α
}
if k  g
{
f ∈ EHom(V , (A/(pα))k): f (aj ) = ej 1 j  g
f (bj ) =
⎧⎪⎨
⎪⎩
eg+j 1 j  k − g
p
α 1




0 α1  · · · α[ 2g−k2 ]  α
}









Proof. Note that k = the minimum number of generators of (A/(pα))k by Lemma 1.4 so that EHom(V , (A/(pα))k) =
∅ iff k  2g. Observe that AutA(A/(pα))k acts on ∧2(A/(pα))k by θ.x = ∧2 θ(x) for θ ∈ AutA(A/(pα))k and





















([f ])= g∑f (ai)∧ f (bi)i=1
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: i(x) k − g
}
.
Note that by [4, p. 79, Theorem 1] and since pαA is a characteristic submodule of A, every orbit of AutA((A/(pα))k)






2 (j+1)ej ∧ ej+1: 0 αl  · · · α[k/2]  α
}










2 (j−(k−g)+1)ej ∧ ej+1: 0 αl  · · · α[(2g−k)/2]  α
}
if k > g).
Suppose that there exists 0 αi1  · · · αi[k/2]  α if k  g (respectively 0 αi1  · · · αi[(2g−k)/2]  α if k > g) for


















2 (j−(k−g)+1)ej ∧ ej+1 and
k−g∑
i=1





2 (j−(k−g)+1)ej ∧ ej+1 if k > g)
are in the same orbit under AutA((A/(pα))k), then if we let the bilinear forms ϕi , i = 1,2, on (A/(pα))k be defined
on E×E by ϕi(ej , ej+1) = −ϕi(ej+1, ej ) = p
αi1
2 (j+1) for 1 j odd < k and is zero otherwise for k  g (respectively
ϕi(ej , eg+j ) = −ϕi(eg+j , ej ) = 1 for 1  j  k − g and ϕi(ej , ej+1) = −ϕi(ej+1, ej ) = pαi(j−(k−g)+1)/2 for 1 
j−(k−g) odd < 2g−k and is zero otherwise for k > g) we would have dϕ2 = t θdϕ1θ for some θ ∈ AutA((A/(pα))k),
where dϕ2 : (A/(pα))k → ((A/(pα))k)∗, i = 1,2, are the partial maps defined by dϕi (x) = ϕi(·, x). It follows that, if



















αij R)2 ⊕R if k odd⊕[k/2]
j=1 (R/p








αij )2 ⊕A/(pα) if k odd⊕[k/2]
j=1 (A/p
αij )2 if k even
⎫⎬













αij R)2 ⊕R if 2g − k odd⊕[ 12 (2g−k)]
j=1 (R/p








αij )2 ⊕A/(pα) if 2g − k odd⊕[ 12 (2g−k)](A/pαij )2 if 2g − k even
⎫⎪⎬
⎪⎭ if k > g)j=1
A.A.G. Michael / Topology and its Applications 153 (2006) 2591–2612 2611for i = 1,2, [3, p. 16, Corollary 1] shows that we must have α1j = α2j for 1 j  [k/2] if k  g (respectively α1j = α2j
for 1 j  [(2g − k)/2] if k > g).
The assertion of the theorem follows since the set T ((A/(pα))k) maps under s bijectively onto the set T0. The
formula for |AutA((A/(pα))k)\EHom(V , (A/(pα))k)/Sp2g(A)| follows therefore by virtue of Lemma 3.3. 
The solution of Problem 3 of our classification problem for the special case mentioned earlier can now be given
in the following theorem. It generalizes [17, p. 502] and [7, Corollary 10] and corrects [15, Proposition 4.6] and [10,
Remark 4.5].
Theorem 3.6. Let G =⊕ni=1(Z/(pαii ))ki where ki  1, 1  i  n and p1 < · · · < pn and {p1, . . . , pn} is the set of






















))ki )\EHom(Z2g, (Z/(pαii ))ki )/Sp2g(Z)
and for 1 i  n, the set T ((Z/(pαii ))ki ) defined in Theorem 3.5 is a set of complete system of representatives of the




αi + [ 12 min(ki,2g − ki)]
αi
)
where g is given by the Riemann–Hurwitz formula gˆ − 1 = |G|(g − 1).
Proof. All our assertions follow directly from Theorem 3.5. 
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