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Abstract—It is presented the general properties of N -
dimensional multi-component or many-particle systems ex-
hibiting self-similar hierarchical structure. Assuming there
exists an optimal coarse-graining scale λ at which the quality
and diversity of the (box-counting) fractal dimensions exhibited
by a given system are optimized, it is computed the generalized
entropy of each hypercube of the partitioned system and shown
that its shape is universal, as it also exhibits self-similarity
and hence does not depend on the dimensionality N . For
certain systems this shape may also be associated with the
large time stationary profile of the fractal density distribution
in the absence of external fields (or control).
I. INTRODUCTION
Multi-component, strongly correlated systems, often ex-
hibit non-linear behavior at the microscale leading to emer-
gent phenomena at the macroscale. As P. W. Anderson stated
back in 1972, it often happens that ”the whole becomes not
only more but very different from the sum of its parts” [1].
Fingerprints of such emergent phenomena can be identified
in hierarchical behavior [2], [3] or constraints [4], [5],
sometimes associated with fractal behavior [6].
Hierarchical behavior exhibiting self-similarity has been
identified in Physical, Social, Biological and Technological
systems [7]. Employing theoretical tools such as the singu-
larity spectrum or its equivalent, multiscaling exponents (via
a Legendre’s transformation), etc., fractal analysis has been
applied to geophysics, medical imaging, market analysis,
voice recognizion, solid state physics, etc. (see e.g. [8]–
[12]). Recently, it has been unravelled high quality spatio-
temporal fractal behavior [13] in connection with built-up
areas in planar embeddings, whose diversity of fractal di-
mensions covered the entire [0, 2] dimensionality spectrum,
reflecting the presence of self-organizing principles which
strongly constrain the spatial layout of the urban landscape.
Here I investigate in detail the general behavior of multi-
component complex systems constrained to exhibit fractal
behavior in a space of arbitrary dimensionality N . This
work is organized as follows. In section II it is defined the
central quantity of this work, the entropy S(D) of a cell as
a function of its fractal dimension. In section III there are
shown some estimates for S(D) and for the total number
of cell fractal configurations. Section IV is about self-
similarity properties satisfying S(D) that show that its shape
is virtually independent of N . Some possible applications
of this N−dimensional generalization are commented in
section V.
II. COARSE GRAINING ASSUMPTIONS AND THE
FUNCTION S(D).
It will prove convenient to represent our multi-component
system in terms of black (1) pixels (each a hypercube of
side 1) embedded in a space of dimensionality N otherwise
filled with white pixels (0). Let us assume the entire system
fits into a single hypercube of side ∆ (and volume ∆N ),
and let us divide the system-wide hypercube into a grid of
smaller hypercubes (or cells) of side λ, to each of which
it is applied the standard box-counting method (BCM ) in
order to assess the fractal dimension of the system at every
cell (location) [6].
Clearly, the number of scales involved in the fractal
Fig. 1. Top: The diferent panels illustrate the diversity in fractal
dimensions exhibited by the same N-dimensional, hierarchical system,
depending on the level of coarse-graining at which the fractal analysis
is carried out. Bottom: The same idea, in terms of the number of fractal
dimensions used (for a given precision δD). It is assumed that there exists
an intermediate level λ at which fractal information is optimal in the sense
defined in the main text.
behavior will depend on λ and will always be finite. In
general, however, there is no reason to expect to find the
same fractal dimension at every location, and hence in the
following I shall refer to this diversity of fractal dimensions
as multi-fractal behavior.
The choice of λ should not be arbitrary (see Fig.1). If
λ = ∆, there will be only one fractal dimension for
the entire system. On the other hand, if λ = 1 each
cell encompasses a single pixel resulting in D = 0 for
the (white) pixels that do not belong to the system and,
D = N > 0 for those that do. In between these opposite
cases, it is reasonable to assume the existence of some set
of coarse-graining levels Γ in which the number of fractal
dimensions spanned by the BCM is maximized (for a
given precision δD), because the system is multifractal. In
addition, the larger the value of λ, the larger the number of
steps that become possible when the BCM is performed,
resulting the fractal dimension at every cell to be shared
at a larger number of scales and naturally, more properly
defined. Thus, we define the optimal coarse-graining level
λ (1 < λ < ∆) as follows:
λ
.
= supΓ, (1)
providing an optimal portray of the multi-fractal behavior
of the system.
For each cell, the total number of possible configurations
is 2λN . The volume V of the pixels in each cell that belong
to the system can in principle vary between 0 and λN .
However, if the system exhibits a local fractal dimension
D, the number of system configurations is strongly reduced,
and it will also depend on the fraction of the cell volume
occupied by the system. This conforms with the notion
that an emerging property of a complex system provides
a constraining condition regarding its ”entropy” (in a gen-
eralized sense), viewed here as the log-number of possible
configurations of the system compatible with the specified
value of the emergent macroscopic variable [14]. Before
dwelling into the problem of the number of configurations,
we shall start by determining lower L(D) and upper U(D)
bounds for the volume of a given cell compatible with a
pre-defined fractal dimension D.
According to the BCM , there exists a minimal number
Nk of hyper-boxes of side 2k (k = 0, 1, 2, ...) that cover the
pixels of the system inside the cell, which satisfy:
logNk = −Dk +B (2)
(throughout this work, log will be used as a shorthand for
log2) where D is the fractal dimension and B is a constant
which is not associated to the fractal behavior [6]. In our
case, B just shifts the linear fitting up or down, according
to the multiple values that V can have. Taking k = 0 in
Eq. (2) one has that logN0 = B, where N0 is the number
of pixels that belong to the system, i.e. its volume V ; thus,
B = logV .
Recalling that we are dealing with a finite number of scales,
we will assume that Eq. (2) holds for k = 0, ...,m, with
m = [log(λ/2)]. Hence, in particular we have that logV =
Dm + logNm. On the other hand, Nm is just the number
of boxes of edge 2m: 1 ≤ Nm ≤ (λ/2m)N . Put together,
we obtain,
L(D)
.
= 2mD ≤ V ≤ λN (2m)D−N
.
= U(D). (3)
Thus, there is no configuration with fractal dimension D
and with a volume V outside of the bounded region defined
by Eq.(3) (the Fig. 1 of [13] is an example of this, for
N = 2). It is quite remarkable that the lower bound L(D)
is independent of the embedding dimension N . Knowledge
of these constraints on the cell volume compatible with a
given fractal dimension D considerably simplifies the deter-
mination of the total number of configurations accessible to
the system in a cell exhibiting a fractal dimension D. Let
us denote this quantity by Ω(V,D), where V is the volume
occupied by the system in the cell.
From Eq. (2), taking B = logV , the number of boxes
covering the part of the system inside the cell at the kth stage
satisfies Nk = Nk−12−D. Nk is thus defined by V and D,
but does not depend on the final configuration. In addition,
the previous equation defines a recursive sequence in which
each of the Nk boxes is sub-divided in 2N sub-boxes, Nk−1
of which will be picked up to enclose the system at the
previous k− 1th stage. The number of ways this procedure
can be done is equal to f(2N , Nk, Nk−1) (see [15], [13]),
leading to
Ω(V,D) =
m∏
k=1
f(2N , V 2−kD, 2DV 2−kD) (4)
whereas the total number of configurations having dimen-
sion D is given by:
Ω(D) =
U(D)∑
V=L(D)
Ω(V,D). (5)
For a given cell of the grid, the function
S(D) = logΩ(D) (6)
defines a generalized entropy compatible with a cell dimen-
sion equal to D. For λ = 100 (m = 5), the function S(D)
is the positive one hump function drawn with a blue thick
solid line in Figs. (2) and (3) (for N = 10 and N = 70,
respectively).
Let us conclude this section by remarking something
about the function S(D). For another size of the grid, say λ¯
which, likely, will not correspond to the optimal scale (i.e.
λ), one can similarly define the number of configurations as
well as the associated entropy, say Ω¯(D) and S¯(D). Then,
if λ and λ¯ do not differ in orders of magnitude (that is, if
m remains invariant), one easily finds that:
Ω(D) ≈ Ω¯(D)(λ/λ¯)
N (7)
and hence S(D) and S¯(D) will be proportial to each other;
consequently, one can say the definition of S(D) is robust
to the choice of λ.
III. SOME ESTIMATES.
In the following, some estimates for S(D) are computed.
These will turn out to be important both to visualize which
will be the usual orders of magnitude involved in Ω(D), as
well as to understand some of its main properties.
For simplicity, I shall use U = U(D) and L = L(D) except
where explicitly indicated. From (4), (5) and [16], one has
that:
S(D) ≥ log f(2N , U2−D, U) ≈ log
(
2N−DU
U
)
− 1
≥ λN (2m)D−N (N −D)− 1, (8)
then, maximizing:
max
D
S(D) &
λN
e ln 2m
≥
λN
e ln λ2
. (9)
As usual, replacing Ω(D) by the largest of Ω(V,D) consti-
tutes a good approximation. Indeed, the relation
(
a
b
)t
≤
(
ta
tb
)
and [16] imply that given D, f(2N , 2NV/2kD, 2DV/2kD)
is an increasing function of V (k = 0, ...,m) as well as
Ω(V,D) (see Eq. (4)); hence, from Eqs. (4) and (5), one
has that:
S(D) ≤ log (U − L+ 1) + logΩ(U,D). (10)
Then, given that L ≥ 1:
0 ≤ S(D)− logΩ(U,D) ≤ logU ≤ N logλ. (11)
Thus, from Eq. (9), one can see that (11) provides a good
estimate for S(D), by just assuming the summation in (5)
to be approximately equal to its greatest summand Ω(U,D),
i.e.:
S(D) ≈ logΩ(U,D). (12)
The only problem of this estimate occurs at D = N :
since Ω(U(N), N) = 1 one will have from
(12) that S(D = N) = 0 which is a excellent
estimate, despite the fact that S(D) never vanishes.
Actually, f(x, y, xy) = 1 implies Ω(V,D = N) =∏m
k=1 f(2
N , V/2kN , 2NV/2kN ) = 1 for all V so,
S(N) = log(U(N)−L(N)+1) = log(λN −2mN+1) > 0,
independently of N (note that S(N) ≈ N logλ for large N ).
The equation (9) says that Ω(D) will usually be a very
large number (see Figs. 2 and 3). For instance, with N = 2
and λ = 100, it turns out that maxD Ω(D) ≈ 101300.
Nevertheless, the multi-fractal behavior assumed here,
together with the existence of an optimal coarse-graining
scale λ and associated S(D), strongly constrains the
number of possible overall configurations the system may
explore, dramatically reducing this number compared to an
uncorrelated multi-component system:
Theorem 1. If our multi-fractal analysis is carried out
with a precision – in dimensionality – of δD, then the total
number of configurations of a given cell exhibiting a fractal
behaviour satisfies∑
0≤D≤N
Ω(D) ≤ N/δDλN2λ
Na, with a . 3e−
m−1
m+1 /2.
(13)
Proof. From (4), (6) and (11) one has that:
Ω(D) ≤ λNΩ(U,D) = λN
m∏
k=1
f(2N , U2−kD, 2DU2−kD).
(14)
From [15], one has that
f(2N , U2−kD, 2DU2−kD) ≤
(
2NU2−kD
2DU2−kD
)
≤ 22
NU2−kD
(15)
for k = 1, 2, ...,m.
From (3) and (14) one obtains:
Ω(D) ≤ λN2λ
Nθ(D) (16)
θ(D)
.
= (2m−1)D−N
1− 2−mD
1− 2−D
≤ 3(2m−1)D−N/2
for D ≥ D∗ = log(3) ≈ 1.585. In the following section,
which is independent of this theorem, it is shown that the
maximum of S(D) is reached at D = D1 ≈ N−1/ ln(λ/2).
Thus, D1 > D∗ for reasonable N and m (i.e. for every
N > 2 and λ ≥ 5, even for N = 2 and λ ≥ 23). Then,
given that λ2 ≤ 2
m+1
, it follows that:
a
.
= θ(D1) ≤ 3e
−m−1
m+1 /2. (17)
On the other hand,∑
0≤D≤N
Ω(D) ≤ NΩ(D1)/δD, (18)
where δD is the precision with which one studies the
fractal properties of the system. Then, the theorem follows
from Eqs. (16), (17) and (18). 
Indeed, the theorem above says that for a given cell, the
number of fractal configurations will be just a tiny fraction
of the total number of possible, uncorrelated configurations,
given by 2λN . Let us work out a numerical example.
According to (13), for N = 2 and λ = 100 (m = 5),
one finds that a . 0.77013 and∑
0≤D≤N
Ω(D) . 102300/δD, (19)
which despite being a very big number, it is absolutely
negligible with respect to 2λN ≈ 103000 (for every reason-
able δD). The theorem explains why almost every random
configurations of pixels is not fractal, quantitatively. This
result may have applications in Pattern Recognition Theory.
IV. SELF-SIMILAR PROPERTIES.
The following theorem says that the shape of S(D)
is virtually independent of the dimensionality N of the
embedding space, actually:
Theorem 2. Let us call by SN (D) and SN+∆N(D) to
the cell entropy functions (Eq. (6)) for a pair of embedding
dimensions N and N +∆N . The following approximation
holds for D ≥ 3:
SN (D) ≈ λ
−∆NSN+∆N(D +∆N). (20)
Proof. Denoting by UDN the upper bound of (3), one has
from (4) and (12) that
SN(D) ≈
m∑
k=1
log f(2N , UDN 2
−kD, 2DUDN 2
−kD). (21)
Note that the most important summands of the Eq. above
are the ones with UDN 2−kD and 2DUDN 2−kD being large
numbers (k = 1, 2, ...). Then, given that D ≥ 3, from [17]
and [16] one can subsequently get to:
SN (D) ≈ 2
−D log f(2N , UDN , 2
DUDN ) (22)
≈ 2−Dλ log f(2N , UD−1N−1 , 2
DUD−1N−1 )
≈ 2−(D−1)λ log f(2N−1, UD−1N−1 , 2
D−1UD−1N−1 )
≈ λSN−1(D − 1) (23)
(the last equation is obtained by comparison with (22)).
Finally, by iterating the above equation, one will obtain Eq.
(20). 
Clearly, the result of the above theorem talks about the
existence of self-similarity properties, because the entropies
SN(D) and SN+∆N(D) of Eq. (20) are related via a
translation in D and a multiplication by λ−∆N , which
are self-similar transformations (see Fig. (2)). Something
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Fig. 2. Example of application of the self-similar transformation of the
Eq. (20) for N = 10, ∆N = 60 and λ = 100 (m = 5).
similar occurs between S(D) and its derivative with respect
to D, showing that the manifestations of self-similarity of
the system pervade all quantities (see Fig. 3):
Theorem 3. The more orders of magnitude m =
[log(λ/2)] are involved in the cell fractal behaviour, the
more accurate is the following equation:
dS(D)/dD ≈ S(D + b)/eb (24)
with b .= 1/ ln(λ/2) (25)
and D ≤ N − b.
Proof. It was mentioned at the end of Section II that the
definition of S(D) is robust to choice of λ. Thus, let us
assume that m = log(λ/2) holds exactly (instead of m =
[log(λ/2)]). Evaluating Eq. (12) at D + h ≤ N (h → 0),
from [17] one has that:
S(D + h) ≈ (λ/2)h logΩ(U,D + h)
≈ (λ/2)h (S(D) + hΩD(U,D)/Ω(U,D) ln 2) (26)
because of Eq. (12). Taking away S(D) and dividing by h,
one gets in the limit h→ 0
dS(D)/dD ≈ S(D) ln(λ/2) + ΩD(U,D)/Ω(U,D) ln 2.
(27)
Then, eliminating ΩD(U,D)/Ω(U,D) from (26) and (27):
(2/λ)hS(D + h)− hdS(D)/dD ≈ S(D) (1− h ln(λ/2)) .
(28)
Since this equation holds for a range of h, one can choose
this parameter in order to minimize the quadratic norm of
both members, simultaneously. A good ansa¨tz for this, is to
take
h = 1/ ln(λ/2) (29)
which decreases with the number of orders of magnitude
involved in the fractal behavior (i.e. h = (m ln 2)−1) and
it also vanishes the right member of (28). Clearly, the Eqs.
(24) and (25) follow from (28) and (29). 
 
Fig. 3. Plot of S(D) and dS/dD for N = 70, λ = 100 (m = 5). The
dashed line is the approximation to dS/dD computed with Eq. (24) (see
Theorem 3).
A convenient characterization of S(D) is by means of the
values Di satisfying
diS(D = Di)/dD
i = 0, i = 0, 1, 2, ..., (30)
Indeed, while S(D0) = 0 for D0 ≈ N , D1 provides the
location of the maximum of the generalized entropy, D2 is
associated with the dimension at which entropy reaches its
maximum growth rate, etc.. The location of the points Di is,
to a very good approximation, evenly spaced, and one can
show by differenciating iteratively Eq. (24) that consecutive
Di satisfy the approximate relation
Di −Di+1 ≈ b i = 0, 1, 2, 3, ... (31)
(see Eq. (25)). The Fig. (4) shows how accurately the
Eq. (31) works. In the multi-fractal system of Ref. [13],
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Fig. 4. Dependence of Di (i = 1, ...,6) on N . For every N , the function
S(D) was computed for the range [0, N ], with a step of ∆D = 0.01
and λ = 100 (m = 5), and its derivatives were approximated by finite
differences.
embedded in the spatial dimension N = 2, the authors have
associated the zeros Di of the derivatives of S(D), with
the egdes of different classes or types of urban layouts,
exhibiting different levels of risk regarding urban expansion,
thus requiring different planning actions from expert policy-
makers. Similarly, and given that the shape of the function
S(D) is virtually independent of N (Eq. (20)), the different
Di could play an important role in the characterization of
the system.
V. ENTROPICALLY DRIVEN SYSTEMS.
In Control Theory, it is well-known the fact the control-
lability of a system depends on the knowledge of the full
set of variables that describes the state of the system at a
given time. In theory, this principle also applies to Complex
Systems but, for almost every system of this kind, there
exists a high uncertainty about the numbers of variables
that control the system as a whole. In this context, let us
assume a kind of very bad possible scenario in which every
part of the system is out-of-control, namely, evolving in time
towards a state in which the number of cells with dimension
D will be ultimately determined by the entropy S(D) and,
having the following density of cells:
s(D)
.
=
S(D)∫ N
0 S(x) dx
. (32)
Given that the entropy is a meassure of the
ignorance/uncertainty, and assuming that what cannot
be controlled is precisely what is ignored, S(D) may
provide the degree of uncontrollability of the cells having
dimension D. Thus, Eq. (32) may be seen as a metastable
state, result of an hypotetical evolution in the absence
of controls (fields/constraints of any kind). In addition,
this state may also be recognized as a self-organized one,
because s(D) is a non-uniform density and it is assumed
that the system can reach it, being driven by its own
entropy (purely).
If the system is not dominated by the entropy, the
quadratical norm ||ρ − s||2 (where ρ(D) is the density
of the system) defines how further the system’s dynamics
is from the one corresponding to the ideal out-of-control
worst situation (constituting s(D) as a point of reference).
If the system’s state is given by (32) (or converging to it),
one can be sure that the final state will have associated
a risky lack of robustness defined as follows. First, it is
remarkable the way in which s(D) is concentrated for high
dimensions. Actually, independently of N , the variance σ2
of the fractal dimension reads σ2 ≈ 2b2 and, the intervals
[D3, D1] and [N − 1, N ] approximately incorporate 54%
and 76% of the cells, respectively (this follows from the
fact the solution of (24) is approximately proportional
to (N − D)e(D−N)/b). Thus, specially for large N , an
entropical evolution of the system could ultimately imply
a potential lack of robustness and fault-tolerance, in the
sense that some external force could affect a big part of
the system, despite acting on the cells of a small interval
of dimensions.
On the other hand, it is noteworthy that the rate of
growth, as a function of N , of the number of possible
configurations is by far faster than exponential (see Eq. (9)).
This means that every time that the embedding dimension
increases, the diversity of configurations for fixed D will
increase significantly. Thus, assuming that – which is not
necessarily the case – the density of the system ρ(D)
had reached a self-organized equilibrium mimicking s(D)
and, if it was possible to lessen the inherent constraints
associated with the embedding dimension, increasing the
dimensionality from N to N + ∆N , one could let the
components of the system to evolve following higher
dimensional patterns, opening the possibility for significant
diversification. Furthermore, in some cases, even under an
entropical evolution, the approach of the system to the new
equilibrium given by SN+∆N(D) will act to increase the
variance σ2, improving the robustness of the system, in the
sense mentioned above. Indeed:
Theorem 4. Let us denote by sN and sN+∆N to the
densities defined by Eq. (32) associated to embedding spaces
of dimensionality N and N + ∆N , respectively. Let us
suppose that the initial cell distribution is given by
ρ0(D) =
{
sN (D) 0 ≤ D ≤ N,
0 N < D ≤ N +∆N.
(33)
Then, if ρ follows the shortest track towards sN+∆N , the
variance of the fractal dimension will have a maximum in
between.
Proof. Let us parametrize the evolution of the cell distri-
bution as ρt, with 0 ≤ t ≤ 1 (ρ0 = sN and ρ1 = sN+∆N ).
In Functional Analysis, it is shown that
ρt = (1 − t)sN + tsN+∆N (34)
is the shortest track between sN and sN+∆N (independently
of the functional norm). In addition, (34) provides a explicit
formula of the variance σ2t and one can differenciate it twice
with respect to t, obtaining:
d2σ2t /dt
2 = −2(∆N)2 = const. (35)
(because of Theorem 2). Then:
σ2t ≈ σ
2
0 + t(1− t)(∆N)
2 (36)
which is just a parabola having a maximum at t = 1/2. 
The shortest track of Eq. (34) is by no means the unique
track that makes the variance to increase. Actually, the map
ρt → σ
2
t can be considered as a continuous one [18]. This
means that, if ∆N is not excessively small, at least there
will exist a positively measurable set of tracks, consisting
of paths which are close to the shortest one between sN
and sN+∆N and consequently, with associated variances
σ2t looking like the one of Eq. (36).
I conclude by providing some suggestions of problems
and systems to which I believe concrete applications of the
general ideas developed here could be realized, addressing
also the issue of how increasing complexity may evolve in
this realm.
Let us consider a given cell of the multifractal system,
having fractal dimension D an volume V . Per se, the hyper-
pixels of the cell encode all the information about this
particular part of the system. This encoding is what we may
designate by strategy in the sense that it may describe a
kind of pattern of behaviour of the part (or agent) of the
system associated to the cell (sometimes it could be related
to a way to accomplish some goal). For instance, in urban
planning [13], each strategy encodes a specific pattern of
urban layout and land use. In other words, we may associate
to each strategy a given (interval of) fractal dimension(s)
D. If we assume a population of individuals, then different
individuals may adopt different varieties of a given strategy,
that is, different sequences of hyper-pixels leading to the
same D. As I have demonstrated here, there is a number
of configurations accessible to each D, which is given by
S(D) and it is constrained by L(D) and U(D). Furthermore
it is clear that, at least in some systems [19], and in the
absence of control, the systems will evolve in time in such
a way that the population density of strategies ρ(D) will
tend to mimick the normalized S(D). Given the behavior of
S(D) mentioned above, this means that the majority of the
population will employ strategies lying in a short interval,
which corresponds with a low degree of diversity in the
number of used strategies.
If we think in terms of economics, this means that, country-
wide, the natural tendency will be to specialize in connection
with a narrow set of activities (say, related to farming and/or
textile, or to oil production). In the context of international
commerce, this may reflect a tendency for the majority of
the commercial actors to find partners or allies in the same
area of the world. This, in turn, may be undesirable, and
governments and/or agencies may implement policies which
constitute the necessary external field ensuring the systems
to remain ”far from equilibrium”, with an associated ρ(D)
significantly more uniform than S(D) (that is, diversifying
the systems’ porfolio [20]), being it by fostering the increase
of ”production means”, being it by increasing the number of
”partners”, so as to increase systems’ robustness and fault-
tolerance. It is also worth mentioning that by increasing
the dimensionality of a (hierarchical) system from N to
N + ∆N , one not only increases its inherent complexity
but, given the rise of a new available set of strategies, it also
paves way for a potential diversification. This may be related
to the open problem of understanding the major transitions
in evolution [21].
All these last ideas are not the main issue of this paper but
they could be the topic of future researches, naturally.
VI. CONCLUSION.
The main assumption of this work was the existence of a
coarse graining level that provides an optimal portray of the
multi-fractal behavior of the system. This work tells neither
which part of a given real complex control system can be
modelled as a multifractal, nor how to define the associated
N−dimensional space in which it is embedded [22]. Even
so, hierarchical systems are ubiquitous in the natural world
and, given that the hypotheses on the basis of the ideas
studied here are so general, it is likely that the multi-
component systems we were dealing with may comprise a
non-negligible fraction of the hierarchical systems observed,
and to which the principles discussed here do apply.
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