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Abstract
In the second part of the paper we consider a convolution of probabil-
ity measures on spaces of locally finite configurations (subsets of a phase
space) as well as their connection with the convolution of the correspond-
ing correlation measures and functionals. In particular, the convolution
of Gibbs measures is studied. We describe also a connection between
invariant measures with respect to some operator and properties of the
corresponding image of this operator on correlation functions.
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1 Introduction
The present paper is the second part of the publication devoted to convolutions
on spaces of configuration in continuum. The first part [4] concerned convolu-
tions over spaces of finite configurations. More precisely, let X be a connected
oriented non-compact Riemannian C∞-manifold, O(X) be the class of all open
subsets from X , B(X) be the corresponding Borel σ-algebra. We denote the
classes of all open and Borel subsets from X which have compact supports by
Oc(X) and Bc(X), correspondingly. Let m be a non-atomic Radon measure on
X , i.e., m(Λ) < ∞, Λ ∈ Bc(X) and m({x}) = 0, x ∈ X . Suppose also that
there exists a sequence {Λn}n∈N ⊂ Bc(X) such that Λn ⊂ Λn+1, n ∈ N and⋃
n∈N Λn = X . The space of finite configurations over X is the set
Γ0 :=
⊔
n∈N0
Γ(n), (1.1)
where Γ(n) ≃ X˜n/Sn, X˜n =
{
(x1, . . . , xn) ∈ Xn
∣∣ xk 6= xl, if k 6= l}, Sn is a
group of permutations of the set {1, . . . , n}, and symbol “⊔” means a disjoint
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union. The more detailed description of these and sequel notations see in [4] as
well as a short review of investigations in configuration spaces theory. In par-
ticular, on the space Γ0 there are naturally defined topological and measurable
structures which are generated by the corresponding structures of the space X ,
in particular, the Borel σ-algebra B(Γ0) might be considered. The basic measure
on
(
Γ0,B(Γ0)
)
is the so-called Lebesgue–Poison measure
λz =
∞∑
n=0
zn
n!
m(n). (1.2)
Here z > 0 and the measure m(n) on Γ(n) is generated by the measure m⊗n on
Xn. The measure λz belongs to the spaceMlf(Γ0) of all locally finite measures
on Γ0, that means that λz(B) <∞, for any measurable bounded domain B (in
symbol, B ∈ Bb(Γ0)), i.e., B is such that there exist Λ ∈ Bc(X) and N ∈ N
with B ⊂
⊔N
n=0 Γ
(n)
Λ . Set λ := λ1.
For measurable functions G1, G2 on Γ0 (in symbol, G1, G2 ∈ L0(Γ0)), prop-
erties of the two following convolutions were considered in [4]:
(G1 ∗G2)(η) :=
∑
ξ1⊔ξ2=η
G1(ξ1)G2(ξ2) (1.3)
(G1 ⋆ G2)(η) :=
∑
ξ1∪ξ2=η
G1(ξ1)G2(ξ2). (1.4)
There was considered also a convolution of measures on
(
Γ0,B(Γ0)
)
. Namely, let
ρ1, ρ2 be measures on
(
Γ0,B(Γ0)
)
, then the measure ρ := ρ1 ∗ ρ2 on
(
Γ0,B(Γ0)
)
is said to be the convolution of ρ1 and ρ2 if, for any measurable G : Γ0 → R,∫
Γ0
G(η)dρ(η) =
∫
Γ0
∫
Γ0
G(η1 ∪ η2) dρ1(η1) dρ2(η2), (1.5)
if only the right hand side is finite. There was shown in [4] also that the existence
of the Radon–Nikodym derivatives ki =
dρi
dλ
, i = 1, 2 implies the existence of
the such derivative k for ρ = ρ1 ∗ ρ2 and, moreover, k =
dρ
dλ
= k1 ∗ k2 in the
sense of (1.3). It should be fixed also the following important property: for any
H,G1, G2 ∈ L
0(Γ0) one has∫
Γ0
H(η)(G1 ∗G2)(η)dλ(η) =
∫
Γ0
∫
Γ0
H(η ∪ ξ)G1(η)G2(ξ)dλ(ξ)dλ(η), (1.6)
if only at least one of integrals is well-defined (see. e.g. [13]).
The space Γ of locally finite configurations and the corresponding main struc-
tures are considered in Section 2 of this paper. In Section 3, we consider elements
of the so-called harmonic analysis on configuration spaces which we will need
in the sequel. In particular, this analysis is connected with properties of the
convolution (1.4). In Section 4, we study spaces of locally finite configurations
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with two different types of points. This allows us to consider in Section 5 con-
volutions of probability measures on spaces of locally finite configurations and
their relations to the convolutions on spaces of finite configurations mentioned
above. We discover also there the question about the convolution of Gibbs mea-
sures. In Section 6, we construct a number of examples of operators which are
connected with the notion of the derivation operator with respect to (w.r.t. in
the sequel) the convolution (1.3); the latter operators were considered in [4].
Author would like to thank Prof. Dr. Yuri Kondratiev for useful discussions.
The paper was partially supported by The Ukraine President Scholarship and
Grant for young scientists.
2 Spaces of locally finite configurations
Definition 2.1. We consider the space of configurations Γ over X as the set of
all locally finite subsets from X , i.e.,
Γ :=
{
γ ⊂ X
∣∣ |γ ∩ Λ| <∞ for all Λ ∈ Bc(X)}. (2.1)
Definition 2.1 implies that a locally finite subset is at most countable subset
of X without finite occupation points. It is clear that Γ0 is a subset of Γ,
however, the space Γ0 has a special meaning to the sequel and it is considered
independently. Let ΓΛ be the set of all configurations γ ∈ Γ which are subsets
of Λ ∈ Bc(X). By Definition 2.1, all the such configurations are finite. Hence,
as a set, ΓΛ coincides with Γ0,Λ (see a definition in [4]).
Let C0(X) denote the class of all real-valued continuous functions on X
with compact supports. For any f ∈ C0(X), we define a linear function on Γ by
〈f, γ〉 :=
∑
x∈γ f(x). It is worth noting that the sum is taken over finite set of
points from γ only whose are inside in the bounded in X support of the function
f . The weakest topology such that all linear functions Γ ∋ γ 7→ 〈f, γ〉 ∈ R,
f ∈ C0(X) are continuous is said to be the vague topology O(Γ) on the space
Γ. Note also that any configuration γ ∈ Γ may be identified with the measure
γ(·) : B(X) → R+ on X which are a linear combination of Dirac measures,
namely, γ ↔
∑
x∈γ εx. By Definition 2.1, the measure γ is a Radon measure
on B(X), namely,
γ(A) =
∫
A
dγ(x) =
∑
x∈γ
∫
A
dεx(y) = |γ ∩ A| <∞, A ∈ Bc(X).
Therefore, the space of configurations Γ might be isomorphically embedded into
the space M(X) of Radon measures on X . Then, the vague topology O(Γ)
might be induced by the vague topology on M(X), the latter is defined in
e.g. [9, Section 7.3].
Set γΛ := γ ∩ Λ, for any Λ ∈ Bc(X), γ ∈ Γ. The base of topology O(Γ)
is given by
{
γ ∈ Γ
∣∣ |γΛ| = n, γ∂Λ = ∅}, where Λ ∈ Bc(X), n ∈ N0, and ∂Λ
is the boundary to Λ, see e.g. [16]. This topology is separable and metrizable,
see e.g. [18], moreover, the corresponding metric space will be complete. Note
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that the topology O(ΓΛ) induced by the topology O(Γ) does not coincide with
the topology O(Γ0,Λ). However, the corresponding Borel σ-algebras B(ΓΛ) and
B(Γ0,Λ) are coincided (see [10] for more details).
The Borel σ-algebra which corresponds to O(Γ) we denote by B(Γ). For
any Λ ∈ Bc(X), we consider a mapping NΛ : Γ → N0 in the following way:
NΛ(γ) = |γΛ|. Next, for any Λ ∈ Bc(X), we define a mapping pΛ : Γ→ ΓΛ, given
by pΛ(γ) := γ ∩Λ. Then, B(Γ) is the smallest σ-algebra such that all mappings
NΛ, Λ ∈ Bc(X) are measurable, see e.g. [1], i.e., B(Γ) = σ
(
NΛ
∣∣ Λ ∈ Bc(X)). We
consider also the family of σ-algebras BΛ(Γ) := σ(NΛ′ | Λ′ ∈ Bc(X),Λ′ ⊂ Λ),
for Λ ∈ Bc(X). It is worth noting that the σ-algebras BΛ(Γ) and B(ΓΛ) are σ-
isomorphic, see e.g. [10], that means that there exists a bijection between them
which preserves set operations, including countable unions.
Let µ be a probability measure on
(
Γ,B(Γ)
)
, M1(Γ) denote the class of all
such measures. Let Λ ∈ Bc(X). The projection of µΛ of the measure µ onto the
measurable space
(
ΓΛ,B(ΓΛ)
)
is an image of the measure µ under the mapping
pΛ, i.e., µ
Λ(A) := µ
(
p−1Λ (A)
)
, A ∈ B(ΓΛ). A probability measure µ on
(
Γ,B(Γ)
)
is said to have finite local moments of all order if
∫
Γ|γΛ|
n dµ(γ) < +∞ for any
Λ ∈ Bc(X) and n ∈ N0. Let M1fm(Γ) denote the class of all such measures.
An example of a measure with local finite moments is the Poisson measure.
To define it let us fix z > 0 and, for any Λ ∈ Bc(X), we consider the Lebesgue–
Poisson measure λz on ΓΛ = Γ0,Λ. By (1.2), λz(ΓΛ) = e
zm(Λ). We define
a probability measure on
(
ΓΛ,B(ΓΛ)
)
, given by πΛz := e
−zm(Λ)λz . For any
Λ1,Λ2 ∈ Bc(X), Λ1 ⊂ Λ2, let pΛ2,Λ1 : ΓΛ2 → ΓΛ1 be defined by pΛ2,Λ1(η) = ηΛ1 ,
η ∈ Λ2. It is easily seen that πΛ2z
(
p−1Λ2,Λ1(A)
)
= πΛ1z (A), A ∈ B(ΓΛ1), i.e., the
family of measures
{
πΛz
∣∣ Λ ∈ Bc(X)} is consistent. Then, by the Kolmogorov
theorem version, see e.g. [21, Theorem V.3.2] or [14, Theorem 5.12], one get that
there exists a unique measure πz on
(
Γ,B(Γ)
)
such that, for any Λ ∈ Bc(X),
the measure πΛz is the projection of πz on
(
ΓΛ,B(ΓΛ)
)
. The measure πz is said
to be the Poisson measure with intensity (or, parameter) z > 0 on the space of
configurations Γ.
An important property of the Poissonmeasure is the so-calledMecke identity,
which was actually proved for the Poisson processes by N. Campbell, see [2, 3].
This identity states that for any B(Γ)×B(X)-measurable function h : Γ×X → R∫
Γ
∑
x∈γ
h(γ, x) dm(x) dπz(γ) = z
∫
Γ
∫
X
h(γ ∪ x, x) dm(x) dπz(γ), (2.2)
if only at least one of integrals is well-defined. In [19], J. Mecke shown that the
identity (2.2) is a characterization to that πz is the Poisson emasure with the
intensity z > 0.
A measure µ ∈ M1fm(Γ) is said to be locally absolutely continuous w.r.t.
the Poisson measure πz , z > 0, if, for any Λ ∈ Bc(X), the projection µΛ
of the measure µ on
(
ΓΛ,B(ΓΛ)
)
is absolutely continuous w.r.t. the measure
πΛz . Clearly, if µ ∈ M
1
fm(Γ) is locally absolutely continuous w.r.t. the Poisson
measure πz0 , for some z0 > 0, then it is locally absolutely continuous w.r.t. the
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Poisson measure πz , for any z > 0. Let M1fm,pi(Γ) denote the class of all such
measures.
Measures which are locally absolutely continuous w.r.t. the Poisson measure
have properties which are similar to the properties of the Lebesgue–Poisson
measure, considered in [4]. Namely, let µ ∈ M1fm,pi(Γ), then for any A ∈ B(X)
with m(A) = 0 the following equality holds true (see e.g. [13]):
µ
(
{γ ∈ Γ | γ ∩ A 6= ∅}
)
= 0.
As a corollary, for any γ′ ∈ Γ, x ∈ X ,
µ
(
{γ ∈ Γ | x ∈ γ}
)
= µ
(
{γ ∈ Γ | γ′ ∩ γ 6= ∅}
)
= 0.
Next, the set of pairs
{
(γ, γ′) ∈ Γ×Γ | γ ∩ γ′ 6= ∅
}
is a zero set for the measure
µ ⊗ µ, as well as the set of pairs
{
(γ, x) ∈ Γ × X | x /∈ γ
}
is a zero set for
the measure µ ⊗m. Finally, it can be easily shown that that Γ0 ∈ B(Γ) and
µ(Γ0) = 0.
Remark 2.2. By the definition of the Lebesgue–Poisson measure, one has that,
for z1 6= z2, the measures λz1 and λz2 on
(
Γ0,B(Γ0)
)
are equivalent (i.e., they
are mutually absolutely continuous). However, two measures on
(
Γ,B(Γ)
)
which
are locally absolutely continuous w.r.t. the same Poisson measure may not be
mutually absolutely continuous. Even two Poisson measures πz1 and πz2 (they
are mutually locally absolutely continuous), for z1 6= z2 are orthogonal on the
whole space Γ (see [22] and generalization in [23]).
A function F : Γ→ R is said to be cylindric if there exists Λ ∈ Bc(X) such
that F is a BΛ(Γ)-measurable function. This property may be characterized by
the equality F (γ) = F ↾ ΓΛ(γΛ). Let Fcyl(Γ) denote the class of all cylindric
functions on Γ.
3 Elements of harmonic analysis
Recall that (see e.g. [4] for more details) a function G ∈ L0(Γ0) has a local
support if there exists Λ ∈ Bc(X) such that G ↾Γ0\Γ0,Λ= 0. Let L
0
ls(Γ0) denote
the class of all measurable functions on Γ0 with local supports. By analogy, a
G ∈ L0(Γ0) has a bounded support if there exists B ∈ Bb(Γ0) with G ↾Γ0\B= 0.
Let Bbs(Γ0) denote the class of all bounded measurable functions on Γ0 with
bounded supports.
Let us consider the mapping K : L0ls(Γ0)→ Fcyl(Γ) given by (see [10,16,17])
(KG)(γ) :=
∑
η⋐γ
G(η), γ ∈ Γ, (3.1)
where G ∈ L0ls(Γ0). Here and subsequently, for an infinite configuration γ ∈ Γ,
the notation η ⋐ γ means that η ⊂ γ and η ∈ Γ0, i.e., η is a finite subset of a set
γ. It is worth noting that the summation in (3.1) is taken over finite collection
of all subsets from γΛ where Λ is the local support of the function G ∈ L0ls(Γ0).
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The mapping K : L0ls(Γ0) → Fcyl(Γ) is linear, positive preserving and has
an inverse (see e.g. [10, Proposition 3.5])
(K−1F )(η) :=
∑
ξ⊂η
(−1)|η\ξ|F (ξ), η ∈ Γ0. (3.2)
In the same reference it was shown that F ∈ Fcyl(Γ) yields K−1F ∈ L0ls(Γ0).
It should be underline, that the right hand side of (3.2) gives a well-defined
measurable function on Γ0 for any measurable function F , if only the latter is
well defined on whole Γ, or even on some subspace from Γ, which contains Γ0.
Proposition 3.1 ( [10, Proposition 3.5]). Let G ∈ Bbs(Γ0). Then KG ∈
Fcyl(Γ), moreover, there exist C > 0, Λ ∈ Bc(X), and N ∈ N0 such that,
for F = KG,
|F (γ)| ≤ C
(
1 + |γΛ|
)N
, γ ∈ Γ. (3.3)
Let Fpb(Γ) be the class of all cylindric functions F : Γ → R which satisfy
the inequality (3.3).
The latter functions is said to be (locally) polynomially bounded on Γ. As
a result, Fpb(Γ) ⊂ L1(Γ, µ), for any µ ∈M1fm(Γ). This yields the correctness of
the following definition (see [10, Remark 4.7] for more details).
Definition 3.2. Let µ ∈M1fm(Γ). A measure ρµ ∈ Mlf(Γ0) given by
ρµ(A) :=
∫
Γ
(K11A)(γ) dµ(γ), A ∈ Bb(Γ0) (3.4)
is said to be the correlation measure which corresponds to µ. Here 11A : Γ0 → R
is the indicator function of a set A ∈ B(Γ0). Note that ρµ({∅}) = 1.
Proposition 3.3 ([10, Corollary 4.6]). Let µ ∈ M1fm(Γ). Then, for all G ∈
Bbs(Γ0), G ∈ L1(Γ0, ρµ) and, moreover,∫
Γ0
G(η) dρµ(η) =
∫
Γ
(KG)(γ) dµ(γ). (3.5)
Remark 3.4. For any nonnegative B(Γ0)-measurable function G : Γ0 → R+ :=
[0; +∞) the right hand side of (3.1) defines a B(Γ)-function KG : Γ→ [0; +∞].
In this case the equality (3.5) holds true as well (see [10, Corollary 4.6]).
Remark 3.5. It was shown in [10, Theorem 4.11]) that, for µ ∈ M1fm(Γ) and
G ∈ L1(Γ0, ρµ), the right hand side of (3.1) is µ-a. s. absolutely convergent
series, moreover, KG ∈ L1(Γ, µ) and the equality (3.5) holds true.
Proposition 3.6 ([10, Proposition 4.14]). Let µ ∈ M1fm,pi(Γ). Then the corre-
lation measure ρµ is absolutely continuous w.r.t. the Lebesgue–Poisson measure
λ on
(
Γ0,B(Γ0)
)
.
Let µ ∈ M1fm(Γ). Suppose that the correlation measure ρµ is absolutely
continuous w.r.t. the Lebesgue–Poisson measure λ on
(
Γ0,B(Γ0)
)
. Then the
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corresponding Radon–Nikodym derivative kµ(η) :=
dρµ
dλ
(η), η ∈ Γ0 is said to be
the correlation functional of the measure µ. By Proposition 3.6, for any measure
µ ∈ M1fm,pi(Γ), the corresponding correlation functional always exists. Clearly,
kµ(∅) = 1. Functions k
(n)
µ : Xn → R+ given by
k(n)µ (x1, . . . , xn) :=
{
kµ({x1, . . . , xn}), if (x1, . . . , xn) ∈ X˜n,
0, otherwise
are said to be the correlation functions of µ. It is worth noting, that if kµ is the
correlation functional of a measure µ ∈ M1fm(Γ), then one can rewrite (3.5) in
the following form ∫
Γ0
G(η)kµ(η) dλ(η) =
∫
Γ
(KG)(γ) dµ(γ). (3.6)
Sometimes, the correlation functions are defined via equality (3.6). Namely,
a sequence of measurable symmetric nonnegative functions k
(n)
µ : Xn → R+,
n ∈ N, k
(0)
µ := 1 is said to be a system of correlation functions corresponding
to µ ∈ M1fm(Γ) if, for any n ∈ N0 and any measurable symmetric nonnegative
f (n) : Xn → R+, the following equality holds∫
Γ
∑
{x1,...,xn}⊂γ
f (n)(x1, . . . , xn) dµ(γ)
=
1
n!
∫
Xn
f (n)(x1, . . . , xn)k
(n)
µ (x1, . . . , xn) dm(x1) . . . dm(xn).
In particular, for any µ ∈ M1fm,pi(Γ), there exists a system of correlation func-
tions.
Let C > 0 and δ ≥ 0. We consider the following Banach space
KC, δ =
{
k : Γ0 → R
∣∣ |k(η)| ≤ const · C|η|(|η|!)δ for λ-a.a. η ∈ Γ0} (3.7)
with the norm ‖k‖C, δ := ess supη∈Γ0
|k(η)|
C|η|(|η|!)δ
. Clearly, for C′ ≥ C, δ′ ≥ δ,
the inclusion KC, δ ⊂ KC′, δ′ holds. For δ = 0, we will omit the index, namely,
KC := KC,0.
Let, for arbitrary C > 0, δ ≥ 0, k ∈ KC, δ. Then Bbs(Γ0) ⊂ L1(Γ0, |k| dλ).
If, additionally, δ ∈ [0; 1), then eλ(f) ∈ L1(Γ0, |k| dλ), for any f ∈ L1(X, dm).
The proofs of the both statement are straightforward consequences of definition
(3.7).
As a result, if µ ∈ M1fm(Γ) and kµ is the correlation functional of µ, such
that kµ ∈ KC, δ, C > 0, δ ∈ [0; 1), then, for any f ∈ L1(X, dm),(
Keλ(f)
)
(γ) =
∏
x∈γ
(
1 + f(x)
)
for µ-a.a. γ ∈ Γ. (3.8)
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In particular, the infinite product in the right hand side of (3.8) is absolutely
convergent, for µ-a.a. γ ∈ Γ. It should be pointed out, that, for f ∈ C0(X) ⊂
L1(X, dm), the equality (3.8) holds true for all γ ∈ Γ.
The following statement describes relations between correlation functions of
a measure and their projections.
Proposition 3.7 ([10, Propositions 4.14, 4.16]). Let µ ∈ M1fm,pi(Γ). Then, for
any Λ ∈ Bc(X), z > 0,
kµ(η) =
∫
ΓΛ
dµΛ
dπΛz
(η ∪ γ) dπΛz (γ) for λ-a.a. η ∈ ΓΛ. (3.9)
If, additionally,
∫
ΓΛ
2|η|kµ(η) dλ(η) <∞, for all Λ ∈ Bc(X), then
dµΛ
dπΛz
(γ) =
∫
ΓΛ
(−1)|η|kµ(γ ∪ η) dλ(η) for π
Λ
z -a.a. γ ∈ ΓΛ. (3.10)
One may formulate an inverse problem: about a possibility to recover a mea-
sure µ ∈ M1fm(Γ) by the given system of symmetric measurable functions k
(n)
such that k(n) = k
(n)
µ . This problem may be solve by the following A. Lenard’s
results.
Definition 3.8. A function k : Γ0 → R is said to be positive definite in the sense
of Lenard if for any G ∈ Bbs(Γ0) with (KG)(γ) ≥ 0, for all γ ∈ Γ, the following
holds
∫
Γ0
G(η)k(η) dλ(η) ≥ 0.
It is worth noting that if kµ is the correlation functional of a measure µ ∈
M1fm(Γ) then (3.6) yields that kµ is positive definite in the sense of Lenard.
Proposition 3.9. Let k : Γ0 → R be measurable.
1. [17, Theorem 4.1] Suppose that k is positive definite in the sense of Lenard
and the normalized condition k(∅) = 1 holds true. Then, there exists at
least one measure µ ∈M1fm(Γ) such that k is the correlation functional of
the measure µ.
2. [15, Theorem 2] For any n ∈ N, Λ ∈ Bc(X), set
sΛn :=
1
n!
∫
Λn
k(n)(x1, . . . , xn) dm(x1) . . . dm(xn). (3.11)
If only
∑
n∈N
(
sΛn+m
)− 1
n =∞, for all m ∈ N, Λ ∈ Bc(X), then there exists
at most one measure µ ∈M1fm(Γ) such that k is the correlation functional
of the measure µ.
It should be pointed out, that, that, in [15,17], the more wide space than Γ
was considered (the so-called space of multiple configurations). An adaptation
of [17, Theorem 4.1] to the case of Γ was realized in [13, Theorem 4.4.1]. The
statement [15, Theorem 2] is fulfilled for smaller space Γ obviously.
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Corollary 3.10. Let k : Γ0 → R be a positive definite function in the sense
of Lenard, and suppose that the normalized condition k(∅) = 1 is holds true.
Suppose that there exists C > 0 such that k ∈ KC,2. Then there exists a unique
measure µ ∈ M1fm(Γ) such that k is the correlation functional of the measure µ.
Proof. By (3.11), since k ∈ KC,2 one has, for all n ∈ N, sΛn ≤ const·
(
Cm(Λ)
)n
n!.
Therefore, for all l ∈ N,∑
n∈N
(
sΛn+l
)− 1
n ≥ const ·
∑
n∈N
(
Cm(Λ)
)−n+l
n
(
(n+ l)!
)− 1
n
≥ const ·
(
Cm(Λ)
)−(1+l)∑
n∈N
(n!)−
1
n =∞,
which proves the assertion.
The following statement shows that the K-transform is a combinatorial
Fourier transform w.r.t. the ⋆-convolution.
Proposition 3.11 ([10, Proposition 3.11]). Let G1, G2 ∈ L
0
ls(Γ0). Then(
K(G1 ⋆ G2)
)
(γ) = (KG1)(γ) · (KG2)(γ), γ ∈ Γ. (3.12)
Remark 3.12. Let µ ∈ M1fm(Γ) and kµ be the correlation functional of the
measure µ. It was shown in [10, Lemma 4.12], that the equality (3.12) holds
for µ-a.a. γ ∈ Γ if only at least one of the following assumptions is fulfilled:
1) G1, G2 ≥ 0; 2) |G1| ⋆ |G2| ∈ L1(Γ0, kµ dλ); 3) G1, G2 ∈ L1(Γ0, kµ dλ).
The next corollary is a direct consequence of Proposition 3.11, [10, Propo-
sition 3.5], and the obvious observation that the class of functions Fcyl(Γ) is
closed w.r.t. a product.
Corollary 3.13. Let F1, F2 ∈ Fcyl(Γ). Then(
K−1(F1 · F2)
)
(η) =
(
(K−1F1) ⋆ (K
−1F2)
)
(η), η ∈ Γ0. (3.13)
Remark 3.14. We stress that the equality (3.13) holds for any functions F1, F2
which are defined on some subset of the configuration space Γ that contains the
set of finite configurations Γ0.
Remark 3.15. Let G ∈ Bbs(Γ0). By Proposition 3.11, K(G ⋆ G) = |KG|2 ≥ 0.
Therefore, if a function k is positive definite in the sense of Lenard, then it
is positive definite in the sense of the ⋆-convolution (for definition see [4]). It
was shown in [10], that if k ∈ KC, δ, C > 0, δ ∈ [0; 1), k(∅) = 1, and k
is positive definite in the sense of ⋆-convolution, then there exists a unique
measure µ ∈ M1fm(Γ) such that k is its correlation functional.
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4 Spaces of configurations of different types
This Section is devoted to spaces of configurations of two different types, which
we denote by “+” and “−”. We will need the following notations. Let us
consider two copies of Γ, Γ+ := Γ and Γ− := Γ, and we set Γ2 := Γ+ × Γ−.
Let O(Γ2) be the product-topology on Γ2. We denote the corresponding Borel
σ-algebra by B(Γ2). Let M1(Γ2) denote the class of all probability measures
on
(
Γ2,B(Γ2)
)
. Similarly, we consider, for Y ∈ B(X), n ∈ N,
Γ
+,(n)
0,Y := Γ
−,(n)
0,Y := Γ
(n)
0,Y , Γ
+
0,Y := Γ
−
0,Y := Γ0,Y , Γ
2
0,Y := Γ
+
0,Y × Γ
−
0,Y ,
and one can define the corresponding product-topology O(Γ20,Y ) and Borel σ-
algebra B(Γ20,Y ). As above, for Y = X , we will omit Y in subscript, and, for
Y ∈ Bc(X), we will omit 0 in subscript, namely, Γ20 := Γ
2
0,X , Γ
2
Λ := Γ
2
0,Λ. It is
obvious that
B(Γ2) = σ
(
B+ ×B−
∣∣ B± ∈ B(Γ±));
B(Γ20,Y ) = σ
(
B+ ×B−
∣∣ B± ∈ B(Γ±0,Y )), Y ∈ B(X).
We define also some notions similar to one-type configuration spaces. For
any Λ± ∈ Bc(X), we consider a mapping pΛ+,Λ− : Γ
2 → Γ+Λ+ × Γ
−
Λ− given
by pΛ+,Λ−(γ
+, γ−) :=
(
γ+Λ+ , γ
−
Λ−
)
, γ± ∈ Γ±. The projection of µ ∈ M1(Γ2)
on
(
Γ+Λ+ × Γ
−
Λ− ,B(Γ
+
Λ+ × Γ
−
Λ−)
)
is the measure µΛ
+,Λ− given by µΛ
+,Λ−(A) :=
µ
(
p−1Λ+,Λ−(A)
)
, A ∈ B(Γ+Λ+ ×Γ
−
Λ−). A measure µ ∈ M
1(Γ2) is said to be locally
absolutely continuous w.r.t. the measure πz⊗πz, z > 0 if, for any Λ± ∈ Bc(X),
the projection µΛ
+,Λ− of µ is absolutely continuous w.r.t. the measure πΛ
+
z ⊗π
Λ−
z
on
(
Γ+Λ+ × Γ
−
Λ− ,B(Γ
+
Λ+ × Γ
−
Λ−)
)
. In the case Λ+ = Λ− = Λ ∈ Bc(X), we will
use the notations pΛ, µ
Λ,Γ2Λ instead of pΛ,Λ, µ
Λ,Λ,Γ+Λ × Γ
−
Λ , correspondingly.
The following statements generalize the properties of measures fromM1fm,pi(Γ).
They were proved by the author in [5].
Proposition 4.1. Let µ ∈ M1(Γ2) be locally absolutely continuous w.r.t. πz ⊗
πz, z > 0. Let also A ∈ B(X), m(A) = 0. Then
µ
({
(γ+, γ−) ∈ Γ2
∣∣ γ+ ∩ γ− = ∅}) = 1;
µ
({
(γ+, γ−) ∈ Γ2
∣∣ γ− ∩A 6= ∅}) = 0;
(µ⊗m)
({
(γ+, γ−, x) ∈ Γ2 ×X
∣∣ x ∈ γ+}) = 0.
Let µ ∈ M1(Γ2). The marginal distributions of the measure µ are the
probability measures µ± on
(
Γ±,B(Γ±)
)
given by
µ±(A±) :=
∫
A±
∫
Γ∓
dµ(γ+, γ−), A± ∈ B(Γ±). (4.1)
Let Λ ∈ Bc(X) and µ
Λ be the projection of µ ∈ M1(Γ2) on Γ2Λ. The marginal
distributions of µΛ are the probability measures (µΛ)± on
(
Γ±Λ ,B(Γ
±
Λ)
)
which
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are defined analogously to (4.1). On the other hand, one can consider the
projections (µ±)Λ of µ± on
(
Γ±Λ ,B(Γ
±
Λ)
)
according to (4.1). In [5], the author
shown that, for any Λ ∈ Bc(X),
(µ±)Λ = (µΛ)±. (4.2)
We proceed now to definitions of other objects which are analogous to con-
sidered before in the one-type case. A function G : Γ20 → R has a local sup-
port if there exists Λ ∈ Bc(X) such that G ↾Γ20\(Γ
+
Λ
×Γ−
Λ
)= 0. Let L
0
ls(Γ
2
0) de-
note the class of all measurable functions on Γ20 with local supports. A set
B ∈ B(Γ20) is said to be bounded if there exist Λ ∈ Bc(X) and N ∈ N, such
that B ⊂
(⊔N
n=0 Γ
+,(n)
Λ
)
×
(⊔N
n=0 Γ
−,(n)
Λ
)
. Let Bb(Γ
2
0) denote the class of all
bounded sets in B(Γ20). A function G : Γ
2
0 → R has a bounded support if there
exists B ∈ Bb(Γ20) such that G ↾Γ20\B˜
= 0. Let Bbs(Γ
2
0) denote the class of all
bounded functions with bounded supports. A measure ρ on
(
Γ20,B(Γ
2
0)
)
is sid
to be locally finite if ρ(B) < ∞, for all B ∈ Bb(Γ20). Let Mlf(Γ
2
0) denote the
class of all such measures. A measure µ ∈ M1(Γ2) has finite local moments
of all orders if
∫
Γ2 |γ
+
Λ |
n|γ−Λ |
n dµ(γ+, γ−) < ∞ for all Λ ∈ Bc(X) and n ∈ N0.
LetM1fm(Γ
2) denote the class of all probability measures on Γ2 with finite local
moments of all orders. Let Fcyl(Γ2) denote the class of measurable functions
on Γ2 which are cylindric by both variables.
Definition 4.2. We consider the transformation K : L0ls(Γ
2
0) → Fcyl(Γ
2) given
by
(KG)(γ+, γ−) :=
∑
η+⋐γ+
η−⋐γ−
G(η+, η−), (γ+, γ−) ∈ Γ. (4.3)
Let I± be unit operators (identical mappings) on functions on Γ± (and,
hence, on Γ±0 ). We define the following operators on functions on Γ
2
0: K
+ :=
K ⊗ I−, K− := I+ ⊗K. Then one can rewrite (4.3):
K = K+K− = K−K+. (4.4)
(4.4) yields that K : L0ls(Γ
2
0) → Fcyl(Γ
2) is a linear mapping which preserves
positive functions and has an inverse transform
(K−1F )(η+, η−) = (K+)−1(K−)−1 = (K−)−1(K+)−1
=
∑
ξ+⊂η+
ξ−⊂η−
(−1)|η
+\ξ+|+|η−\ξ−|F (ξ+, ξ−), (η+, η−) ∈ Γ20. (4.5)
Definition 4.3. Let µ ∈ M1fm(Γ
2). The correlation measure, corresponding to
µ, is the measure ρµ ∈Mlf(Γ20) given by
ρµ(A) :=
∫
Γ2
(K11A)(γ
+, γ−) dµ(γ+, γ−), A ∈ Bb(Γ
2
0), (4.6)
where 11A : Γ
2
0 → R is the indicator-function of a set A ∈ B(Γ
2
0). Clearly,
ρµ({∅}, {∅}) = 1.
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The following propositions can be proved by analogy with the corresponding
statements for the space Γ.
Proposition 4.4. Let µ ∈M1fm(Γ
2). Then G ∈ Bbs(Γ20) yields G ∈ L
1(Γ20, ρµ),
moreover, ∫
Γ20
G(η+, η−) dρµ(η
+, η−) =
∫
Γ2
(KG)(γ+, γ−) dµ(γ+, γ−). (4.7)
Proposition 4.5. Let a measure µ ∈ M1fm(Γ
2) be locally absolutely continuous
w.r.t. the measure πz ⊗ πz, z > 0. Let M1fm,pi(Γ
2) denote the class of all such
measures. Then the correlation measure ρµ is absolutely continuous w.r.t. the
measure λ2 := λ⊗ λ on
(
Γ20,B(Γ
2
0)
)
. The correlation functional of the measure
µ is the corresponding Radon–Nikodym derivative
kµ(η
+, η−) :=
dρµ
dλ2
(η+, η−), (η+, η−) ∈ Γ20.
Then kµ(∅, ∅) = 1 and, for any Λ ∈ Bc(X) and λ2-a.a. (η+, η−) ∈ Γ2Λ,
kµ(η
+, η−) =
∫
Γ+
Λ
∫
Γ−
Λ
dµΛ
dλ2
(η+ ∪ ξ+, η− ∪ ξ−)dλ(ξ+)dλ(ξ−). (4.8)
Proposition 4.6. Let µ ∈ M1fm,pi(Γ
2). Then the marginal measures (distribu-
tions) µ± belongs to M1fm,pi(Γ). Moreover, if kµ, k
±
µ are the correlation func-
tionals of the measures µ, µ±, correspondingly, the, for λ-a.a. η± ∈ Γ±,
kµ(η
+, ∅) = k+µ (η
+), kµ(∅, η
−) = k−µ (η
−). (4.9)
Proof. Let a set Λ ∈ Bc(X) and a measurable function F : Γ
+
Λ → R+ be
arbitrary. By (4.2), for all z > 0, one has∫
Γ+
Λ
F (γ+) d(µ+)Λ(γ+) =
∫
Γ+
Λ
F (γ+) d(µΛ)+(γ+) =
∫
Γ+
Λ
F (γ+)
∫
Γ−
Λ
dµΛ(γ+, γ−)
=
∫
Γ+
Λ
F (γ+)
∫
Γ−
Λ
dµΛ
d(πΛz ⊗ π
Λ
z )
(γ+, γ−) d(πΛz ⊗ π
Λ
z )(γ
+, γ−)
=
∫
Γ+
Λ
F (γ+)
(∫
Γ−
Λ
dµΛ
d(πΛz ⊗ π
Λ
z )
(γ+, γ−) dπΛz (γ
−)
)
dπΛz (γ
+).
Therefore, the measure µ+ is locally absolutely continuous w.r.t. the Poisson
measure πz , z > 0 and, moreover, for π
Λ
z -a.a. γ
+ ∈ Γ+Λ ,
d(µ+)Λ
dπΛz
(γ+) =
∫
Γ−
Λ
dµΛ
d(πΛz ⊗ π
Λ
z )
(γ+, γ−) dπΛz (γ
−). (4.10)
The obvious fact that, for all Λ ∈ Bc(X), n ∈ N,∫
Γ+
∣∣γ+ ∩ Λ∣∣n dµ+(γ+) = ∫
Γ2
∣∣γ+ ∩ Λ∣∣n∣∣γ− ∩ Λ∣∣0 dµ(γ+, γ−) <∞,
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implies µ+ ∈M1fm(Γ).
Then, (3.9) yields that, for λz-a.a. η
+ ∈ Γ+Λ and for any Λ ∈ Bc(X),
k+µ (η
+) =
∫
Γ+
Λ
d(µ+)Λ
dλΛz
(η+ ∪ ξ+)dλz(ξ
+). (4.11)
Put, in (4.8), η− = ∅; then, by (4.10) and (4.11), one get
kµ(η
+, ∅) =
∫
Γ+
Λ
(∫
Γ−
Λ
dµΛ
dλ2z
(η+ ∪ ξ+, ξ−)dλz(ξ
−)
)
dλz(ξ
+)
=
∫
Γ+
Λ
d(µΛ)+
dλz
(η+ ∪ ξ+)dλz(ξ
+) = k+µ (η
+). (4.12)
The proof for k−µ is the same.
Remark 4.7. Proposition 4.4 implies that if kµ is the correlation functional of
some measure µ ∈ M1fm(Γ
2), then kµ is positive definite in the sense of Lenard.
The recall about the following convolution between measurable functions G1
and G2 on Γ
2
0 (for details see [4]).
(G1 ⋆©G2)(η
+, η−) :=
∑
ξ+1 ⊔ξ
+
2 ⊔ξ
+
3 =η
+
ξ
−
1 ⊔ξ
−
2 ⊔ξ
−
3 =η
−
G1(ξ
+
1 ∪ ξ
+
2 , ξ
−
1 ∪ ξ
−
2 )G2(ξ
+
2 ∪ ξ
+
3 , ξ
−
2 ∪ ξ
−
3 ).
(4.13)
By Proposition 3.11 and (4.4), (4.13), we obtain that, for any G1, G2 ∈
L0ls(Γ
2
0),(
K(G1 ⋆©G2)
)
(γ+, γ−) = (KG1)(γ
+, γ−) · (KG2)(γ
+, γ−), (γ+, γ−) ∈ Γ2.
(4.14)
Remark 4.8. Similarly to Remark 3.15, one get the following. By (4.14), K(G ⋆©
G) = |KG|2 ≥ 0; then the positive definiteness in the sense of Lenard implies
the positive definiteness in the sense of the ⋆©-convolution (for the definition of
the latter see [4]).
5 Convolution of measures
5.1 Main properties
During this Section we will use the following notations. Let F : Γ → R be a
measurable function. Consider the measurable function F˜ : Γ2 → R given by
F˜ (γ+, γ−) = F (γ+ ∪ γ−), (γ+, γ−) ∈ Γ2. Let µi ∈ M1fm(Γ), i = 1, 2. Consider
the measure µ̂ on
(
Γ2,B(Γ2)
)
given by dµ̂(γ+, γ−) = dµ1(γ
+) dµ2(γ
−). On
other words, µ̂ = µ1 ⊗ µ2. Clearly, µ̂ ∈ M1fm(Γ
2).
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Definition 5.1. Let µi ∈ M1(Γ), i = 1, 2. A measure µ ∈ M1(Γ) is said to
be the convolution of the measures µ1 and µ2 if, for any measurable function
F : Γ→ R, such that F˜ ∈ L1(Γ2, dµ̂), the following equality holds true∫
Γ
F (γ)dµ(γ) =
∫
Γ2
F˜ (γ+, γ−)dµ̂(γ+, γ−) =
∫
Γ+
∫
Γ−
F (γ+∪γ−) dµ1(γ
+) dµ2(γ
−).
(5.1)
We denote this by µ = µ1 ∗ µ2.
Proposition 5.2. Let µi ∈ M1fm(Γ), i = 1, 2 and µ = µ1 ∗ µ2. Then µ ∈
M1fm(Γ). If, additionally, µi ∈M
1
fm,pi(Γ), i = 1, 2, then µ ∈M
1
fm,pi(Γ).
Proof. For any Λ ∈ Bc(X), n ∈ N, one has∫
Γ
|γΛ|
n dµ(γ) =
∫
Γ+
∫
Γ−
(
|γ+Λ |+ |γ
−
Λ |
)n
dµ1(γ
+) dµ2(γ
−)
=
n∑
k=0
(
n
k
)∫
Γ
|γΛ|
k dµ1(γ)
∫
Γ
|γΛ|
n−k dµ2(γ) <∞,
which proves the first statement. Next, for any BΛ(Γ)-measurable function F ,
one has∫
ΓΛ
F (γ) dµΛ(γ) =
∫
Γ
F (γ) dµ(γ) =
∫
Γ+
∫
Γ−
F (γ+ ∪ γ−) dµ1(γ
+) dµ2(γ
−)
=
∫
Γ+
Λ
∫
Γ−
Λ
F (γ+ ∪ γ−) dµΛ1 (γ
+) dµΛ2 (γ
−)
=
∫
Γ+
Λ
∫
Γ−
Λ
F (γ+ ∪ γ−)
dµΛ1
dλ
(γ+)
dµΛ2
dλ
(γ−) dλ(γ+) dλ(γ−)
=
∫
ΓΛ
F (γ)
(
dµΛ1
dλ
∗
dµΛ2
dλ
)
(γ) dλ(γ),
where we used (1.6). This prove the second statement as well.
The following proposition describes the connection between convolutions of
measures on the spaces Γ and Γ0.
Proposition 5.3. Let µi ∈ M1fm,pi(Γ) and ρi be the corresponding correlation
measures, i = 1, 2. Then ρ := ρ1 ∗ρ2 is the correlation measure for µ := µ1 ∗µ2.
Proof. Let G ∈ Bbs(Γ0), then, obviously, G˜ ∈ Bbs(Γ20) ⊂ L
1
(
Γ20, dρ̂
)
. Let
F = KG. Then, for any (γ+, γ−) ∈ Γ˜2 (i.e., γ+ ∩ γ− = ∅), we obtain
F˜ (γ+, γ−) = F (γ+ ∪ γ−) =
∑
η⋐γ+∪γ−
G(η)
=
∑
η+⋐γ+
∑
η−⋐γ−
G(η+ ∪ η−) =
∑
η+⋐γ+
∑
η−⋐γ−
G˜(η+, η−) =
(
KG˜
)
(γ+, γ−).
(5.2)
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We prove now that ρ̂ = ρ1 ⊗ ρ2 ∈ Mlf(Γ20) is the correlation measure for
µ̂ = µ1 ⊗ µ2 ∈ M1fm(Γ
2). To do this, let us check (4.6) with µ = µ̂, ρµ = ρ̂.
Namely, for any A = A+ ×A− ∈ Bb(Γ20) with A
± ∈ Bb(Γ0), one has∫
Γ2
(K11A)(γ
+, γ−) dµ̂(γ+, γ−) =
∫
Γ2
∑
η+⋐γ+
∑
η−⋐γ−
11A(η
+, η−) dµ1(γ
+) dµ2(γ
−)
=
∫
Γ+
∑
η+⋐γ+
11A+(η
+) dµ1(γ
+)
∫
Γ−
∑
η−⋐γ−
11A−(η
−) dµ2(γ
−) = ρ1(A
+)ρ2(A
−) = ρ̂(A).
Therefore, by (4.6), the measure ρ̂ coincides with the correlation measure for
µ̂, at least on all sets of the form A = A+ × A− ∈ Bb(Γ20) with A
± ∈ Bb(Γ0).
Hence, these measures are coincided on the whole class of sets Bb(Γ20). Since
µi ∈ M1fm,pi(Γ), i = 1, 2, the measure µ̂ is locallz absolutelz continuous w.r.t.
πz ⊗ πz, z > 0. Then, by Proposition 4.1, µ̂(Γ˜2) = 1. As a result,∫
Γ0
G(η)dρ(η) =
∫
Γ+0
∫
Γ−0
G˜(η+, η−) dρ̂(η+, η−) =
∫
Γ+
∫
Γ−
(
KG˜
)
(γ+, γ−) dµ̂(γ+, γ−)
=
∫∫
Γ˜2
(
KG˜
)
(γ+, γ−) dµ̂(γ+, γ−) =
∫∫
Γ˜2
F˜ (γ+, γ−) dµ̂(γ+, γ−)
=
∫
Γ+
∫
Γ−
F˜ (γ+, γ−) dµ1(γ
+) dµ2(γ
−) =
∫
Γ
F (γ) dµ(γ),
which proves the statement.
Theorem 5.4. Let functions ki : Γ0 → R, i = 1, 2 be measurable. Then the
function k(η) = (k1 ∗ k2)(η) is positive definite in the sense of Lenard on Γ0 if
only the function k̂(η+, η−) := k1(η
+)k2(η
−) is positive definite in the sense of
Lenard on Γ20.
Proof. The equality (5.2) yields that, if G ∈ Bbs(Γ0) andKG ≥ 0, then KG˜ ≥ 0.
By (1.6), one has∫
Γ0
G(η)(k1 ∗ k2)(η)dλ(η) =
∫
Γ20
G˜(η+, η−)k̂(η+, η−)dλ(η+)dλ(η−).
Therefore, the positive definiteness of k̂ in the sense of Lenard on Γ20 implies the
positive definiteness of k in the sense of Lenard on Γ0.
5.2 Convolution of Gibbs measures
Let L0+(Γ × X) denote the class of all measurable nonnegative functions f :
Γ×X → R+. Let a function r ∈ L0+(Γ×X) be arbitrary and fixed. A measure
µ ∈ M1fm(Γ) is said to be the Gibbs measure corresponding to the relative
energy density (a.k.a. Papangelou intensity) r iff, for any h ∈ L0+(Γ ×X), the
following Georgii–Nguyen–Zessin identity holds true (cf. [20]):∫
Γ
∑
x∈γ
h(γ, x)dµ(γ) =
∫
Γ
∫
X
h(γ ∪ x)r(γ, x)dxdµ(γ). (5.3)
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Let M1fm(Γ; r) denote the class of all such measures. For properties of these
measures and references see e.g. [6]. It should be underline that with a necessity
(5.3) yields
r(γ ∪ y, x)r(γ, y) = r(γ ∪ x, y)r(γ, x), (5.4)
for µ× dx× dy-a.a. (γ, x, y) ∈ Γ×X ×X .
Proposition 5.5. Let {r1, r2, r} ⊂ L0+(Γ × X). Consider measures µi ∈
M1fm(Γ; ri), i = 1, 2, µ ∈ M
1
fm(Γ, r). Let µ = µ1∗µ2. Then, for µ1×µ2×dx-a.a.
(γ+, γ−, x) ∈ Γ× Γ×X, the following identity holds
r
(
γ+ ∪ γ−, x
)
= r1
(
γ+, x
)
+ r2
(
γ−, x
)
. (5.5)
Proof. By (5.1), for any h ∈ L0+(Γ×X), one has∫
Γ
∑
x∈γ
h (γ, x) dµ (γ)
=
∫
Γ+
∫
Γ−
∑
x∈γ+∪γ−
h
(
γ+ ∪ γ−, x
)
dµ1
(
γ+
)
dµ2
(
γ−
)
=
∫
Γ+
∫
Γ−
∫
X
h
(
γ+ ∪ x ∪ γ−, x
)
r1
(
γ+, x
)
dxdµ1
(
γ+
)
dµ2
(
γ−
)
+
∫
Γ+
∫
Γ−
∫
X
h
(
γ+ ∪ γ− ∪ x, x
)
r2
(
γ−, x
)
dxdµ1
(
γ+
)
dµ2
(
γ−
)
=
∫
Γ+
∫
Γ−
∫
X
h
(
γ+ ∪ x ∪ γ−, x
) (
r1
(
γ+, x
)
+ r2
(
γ−, x
))
dxdµ1
(
γ+
)
dµ2
(
γ−
)
.
On the other hand,∫
Γ
∑
x∈γ
h (γ, x) dµ (γ) =
∫
Γ
∫
X
h (γ ∪ x, x) r (γ, x) dxdµ (γ)
=
∫
Γ+
∫
Γ−
∫
X
h
(
γ+ ∪ x ∪ γ−, x
)
r
(
γ+ ∪ γ−, x
)
dxdµ1
(
γ+
)
dµ2
(
γ−
)
,
where we used (5.1) again. Comparison of the getting expressions shows that
(5.5) holds true.
Remark 5.6. It is easily seen from (5.5) that, if only µi are Gibbs measures con-
structed by potentials Φi : Γ0 → R, i = 1, 2, i.e., ri(γ, x) = exp
{
−
∑
η⋐γ Φi(η ∪
x)
}
, i = 1, 2,, then µ = µ1 ∗ µ2 cannot be defined in a such way.
Corollary 5.7. Let the condition 5.5 holds. Let µ = µ1 ∗ µ2. Then, for µ1 ×
µ2 × dx × dy-a.a. (γ+, γ−, x, y) ∈ Γ× Γ×X ×X,
r1
(
γ+, x
)
r2
(
γ−, x
) [
r1
(
γ+, x
)
r2
(
γ−, y
)
− r1
(
γ+, y
)
r2
(
γ−, x
)]
×
[
r1
(
γ+ ∪ x, y
)
r2
(
γ−, y
)
− r2
(
γ− ∪ x, y
)
r1
(
γ+, y
)]
= 0. (5.6)
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Proof. By (5.4) (see also [6]), the expression
r
(
γ+ ∪ γ− ∪ y, x
)
r
(
γ+ ∪ γ−, y
)
=
(
r1
(
γ+, x
)
+ r2
(
γ− ∪ y, x
)) (
r1
(
γ+, y
)
+ r2
(
γ−, y
))
= r1
(
γ+, x
)
r1
(
γ+, y
)
+ r1
(
γ+, x
)
r2
(
γ−, y
)
+ r2
(
γ− ∪ y, x
)
r1
(
γ+, y
)
+ r2
(
γ− ∪ y, x
)
r2
(
γ−, y
)
is a symmetric function of the variables x and y, for µ1 × µ2-a.a. (γ+, γ−)
and a.a. x, y. But the expression r2 (γ
− ∪ y, x) r2 (γ−, y) is also symmetric,
therefore,
r1
(
γ+, x
)
r2
(
γ−, y
)
+ r2
(
γ− ∪ y, x
)
r1
(
γ+, y
)
= r1
(
γ+, y
)
r2
(
γ−, x
)
+ r2
(
γ− ∪ x, y
)
r1
(
γ+, x
)
,
which yields
r1
(
γ+, x
)
r2
(
γ−, y
)
− r1
(
γ+, y
)
r2
(
γ−, x
)
= r2
(
γ− ∪ x, y
)
r1
(
γ+, x
)
− r2
(
γ− ∪ y, x
)
r1
(
γ+, y
)
. (5.7)
On the other hand,
r
(
γ+ ∪ γ− ∪ y, x
)
r
(
γ+ ∪ γ−, y
)
=
(
r1
(
γ+ ∪ y, x
)
+ r2
(
γ−, x
)) (
r1
(
γ+, y
)
+ r2
(
γ−, y
))
= r1
(
γ+ ∪ y, x
)
r1
(
γ+, y
)
+ r1
(
γ+ ∪ y, x
)
r2
(
γ−, y
)
+ r2
(
γ−, x
)
r1
(
γ+, y
)
+ r2
(
γ−, x
)
r2
(
γ−, y
)
.
Then, in the same way as above, one get
r2
(
γ−, x
)
r1
(
γ+, y
)
+ r1
(
γ+ ∪ y, x
)
r2
(
γ−, y
)
= r2
(
γ−, y
)
r1
(
γ+, x
)
+ r1
(
γ+ ∪ x, y
)
r2
(
γ−, x
)
.
Therefore,
r1
(
γ+, x
)
r2
(
γ−, y
)
− r1
(
γ+, y
)
r2
(
γ−, x
)
= r1
(
γ+ ∪ y, x
)
r2
(
γ−, y
)
− r1
(
γ+ ∪ x, y
)
r2
(
γ−, x
)
. (5.8)
Comparison of the right hand sides of (5.7) and (5.8) shows that
r1
(
γ+ ∪ y, x
)
r2
(
γ−, y
)
− r1
(
γ+ ∪ x, y
)
r2
(
γ−, x
)
= r2
(
γ− ∪ x, y
)
r1
(
γ+, x
)
− r2
(
γ− ∪ y, x
)
r1
(
γ+, y
)
. (5.9)
Let us multiply now the both sides of the equality (5.9) on r1 (γ
+, y) r1 (γ
+, x) r2 (γ
−, x) r2 (γ
−, y).
We obtain
r1
(
γ+, y
)
r1
(
γ+, x
)
r2
(
γ−, x
)
r2
(
γ−, y
)
r1
(
γ+ ∪ y, x
)
r2
(
γ−, y
)
− r1
(
γ+, y
)
r1
(
γ+, x
)
r2
(
γ−, x
)
r2
(
γ−, y
)
r1
(
γ+ ∪ x, y
)
r2
(
γ−, x
)
= r1
(
γ+, y
)
r1
(
γ+, x
)
r2
(
γ−, x
)
r2
(
γ−, y
)
r2
(
γ− ∪ x, y
)
r1
(
γ+, x
)
− r1
(
γ+, y
)
r1
(
γ+, x
)
r2
(
γ−, x
)
r2
(
γ−, y
)
r2
(
γ− ∪ y, x
)
r1
(
γ+, y
)
.
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Therefore,
r1
(
γ+ ∪ x, y
)
r1
(
γ+, x
)
r2
(
γ−, y
)
r2
(
γ−, x
) [
r1
(
γ+, x
)
r2
(
γ−, y
)
− r1
(
γ+, y
)
r2
(
γ−, x
)]
= r2
(
γ− ∪ x, y
)
r2
(
γ−, x
)
r1
(
γ+, y
)
r1
(
γ+, x
) [
r2
(
γ−, y
)
r1
(
γ+, x
)
− r2
(
γ−, x
)
r1
(
γ+, y
)]
,
which yields (5.6).
The equality (5.6) gives a ‘hint’ about a proper class of relative energy den-
sities ri(γ, x) which satisfy (5.5). One may, for example, consider densities
such that ri(γ, x) = ri(γ), for µi × dx-a.a. (γ, x) ∈ Γ × X . Then the expres-
sion in the first brackets in (5.6) will be equal to 0. Another useful variant is
ri(γ ∪ y, x) = ri(γ, x), for µi × dx × dy-a.a. (γ, x, y) ∈ Γ × X × X . Then the
expression in the second brackets in (5.6) will be equal to 0.
Example 5.8. The so-called mixed Poisson measure corresponds to the both
cases above. Namely, let p : (0; +∞) → (0;+∞) with
∫∞
0 p(z)dz = 1 and p
be continuous on (0;+∞). Consider the measure ν ∈ M1(Γ) given by ν(A) =∫∞
0 πz(A)p(z)dz, A ∈ B(Γ). This is a mixture of Poisson measures with different
intensities. By (2.2), one has∫
Γ
∑
x∈γ
h(γ, x)dν(γ) =
∫ ∞
0
∫
Γ
∑
x∈γ
h(γ, x)dπz(γ)p(z)dz
=
∫ ∞
0
z
∫
Γ
∫
X
h(γ ∪ x, x)dm(x)dπz(γ)p(z)dz
=
∫
Γ
∫
X
h(γ ∪ x, x)q(γ, x)dm(x)dν(γ).
Here, for a.a. z ∈ (0;+∞), we consider q(γ, x) = z, for πz-a.a. γ ∈ Γ and for
all x ∈ X . More precisely, as it was noted before in Remark 2.2, πz1⊥πz2 for
z1 6= z2. On the other hand, by e.g. [8],
lim
Λ↑X
|γ ∩ Λ|
m(Λ)
= z for πz-a.a. γ ∈ Γ, z > 0. (5.10)
Therefore, if Az is the set of configurations which satisfy (5.10), then πz1(Az2) =
δz1,z2 (the Kronecker symbol). As a result, ν(A) = 1, where A =
⋃
z>0Az .
Hence,
q(γ, x) = lim
Λ↑X
|γ ∩ Λ|
m(Λ)
for ν-a.a. γ ∈ Γ and for all x ∈ X . (5.11)
Stress that q does not depend on p, i.e., the function q does not define uniquely
the measure ν. Clearly, q(γ, x) = q(γ ∪η, x), for all η ∈ Γ0, γ∩η = ∅. Similarly,
q(γ1 ∪ γ2, x) = q(γ1, x) + q(γ2, x), if only γ1 ∩ γ2 = ∅. Therefore, if µ, µ1,
µ2 are mixed Poisson measures given by functions p, p1, p2, correspondingly,
then the equality (5.5) will holds true since r1 = r2 = r = q. To prove that
a convolution of mixed Poisson measures is also a mixed Poisson measure we
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recall that (see e.g. [1]) any Poisson measure is uniquely defined by its values
on sets C(Λ, n) =
{
γ ∈ Γ
∣∣ |γ ∩ Λ| = n}, Λ ∈ Bc(X), n ∈ N0 and, moreover,
πz(C(Λ, n)) =
(zm(Λ))n
n!
e−zm(Λ).
Then, by the definition of the convolution of measures, for µ = µ1 ∗ µ2, one has∫
Γ
11C(Λ,n) (γ) dµ (γ) =
∫
Γ
∫
Γ
11C(Λ,n) (γ1 ∪ γ2) dµ1 (γ1) dµ2 (γ2)
=
∫
Γ
∫
Γ
11|γ1∩Λ|+|γ2∩Λ|=ndµ1 (γ1) dµ2 (γ2) =
∫
Γ
∫
Γ
n∑
k=0
11|γ1∩Λ|=k11|γ2∩Λ|=n−kdµ1 (γ1) dµ2 (γ2)
=
n∑
k=0
∫
Γ
11|γ1∩Λ|=kdµ1 (γ1)
∫
Γ
11|γ2∩Λ|=n−kdµ2 (γ2)
=
n∑
k=0
1
k!
1
(n− k)!
∫ ∞
0
(zm (Λ))
k
e−zm(Λ)p1 (z) dz
∫ ∞
0
(zm (Λ))
n−k
e−zm(Λ)p2 (z)dz
=
(m (Λ))
n
n!
n∑
k=0
n!
k! (n− k)!
∫ ∞
0
∫ ∞
0
zk1z
n−k
2 e
−(z1+z2)m(Λ)p1 (z1) dz1p2 (z2) dz2
=
(m (Λ))n
n!
∫ ∞
0
∫ ∞
0
(z1 + z2)
n
e−(z1+z2)m(Λ)p1 (z1) p2 (z2) dz1dz2
=
∫ ∞
0
e−zm(Λ)
(zm(Λ))n
n!
∫ ∞
0
p1 (z1) p2 (z − z1) dz1dz.
Hence, µ is the Poissonmeasure given by the function p(z) =
∫∞
0
p1 (z1) p2 (z − z1) dz1,
i.e., p = p1 ∗ p2 in the sense of the usual convolution on the real line.
To summarize, a convolution of two mixed Poisson measures is a mixed
Poisson measure, these measure are Gibssian in the sense of (5.3), and their
their relative energies densities are defined by (5.11).
6 Invariant measures and examples of derivative
operators w.r.t. the ∗-convolutions of func-
tions on Γ0
Recall that a measure µ ∈ M1fm(Γ) is said to be invariant for an operator L
which is defined on a class of functions on Γ if for any such a F the following
equality holds true ∫
Γ
(LF )(γ)dµ(γ) = 0. (6.1)
Suppose that, for any F ∈ Fcyl(Γ), |LF (η)| <∞, at least for all η ∈ Γ0. Then,
for any G ∈ Bbs(Γ0), we get F = KG ∈ Fcyl(Γ) and the expression K−1LF ,
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given by analogy with (3.2), is point-wise defined (for details see Section 3). As
a result, one can consider the operator
LˆG := K−1LKG, G ∈ Bbs(Γ0).
Suppose that the integral in the left hand side of (6.1) is finite for any
F ∈ Fcyl(Γ) and, additionally, that the correlation functional kµ of the measure
µ exists. Then, by (3.6), one has
〈〈LˆG, kµ〉〉 =
∫
Γ0
(LˆG)(η)kµ(η) dλ(η) = 0,
for all G ∈ Bbs(Γ0) (see also [4, Section 4]). As a result, one can consider the
equation for the dual operator
L̂∗k = 0, (6.2)
which might be considered either in a weak sense or e.g. in the space KC,δ
(for details see also [7]). On the other hand, the equation (6.1) does not define
a measure uniquely. Indeed, let µi, i = 1, 2 be invariant measures w.r.t. an
operator L (in particular, µ1 = µ2), let k1,2 be the corresponding correlation
functionals. By Proposition 5.3 and [4, Proposition 5.3], the function k = k1∗k2
is the correlation functional of µ := µ1 ∗ µ2. Suppose now that the operator L̂∗
is a derivative operator w.r.t. the convolution (1.3) (see [4, Seubsection 5.3]).
Then
L̂∗k = (L̂∗k1) ∗ k2 + k1 ∗ (L̂
∗k2) = 0,
therefore, µ = µ1 ∗ µ2 is also an invariant measure for the operator L. In
particular, µ∗n1 will be an invariant measure for the operator L, for all n ∈ N.
Example 6.1. Consider the operator
(LCMF )(γ) =
∑
x∈γ
[
F (γ\x)−F (γ)
]
+
∑
y∈γ
∫
Rd
a(x−y)
[
F (γ∪x)−F (γ)
]
dx, (6.3)
where 0 ≤ a ∈ L1(Rd), a(−x) = a(x), x ∈ Rd. This is the generator of the
so-called contact model introduced in [12]. In [11], it was shown that there
exists a family of invariant measures µinv which are parameterized by their first
correlation functions k
(1)
inv = c, c > 0. Therefore, for each ci > 0, i = 1, 2, there
exist two invariant measures µ1,2 for the operator (6.3). Consider the measure
µ = µ1 ∗ µ2. By previous considerations, its the first correlation function is
equal to c1 + c2 and, moreover, this measure is invariant for the operator LCM
provided that the operator L̂∗CM is a derivative operator w.r.t. the convolution
(1.3). Below we prove the latter fact as a particular case of much more general
situation.
Consider the following two operators
(L−F ) (γ) =
∑
x∈γ
∫
Γ0
d (x, ω) [F (γ \ x ∪ ω)− F (γ)] dλ (ω) ,
(L+F ) (γ) =
∑
x∈γ
∫
Γ0
b (x, ω) [F (γ ∪ ω)− F (γ)] dλ (ω)
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(here and subsequently, we write just x instead of {x}). Let functions b and
d be measurable and nonnegative on X × Γ0 and, additionally, suppose that∫
ΓΛ
(
b(x, ω) + d(x, ω)
)
dλ(ω) <∞. Then |LF (η)| <∞, η ∈ Γ0. Let us denote(
L
(n)
− F
)
(γ) =
∑
x∈γ
∫
Xn
d (x, {y1, . . . , yn}) [F (γ \ x ∪ {y1, . . . , yn})− F (γ)] dy1 . . . dyn,
(
L
(n)
+ F
)
(γ) =
∑
x∈γ
∫
Xn
d (x, {y1, . . . , yn}) [F (γ ∪ {y1, . . . , yn})− F (γ)] dy1 . . . dyn,
i.e., L± =
∑∞
n=0
1
n!L
(n)
± . For example,(
L
(0)
− F
)
(γ) =
∑
x∈γ
d (x, ∅) [F (γ \ x)− F (γ)] ,
(
L
(1)
− F
)
(γ) =
∑
x∈γ
∫
X
d (x, y) [F (γ \ x ∪ y)− F (γ)] dy,
(
L
(0)
+ F
)
(γ) = 0,(
L
(1)
+ F
)
(γ) =
∑
x∈γ
∫
X
d (x, y) [F (γ ∪ y)− F (γ)] dy.
In particular, if d(x, ∅) ≡= 1, d(x, y) = a(x− y), then LCM = L
(0)
− + L
(1)
+ .
We proceed to the calculation of Lˆ±. One has
(KG) (γ \ x ∪ ω)− (KG) (γ) =
∑
η⋐γ\x
∑
∅6=ζ⊂ω
G (η ∪ ζ)−
∑
η⋐γ\x
G (η ∪ x)
= K
[ ∑
∅6=ζ⊂ω
G (· ∪ ζ)−G (· ∪ x)
]
(γ \ x) ,
then
(Lˆ−G)(η) =
(
K−1 (L−KG)
)
(η)
=
∑
x∈η
∫
Γ0
d (x, ω)
[ ∑
∅6=ζ⊂ω
G (η \ x ∪ ζ)−G (η)
]
dλ (ω)
= −
∑
x∈η
d (x)G (η)−
∑
x∈η
d (x)G (η \ x) +
∑
x∈η
∫
Γ0
d (x, ω)
∑
ζ⊂ω
G (η \ x ∪ ζ) dλ (ω)
= −D (η)G (η)−
∑
x∈η
d (x)G (η \ x) +
∑
x∈η
∫
Γ0
(∫
Γ0
d (x, ω ∪ ξ) dλ (ω)
)
G (η \ x ∪ ζ) dλ (ξ)
= −D (η)G (η)−
∑
x∈η
d (x)G (η \ x) +
∑
x∈η
∫
Γ0
d1 (x, ξ)G (η \ x ∪ ζ) dλ (ξ) ,
where we denoted
d (x) =
∫
Γ0
d (x, ω) dλ (ω) , D (η) =
∑
x∈η
d (x) , d1 (x, ξ) =
∫
Γ0
d (x, ω ∪ ξ) dλ (ω) .
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Similarly, using the equality
(KG) (γ ∪ ω)− (KG) (γ) =
∑
η⋐γ
∑
∅6=ζ⊂ω
G (η ∪ ζ) = K
[ ∑
∅6=ζ⊂ω
G (· ∪ ζ)
]
(γ) ,
we derive
(Lˆ+G)(η) =
(
K−1 (L+KG)
)
(η)
=
∑
x∈η
∫
Γ0
b (x, ω)
∑
∅6=ζ⊂ω
G (η \ x ∪ ζ) dλ (ω) +
∑
x∈η
∫
Γ0
b (x, ω)
∑
∅6=ζ⊂ω
G (η ∪ ζ) dλ (ω)
=
∑
x∈η
∫
Γ0
b (x1, ζ)G (η \ x ∪ ζ) dλ (ζ) +
∑
x∈η
∫
Γ0
b1 (x, ζ)G (η ∪ ζ) dλ (ζ)
−
∑
x∈η
G (η \ x) b (x) −B (η)G (η)
where
b (x) =
∫
Γ0
b (x, ω) dλ (ω) , B (η) =
∑
x∈η
b (x) , b1 (x, ξ) =
∫
Γ0
b (x, ω ∪ ξ) dλ (ω) .
It is easily seen that the both expressions, which we obtained, are satisfied
the equality
(Lˆ±G)(η ∪ ξ) =
(
(Lˆ±G)(· ∪ ξ)
)
(η) +
(
(Lˆ±G)(· ∪ η)
)
(ξ). (6.4)
Therefore, by [4, Proposition 5.8], the corresponding operators Lˆ∗± will be deriva-
tive operators w.r.t. the convolution (1.3).
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