This paper deals with periodic index-2 di erential algebraic equations and the question whether a periodic solution is stable in the sense of Lyapunov. As the main result, a stability criterion is proved.This criterion is formulated in terms of the original data so that it may be used in practical computations.
Introduction
This paper deals with periodic index-2 di erential algebraic equations (DAEs) of the form A(x; t)x 0 + b(x; t) = 0; and the question whether a periodic solution is stable in the sense of Lyapunov. As the main result, a stability criterion is proved. It sounds as nice as the well-known original model for regular ordinary di erential equations (ODEs). This criterion is formulated in terms of the original data so that it may be used in practical computations, too. In view of various applications we try to do with smoothness conditions as low as possible.
The notion of stability to be used should re ect the geometrical meaning of Lyapunov stability properly. In the case of index-2 DAEs we have to consider also the so-called hidden constraints. However, in practice, we cannot proceed on the assumption that the state manifold and its tangent bundle are explicitly available. This is why we use special projectors to catch the neighbouring solutions on that manifold properly in order to compared with the given solution (e. g. M arz 9]).
We follow the lines of the standard ODE theory that combines linearization and Lyapunov reduction. Hence, what we have to do in essence is
-to clarify what Lyapunov reduction means for index-2 DAEs and to construct the respective transformations and -to make sure that linearization works as expected.
1
The paper is organized as follows. Fundamentals on linear continuous coe cient index-2 DAEs and on linear transformations of them are given in Section 1 and 2. In Section 3, we construct special regular periodic matrix functions that transform a given periodic index-2 DAE into a constant coe cient Kronecker normal form. By this we prove a kind of Floquet-Theorem and a Lyapunov-reduction for index-2 DAEs (Theorems 3.1 and 3.2). Section 4 concerns nonlinear DAEs. There, the main result of the present paper, the stability criterion for periodic solutions, is given by Theorem 4.2. In Section 5, we discuss an application to multibody systems. Finally, we show the practical use by checking the stability of an oscillator circuit numerically.
With the present paper we continue and complete, for the time being, our attempts to generalize standard stability results known for regular ODEs to low-index DAEs. In Lamour, M arz and Winkler 12] a respective reduction theorem and stability criterion were obtained for index-1 DAEs. The Perron-Theorem for index-2 DAEs proved in M arz 8] provides an appropriate theoretical background for Theorem 4.2 of the present paper. In this context, it should be pointed out once more that index-2 DAEs are much more complex than those having index 1, mainly in the particular case of non-autonomous equations.
The nullspace N(t) determines what kind of functions we should accept for solutions of (1.1). Namely, the trivial identity A(t)Q(t) = 0 implies A(t)x 0 (t) = A(t)P(t)x 0 (t) = A(t)(Px) 0 (t) ? A(t)P 0 (t)x(t) and, therefore, we use Ax 0 as an abbreviation of A(Px) 0 ? AP 0 x in the following. Thus, (1.1) may be rewritten as A(t)(Px) 0 (t) + (B(t) ? A(t)P 0 (t))x(t) = q(t); (1.2) which shows the function space C 1 N (J; IR m ) := fy 2 C(J; IR m ) : Py 2 C 1 (J; IR m )g to become the appropriate one for (1.1). The realization of both the expression Ax 0 and the space C 1 N is independent of the special choice of the projector function. Hence, we should ask for C 1 N -solutions, but not necessarily for C 1 -solutions. Obviously, S(t) is the subspace in which the homogeneous equation solution proceeds. Recall the condition S(t) N(t) = IR m ; t 2 J; (1.3) to characterize the class of index-1 DAEs (Griepentrog and M arz (1986) BP)(t))P(t) represents the canonical projector onto N(t) along S(t), we know S(t) to be lled by the homogeneous equation solution. On the other hand, nontrivial parts QA ?1 1 q of the inhomogeneity cause the solution to bulge from the subspace S(t), and to cover the whole IR m . Of course, such e ects do not occur in regular ODEs.
For higher index DAEs, in particular for those having index 2, the condition (1.3) gets lost. Consequently, di erent subspaces are relevant for those equations. In contrary to the above index-1 case, now a certain subspace of S(t) is only lled by the homogeneous equation solution. Introduce the two additional subspaces N 1 (t) := ker A 1 (t); S 1 (t) := fz 2 IR m : B(t)P(t)z 2 im A 1 (t)g: De nition: The DAE (1.1) is said to be index-2 tractable if the conditions dim(N(t) \ S(t)) = const > 0 N 1 (t) S 1 (t) = IR m ; t 2 J (1.6) are valid.
Remarks:
1) It holds that N 1 = (I ? PA + (B ? AP 0 )Q)(N \ S), and, consequently, N 1 (t) has the same dimension as N(t)\S(t). Therefore, (1.6) implies A 1 (t) to have constant rank. 2) (1.6) implies both the matrices G 2 (t) := A 1 (t) + B(t)P(t)Q 1 (t) and A 2 (t) := A 1 (t) + (B(t) ? A 1 (t)(P P 1 ) 0 (t))P (t)Q 1 (t) = G 2 (t)(I ? P 1 (t)(P P 1 ) 0 (t)P Q 1 (t)) to become nonsingular, but A 1 (t) to be singular now. Thereby, Q 1 (t) denotes the projector onto N 1 (t) along S 1 (t), P 1 (t) := I ? Q 1 (t). By construction, Q 1 is continuous. In the following Q 1 is assumed to be C 1 N .
3) With B 1 := (B ? A 1 (P P 1 ) 0 )P the subspace S 1 (t) rewrites S 1 (t) = fz 2 IR m : B 1 (t)z 2 im A 1 (t)g:
We obtain the identities
4) Each DAE (1.1) having Kronecker index{2 is index{2 tractable (M arz 6]). The index-2 conditions (1.6) imply the decompositions IR m = N(t) P(t)S 1 (t) P(t)N 1 (t); which are relevant now instead of (1.3), which was true in the index-1 case.
Let us introduce further projectors T, which projects pointwisely onto S(t) \ N(t) = im Q(t)Q 1 (t) and U := I ? T. Let us agree to choose periodic smooth projectors Q; P in the following. We aim at constructing a transformation that transforms the time varying linear DAE into a constant one. Remember that, in the index{2 case, can = kPP 1 with a nonsingular 8 periodic k. The fundamental matrix given by AX 0 + BX = 0; (P P 1 )(0)(X(0) ? I) = 0 has the representation X(t) = can (t)Y (t)(P P 1 )(0) (3. From (3.6) we see that F is nonsingular and not smooth, but PF 2 C 1 . 4 Quasilinear periodic index-2 DAEs
We consider the quasilinear DAE f(x 0 (t); x(t); t) := A(x(t); t)x 0 (t) + b(x(t); t) = 0; (4.1)
where the coe cients A and b are continuous, continuously di erentiable with respect to the variable x, and -periodical, i.e., A(x; t) = A(x; t + ); b(x; t) = b(x; t + ). We suppose here, as in Chapter 2, that ker A(x; t) =: N(t) is independent of x and smooth, and, additionally, that also im A(x; t) is independent of x and smooth. This allows us, analogously to Chapter 2, to work with the corresponding smooth and periodic projectors. Let us denote Q(t) a smooth, periodic projector onto N(t); P(t) := I ? Q(t) R(t) a smooth, periodic projector onto im A(x; t): Then we have for the space tangential to the constraint manifold S(x; t) : = fz 2 IR m : b 0 x (x; t)z 2 im A(x; t)g = fz 2 IR m : (I ? R(t))b 0 x (x; t)z = 0g: Now, let x ? 2 C 1 N be the periodic solution of (4.1), whose stability we want to check. We linearize (4.1) in this solution and rewrite the nonlinear DAE (4.1) in the form 0 = f(x 0 (t); x(t); t) ? f(x 0 ? (t); x ? (t); t) = A(x ? (t); t)(x 0 (t) ? h 0 y (y; x; t) = A(x ? (t) + x; t) ? A(t); h 0 y (y; x; t)z 2 im A(x; t) = im A(0; t) for all z 2 IR m ; h 0 y (y; x; t)z = 0 for all z 2 N(t); h(y; x; t) = h(P(t)y; x; t);
h 0 x (y; x; t) = b 0 x (x ? (t) + x; t) + A(x ? (t) + x; t)(x ? (t) + y)] 0 x ? B(t):
To prove that the trivial solution is stable under certain conditions we will work with linearizations. Firstly, we suppose that the linear part
A(t)x 0 (t) + B(t)x(t) = 0 (4.4)
is of index 2. This index-2 property of the linear part (4.4) does not automatically imply the index-2 property for neighbouring equations like (4.2), too. Additional structural conditions are necessary. Illustrating examples of this phenomenon are given in 7], for a more detailed discussion we refer to 14]. In our situation these structural conditions can be formulated in terms of that part c of the small nonlinearity h that corresponds to the derivative-free equations of (4.1). Therefore, we consider c(x; t) := (I ? R(t))h(0; x; t) = (I ? R(t)) b(x ? (t) + x; t) ? b 0 x (x ? (t) + x; t)x]; (4.5) where we stress that c depends only on parts of b, and suppose that at least one of the following structural conditions shall be true: (S1) c(x; t) = c(P(t)x; t); or (S2) c(x; t) = c((P + UQ)(t)x; t) ,where U(t) is a projector along S(0; t) \ N(t), or (S3) c(x; t) ? c(P(t)x; t) 2 im A 1 (t), or (S4) S(x; t) \ N(t) = S(0; t) \ N(t).
In case of index-2 Hessenberg systems or linear index-2 systems each of these conditions is ful lled. To prove the desired stability theorem we will transform the DAE (4.2) by means of a nonsingular F 2 C 1 N for the transformation of variables and a nonsingular E 2 C for the scaling of the equations. In this way we obtain a transformed DAÊ A x 0 (t) +B x(t) +ĥ( x 0 (t); x(t); t) = 0; (4.6) where x = F(t) x A(t) = E(t)A(t)F(t) B(t) = E(t)(BF + AF 0 )(t) h( y; x; t) = E(t)h(F(t) y + F 0 (t) x; F(t) x; t): For the small nonlinearityĥ we computê h 0 y ( y; x; t) z = E(t)h 0 y (F 0 (t) x + F(t) y; F(t) x; t)F(t) z; h 0 y ( y; x; t) z 2 E(t)im A(t) = imÂ for all z 2 IR m ; h 0 y ( y; x; t) z = 0 for z 2 N = F(t) ?1 N(t) and h( y; x; t) =ĥ(P (t) y; x; t) for any projectorP(t) along N:
Further, we will see that each of the structural conditions (S1),(S2),(S3),(S4) for the original problem carries over to the transformed one. For the transformed equations we havê c( x; t) = (I ?R)E(t)h(F 0 (t) x; F(t) x; t) = E(t)(I ? E(t) ?1R E(t))h(0; F(t) x; t) = E(t)c(F(t) x; t); where R(t) := E(t) ?1R E(t) is used as a special projector onto im A(t) , and it holds: Lemma 4.1 For quasilinear DAEs (4.1) with only time-dependent, smooth spaces ker A(x; t) and im A(x; t) any of the structural conditions (S1),(S2),(S3),(S4) is invariant under a nonsingular transformation of variables F 2 C 1 N and a scaling of the equations E 2 C. Proof: Suppose that one of the structural conditions (S1),(S2),(S3),(S4) is true. Then we have for the conditions: (S1): For the special projectorP(t) := F(t) ?1 P(t)F(t) along N we computê c(P(t) x; t) = E(t)c(F(t)P(t) x; t) = E(t)c(P(t)F(t) x; t) = E(t)c(F(t) x; t) =ĉ( x; t) and, hence, it follows for any projector P along N that c( P x; t) =ĉ(P (t) P x; t) =ĉ(P(t) x; t) =ĉ( x; t):
(S2): First, we mention that also condition (S2) is independent of the special choice of the projectors Q(t) and U(t). To see this let Q(t) and Q(t) be projectors onto N(t), and U(t) and U(t) be projectors along N(t) \ S(0; t). If (S2) is true for the projectors Q and U, then (S2) is also true for Q and U, since (P + UQ)( P + U Q) = P P + P U Q + UQ P + UQ U Q = P ? P(I ? U) Q + UQ P + U U Q ? UP U Q = P + 0 + UQ P + U Q ? U0 = P + UQ P + UQ Q = P + UQ and, hence, c(( P + U Q)x; t) = c((P + UQ)( P + U Q)x; t) = c((P + UQ)x; t) = c(x; t):
Now, consideringĉ((P +ÛQ) x; t), whereP = F ?1 PF, andÛ = F ?1 UF with the dropped argument t, we obtain c((P +ÛQ) x; t) = Ec(F(P +ÛQ) x; t) = Ec((PF + UQF) x; t) = Ec((P + UQ)F x; t) = Ec(F x; t) =ĉ( x; t):
(S3): Like (S1) and (S2) also (S3) is independent of the special choice of the projector P and we see that c( x; t) ?ĉ( P x; t) = E(t) c(F(t) x; t) ? c(F(t) P x; t)] = E(t) c(F(t) x; t) ? c((F(t) PF(t) ?1 )F (t) x; t)] 2 E(t)im A 1 (t) = imÂ 1 : In the next step we apply the special transformation F and scaling E to the nonlinear system (4.2) and obtain : A x 0 (t) +B x(t) +ĥ( x 0 (t); x(t); t) = 0; (4.9) which is by construction a DAE with a small nonlinearity and a constant linear part, which is of index-2 even in Kronecker-like normal form. It has the following block structure: is contained in the left side I C ? of the complex plane. Using the transformation x = F(t) x we will derive the following main theorem: Theorem 4.2 Let ker A(x; t) and im A(x; t) be only time-dependent and smooth and let x ? be a -periodic solution of (4.1), let the linearized equation (4.4) be of index-2 and let one of the structural conditions (S1), (S2), (S3), (S4) be true. Suppose that (4.1) is su ciently smooth, which will be speci ed later in the proof, and suppose that all eigenvalues of the monodromy matrix X of (4.4) lie inside the complex unit circle, i.e., in fz 2 I C : jzj < 1g. Then the periodic solution x ? is stable in the sense of Lyapunov.
Proof: We will prove that the trivial solution of (4.9) is stable in the sense of Lyapunov since then the assertion of Theorem 4.2 follows by the transformation of variables x = F(t) x. We know that all eigenvalues of the monodromy matrixX of (4.8) lie inside the complex unit circle since the corresponding property for the original monodromy matrix X also applies toX. Now, we look for properties of the small nonlinearityĥ. From (4.7) we see that imĥ 0 y ( y; x; t) imÂ , and kerÂ kerĥ 0 y ( y; x; t): Further, we know by Lemma 4.1 that the structural conditions (S1), (S2), (S3), (S4) carry over to the transformed problem. Next, by construction we have thatĥ is continuous together with its partial Jacobiansĥ 0 y , h 0 x ,ĥ (0; 0; t) = E(t)h(0; 0; t) = 0 for t 2 IR; and, to each small " > 0, a (") > 0 can be found such that j xj ("), j yj (") yield h 0 y ( y; x; t)j "; jĥ 0 x ( y; x; t)j " uniformly for all t 2 IR.
To apply Theorem 3.1 of 8] we nally need that the partĉ additionally has continuous derivativesĉ 0 t ;ĉ 00 xt ;ĉ 00 x x and c 0 t (0; t) = 0 for all t 2 IR c 00 xt ( x; t) " andĉ 00 x x ( x; t) and for the special choice of R = E ?1R E orR = ERE ?1 we obtain c( x; t) = E(t)c(F(t) x; t): 20 Now, if the functionc(x; t) = E(t)c(x; t) is continuous and possesses continuous derivativesc 0 t ;c 0 x ;c 0 xt ;c 0 xx and if c does not depend on the components Q(t)x, i.e., the structural condition (S1) is ful lled , we see bŷ c 0 t ( x; t) :=c 0 t ((P F)(t) x; t) +c 0 x ((P F)(t) x; t)(PF) 0 (t) x; c 0 x ( x; t) :=c 0 x ((P F)(t) x; t)(PF)(t) c 00 xt ( x; t) :=c 0 x ((P F)(t) x; t)(PF) 0 (t) +c 00 xx ((P F)(t) x; t)(PF) 0 (t) x(PF) 0 (t) +c 00 xt ((P F)(t) x; t)(PF)(t):
that the required smoothness and smallness conditions forĉ are ful lled then, and summarizing we see that all suppositions of Theorem 3. Hence, since G has full rank, it follows that~ (t) = 0 and (p;ṽ;~ ) 2 C 1 n C 1 n C k is a solution of (5.8) -(5.10). Now, let X EL resp. X GGL denote the fundamental solution matrix of the original EulerLagrangian system (5.1) -(5.3) resp. of the extended index-2 system (5.4) -(5.7) . Then we can summarize X GGL = X EL 0 0 0 :
Thus, the eigenvalues of the monodromy matrices X EL ( ) and X GGL ( ) coincide with the exception of k additional zero eigenvalues in (X GGL ( )).
Numerical example
As a real example we present the so{called ring-modulator, the electrical network of which is given by 1 C C C C C C C C C C C C C C C C C C C C C C C C A All eigenvalues lie inside the unit circle. This shows that the ring-modulator has a stable periodic solution.
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