The present paper contains a specification of the EM algorithm in order to fit an empirical counting process, observed at discrete times, to a Markovian arrival process. The given data are the numbers of observed events in disjoint time intervals. The underlying phase process is not observable. An exact numerical procedure to compute the E and M steps is given.
Introduction
Markovian arrival processes have been introduced by [25] and [21] . They have extensively been used as models for input streams to queueing systems (for a survey see [22] ). Their appealing feature is that they are Markovian (and hence analytically tractable) on the one hand but very versatile (even dense in the class of point processes, see [3] ) on the other hand. Although the concept of Markovian arrival processes (MAPs 1 ) has gained widespread use in stochastic modelling of communication systems and other application areas, the quest for the best statistical methods of parameter estimation is far from finished yet.
A survey of estimation methods is given in [2] . His emphasis is on maximum likelihood estimation and its implementation via the EM algorithm (see [12] ).
[4] derived a fitting procedure for phase-type distributions via the EM algorithm. Markov chain Monte Carlo methods for the estimation of phase-type distributions (and functionals of these) are given in [5] . For a special case of MAPs, the Markov-modulated Poisson Process (MMPP), an EM algorithm has been developed in [27] .
[6] specify the EM algorithm for the case of discretely observed Markov jump processes (MJPs). We will have to deal with discretely observed MJPs, for which even the observations at discrete times are partial only.
[13] provide a simulation method for MMPPs. Our results extend this paper in so far in that we provide a maximum likelihood approach for a more general class of processes.
Statistical model fitting depends of course on the type of data observation that is available. In practice, we think of essentially two types of data:
(a) Exact times are recorded for each observed event.
(b) The arrival process is observed at a grid of discrete times only. This yields only the information of how many arrivals have occurred in each interval of the grid.
We always assume that the underlying phase process is unobservable. An EM algorithm for case (a) has been given in [7] . The present paper contains a specification of the EM algorithm for MAPs in the case (b) of discrete time observation. One of the referees brought to our attention that a similar approach to ours is also considered in [28] . Our approach here differs essentially from theirs in the method of calculating the elementary steps of the EM algorithm. One of the methods proposed here is based on the matrix exponential function which is easily implementable. Other contributions in this area are either based on the method of moments approach or EM for data of type (a). See for example [8] , [9] , [11] [15] and [18] .
In section 2, we review shortly the main definitions and notations for MAPs. The EM algorithm is specified to discretely observed MAPs with hidden phases in section 3. Exact expressions for the integrals appearing in the E-step are given in sections 4 and 5. In the remainder of this section, we describe the kind of data available from observations and give a short remark on estimating the order of the MAP which is to fit the empirical time series.
We assume to be in the following, for many applications typical, situation of data retrieval: An empirical counting process is observed at discrete times t n , n = 0, . . . , N, where t 0 := 0. To simplify later notation we assume that t n := n. It will be apparent that this assumption of equidistant observation points is not necessary. We further assume that the observed point process is stationary in time. The only information that can be measured is the number of observed events in the interval ]t n−1 , t n ], denoted by z n , n = 1, . . . , N. Thus the given data has the form z = (z 1 , . . . , z N ) . Due to the result that MAPs are dense in the class of all point processes on the positive real axis (see [3] ), the approach of model fitting by a MAP is reasonable. By the nature of the problem, no information is given on the underlying phase process, not even the number of phases.
Throughout this article, we fix the number of phases for the MAP model to be a known integer m ≥ 1. Procedures for estimating the number m of phases are discussed in [29] for the MMPP.
Since the adaptation of the model increases with the assumed number of phases m, the likelihood gain at the ML estimates is always positive if we increase m by 1. If this gain is not bigger than some threshold value, we can assume that we have found the right value for m. This incremental method was proposed by [16] . The threshold value reflects the limit of accuracy beyond which the gain in model adaptation is not worth the additional computation time.
Markovian Arrival Processes
A Markovian arrival process is a homogeneous Markov process Y = (Y t : t ≥ 0) with state space E = N 0 × {1, . . . , m}, where m is some positive integer, and a generator matrix of the (block) form
