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Abstract
We prove the law of the iterated logarithm for discrepancies for three sequences: a sequence
determined by products of random numbers, a sequence given by products of periodic numbers,
and a sequence given by an arrangement in increasing order of the union of nitely many
geometric progressions.
x 1. Main Result
In this note we consider three variations of positive geometric progressions and
prove the law of the iterated logarithm for discrepanciesDNfnkxg and star discrepancies










for some constant . As to a sequence satisfying Hadamard's gap condition,
(1.1) nk+1=nk  q > 1 (k = 1; 2; : : : );
it was conjectured by Erd}os-Gal that the limsups above are bounded. By applying
methods due to Erd}os-Gal [4], Takahashi [17], and Gal-Gal [11], Philipp [13] proved the














 Kq <1; a.e.
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For a positive geometric progression fkxg, the limsup value depends on algebraic
nature of  as below:














if and only if  satises
(1.4) r =2 Q (r 2 N):
In other cases,  can be written uniquely by
(1.5)  = r
p
p=q; r = minfn 2 N j n 2 Qg; p; q 2 N; gcd(p; q) = 1:
In this case  does not depend on r and satises
1=2 <  
p
(pq + 1)=(pq   1)=2:




(pq + 1)=(pq   1)=2; if p and q are both odd;p
(p+ 1)=(p  1)=2; especially if p is odd and q = 1;p
(p+ 1)p(p  2)=(p  1)3=2; if p  4 is even and q = 1;p
42=9; if p = 2 and q = 1;p
22=9; if p = 5 and q = 2.
In this paper, we consider three variations of the above result.
The rst variation is given by randomizing the ratio  in a geometric progression.
Theorem 1.2. Assume that sets A and B of positive integers satisfy
(1.6) b=a > q > 1 and gcd(a; b) = 1 for all a 2 A; and b 2 B:
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= L(X1;Y1); a.e. x:

= 1:





















where p(a;b) = P ((X1; Y1) = (a; b)), it can be regarded as a generalized harmonic mean
of ab over AB.
The second variation is given by changing the ratio  periodically.
Theorem 1.3. For 1, . . . ,  > 1, we dene a sequence fnkg by
n0 = 1; nk+1 = j+1nk if k = j mod  and j = 0; : : : ;    1:









= 1;:::; ;periodic; a.e.
We have permutation invariance below when  = 2, 3.
(1.11) 1;2;periodic = 2;1;periodic;
and
(1.12)
1;2;3;periodic = 2;3;1;periodic = 3;1;2;periodic
= 1;3;2;periodic = 3;2;1;periodic = 2;1;3;periodic:
Let A and B be sets of positive integers satisfying (1.6). If A and B both consist of odd






(s1 : : : s   1)







sj : : : sk 1 + s1 : : : sj 1sk : : : s

;
where sj = pjqj.
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2x; : : :















2x; : : : :
Since the law of the iterated logarithm holds for a.e. x, and since adding nitely many
terms does not aect on the law of the iterated logarithm, we have (1.11).
As to the invariance (1.12), while invariances among circular permutations
1;2;3;periodic = 2;3;1;periodic = 3;1;2;periodic
and
1;3;2;periodic = 3;2;1;periodic = 2;1;3;periodic
are explained in the same way, we could not nd any easy explanation for the fact that
these two values are identical.











The third variation is the arrangement in increasing order of the union of nitely
many positive geometric progressions. Although it no longer satises Hadamard's gap
condition, it still has good arithmetic structure to have the following limit theorems. It
is proved in [5] that sequences ff(k1x)g and fg(k2x)g are asymptotically independent
in some sense when log 1= log 2 is irrational. We can nd a similar phenomenon in
case of metric studies on discrepancies.
Theorem 1.4. Suppose that 1, . . . ,  > 1 are given and that geometric pro-
gressions fk1g, . . . , fk g are mutually disjoint from each other, i.e.,
(1.14) log i= log j =2 Q; (i 6= j):
Let fnkg be the arrangement in increasing order of fk1g [    [ fk g. Then there exists









= 1;:::; ;union; a.e.








 .  1
log 1
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For x, y, ,  2 [ 0; 1), put V (x; ) = x^ x and eV (x; y; ; ) = V (x; )+V (y; ) 
V (x; )   V (y; ). Note V (x; ) = eV (0; x; 0; ). By 0  V (x; )  1=4, clearly we have
jeV (x; y; ; )j  1. The proof of the next lemma can be found in [6].
Lemma 2.1. Let 0  a < b < 1. For any positive integers P and Q with
gcd(P;Q) = 1, we haveZ 1
0
e1[a;b)(Px)e1[a;b)(Qx) dx = 1
PQ
eV (hPai; hPbi; hQai; hQbi);(2.1)
eV (hPai; hPbi; hQai; hQbi)  V (hP (b  a)i; hQ(b  a)i)  1
4
:(2.2)
















g = 0, we have Z
R
g(x)g(x)R(dx) = 0









for non-zero integers P and Q.
The next lemma controls asymptotic behavior of variances. It is a variation of the
key lemma of [9]. Denote the d-th subsum of the Fourier series of e1[a;b) by e1[a;b);d.
Lemma 2.2. For a sequence fnkg of positive numbers satisfying Hadamard's
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where Cq is a constant depending only on q.
Proof. Because we haveZ 1
0
e1[a;b);d(Px)e1[a;b);d(Qx) dx = Z 1
0
e1[a;b)(Px)e1[a;b);d(Qx) dx
for coprime positive integers Q  P , we obtainZ 1
0























































we see that it equals to 0 if nk=nj =2 Q, and the inequality (2.3) holds in this case.







where P  Q are coprime positive integers. In this case we haveZ
R
















By applying (2.1) and (2.2), we haveZ 1
0
e1[a;b)(Px)e1[a;b)(Qx) dx  Z 1
0
e1[0;b a)(Px)e1[0;b a)(Qx) dx:
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To have the rst inequality of Lemma 2.2, it is enough to bound the last summation of
the above formula. Fix j arbitrarily and let L be the largest l such that nj+l=nj  d.






























































d(q   1) :











; (k  j):
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When nk=nj is irrational, the left hand side integral equals to 0 and (2.6) is clearly
valid. Otherwise, by expressing nk=nj by (2.4), and by applying the expression (2.1),
we haveZ
R
e1[a;b)(njx)e1[a;b)(nkx)R(dx) = Z 1
0
e1[a;b)(Px)e1[a;b)(Qx) dx  1PQ  QP = njnk :






































































The next two lemmas are very convenient to give an error estimate while approxi-
mating a sum of functions by a martingale. Proofs can be found in [6, 9, 8].
Lemma 2.3. If g is a bounded measurable function with period 1 satisfyingR 1
0
g = 0, then for all a < b and  > 0, we haveZ b
a
g(x) dx
  kgk1 :




g = 0. There exists a constant bCq depending only on q such that, for any
integer L and for a sequence fkg of real numbers satisfying Hadamard's gap condition









Final lemma we present here will be used to control asymptotic behaviors of two
gaussian processes. The proof is based on the path properties of gaussian processes and
can be found in [9].
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Lemma 2.5. Let fZkg and fZ 0kg be standard normal i.i.d. Suppose that fvkg
and fv0kg are sequence of positive numbers satisfying c1i  vi  c2i, d1i  v0i  d2i,
and vi  v0i + i for some 0 < c1 < c2 < 1, 0 < d1 < d2 < 1, and 0 <  < 1. Put
lM =M(M +1)=2, M = v1+   + vM , 0M = v01+   + v0M , and (x) =
p














+p pd2 +p; a.s.,
where both of limsups above are constants a.s.
x 3. Law of the iterated logarithm
In this section we prove the following proposition, which gives sucient conditions
to have the law of the iterated logarithm for lacunary series. It is very easy to verify
these conditions for some variations of geometric progression.
Proposition 3.1. Suppose that a sequence fnkg of positive numbers satises




 1  l  k; 1  ; 0  d; nk   nl0 6= 0o > 0







e1[a;b);d(nkx) = C(a; b; d); a.e.
and


























(3.4) a;b;d  C(a; b; d)  a;b;d:




































(3.8)  = sup
0a<b<1
a;b:
The next lemma gives an easy sucient condition to have the condition (3.1) of the
previous proposition. The most typical example satisfying this condition is a positive
diverging geometric progression.
Lemma 3.2. Suppose that a sequence fnkg of positive numbers satises Hadamard's
gap condition (1.1). If fnkg satises the condition
(3.9) #

nj+1=nj j j 2 N
	 \ [ q;Q ] <1 for all Q > q;
then it satises (3.1) for all d  3.
Proof. Take d  3, 1  , 0  d, and 1  l  k arbitrarily. We use the following
estimate:






















  d  qk l   d  1
and hence we have
nk   nl0  nl:





  d  1;
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and hence we have the same conclusion. Let us consider the case when k l < logq(d+1)
and nj+1=nj  d+ 1 for j = l, . . . , k   1. Because of the condition (3.9), only nitely














 nj+1nj  d+ 1 (j = l; : : : ; k  1); k  l < logq(d+ 1)
)
is positive. Hence we have jnk   nl0j  Dnl in this case.
To prove Proposition 3.1, we follow the method of martingale approximation given
in [1], which originated with Berkes [3] and Philipp [14].
We take an arbitrary integer L and prove (3.2) for a.e. x 2 [L;L + 1). Let us
divide N into consecutive blocks 01;1;
0
2;2; : : : satisfying
#0i = [ 1+9 logq i ] and
#i = i. Denote i
  = mini and i+ = maxi. We have
ni =n(i 1)+  q9 logq i = i9:
Put (i) = [ log2 i
4ni+ ] + 1 and let Fi be a -eld on [L;L+ 1) dened by
Fi = f[L+ j2 (i); L+ (j + 1)2 (i)) j j = 0; : : : ; 2(i)   1g:




e1[a;b);d(nkx); T 0a;b;d;i(x) = X
k20i
e1[a;b);d(nkx);
Ya;b;d;i = E(Ta;b;d;i j Fi)  E(Ta;b;d;i j Fi 1):
Then fYa;b;d;i;Fig forms a martingale dierence sequence. Here let us prove
kYa;b;d;i   Ta;b;d;ik1  (ke10[a;b);dk1 + 2ke1[a;b);dk1)=i3;(3.10)
kY 2a;b;d;i   T 2a;b;d;ik1  3ke1[a;b);dk1(ke10[a;b);dk1 + 2ke1[a;b);dk1)=i2;(3.11)
kY 4a;b;d;i   T 4a;b;d;ik1  15ke1[a;b);dk31(ke10[a;b);dk1 + 2ke1[a;b);dk1):(3.12)
If k 2 i and x 2 I = [L+ j2 (i); L+ (j + 1)2 (i)) 2 Fi, then we have





je1[a;b);d(nkx)  e1[a;b);d(nky))j  ke10[a;b);dk1nk2 (i)  ke10[a;b);dk1nk=i4ni+
 ke10[a;b);dk1=i4:
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Hence we obtain
jTa;b;d;i   E(Ta;b;d;i j Fi)j  ke10[a;b);dk1#i=i4 = ke10[a;b);dk1=i3:
Take J = [L+ j2 (i 1); L+ (j + 1)2 (i 1)) 2 Fi 1. Then by Lemma 2.3, we have
jE(e1[a;b);d(nk  ) j Fi 1)j = jJ j 1 Z
J
e1[a;b);d(nky) dy  ke1[a;b);dk12(i 1)=nk
 ke1[a;b);dk12(i  1)4n(i 1)+=ni   2ke1[a;b);dk1=i5:
Thus jE(Ta;b;d;i j Fi 1)j  2ke1[a;b);dk1#i=i5 = 2ke1[a;b);dk1=i4, and (3.10) is proved.
By kTa;b;d;ik1  ike1[a;b);dk1, we have
kE(Ta;b;d;i j Fi)k1; kE(Ta;b;d;i j Fi 1)k1  ike1[a;b);dk1:
Hence we have
kYa;b;d;ik1  2ike1[a;b);dk1; kYa;b;d;i + Ta;b;d;ik1  3ike1[a;b);dk1;
kY 2a;b;d;i + T 2a;b;d;ik1  5i2ke1[a;b);dk21:
By applying these to kY 2a;b;d;i   T 2a;b;d;ik1  kYa;b;d;i   Ta;b;d;ik1kYa;b;d;i + Ta;b;d;ik1
and kY 4a;b;d;i   T 4a;b;d;ik1  kY 2a;b;d;i   T 2a;b;d;ik1kY 2a;b;d;i + T 2a;b;d;ik1, we have (3.11) and
(3.12).




T 2a;b;d;i(x)R(dx). Denote by D > 0 the inmum given in (3.1). The
polynomial T 2a;b;d;i   va;b;d;i has at most 8(d + 1)2i2 terms and the absolute values of
frequencies are greater than Dni  . Therefore, by Lemma 2.3 again, we have
jE(T 2a;b;d;i   va;b;d;i j Fi 1)j  8(d+ 1)2i2(1=Dni )2(i 1) = O(1=i3):
Hence we have  MX
i=1











E(Y 2a;b;d;i j Fi 1)   E(T 2a;b;d;i j Fi 1)










Denote lM =M(M + 1)=2. By Lemma 2.2 we have




a;b;d;M  CqlM :(3.17)
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Now we use the following theorem by Monrad-Philipp [12] which is a version of Strassen's
theorem [16].




E(bY 2i j bFi 1)!1 a.s. and 1X
i=1
E
 bY 2i 1fbY 2i  (bVi)g= (bVi) <1
for some non-decreasing function  with  (x)!1 (x!1) such that  (x)(log x)=x
is non-increasing for some  > 50. If there exists a uniformly distributed random










We prepare another probability space on which a uniform distributed random vari-
able U and an i.i.d fkg with P (k = 1) = P (k =  1) = 1=2 which is independent of




We make a product of [L;L+1) on which fYkg is dened and this new probability
space, and regard Yk, U , and k as random variables on this product probability space.
Take " > 0 arbitrarily and put
bYa;b;d;";i = Ya;b;d;i + "i; bFi = Fi 
 Gi; bVa;b;d;";M = MX
i=1
E(bY 2a;b;d;";i j bFi 1);
bva;b;d;";i = va;b;d;i + "2i; ba;b;d;";M = a;b;d;M + "2lM :
Clearly fbYa;b;d;";i; bFig is a martingale dierence sequence.
By Lemma 2.4 and (3.12), we have
kbYa;b;d;";ik4  kYa;b;d;ik4 + kik4 = kTa;b;d;ik4 + kik4 +O(1) = O(i1=2);
or
E bY 4a;b;d;";i = O(i2):
We have
E(bY 2a;b;d;";i j bFi 1) = E(Y 2a;b;d;i j Fi 1) + "2i;
and hence bVa;b;d;";M = MX
i=1
E(Y 2a;b;d;i j Fi 1) + "2lM  "2lM !1:
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We owe Aistleitner [2] this idea to prepare an independent rademacher i.i.d. to assure
growth of bVa;b;d;";M . By (3.14), we have
(3.18)
bVa;b;d;";M   ba;b;d;";M1 = O(1):




















By (3.18) and bVa;b;d;";M   bVa;b;d;";M 1  "2M !1, we have bVa;b;d;";M 1 < ba;b;d;";M <bVa;b;d;";M+1 for large M . Hence bVa;b;d;";i  ba;b;d;";M is equivalent to i  M   1 or





bYa;b;d;";k +O(M) = MX
k=1
bYa;b;d;";k + o((lM ));
where (x) =
p
x log log x. By (3.17) we have ba;b;d;";M = O(lM ). By applying Theorem





bYa;b;d;";i1fbVa;b;d;";iba;b;d;";Mg + o((lM )) = X
iba;b;d;";M






Z 0i + o((lM )); a.s.
where fZ 0ig is another standard normal i.i.d. By (3.15), (3.16), and (3.17), we havebva;b;d;";i  bv0;b a;d;";i + iCq(log d)=d, "2i  bva;b;d;";i  (Cq + "2)i, "2lM  ba;b;d;";M 
(Cq + "





























 = C(a; b; d; "); a.s.
satisfying an inequality below:






















   MX
k=1




























 = lim"!0C(a; b; d; ") := C(a; b; d); a.s.












 = C(a; b; d); a.s.
Since this conclusion is valid over the product probability space with probability 1, by
applying Fubini's theorem we see that it is valid on [L;L+ 1), a.e.
We here apply (1.2) and Koksma's inequality by noting
PM
i=1[ 1 + 9 logq i ] =
O(M logM), we have MX
k=1
T 0a;b;d;k









 = 0; a.e.
This together with M+ = lM +
PM









e1[a;b);d(nkx) = C(a; b; d); a.e.
Moreover we have
P







e1[a;b);d(nkx) = C(a; b; d); a.e.
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R(x) = o(lM ):(3.23)
If j 2 i and k 2 i+1, then nj=nk  1=q9 logq i = i 9. Thus we haveZ
R
Ta;b;d;i(x)Ta;b;d;i+1(x)R(dx)
  #i#i+1O(i 9) = O(i 7)
by (2.6). If j 2 i and k 2 i+l (l  2), we have k   j  #i+1 +    + #i+l 1 
((i+ 1) + (i+ l   1))=2, and nj=nk  1=qi=2+(i+l)=2. TherebyZ
R
Ta;b;d;i(x)Ta;b;d;i+l(x)R(dx)
  i(i+ l)qi=2+(i+l)=2 :



















T 2a;b;d;i(x)R(x) +O(1) = a;b;d;M +O(1):
If j 2 0i and k 2 0i+l (l  1), then k  j  #i +   + #i+l 1  (i+ (i+ l  1))=2.










































































































R(x) = a;b;d;M + o(lM ) = ba;b;d;";M   "2lM + o(lM ):
By denition of 2a;b;d and 
2
a;b;d, we have









R(x)  2a;b;dlM + o(lM );
and hence we have
(2a;b;d + "
2)lM + o(lM )  ba;b;d;";M  (2a;b;d + "2)lM + o(lM ):
By (3.19), we have
(2a;b;d + "
2)1=2  C(a; b; d; ")  (2a;b;d + "2)1=2;
we have (3.4) by letting " # 0.
Now we assume (3.1) for all d  3. We apply the fundamental proposition below:
Proposition 3.4 ([10]). Let fnkg be a sequence of real numbers satisfying
(3.24) n1 6= 0; jnk+1=nkj  q > 1 (k = 1; 2; : : : );
and $ be a permutation of N, i.e., a bijection N ! N. Then for any dense countable

























































for almost every x 2 R.
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and by (3.3) we have
lim
d!1
C(a; b; d)  lim
d!1
C(0; b  a; d);









C(a; b; d) := ;





C(a; b; d)  lim
d!1
a;b;d;
which implies (3.6). The formula (3.8) is clear from this inequality and (3.7).
x 4. Random ratio
We prove Theorem 1.2. By the condition (1.6), we can verify Hadamard's gap
condition (1.1) for fnkg. We can also verify that the condition (3.9) holds. Actually,
all nj+1=nj belongs to the set fb=a j a 2 A; b 2 Bg. By (1.6), we see that A is a
nite set, and for xed a 2 A, the number of b satisfying b=a 2 [ q;Q ] is nite. Hence
fb=a 2 [ q;Q ] j a 2 A; b 2 Bg is proved to be nite set and the condition (3.9) is veried.
By applying Lemma 3.2 and Proposition 3.1, we see that there exists a  such that
(3.5) holds.
We put








f(X1 : : : Xkx)f(Y1 : : : Ykx) dx









e1[a;b);d(x)e1[a;b);d Yk+1 : : : Yk+l







e1[a;b);d(Xk+1 : : : Xk+lx)e1[a;b);d(Yk+1 : : : Yk+lx) dx:
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e1[a;b);d(Xk+1 : : : Xk+lx)e1[a;b);d(Yk+1 : : : Yk+lx) dx  2 nknk+l  2ql :
Putting k = 0 and by noting that we naturally have n0 = 1, we see that the se-
ries appearing in the denition of 2(e1[a;b);d;L(X1; Y1)) is absolutely convergent and
2(e1[a;b);d;L(X1; Y1)) is well dened. By noting (2.1), jeV (x; ; y; )j  1, andX1 : : : Xk 
qk, we see that the series appearing in the denition of 2(e1[a;b);L(X1; Y1)) is also ab-
solutely convergent and 2(e1[a;b);L(X1; Y1)) is well dened.









e1[a;b)(Xk+1 : : : Xk+lx)e1[a;b)(Yk+1 : : : Yk+lx) dx:
Because each term is bounded by 1=ql which is summable in l, by applying Lebesgue's













e1[a;b)(Xk+1 : : : Xk+lx)e1[a;b)(Yk+1 : : : Yk+lx) dx:
Since the absolute value of the above series is bounded by
P
k 2=q
k <1, by taking the
expectation and by applying bounded convergence theorem, we have
(4.2) lim
d!1
2(e1[a;b);d;L(X1; Y1)) = 2(e1[a;b);L(X1; Y1)):
Hence we have veried the second formula of (3.7) for 2a;b;d = 
2(e1[a;b);d;L(X1; Y1))
and 2a;b = 
2(e1[a;b);L(X1; Y1)). Now we verify that the rst formula of (3.7) holds with











































e1[a;b);d(X1 : : : Xlx)e1[a;b);d(Y1 : : : Ylx) dx:
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e1[a;b);d(X1 : : : Xlx)e1[a;b);d(Y1 : : : Ylx) dx; a.s.
since the summands form a sequence of l-dependent identically distributed sequence of





e1[a;b);d(Xk+1 : : : Xk+lx)e1[a;b);d(Yk+1 : : : Yk+lx) dx  2ql ;
where the right hand side is summable in l. Hence by Lebesgue's convergence theorem
for series, we can verify the last limiting procedure.
Since 2(e1[a;b);d;L(X1; Y1)) depends only on a, b, d, and L(X1; Y1), by (3.7) and
(3.8) we see that  depends only on L(X1; Y1).
Finally we prove (1.9) by assuming that A and B consist of odd numbers. Suppose
that P and Q are positive odd integers. In this case we have hP=2i = hQ=2i = 1=2. By
(2.2), we have eV (hPai; hPbi; hQai; hQbi)  1
4
and see that the equality holds if a = 0 and b = 1=2.
By (2.1) we see that 2(e1[a;b);L(X1; Y1)) takes its maximum value when a = 0 and
b = 1=2. Hence we have


















x 5. Periodic ratio
We prove Theorem 1.3 by applying Proposition 3.1. In this case the condition (3.9)
is clearly satised, and then by Lemma 3.2, the condition (3.1) can be veried for all
d  3. Since the sequence clearly satises Hadamard's gap condition (1.1), we can
verify that (3.5) holds for some constant . We evaluate a;b;d and a;b in (3.7). Denote
 = 1 : : :  ,
gd(x) = e1[a;b);d(x) + e1[a;b);d(1x) + e1[a;b);d(12x) +   + e1[a;b);d(1 : : :  1x);
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and




















































































e1[a;b);d(x)e1[a;b);d(l 1 1 : : : j 1k : : : x)R(dx);
we can verify
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  22l 1 ;
we see that the series converges absolutely and 2(e1[a;b);d; 1; : : : ;  ) is well dened. We

























We can verify (3.7) for 2a;b;d = 









































2(e1[a;b);d; 1; : : : ;  )










H(lj : : : k 1) +H(
l
1 : : : j 1k : : :  )

:
When  = 2, we have













and we see that it is invariant under substitution of 1 and 2. It proves (1.11).
When  = 3, we have
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and we see that it is invariant under permutation among 1, 2, and 3. It proves (1.12).
We consider the case when j = pj=qj for odd pj 2 B and qj 2 A. Put sj = pjqj ,
s = s1 : : : s , p = p1 : : : p , and q = q1 : : : q . In this case








e1[a;b)(plpj : : : pk 1x)e1[a;b)(qlqj : : : qk 1x) dx
=
eV (hplpj : : : pk 1ai; hplpj : : : pk 1bi; hqlqj : : : qk 1ai; hqlqj : : : qk 1bi)
slsj : : : sk 1
 1
4slsj : : : sk 1
;
where equality holds when a = 0 and b = 1=2. Similarly we have
H(l1 : : : j 1k : : :  ) =
eV  hplp1 : : : pj 1pk : : : pai; hplp1 : : : pj 1pk : : : p bi;hqlq1 : : : qj 1qk : : : qai; hqlq1 : : : qj 1qk : : : q bi

sls1 : : : sj 1sk : : : s
 1
4sls1 : : : sj 1sk : : : s
;
where equality holds when a = 0 and b = 1=2. Hence we see that a;b takes its maximum

















slsj : : : sk 1
+
1













sj : : : sk 1
+
1












sj : : : sk 1 + s1 : : : sj 1sk : : : s

:
x 6. Union of geometric progressions
We prove Theorem 1.4 by assuming 1 <    <  . First we recall an outline of the









f2(y) dy if  satises (1.4),R 1
0





f(pky)f(qky) dy if  is given by (1.5):










e1[a;b);d(kx)2R(dx) = 2(e1[a;b);d; );(6.1)
lim
d!1
(e1[a;b);d; ) = (e1[a;b); ); uniformly in a and b(6.2)
 = sup
0a<b<1
(e1[a;b); ) = (e1[0;1=2); );(6.3)
when  satises (1.4) or is given by (1.5) with odd p and q. Details are given in section
2 of [8]. See also [6].
Fix a positive integer d arbitrarily. Let 1  i, j   and 1  , 0  d, and denote
Mi;j;;0 = fk 2 N j j logj (ki =0lj)j  1=2d3 for all l 2 Zg:
The condition dening Mi;j;;0 is equivalent to
hk logj i + (logj    logj 0)i  1=2d3
where hxi denotes the distance between x and the nearest integer of x. Since logj i
is irrational, we see that
#
 
Mi;j;;0 \ [ 1; N ]







Mi;j;;0 and Ri =M
c
i :
We divide the sequence fki gk2N into the main part fki gk2Mi and the remainder part




Denote the sequence fji gj2Ri simply by fn(i)k gk2N.
By noting logj x < log1 x (x > 0), by denition we have log1(n

k=
0nl )  1=2d3









l > 1. It implies that the sequence fnkg satises
Hadamard's gap condition with q = 
1=2d3
1 . Moreover we have
nk   0nl  (1=2d
3
1   1)0nl  (1=2d
3
1   1)nl^k
if nk > 
0nl . It veries the condition (3.1) for fnkg. Hence we can apply the rst half







e1[a;b);d(nkx) = C(a; b; d); a.e.
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Denote
Mi(t) = fk 2Mi j ki  tg; Ri(t) = fk 2 Ri j ki  tg;
Ni (t) =
#Mi(t); N
(i)(t) = #Ri(t); Ni(t) =






Mi \ [ 1; N ]

N



















2 denotes 1=(1  1=d). By denoting
wi =
1= log i
1= log 1 +   + 1= log 
































If i 6= j, k 2Mi and l 2Mj , we have ki 6= 0lj for 1  ; 0  d, andZ
R
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e1[a;b);d(ki x)2R(dx)  1 + 11   1 limt!1 2N
(i)(t)
Ni (t)
 1 + 1
1   1
2=d




By (6.1), we have
(6.7)

















e1[a;b);d(ki x)2R(dx)  (Id )22(e1[a;b);d; i):
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we have
 














































Id(e1[a;b);d; i) + Id2:











Id(e1[a;b);d; i) + Id21=2:
Now we recall the following inequality. For any sequence fmkg satisfying Hadamard's







(e1[a;b)   e1[a;b);d)(mkx)  Cke1[a;b)   e1[a;b);dk1=42 ; a.e.
This inequality can be proved by method of Takahashi [17], a detailed proof can be






































e1[a;b)(nkx)  C(a; b; d) + Cd1=8 :
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Id(e1[a;b);d; i) + Id21=2 + Cd1=8 :






















Id(e1[a;b);d; i) + Id21=2 + Cd1=8 :
On the other hand, since each fn(i)k g is a subsequence of fki g, it satises Hadamard's
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which proves the conclusion.
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