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~ The workload capacity coefficient (C(t)) is a measure of how 
a persons performance changes with changes in workload. 
~ Until now there have been no non-parametric statistical tests 
for C(t). 
~ Develop a statistic test for the capacity coefficient for both 
OR and AND tasks. 
~ Null hypothesis: C(t) = 1 
~ Adapt the Nelson-Aalen Estimator for the cumulative reverse 
hazard function. 
~ Define unbiased and consistent estimators of OR and AND 
UCIP performance that are Gaussian Processes in the limit. 
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~ Stochastic independence 
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The Nelson-Aalen Estimator 
Cumulative Hazard Function 
H(t) =lot ~(;(s) ds =-log [1- F(t)]
1 
RT =the set of sample response times 
Y (t) = # of responses that have not occurred 
as of immediately before t 
The Nelson-Aalen Estimator 
Cumulative Hazard Function 
~ Unbiased: E [ H(t)- H(t)] = 0 
~ Consistent: limsize of RT--too H(t) = H(t) 
~ [H(t)- H(t)J =?-Gaussian Process 
(e.g., Aalen, Borgan, & Gjessing, H. K. , 2008) 
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Cumulative Reverse Hazard Function 
00 
K(t) = 1 ;~:~ ds =log [F(t)] 
G( t) = # of responses that have occurred 
up to and including t 
1 
k(t) = L G t· 
t;E{RT> t} ( I) 
The Nelson-Aalen Estimator 
Cumulative Reverse Hazard Function 
~ Unbiased: E [ K(t)- K(t) J = 0 
~ Consistent: limsize ofRT---+oo K(t) = K(t) 
~ [K(t)- K(t)] ::::} a Gaussian Process 
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OR Process 
m 
1 ~ Fucrp(t) = Il[1 ~ Fi(t)] 
i=l 
log (1 · · FiJCJP( t)) ~ log (D[l- F;( t)[) 
Hucrp(t) = L
m 
log (1 ~ Fi(t)) = L
m 
Hi(t). 
i=l i=l 
Hucrp(t) = L
m 
Hi(t) Var ( Hucrp(t) ) = L
m 
L Y.2 
1 
(t·) 
i=l i=l tjERT(i) < t I J 
UCI P Performance 
AND Process 
m 
Fucrp(t) =IT Fi(t) 
i=l 
log (FiJCJP(t)) ~log (D. F;(t)) 
Kucrp(t) = L
m 
log (Fi(t)) = L
m 
Ki(t). 
i=l i=l 
m 1 
Kucrp(t) = L
m 
Ki(t) Var ( kucrp(t) ) =L L G-2 (t·) 
i=l i=l tj ERT(i) < t I J 
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Test Statistic 
AND Task 
Zand(t) 

Uand = Var [Zand(t)] "-' N(O, 1) 

Weighting Function 
Lor(t) = 
Yr (t)(I:t 1 Yi( t)) 
; r (t)+I:L Y;(t) if for all i , ~(t) > 0 
{ otherwise 
Land(t) = 
Gr (t) (I:t-1 Gi(t)) 
; r (t)+I:L Gi(t) if for all i , Gi(t) > 0 
{ otherwise 
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The Task 
pp PA AP AA 
The Results 
OR Ca acit 
OR Task AND Task 
BJ -10.75 *** 2.88 ** ® 
RS -4.67 *** 2.93 ** 
JS -8.41 *** 3.16 *** 
MB -7.12*** 2.87 ** 
RM -9.69 *** 3.06 ** 
LB -3.02 ** 2.70 ** AND Capacity 
JG -5.54 *** 3.01 ** 
WY -6.08 *** 2.99 ** 
AW -5.75 *** 2.88 ** 
* p < 0.05 ** p < 0.01 *** p < " 
0.001 
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