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Convergence Guarantees of Policy Optimization Methods for
Markovian Jump Linear Systems
Joao Paulo Jansch-Porto Bin Hu Geir E. Dullerud
Abstract—Recently, policy optimization for control purposes
has received renewed attention due to the increasing interest
in reinforcement learning. In this paper, we investigate the
convergence of policy optimization for quadratic control of
Markovian jump linear systems (MJLS). First, we study the
optimization landscape of direct policy optimization for MJLS,
and, in particular, show that despite the non-convexity of the
resultant problem the unique stationary point is the global
optimal solution. Next, we prove that the Gauss-Newton method
and the natural policy gradient method converge to the optimal
state feedback controller for MJLS at a linear rate if initialized
at a controller which stabilizes the closed-loop dynamics in the
mean square sense. We propose a novel Lyapunov argument
to fix a key stability issue in the convergence proof. Finally,
we present a numerical example to support our theory. Our
work brings new insights for understanding the performance
of policy learning methods on controlling unknown MJLS.
I. INTRODUCTION
Recently, reinforcement learning (RL) [1] has achieved
impressive performance on a class of continuous control
problems including locomotion [2] and robot manipula-
tion [3]. Policy-based optimization is the main engine behind
these RL applications [4]. Specifically, the natural policy
gradient method [5] and several related methods including
TRPO [6], natural AC [7], and PPO [8] are among the most
popular RL algorithms for continuous control tasks. These
methods enable flexible policy parameterizations, and are
end-to-end in the sense that the control performance metrics
are directly optimized.
Despite the empirical successes of policy optimization
methods, how to choose these algorithms for a specific
control task is still more of an art than a science [9], [10].
This motivates a recent research trend focusing on under-
standing the performances of RL algorithms on simplified
benchmarks. Specifically, significant research has recently
been conducted to understand the performance of various
model-free or model-based RL algorithms on the classic
Linear Quadratic Regulator (LQR) problem [11]–[21]. In
[11], it is shown that despite the non-convexity in the
objective function, policy gradient methods can still provably
learn the optimal LQR controller. This provides a good sanity
check for policy optimization on further control applications.
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Built upon the good progress on understanding RL for
the LQR problem, this paper moves one step further and
studies policy optimization for Markov Jump Linear Systems
(MJLS) [22] from a theoretical perspective. MJLS form an
important class of systems that arise in many control appli-
cations [23]–[28]. Recently, stochastic methods in machine
learning are also modeled as jump systems [29], [30]. The
research on MJLS has great practical value while in the
mean time also provides many new interesting theoretical
problems. In the classic LQR problem, one aims to control a
linear time-invariant (LTI) system whose state/input matrices
do not change over time. On the other hand, the state/input
matrices of a Markov jump linear system are functions of a
jump parameter that is sampled from an underlying Markov
chain. Consequently, the behaviors of MJLS become very
different from those of LTI systems. Controlling unknown
MJLS poses many new challenges over traditional LQR
due to the appearance of this Markov jump parameter. For
example, in a model-based approach, one has to learn both
the state/input matrices and the transition probability of
the jump parameter; here, it is the coupling effect between
the state/input matrices and the jump parameter distribution
causes the main difficulty. Therefore, the quadratic control of
MJLS is a meaningful benchmark for further understanding
of RL algorithms.
Obviously, studying policy optimization on MJLS control
problems is important for further understanding of policy-
based RL algorithms. In this paper, we present various
convergence guarantees for policy optimization methods on
the quadratic control of MJLS. First, we study the optimiza-
tion landscape of direct policy optimization for MJLS, and
demonstrate that despite the non-convexity of the resultant
problem, the unique stationary point is the global optimal
solution. Next, we prove that the Gauss-Newton method
and the natural policy gradient method converge to the
optimal state feedback controller for MJLS at a linear rate
if a stabilizing initial controller is used. We introduce a
novel Lyapunov argument to fix a key stability issue in
the convergence proof. Finally, numerical simulations are
provided to support our theory.
The most relevant reference of our paper is [11]. Our re-
sults generalize the convergence theory of the Gauss-Newton
method and the natural policy gradient method in [11] to
the MJLS case. This extension is non-trivial. Specifically,
one key issue in the convergence proof is to ensure that the
iterates never wander into the region of instability. In [11],
the system is LTI and the stability argument can be made
by using the properties of spectral radius of the state matrix.
For MJLS, one cannot directly make such arguments any
more due to the stochastic nature of the system. Alternatively,
we propose a novel Lyapunov argument to show that the
resultant controller is always stabilizing for the MJLS in
the mean square sense along the optimization trajectory of
the Gauss-Newton method and the natural policy gradient
method, if learning rates are chosen properly.
II. BACKGROUND AND PRELIMINARIES
A. Notation
We denote the set of real numbers by R. Let Z be a
square matrix, we use the notation ZT , ‖Z‖, tr (Z), σmin(Z)
to denote its transpose, spectral norm, trace, and minimum
singular value, respectively. We indicate positive definite
and positive semidefinite matrices by Z ≻ 0 and Z  0,
respectively. Given matrices {Di}
m
i=1, let diag(D1, . . . , Dm)
denote the block diagonal matrix whose (i, i)-th block is Di.
Given a function f , we use df to denote its total derivative.
B. Quadratic Control of Markovian Jump Linear Systems
A Markovian jump linear system is governed by the
following discrete-time state-space model
xt+1 = Aω(t)xt +Bω(t)ut (1)
where xt ∈ R
d is the system state at time t ∈ N0, and
ut ∈ R
k corresponds to the control action at time t. The
initial state x0 is assumed to have a distribution D. The
system matrices Aω(t) ∈ R
d×d and Bω(t) ∈ R
d×k depend
on the switching parameter ω(t), which takes values on
Ω := {1, . . . , ns} for each t. Obviously, we have Aω(t) ∈
{A1, . . . , Ans} and Bω(t) ∈ {B1, . . . , Bns} for all t. The
jump parameter ω(t) forms a discrete-time Markov chain
sampled from Ω. The transition probabilities and initial
distribution of ω(t) are given by
pij = P (ω(t+ 1) = j|ω(t) = i) and ρ =
[
ρ1 · · · ρns
]T
(2)
respectively. The transition probabilities satisfy pij ≥ 0 and∑ns
j=1 pij = 1 for each i ∈ Ω. The initial distribution satisfies∑
i∈Ω ρi = 1.
In this paper, we focus on the quadratic control problem
whose objective is to choose the control actions {ut} to
minimize the following cost function
C = Ex0∼D,ω(0)∼ρ
[
∞∑
t=0
xTt Qω(t)xt + u
T
t Rω(t)ut
]
, (3)
where it is assumed that Qω(t) ≻ 0 and Rω(t) ≻ 0 for each t.
This problem can be viewed as the MJLS counterpart of the
standard LQR problem, and hence is termed as “MJLS LQR
problem.” The optimal controller to this MJLS LQR problem,
defined by dynamics (1), cost (3), and switching probabilities
(2), can be computed by solving a system of coupled Riccati
Algebraic Equations [31], which we now describe. First, it
is known that the optimal cost can be achieved by a linear
state feedback of the form
ut = −Kω(t)xt (4)
with Kω(t) ∈ R
k×d for each ω(t) ∈ Ω. One can solve Ki for
all i ∈ Ω as follows. Let Ei(P ) := E
[
Pω(t+1)
∣∣ω(t) = i] =∑ns
j=1 pijPj . Formally, let {Pi}i∈Ω be the unique positive
definite solution to the following equations:
Pi = Qi +A
T
i Ei(P )Ai −A
T
i Ei(P )Bi×(
Ri +B
T
i Ei(P )Bi
)−1
BTi Ei(P )Ai. (5)
It can be shown that the linear state feedback controller that
minimizes the cost function (3) is given by
K∗i =
(
Ri +B
T
i Ei(P )Bi
)−1
BTi Ei(P )Ai (6)
We remark that if ω(t) = ω(t+ ns) for all t, then the
system is said to be periodic with period ns. Linear periodic
systems have been widely studied [32], [33] and are just a
special case of MJLS. If ns = 1, then the MJLS just becomes
a linear time-invariant (LTI) system.
C. Policy Optimization for Quadratic Control of LTI Systems
Before proceeding to policy optimization of MJLS, here
we review policy gradient methods for the quadratic control
of LTI systems [11]. Consider the LTI system xt+1 =
Axt + But with an initial state distribution D and a static
state feedback controller ut = −Kxt. We adopt a standard
quadratic cost function which can be calculated as
C(K) = Ex0∼D
[
∞∑
t=0
xTt Qxt + u
T
t Rut
]
= Ex0∼D
[
∞∑
t=0
xTt (Q+K
TRK)xt
]
. (7)
Obviously, the cost in (7) can be computed as C(K) =
Ex0∼D
[
xT0 PKx0
]
where PK is the solution to the Lyapunov
equation PK = Q +K
TRK + (A − BK)TPK(A − BK).
It is also well known [11], [34] that the gradient of (7) with
respect to K can be calculated as
∇C(K) = 2
((
R +BTPKB
)
K −BTPKA
)
ΣK .
where ΣK is the state correlation matrix, i.e. ΣK =
Ex0∼D
[∑∞
t=0 xtx
T
t
]
. Based on this gradient formula, one
can optimize (7) using the (deterministic) policy gradient
method K ′ ← K − η∇C(K), the natural policy gradient
method K ′ ← K − η∇C(K)Σ−1K , or the Gauss-Newton
method K ′ ← K − η(R + BTPB)−1∇C(K)Σ−1K . More
explanations for these methods can be found in [11].
In [11], it is shown that there exists a uniqueK∗ such that
∇C(K∗) = 0 if Ex0∼D
[
x0x
T
0
]
is full rank. In addition, all
the above methods are shown to converge to K∗ linearly if
a stabilizing initial policy is used.
III. POLICY GRADIENT AND OPTIMIZATION LANDSCAPE
Now we focus on the policy optimization of the MJLS
LQR problem. Since we know the optimal cost can be
achieved by a linear state feedback, it is reasonable to restrict
the policy search within the class of linear state feedback
controllers. Specifically, we can set Kˆ =
[
K1 · · · Kns
]
,
where each of the components is the feedback gain of
the corresponding mode. With this notation, we consider
the following policy optimization problem whose decision
variable is Kˆ .
Problem 1: Policy Optimization for MJLS.
minimize: cost C(Kˆ), given in (3)
subject to: state dynamics, given in (1)
control actions, given in (4)
transition probabilities, given in (2)
stability constraint, Kˆ stabilizing (1) in the
mean square sense.
In this section, we present an explicit formula for the pol-
icy gradient ∇C(Kˆ) and discuss the optimization landscape
for the above problem. We want to emphasize that the above
problem is indeed a constrained optimization problem. The
feasible set of the above problem consists of all Kˆ stabilizing
the closed-loop dynamics in the mean square sense (and
hence yielding finite C(Kˆ)). We denote this feasible set as
K. For Kˆ /∈ K, the cost in (3) can blow up to infinity, and
the differentiability is also an issue. For Kˆ ∈ K, the cost
C(Kˆ) is finite and differentiable. To obtain the formula for
∇C(Kˆ), we can first rewrite the quadratic cost (3) as
C(Kˆ) = Ex0∼D,ω(0)∼ρ
[
xT0 P
Kˆ
ω(0)x0
]
= Ex0∼D
[
xT0
(∑
i∈Ω
ρiP
Kˆ
i
)
x0
]
, (8)
where P Kˆi is defined to be the solution to the coupled
Lyapunov equations
P Kˆi = Qi+K
T
i RiKi+(Ai −BiKi)
T Ei(P
Kˆ) (Ai −BiKi)
(9)
for all i ∈ Ω. Recall that we have Ei(P
Kˆ) =
∑ns
j=1 pijP
Kˆ
j .
We will denote Xi(t) := E
[
xtx
T
t 1ω(t)=i
]
. This matrix
also satisfies the recurrence [22]:
Xj(t+ 1) =
∑
i∈Ω
pij(Ai −BiKi)Xi(t)(Ai −BiKi)
T
with Xi(0) = ρiEx0∼D
[
x0x
T
0
]
for all i ∈ Ω.
We also make the following technical assumptions.
Assumptions. Along with the standard assumption that Qi
and Ri being positive definite for all i ∈ Ω, we assume that
ρi > 0 for all i ∈ Ω and Ex0∼D
[
x0x
T
0
]
≻ 0. This indicates
that there is a chance of starting from any mode i. Moreover,
the expected covariance of the initial state is full rank.
Now we are ready to present an explicit formula for the
policy gradient ∇C(Kˆ).
Lemma 1. Given Kˆ ∈ K, the gradient for the cost func-
tion (8) with respect to policy Kˆ is
∇C(Kˆ) = 2
[
L1(Kˆ) L2(Kˆ) · · · Lns(Kˆ)
]
χKˆ (10)
where
Li(Kˆ) =
(
Ri +B
T
i Ei(P
Kˆ)Bi
)
Ki − B
T
i Ei(P
Kˆ)Ai (11)
and
χ
Kˆ
= diag
(
∞∑
t=0
X1(t), . . . ,
∞∑
t=0
Xns(t)
)
. (12)
Proof. The differentiability of C(Kˆ) can be proved using
the implicit function theorem, and this step is similar to the
proof of Lemma 3.1 in [35]. Now we derive the gradient
formula by modifying the total derivative arguments in [34],
[35]. Start by denoting φi = Ai −BiKi. Then, we can take
the total derivative of (9) to show the following relation for
each i ∈ Ω
dP Kˆi = dK
T
i Li(Kˆ) + Li(Kˆ)
TdKi + φ
T
i

∑
j∈Ω
pijdP
Kˆ
j

φi
= dKTi Li(Kˆ) + Li(Kˆ)
TdKi + φ
T
i dEi(P
Kˆ)φi
Hence, the total derivative of the cost (8) is
dC(Kˆ) = Ex0∼D
[
xT0
(∑
i∈Ω
ρi dP
Kˆ
i
)
x0
]
= tr
((∑
i∈Ω
ρi dP
Kˆ
i
)
Ex0∼D
[
x0x
T
0
])
= tr
(
2
∑
i∈Ω
(
ρi
(
dKTi Li(Kˆ)
)
Ex0∼D
[
x0x
T
0
])
+
∑
i∈Ω
(
ρidEi(P
Kˆ)φiEx0∼D
[
x0x
T
0
]
φTi
))
= tr
(
2
∑
i∈Ω
dKTi Li(Kˆ)
(
∞∑
t=0
Xi(t)
))
.
Recall from [35] that dC(K) = tr
(
dKˆT∇C(Kˆ)
)
. This
leads to the desired result.
Optimization Landscape for MJLS. LTI systems are
just a special case of MJLS. Since policy optimization for
quadratic control of LTI systems is non-convex, the same is
true for the MJLS case. However, from our gradient formula
in Lemma 1, we can see that as long as Ex0∼D
[
x0x
T
0
]
is
full rank and ρi > 0 for all i, it is necessary that a stationary
point given by ∇C(Kˆ) = 0 satisfies
Li(Kˆ) =
(
Ri +B
T
i Ei(P
Kˆ)Bi
)
Ki −B
T
i Ei(P
Kˆ)Ai = 0.
Substituting the above equation into the coupled Lyapunov
equation (9) leads to the global solution Kˆ∗ defined by the
coupled Algebraic Riccati Equations (5). Therefore, the only
stationary point is the global optimal solution. Overall, the
optimization landscape for the MJLS case is quite similar
to the classic LQR case if we allow the initial mode to be
sufficiently random, i.e. ρi > 0 for all i. Based on such
similarity, it is reasonable to expect that the local search
procedures (e.g. policy gradient) will be able to find the
unique global minimum Kˆ∗ for MJLS despite the non-
convex nature of the problem. Compared with the LTI case,
the characterization of K is more complicated for MJLS.
Hence the main technical issue is how to show gradient-
based methods can handle the feasibility constraint Kˆ ∈ K
without using projection. We will use a Lyapunov argument
to tackle this issue.
IV. MAIN CONVERGENCE RESULTS
As reviewed in Section II-C, the natural policy gradient
method for the LTI case iterates asK ′ ← K−η∇C(K)Σ−1K .
For the MJLS case, the natural policy gradient method adopts
a similar update rule and iterates as
Kˆn+1 = Kˆn − η∇C(Kˆn)χ−1
Kˆn
. (13)
The initial policy is denoted as Kˆ0. The Gauss-Newton
method uses the following update rule:
Kˆn+1 = Kˆn − 2η
[
ψn1L1(Kˆ
n), . . . , ψnnsLns(Kˆ
n)
]
(14)
where ψni := (Ri + B
T
i Ei(P
Kˆn)Bi)
−1. In this section, we
focus on the convergence guarantees of (13) and (14), and
show that both converge to the global optimal solution Kˆ∗
at a linear rate if they are initialized at a policy in K.
To state the main convergence result, it is helpful to denote
Rˆ = diag(R1, . . . , Rns), Bˆ = diag(B1, . . . , Bns), and
Eˆ(P Kˆ) = diag
(
E1(P
Kˆ), . . . , Ens(P
Kˆ)
)
. We also denote
µ := mini∈Ω(ρi)σmin
(
Ex0∼D
[
x0x
T
0
])
.
Theorem 2. Suppose Kˆ0 ∈ K s.t. C(Kˆ0) is finite.
• Gauss-Newton case: For any stepsize η ≤ 12 , the Gauss-
Newton method (14) converges to the global minimum
Kˆ∗ ∈ K linearly as follows
C(Kˆn)− C(Kˆ∗) ≤
(
1−
2ηµ
‖χKˆ∗‖
)n
×(
C(Kˆ0)− C(Kˆ∗)
)
. (15)
• Natural policy gradient case: For any stepsize η ≤
1
2
(
‖Rˆ‖+ ‖Bˆ‖
2C(Kˆ0)
µ
) , the natural policy gradient method
(13) converges to the global minimum Kˆ∗ ∈ K linearly
as follows
C(Kˆn)− C(Kˆ∗) ≤
(
1−
2ηµσmin(Rˆ)
‖χKˆ∗‖
)n
×
(
C(Kˆ0)− C(Kˆ∗)
)
. (16)
Proof Sketch. We briefly outline the main proof steps for
the Gauss-Newton case. The proof for the natural policy
gradient case is similar. The detailed proofs are presented
in the appendix.
1) Show that the one-step progress of the Gauss-Newton
gives a policy stabilizing the closed-loop dynamics and
yielding a finite cost.
2) Apply the so-called “almost smoothness” condition to
show that the cost associated by the one-step progress
of the Gauss-Newton method decreases as follows:
C(Kˆn+1)− C(Kˆ∗) ≤
(
1−
2ηµ
‖χ
Kˆ∗
‖
)
×(
C(Kˆn)− C(Kˆ∗)
)
.
3) Use induction to show the final convergence result.
It is worth noting that the proof steps for the MJLS and
LTI cases are quite similar. We can simply modify the proof
arguments for the LTI case in [11] to finish the second and
third steps. The main challenge for the MJLS case is how
to handle the first step, since one cannot directly modify
the spectral radius argument in [11] due to the stochastic
nature of MJLS. We develop a novel Lyapunov argument
to address this issue. We will only present the details for
the first step here since that is the only part requiring new
proving techniques. Other steps of the proof for both cases
are deferred to the appendix.
How do the policy optimization methods ensure the
finite cost along the iteration path? We need to show
that for every Kˆ , we can choose a step size η such that
the new controller obtained in one-step update of the Gauss-
Newton method or the natural policy gradient method (which
is denoted as Kˆ ′) will also be stabilizing the closed-loop
dynamics in the mean-square sense. This lemma is of new
technical novelty compared with the argument for the LTI
case in [11]. Notice that the “almost smoothness” condition
is required in the second step of the proof outline, as it gives
a useful upper bound for C(Kˆ ′) in terms of C(Kˆ). However,
to apply such a condition, one needs to ensure that both Kˆ ′
and Kˆ are stabilizing controllers such that C(Kˆ ′) and C(Kˆ)
are both finite in the first place. Hence, one has to prove that
the iterate Kˆ ′ never wanders into the region of instability
before applying the “almost smoothness” condition.
To show that every controller computed by the Gauss-
Newton method or the natural policy gradient method is
stabilizing, we propose the following Lyapunov argument.
The main idea is that the value function at the current
step serves naturally as a Lyapunov function for the next
move due to the positive definiteness of Qi. The positive
definiteness of Qi guarantees that there is a stability margin
around every point along the optimization trajectory. The
result for the Gauss-Newton case is formally stated below.
Lemma 3. Suppose Kˆ stabilizes the MJLS (1) in the mean
square sense. Then the one-step update Kˆ ′ obtained from
the Gauss-Newton method (14) will also be stabilizing if the
step size η satisfies η ≤ 12 .
Proof. Recall from [36] that the controller Kˆ ′ stabilizes (1)
in the mean-square sense if and only if there exists matrices
{Yi} ≻ 0 such that
(Ai−BiK
′
i)
T

∑
j∈Ω
pijYj

 (Ai−BiK ′i)−Yi ≺ 0, ∀i ∈ Ω
(17)
We will show that the above condition can be satisfied by set-
ting Yi = Pi where Pi solves the MJLS Lyapunov equation
(Ai − BiKi)
TEi(P
Kˆ)(Ai − BiKi) +Qi +K
T
i RiKi = Pi.
Notice the existence of Pi is guaranteed by the assumption
Kˆ ∈ K. Denote ∆Kˆi := Ki −K
′
i. The Lyapunov equation
for Pi can be rewritten as (Ai−BiK
′
i−Bi∆Ki)
T Ei(P
Kˆ)(Ai−
BiK
′
i−Bi∆Ki) +Qi+ (K
′
i +∆Ki)
TRi(K
′
i +∆Ki) = Pi.
From this, we can directly obtain
(Ai −BiK
′
i)
TEi(P
Kˆ)(Ai −BiK
′
i)− Pi =
−
(
Qi + (K
′
i)
TRiK
′
i
)
−
(
∆KTi Ri∆Ki +∆K
T
i B
T
i Ei(P
Kˆ)Bi∆Ki
)
−∆KTi
(
RiK
′
i −B
T
i Ei(P
Kˆ)(Ai −BiK
′
i)
)
−
(
RiK
′
i −B
T
i Ei(P
Kˆ)(Ai −BiK
′
i)
)T
∆Ki
Since Ri, Ei(P
Kˆ), Qi are all positive definite, the sum of the
first two terms on the right hand side is negative definite. We
only need the last two terms to be negative semidefinite. Note
that ∆Ki = 2η(Ri +B
T
i Ei(P
Kˆ)Bi)
−1Li(Kˆ). We have
∆KTi
(
RiK
′
i −B
T
i Ei(P
Kˆ)(Ai −BiK
′
i)
)
= ∆KTi
((
Ri +B
T
i Ei(P
Kˆ)Bi
)
K ′i −B
T
i Ei(P
Kˆ)Ai
)
= ∆KTi
(
−
(
Ri +B
T
i Ei(P
Kˆ)Bi
)
∆Ki + Li(Kˆ)
)
= 2η(1− 2η)Li(Kˆ)
T
(
Ri +B
T
i Ei(P
Kˆ)Bi
)−1
Li(Kˆ)
which is positive semidefinite under the condition η ≤ 12 .
For the natural gradient method, we have a similar result.
Lemma 4. Suppose Kˆ stabilizes the MJLS (1) in the mean
square sense. Then the one-step update Kˆ ′ obtained from the
natural policy gradient method (13) will also be stabilizing
if η satisfies
η ≤
1
2‖Rˆ+ BˆT Eˆ(P Kˆ)Bˆ‖
.
Proof. The proof starts with the same steps as the proof of
Lemma 3. We will show that the condition (17) can be met
by setting Yi = Pi where Pi solves the MJLS Lyapunov
equation associated with the controller Kˆ . For the natural
policy gradient method, we have ∆Kˆ := η∇C(Kˆ)χ−1
Kˆ
and
∆Ki = 2ηLi(Kˆ). To show that the last two terms are
negative semidefinite, we make the following calculations:
∆KTi
(
RiK
′
i −B
T
i Ei(P
Kˆ)(Ai −BiK
′
i)
)
=∆KTi
(
(Ri +B
T
i Ei(P
Kˆ)Bi)K
′
i −B
T
i Ei(P
Kˆ)Ai
)
=∆KTi
(
(Ri +B
T
i Ei(P
Kˆ)Bi)(Ki −∆Ki)−B
T
i Ei(P
Kˆ)Ai
)
=2ηLi(Kˆ)
(
Li(Kˆ)−2η
(
Ri +B
T
i Ei(P
Kˆ)Bi
)
Li(Kˆ)
)
=2ηLi(Kˆ)
(
I − 2η
(
Ri +B
T
i Ei(P
Kˆ)Bi
))
Li(Kˆ)
Clearly, the above term is guaranteed to be positive semidef-
inite if η satisfies
η ≤
1
2‖Ri +BTi Ei(P
Kˆ)Bi‖
.
Lastly, notice ‖Ri + B
T
i Ei(P
Kˆ)Bi‖ ≤ ‖Rˆ + Bˆ
T Eˆ(P Kˆ)Bˆ‖
for all i. This leads to the desired conclusion.
From the above proof, we can clearly see that P Kˆ can be
used to construct a Lyapunov function for K ′ if η satisfies
a bound. This leads to a novel proof for the stability along
the natural policy gradient iteration path. This idea can even
be extended beyond the linear quadratic control case. Very
recently, a similar idea is used to show the convergence
properties of policy optimization methods for the mixed
H2/H∞ control problem where the cost function may not
blow up to infinity on the boundary of the feasible set [37].
V. SIMULATION RESULTS
Consider a system with 100 states, 20 inputs, and 100
modes. The system matrices A and B were generated using
drss in MATLAB in order to guarantee that the system
would have finite cost with Kˆ0 = 0. The probability
transition matrix P was sampled from a Dirichlet Process
Dir(99 · I100 + 1). We also assumed that we had equal
probability of starting in any initial mode. For simplicity
we set Qi = I and Ri = I for all i ∈ Ω.
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Fig. 1: Percent error from optimal cost for controllers com-
puted using both policy optimization methods. The Gauss-
Newton method converges faster.
In Figure 1 we can see that both policy optimization
methods converge to the optimal solution. As expected,
Gauss-Newton converges much faster than the natural policy
gradient method. The step size of the natural policy gradient
method depends on various system parameters, and requires
some tuning efforts for each different problem instance.
VI. CONCLUSION
In this paper we have studied policy optimization for the
quadratic control of Markovian jump linear systems. We
developed an exact formula for computing the gradient of
the cost with respect to a given policy, and presented con-
vergence guarantees for the Gauss-Newton method and the
natural policy gradient method. The results include a novel
Lyapunov argument to prove the stability of the iterations
along the optimization trajectories.
The results obtained further suggest that one could use
model-free methods, such as zeroth-order optimization or
the REINFORCE algorithm, to learn the optimal control
from data. Such model-free techniques will allow us to learn
the control of unknown MJLS without dealing with system
identification. This would be particularly useful for large
scale systems, where the computational complexity grows as
the system size increases. We will work on such extensions
in the future.
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APPENDIX
This appendix provides the detailed proofs of the conver-
gence rate results presented in this paper. We will first start
by proving a few helper lemmas. Then we will provide upper
bounds for the cost associated with the one-step progress.
Lastly we will show that the both algorithms converge to
the optimal policy. Most steps mimic their LTI counterparts.
Lemma 5 (“Almost smoothness”). Suppose Kˆ ∈ K and
Kˆ ′ ∈ K. The cost function C(Kˆ) defined in (3) satisfies
C(Kˆ ′)− C(Kˆ) = −2tr
(
χKˆ′∆Kˆ
T LˆKˆ
)
+ tr
(
χ
Kˆ′
∆KˆT
(
Rˆ+BˆT Eˆ(P Kˆ)Bˆ
)
∆Kˆ
)
where ∆Kˆ = diag
(
(K1 −K
′
1), . . . , (Kns −K
′
ns
)
)
,
LˆKˆ = diag
(
L1(Kˆ), . . . , Lns(Kˆ)
)
,
Eˆ(P Kˆ) = diag
(
E1(P
Kˆ), . . . , Ens(P
Kˆ)
)
.
Proof. To simplify the equations, we use φi = Ai − BiKi
and φ′i := Ai −BiK
′
i. By definition, we have
C(Kˆ ′)− C(Kˆ) =
∑
i∈Ω
Ex0∼D
[
x0
(
ρi(P
Kˆ′
i − P
Kˆ
i )
)
x0
]
=
∑
i∈Ω
Ex0∼D
[
tr
(
ρi(P
Kˆ′
i − P
Kˆ
i )x0x
T
0
)]
(18)
Now we develop a formula for (P Kˆ
′
i − P
Kˆ
i ). Based on (9),
we have P Kˆ
′
i = (φ
′
i)
T Ei(P
Kˆ′)φ′i+Qi+(K
′
i)
TRiK
′
i. Using
this, we can directly show
P Kˆ
′
i − P
Kˆ
i = (φ
′
i)
T Ei(P
Kˆ′)φ′i +Qi + (K
′
i)
TRiK
′
i − P
Kˆ
i
= (φ′i)
T
(
Ei(P
Kˆ′)− Ei(P
Kˆ)
)
(φ′i) +Qi
+ (φ′i)
TEi(P
Kˆ)φ′i + (K
′
i)
TRiK
′
i − P
Kˆ
i
= (φ′i)
T
(
Ei(P
Kˆ′)− Ei(P
Kˆ)
)
φ′i
+ (Ki −K
′
i)(Ri +B
T
i Ei(P
Kˆ)Bi)(Ki −K
′
i)
− (Ki −K
′
i)
T
(
RiKi −B
T
i Ei(P
Kˆ)φi
)
−
(
RiKi −B
T
i Ei(P
Kˆ)φi
)T
(Ki −K
′
i)
Now we can substitute the above formula into (18) and iterate
to get the desired result.
Next, we show that C(Kˆ) is gradient dominated. Recall
that we have µ = mini∈Ω(ρi)σmin
(
Ex0∼D
[
x0x
T
0
])
.
Lemma 6 (Gradient Domination). Suppose Kˆ ∈ K, and
µ > 0. Let Kˆ∗ be the optimal policy. Given the definitions
in Lemma 1, the following sequence of inequalities always
holds:
C(Kˆ)− C(Kˆ∗)≤ ‖χKˆ∗‖tr
(
LˆT
Kˆ
(Rˆ+ BˆT Eˆ(P Kˆ)Bˆ)−1LˆKˆ
)
≤
‖χKˆ∗‖
σmin(Rˆ)
tr
(
LˆT
Kˆ
LˆKˆ
)
≤
‖χ
Kˆ∗
‖
µ2σmin(Rˆ)
tr
(
∇C(Kˆ)T∇C(Kˆ)
)
,
Proof. For readability, we denote Ψˆ := Rˆ + BˆT Eˆ(P Kˆ)Bˆ.
From Lemma 5, we can complete the squares to show
2tr
(
χKˆ′(−∆Kˆ)
T LˆKˆ
)
+ tr
(
χK′(−∆Kˆ)
T Ψˆ(−∆Kˆ)
)
= tr
(
χKˆ′
(
(−∆Kˆ) + Ψˆ−1LˆKˆ
)T
Ψˆ
(
(−∆Kˆ) + Ψˆ−1LˆKˆ
))
− tr
(
χKˆ′Lˆ
T
Kˆ
(Ψˆ)−1LˆKˆ
)
≥ −tr
(
χ
Kˆ′
LˆT
Kˆ
(Rˆ+ BˆT Eˆ(P Kˆ)Bˆ)−1Lˆ
Kˆ
)
Then, from Lemma 5 we have the following inequality
C(Kˆ)− C(Kˆ∗)≤ tr
(
χK∗Lˆ
T
Kˆ
(Rˆ+ BˆT Eˆ(P Kˆ)Bˆ)−1LˆK
)
≤ ‖χKˆ∗‖tr
(
LˆT
Kˆ
(Rˆ+ BˆT Eˆ(P Kˆ)Bˆ)−1LˆKˆ
)
≤
‖χKˆ∗‖
σmin(Rˆ)
tr
(
LˆT
Kˆ
LˆKˆ
)
=
‖χ
Kˆ∗
‖
σmin(Rˆ)
tr
(
χ−1
Kˆ
∇C(Kˆ)T∇C(Kˆ)χ−1
Kˆ
)
≤
‖χ
Kˆ∗
‖
σmin(Rˆ)σmin(χKˆ)
2
tr
(
∇C(Kˆ)T∇C(Kˆ)
)
≤
‖χ
Kˆ∗
‖
µ2σmin(Rˆ)
tr
(
∇C(Kˆ)T∇C(Kˆ)
)
This completes the proof.
The next lemma gives a useful lower bound on the cost.
Lemma 7. Given the definitions in (9), the following holds
∑
i∈Ω
‖P Kˆi ‖ ≤
C(Kˆ)
µ
.
Proof. Recall C(Kˆ) = Ex0∼D
[
tr
((∑
i∈Ω ρiP
Kˆ
i
)
x0x
T
0
)]
.
Therefore, we have
C(Kˆ) ≥ tr
(∑
i∈Ω
ρiP
Kˆ
i
)
σmin
(
Ex0∼D
[
x0x
T
0
])
≥
(∑
i∈Ω
‖P Kˆi ‖
)
min
i∈Ω
(ρi)σmin
(
Ex0∼D
[
x0x
T
0
])
which gives the desired lower bound.
The next lemma bounds the cost for the one-step progress
of the Gauss-Newton method.
Lemma 8. If Kˆ ′ = Kˆ − 2η
[
ψ1L1(Kˆ), . . . , ψnsLns(Kˆ)
]
with ψi := (Ri + B
T
i Ei(P
Kˆ)Bi)
−1 and η ≤ 12 , then the
following inequality holds for any Kˆ ∈ K:
C(Kˆ ′)− C(Kˆ∗) ≤
(
1−
2ηµ
‖χKˆ∗‖
)(
C(Kˆ)− C(Kˆ∗)
)
.
Proof. First we can show that Kˆ ′ is a stabilizing policy by
applying Lemma 3. From Lemma 5, we have
C(Kˆ ′)−C(Kˆ)= −4ηtr
(
χKˆ′Lˆ
T
Kˆ
Ψˆ−1LˆKˆ
)
+ 4η2tr
(
χ
Kˆ′
LˆT
Kˆ
Ψˆ−1Lˆ
Kˆ
)
≤ −2ηtr
(
χKˆ′Lˆ
T
Kˆ
Ψˆ−1LˆKˆ
)
≤ −2ησmin(χKˆ′)tr
(
LˆTKΨˆ
−1LˆKˆ
)
≤ −2ηµtr
(
LˆT
Kˆ
(Rˆ+ BˆT Eˆ(P Kˆ)Bˆ)−1Lˆ
Kˆ
)
≤ −2η
µ
‖χKˆ∗‖
(
C(Kˆ)− C(Kˆ∗)
)
where the last step follows from Lemma 6.
The next lemma bounds the cost of the one-step progress
of the natural policy gradient method.
Lemma 9. Suppose Kˆ ∈ K. If Kˆ ′ = Kˆ−η∇C(Kˆ)χ−1
Kˆ
and
η ≤
1
2‖Rˆ+ BˆT Eˆ(P Kˆ)Bˆ‖
,
then the following inequality holds
C(Kˆ ′)− C(Kˆ∗) ≤
(
1−
2ηµσmin(Rˆ)
‖χKˆ∗‖
)(
C(Kˆ)− C(Kˆ∗)
)
.
Proof. First we can show that Kˆ ′ is a stabilizing policy by
applying Lemma 4. Then we can obtain the following bound:
tr
(
χ
Kˆ′
LˆT
Kˆ
ΨˆLˆ
Kˆ
)
≤ ‖(Rˆ+ BˆT Eˆ(P Kˆ)Bˆ)‖tr
(
χ
Kˆ′
LˆT
Kˆ
Lˆ
Kˆ
)
Combining the above inequality with Lemma 5, we can show
C(Kˆ ′)− C(Kˆ)= −4ηtr
(
χKˆ′Lˆ
T
Kˆ
LˆKˆ
)
+ 4η2tr
(
χKˆ′Lˆ
T
Kˆ
ΨˆLˆKˆ
)
≤ −2ηtr
(
χ
Kˆ′
LˆT
Kˆ
Lˆ
Kˆ
)
≤ −2ησmin(χKˆ′)tr
(
LˆTKLˆKˆ
)
≤ −2ηµtr
(
LˆT
Kˆ
Lˆ
Kˆ
)
≤ −
2ηµσmin(Rˆ)
‖χKˆ∗‖
(
C(Kˆ)− C(Kˆ∗)
)
where the last step follows from Lemma 6.
Now we are ready to prove Theorem 2.
Proof. (of Theorem 2, Gauss-Newton case) Since Lemma 8
holds for any η ≤ 12 , we have the following contraction at
every step:
C(Kˆn+1)− C(Kˆ∗) ≤
(
1−
2ηµ
‖χ
Kˆ∗
‖
)(
C(Kˆn)− C(Kˆ∗)
)
.
Then we can obtain the final result using induction.
Proof. (of Theorem 2, the natural policy gradient case) By
Lemma 7, we have the following bound on the step size:
1
‖Rˆ+ BˆT Eˆ(P Kˆ)Bˆ‖
≥
1
‖Rˆ‖+ ‖Bˆ‖2‖Eˆ(P Kˆ)‖
≥
1
‖Rˆ‖+ ‖Bˆ‖2
(∑
i∈Ω ‖P
Kˆ
i ‖
)
≥
1
‖Rˆ‖+ ‖Bˆ‖
2C(Kˆ)
µ
,
where the second step follows from
‖Eˆ(P Kˆ)‖ ≤ max
i∈Ω
‖Ei(P
Kˆ)‖ = max
i∈Ω
‖
∑
j∈Ω
pijP
Kˆ
j ‖
≤ max
i∈Ω
∑
j∈Ω
pij‖P
Kˆ
j ‖ ≤
∑
j∈Ω
‖P Kˆj ‖.
The proof can be completed by induction: For the first step
we have C(Kˆ1) ≤ C(Kˆ0), which is due to Lemma 9. The
proof proceeds by arguing that Lemma 9 can be applied at
every step. If it were the case that C(Kˆn) ≤ C(Kˆ0), then
η ≤
1
2
(
‖Rˆ‖+ ‖Bˆ‖
2C(Kˆ0)
µ
) ≤ 1
2
(
‖Rˆ‖+ ‖Bˆ‖
2C(Kˆn)
µ
)
≤
1
2‖Rˆ+ BˆT Eˆ(P Kˆn)Bˆ‖
and so we can apply Lemma 9 to get
C(Kˆn+1)− C(Kˆ∗) ≤
(
1−
2ηµσmin(Rˆ)
‖χ
Kˆ∗
‖
)
×
(
C(Kˆn)− C(Kˆ∗)
)
.
Obviously, now we have C(Kˆn+1) ≤ C(Kˆ0) and can repeat
the above argument for the next step. Therefore, the desired
conclusion follows from induction.
