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THE COAREA FORMULA FOR SOBOLEV MAPPINGS
JAN MALY´, DAVID SWANSON AND WILLIAM P. ZIEMER
Abstract. We extend Federer’s coarea formula to mappings f belonging to
the Sobolev class W 1,p(Rn;Rm), 1 ≤ m < n, p > m, and more generally, to
mappings with gradient in the Lorentz space Lm,1(Rn). This is accomplished
by showing that the graph of f in Rn+m is a Hausdorff n-rectifiable set.
1. Introduction
The following equality, first proved by Federer in [F4] and termed the coarea
formula, has proved to be a fundamental tool in analysis with a wide variety of
applications: ∫
Ω
g(x)|Jmf(x)| dx =
∫
Rm
∫
f−1(y)
g(x) dHn−m(x) dy,(1.1)
where Ω ⊂ Rn is an open set, f : Ω → Rm is Lipschitz, Jmf is its m-dimensional
Jacobian, g : Ω→ R is integrable, and 1 ≤ m < n. Recall that |Jmf | is the square
root of the sum of the squares of the determinants of the m by m minors of the
differential of f . Using standard approximation methods (1.1) may be obtained
from the special case where g is the indicator of a measurable set E ⊂ Rn:∫
E
|Jmf(x)| dx =
∫
Rm
Hn−m(E ∩ f−1(y)) dy.(1.2)
Because of the usefulness of the coarea formula, a natural and compelling ques-
tion is whether it will admit an extension to a larger class of mappings, in particular,
to the classW 1,1loc (Ω;R
m) of Sobolev mappings. When m = 1, it was shown by Fed-
erer [F5] that (1.2) is valid for mappings f ∈ W 1,p(Ω), p ≥ 1, provided that f is
precisely represented, see (2.5) below. The case p > n, including m ≥ 2, has been
considered by Van der Putten [VP].
One of the main objectives of this paper is to establish (1.2) for mappings f
belonging to the Sobolev class W 1,ploc (Ω;R
m). The following result is new for m > 1
and the proof simplifies the existing proof for m = 1.
1.1. Theorem. Suppose that 1 ≤ m ≤ n and that f ∈ W 1,ploc (Ω;R
m) is precisely
represented, where either p > m or p ≥ m = 1. Then f−1(y) is countably Hn−m
rectifiable for almost all y ∈ Rm and the coarea formula (1.2) holds for all measur-
able sets E ⊂ Ω.
Key words and phrases. Sobolev mapping, Orlicz space, coarea formula, area formula,
rectifiability.
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In the following theorem we denote by f¯ : Ω → Rn+m the graph mapping
f¯(x) = (x, f(x)) and by Gf the graph of f : Gf = f¯(Ω) ⊂ Rn+m.
1.2. Theorem. Suppose that 1 ≤ m ≤ n and that f ∈ W 1,ploc (Ω;R
m) is precisely
represented, where either p > m or p ≥ m = 1. Then Gf is countably Hn rectifiable
and
Hn(f¯(E)) =
∫
E
|Jnf¯(x)| dx(1.3)
for all measurable sets E ⊂ Ω. In particular, Hn(f¯(E)) = 0 whenever Ln(E) = 0.
The hypothesis p > m is necessary. In [C], [MM], an example of a continuous
mapping f ∈W 1,m(Rm;Rm) is exhibited which has an almost everywhere vanishing
Jacobian and maps an interval I onto anm-cube. This may be easily modified in the
casem ≥ 2 to an example of a continuous mapping f ∈W 1,mloc (R
n;Rm) which has an
almost everywhere vanishing m-Jacobian and which maps each set of the form I ×
R
n−m onto an m-cube (cf. [H]), therefore violating the conclusions of Theorems 1.1
and 1.2. However, if we turn our attention to mappings whose gradients belong
to the finer scale of Lorentz spaces, we obtain the following extension of the above
stated theorems.
1.3. Theorem. Suppose that 1 ≤ m ≤ n, that f ∈ W 1,1loc (Ω;R
m) is precisely rep-
resented, and that |∇f | ∈ Lm,1(Ω). Then f−1(y) is countably Hn−m rectifiable for
almost all y ∈ Rm, the graph Gf is countably Hn rectifiable and the coarea formula
(1.2) and area formula (1.3) hold for all measurable sets E ⊂ Ω.
The case m = n of Theorem 1.3 (and even the area counterpart m ≥ n) follows
from the work of Kauhanen, Koskela, and Maly´ [KKM] who generalized the area
formula of Marcus and Mizel [MMi] to functions whose gradients lie in Ln,1(Ω).
It is also possible to obtain results dealing with the borderline case p = m for
mappings which are Ho¨lder continuous. The following theorem provides a coarea
counterpart to the results in [MM] on the area formula for Ho¨lder continuous map-
pings in W 1,n . (See also the recent developments in [M2], [FM], [M4]).
1.4. Theorem. Suppose that 1 ≤ m ≤ n and that f ∈ W 1,m(Ω;Rm) is a Ho¨lder
continuous mapping. Then f−1(y) is countably Hn−m rectifiable for almost all
y ∈ Rm and ∫
E
|Jmf(x)| dx =
∫
Rm
Hn−m(E ∩ f−1(y)) dy
for all measurable sets E ⊂ Ω.
Theorem 1.4 is proven independently of any area estimates on the Gf and in fact
the proof can be modified to give an independent proof of Theorem 1.1 in the case
p > m, cf. Remark 7.2 below.
Weaker variants of the coarea and area formulas use the integralgeometric mea-
sure Iq instead of Hausdorff measure Hq. Haj lasz [H] proved such a version of the
coarea formula for W 1,p-mappings (p > m). We present a version of Theorem 1.2
in the borderline case p = m under the assumption of Ho¨lder continuity. We have
not been able to obtain such a result with the Hausdorff measure.
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1.5. Theorem. Suppose that 1 ≤ m ≤ n and that f ∈ W 1,m(Ω;Rm) is a Ho¨lder
continuous mapping. Then Gf is countably In rectifiable and
In(f¯(E)) =
∫
E
|Jnf¯(x)| dx
for all measurable sets E ⊂ Ω.
The results listed above are easily localized from Rn to Ω. For the proofs we
may assume that Ω = Rn and that the global norms of the considered mappings are
finite. Since our results follow from the area formulas in [MMi] and [KKM] when
m = n we also assume throughout that m < n.
2. Preliminaries
We denote by Ln(E) the Lebesgue measure of a set E ⊂ Rn and by Hq(E)
the q-dimensional Hausdorff measure of E. If q is an integer then E is said to be
countably Hq rectifiable if there exist subsets Ek ⊂ Rq and Lipschitz mappings
gk : Ek → Rn with the property that
Hq
(
E \
∞⋃
k=1
gk(Ek)
)
= 0.
The q-dimensional Hausdorff content Hq∞(E) of E is the infimum of the sums
∞∑
j=1
αq
(
diamEj
2
)q
corresponding to all countable coverings of E by sets {Ej}
∞
j=1. Here
αq =
πq/2
Γ( q2 + 1)
.
which is the volume of the unit ball in Rq if q is integer. Observe that Hq(E) = 0
if and only if Hq∞(E) = 0. The integral average of a function g over the set E is
defined as
−
∫
E
g(y) dy =
1
Ln(E)
∫
E
g(y) dy.
Given 1 ≤ p ≤ ∞ the Sobolev space W 1,p(Ω) consists of those functions f ∈
Lp(Ω) with the property that the distributional gradient Df of f may be identified
with a function ∇f ∈ Lp(Ω;Rn). W 1,p(Ω) is a Banach space with respect to the
norm
‖f‖1,p,Ω := ‖f‖Lp(Ω) + ‖∇f‖Lp(Ω).
The class W 1,p(Ω;Rm), m ≥ 1, consists of those mappings f : Ω → Rm whose
component functions each belong to W 1,p(Ω). Qualitative properties like Lebesgue
points, approximate differentiability, etc. may be investigated componentwise.
We will also consider a refined scale of Sobolev spaces consisting of those func-
tions with gradients in Lorentz and Orlicz spaces. If g is a measurable function on
Ω, we define the distribution function of g as
µg(s) = L
n
(
{x ∈ Ω: |g(x)| > s}
)
.
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We set
‖g‖Lm,1(Ω) =
∫ ∞
0
µg(s)
1/m ds.
We say that g belongs to the Lorentz space Lm,1(Ω) if ‖g‖Lm,1(Ω) <∞.
It is known that this space can be expressed as a union of Orlicz spaces. A
function F : [0,+∞)→ R is said to be a Young function if F is convex, nonnegative
and satisfies
F(t) = 0 ⇐⇒ t = 0.
The Orlicz space LF(Ω) is then defined as the space of all measurable functions g
on Ω for which there exists λ > 0 such that∫
Ω
F(|g|/λ) dx ≤ 1.
The following result is proven in [MSZ].
2.1. Proposition. Let g ∈ Lm,1(Ω) and 1 < q < m < p. Then there is a C1
Young function F and a constant C = C(m, p, q) > 0 such that∫
Ω
F(|g|) dx ≤ C‖g‖mLm,1(Ω)(2.1)
∫ ∞
0
F′(t)−
1
m−1 dt ≤ C(2.2)
and
q ≤
tF′(t)
F(t)
≤ p, t > 0.(2.3)
If a Young function F satisfies (2.3), then the function tpF(t) is nondecreasing
and the function tqF(t) is nonincreasing. In this case the Orlicz space LF(Ω)
coincides with the set of all measurable functions for which the integral
∫
Ω F(|g|) dx
converges.
In the following paragraphs we recall the definition of capacity and certain point-
wise properties of Sobolev functions. We refer the reader to [FZ] for the proofs.
For 1 ≤ p <∞ the p-capacity γp(E) of a set E ⊂ Rn is the infimum of numbers
of the form ∫
Rn
(|u|p + |∇u|p) dx(2.4)
corresponding to all u ∈W 1,p(Rn) with the property that u ≥ 1 on a neighborhood
of E. p-capacity is related to Hausdorff measure as follows: if p > 1 and γp(E) = 0,
then Hq(E) = 0 for all q > n − p, whereas Hn−p(E) < ∞ implies γp(E) = 0. As
for the case p = 1, Fleming [Fl] proved that γ1(E) = 0 if and only if Hn−1(E) = 0.
Related statements concerning the Hausdorff content are given in Lemma 5.1 and
Theorem 5.5 below.
A function f : Ω → Rn is said to be p-quasicontinuous if for every ε > 0 there
exists an open set G with γp(G) < ε so that f |Ω\G is continuous. Any two p-
quasicontinuous functions which agree almost everywhere agree up to a set E with
γp(E) = 0.
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If Ω ⊂ Rn is an open set and f ∈ L1loc(Ω), then a function f˜ is said to be a
precise representative of f if
f˜(x) := lim
r→0
−
∫
B(x,r)
f(y) dy(2.5)
at all points x where this limit exists. It is clear from the Lebesgue differentiation
theorem that any function f ∈ L1loc(Ω) may be modified on a set of Lebesgue mea-
sure zero so as to be precisely represented and that any two precise representatives
coincide almost everywhere. A mapping f ∈ L1loc(Ω;R
m) is said to be precisely
represented if each of its component functions is a precise representative.
Fundamental properties of functions f ∈W 1,p(Ω) are that the limit (2.5) exists
for all x outside a set E with γp(E) = 0, and that any precise representative of
a function f ∈ W 1,p(Ω) is p-quasicontinuous. Thus if p > m or p = m = 1, any
two precise representatives agree outside a set E with Hn−m(E) = 0. Since sets
of Hn−m measure zero are negligible for results of Theorem 1.1 and Theorem 1.2,
it follows that their statements will hold for any p-quasicontinuous representative
and even any representative with Lebesgue points Hn−m almost everywhere.
Similarly it is proven in [MSZ] that if f ∈W 1,1loc (Ω) and |∇f | ∈ L
m,1(Ω), then any
precise representative of f is defined up to a set E with Hn−m(E) = 0. It follows
that the statement of Theorem 1.3 will hold for any representative with Lebesgue
points Hn−m almost everywhere.
3. Lusin’s Condition (N)
A mapping f : Rn → Rk, k ≥ n, is said to satisfy Lusin’s condition (N) if
Hn(f(E)) = 0 whenever E ⊂ Rn satisfies Ln(E) = 0. In this section we show that if
f ∈ W 1,p(Rn;Rm) and f¯ : Rn → Rn+m satisfies condition (N) then the conclusions
of Theorems 1.1 and 1.2 hold. This holds without any particular restriction on p.
First we require two well known lemmas.
3.1. Lemma (Eilenberg inequality, [E]). Suppose m ≤ d ≤ m + n, A ⊂ Rn+m,
and h : A→ Rm is Lipschitz. Then∫ ∗
Hd−m(A ∩ h−1(y)) dHm(y) ≤ C(Lip h)mHd(A),
where
∫ ∗
denotes the upper integral, Lip f is the Lipschitz constant of f , and C =
C(m) is a constant depending only on m.
3.2. Lemma. If f ∈W 1,1loc (R
n;Rm) then there exist Lipschitz functions fk : R
n →
R
m and disjoint subsets Ek of R
n such that f = fk on Ek and Ln(Rn \ ∪Ek) = 0.
This follows from the a.e. approximate differentiability of f [F5, 3.1.4], [BZ] and
a general property of a.e. approximately differentiable functions [F5, 3.1.8].
3.3. Theorem. Let f ∈ W 1,1loc (R
n;Rm), 1 ≤ m ≤ n, and suppose that f¯ satisfies
condition (N). Then f−1(y) is countably Hn−m rectifiable for almost all y ∈ Rm, the
graph Gf is countably Hn rectifiable and the coarea formula (1.2) and area formula
(1.3) hold for all measurable sets E ⊂ Ω.
Proof. Choose functions fk and sets Ek as in Lemma 3.2. Since fk = f on Ek
and ∇fk = ∇f a.e. on Ek, it follows from the classical area formula for Lipschitz
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functions [F5, 3.2.5] that that
Hn(f¯(E)) =
∫
E
|Jnf¯(x)| dx(3.1)
whenever E ⊂ Ek. Moreover (3.1) will be satisfied whenever Ln(E) = 0 provided
that f¯ satisfies condition (N). Therefore the monotone convergence theorem implies
(3.1) for all E ⊂ Rn, as desired. That the graph Gf is countably Hn rectifiable is
evident since
Hn
(
Gf \
∞⋃
k=1
f¯(Ek)
)
= 0.
Now denote by π : Rn+m → Rn and ρ : Rn+m → Rm the projections
π(x, xn+1, . . . , xn+m) = x and ρ(x, xn+1, . . . , xn+m) = (xn+1, . . . , xn+m).
Let E ⊂ Rn satisfy Ln(E) = 0 and apply the Eilenberg inequality with A = f¯(E),
h = ρ, and d = n. Then∫
Rm
Hn−m(A ∩ ρ−1(y)) dHm(y) ≤ CHn(f¯(E)) = 0.
Now, A ∩ ρ−1(y) = {(x, f(x)) ∈ Rn+m : x ∈ E, f(x) = y}, so it follows that
π(A∩ρ−1(y)) = E∩f−1(y). Since Hausdorff measures do not increase on projection
we conclude ∫
Rm
Hn−m(E ∩ f−1(y)) dHm(y) = 0.(3.2)
From (1.2) above we have that∫
Rm
Hn−m(E ∩ f−1(y)) dHm(y) =
∫
E
|Jmf(x)| dx(3.3)
holds whenever E ⊂ Ek, so again the monotone convergence theorem implies that
(3.1) holds for all E ⊂ Rn. That f−1(y) is countably Hn−m rectifiable for almost
y ∈ Rm follows from the fact that for each k, Ek ∩ f−1(y) = Ek ∩ f
−1
k (y) is
countably Hn−m rectifiable for almost all y ∈ Rm (see [F5, 3.2.15]), and that
Hn−m(E ∩ f−1(y)) = 0 for almost all y whenever Ln(E) = 0.
4. A general criterion for condition N
Throughout this section we denote by π : Rn+m → Rn the projection
π(x, xn+1, . . . , xn+m) = x.
4.1. Lemma. Suppose m ≤ d ≤ m+ n. Let E ⊂ Rn+m. Then
Hd∞(E) ≤ C(diamE)
mHd−m∞ (π(E)).
where C = C(m,n, d).
Proof. Assume diamE <∞. Cover π(E) with a sequence of sets {Ak}∞k=1 of finite
and positive diameter. For each k let Nk denote the greatest integer satisfying
(Nk − 1) · (diamAk) < diamE.
6
The set E∩π−1(Ak) is easily seen to be contained in a cylinder of the form Ak×Qk,
where Qk is a cube in R
m with sidelength diamE. Since Nk · (diamAk) ≥ diamE,
Qk may be covered by N
m
k cubes {Q
j
k} of sidelength diamAk. It follows that
Hd∞(E ∩ π
−1(Ak)) ≤ C
Nmk∑
j=1
(
diam(Ak ×Q
j
k)
2
)d
≤ CNmk · (diamAk)
d
≤ C(diamAk + diamE)
m · (diamAk)
d−m.
Since diamAk ≤ diamπ(E) ≤ diamE, summing over k shows that
Hd∞(E) ≤ C(diamE)
m
∞∑
k=1
(diamAk)
d−m.
The result follows by taking the infimum over all coverings {Ak}.
4.2. Corollary. Suppose m ≤ d ≤ m + n. Let E ⊂ Rn+m, Hd−m(π(E)) = 0.
Then Hd(E) = 0.
The following lemma concerns a measurability property of the graph of a map-
ping f and is used in the proof of Theorem 4.4 below. Recall that f¯ denotes the
graph mapping f¯(x) = (x, f(x)) and Gf the graph set f¯(Rn) ⊂ Rn+m.
4.3. Lemma. Let f : Rn → Rm be an Ln measurable mapping. Then π(Gf ∩ E)
is Ln measurable for every Borel set E ⊂ Rn+m.
Proof. Let f∗ be a Borel measurable representative of f . The graph Gf∗ of such
a mapping is a Borel subset of Rn+m, implying that the projection π(Gf∗ ∩ E) is
a Borel subset of Rn for any Borel set E ⊂ Rn+m. See [K, §31. VII]. Since f and
f∗ agree up to a set of Ln measure zero, so do the sets π(Gf∗ ∩E) and π(Gf ∩E).
Thus π(Gf ∩ E) is L
n measurable.
The following result yields a criterion similar to that of Rado´ and Reichelderfer,
see [RR], [M3].
4.4. Theorem. Suppose that 1 ≤ m ≤ n. Let f ∈ W 1,1loc (R
n;Rm) and suppose that
there is θ ∈ L1loc(R
n) such that
Hn−m∞
(
π(Gf ∩B(z, r))
)
≤ r−m
∫
pi(Gf∩B(z,4r))
θ(x) dx(4.1)
for all z ∈ Rn+m and r > 0. Then there is a constant C = C(m,n) depending only
on m and n so that
Hn(f¯(E)) ≤ C
∫
E
θ(x) dx.
for all Ln measurable E ⊂ Rn. In particular, f¯ satisfies condition (N).
Proof. Define a set function σ on Rn+m by
σ(E) =
∫
pi(Gf∩E)
θ(x) dx.
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Lemma 4.1 with d = n and (4.1) imply that
Hn∞
(
Gf ∩B(z, r)
)
≤ CrmHn−m∞
(
π(Gf ∩B(z, r))
)
≤ C
∫
pi(Gf∩B(z,4r))
θ(x) dx
= Cσ(B(z, 4r))
for any z ∈ Rn+m and r > 0. Using the fact that
lim sup
r→0+
r−nHn∞(Gf ∩B(z, r)) ≥ C
for Hn almost every z ∈ Gf ([F2, Lemma 10.1]), it follows that
lim sup
r→0+
r−nσ(B(z, r)) ≥ C(4.2)
for Hn almost all z ∈ Gf . Now, Lemma 4.3 implies that σ is a measure on the Borel
Σ-algebra of Rn+m, and so it may be extended to a regular Borel (outer) measure
σ∗ on all of Rn+m in the usual way:
σ∗(E) := inf {σ(B) : E ⊂ B, B a Borel set} .
Since θ is locally integrable it follows that σ∗ is a Radon measure on Rn+m. There-
fore [F2, Theorem 10.3], [M, Theorem 6.9], and (4.2) imply that Hn(E) ≤ Cσ∗(E)
for all E ⊂ Gf . Finally, given an Ln measurable set E ⊂ Rn, choose a Borel set G
with E ⊂ G. Then f¯(E) ⊂ G× Rm, G× Rm is Borel, and
Hn(f¯(E)) ≤ Cσ∗(f¯(E)) ≤ Cσ(G × Rm) = C
∫
G
θ(x) dx.
The proof is completed by taking the infimum over all such G.
5. Capacitary estimates
The next lemma gives a capacitary estimate forW 1,1 which relates the 1-capacity
with the (n− 1)-dimensional Hausdorff content. This result is due to Fleming [Fl],
whose proof depends on information based on BV functions, in particular sets of
finite perimeter. We give an independent proof which circumvents the need for BV
theory.
5.1. Lemma. Let E ⊂ Rn. Then Hn−1∞ (E) ≤ Cγ1(E), where C = C(n).
Proof. Let u be a test function for the capacity. Let us consider the continuous
monotone real function
ψ(t) =
∫
{0<u<t}
(|u|+ |∇u|) dy.
Then ψ is a.e. differentiable and∫ 1
0
ψ′(t) dt ≤ ψ(1)− ψ(0) = ψ(1).
Hence there exists s ∈ (0, ℓ) such that ψ′(s) < 2ψ(1). We find δ > 0 such that
ψ(s′)− ψ(s)
s′ − s
≤ 2ψ(1) for each s′ ∈ (s, s+ δ).(5.1)
Let x ∈ E. Then u(x) ≥ 1 in a neighborhood of x and so the set
Rx := {ρ : |B(x, ρ) ∩ {u ≥ s}| <
1
2 |B(x, ρ)|}
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is nonempty. Let us define
rx = supRx.
Then obviously supx∈E rx <∞ and
|B(x, rx) ∩ {u < s}| ≤
1
2
|B(x, rx)|.(5.2)
and
|B(x, rx) ∩ {u ≥ s}| ≤
1
2
|B(x, rx)|.(5.3)
We use the Besicovitch covering theorem to extract a (finite or infinite) sequence
{Bj}j∈I of balls Bj = B(xj , rj) from {B(x, rx): x ∈ E} such that it covers the
set E and its overlap multiplicity is bounded by an integer M depending only on
n. Here I = N or I = {1, 2, . . . , imax}. Fix i ∈ I. Using (5.3), we find a level
ti ∈ (s, s+ δ) such that
|B(xj , rj) ∩ {u ≤ ti}| ≤
3
4 |B(xj , rj)|, j = 1, . . . , i.(5.4)
Consider the truncated function
ui =


ti on {u ≥ ti},
s on {u ≤ s},
u on {s < u < ti}.
Let si,j be a median value of ui on Bj . From (5.2) and (5.4) we infer that
ti − s ≤ C −
∫
Bj
|ui − si,j | dy.
By the Poincare´ inequality we can continue
ti − s ≤ Crj −
∫
Bj
|∇ui| dy.
This means
rn−1j ≤
C
ti − s
∫
Bj
(|ui|+ |∇ui|) dy.
Summing over j = 1, . . . , i and using (5.1) we obtain
i∑
j=1
rn−1j ≤
C
ti − s
i∑
j=1
∫
Bj
(|ui|+ |∇ui|) dy ≤
CM
ti − s
∫
B
(|ui|+ |∇ui|) dy
=
CM
ti − s
∫
B∩{s≤u<ti}
(|u|+ |∇u|) dy = CM
ψ(ti)− ψ(s)
ti − s
≤ Cψ(1)M.
We can pass with i to imax or ∞ and we obtain
Hn−1∞ (E) ≤ Cψ(1) ≤
∫
Rn
(|u|+ |∇u|) dy
as required.
5.2. Corollary. Let E ⊂ Rn. Suppose that u ∈ W 1,1(Rn) is precisely represented
and that u ≥ 1 on E. Then
Hn−1∞ (E) ≤ C
∫
Rn
(
|∇u|+ |u|
)
dx.
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Proof. Any precise representative of u ∈ W 1,1(Rn) has Lebesgue points Hn−1-a.e.,
cf. [Fl], [FZ]. Hence we may assume that u has a Lebesgue point at Hn−1-a.e. point
of x ∈ E. Given ε > 0, let {uk} be a sequence of smooth function approximating u
and obtained by mollification, such that
‖uk − u‖1,1 ≤ 2
−k−1ε.
Set
w = u1 +
∞∑
k=1
|uk+1 − uk|.
Then w ∈ W 1,1(Rn), ‖w‖1,1 ≤ ‖u‖1,1+ε and w ≥ 1 on a neighborhood of E. Hence
Hn−1∞ (E) ≤ C
∫
Rn
(
|∇w|+ |w|
)
dx ≤ C
∫
Rn
(
|∇u|+ |u|
)
dx + Cε.
Letting ε→ 0 we obtain the assertion.
For the proofs of Theorems 1.1 and 1.2 we need the well known relation between
the p-capacity and the Hausdorff content, see e.g. [AH, Theorem 5.1.13]. This result
goes back to Frostman (p = 2) and the case of general p is due to Reshetnyak [R]
and Maz’ya and Havin [MH].
5.3. Theorem. Suppose that 1 ≤ m < p and E ⊂ Rn. Then
Hn−m∞ (E) ≤ Cγp(E),
where C = C(n,m, p).
Since precise representatives of functions u ∈ W 1,p(Rn) have Lebesgue points
Hn−m almost everywhere [FZ] we may continue as in the proof of Corollary 5.2 to
obtain the following.
5.4. Corollary. Suppose that 1 ≤ m < p, E ⊂ Rn, u ∈ W 1,p(Rn) is precisely
represented, and that u ≥ 1 on E. Then
Hn−m∞ (E) ≤ C
∫
Rn
(
|∇u|p + |u|p
)
dx.
Finally, to reach the generality of Theorem 1.3 we need the following capacitary
estimate derived in [MSZ].
5.5. Theorem. Suppose that m > 1 is an integer. Let F be a Young function
satisfying (2.2) and (2.3). Let E ⊂ Rn. Suppose that u ∈ W 1,1loc (R
n) is precisely
represented, u ≥ 1 on E. Then
Hn−m∞ (E) ≤ C
∫
Rn
(
F(|∇u|) + F(|u|)
)
dx.
6. Application of the general criterion
In this section we prove Theorem 1.3. The reader interested only in the Lebesgue
scale of spaces may read the arguments with F(t) = tp and appeal to Corollary 5.4.
This is sufficient to establish Theorems 1.1 and 1.2. To prove the more general
result we use the estimate in Theorem 5.5.
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Proof. In view of Theorem 3.3 it is sufficient to verify the assumptions of Theorem
4.4. Select a point z ∈ Rn+m and r > 0. Writing z = (x0, y0) we have
Gf ∩B(z, r) ⊂ Gf ∩ [B(x0, r)×B(y0, r)]
hence
π (Gf ∩B(z, r)) ⊂ B(x0, r) ∩ f
−1(B(y0, r)).
Let E = B(x0, r) ∩ f−1(B(y0, r)) and define Eˆ by
Eˆ =
1
2r
(E − x0) = {x ∈ R
n : x0 + 2rx ∈ E}.
Then
Hn−m∞ (Eˆ) = (2r)
m−nHn−m∞ (E).
and thus
Hn−m∞
(
π(Gf ∩B(z, r))
)
≤ Crn−mHn−m∞ (Eˆ),(6.1)
where C = C(m,n). Now, ξ ∈ Eˆ implies that
|ξ| ≤
1
2
and
|f(x0 + 2rξ)− f(x0)|
2r
≤
1
2
.
Thus we consider the test function uη where
u(ξ) = 2
(
1−
|f
(
x0 + 2rξ)
)
− f(x0)|
2r
)+
and η is a smooth cutoff function such that χ
B(0,
1
2 )
≤ η ≤ χ
B(0,1)
. If m = 1, we set
F(t) = t and apply Corollary 5.2 to the function uη. If m > 1, we use Proposition
2.1 to find a Young function F satisfying (2.2) and (2.3) such that∫
Ω
F(|∇u|) dx <∞
and apply Theorem 5.5 to the function uη. In either case we obtain
Hn−m(Eˆ) ≤ C
∫
B(0,1)
(
F(|uη|) + F(|∇(uη))
)
dξ
≤ C
∫
B(0,1)∩{u>0}
(
1 + F(|∇u|)
)
dξ
Applying the change of variable x→ x0 + 2rξ this becomes
Hn−m(Eˆ) ≤ Cr−n
∫
B(x0,2r)∩f−1(B(y0,2r))
(
1 + F(|∇u|)
)
dx.(6.2)
Since
B(x0, 2r) ∩ f
−1(B(y0, 2r)) ⊂ π(Gf ∩B(z, 4r))
(6.1) and (6.2) above imply
Hn−m∞ (π(Gf ∩B(z, r))) ≤ C r
−m
∫
pi(Gf∩B(z,4r))
(
1 + F(|∇u|)
)
dx,
verifying the assumptions of Theorem 4.4 with θ = C
(
1 + F(|∇u|)
)
and thus con-
cluding the proof.
11
We now establish a result that yields Theorem 1.1 under a condition that allows
some of the coordinate functions to be members ofW 1,p(Rn), p < m, provided that
the remaining ones are Lipschitz. For this purpose, let 1 ≤ k < m < n and let
h : Rn → Rm have the form
h = (f1, . . . , fk, gk+1, . . . , gm)
with f1, . . . , fk ∈ W 1,p(Rn), p > k, and gk+1, . . . , gm Lipschitz.
6.1. Theorem. With h as above, |Jh| ∈ L1(Rn) and∫
Rn
|Jh| dx =
∫
Rm
Hn−m(h−1(y)) dy
for each measurable set E ⊂ Rn.
Proof. By Theorem 3.3 it suffices to show that Hn(f¯(N)) = 0 whenever N ⊂ Rn
and Ln(N) = 0. Write h = (f, g) with f = (f1, . . . , fk) and g = (gk+1, . . . , gm) and
let N ⊂ Rn satisfy Ln(N) = 0. Identify Rn+k with Rn × Rk and write z ∈ Rn+k
as z = (z′, z′′) with z′ ∈ Rn, z′′ ∈ Rk. By Theorem 1.2 the set f¯(N) ⊂ Rn+k
has Hn measure zero. Define g∗ : Rn+k → Rn+m by g∗(z) = (z, g(z′)). Then g∗
is Lipschitz, h = g∗ ◦ f¯ , and therefore h(N) = g∗ ◦ f¯(N) has Hn measure zero in
R
n+m.
7. Ho¨lder continuous mappings
In this section we prove Theorem 1.4. The following result from [HM] plays a
crucial role in the proof.
7.1. Theorem. Let p < n, a > 0, β ∈ (0, 1) and γ > 0. Let Ω ⊂ Rn be an open
set and u ∈W 1,m(Ω) be a nonnegative function such that u > 0 a.e. Let
Z =
{
z ∈ Ω : lim sup
r→0
r−β −
∫
B(z,r)
u dx < γ
}
.(7.1)
Suppose that Hn−m(Z) > a. Then there exists a compact set F ⊂ Ω \ Z such that
Ln(F ) > 0 and
sup
F
um ≤ C
∫
F
|∇u|m dx,
where C = C(n,m, a, β).
Proof of Theorem 1.4. As in the proof of Theorem 1.1 above it is sufficient to verify
(3.2) whenever E ⊂ Rn and Ln(E) = 0. Find an open set Ω such that E ⊂ Ω and∫
Ω
|∇f |m dx < ε.(7.2)
Set
Y = Ya =
{
y ∈ Rm : Ln(E ∩ f−1(y)) = 0, Hn−m(E ∩ f−1(y)) > a
}
.
Owing to the Ho¨lder continuity of f , given y ∈ Y we may apply Proposition 7.1
to the set Ω and the function u = |f − y| and find a δ(y) > 0 and a compact set
F (y) ⊂ Ω such that Ln(F (y)) > 0 and
sup
F (y)
|f(x)− y|m < δ(y) ≤
∫
F (y)
|∇f |m dx.(7.3)
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Using a Vitali type covering argument to the system of balls B(y, δ(y)) we find
disjointed balls B(yj , δj) and sets Fj such that yj ∈ Y , δj = δ(yj), Fj = F (yj), and
Y ⊂
⋃
j
B(yj , 5δj).
Since the balls Bj are disjointed, the sets Fj ⊂ f−1(B(yj , δj)) are also disjointed.
We infer that
Lm(Y ) ≤
∑
j
Lm(B(yj , 5δj)) ≤ C
∑
j
δmj ≤ C
∑
j
∫
Fj
|∇f |m dx
≤ C
∫
Ω
|∇f |m dx < Cε.
Letting ε→ 0 we obtain that Lm(Y ) = 0. Since a > 0 was arbitrary and the set{
y ∈ Rm : Ln(f−1(y)) > 0
}
is countable (and thus of zero m-dimensional measure), we easily conclude the
proof.
7.2. Remark. The proof above can be modified to give an independent proof of
Theorem 1.1 when p > m. Indeed, by [HM, Prop. 3.2]. Hn−m-a.e. z ∈ Rn satisfies
lim sup
r→0
r−β −
∫
B(z,r)
|f(x)− f(z)| dx <∞
with β = 1− mp , provided that f ∈ W
1,p(Rn;Rm) and p > m.
Alternatively, when p > 1 one can use the fact that for 0 < λ < 1 and ε > 0
there exists an open set U and a mapping g ∈ W 1,p(Rn;Rm) so that g is Ho¨lder
continuous with exponent λ, f(x) = g(x) for all x ∈ Rn \ U , and B1−λ,p(U) < ε,
where B1−λ,p is the Bessel capacity. See [BHS], [S]; a weaker but also sufficient
result of this type is given in [M1]. Thus for f ∈ W 1,p(Rn;Rm) there is a set N
with B1−λ,p(N) = 0 so that (1.2) holds for all E ⊂ R
n \N . In case p > m then λ
may be chosen so that Hn(N) = 0, extending (1.2) to all measurable sets E ⊂ Rn.
8. Further results on the graph mapping
In this section we consider properties of the graph Gf for mappings in the bor-
derline case W 1,m(Rn;Rm), for 1 ≤ m ≤ n. The following Theorem was proved
in [MM] for k = n and extended to k ≥ n in [M4].
8.1. Theorem. Suppose that k ≥ n and that f ∈ W 1,nloc (R
n;Rk) is Ho¨lder contin-
uous. Then f satisfies condition (N).
We observe that mappings f ∈ W 1,p(Rn;Rk), p > n, satisfy the hypothesis of
Theorem 3.3 and therefore this result gives a new proof of the area formula of
Marcus and Mizel [MMi].
We let G(n,m) denote the Grassmann manifold of m dimensional subspaces of
R
n. Given V ∈ G(n,m) let V ⊥ ∈ G(n, n−m) denote its orthogonal complement.
Writing x ∈ Rn as x = xV + xV ⊥ , with xV ∈ V and xV ⊥ ∈ V
⊥, the orthogonal
projection PV : R
n → V is given by PV (x) = xV . If V ∈ G(n,m) andW ∈ G(n, k),
m+ k ≥ n, observe that
V ⊥ ⊂W if and only if W⊥ ⊂ V.
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In this case we write V ⊥ W . The following proposition is an immediate conse-
quence of the definitions.
8.2. Proposition. If V ⊥W then
1. PV (W ) = V ∩W
2. PV (W + a) ∩ PV (W + b) = ∅ for all a, b ∈W⊥, a 6= b.
Recall that the n dimensional integralgeometric measure of a set E ⊂ Rn+m is
given by
In(E) =
∫
G(n+m,n)
∫
V
N(PV , E, y) dH
n(y) dσn+m,n(V ),
where N(PV , E, y) is the number of points x ∈ E satisfying PV (x) = y, and σn+m,n
is a normalized Haar measure on G(n +m,n). In order to prove Theorem 1.5 it
suffices to show that In(f¯(E)) = 0 whenever Ln(E) = 0. This is a consequence of
the following theorem.
8.3. Theorem. Assume that 1 ≤ m ≤ n and that f ∈ W 1,m(Rn;Rm) is Ho¨lder
continuous. If N ⊂ Rn and Ln(N) = 0, then Hn(PV ◦ f¯(N)) = 0 for every
V ∈ G(n+m,n).
Proof. Identify Rn with the subspace {x ∈ Rn+m : xn+1 = . . . = xn+m = 0} of
R
n+m and choose V ∈ G(n + m,n). Let W ∈ G(n + m, 2m) be any subspace
containing (Rn)⊥ and V ⊥. Then Rn ⊥W , hence W⊥ ⊂ Rn. Writing
R
n = (Rn ∩W )⊕ (Rn ∩W⊥) = (Rn ∩W )⊕W⊥,
it follows from Proposition 8.2 that the sets {Rn ∩ (W + t): t ∈ W⊥} are disjoint
m planes in Rn whose union is Rn. Similarly, the sets {V ∩ (W + t): t ∈W⊥} are
disjoint m planes in V whose union is V .
For brevity we write Wt =W + t. Define h : V →W⊥ by h = PW⊥ |V . Then for
t ∈ W⊥ we have h−1(t) = V ∩Wt. By the coarea formula for Lipschitz mappings
between rectifiable sets [F5, 3.2.22] it follows that∫
E
|Jnh| dH
n(x) =
∫
W⊥
Hm(E ∩Wt) dH
n−m(t)
for any Hn measurable subset E of V , where Jnh is the (non-zero constant) n
dimensional Jacobian of h. Denoting this constant by J and taking E = PV ◦ f¯(A)
for a Borel set A ⊂ Rn we have
Hn(E) = J−1
∫
W⊥
Hm((PV ◦ f¯(A)) ∩Wt) dH
n−m(t)
= J−1
∫
W⊥
Hm((PV (f¯(A) ∩Wt)) dH
n−m(t)
≤ J−1
∫
W⊥
Hm(f¯(A) ∩Wt)) dH
n−m(t)
by Proposition 8.2 and the fact that Hausdorff measure does not increase under
orthogonal projection.
On the other hand, since f¯ ∈W 1,mloc (R
n;Rn+m) andW 1,m is invariant under any
nonsingular linear change of coordinates, Fubini’s theorem implies that
f¯t := f¯ |Rn∩Wt ∈W
1,m
loc (R
n ∩Wt;R
n+m)(8.1)
14
for Hn−m almost all t ∈ W⊥. Since m = dim(Rn∩Wt), Theorem 8.1 above implies
that
Hm(f¯t(A)) =
∫
A∩Wt
|Jmf¯t(x)| dH
m(x)
for Hn−m almost all t ∈W⊥ whenever A ⊂ Rn is Lebesgue measurable and where
Jmf¯t is the m dimensional Jacobian of f¯t. Proposition 8.2 implies that f¯t(E) =
f¯(E) ∩Wt, hence for all such t we have
Hm(f¯(A) ∩Wt) =
∫
A∩Wt
|Jmf¯t(x)| dH
m(x).
To complete the argument let N ⊂ Rn be a set with Lebesgue measure zero
and let A ⊂ Rn be a Borel set containing N with Lebesgue measure zero. Fubini’s
theorem implies that Hm(A ∩Wt) = 0 for Hn−m almost all t ∈ W⊥, and therefore
Hm(f¯(A) ∩Wt) = 0
for all such t. It follows that
Hn(PV ◦ f¯(N)) ≤ H
n(PV ◦ f¯(A)) ≤ J
−1
∫
W⊥
Hm(f¯(A) ∩Wt) dH
n−m(t) = 0,
establishing the lemma.
This result is not sufficient to conclude that Hn(f¯(N)) = 0, since there exist sets
of positive Hausdorff measure whose projection in every direction has zero measure,
cf. [M][Example 9.2]. However, with the help of [M, Corollary 9.8] and [F5, 3.2.27]
we arrive at the following.
8.4. Corollary. With f and N as in the proof of Theorem 8.3, In(f¯(N)) = 0. In
particular, the Hausdorff dimension of f¯(N) does not exceed n. Moreover, either
Hn(f¯(N)) = 0 or f¯(N) is purely Hn unrectifiable.
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