This paper adresses the statistical behaviour of spatial smoothing subspace DoA estimation schemes using a sensor array in the case where the number of observations N is significantly smaller than the number of sensors M , and that the smoothing parameter L is such that M and N L are of the same order of magnitude. This context is modelled by an asymptotic regime in which N L and M both converge towards ∞ at the same rate. As in recent works devoted to the study of (unsmoothed) subspace methods in the case where M and N are of the same order of magnitude, it is shown that it is still possible to derive improved DoA estimators termed as Generalized-MUSIC with spatial smoothing (G-MUSIC SS). The key ingredient of this work is a technical result showing that the largest singular values and corresponding singular vectors of low rank deterministic perturbation of certain Gaussian block-Hankel large random matrices behave as if the entries of the latter random matrices were independent identically distributed. This allows to conclude that when the number of sources and their DoA do not scale with M, N, L, a situation modelling widely spaced DoA scenarios, then both traditional and Generalized spatial smoothing subspace methods provide consistent DoA estimators whose convergence speed is faster than 1 M . The case of DoA that are spaced of the order of a beamwidth, which models closely spaced sources, is also considered. It is shown that the convergence speed of G-MUSIC SS estimates is unchanged, but that it is no longer the case for MUSIC SS ones.
number of available samples N of the observed signal is much larger than the number of sensors M of the array (see e.g. [14] and the references therein). More recently, the case where M and N are large and of the same order of magnitude was addressed for the first time in [10] using large random matrix theory. [10] was followed by various works such as [7] , [17] , [6] , [5] . The number of observations may also be much smaller than the number of sensors. In this context, it is well established that spatial smoothing schemes, originally developped to address coherent sources ( [4] , [13] , [11] ), can be used to artificially increase the number of snapshots (see e.g. [14] and the references therein, see also the recent related contributions [15] , [16] N , a block-Hankel random matrix, was a Gaussian random matrix with independent identically distributed.
To establish this result, we rely on the recent result [8] addressing the behaviour of the singular values of large block-Hankel random matrices built from i.i.d. Gaussian sequences. [8] implies that the empirical eigenvalue distribution of matrix
converges towards the Marcenko-Pastur distribution, and that its eigenvalues are almost surely located in the neigborhood of the support of the above distribution. This allows to generalize the results of [3] to our random matrix model, and to characterize the behaviour of the largest eigenvalues and eigenvectors of
. We deduce from this improved subspace estimators, called DoA G-MUSIC SS (spatial smoothing) estimators, which are similar to those of [17] and [5] . We deduce from the results of [18] that when the DoAs do not scale with M, N, L, i.e. if the DoAs are widely spaced compared to aperture array, then both G-MUSIC SS and traditional MUSIC SS estimators are consistent and converge at a rate faster than 1 M . Moreover, when the DoAs are spaced of the order of 1 M , the behaviour of G-MUSIC SS estimates remains unchanged, but the convergence rate of traditional subspace estimates is lower. This paper is organized as follows. In section II, we precise the signal models, the underlying assumptions, and formulate our main results. In section III, we prove that the largest singular values and corresponding singular vectors of low rank deterministic perturbation of certain Gaussian block-Hankel large random matrices behave as if the entries of the latter random matrices were independent identically distributed. In section IV, we apply the results of section III to matrix Y (L) N , and follow [5] in order to propose a G-MUSIC algorithm to the spatial smoothing context of this paper. The consistency and the convergence speed of the G-MUSIC SS estimates and of the traditional MUSIC SS estimates are then deduced from the results of [18] . Finally, section V present numerical experiments sustaining our theoretical results.
Notations : For a complex matrix A, we denote by A T , A * its transpose and its conjugate transpose, and by Tr (A) and A its trace and spectral norm. The identity matrix will be I and e n will refer to a vector having all its components equal to 0 except the n-th equals to 1. For a sequence of random variables (X n ) n∈N and a random variable X, we write X n a.s.
−−−→ n→∞ X when X n converges almost surely towards X. Finally, X n = o P (1) will stand for the convergence of X n to 0 in probability, and X n = O P (1) will stand for tightness (boundedness in probability).
II. PROBLEM FORMULATION AND MAIN RESULTS.

A. Problem formulation.
We assume that K narrow-band and far-field source signals are impinging on a uniform linear array of M sensors, with K < M . In this context, the M -dimensional received signal (y n ) n≥1 can be written as
• (v n ) n≥1 is a temporally and spatially white complex Gaussian noise with spatial covariance
The received signal is observed between time 1 and time N , and we collect the available observations
We assume that Rank(S N ) = K for each M, N greater than K. The DoA estimation problem consists in estimating the K DoA θ 1 , . . . , θ K from the matrix of
When the number of observations N is much less than the number of sensors M , the standard subspace method fails. In this case, it is standard to use spatial smoothing schemes in order to artificially increase the number of observations. In particular, it is well established that spatial smoothing schemes allow to use subspace methods even in the single snapshot case, i.e. when N = 1 (see e.g. [14] and the references therein). If L < M , spatial smoothing consists in considering L overlapping subarrays of dimension
At each time n, L snapshots of dimension M − L + 1 are thus available, and the scheme provides N L observations of dimension M − L + 1. In order to be more specific, we introduce the following notations. If L is an integer less than M , we denote by 
Column l of matrix Y (L) n corresponds to the observation on subarray l at time n. Collecting all the observations on the various subarrays allows to obtain N L snapshots, thus increasing artificially the number of observations. We define
In order to express Y
n . We remark that A (L) (θ) is rank 1, and can be written as
March 30, 2015 DRAFT
We consider the
which, of course, is a rank K matrix whose range coincides with the subspace generated by the (M −
where matrix V
N is the block Hankel matrix corresponding to the additive noise. As matrix S N ⊗ I L is full rank, the extended obervation matrix Y (L) N appears as a noisy version of a low rank component whose range is the K-dimensional subspace generated by vectors
Therefore, it is potentially possible to estimate the DoAs (θ k ) k=1,...,K using a subspace approach based on the eigenvalues / eigenvectors decomposition of matrix
The asymptotic behaviour of spatial smoothing subspace methods is standard in the regimes where M − L + 1 remains fixed while N L converges towards ∞. This is due to the law of large numbers which implies that the empirical covari- 
In other words, it holds that
The traditional pseudo-spectrum estimateη
thus verifies
where
is the MUSIC pseudo-spectrum. Moreover, the K MUSIC traditional DoA estimates, defined formally, for k = 1, . . . , K, bŷ
where I k is a compact interval containing θ k and such that I k ∩ I l = ∅ for k = l, are consistent, i.e. 
In regime (11) , N thus converges towards ∞ but at a rate that may be much lower than M thus modelling contexts in which N is much smaller than M . As N → +∞, it also holds that
As in regime (11) N depends on M , it could be appropriate to index the various matrices and DoA estimators by integer M rather than by integer N as in definitions (5) and (9) . However, we prefer to use the index N in the following in order to keep the notations unchanged. We also denote projection matrix Π (L) and pseudo-spectrum
N and η N (θ) because they depend on M . Moreover, in the following, the notation N → +∞ should be understood as regime (11) for some β ∈ (1/3, 1].
B. Main results.
In regime (11) , (7) is no more valid. Hence, (10) is questionable. In this paper, we show that it is possible to generalize the G-MUSIC estimators introduced in [5] in the case where L = 1 to the context of spatial smoothing schemes in regime (11) and establish the following results. Under the separation condition that the K non zero eigenvalues of matrix
each N large enough, we deduce from [18] that:
• the spatial smoothing traditional MUSIC estimates (θ
..,K and the G-MUSIC SS estimates, denoted (θ k,N ) k=1,...,K are consistent and verify
(12) and (13) hold when the DoA (θ k ) k=1,...,K do not scale with M, N . In pratice, this assumption corresponds to practical situations where the DoA are widely spaced because when the DoA (θ k ) k=1,...,K are fixed, the ratio
converges towards ∞. We deduce from [18] that:
• If K = 2 and that the 2 DoAs scale with M, N is such a way that
, then the G-MUSIC SS estimates still verify (13) while the traditional MUSIC SS estimates no longer verify (12) As in the case L = 1, the above mentioned separation condition ensures that the K largest eigenvalues
N )/N L correspond to the K sources, and the signal and noise subspaces can be separated. In order to obtain some insights on this condition, and on the potential benefit of the spatial smoothing, we study the separation condition when M and N converge towards ∞ at the same rate, i.e. when 
for each (M, N ) large enough. If L = 1, the separation condition introduced in the context of (unsmoothed) G-MUSIC algorithms ( [5] ) is of course recovered, i.e.
is close from A * M A M and the separation condition is nearly equivalent to
Therefore, it is seen that the use of the spatial smoothing scheme allows to reduce the threshold σ In this section, N, M, L still satisfy (11) while K is a fixed integer that does not scale with N . We
N defined previously, and introduce matrix Z N defined
in order to simplify the notations. The entries of Z N have of course variance σ 2 /N L. In the following,
for each N large enough. We denote by 
Moreover, we assume that:
Here, for ease of exposition, we assume that the eigenvalues (λ k,N ) k=1,...,K have multiplicity 1 and that λ k = λ l for k = l. However, the forthcoming results can be easily adapted if some λ k coincide.
We define matrix X N as
X N can thus be interpreted as a rank K perturbation of the block-Hankel matrix Z N . The purpose of this section is to study the behaviour of the K largest eigenvalues (λ k,N ) k=1,...,K of matrix X N X * N as well as of their corresponding eigenvectors (û k,N ) k=1,...,K . It turns out that (λ k,N ) k=1,...,K and (û k,N ) k=1,...,K behave as if the entries of matrix Z N where i.i.d. To see this, we have first to precise the behaviour of the eigenvalues of matrix Z N Z * N in the asymptotic regime (11) .
A. Behaviour of the eigenvalues of matrix
We first recall the definition of the Marcenko-Pastur distribution µ σ 2 ,c of parameters σ 2 and c (see e.g.
[1]). µ σ 2 ,c is the probability distribution defined by
is known to satisfy the fundamental equation (17) or equivalently,
wherem . m * (z) andm * (z) verify Equations (18) and (19) for c = c * .
We also denote by x − * and x + * the terms
is analytic on C−[x − * , x + * ], verifies w * (x + * ) = σ 2 √ c * , and increases from σ 2 √ c * to +∞ when x increases from x + * to +∞ (see [3] , section 3.1). Moreover, if φ * (w) denotes function defined by
then, φ * increases from x + * to +∞ when w increases from σ 2 √ c * to +∞. Finally, it holds that
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Proposition 1.
• (i) The eigenvalue distribution of matrix Z N Z * N converges almost surely towards the Marcenko-Pastur distribution µ σ 2 ,c * , or equivalently, for each z ∈ C − R + ,
• (ii) For each ǫ > 0, almost surely, for N large enough, all the eigenvalues of
if c * > 1.
•
Moreover, for each z ∈ C + , it holds that
Finally, for each ǫ > 0, convergence properties (24, 25, 26) hold uniformly w.r.t. z on each compact
The proof is given in the Appendix. N . However, the hypothesis that β > 1/3, which is also equivalent to L = O(M α ) with α < 2/3, is necessary to establish item (ii).
B. The K largest eigenvalues and eigenvectors of
While matrix Z N does not meet the conditions formulated in [3] , Proposition 1 allows to use the approach used in [3] , and to prove that the K largest eigenvalues and corresponding eigenvectors of X N X * N . behave as if the entries of Z N were i.i.d. In particular, the following result holds.
Theorem 1.
We denote by s, 0 ≤ s ≤ K, the largest integer for which
Then, for k = 1, . . . , s, it holds that
Moreover, for k = s + 1, . . . , K, it holds that
Finally, for all deterministic sequences of unit norm vectors
where function h * (z) is defined by
For the reader's convenience, we provide in the appendix some insights on the approach developed in [3] to prove (28) and (29). For more details on (30), see the proof of Theorem 2 in [5] as well as the identity
where ′ represents the derivation w.r.t. z.
IV. DERIVATION OF A CONSISTENT G-MUSIC METHOD.
We now use the results of section III for matrix
We recall that (λ k,N ) k=1,...,M −L+1 and (û k,N ) k=1,...,M −L+1 represent the eigenvalues and eigenvectors
N /N L, and that (λ k,N ) k=1,...,K and (u k,N ) k=1,...,K are the non zero eigenvalues and corresponding eigenvectors of
N represents the orthogonal projection matrix onto the noise subspace, i.e. the orthogonal complement March 30, 2015 DRAFT of the space generated by vectors (a M −L+1 (θ k )) k=1,...,K and that η N (θ) is the corresponding MUSIC pseudo-spectrum
Theorem 1 allows to generalize immediately the results of [5] and [18] concerning the consistency of G-MUSIC and MUSIC DoA estimators in the case L = 1. More precisely:
Theorem 2. Assume that the K non zero eigenvalues (λ k,N ) k=1,...,K converge towards deterministic terms λ 1 > λ 2 > . . . > λ K and that
Then, the estimatorη N (θ) of the pseudo-spectrum η N (θ) defined bŷ
This result can be proved as Proposition 1 in [5] .
In order to obtain some insights on condition (32) and on the potential benefits of the spatial smoothing, we explicit the separation condition (32) when M and N converge towards ∞ at the same rate, i.e. when M N → d * , or equivalently that β = 1 and that L does not scale with N . In this case, it is clear that c * coincides with
where • represents the Hadamard (i.e. element wise) product of matrices, and where B stands for the complex conjugation operator of the elements of matrix B. If we assume that
, we obtain that the separation condition is nearly equivalent to
Therefore, it is seen that the use of the spatial smoothing scheme allows to reduce the threshold σ If L becomes too large, the above rough analysis is no more justified and the impact of the diminution of the number of antennas becomes dominant, and the performance tends to decrease. This analysis is sustained by the numerical simulations presented in section V.
We define the DoA G-MUSIC SS estimates (θ k,N ) k=1,...,K bŷ
where I k is a compact interval containing θ k and such that I k ∩ I l = ∅ for k = l. As in [5] , (34) as well as the particular structure of directional vectors a M −L+1 (θ) imply the following result which can be proved as Theorem 3 of [5]
Theorem 3. Under condition (32), the DoA G-MUSIC SS estimates
for each k = 1, . . . , K.
Remark 2. We remark that under the extra assumption that
converges towards a diagonal matrix, [5] (see also [19] for more general matrices S) proved when L = 1 that M 3/2 θ k,N − θ k
converges in distribution towards a Gaussian distribution. It would be interesting to generalize the results
of [5] and [19] 
to the G-MUSIC estimators with spatial smoothing in the asymptotic regime (11). This is a difficult task that is not within the scope of the present paper.
Theorem 1 also allows to generalize immediately the results of [18] concerning the consistency of the traditional estimates (θ (t) k,N ) k=1,...,K in the case L = 1. In particular, while the traditional estimateη
N of the pseudo-spectrum is not consistent, it is shown in [18] that if L = 1, then the arguments of its local minima (θ (t) k,N ) k=1,...,K are consistent and verify
for each k = 1, . . . , K if the separation condition is verified. The reader can check that Theorem 1 allows to generalize immediately this behaviour to the traditional DoA MUSIC estimates with spatial smoothing in regime (11) . More precisely, the following result holds.
Theorem 4. Under condition (32), the DoA traditional MUSIC SS estimates (θ
for each k = 1, . . . , K. [18] in the case L = 1 that if 
Remark 3. It is established in
In general, the traditional MUSIC SS estimates defined by (42) when the G-MUSIC estimateη N (θ) is
replaced by the traditional spectrum estimateη
V. NUMERICAL EXAMPLES
In this section, we provide numerical simulations illustrating the results given in the previous sections.
We first consider 2 closely spaced sources with DoAs θ 1 = 0 and θ 2 = Table I provides the minimum value of SNR for which the separation condition, in its finite length version (i.e. when the limits (λ k ) k=1,...,K and c * are replaced by (λ k,N ) k=1,...,K and c N respectively) holds, i.e.
It is seen that the minimal SNR first decreases but that it increases if L is large enough. This confirms the discussion of the previous section on the effect of L on the separation condition.
In figure 1 , we represent the mean-square errors of the G-MUSIC SS estimatorθ 1 for L = 2, 4, 8, 16
versus SNR. The corresponding Cramer-Rao bounds is also represented. As expected, it is seen that the performance tends to increase with L until L = 16. In figure 2 , L is equal to 16, 32, 64, 96, 128.
For L = 32, it is seen that the MSE tends to degrade at high SNR w.r. shown that it is possible to generalize the G-estimators introduced in [5] , and have deduced from [18] their properties.
APPENDIX A INSIGHTS ON THE PROOF OF (28) AND (29).
We first recall that [3] established that for 1 ≤ k ≤ K, ifλ k,N does not converge towards a limit strictly greater than x + * , thenλ k,N converges towards x + * . We have therefore to evaluate the behaviour of the eigenvalues of X N X * N that are greater than x + * + ǫ for some ǫ > 0. If C represents a P × Q matrix, we denote by C the (P + Q) × (P + Q) hermitian matrix defined by
Then, the non zero eigenvalues of C coincide with the (positive and negative) square roots of the non zero eigenvalues of matrix CC * , and the corresponding eigenvectors are the (P + Q)-dimensional 
where J is defined by
Then, x is not a singular value of Z N Z * N , and therefore, not an eigenvalue of Z N . Therefore, it holds that
Using the identity
we obtain immediately that
Item (iii) of Proposition 1 implies that the elements of S N (w) converge almost surely, uniformly on the
] towards the elements of matrix S * (w) defined by
It is easy to check that det(S N (w)) and det(S * (w)) are functions of w 2 . We define functions s N and s * on C − [0, x + * + ǫ] by s N (w 2 ) = det(S N (w)) and s * (w 2 ) = det(S * (w)). It is clear that almost surely, s N (z) → s * (z) uniformly on the compact subsets of C − [0, (x + * + ǫ)]. Therefore, in order to precise the behaviour of the eigenvalues of X N X * N that are greater than x + * + ǫ (i.e. the solutions of the equation s N (x) = 0 greater than x + * + ǫ), it is first useful to characterize the solutions of the equation s * (x) = 0. The equation s * (x) = 0 is equivalent to
or equivalently to w * (x) = λ k for k = 1, . . . , K. Using the properties of function w * , we obtain immediately that if ǫ < ρ s − x + * = φ * (λ s ) − x + * , then the solutions of s * (x) = 0 that are greater than x + * + ǫ coincide with the (ρ k ) k=1,...,s defined by ρ k = φ * (λ k ) for k = 1, . . . , s. Using this, it can be proved using appropriate arguments that, almost surely, for N large enough, then the s greatest eigenvalues (λ k,N ) k=1,...,s of X N X * N are greater than x + * + ǫ, and that λ k,N → ρ k for k = 1, . . . , s 1 .
APPENDIX B PROOF OF PROPOSITION 1.
The proof of Proposition 1 is based on the results of [8] . In order to explain this, we denote by
The variance of the entries of W N is equal to
. Therefore, matrix W N is similar to the matrices studied in [8] except that the integers (M, N ) in [8] should be exchanged by (N, M −L+1). In particular, after this replacement, it is clear that the asymptotic regime (11) coincides with the regime in [8] . In order to recall the results of [8] , we denote by t N (z),t N (z), t * (z) andt * (z) the Stieltjes transforms of the 
for each z ∈ C + . As we have
1 The arguments used in [3] require the uniform convergence of sN towards s * on the set Re(z) > x + * + ǫ, a property that is not established in Proposition 1. However, the proof of the contuinity lemma 2.1 in [2] can be simplified, and only needs the uniform convergence on compact sets.
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Using Equations (18, 19) , it is easy to verify that m * (z) = c −1 * t * (zc −1 * ) andm * (z) = c −1 * t * (zc −1 * ). This establishes (23) and the convergence of the eigenvalue distribution of Z N Z * N towards µ σ 2 ,c * . Asymptotic regime (11) 
where α < 2/3. Therefore, [8] implies that for each ǫ > 0, almost surely, for N large enough, the eigenvalues of
(45) and the convergence of c N towards c * lead immediately to item (ii) of Proposition 1.
Using the same arguments as above, (25) appears as a consequence of
While (46) does not appear explicitely in [8] , it can be deduced rather easily from the various intermediate results proved in [8] . For this, we first remark that
and establish that the 2 terms at the right hand side of the above equation converge towards 0. In order to simplify the notations, we denote by ξ the first term. The almost sure convergence of ξ towards 0 follows from the Poincaré-Nash inequality (see e.g. Proposition 2 of [8] ).
in Proposition 6 of [8] , we obtain immediately that
As L/M → 0, this implies that ξ converges in probability towards 0. In order to prove the almost sure convergence, we briefly justify that for each n, it holds that
(47) can be established by induction on n. As mentioned above, (47) is verified for n = 1. We now assume that it holds until integer n − 1, and prove (47). For this, we use the obvious relation:
Using the Poincaré-Nash inequality as in the proof of Proposition 6 of [8] , we obtain easily that
where C is a constant that depends on z but not on the dimensions L, M, N . As (47) is assumed to hold until integer n − 1, this implies that
Therefore, (47) for n = 3 leads to
As 2 − 3α > 0, the use of the Markov inequality and of the Borel-Cantelli lemma imply that ξ converges towards 0 almost surely as expected.
It remains to justify thatã * N (E(Q N,W (z)) − t * (z)I)b N converges towards 0. Although it is not stated explicitely in [8] , it can immediately deduced from Eq. 
for each z ∈ C + . The behaviour of matrix E(Q N,W (z)) is not studied in [8] . However, it can be evaluated using the results of [8] . For this, we first simplify the notations and denote by W,W, Q,Q the matrices W N ,W N , Q N,W (z), andQ N,W (z). Moreover, Q is a N L × N L block matrix, so that we denote by
i1,i2 its entry (i 1 + (n 1 − 1)L, i 2 + (n 2 − 1)L).
As in [8] , we denote by τ (N ) (.) and T and to (54). This completes the proof of (49).
We now establish (26). For this, we first remark that for each θ ∈ R, the distribution of matrix Z N e iθ coincides with the distribution of Z N . Therefore, it holds that
which implies that E (Q N (z)Z N ) = 0. In order to complete the proof of (26), it is sufficient to establish that if we denote by κ N the random variable κ N = a * N (Q N (z)Z N ) b N , then, for each p ≥ 1, it holds that
Choosing p large enough leads to κ N − E(κ N ) = κ N → 0 a.s. as expected. (55) can be proved as above by using the Poincaré-Nash inequality.
We finally justify that for each ǫ > 0, (24, 25, 26) hold uniformly w.r.t. z on each compact subset of C − [0, x + * + ǫ]. We just prove that it the case for (26). By item (ii), almost surely, function z → κ N (z) is analytic on C − [0, x + * + ǫ]. We use a standard argument based on Montel's theorem ( [12] , p.282). We first justify that for each compact subset K ⊂ C − [0, x + * + ǫ], then it exists a constant η such that N and b N satisfy sup N ( a N , b N ) < +∞.
(56) implies that the sequence of analytic functions (κ N ) N ≥1 is a normal family . Therefore, it exists a subsequence extracted from (κ N ) N ≥1 that converges uniformly on each compact subset of C − [0, x + * + ǫ] towards a certain analytic function κ * . As (26) holds for each z ∈ C + , function κ * is identically zero. We have thus shown that each converging subsequence extracted from (κ N ) N ≥1 converges uniformly towards 0 on each compact subset of C − [0, x + * + ǫ]. This, in turn, shows that the whole sequence converges uniformly on each compact subset of C − [0, x + * + ǫ] as expected.
