This article compares the asymptotic power properties of the Wald, the Lagrange Multiplier and the Likelihood Ratio test for fractional unit roots. The paper shows that there is an asymptotic inequality between the three tests that holds under fixed alternatives.
where ε t are independent and identically distributed random variables with zero mean and finite variance, and 1{} denotes the indicator function. The fractional difference operator
is defined in terms of the lag operator L by the formal expansion,
for any real α; where for α ≠ 1, 2,…, p i ðaÞ Cði aÞ Cði þ 1ÞCð aÞ ;
and Γ is the Gamma function, with Γ (0) /Γ (0) = 1, so the first coefficients are π 0 (α) =1 and π 1 (α)= α: We consider testing the null hypothesis
versus either a simple alternative
or a composite alternative Robinson's (1991 Robinson's ( , 1994 Both tests are asymptotically equivalent in a local alternative framework, but this theoretical result does not help to un derstand the apparent power superiority of the efficient Wald test over the LM test in practice. In this note, we compare both tests in a fixed alternative framework. For completeness, we also introduce the likelihood ratio (LR) test, and establish an inequality that recalls the well known inequality among the three classical tests.
The LR test can be derived under Gaussianity assumptions from model (1), or it can be motivated by the fact that in model (3), the null and alternative hypotheses are also simple hypotheses when testing H 0 against H A , in particular, the null corresponds to ϕ 0 and the alternative to ϕ 1. In both cases, for the simple alternative case the LR statistic is
In the composite alternative H 1 case, d A should be replaced by the maximum likelihood estimator of d.
It can be shown that, under the appropriate assumptions, the three tests share the same asymptotic null distribution, are locally asymptotically equivalent, and are consistent. Hence, in order to compare them, we are going to use a fixed alternative framework and compute the probabilistic limit of the properly normalized test statistics. Without loss of generality, we are going to assume that ε t has unit variance.
First 
Second, using the basic relation of least squares regression theory, the efficient Wald test can be expressed as
where R 2 (d) denotes the squared sample correlation between Δy t and z t 1 (d). Therefore, we get that
where ϱ denotes the population correlation between reg ressand and regressor in model (3). Note that the regressand is Δy t Δ 1 d ε t whereas the regressor is (1 d)
It is simple to show that ϱ 2 can be written as
and so
Cð2 dÞ
Cð2 dÞ (4), (5) and (6), as a function of d.
A comparison of expressions (5) and (6) for the case d ¼ 1 À c= T p shows that the LR and the W test are locally asymptotically equivalent, since for this case can also be written as PðW zLRzLMÞY1 as T Yl;
which recalls the well known inequalities between the three classical tests. This analysis supports the simulations results in LV, and suggests that, when some reliable estimator of the true d is available, the Wald test proposed in LV may be preferable to the optimal LM test of Robinson because of the local character of this LM test.
