We prove convergence results for variants of Smirnov's fermionic observable in the critical planar Ising model in presence of free boundary conditions. One application of our analysis is a simple proof of a theorem by Hongler and Kytölä on convergence of critical Ising interfaces with plus-minus-free boundary conditions to dipolar SLE(3), and a generalization of this result to an arbitrary number of arcs carrying plus, minus or free boundary conditions. Another application is a computation of scaling limits of crossing probabilities in the critical FK-Ising model with arbitrary number of alternating wired/free boundary arcs. We also deduce a new crossing formula for the spin Ising model.
The Stochastic Loewner evolution, introduced by Schramm in [Sch00] , is a powerful tool in the study of lattice models in two-dimensional statistical mechanics at criticality. In this approach, one describes random geometric shapes arising in the models by planar growth processes. By means of Loewner's equation for the evolution of conformal maps, such processes can be encoded by continuous, real-valued "driving functions" (see, e. g., [Law05] ).
Schramm's original idea (often called "Schramm's principle") was that for certain boundary conditions, natural conformal invariance and "domain Markov property" assumptions on a random curve can be restated in terms of its driving function. In the scaling limit, these properties identify the latter as a Brownian motion B κt , where the intensity κ > 0 represents the universality class of the model. This approach, pursued in particular in [Smi01, LSW04, SS05, SS09, CN06, ChSm12, CDHKS13], was extremely fruitful. In a more general setup (e. g. for more complicated boundary conditions), the driving processes are typically described by Brownian motion B κt with time-dependent drifts; these processes do not admit such a simple axiomatic characterization anymore, and a lot of work has been done (see e. g. [LSW03, BBH05, BBK05, LK07, Dub07, Zha08, Dub09, IK13, FK13, KP14]) in order to understand them both in general and in relation to concrete lattice models.
One celebrated result in the area is the proof of conformal invariance of fermionic observables in the critical Ising model [Smi06, ChSm12] , leading in particular to the proof that interfaces in the model and its random cluster representation converge to SLE 3 and SLE 16 3 respectively [CDHKS13] . This result was extended in [Izy13] to radial and multiple SLE and to multiply-connected domains with suitable analogs of Dobrushin boundary conditions. Another very interesting case, namely that of free boundary conditions, was treated by Hongler and Kytölä [HK13] , who proved a conjecture of [BBH05] that interfaces in the critical Ising model on a simply-connected domain with plus-minus-free boundary conditions converge to the dipolar SLE 3 , i. e., the SLE κ (ρ) process [LSW03, SW05] with κ = 3 and ρ = − 3 2 . The beautiful proof of Hongler and Kytölä was quite complicated, the main source of technical difficulties being that they did not use discrete analytic or discrete harmonic functions directly. Instead, the key ingredient of the proof, namely the computation of the scaling limit of a martingale observable, was obtained using the convergence of FK-Ising interfaces to SLE 16 3 . The argument relied on explicit formulae for certain SLE martingales, meaning that it was hardly amenable to generalizations.
In the present paper, we point out another approach, employing a direct generalization of Smirnov's observable [ChSm12] to the case when a free boundary arc is present. Our observable is a discrete holomorphic function F (z) defined on a discrete domain Ω δ whose boundary is divided into three arcs. For any z, it possesses a martingale property with respect to the interface in the critical Ising model on Ω δ with +, −, and free boundary conditions on these arcs. Our main new observation is that it is possible to treat the arising boundary value problem, in particular, identify the boundary conditions on the free arc. This enables us to prove the convergence of this observable to a conformally covariant scaling limit using techniques developed in [ChSm12] .
In various degenerate cases, our observable coincides with previously known ones. When there is no free boundary arc, one gets the original Smirnov's observable [Smi10, ChSm12] . When there is no "−" arc, one gets Smirnov's observable for FK-Ising model [Smi10] , which was used to prove convergence of FK-Ising interfaces to SLE 16 3 . Finally, when z is on the boundary, one recovers the observable originally employed in [HK13] .
An advantage of our proof is that it readily generalizes to more complicated geometries. We stick for simplicity to the case of simply connected domains with arbitrary number of boundary arcs, carrying +, −, or free boundary conditions, although in principle, using techniques employed in [Izy13] for fixed boundary conditions, one can extend these results to multiply connected domains. Our result (Theorem 3.1, see Section 3 for details and notation) states that in the limit, the interfaces are conformally invariant and are described by the chordal Loewner evolution with a driving force a 1 (t) satisfying the SDE da 1 (t) = √ 3dB t + D({a i (t), b i (t)})dt, where a i (t) and b i (t) are the images under the Loewner map at time t of the points where boundary conditions change (from + to − and from fixed to free, respectively) and D is a quadratic irrational drift function. We provide a general, explicit formula for D; for example, in the cases of four and five marked points with +/ − / + / free and +/ − /free/ + /free boundary conditions one has , where we took b 2 = ∞ and b 4 = ∞ respectively. As a byproduct, we get the convergence of crossing probabilities in the random cluster representation of the critical Ising model. Given a simply-connected domain with 2k marked boundary arcs, with alternating wired/free boundary conditions on these arcs, pick any subset of wired arcs and consider the probability that these arcs belong to the same cluster. We prove that the scaling limits of those quantities exist and are conformally invariant, and after mapping to the half-plane, are expressed by explicit quadratic irrational functions. This part extends the case of four boundary arcs treated in [ChSm12] . Our technical novelty, which seems essential in the general case, is to consider the observables in the spin representation and then transfer the results by the Edwards-Sokal coupling. To the best of our knowledge, our formulae did not appear explicitly neither in the mathematics nor in the physics literature before.
Incidentally, the explicit computation of the drift functions D and of the crossing prob
Convergence of the observable
Let Ω δ be a simply connected discrete domain of mesh size δ > 0, i. e. a subset of faces of δZ 2 that forms a connected and simply connected polygonal domain, together with all the vertices and edges incident to those faces. We assume that the boundary of Ω δ is divided into three arcs, denoted by {free}, {+} and {−} and separated by vertices a, b, c; this subdivision will specify the boundary conditions B δ in our model.
The Ising model on Ω δ with the boundary conditions B δ is a random assignment σ : Faces(Ω δ ) → ±1 of spins to the faces of Ω δ , with the probability measure given by
The sum in the exponential in (1.1) is then taken over the set of pairs of adjacent faces of δZ 2 separated by an edge of Ω δ , except for those edges that belong to the {free} arc. The spins on the faces of δZ 2 \Ω δ adjacent to {+} and {−} arcs are assumed to be non-random and equal to +1 and −1, respectively. Let us rewrite the definition (1.1) in the low-temperature expansion. Denote by Conf(Ω δ , z 1 , z 2 ), where z 1,2 ∈ Vertices(Ω δ ), the set of all S ⊂ Edges(Ω δ ) such that all vertices of Ω δ have an even degree in S, except for z 1,2 , which have an odd degree. Assign for convenience the value +1 to the faces of δZ 2 \Ω δ adjacent to {free} (we could as well take −1). Given a spin configuration σ : Faces(Ω δ ) → ±1, draw the edges separating faces with different spins (see Fig. 1 ); this gives a bijection from {±1} Faces(Ω δ ) to Conf(Ω δ , a, b), thus endowing the latter set with the probability measure
where x = exp[−2β] will be, from now on, set to its critical value, The free boundary arc (bc) is in gray; S is drawn as if the spins adjacent to (bc) were +1.
It is convenient to endow Ω δ with an additional decoration. First, we add a vertex to the midpoint of each edge; it is clear that the Ising model on the original graph Ω δ in the low-temperature expansion is equivalent to one on the new graph with the weights √ x per half-edge. Second, we add vertices at corners of faces, i. e. for each vertex v of Ω δ , we add four vertices c j at v + We will often identify an edge of Ω δ with its midpoint, and a corner edge with its endpoint. We assign the weight √ x cos π 8 to each corner edge, and extend the definition of Conf(Ω δ , z 1 , z 2 ) and of the corresponding partition functions by allowing z 1,2 to be corners or midpoints of edges. We then use the convention that x |S\{free}| is understood as the product of the weights of edges in the decorated graph that constitute S\{free}.
By a discrete outer normal at a vertex v on the boundary of Ω δ we mean an edge of the decorated graph which connects v to a corner or to a midpoint of an edge not in Ω δ , oriented from v to the latter. An oriented edge e can be viewed as a complex number, and we introduce another number η e ∈ C and the straight line l e ⊂ C by η e := ie |e|
, l e := η e R;
note that η e is defined up to sign which we will specify when necessary. The definition of the fermionic observable is a natural generalization of the one proposed by Smirnov [Smi10, ChSm12] . Let a be a discrete outer normal edge at a, and denote by b, c the discrete outer normal corners at b and c, adjacent to the {−} and to the {+} boundary arcs respectively, see Fig 1. Suppose that z = a is either a corner of Ω δ , or a discrete outer normal, or an edge midpoint of Ω δ \{free} (below we give a separate definition for z ∈ {free}). We put
the winding factor w(S) being defined as follows. Decompose S into a union of loops and a path γ starting with the edge a and ending at z in such a way that no edge is traced twice, and that the loops and the path γ do not cross each other or themselves transversally; we do allow them to have self-touchings or mutual touchings at vertices. Then w(S) is defined to be the winding number of the tangent vector of γ around zero, that is, the net angle by which this vector turns on the way form a to z. It is easy to see that the winding factor e −iw(S)/2 does not depend on the decomposition of S, thus the observable is well defined. Define, for b > 0 and z ∈ H = {z ∈ C : Im z > 0},
Given a simply connected domain Ω with boundary conditions B (specified by marked points a, b, c such that c = a, b), let ϕ B denote a conformal map from Ω to H such that ϕ B (a) = 0 and ϕ B (c) = ∞, and denote
Throughout this paper, we say that discrete domains (Ω δ , B δ ) approximate (Ω, B) if Ω δ converges to Ω as δ tends to zero in the sense of Carathéodory, and the boundary points a δ , b δ , c δ , . . . specifying B δ converge as prime ends to their counterparts in B.
Proposition 1.1. Suppose the domains (Ω δ , B δ ) approximate a simply connected domain (Ω, B), and suppose that B are such that c = a, b. Theñ
uniformly on compact subsets of Ω (here F is viewed as a function on edges of Ω δ ).
Remark 1.2. (i) This is a "bulk" version of [HK13, Theorem 10], which was the main ingredient in the proof of the convergence of interfaces.
(ii) We do not assume that a = b; in particular, we do allow a δ = b δ , i. e. no − arc. This could be used to prove the convergence of interfaces beyond the time it hits the free arc, the result obtained in a different way in [BDH14] .
(iii) The proof goes along the lines of [ChSm12] ; we prove the discrete holomorphicity of F and establish Riemann type boundary conditions, and then we consider the imaginary part of the discrete integral of F 2 , transforming these boundary conditions to Dirichlet ones. The only additional work is to take into account the free part of the boundary.
Proj lq F (z) = F (q) (1.5) whenever a corner q and an edge z are adjacent, z / ∈ {free} and z = a, where Proj l w denotes the orthogonal projection of the complex number w to the line l ⊂ C.
Proof. The proof is the same as for the observable in [ChSm12] ; see Appendix.
The equation (1.5) allows one to recover the value of F (z) from the values at any two corners adjacent to z. In particular, if z is oriented, and if q 1,2 are the corners adjacent respectively to the beginning and to the end of z on its left side, then
When an edge z belongs to {free}, the s-holomorphicity is incompatible with the definition (1.3), and it is more convenient to use the former rather then the latter. Thus, for z ∈ {free}, we define F (z) by (1.6), orienting z to have the domain on its left.
Lemma 1.4. 1. If z = a is a discrete outer normal, then
where the sign of η z is defined by extending continuously from η a (used in the definition of F ) along the boundary in the counterclockwise direction.
2. If an edge z ∈ {free} is oriented to have Ω δ on its left, then
Proof. The first statement follows from an easy observation that if z is a discrete outer normal, then for any S ∈ Conf(Ω δ , a, z) one has iη a e −iw(S)/2 = η z , where η z is defined as in the assertion. For the second statement, note that if q 1,2 are the two corners inside Ω δ adjacent to the beginning and to the end of z, respectively, then
To prove this identity, use the bijection p : S → S (q 1 ∪ z ∪ q 2 ) from Conf(Ω δ , a, q 1 ) to Conf(Ω δ , a, q 2 ), where stands for the symmetric difference. For any S ∈ Conf(Ω δ , a, q 1 ), one has w(p(S)) = w(S) + π 2 and |S\{free}| = |p(S)\{free}|, hence (1.9) follows. It is clear that (1.9) and the definition (1.6) of
The boundary conditions established in Lemma 1.4 may be informally summarized as follows: if n z denotes the outer normal vector at z, then (1.7) implies that F (z)(in z ) 1 2 ∈ R when z ∈ {+} ∪ {−}, and (1.8) means that F (z)(in z ) 1 2 ∈ iR when z ∈ {free}. Of course (1.7) also holds for the discrete outer normals at the vertices of the free boundary arc; however, the s-holomorphicity (1.5) fails for z ∈ {free} and q an adjacent discrete outer normal. Therefore, as we will see, the relevant boundary conditions for {free} are given by (1.8) and not by (1.7).
Define two functions H • , H • on the faces and on the vertices of Ω δ respectively by the following rule. Set H • (u 0 ) = 0, where u 0 is some face of δZ 2 \ Ω δ adjacent to {+} ∪ {−}; we will show in a moment that the choice of u 0 is not important. Next, if v is a vertex of Ω δ , u is a face adjacent to v, and q is the corner adjacent to both of them, then we put
(1.10)
Note that H is well defined by this rule at all the vertices and all the faces of Ω δ and at the faces adjacent to {+} ∪ {−}. Indeed, if q 1,2,3,4 are the corners (in cyclic counterclockwise order) adjacent to an edge e of Ω δ \{free}, then l q 1 and l q 2 are orthogonal to l q 3 and l q 4 , respectively. Hence, the s-holomorphicity condition (1.5) ensures that
which means that summing (1.10) around this edge yields zero. We also mention that H is a version of the imaginary part of the discrete integral of F 2 , namely, if v ∼ v (respectively, u ∼ u ), then
The first identity is easily checked by expressing both sides in terms ofF (q 1,2 ), where q 1,2 are two corners adjacent to the edge (vv ) on the same side, using (1.10) and (1.6) respectively. The second one is similar.
Lemma 1.5. The functions H •,• satisfy the following properties:
• H • ≡ 0 at the faces of δZ 2 \ Ω δ adjacent to {+} ∪ {−}, and H • ≡ 1 at the vertices of {free}. For any vertex v ∈ {+} ∪ {−} one has H • (v) ≥ 0, and for any face u ∈ Ω δ adjacent to {free} one has H • (u) ≤ 1.
• The inequalities
where ∆ stands for the standard discrete Laplacian, hold true for any interior vertex v ∈ Ω δ and any face u ∈ Ω δ not adjacent to {free}. Moreover, they also hold for the boundary vertices v ∈ {+} ∪ {−}, v = a and for the faces u ∈ Ω δ adjacent to {free}, with the Laplacian modified on the boundary:
, where c(z, w) = 1 unless w is either a face of δZ 2 \ Ω δ adjacent to {free}, or a vertex of δZ 2 \ Ω δ adjacent to {+} ∪ {−}, in which case c(z, w) := 2( √ 2 − 1) and we set H • (w) = 1 (respectively, H • (w) = 0).
Proof. Suppose v is a vertex of {+} ∪ {−}, u 1 ∼ u 2 are two faces of δZ 2 \ Ω δ adjacent to v and q 1,2 = (v + u 1,2 )/2 are the corresponding corners. Then, (1.7) implies that
) and the normalization ofF ; thus H • ≡ 1 on {free}. The inequalities follow readily from (1.10).
For the second clause of the lemma, see [ChSm12, Proposition 3.6] or Appendix.
Given boundary conditions B δ , denote by B δ 1 the boundary conditions specified by the marked points (a
with the same {free} arc as B δ but with no {−} arc.
In fact, this lemma is already contained in [Smi06] since F Ω δ ,B δ 1 (·) is nothing but Smirnov's FK-Ising observable for the medial lattice. This can be seen either by observing that it solves the same discrete boundary value problem, or by the Edwards-Sokal coupling.
subharmonic except from {free} where is is equal to 1). Taking into account (1.10), we infer that 0 ≤ H •,• ≤ 1. By [ChSm12, Theorem 3.12], the functions F Ω δ ,B δ 1 form an equicontinuous family on compact subsets of Ω, and thus have subsequential limits. To prove the lemma, it suffices to show that any such limit f must be equal to f Ω,B 1
Since F Ω δ ,B δ 1 are discrete holomorphic, f has to be a holomorphic function; moreover, by (1.12) -(1.13), H •,• then converge to h(w) = Im w f 2 (z)dz. Let us establish the boundary conditions for h. By the subharmonicity of H • and the superharmonicity of H • , if v is a vertex, u is a face adjacent to v, and if γ ⊂ ∂Ω δ , then
where hm •,• (γ, ·) denotes the discrete harmonic measure, i. e. the probability that the simple random walk (to be precise, the one corresponding to the modified Laplacian) on vertices (respectively, on faces) of Ω δ started from v (respectively, u) will exit Ω δ at γ. When δ → 0, both discrete harmonic measures converge to the continuous harmonic measure (see [ChSm11] ), hence, taking γ = {+} (respectively, γ = {free}) in (1.14) shows that h(z) → 0 as z → {+} (respectively, h(z) → 1 as z → {free}). Since h is bounded, these boundary conditions determine it uniquely as the harmonic measure of {free}, or, in terms of the conformal map:
Differentiating and taking the square root concludes the proof.
Remark 1.7. In fact, two implicit assumptions on Ω δ were used in the proof: first, that an edge outer normal a at a = b exists; second, that no discrete outer normal edge has both endpoints in Ω δ . Neither of these minor technicalities is essential. We could take a in the definition of the observable to be a copy of b slightly turned towards the free arc. If an edge violates the second assumption, one should view it as two distinct normals at different points of Ω δ , with the endpoints declared not to belong to Ω δ , implying the corresponding extension of H • = 0 to those endpoints when applicable.
Proof of Proposition 1.1. As in the proof of Lemma 1.6, we have 0 = min ∂Ω δ H • = min Ω δ H. This time we have no corresponding upper bound, since the subharmonicity of H • fails at a δ , and we have no control on its value there. Nevertheless, assume for a moment that for any r > 0, the functions H • are uniformly bounded on Ω δ ∩ {z : |z − a| > r}. Then, arguing as in the proof of Lemma 1.6, we see that F Ω δ ,B δ and H •,• have subsequential limits f and h = Im w f 2 (z)dz respectively, and that any subsequential limit h must satisfy the following properties: h ≥ 0 is a harmonic function, bounded on each Ω ∩ {z : |z − a| > r}, and such that h ≡ 1 on {free}, h ≡ 0 on {−} ∪ {+}. These boundary conditions imply that h is a sum of the Poisson kernel at a with non-negative mass and the harmonic measure of the boundary arc {free}, that is,
Moreover, it follows from [ChSm12, Remark 6.3] and the first clause of Lemma 1.5 that the outer normal derivative of h is non-negative on {free}, more precisely, that there is no point on (bc) such that h ≥ 1 in a neighborhood of that point. Observe that the derivative
The former is impossible by the normal derivative condition, while the latter would imply that f = √ 2∂ z h is not a single-valued function in Ω, and thus is also impossible. Hence,
Let us check that if a = b, then the first alternative cannot hold. If it did, this would mean by Lemma 1.6 thatF B δ 1 (·) andF B δ (·) have the same limit (hereinafter we drop Ω δ from subscripts). This in its turn would imply that if we consider F † =F B δ −F B δ 1 and define the corresponding discrete integral H † by (1.10), then H † tends to a constant. Look at the values of F † at b and c. By Lemma 1.4, one hasF B δ ( c) = 2
, where the signs of η's are chosen by extending continuously from η a along the boundary in the counterclockwise direction. Consequently, H † ≡ 2 along (a δ b δ ) and H † ≡ 0 along (b δ a δ ). Hence by (1.14) it cannot tend to a constant, which completes the proof that α = 4ϕ B (b). Thus, the subsequential limit ofF is unique and is given by
It remains to justify the assumption that H • are uniformly bounded away from a. Assume the contrary, i. e., that there is an r 0 > 0 such that M δ = max 
a contradiction which concludes the proof.
Observables for general boundary conditions
In this section we generalize the above construction and Proposition 1.1. The boundary conditions B δ are now specified by three subsets {+}, {−} and {free} of ∂Ω δ , each containing an arbitrary number of arcs. We assume that there are in total 2k + m such arcs, of which k carry the free boundary conditions. We denote the 2k endpoints of the free arcs by b 1 , . . . , b 2k (ordered counterclockwise) so that the i-th free arc is [b 2i−1 , b 2i ]. The boundary vertices separating the {+} boundary arcs from the {−} ones are denoted by a 1 , . . . , a m . As before, we assign the spin +1 (or −1 if we wish) to the faces of δZ 2 \ Ω δ adjacent to each free boundary arc. Let a m+1 , . . . , a m+s ∈ {b 1 , . . . , b 2k } be the boundary vertices that either separate a {+} arc from a free arc with the assigned spin −1, or a {−} arc from a free arc with the assigned spin +1. The collection b 1 , . . . , b 2k , a 1 , . . . , a m+s of marked vertices determines the boundary conditions B uniquely up to global spin flip. Denote by Conf(Ω δ , z 1 , . . . , z 2n ), where z i are distinct vertices of the decorated graph, the set of all edge subsets S such that all vertices except for z i have an even degree in S. The low-temperature expansion
endows Conf(Ω δ , a 1 , . . . , a m+s ) with the probability measure equivalent to the Ising model on Ω δ with the boundary conditions B δ .
Denote by b i , 1 ≤ i ≤ 2k, the discrete outer normal corner at b i adjacent to the corresponding {+} or {−} arcs. Choose discrete outer normal edges a i at a i (assume for simplicity that such edges exist, although this is not essential, as explained in Remark 2.5). Define the fermionic observable (using the idea of [Hon10] ) by
where the winding factor of S is defined as follows: we connect the points a 2 , . . . , a m+s−1 in pairs by (m + s + 2)/2 arcs outside the domain, as shown on Fig. 2 . Then, every configuration S can be decomposed into a collection of loops and a curve from a 1 to z, without transversal intersections or self-intersections. We define w(S) to be the winding of that curve.
Remark 2.1. In fact, F Ω δ ,B δ is a slight abuse of notation, since F also depends on the choices made: the spins assigned to the free arcs, the order in which a i are listed, and the way they are connected outside the domain.
Lemma 2.2. The observable F defined by (2.2) satisfies the s-holomorphicity condition (1.5) whenever an edge z and a corner q are adjacent, provided that z = a 1 , . . . , a m+s−1 and z / ∈ {free}. Its extension to {free} by (1.6) satisfies (1.8). If z = a 1 , . . . , a m+s−1 is a discrete outer normal at a vertex of {+} ∪ {−}, then
where the sign of η z is defined by counterclockwise continuous extension from η a 1 along the boundary, multiplied by −1 for each of a j , j = 2, . . . , m + s − 1, encountered on the way.
Proof. The proof is exactly the same as for Lemmas 1.3, 1.4.
Lemma 2.3. The function H defined by applying (1.10) to F = F Ω δ ,B δ satisfies the following properties. First, H • ≡ 0 on the faces adjacent to {+} ∪ {−}, and there exist constants We now define the functions f Ω,B which we will prove to be the scaling limits of F Ω δ ,B δ . Rather than giving a complicated explicit formula (see Proposition 4.1), we prefer a definition based on a boundary value problem and justified by Lemmas 2.3 and 2.4. From now on, we assume that k > 0 (i. e. there is at least one free arc) and that a m+s = b 2k . the latter condition does not lose generality: we can always ensure b 2k ∈ {a m+1 , . . . , a m+s } by choice of the spin assigned to the free arc [b 2k−1 , b 2k ]. Given the boundary conditions B in the upper half-plane (that is, a collection of points b 1 < · · · < b 2k ∈ R and a 1 , . . . , a m+s ∈ R with
where P B (z) is the polynomial of degree k + m − 1 with real coefficients such that f H,B satisfies the following conditions:
(2.6) where the sign ζ i = ±1 is equal to (−1) |{b 2i−1 ,b 2i }∩{a m+1 ,. ..,a m+s−1 }| .
• One has lim
We will write B ≺ B if boundary conditions B have the same set {free} as B (i. e., k = k and b 1 = b 1 , . . . , b 2k = b 2k ) and a smaller or equal set of points with +/− changes (i. e., m ≤ m and {a 1 , . . . , a m } ⊆ {a 1 , . . . , a m }).
Lemma
Proof. Define h B (w) = Im w f 2 H,B (z)dz. Let us check that (2.5) and (2.6) imply that h B satisfies all the properties of h in the assertion. Since f H,B is real on {+} ∪ {−} and purely imaginary on {free}, h B is constant on each arc with the correct signs of the normal derivative. Note that (2.5) can be written as
and that res a i f H,B is real; taking this to the square and integrating yields
In particular, there are no jumps in the constant values of h B across a i . Similarly, by (2.6), the jumps at b 2i and b 2i−1 are negatives of each other for 1 ≤ i ≤ k − 1. But |∇h B (w)| = O(|w| −2 ) at infinity, so the net jump in the constant values of h B along R must be zero. This shows that the jumps of h B at b 2k and b 2k−1 are also negatives of each other. Assume that f 1 and f 2 are both of the form (2.4) and both satisfy (2.5) -(2.7) (with the same ζ i ). Then f 1 − f 2 satisfy (2.5) -(2.6), henceh(w) := Im (f 1 − f 2 ) 2 is a non-negative harmonic function equal to zero on {+}∪{−}. By (2.7), alsoh ≡ 0 on (b 2k−1 , b 2k ). But its outer normal derivative is non-negative there, thush must vanish identically. This proves the uniqueness of f H,B . To prove the existence, note that (2.5) -(2.7) gives m + k linear equations on m + k unknown coefficients of P B , and we have just proved that this system is non-degenerate.
Conversely, if h satisfies all the properties in the assertion, then f := √ 2∂ z h is real on {+} ∪ {−} and purely imaginary on {free}. Also, h obeys the expansions of the type (2.9) at each a i . Let the subset {a 1 , . . . , a m } consist of the points of {a 1 , . . . , a m } such that res a i f = 0. For these points, (2.9) implies (2.8). Since the jumps of h at the endpoints of each free arc are negatives of each other, f obeys (2.6) with some choice of signs ζ i . Similarly, since h has a non-positive jump discontinuity at b 2k , the limit
exists and is real. The above uniqueness argument shows that f − cf H,B ≡ 0, where B is specified by the marked points b 1 = b 1 , . . . , b 2k = b 2k , a 1 , . . . , a m and the property that f H,B obeys (2.6) with the same signs as f .
Remark 2.5. The proof shows that res a i f H,B = 0 for 1 ≤ i ≤ m, and that the limits in (2.6) are non-zero. Indeed, res a i f H,B = 0 would imply by (2.5) that the normal derivative of h B vanishes at a i . Since h B ≥ 0, this is impossible by the Harnack principle. If the limit in (2.6) were zero, then h B would be equal to zero and have non-negative outer normal derivative of (b 2i−1 , b 2i ), which is impossible. Theorem 2.6. Suppose the domains (Ω δ , B δ ) approximate a simply connected domain (Ω, B). Theñ
uniformly on compact subsets of Ω, where ϕ is any conformal map from Ω to H.
Proof. We may assume that for all r > 0, the functions H defined by (1.10) fromF are uniformly bounded on Ω δ ∩ {|z − a i | > r, 1 ≤ i ≤ m}. This assumption can be justified a posteriori as in the proof of Proposition 1.1. By [ChSm12, Theorem 3.12]F and H have subsequential limits, say f and h = Im f 2 respectively. Using (1.14) and [ChSm12, It remains to prove that m = m, that is, that the singularities at a i do not disappear in the limit. Assume the contrary, and let a i ∈ {a 1 , . . . , a m } \ {a 1 , . . . , a m }. By induction on m, we know that thatF B δ converges to f Ω,B , hence F † =F B δ −F B δ converges to zero uniformly on compact subsets of Ω. Our goal is to deduce that for small δ there exist discrete outer normals l, r at some vertices of the two boundary arcs separated by a i for which |F † ( l)| < |F B δ ( l)| and |F † ( r)| < |F B δ ( r)|. Taking into account that F ( z) ∈ l z for z a discrete outer normal, we see that these inequalities lead to the desired contradiction. Indeed, they imply thatF B δ ( l)/F B δ ( l) andF B δ ( r)/F B δ ( r) have the same the sign, whereas we know by (2.3) that these signs must be opposite due to the point a i between l and r.
Let γ 1 ⊂ ∂Ω be a proper sub-arc of the {+} or of the {−} arc adjacent to a i , γ a proper sub-arc of γ 1 , and γ δ 1 , γ δ approximations to γ 1 , γ in ∂Ω δ . Let H † be constructed from F † , as usual, by integrating (1.10) from some face of δZ 2 \ Ω δ adjacent to γ δ 1 . Then H † ≡ 0 at all such faces. Assume that |F † ( l)| ≥ |F B δ ( l)| for all discrete outer normals l adjacent to γ δ . By (1.10), this implies that
for all the vertices v of γ δ . Denote Ω δ r := Ω δ ∩ {|z − a i | > r, 1 ≤ i ≤ m} for a small fixed r. By (1.14), one has 
where each face u ∼ γ δ is included into the last sum as many times as many of its adjacent edges belong to γ δ . By interpreting the sums as the flux of the gradient of the harmonic measure through γ δ (see Appendix), it is not hard to see that there exist constants C 1,2 > 0 independent of δ such that
We claim that max Ω δ r H • † → 0 as δ → 0. Indeed, as in the proof of Lemma 1.5 we see that H † is constant along each boundary arc and is bounded from below by the minimum of these constants (this time there might be jumps in these constants at a j ∈ {a 1 , . . . , a m } \ {a 1 , . . . , a m }). Convergence of H † to zero in the bulk implies that all these constants must tend to zero, which in its turn implies that the maximum of H † over Ω δ r tends to zero. Therefore, (2.10) fails for δ small enough, contradicting the assumption that |F † ( l)| ≥ |F B δ ( l)| for all discrete outer normals at the vertices of γ δ . Applying the same argument to the other arc adjacent to a i , we find the desired normal r, thus concluding the proof. Theorem 2.6 is of certain independent interest because of the following corollary. Consider the critical FK-Ising model (that is, the random cluster model with q = 2) on a domain Ω δ with boundary conditions B δ specified by 2k marked boundary vertices x 1 , . . . , x 2k (listed counterclockwise), each of the boundary arcs [x 1 x 2 ], . . . , [x 2k−1 x 2k ] being wired and their complement left free. Denote by I (Ω δ , B δ , i 1 , . . . , i r ) the probability of the event that the arcs [x 2i 1 −1 x 2i 1 ], . . . , [x 2ir−1 x 2ir ] belong to the same cluster.
Corollary 2.7. Suppose the domains (Ω δ , B δ ) approximate (Ω, B). Then each of the probabilities I(Ω δ , B δ , i 1 , . . . , i r ) tends to a conformally invariant limit which is a quadratic irrational function of the images of x 1 , . . . , x 2k under a conformal map to H.
Proof. Sample a random-cluster configuration in Ω δ , and assign a spin +1 to all vertices of the cluster attached to [x 2i 1 −1 , x 2i 1 ], and for each of the other clusters choose ±1 independently with probability 1 2 . By the well-known Edwards-Sokal argument, the resulting spin configuration is distributed as in the critical Ising model with + boundary conditions on the arc [x 2i 1 −1 , x 2i 1 ], free boundary conditions on ∂Ω δ \∪ k i=1 [x 2i−1 , x 2i ] and "monochromatic" boundary conditions on each [x 2i−1 , x 2i ] for i = i 1 (i. e., the spins on each arc are conditioned to be the same, but not fixed; we denote these random spins by σ([x 2i−1 , x 2i ])). Given σ 1 = ±1, . . . , σ k = ±1, let Z σ 1 ...σ k denote the restriction of the partition function to the set of configurations in this model such that σ([x 2i−1 , x 2i ]) = σ i . Then
Therefore, it suffices to prove the convergence of all the ratios Z σ 1 ...σ k /Z +1...+1 to conformally invariant limits. To this end, consider the observable F B δ for the boundary conditions B δ corresponding to Z +1...+1 (that is, take b 1 = x 2 , . . . , b 2k−1 = x 2k , b 2k := x 1 , and put s = 2 and a 1 := b 2k−1 , a 2 := b 2k ) and apply (2.3) to z = b 2k and z = b 2i . This yields
14)
where
The left-hand side of (2.14) is the jump at b 2i in the boundary value of H, which by Theorem 2.6 tends to a conformally invariant quantity
which is a quadratic-irrational function of ϕ(b 1 ), . . . , ϕ(b 2k ). The same reasoning applied to F B δ with other boundary conditions B δ yields the corresponding result for all the ratios of the form Z −σ 1 ...−σ i σ i+1 ...σ 2k /Z σ 1 ...σ 2k , and every ratio is a telescoping product thereof.
Remark 2.8. The explicit expressions for the right-hand side of (2.15), and hence for the limits of I, follows readily from Proposition 4.1 below. Since those are rather complicated, we prefer not to write them down.
Convergence of interfaces
Let γ δ := { a 1 = γ δ 0 , γ δ 1 , γ δ 2 . . . } denote the random discrete interface starting at a δ 1 in the decomposition of S ∈ Conf(Ω δ , B δ ); we assume any deterministic or random rule to resolve ambiguities in the decomposition of S; for example, one may take the rightmost possible interface. Denote by γ δ [0,n] := {γ δ 0 , γ δ 1 , . . . , γ δ n } the initial segment of this interface containing n + 1 edges. Let ϕ δ (z) be a conformal map which maps Ω δ to the upper halfplane H such that ϕ(a δ 1 ) = ∞. Then ϕ δ (γ δ ) is a slit in H which can be described by Loewner's equation:
Here g δ t is the conformal map from H δ t to H satisfying hydrodynamic normalization g δ t (z) = z + o(1) at infinity, H δ t is the unbounded connected component of H\ϕ δ γ δ [0,t] , t is the parametrization of γ δ by twice the half-plane capacity of ϕ δ γ δ [0,t] , and a δ 1 (t) ∈ R is the random driving force. We denote by B δ t the boundary conditions in H specified by the marked points a δ 1 (t), . . . , a δ m (t), b δ 1 (t), . . . , b δ 2k (t), where a δ i (t) := g δ t (a δ i (0)) and a δ i (0) :
note that R is a quadratic irrational function of the points a 1 , . . . , a m , b 1 , . . . , b 2k which specify B; we give the explicit expression for R(B) in Proposition 4.2 below. Let a 1 (t) be the solution to the following system of stochastic differential equations:
where B(t) is the standard Brownian motion in R and B t stands for boundary conditions in H specified by a 1 (t), . . . , b 2k (t). Note that
, where g t is the solution to Loewner's equation with the driving force a 1 (t) If β is a cross-cut in H, let T β (respectively, T δ β ) denote the first time that the curve generated by a 1 (t) (respectively, by a δ 1 (t)) hits β.
Theorem 3.1. Suppose (Ω δ , B δ ) approximate (Ω, B) and the maps ϕ δ are chosen so that they converge to ϕ : Ω → H with ϕ(a 1 ) = ∞ uniformly on compact subsets of Ω. Then, for any cross-cut β in H separating ϕ(a 1 ) from other marked points and from infinity, the random processes a δ 1 (t) can be coupled to a 1 (t) (defined by (3.1) with initial conditions B 0 := ϕ(B δ )) in such a way that sup [0,T δ β ∧T β ] |a δ 1 (t) − a 1 (t)| tends to zero in probability.
Remark 3.2. Since the tightness of interfaces is known for the critical Ising model (the "no-six-arm estimate" easily follows e.g. from [CDH13, Corollary 1.7]), this theorem immediately implies convergence in the topology of curves. The results of [KS09] , although formally do not apply directly to our setup, also can be adapted to get the precompactness estimates and to simplify the proof below. The same a priori bounds allow one to extend the convergence up to the time interface hits other marked points or free boundary arcs.
We will need several standard analytic facts. First, the set of all possible realizations of H t for t < T β (and of H δ t for t < T δ β ) is precompact with respect to the Carathéodory topology as seen from any point outside β; this in particular implies that all possible realizations of B δ t and B t belong to a compact subset of the set of (2k + m)-tuples of distinct points in R. Second, if g t , g 1,t and g 2,t are Loewner chains driven by Loewner parameters a(t), a 1 (t), a 2 (t) respectively, and their hulls at times t, t 1 , t 2 are separated from a compact set C ⊂ H by a cross-cut β, then for all z ∈ C,
with a constant C depending only on C and β. See [Zha08] or Appendix for proofs.
The proof of Theorem 3.1 is based on the martingale property of the observableF Ω δ ,B δ . Given γ δ [0,n] , denote by Ω δ (n) the connected component of Ω δ \{faces adjacent to the edges of γ
that contains all the marked points except for a δ 1 , if such a component exists. Note that once γ δ [0,n] is known, one also knows the spins on its adjacent faces, thus Ω δ (n) comes with natural boundary conditions which we denote by B δ (n). Denote by F n the filtration generated by γ δ [0,n] and by F t the one generated by a δ 1 | [0,t] ; then F t = F nt , where n t is the smallest n such that 2hcap(ϕ δ (γ δ [0,n] )) ≥ t.
Lemma 3.3. For every edge z ∈ Ω δ , the processF Ω δ (n),B δ (n) (z), stopped at the first n such that either z / ∈ Ω δ (n) or Ω δ (n) seizes to exist, is a martingale with respect to F n . Given a cross-cut β in H separating ϕ(a 1 ) from infinity, other marked points and from a compact set C ⊂ H, one has
uniformly in z ∈ C and in F δ t -stopping times τ 1 < τ 2 < T δ β . Proof. The first assertion follows from the fact that F is normalized by the appropriate partition function; the proof repeats verbatim, e. g., one in [Izy13, Proposition 2.1]. The second one follows from the first one, Theorem 2.6 and the compactness. Indeed, denote by e z the edge of Ω δ closest to ϕ δ −1 (z); then e z ∈ Ω δ (n τ 2 ) for δ small enough. Clearly, n τ 1,2 are stopping times for F n . Applying the optional stopping theorem to the martingale F Ω δ (n),B δ (n) (e z ) − F Ω δ (nτ 1 ),B δ (nτ 1 ) (e z ), we infer that its expected value at n τ 2 given F τ 1 is zero. The quantity |((ϕ δ ) −1 ) | is bounded from above and below uniformly in δ and over the compact set C. Hence, it suffices to show that
uniformly over z ∈ C and over all t and all possible γ δ [0,t] such that t < T δ β , i. e. that (3.6) holds for every sequence
of such data. The set of all possible realizations of Ω δ \γ δ [0,t] is Carathéodory compact as seen from any point of ϕ −1 (C), hence we may assume that Ω δ (i) \γ
and any point of their difference can be separated from (ϕ) −1 (C) by a cross-cut of length at most 2δ. By one more extraction, we may assume that γ δ (i) t (i) also converges to some prime end a ∈ ∂Ω and that z (i) → z. But then ( refeq: uniform) follows directly from Theorem 2.6. Lemma 3.4. If two F δ t -stopping times τ 1 < τ 2 < T δ β almost surely satisfy the inequalities
Proof. In the proof below, the constants in O(·) may depend on B 0 and β. The idea is to expand (3.5) in the small parameters ∆ τ , ∆ a up to the order 3 . Choose a compact set C ⊂ H with a non-empty interior separated by β from a δ 1 . By (3.3), (3.4), with the notation u(z) := g δ τ 1 (z) − a δ 1 (τ 1 ), one has
whenever z ∈ C ∪ {a δ 2 (0), . . . , b δ 2k (0)}. By (2.5), we can write f H,B (z) = R(B) z−a 1 + ω(B, z), where ω(B, z) is analytic at a 1 and ω(B, a 1 ) = 0. Therefore one has, for z ∈ C,
The explicit form of Q 1 and Q 0 is not important, it suffices to note that they are polynomials in ∆ a , ∆ τ , R(B δ τ 1 ), ω(B δ τ 1 , g δ τ 1 (z)) and first and second derivatives of the last two quantities with respect to the parameters; Q 1 does not depend on z.
By Lemma 3.3, there exists δ 0 > 0 such that for all δ < δ 0 and z ∈ C, the expectation of the left-hand side of (3.9) given F δ τ 1 is less than 3 . By compactness, |(g δ t ) (z)| is uniformly bounded from below over z ∈ C and t < T δ β . Therefore, for δ < δ 0 , one has
uniformly over z ∈ C, where Q * i := E[Q i |F δ τ 1 ], i = 0, 1, 2, 3. We claim that this identity implies max{Q * 1 , Q * 2 , Q * 3 } = O( 3 ). Indeed, assume the contrary. Then there exist sequences of hulls K (n) in H, points a 
1 ) and its first and second partial derivatives with respect to the positions of the marked points; (iii) (3.12) holds true with
i , i = 1, 2, 3, converge to K * , a * and q i respectively, with at least one of q i non-zero. Thus (3.12) implies that (M (n) ) −1 Q (n) 0 (u) converges to −q 3 /u 3 − q 2 /u 2 − q 1 /u uniformly in u ∈ g K * (C). On the other hand, the limit of (M (n) ) −1 Q (n) 0 must belong to the space spanned by ω(g K * (B δ 0 ), u + a * 1 ) and its first and second partial derivatives and thus it must be analytic at the origin. This contradiction proves the claim.
By Remark 2.5, R(B δ t ) does not vanish, and thus by the compactness, it is uniformly bounded away from 0 over t < T δ β . Thus the lemma follows readily from (3.10) -(3.11) and the equations E[Q 2,3 |F δ
Proof of Theorem 3.1. Fix a cross-cut β 1 that separates a 1 (0) and β from infinity and other marked points. Define recursively the stopping times 0 = τ 1 , τ 2 , . . . τ N (β 1 ) , τ i being the maximal time so that τ i−1 and τ i satisfy the conditions of Lemma 3.4 with the cross-cut β 1 , and define the process w(t) by
extending linearly between τ j . Recall that all possible realization of B δ t , t < T δ β 1
, form a precompact subset of the set of (2k + m)-tuples of distinct points of R; thus R is uniformly bounded from below and ∂ a 1 R/R is uniformly Lipschitz in its parameters over this subset. From this and from the bounds τ i+1 − τ i ≤ 2 , max
provided that t ≤ τ N (β 1 ) . Continue the process w(t) beyond the hitting time of β 1 by taking, for i ≥ N (β 1 ), τ i+1 := τ i + 2 ; w(τ i+1 ) := w(τ i ) ± √ 3 , with signs chosen at random with probability 1/2 and independently. By Lemma 3.4, for all
, hence the standard argument (see [LSW04] ) shows that there is a coupling of w(t) to the standard Brownian motion
. If a 1 (t) denotes the strong solution to (3.1) with this B t , then on this event, for all t < T β 1 ∧ T δ
where the first inequality follows from (3.1) and (3.13) and the second one from (3.2) and the uniform Lipschitzness of ∂ a 1 R/R. The theorem now follows by Gronwall's lemma.
Explicit expressions for observables
The main goal of this section is to give explicit expressions for the observables f H,B and hence for the drift terms 3∂ a 1 log R(B) and for the crossing probabilities I(H, B, i 1 , . . . , i r ). We only do the cases m = 0 and m = 1; as we note in Remark 4.3 below, the formulae for arbitrary m can be obtained from those by a straightforward limiting procedure. Let us introduce some notation. Denote by χ ij the cross-ratio of the endpoints of i-th and j-th free boundary arc:
and, given an auxiliary point x ∈ R, put
so that the multiplication by ψ ij (x) acts by substituting x into χ ij in the place of b 2i−1 :
Proposition 4.1. Given boundary conditions B in H with m = 0, the observable f H,B reads
where C does not depend on z, and
Proof. We look for a solution to the linear system (2.6) -(2.7) (note that (2.5) is vacuous since m = 0) by writing the unknown polynomial P B is the form
We temporarily replace the last equation (2.7) by the equation p k = 1 (this will only change the overall normalization). Then it is straightforward to check that in the unknowns p i , (2.6) becomes a system with the right-hand sidē
and with the matrix A = D + C, where D is the diagonal matrix with entries
and C is the Cauchy matrix:
To solve the system by Cramer's rule, we have to compute det A and det A [r] (where A [r] is the matrix A with r-th column replaced byv). Recall that given a subset S of indices, the principal minor det(C S ) of the Cauchy matrix C is given by
The computation of det A [r] is similar; the only difference is that D rr gets replaced by zero (which restricts the sum to S such that r / ∈ S) and that in the Cauchy matrix, b 2r−1 gets replaced by b 2k−1 (which introduces the factor
in front and the factors ψ rj (b 2k−1 ) inside the sum). Canceling the common factors and changing the normalization once again, we arrive at the assertion. 
where the factor C does not depend on a 1 (and hence is unimportant for the drift term in Theorem 3.1).
Proof. We will reduce this proposition to the computation in the previous one. First, it follows from the proof of Lemma 2.4 that (2.5) -(2.7) imply (2.6) for i = k with some ζ k (since the jumps of h B at b 2k−1 and b 2k must be the same). Actually, by Remark 2.5, the function f H,B changes its sign at each a i and across each free arc with ζ i = −1. Since the total number of sign changes must be odd (taking into account the behavior at infinity), we have ζ k = −ζ 1 . . . ζ k−1 (−1) m , and since m + s is even, this is consistent with the definition of ζ's after (2.6). Conversely, if m = 1 and a non-zero function f of the form (2.4) satisfies (2.6) for 1 ≤ i ≤ k, the same arguments imply that there must be a sign change at a 1 and at the same time that h = Im f 2 has no jump in the constant boundary conditions at a 1 ; therefore (2.5) holds. Summarizing, the equation (2.5) can be replaced with (2.6) for i = k, and this yields an equivalent system. Now look for P B in the form
After replacing temporarily the normalization (2.7) with p k+1 = 1, we get exactly the same system as in Proposition 4.1 with k replaced by k + 1 and b 2k+1 = b 2k+2 = a 1 (thus χ k+1,i = 1, 1 ≤ i ≤ k). Since we know that the system is non-degenerate, the determinant of A is non-zero, and so the sum in (4.2) is also non-zero. Hence, up to a non-zero multiplicative constant, the solution is given by (4.1) -(4.2) with the abovementioned substitutions. Changing the normalization to (2.7), picking up the residue at a 1 and dropping the factors independent on a 1 concludes the proof.
Remark 4.3. Starting with the expression (4.3), one could pick some other i with ζ i = −1 and let b 2i−1 tend to b 2i . This way one obtains explicit formulae for m > 1. When taking the limit, the coefficient C in front might in general tend to zero and the second factor to infinity, hence one has to use the l'Hospital rule; the resulting expressions gets complicated and we prefer not to write them down.
To illustrate (4.3), we specialize it to a few cases with a small number of marked points. In the case m = 1 and k = 1 (that is, the +/ − /free boundary conditions), the sum contains just one term and all the products are empty. Hence .
Taking b 2 to infinity, one gets the 5-point formula in the introduction, and merging b 3 with b 4 yields the 4-point one.
We conclude by a corollary concerning the probability of a spin-crossing event, i. e. the probability that in a domain with four marked points on the boundary there is a nearestneighbor chain of pluses or minuses (diagonal jumps allowed) connecting two opposite sides.
Corollary 4.4. Suppose (Ω δ , B δ ) approximate (Ω, B), where B stands for +/ − / + / free boundary conditions. Then the probability that there is a + crossing between (b δ 2 a δ 2 ) and (a δ 1 b δ 1 ) (respectively, − crossing between (a δ 2 a δ 1 ) and (b δ 1 b δ 2 )) tends to 1 − G +/−/+/free (λ) (respectively, G +/−/+/free (λ)), where The formula (4.4) was conjectured in [BBK05] and proved in [Izy11] , and (4.5) follows from the result of [HK13] and a calculation in [BBH05] . We do not know explicit formulae for other boundary conditions. In [BDH14] , the conformal invariance is proven for the free/free/free/free and +/free/free/free cases. Combining the techniques of [BDH14] with the computation of drifts in 5-point geometry, it should be possible to extend this result to the remaining +/free/ + /free case.
Proof. It is straightforward to check that G(λ(t)) := G a 1 (t)−a 2 (t) b 1 (t)−a 2 (t)
is a martingale for the process (3.1) with R = √ a 1 − b 1 (a 1 − a 2 ) a 1 + a 2 − 2b 1 , and since G(0) = 0, G(1) = 1, we deduce that G(λ(0)) is the probability that the Loewner chain driven by this process swallows b 1 (0) before a 2 (0). Given this, it is not hard to deduce and the last quantity converges to the flux of ∇hm Ωr (∂Ω r \ γ 1 , ·) through γ.
Proof of (3.2)-(3.4). It follows from Loewner's equation that |∂ t g 1,t (z) − ∂ t g 2,t (z)| ≤ 2 |g 1,t (z) − g 2,t (z)| + |a 1 (t) − a 2 (t)| |g 1,t (z) − a 1 (t)||g 2,t (z) − a 2 (t)| .
By compactness, the denominator is bounded away from zero by a constant depending on β and C only. Now Gronwall's lemma readily implies |g 1,t (z) − g 2,t (z)| ≤ C 1 max [0,t] |a 1 − a 2 |(e C 1 t − 1) ≤ C 1 max [0,t] |a 1 − a 2 |(e 2C 1 hcap(β) − 1), (5.1) which is (3.2). Note that it suffices to prove (3.3) for t 2 − t 1 small enough (since the left-hand side of (3.3) is bounded by compactness). Put, for t 1 ≤ t ≤ t 2 , g 1,t := g t and g 2,t := (g t 1 (z) − a(t 1 )) 2 + 4(t 2 − t 1 ) + a(t 1 ). These are two Loewner chains on the interval [t 1 , t 2 ] with the same initial data g t 1 (z), driven by a 1 (t) = a(t) and a 2 (t) ≡ a(t 1 ) respectively; the latter chain generates a vertical slit. If a cross-cut β 1 separates β from C, then by compactness, min |g t 1 (β 1 ) − a(t 1 )| > c(β, β 1 ) > 0; hence the vertical slit stays inside g t 1 (β 1 ) for t ≤ t 1 + c 1 (β, β 1 ). The same argument as for (5.1) now yields |g 1,t 2 (z) − g 2,t 2 (z)| ≤ C 2 max |a(t) − a(t 1 )||t 2 − t 1 |.
From the explicit formula for g 2,t 2 (z), bearing in mind that |g t 1 (z) − a(t 1 )| is uniformly bounded away from zero for z ∈ C, we get g 2,t 2 (z) − g t 1 (z) − 2(t 2 − t 1 ) g t 1 (z) − a(t 1 ) ≤ C 4 |t 2 − t 1 | 2 , and (3.3) follows. The proof of (3.4) is similar: differentiating Loewner's equation, we get, for two Loewner chains,
