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To estimate the number of codewords (and hence the rate) at the first level code, we apply Lemma 4 by setting R = N (R N is an achievable quadruple w.r.t. P 0 by definition. [3] , "Estimation of mean error for a discrete successive approximation scheme," Probl. Pered For a source , which is assumed to be a probability measure on all strings of infinite-length sequence with a finite alphabet, the notion of almost-sure sup entropy rate is defined; it is an extension of the Shannon entropy rate. When both an encoder and a decoder know that a sequence is generated by , the following two theorems can be proved: 1) in the almost-sure sense, there is no variable-rate source coding scheme whose coding rate is less than the almost-sure sup entropy rate of . and 2) in the almost-sure sense, there exists a variable-rate source coding scheme whose coding rate achieves the almost-sure sup entropy rate of .
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I. INTRODUCTION
Throughout this correspondence, letÂ be a finite set and (Â 1 ; F) a measurable space, whereÂ 1 is the set of all strings of infinite length that can be formed from the symbols inÂ, and F is a -field of subsets ofÂ 1 :
Let be a probability measure defined on (Â; F): Then, we call (Â; F;) a probability space. We call a general source or simply a source. It should be noted that satisfies consistency restrictions. Traditionally, a source is defined as a sequence of random variableŝ X fXng 1 n=1 , but ifX satisfies consistency restrictionŝ
x 2Â
Prob (X n+1 =x n+1 ) = Prob (X n =x n ); 8x n 2Â n ; 8n 2 we can construct the probability measure X satisfying nX (x n ) Prob (X n =x n ) where nX is a probability distribution onÂ n induced by X: Then, X can be considered as a general source.
We will prove almost-sure source coding theorems for general sources, placing no assumption on sources except consistency restrictions. To this end, we define the almost-sure sup entropy rate of a general source : Assuming that an encoder and a decoder know that a string is produced by , we can make the following two statements: 1) There is no variable-length code such that the coding rate of this code is less than the almost-sure sup entropy rate of the source with probability 1.
2) There exists a variable-length code such that the coding rate of this code is equal to the almost-sure sup entropy rate of the source with probability 1. Historically, various notions of entropy have been defined under different assumptions on the source; by using these notions, coding theorems have been proved for various types of codes and for different definitions of a coding rate. We survey some existing notions of entropy and discuss them vis-à-vis our newly defined notion of the almost-sure sup entropy rate.
We begin by noting that for noiseless coding of sources, various situations occur depending on the definition of the coding rate as well as the type of code.
Fixed-Length Code: For any " > 0; > 0 and sufficiently large n, there exists a set fx n 1 ;x n 2 ; 1 1 1 ;x n M g Â n such that 
Variable-Length Code with Coding Rate in Probability Defined:
There exists a variable-length code f(' n ; ' 01 n )g 1
Variable-Length Code with Almost-Sure Coding Rate Defined:
that is,
It should be noted that from a fixed-length code of rate level R, we can always construct a variable-length code whose rate converges to R in probability.
Coding theorems for a stationary ergodic source are proved via the asymptotic equipartition property (AEP), which assures the convergence
Here, H 3 denotes entropy rate, which has various definitions as follows. In addition, it should be noted that senses of convergence are also different.
First of all, Shannon [11] defined the entropy of an independent and identically distributed (i.i. He proved the AEP in the sense of convergence in probability and showed that H S is the minimum coding rate for any i.i.d. source : For stationary ergodic sources , McMillan [9] He showed the AEP in mean convergence. Breiman [2] extended the above result to show that satisfies the AEP in almost-sure convergence to H SMB :
For general sources, Verdú and Han [12] proved that AEP is equivalent to fixed-length source coding theorems for nonzero-entropy finite-alphabet sources.
Since almost-sure convergence implies convergence in probability and also convergence of the average under a certain condition of boundedness, each coding rate in the above-mentioned coding situations is equal to H SMB for any stationary ergodic source. However, when a source does not satisfy ergodicity, coding rates are not necessarily the same. Furthermore, coding rates do not always converge. To deal with these situations, different notions of entropy are studied and used to prove the coding theorems.
Kieffer [8] Remark 1: Since a source was considered to be a general sequence of random variables, Han and Verdú did not necessarily assume that a source satisfies the consistency restriction. On the other hand, to define the almost-sure sup entropy rate we assume a priori knowledge for the probability distribution onÂ 1 , so our source satisfies the consistency restriction. In addition, it should be noticed that we assume a finite source alphabet, which was also not necessarily assumed by them.
Our new definition of the almost-sure sup entropy rate is defined to deal with the worst case optimal coding rate of the variablelength code with probability 1. We prove that it satisfies source coding theorems in the almost-sure sense. This provides yet another extension of the Shannon-McMillan-Breiman entropy rate, but it should be remarked that our definition is strictly different from both the Kieffer entropy rate and the Han-Verdú sup entropy rate. We discuss the matter in Section V.
II. SOURCE CODING THEOREMS
Let be a general source. We define the sup -complexity rate of an element ofÂ 1 : Definition 5: A sequence f(' n ; ' 01 n )g 1 n=1 of pairs of functions is called a variable-length noiseless code if ' n :Â n ! B 3 is injective, ' n (Â n ) is a prefix set, and ' 01 n : ' n (Â n ) !Â n is defined to satisfy ' 01 n (' n (x n )) =x n ; 8x n 2Â n for each n 2 : Let ' f(' n ; ' 01 n )g 1 n=1 be a variable-length noiseless code. We define the almost-sure coding rate of the source by the code ' as follows.
Definition 6:
We define r'(x) by
and call it the coding rate ofx 2Â 1 by ': We define R' by R'; -ess: sup r'
and call it the almost-sure coding rate of by ':
The following theorems tell us that the almost-sure sup entropy rate is the optimal coding rate of a variable-length noiseless code. n (x n ) 0 log 2 n 0 2 log 2 log 2 n; -a.s.
Lemma 5: Let f and g be measurable functions on the same probability space (Â 1 ; F;) such that f(x) g(x); -a.s.
Then
-ess: sup f -ess: sup g:
Assume that f(x) ; -a.s. n (x n ) = h(x); -a.s. 
IV. PROOF OF THE ACHIEVABILITY THEOREM
To prove Theorem 2, we prepare the following lemma, which assures a nice coding property of the prefix set. that`(' n (x n )) = L(x n ) for anyx n 2Â n p :
We now prove the existence theorem.
Proof: (Proof of Theorem 2) Let L:Â n ! be defined by L (x n ) 1 + log 2 1 n (x n ) ; if n (x n ) > 0 1 + dlog 2 jÂ n je;
if n (x n ) = 0 forx n 2Â n : Since L satisfies (4), it follows from Lemma 6 that we can construct a variable-length noiseless code ' = f(' ;n ; ' 01 ;n )g 1 n=1
such that`(' ;n (x n )) = L (x n ) for anyx n 2Â n :
On the other hand, since satisfies the consistency restriction Remark 2: The code constructed in the proof of the theorem is based on a probability distribution. In the event that
has positive probability, then the code might be worse than the code formed by a simple binary representation of the alphabet. However, the following theorem assures us that the constructed code is no worse than a simple binary encoding of the alphabet.
Theorem 7:
Let be a general source. Then 0 H log 2 jÂj:
Proof: First, we prove 0 H by contradiction. Assume that H < 0: Then, h(x) < 0; -a.s.
On the other hand, for allx 2Â 1 , we have (x n ) 1 for every n 1, so h(x) 0: Since this contradicts (5) n (x n ) log 2 jÂj + "; -a.s.
Consequently, H log 2 jÂj + " by the definition of H : Since " > 0 is arbitrary, it is proved that H log 2 jÂj:
V. RELATIONS WITH OTHER NOTIONS OF ENTROPY
In this section, we discuss the relations between our new definition of the almost-sure sup entropy rate and other notions of entropy. We denote H MK as the almost-sure sup entropy rate defined in Section II.
The next theorem immediately follows from the AEP for a stationary ergodic source. , which both deal with the worst case coding rate. However, the former considers variable-rate coding in an "almost-sure" sense, while the latter considers fixed-rate coding in an "in-probability" sense. (9), the error probability tends to zero as n goes to infinity. From the converse theorem for the fixed-rate coding of general sources (cf. [7] ) and by using (8) 
