Sea levels are rising in many areas around the world, posing risks to coastal communities and infrastructures. Strategies for managing these flood risks present decision challenges that require a combination of geophysical, economic, and infrastructure models. Previous studies have broken important new ground on the considerable tensions between the costs of upgrading infrastructure and the damages that could result from extreme flood events. However, many risk-based adaptation strategies remain silent on certain potentially important uncertainties, as well as the tradeoffs between competing objectives. Here, we implement and improve on a classic decision-analytical model (Van Dantzig 1956) to: (i) capture tradeoffs across conflicting stakeholder objectives, (ii) demonstrate the consequences of structural uncertainties in the sea-level rise and storm surge models, and (iii) identify the parametric uncertainties that most strongly influence each objective using global sensitivity analysis. We find that the flood adaptation model produces potentially myopic solutions when formulated using traditional mean-centric decision theory. Moving from a single-objective problem formulation to one with multiobjective tradeoffs dramatically expands the decision space, and highlights the need for compromise solutions to address stakeholder preferences. We find deep structural uncertainties that have large effects on the model outcome, with the storm surge parameters accounting for the greatest impacts. Global sensitivity analysis effectively identifies important parameter interactions that local methods overlook, and that could have critical implications for flood adaptation strategies.
INTRODUCTION
Anthropogenic climate change is causing global sea level to rise.
(1-4) Projections of future sea-level rise are so uncertain that experts cannot agree on their associated probability distributions, a condition known as deep uncertainty. (5) (6) (7) (8) (9) For example, some recent estimates for potential upper bounds of global sea-level rise vary by more than 1 m by the year 2100. (2, (10) (11) (12) (13) (14) (15) (16) Coastal storm surge patterns are also deeply uncertain, and climate change has the potential to produce important nonstationarities in the most extreme storm events. (17, 18) These deep uncertainties have critical implications for flood risk management, as even relatively small sea-level changes can increase flood risks by several orders of magnitude. (4) The combined effects of sea-level rise, land subsidence, changes in storm surge intensity, and economic growth pose immense threats to many coastal and low-lying communities. (19) (20) (21) (22) (23) Strategies to manage flood risks are often analyzed with the help of integrated models that combine engineering, economic, and geophysical factors. (24) (25) (26) Following the devastating 1953 North Sea Flood, the Dutch government commissioned a study to determine coastal protection standards capable of withstanding future flood events. The resulting analysis, Van Dantzig (1956) , used a cost-benefit framework that balanced the costs of dike construction against the expected damages from flooding. (27) By minimizing the net present value of the project's total costs, the model determined optimal design levels corresponding to exceedance frequencies between 1/1,250 per year and 1/10,000 per year. (28, 29) This cost-benefit framework is still widely used in flood risk management applications. (30) (31) (32) (33) (34) Subsequent studies have expanded on the state of the art using the Van Dantzig (1956) analysis as a case study. Brekelmans et al., (35) for example, introduce the problem of nonhomogenous dike rings with independent heightenings and time horizons. Further studies have included investigations into the economic benefits of learning as new information about future water levels is acquired. (36) Although these studies have broken important new ground, they still can be further improved in several aspects. For one, the original analysis uses a single-objective problem formulation (i.e., to minimize the discounted total costs over the lifetime of the project). By focusing on a single economic performance metric a priori, decisionmakers may inadvertently restrict themselves to a limited set of possible solutions, a condition known as "cognitive myopia." (37) (38) (39) Giuliani et al. (40) define myopia in this context as a strategy that "fail[s] to explore the full set of tradeoffs between evolving . . . objectives and preferences," which contrasts other definitions that describe myopia as considering a limited time horizon. (41) Myopic decisionmaking can often result in degraded performance, especially when compared to multiobjective problem formulations that consider potentially conflicting preferences of a diverse set of stakeholders. (42, 43) The second area of potential improvement is to expand the consideration of model uncertainties.
The parameter values used in Van Dantzig (1956) were deterministic choices that reduced complex economic and geophysical mechanisms to best-guess estimates (see Section 2.2. for a discussion of parameter value choices). Additionally, the original analysis makes several structural assumptions, particularly with respect to sea-level rise and storm surge projections. Model structure uncertainties can have large impacts on the expected risk of flooding. (44) Deconto and Pollard, (16) for example, recently demonstrated how accounting for previously underestimated icestability mechanisms can almost double previous estimates of Antarctic sea-level rise.
More modern flood risk models can support a sophisticated combination of digital topography, synthetic storm tracks, and multiple failure mechanisms to simulate coastal flood scenarios. (45, 46) While simple models like Van Dantzig (1956) are unable to achieve the spatial or temporal resolution available in more comprehensive studies, they are nevertheless useful for illustrating the impacts of uncertainties on flood adaptation in a clear and transparent way. Here, we expand on the current state of the art by using the Van Dantzig (1956) analysis as a didactic example to address three main questions:
(1) What are the multiobjective tradeoffs between key management objectives? (2) What are the effects of structural and parametric uncertainties in a classic economic model for flood adaptation? (3) Which parametric uncertainties matter the most for a given objective?
The following sections provide an overview of the model and outline the experimental methods, results, and research caveats. We first expand upon the single-objective formulation to include three additional management objectives and identify areas where competing preferences cause tension. We then describe the Van Dantzig (1956) baseline model structure, and evaluate three versions of the analysis with increasing representational completeness. We accomplish this by introducing (i) parametric uncertainties, (ii) an improved sea-level rise model, and (iii) an improved storm surge model. Finally, we use global sensitivity analysis to determine which parameter uncertainties have the greatest impacts on the model outputs and objectives.
VAN DANTZIG (1956) MODEL OVERVIEW

Model Description
The Van Dantzig (1956) analysis was designed to determine optimal levels of flood protection for an individual dike ring area, given a set of geophysical and economic parameter inputs. The model uses a single decision variable: the height to which to raise a dike or levee. Increasing dike heights lead to higher infrastructure expenditures, but result in decreased flood probabilities. Investment costs, I, are approximated by a linear increase with dike height:
where X is the desired dike height (in meters) and k is the cost of heightening by 1 m (see Table I for a full list of parameter symbols, values, and units). Investment costs are fixed for the duration of the project's time horizon, so that no adaptive heightening can occur until the next decision is made to heighten. Flood damages are determined by calculating the transient flood frequency for each year of the infrastructure's 75-year lifespan. The model assumes a stationary initial flood frequency for a given starting dike height and evaluates exceedance probabilities for each considered dike height increase. The expected damages, L, are a product of the transient flood frequency and the discounted value of goods being protected:
where p 0 is the initial flood frequency, α is the exponential flood frequency decay rate, V is the value of goods contained in the dike ring area, H E is the effective dike height (i.e., the current height minus the effects of sea-level rise and land subsidence), and 1 (1+δ ) t is the discount factor. The effective discount rate (δ ), the rate of sea-level rise (φ), and the rate of land subsidence (η) are all assumed to be constant for every year, t.
The expected flood damages are discounted across the project's time horizon and balanced against the costs of investing in infrastructure. Invest- Note: Shaded region groups parameters into economic, sea-level rise, and storm surge categories. ment costs and expected damages are evaluated for each considered dike height. Both curves are then summed to produce a curve for total costs. The optimal dike heightening for this model formulation is the minimum along the total costs curve (Fig. S1 ).
Parameter Value Selection
The baseline model version uses the parameter values outlined in Section 6 ("The Doubtful Constants") of Van Dantzig (1956) . The values themselves are estimates designed to approximate the geophysical and economic dynamics of the original site in Hoek van Holland, the Netherlands. Note that choosing these parameter values from the Van Dantzig (1956) study requires some interpretation.
The value of goods, V, for example, attempts to account for cost of human life by including a "more or less [arbitrary]" factor of two, instead of explicitly assigning an economic valuation to each life lost. (27) Subsequent studies have attempted to assign a tangible cost to flood victims, yet the results are highly variable. Vrijling et al. (47) suggest using the present value of the per capita net national product, which frames loss of life in the context of the national gross domestic product (GDP). Other cost frameworks incorporate macroeconomic indicators like expected lifespan or the Life Quality Index to produce estimates ranging from 500,000 million Euros to 4 million Euros per life. (48) For the purposes of this didactic approach, we retain the original factor of two, but note its limited efficacy for modern decision-making frameworks.
METHODS
This study builds upon the Van Dantzig (1956) analysis in several ways. We first introduce additional explicit management objectives to identify the multiobjective tradeoffs common to more complex decision problems (Section 3.1--Multiobjective Tradeoff Analysis). Second, we investigate the effects of model structural uncertainties by contrasting the baseline model with three increasingly complex model formulations (Section 3.2--Model Development). Finally, we perform sensitivity analyses to identify the parameters most responsible for influencing model output (Section 3.3--Sensitivity Analysis). The following sections detail the methods we use for each component.
Multiobjective Tradeoff Analysis
Identifying key management objectives in a decision framework is a critical step toward accounting for stakeholders' preferences and avoiding potentially myopic biases. (8, 38, 49) The sole objective in the Van Dantzig (1956) problem formulation minimizes the net present value of total flood protection costs (O 1 ). This problem formulation neglects all uncertainties and assumes perfect foresight when arriving at its optimal solution. Systems optimized in this classical sense can be very sensitive to small perturbations from assumed conditions. (50, 51) Moreover, flood management is a classical archetype of "wicked" social planning problems. (52) These problems typically possess a broad array of conflicting objectives and severe uncertainties. In this study, we demonstrate the value of moving beyond the tacit assumptions and tradeoffs intrinsic to the deterministic single-objective formulation, to a more explicit tradeoff analysis across performance and cost objectives. We therefore consider three additional management objectives that are readily derived from the existing economic framework:
1. Minimize the costs of investing in dike construction (O 2 ): The objective function is,
where X is the considered dike height for each height index, i, and k is the cost rate of heightening by 1 m.
2. Minimize probability of flooding (O 3 ): This objective aims to minimize the expected likelihood of the current dike being overtopped for each year of the project's time horizon (T = 75). The objective function is,
where p 0 e (−α H Ei,t ) is the transient flood frequency for each effective dike height, H Ei , at each time step, t, and height index, i. The notation E[ ] N denotes the expectation over the Nth state of the world (SOW). 
Model Development
Model Version #1: Baseline
The baseline version of the model was transcribed from Van Dantzig (1956) using the best-guess parameter estimates provided in the original paper. We evaluate our four objectives for each dike height from 0 m to 10 m in 5-cm increments. The results of our model and parameter choices reproduce the optimal height described by Van Dantzig (1956) within a 5% margin of error (Fig. S1 ).
Model Version #2: Parametric Uncertainties
For the second model version, we introduce parametric uncertainties into the baseline model while retaining the same basic structure. To accomplish this, we generate an ensemble of 10,000 possible parameter values using random Latin Hypercube samples from prior marginal distributions (Fig. S2 ). (53) Where possible, we derived marginal parameter distributions using published estimates from the literature (e.g., land subsidence rate, (54) cost rate of heightening, (55, 56) and effective discount rate). (57) Where published estimates were not available, we assume that prior distributions are normal or lognormal (based on whether or not each parameter can physically fall below zero), and use the baseline parameter values as distribution means (Table  I) . Each of the 10,000 parameter sets represents an uncertain SOW. In addition to enumerating how our objectives perform for each parameter set, we also identify the expected (mean) performance across all SOW.
Model Version #3: Improved Sea-Level Rise Analysis
Sea-level projections in Van Dantzig (1956) are assumed to increase at a constant annual rate. For the upgraded sea-level rise model, we adopt the framework in Lempert et al., (26) which approximates mean annual sea-level projections, SLR, as:
In this model, the parameters a, b, and c represent the reasonably well-characterized process of thermosteric expansion as a second-order polynomial. (26, 58) It also accounts for more poorly understood processes, including potential abrupt sealevel rise consistent with sudden changes in ice flow dynamics. (59) Here, c* represents an increase in the rate of sea-level rise that takes place at some uncertain time, t*, in the future. We calibrate the sea-level model using tide gauge observations from Delfzijl, the Netherlands (Fig. S3) . We fit mean annual tide gauge observations from a 137-year record to a second-order polynomial approximation using a linear regression model. We then bootstrapped the residuals of the polynomial fit to produce a time series of 55,000 sea-level hindcasts with approximately the same autocorrelation structure as the original tide gauge observations. Projections for sea level at the year 2100 were made using the model described in Equation (6) (Fig. 1) . The full suite of projections varied according to uncertainties in the five sea-level rise parameters, with the timing and rate increase parameters (c* and t*, respectively) causing the majority of the variation. We use the probabilistic inversion method described in Lempert et al. (26) to constrain the sea-level projections so that they are consistent with an expert assessment of sea-level rise in the year 2100 (represented here by a modified β distribution). This method uses rejection sampling to selectively remove future sea-level projections that fall outside the bounds of the β distribution expert assessment. The result of the rejection sampling is a joint probability distribution for each of the five sea-level rise parameters that can then be run through the model (Fig. S4 ).
Model Version #4: Improved Storm Surge Analysis
The Van Dantzig (1956) analysis estimates storm surge rates by plotting the exceedance frequencies from 49 years of maximum annual tide gauge observations on a semi-log plot. The exceedance frequencies are well approximated by a linear trend with no clearly apparent tendency to vertically asymptote at higher return levels. This method produces a reasonable fit to the data (Fig. S5 ), yet Van Dantzig (1956) notes that it is arguably a poor assumption when projecting storm surges for very long return periods.
Extreme storm surge events have disproportionately large societal impacts and require large quantities of data to project accurately. (60) (61) (62) In (26) ).
the United States, the Federal Emergency Management Agency recommends using a generalized extreme value (GEV) technique where extended observational records (more than 30 years) are available. (63, 64) Here, we follow this methodology to extrapolate the data from an extended (137-year) tide gauge record from the Dutch Ministry of Infrastructure and the Environment. (65) (66) (67) The observation frequencies vary from 3 hours to 10-minute increments. We calculate the residuals from the annual mean sea level in order to remove long-term variability (Fig. S6) . We then aggregate the detrended records into annual block maxima, and fit them to the GEV distribution using a maximum likelihood estimate (MLE) method. (65) The GEV cumulative distribution is described by the equation:
where μ is the location parameter, σ is the scale parameter, and ξ is the shape parameter. We use the resulting MLE estimates for the three GEV parameters to determine flood return levels with uncertainties up to the 1/10,000 return level. (68) To provide some insight into the effects of methodological uncertainty, we also contrast this frequentist approach with a Bayesian approach. We employ Markov Chain Monte Carlo (MCMC), specifically the Metropolis-Hastings (MH) algorithm, to draw samples from the posterior distribution of the three GEV parameters. Each parameter's prior distribution is a normal distribution centered at that parameter's MLE. We run the MH algorithm for 100,000 iterations, and trace plots of the MCMC chains are consistent with the hypothesis that the chains converged. We use the resulting samples from the parameters' posterior distribution to (1) generate samples of the return levels for a given return period; and (2) measure the uncertainty underlying the parameters and return levels. (69) (70) (71) (72) For the returnlevel samples, the posterior distribution sample mean represents the expected return level for a given return period, and the highest posterior density intervals were calculated to determine both the 90% and 95% credible intervals ( Fig. 2; Fig. S7 ). (73) Reis and Stedinger (70) note that this comparatively more comprehensive method produces more accurate approximations of credible intervals for flood quantiles than the frequentist MLE estimations discussed above.
Sensitivity Analysis
One-at-a-Time (OAT) Local Sensitivity Analysis
Sensitivity analyses are important for determining how variations in a model's input can produce uncertainty in the model's output. (74, 75) They serve as diagnostic tools to isolate the parameters that may require additional calibration and to identify potential knowledge gaps. (74, 76) An OAT sensitivity analysis is a simple method useful for characterizing linear systems. It is known as a local method because it quantifies the extent to which an individual parameter affects model output. (77, 78) We apply an OAT analysis by varying each single parameter from the 1st to 99th percentile of its prior distribution while holding 
Sobol' Method Global Sensitivity Analysis
While this OAT analysis is a useful metric to infer individual parameter effects, it is unable to identify parameter interactions. Local methods only evaluate parameter sensitivities for a single choice of the other parameters, instead of the full parameter space. (79) Global methods, in contrast, determine sensitivities by varying all parameters simultaneously. (74, 80) We therefore also apply the global variance-based Sobol' method to illustrate how potentially important parameter interactions may go unnoticed when relying on local methods. (74, 78) Sobol' sensitivity analyses traditionally use uniform parameter distributions when performing variance decomposition. To fully utilize our nonuniform distributions, we first sampled each parameter uniformly between 0 and 1 to produce a set of sampling indices. We then use the resulting values to sample percentiles over the inverse cumulative distribution functions for our desired distributions. The analysis returns a series of Sobol' indices that characterize the impacts of individual parameters on the model output, in addition to identifying parameter interaction terms.
RESULTS AND DISCUSSION
The original Van Dantzig (1956) analysis represents a relatively simple treatment of a nontrivial decision problem. Here, we attempt to discuss how incorporating deeply uncertain geophysical processes and improved statistical inferences can rapidly increase the complexity of an otherwise didactic problem. We discuss the effects of these uncertainties by considering how each subsequent analytical improvement impacts the model output.
Uncertainty Quantification
Parametric Uncertainties
The simple structure of the original Van Dantzig (1956) analysis relied on perfect foresight in its treatment of model uncertainties. Using the singleobjective problem formulation, the baseline version of the model determines an optimal dike heightening of 2.35 m (Fig. 3a) . Adding parametric uncertainties to the model imparts considerable variability for the investment costs and discounted damages (Fig. 3b) . The gray line in the parametric uncertainty plot shows the curve for the expected total costs, averaged across all 10,000 SOW. We focus on the expected (average) outcome due to its emphasis on classic decision theory, which states that a rational agent seeks to optimize expected utility in an uncertain world. (81) In doing so, we can compare the minimum of the expected total costs with the baseline model scenario. We note that introducing parametric uncertainties has a relatively small effect on the new "optimal" dike heightening (5 cm increase), suggesting the model structure is fairly linear.
Structural Uncertainties
Changes in structural model uncertainties (i.e., sea-level rise and storm surge determinations) have comparatively larger effects on the model outcomes. Fig. 3c) . We see an approximately 11% increase in the expected "optimal" total cost index, from 2.35 m to 2.6 m. It should be noted that this 0.25 m increase may appear rather small, but across the entire ring area it corresponds to an investment cost of approximately 11 million guilders.
Refining the storm surge model using GEV analysis has much more apparent effects on the projected outcomes. Extreme storm events have the potential to contribute multiple meters of additional storm surge, contrasted with the smaller contribution from the sea-level rise model. Even accounting for abrupt sea-level dynamics, only about 95 cm of expected sea level is projected by the end of the 75-year project time horizon. On longer time scales, the Van Dantzig (1956) storm surge approximation (i.e., linear fit through the annual maximum return levels) produces an extrapolation of around 8 m for the 1/10,000 return period. This projection is higher than the expected value of the Bayesian MCMC method (6.78 m), yet still within the 95% and 90% credible intervals (Fig. 2) .
We also note that the Bayesian MCMC projects higher expected return levels for each considered return period than the frequentist MLE method (Fig. S7) . The upper bounds of the MCMC 90% confidence intervals are also consistently higher than when using the MLE approach. In the United States, the U.S. Army Corps of Engineers uses this upper 90% confidence interval when evaluating levee systems under the National Flood Insurance Program. (82) Specifically, to satisfy evaluation requirements, "a levee or incised channel must have at least a 90% assurance of excluding the 1% an-nual chance exceedance flood for all reaches of the system," (i.e., the 100-year flood). (83) Constraining the upper 90% confidence interval through methodological or statistical improvements could therefore have important implications for flood adaptation policy.
When incorporated into the Van Dantzig (1956) formulation, the upgraded storm surge model increases the expected "optimal" dike heightening by roughly 91% to 4.5 m (Fig. 3d) . This marked increase is driven by the large variability in the expected damages caused by extreme storm surge events. Both structural model improvements-but particularly the upgraded storm surge model-illustrate the potential bias inherent in mean-centric decision analyses. The "optimal" heightening determined here may satisfy the expected outcome according to the original single-objective problem formulation. However, it remains sensitive to the system's significant uncertainties, and would likely be subject to flooding due to the deeply uncertain storm surge patterns. (50) Nearly 20% of the model permutations produce results higher than the 4.5 m expected outcome, each of which represents a possible SOW in which significant damages could have been incurred.
Multiobjective Tradeoffs
The investment cost objective produces clear tradeoffs when plotted against the other objectives (Fig. 4) . Here, we can see the expansion of the objective space relative to (i) the deterministic baseline model (dashed line) and (ii) the expected tradeoff across all SOW (solid line). The black points show the minimum values along those respective trade-off curves. The black star in the lower-left corner of each plot represents the hypothetical ideal point. In a multiobjective framework, the ideal point may not actually be feasible, but instead illustrates the best values that are attainable for each objective considered by itself (for example, zero investment costs for flood protection while incurring zero flood damages). (38) The baseline Van Dantzig (1956) trade-off results (Fig. 4) illustrate the myopia of the original deterministic baseline solution. The dashed tradeoff curves represent the set of perfect foresight dike heightening decisions that compose the deterministic Pareto front (i.e., those solutions whose performance in one objective cannot be improved with degrading the performance in one or more of the remaining objectives). (38, 43, 84) With the addition of parametric and structural uncertainties, we see the transla- tion of the mean performance tradeoffs as would be expected from the perfect foresight deterministic case. The solid curves represent the solutions determined using a traditional mean-centric decision analysis approach. By adhering to the principle of rational, expected behavior, we see both the Pareto front and the "optimal" solution shift further from the ideal point (i.e., the multiobjective effects of imperfect knowledge). Moreover, the background color contours illustrating the relative densities of potential SOW emphasize that mean-centric decision analysis using only the three mean solid curve tradeoffs (Fig. 4) could have very severe and potentially irreversible consequences. For example, the linearly scaled tradeoffs in the top panels show that seeking to minimize expected investment costs yields a rapid growth in the variance of the potential realized performance in either discounted damages or total costs. More concerning, the log-scaled bottom panel shows that decisions based on the solid mean trade-off curve yield significant residual risks. Here we see that the realized system protection is very far from the intended level in the trade-off analysis. The minimum expected net present value (NPV) of total costs solution is intended to provide the 1/10,000-year design level but has a strong potential to actually provide less than the 1/100-year design level of protection.
It is important to explore the decision relevance of the residual risks implicit to choices made based on the expected value tradeoffs (Fig. 4) . For example, one can define what potential realized performance levels are acceptable (or "satisficing") through setting multivariate thresholds (Fig. 5) . (8) In this illustration, hypothetical decisionmakers can set objective thresholds under which they prefer to stay. The first would be to maintain an expected annual flood probability of under 1/10,000 per year, and the second would be to invest less than 100 million guilders for protection costs (Panel A, blue box). Of the more than 2 million solutions evaluated between these two objectives, only 1.1% meet both criteria. The dashed line again shows how the Van Dantzig (1956) baseline solution would have performed under these threshold constraints. The expanded view shows a situation in which a third threshold is instituted, such as restricting flood damages to less than 1 million guilders (Panel B). In this scenario, only the solutions highlighted in green full satisfy all three threshold requirements. The scarcity of acceptable solutions-in this case, only about 0.20% of all possible solutions-illustrates the need to understand how model uncertainties can map onto the objective space in a decision-making framework.
Sensitivity Analysis
The diagnosed parameter sensitivities vary greatly depending on whether local or global methods are used, and depending on which version of the analysis is being considered. OAT sensitivities for the upgraded sea-level rise model, for example, show that the parameters governing abrupt sea-level risethe timing, t*, and rate, c*-have a strong influence over three of our objectives (total costs, discounted damages, and flood probability; Fig. S8 ). The width of the bar next to the parameter description indicates the magnitude of the sensitivity directly attributable . 6 . One-at-a-time (OAT) sensitivity analysis for four management objectives with updated sea-level rise and storm surge models. Width of the bars and steepness of curve inclines indicate the degree of sensitivity to each parameter. The parameters in gray had no considerable sensitivity (less than 1% of maximum variance).
to that parameter. (77, 78) When the OAT methods are applied to the upgraded storm surge model, however, the GEV parameters dominate the sensitivities instead (Fig. 6 ). This is consistent with the observation discussed above that large storm surge events can overpower the signal of the comparatively smaller contributions from sea-level rise. Intuitively, for every model version, the cost rate of heightening parameter k accounted for all of the variance for the investment costs objective (see Equation (3)).
The global sensitivity analysis produces similar rankings driven by storm surge and economic Fig. 7 . Results of Sobol' sensitivity analysis for the four considered management objectives in the most improved model (i.e., upgraded storm surge and sea-level rise models and parameter uncertainties included). The solid circles represent the model sensitivity that can be directly attributed to a given parameter (first order), while connecting lines represent interactions between parameters (second order). The white circles indicate total-order sensitivities. The sizes of the circles at each node and the widths of the lines indicate the magnitude of the sensitivities.
parameters (Fig. 7) . The size of the points at each node indicates the magnitude of the first-and total-order effects from the variance decomposition analysis. (78) First-order effects illustrate the effects of the individual parameter on the model output, while total-order effects are a measure of overall parameter weight (individual plus interaction terms). Lines of increasing thickness represent the magnitudes of second-order interactions. Here, too, the investment cost objective is determined solely by the k value. The GEV parameters are important drivers of discounted total costs, flood probability, and discounted damages, with the largest share (between ß77% and ß84%) attributable to the shape parameter (ξ ). Even where large first-order sensitivities do not exist, interactions between the GEV parameters produce sizeable total-order sensitivities (e.g., scale parameter in Panel A). Such interaction terms are critical to understanding the model behavior, as the shape and scale parameters, in conjunction, most directly influence how the extreme tail-area values are extrapolated. (66, 85) The effects of the sea-level rise parameters are overshadowed in the most upgraded version of the model, likely driven to a large extent by the fact that sea-level projections are only considered over a 75-year investment period. Over longer time horizons, we hypothesize the effects of abrupt sea-level rise to register a larger impact in the sensitivity analyses (see the large second-order interactions in the upgraded sea-level rise model, Fig. S9 ).
CAVEATS AND FUTURE RESEARCH NEEDS
We have adopted the economic decision analysis described in Van Dantzig (1956) as a didactic example of how to apply a relatively simple de-cision framework to a complex problem. Using a simple model helps to keep the analysis relatively transparent and concise. However, this simplicity also points to potentially important caveats and future research needs.
Future climate change projections are deeply uncertain, as are their likely impacts on coastal adaptation frameworks. Our analysis introduces updated models for both sea-level rise and storm surge, yet remains silent on a number of additional uncertainties. As previously mentioned, several of the parameter values used in the original analysis could be further constrained. For example, our analysis assumes a simple stationary discount rate of 2%, yet choosing an appropriate discount rate remains a contentious issue in the climate literature. (86) (87) (88) (89) (90) Furthermore, the cost rate of heightening, k, is approximated as constant. In reality, heightening a dike would necessarily require widening the base. The additional material required, combined with the potential for land reclamation, may result in a cost function more closely resembling a quadratic or exponential shape. (35) For parameters that did not have published ranges available, we assume either normal or lognormal distributions using the baseline values as distribution means. This assumption was intended to produce illustrative ranges for this specific area of interest. As this assumption will likely have important implications for the sensitivity analyses, it is all the more critical to further constrain parameter distributions in future work, and to investigate model uncertainties using a deep uncertainty framework.
While this analysis included three additional management objectives, it still only considers a single decision variable (i.e., how high to build the dike). Future studies could incorporate numerous other decision variables, including varying the timing of dike heightening or investing in climate resilience or mitigation in addition to adaptation. Louisiana's 2017 Comprehensive Master Plan for a Sustainable Coast is one recent example of how to implement an integrated portfolio of flood management strategies. (91) Over a 50-year time horizon, this master plan strengthens structural protections while simultaneously incorporating marsh creation, sediment diversion, barrier island restoration, and other adaptive management measures. As additional variables are introduced, the considered decision space rapidly expands. Applying advanced analytical techniques like multiobjective evolutionary algorithms would allow for decisionmakers to efficiently explore tradeoffs and solutions in increasingly complex problem formulations. (39, 92) 
CONCLUSION
This study reveals how a simple flood risk model (Van Dantzig 1956) can be used to investigate the effects of methodological assumptions and model uncertainties on a decision-analytical framework. Our results demonstrate three important points. First, a simple implementation of the traditional decision theory can produce myopic solutions in flood adaptation frameworks, as can be seen from the changes associated with moving from single-objective problem formulations to diverse multiobjective tradeoffs. Seeking compromise solutions by satisficing some optimal performance for more stability is an effective technique for avoiding extreme perspectives and addressing multiple stakeholder preferences. Second, we find that accounting for model uncertainties-particularly the structural representations of sea-level-rise and storm surges-can result in large changes to the suggested economically optimal solution. Finally, we find that model sensitivities change dramatically depending on which model version is being considered and whether local or global sensitivity methods are employed. Sobol' sensitivity analysis effectively identified useful parameter interactions that were otherwise overlooked, and that could have critical implications for flood adaptation strategies.
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