Abstract-Participants haptically (versus visually) classified universal facial expressions of emotion (FEEs) depicted in simple 2D raised-line displays. Experiments 1 and 2 established that haptic classification was well above chance; face-inversion effects further indicated that the upright orientation was privileged. Experiment 2 added a third condition in which the normal configuration of the upright features was spatially scrambled. Results confirmed that configural processing played a critical role, since upright FEEs were classified more accurately and confidently than either scrambled or inverted FEEs, which did not differ. Because accuracy in both scrambled and inverted conditions was above chance, feature processing also played a role, as confirmed by commonalities across confusions for upright, inverted, and scrambled faces. Experiment 3 required participants to visually and haptically assign emotional valence (positive/negative) and magnitude to upright and inverted 2D FEE displays. While emotional magnitude could be assigned using either modality, haptic presentation led to more variable valence judgments. We also documented a new face-inversion effect for emotional valence visually, but not haptically. These results suggest that emotions can be interpreted from 2D displays presented haptically as well as visually; however, emotional impact is judged more reliably by vision than by touch. Potential applications of this work are also considered.
INTRODUCTION
H UMAN faces are of considerable evolutionary and functional importance. Face processing permits us to differentiate friend from foe, select a potential sexual partner and long-term mate, and to recognize and communicate emotion. There has been much research by vision scientists on the topic of human face recognition and how faces are processed and represented (e.g., [1] ). An important outcome of this research is a body of evidence that indicates that when humans identify faces, they tend to focus on the global configuration of the facial features, as opposed to the features per se (e.g., [2] , [3] , [4] , [5] , [6] , and [7] ).
One of the critical findings in this literature is that humans recognize upright faces better than inverted faces, a perceptual phenomenon known as the "face-inversion" effect (e.g., [2] , [3] , [4] , [5] , [8] , and [7] ). The face-inversion effect clearly indicates that there is a canonical orientation for visually presented upright faces. A number of the early studies demonstrating this effect proposed that inverting the face impairs the recognition of facial identity by disrupting the use of configural information. However, as Maurer et al. [6] have pointed out, on its own the faceinversion paradigm cannot unambiguously assess the role of configural processing. The impairment produced by face inversion could be due to alternate sources, such as disruption of the information about the features themselves, or lack of experience with identifying upside-down faces.
Results from subsequent studies that used additional experimental manipulations in conjunction with the faceinversion paradigm offer stronger support for the claim that face inversion causes a disruption in configural processing of the face. For example, Farah et al. [2] tested participants' ability to identify upright versus inverted faces after they were presented with displays consisting of either whole faces or parts of faces. Participants originally presented with only parts of faces failed to show a subsequent inversion effect, whereas those initially presented with whole faces did. These results support the idea that configural processing of the whole, as opposed to feature-based processing, was responsible for producing the face-inversion effect.
Freire et al. [3] presented faces that differed slightly from each other in terms of their configural information; that is, the eyes were shifted up, down, inward or outward, relative to their normal location, and the mouths were moved up or down. Participants were required to discriminate the faces from one another when presented in upright versus inverted orientations. They could easily discriminate the upright faces using the configural discrepancies; however, this was not possible when the faces were inverted, suggesting that the inverted faces could not be processed configurally. Freire et al. further examined whether featurebased information would similarly be less available in inverted faces. When the faces differed in featural information, participants could discriminate them equally well in upright and inverted conditions. The results of this study, therefore, suggest that inverting faces disrupts configural, but not featural, information.
Boutsen and Humphreys [9] failed to find an inversion effect with faces disrupted by the "Thatcher" effect, in which the eyes and mouth are inverted within an otherwise upright face. Moreover, accuracy of facial identity in the upright condition was approximately the same as that obtained with normal-but-inverted faces. It was proposed that "Thatcher" faces disrupt participants' ability to encode them configurally. Accordingly, they must process the individual facial features, resulting in a decline in accuracy to the level observed with normal-but inverted-faces.
Several other experimental paradigms have further confirmed the importance of facial configuration in processing upright faces. Both morphing together halves of different faces (e.g., [4] ) and scrambling facial features (e.g., [5] ) serve to disrupt the normal facial configuration while leaving the features unchanged; in contrast, blurring facial features has been used to alter the features per se while leaving the configuration unchanged (e.g., [5] ). The results of such studies collectively demonstrate that face recognition is more impaired when the configuration, as opposed to the features themselves, is altered.
Until recently, face processing has been viewed as a unimodal perceptual phenomenon. However, recent studies confirm that it includes both haptic and visual processing, and as such should be properly considered a bimodal phenomenon (e.g., [10] , [11] , [12] , [13] , [14] , and [15] ). These studies have all demonstrated that it is possible to haptically process the identity of live faces and 3D rigid facemasks at levels well above chance (for a review, see [16] ).
Kilgour and Lederman [12] confirmed the existence of a haptic face-inversion effect in young neurologically intact adults of both genders. They examined their ability to determine whether two rigid, 3D facemasks were the "same" or "different." When given unlimited time to haptically explore a face, participants were significantly more accurate when differentiating upright, as opposed to inverted, faces. (This finding was earlier confirmed by Kilgour et al. [10] in a control group of neurologically intact, middle-aged males.) Kilgour and Lederman suggested that one interpretation of their initial results was that, with no previous experience in haptically recognizing facemasks, participants may have adopted a configural-processing strategy, as they did with vision. Accordingly, in a second experiment, Kilgour and Lederman [12] investigated the effects of limiting exploration time when performing the same task. Lakatos and Marks [17] had previously shown that individuals use feature-based processing, as opposed to global processing, early in manual exploration. Based on these findings, Kilgour and Lederman [12] suggested that limiting participants' exploration time in the same/different task would force participants to use a feature-based processing strategy for both upright and inverted faces by restricting their ability to obtain global information. In support of their hypothesis that an inversion effect would not occur (or at the very least, would be reduced) when exploration time was constrained, there was no effect of face orientation on performance accuracy.
In addition to the critical importance of human facial identity, facial expressions of emotion (FEEs) serve a significant role in social communication. Ekman et al. [18] described six principal human emotions that humans universally recognize using vision: anger, disgust, fear, happiness, sadness, and surprise.
Evidence of a visual face-inversion effect for FEEs has now been documented in several studies. For example, Calder et al. [19] examined the effect of face inversion on the visual recognition of FEEs produced in [20] . As in the visual studies on facial identity, Calder et al. [19] found that participants were slower to recognize FEEs when the faces were inverted than when they were upright, suggesting that global configural processing may have been used with upright faces. This result is applied to faces with one expression and faces consisting of two different expressions in the bottom and top halves. It is important to note that alternate explanations to global configural processing of facial emotions were ruled out.
Prkachin [21] showed participants brief videotaped presentations of Ekman and Friesen's photos of the six primary FEEs [20] in both upright and inverted orientations. Both detection and identification of these expressions were very good for upright faces. While still well above chance, performance with inverted expressions was consistently lower. Although a face-inversion effect was confirmed across all six emotional expressions, it was greater for some expressions, particularly anger and fear, than for others.
Using simple line drawings, Fallshore and Bartholow [22] required participants to visually identify caricatures of emotional expressions portrayed by the eyes, brows, nose, and mouth. Participants were asked to choose from among a closed set of six primary emotions, with a chance level of $17 percent. Overall accuracy for upright and inverted faces were 76 percent and 66 percent, respectively. A faceinversion effect consistently occurred across all emotions, although it was not statistically significant for either surprise or disgust.
New evidence reveals that humans can also haptically classify the universal FEEs portrayed in unfamiliar live faces [16] at levels usually considerably better than chance. Lederman et al. demonstrated that with the exception of fear, all FEEs, whether portrayed statically or dynamically, were successfully classified by touch at levels well above chance (i.e., 51 percent and 74 percent, respectively).
The current study extends our program of research on haptic face processing by addressing four complementary questions that pertain to the haptic interpretation of FEEs in 2D raised-line drawings. In both Experiments 1 and 2, we ask if people can haptically (and visually) classify culturally universal FEEs in simple line depictions of real faces. We also ask if people rely on a canonical orientation when classifying FEEs. To address both issues, we use the faceinversion paradigm. Additionally, in Experiment 2, we ask whether face configuration plays an important role in the haptic classification of FEEs in 2D raised-line depictions by adding a new condition in which the configuration of upright features is scrambled. Finally, in Experiment 3, we extend our investigation to ask whether people can visually and haptically evaluate the emotional valence (cf. precise emotion) depicted in our 2D raised-line FEE displays; we again use the face-inversion paradigm to ask whether a canonical orientation is also used to assess emotional valence. [23] . Subjects reported no known sensorimotor impairments, and had normal or corrected-to-normal vision. In keeping with the procedures stipulated by the Queen's University General Research Ethics Board, before the start of each experiment, all participants were given a letter of information and signed a consent form.
Materials
A digital camera was used to take photographs of the two female actors. The outlines of the primary features (eyes, brows, nose, mouth, and external face shape) were traced using Adobe Illustrator. The displays were very similar in size, the largest facial display fitting within a rectangular area 14.5 cm Â 19.5 cm. The outline drawings were transferred to Swell paper (21 cm Â 30 cm) at the Canadian Institute for the Blind (CNIB, Toronto) to produce black raised-line drawings of the faces and features. Swell paper is coated with reactive chemicals that burst with exposure to heat, resulting in black raised lines ($ 0.5 mm high and 0.3 mm wide). There was a total of 14 face drawings, with two actors each producing six universal FEEs: anger, disgust, fear, happiness, sad, and surprise, plus neutral. The complete set is presented in Fig. 1 for one actor in upright, inverted, and scrambled (one of three versions) conditions. During presentation, the drawings were attached to a clipboard. Participants in the vision condition wore a pair of liquid crystal (LCD) glasses (PLATO), which could be made opaque to prevent sight of anything other than the drawings between trials. An oral questionnaire was presented to participants at the end of the experiment. It contained questions concerning their estimated confidence during upright and inverted trials and the cues used to differentiate the FEEs.
Experimental Design
A mixed-factor design was used with two between-subject factors (Modality, with two levels: haptic, vision; Orientation Order with two levels: upright first, inverted first) and three within-subjects factors (Emotion, with seven levels: anger, disgust, fear, happiness, neutral, sadness, and surprise; Orientation, with two levels: upright and inverted; and Actor, with two levels). Participants were assigned to one of four conditions in groups of four: haptic/upright block first, vision/upright block first, haptic/inverted block first, or vision/inverted block first. The order in which the orientation blocks were presented was counterbalanced across subjects. The 14 FEE displays were randomized within each orientation block.
Procedure
Participants were instructed to identify seven different emotions depicted in a set of face drawings as quickly and accurately as possible. At any time, they could ask the experimenter to repeat the seven emotions in alphabetic order. Participants in the haptic condition washed their hands and then donned a blindfold; those in the vision condition wore the LCD glasses.
Participants were seated in front of a small table. The clipboard that held the face displays was placed flat on the table, directly in front of the participant and 10.5 cm from the front table edge. In the haptic condition, the blindfolded participants were free to manually explore the drawings as they wished using one or both hands. The experimenter cued the participant to begin exploring with "Start." In the vision condition, participants were reminded to keep their head as still as possible and to view the drawing straight on. They could begin visually exploring the drawing as soon as the glasses changed from opaque to transparent.
Participants were shown the drawings in two orientation blocks, upright and inverted. Before each block, they practiced identifying all seven emotions presented in that orientation. The 5-10-minute practice period was divided into two sections. First, a series of seven emotions (i.e., half the drawings) was presented alphabetically and identified by name. A maximum of 75 seconds was permitted visually or haptically. Second, the remaining seven drawings were presented in random order, and participants were required to identify each emotion as quickly and accurately as possible. Feedback was given, and if they were incorrect, they were given an additional chance to explore the drawing and to provide another answer. If incorrect a second time, they were told the correct answer.
After practice, the formal experiment began. Participants completed a total of 14 trials (seven emotions for each of two actors) within each orientation block. The procedure used in the formal experiment was similar to that used in the second section of practice-participants were presented with a random series of the drawings and asked to identify which of the seven emotions was depicted. This time, however, the full set of 14 drawings was used, and no accuracy feedback was given. The name of the emotion selected and the response time were both recorded.
At the end of the experiment, participants were asked to separately rate their confidence in identifying facial expressions when presented in the upright and in the inverted conditions using a scale of 1 to 5 (1 = not confident at all, 5 = very confident). Finally, they were asked to name and rank order the cues or features that were most important when judging each emotion.
Results

Accuracy
Less than 1 percent of the trials exceeded the maximum response time. These were replaced by the maximum (75 seconds). We initially examined the mean accuracy scores for each of the seven emotions portrayed by each actor using vision and touch. There were no notable differences in the pattern of FEE results for the two actors. Accordingly, we averaged the scores across actors and used these values as the input to a mixed-factor Analysis of Variance (ANOVA) with two between-subject (Modality, Orientation-Block Order) and two within-subject (Emotion, Orientation) factors. Whenever the Mauchly's Test of Sphericity was violated, a Greenhouse-Geisser adjustment was used in this and any subsequent analyses reported.
A significant main effect was obtained for Orientation, Fig. 2 shows mean accuracy and SEMs as a function of orientation, emotion, and modality. All seven FEEs were classified better than statistical chance by each modality. As can be seen, visual and haptic accuracy ranked the emotions similarly: happiness and surprise, neutral and anger, sadness (vision), and finally disgust, fear, and sadness (haptics).
The stimulus-response confusion matrices (frequency, summed over actors and participants) were tabulated for all four experimental conditions (upright and inverted touch, upright and inverted vision). Intermatrix correlations were calculated to assess commonality in feature-based processing, under the assumption that confusions would arise on this basis. The matrix off-diagonal cells (confusion errors) were used as the unit of observation, because errors were of interest and because including diagonal cells (correct responses) would have forced spuriously high correlations. Correlations involving upright vision were not assessed, as the large number of zero cells in the error matrix would have produced low and uninterpretable correlations with other matrices. The intercorrelations among the remaining three conditions were high (all rs ! 0.81), suggesting commonality of feature-based processing. As the intermatrix correlation between Experiments 1 and 2 for upright touch was also high (0.80), Table 1 presents an overall matrix consisting of frequencies summed across actors and both experiments.
Noteworthy confusions are anger with surprise, both disgust and fear broadly with several emotions, and sadness particularly with the neutral expression.
Confidence
A mixed-factor ANOVA was performed on confidence, with two between-subject factors (Modality, with two levels; Orientation Order, with two levels) and one within-subject factor (Orientation, with two levels). The main effects of interest, Modality and Orientation and their interaction, were all statistically significant. Not surprisingly, participants were more confident when exploring the displays visually ðM ¼ 3:40; SEM ¼ 0:10Þ than haptically ðM ¼ 2:91; SEM ¼ 0:10Þ, Fð1; 60Þ ¼ 12:81, p < 0:001; p rep ¼ 0:988; In keeping with the corresponding accuracy data, the interaction term, Orientation Â Modality, was also statistically significant, Fð1; 60Þ ¼ 10:51, p < 0:002 p rep ¼ 0:979, 2 p ¼ 0:149. LSD paired comparisons of the means indicated that upright faces were more confidently recognized than inverted faces both haptically and visually (ps < 0:04 and 0.0001, respectively). An additional comparison of the orientation difference scores indicated that the difference in confidence scores was statistically greater for vision than for touch (p < 0:003, two-tailed).
Summary
To summarize, the results of Experiment 1 show that 2D raised-line drawings of culturally universal FEEs taken from real faces are classified using a closed-response set at levels well above chance (14.3 percent) by touch (54 percent), as well as by vision (77 percent). Furthermore, both accuracy and confidence scores, which were statistically positively correlated, confirm the existence of a haptic face-inversion effect with these stimuli that is statistically equivalent to that for vision. 1 Confusion patterns were similar across touchupright, touch-inverted, and vision-inverted displays, suggesting similar featural processing. We attribute the heightened accuracy for upright faces to an additional advantage from configural processing.
EXPERIMENT 2: HAPTIC CLASSIFICATION OF 2D DEPICTIONS OF EMOTION IN UPRIGHT, INVERTED, AND SCRAMBLED FACES
It has been previously suggested that inverting a face disrupts the configural processing that is normally used to process upright facial identity and FEEs. As noted in Section 1, however, there are alternate interpretations. For example, Maurer et al. [6] suggested that decreased recognition accuracy with inverted faces may be due to the disruption of featural processing. It is also possible that impaired performance with inverted faces occurs because people have had less experience processing inverted as opposed to upright faces. On its own, therefore, evidence for an inversion effect does not unequivocally indicate the use of global configural processing of upright faces. Accordingly, in Experiment 2, we focused on the haptic modality and tested an upright scrambled-face condition. Scrambling the facial features clearly eliminates global configural information about the features, while leaving the features themselves both upright and intact. Based on the results of Experiment 1, we anticipated that upright FEEs should be classified with higher accuracy and greater confidence than inverted FEEs. To the extent that people use configural processing during the haptic classification of FEEs depicted in raised-line drawings, performance in the scrambled condition should be poorer than in the upright condition, whereas if feature-based processing is primary, performance in the upright and scrambled conditions should be the same. Finally, if performance with scrambled faces is better than chance but poorer than the upright condition, performance must be influenced by both global configural and feature-based processing.
Method
Participants
A total of 54 undergraduates (12 males, 42 females; mean age ðSDÞ ¼ 19:6 (2.0) years) were recruited. Students either received one credit toward their final introductory 1 . A subsidiary analysis of the subjective reports of diagnostic features (weighted by rank order) indicated that the mouth region was most diagnostic overall. Ratings of features were not included in subsequent studies. Correct responses are shown in bold. A = anger, D = disgust, F = fear, H = happiness, Sa = sadness, Su = surprise, T = total including diagonal cells, TND = total excluding diagonal cells.
psychology grade or were paid $10 for their participation. All participants were right-handed (Edinburgh Handedness Inventory) and reported no known manual sensorimotor impairments.
Materials
Replicas of the 14 upright and 14 inverted raised-line drawings used in Experiment 1 were used in the current experiment (see Figs. 1a and 1b) . In addition, we scrambled the locations of the upright features (i.e., left eye þ left eyebrow, right eye þ right eyebrow, nose, mouth; the external contour of the head was not altered) of each of the 14 upright faces into three different spatial configurations, one of which is depicted in Fig. 1c for one of the two actors.
Experimental Design
A mixed-effects design was used with one between-subjects factor (Display Mode: three levels-upright, inverted, and scrambled) and three within-subjects factors (Emotions: seven levels-anger, disgust, fear, happiness, neutral, sadness, and surprise; Actors: two levels; and Repetitions: two levels). Participants were sequentially assigned to the three Display Mode conditions, with 18 participants per group. Inasmuch as the features were scrambled into three different configurations, each feature arrangement was randomly assigned to 6 of the 18 participants in the scrambled group.
Procedure
Participants washed their hands and then put on a sleep mask to eliminate any visual cues. To give participants a general idea of the facial features and their layout in the practice and test displays, they were initially shown a depiction of a neutral facial expression formed by a third actor. The sample display, although not used in the formal experiment, was presented in the display mode to which the participant was assigned, i.e., upright, inverted, or scrambled. Participants were allowed to explore it for as long as they wished.
Next, participants were told they would be given some practice with selected raised-line drawings of the seven different FEEs. To ensure that participants did not assume that only one actor was used, they were told that more than one actor was involved. They examined a set of seven FEEs presented in alphabetic order (i.e., anger, disgust, fear, happiness, neutral, sadness, and surprise), with each emotion randomly selected from one of the two actor sets. At this point, exploration time remained unrestricted.
Participants were then presented with a second set of the seven FEEs, consisting of those produced by whichever actor was not selected in the first set. Once again the experimenter alphabetically reminded them of the names of the emotional expressions; however, this time, the order in which the FEEs were displayed was random. Participants were instructed to classify each expression as quickly and accurately as possible, and were given feedback on each trial as to the correct answer. Four random presentation orders were created for the two practice sets, with two presented to each participant. Thus, each participant examined all 14 face displays (seven emotions Â two actors) once during the 5-10-minute practice period.
Following practice, each participant was permitted to reexamine any of the FEEs once more before proceeding to the formal experiment. Participants were informed that in the formal experiment, they would examine FEEs produced by more than one actress and repeated more than once. The seven expressions, each produced by two actors and repeated once, resulted in a total of 28 trials. No feedback was provided and the order of presentation was totally randomized. Participants were asked to classify each FEE as quickly and accurately as possible in no more than 60 seconds, at which point they would be stopped and asked for an answer. The seven FEEs were alphabetically named, and participants were informed they could ask the experimenter to repeat the list of names alphabetically at any point during the experiment. At the end of the study, participants were orally asked to rate the confidence with which they made their judgments from 1 to 5 ð1 ¼ ''not at all confident''; 5 ¼ ''very confident''Þ. The study took approximately 1 hour.
Results
Once again, we report the results of separate analyses using accuracy and confidence ratings as the input data. Less than 1 percent of the trials exceeded the maximum response time, and these were replaced by the maximum (60 seconds).
Accuracy
As in Experiment 1, we initially considered the pattern of mean accuracies across all Emotion Â Orientation conditions within actor, using the means of the two replications as the input data. The pattern across emotions was quite similar for the two actors, although Actor 2 tended to elicit slightly higher scores than Actor 1. As the accuracy for upright fear was statistically at chance level (14 percent) for both Actors (M ¼ 0:222; SEM ¼ 0:082, and M ¼ 0:278, SEM ¼ 0:089, respectively), preventing us from meaningfully comparing performance to either inverted or scrambled conditions, we excluded this emotion from further statistical analysis. Relatively poor accuracy for fear has been noted as well with live actors [16] . In addition, performance with Actor 1's upright sadness was not significantly different from chance ðM ¼ 0:194; SEM ¼ 0:067Þ, and also elicited anomalously lower accuracy scores than that of Actor 2 ðM ¼ 0:611; SEM ¼ 0:101; p < 0:001Þ. Given the similarity of the data for the two actors across the five other emotions, we used the accuracy (proportion correct) scores averaged across actors as input to a reduced one within-subject and one betweensubject mixed-model ANOVA. The within-subject factor was FEE, now with five levels (anger, disgust, happiness, neutral, and surprise). 2 The between-subjects factor was Display Mode, again with three levels (Upright, Inverted, and Scrambled).
The effect of the within-subjects factor, Emotion, was significant, Fig. 3 ). Once again, we also performed one-tailed Least Significant Difference tests of our a priori hypotheses concerning the effects of inverting and scrambling the facial features. Upright faces were classified significantly more accurately ðM ¼ 0:700; SEM ¼ 0:038Þ than either inverted ðM ¼ 0:597; SEM ¼ 0:038Þ or scrambled ðM ¼ 0:581; SEM ¼ 0:038Þ, p < 0:05 and 0.0015, respectively, which were not statistically different. The interaction term, FEE Â Display Mode, was not statistically significant.
As in Experiment 1, to test for similarity of featural processing, we calculated the intermatrix correlations among upright, inverted, and scrambled displays using the confusion errors for all seven emotions as the unit of observation (off-diagonal cells, summed across actors and participants). Chance-level performance for both upright fear and upright sadness is attributable, as in Experiment 1, to fear being once again broadly confused with many other emotions, and to sadness being primarily confused with the neutral expression. It is not immediately clear why these patterns were enhanced in Experiment 2. The r-values among the three touch matrices were all again quite high (i.e., ! 0.79). As previously suggested, the high similarity of confusion patterns across display modes points to an underlying process that is common to all featural comparisons. We attribute the advantage for the upright condition to the additional contribution of configural processing.
Confidence
One-tailed a priori orthogonal t-tests were performed on the difference between the confidence means, also shown in Fig. 3 . The confidence for upright faces ðM ¼ 3:06; SEM ¼ 0:19Þ was significantly greater than for inverted ðM ¼ 2:39; SEM ¼ 0:24Þ, and scrambled ðM ¼ 2:61; SEM ¼ 0:18Þ faces (ps < 0:02 and 0.05, respectively). The inverted and scrambled means were very similar.
Summary
To summarize, Experiment 2 replicated Experiment 1 in showing impairments in haptic performance (accuracy, confidence ratings) as a result of face inversion. It further documented an equivalent impairment when the individual features in raised 2D displays were scrambled. Confusion errors tended to be very similar across display modes, suggesting similar featural processing across conditions. We assume that the advantage for upright faces represents an added configural component unique to this condition.
EXPERIMENT 3: VISUAL AND HAPTIC PERCEPTION OF EMOTIONAL VALENCE IN UPRIGHT AND INVERTED 2D FACES
In both Experiments 1 and 2, subjects haptically classified FEEs depicted in 2D raised-line drawings. In Experiment 3, we asked whether participants could also judge emotional valence (positive, negative) and its magnitude in these same displays. Subjects were required to judge each display along an emotional continuum from very negative to very positive using either vision or haptics. The face-inversion paradigm was used to determine whether participants would adopt a canonical orientation when judging emotional valence by vision or touch, and whether configural processing was used, subject to the caveats raised by Maurer et al. [6] .
Method
Participants
A total of 48 undergraduate students (31 females, 17 males), ranging in age from 18 to 22 years, either received credit toward their Introductory Psychology grade or were paid $10 for their participation. One participant from each of the two modality conditions was omitted for failing to follow instructions. All participants were right-handed (Edinburgh Handedness Inventory), and reported no known sensorimotor hand impairments and normal (or corrected-tonormal) vision.
Stimulus Displays
Duplicates of the visual and haptic sets of seven upright and seven inverted raised-line drawings used in Experiments 1 and 2 were employed in Experiment 3.
Experimental Design
A mixed-factor design, with one between-subject factor (Modality, with two levels: haptics versus vision) and three within-subjects factors (Emotional Expression, with seven levels: angry, disgust, fear, happiness, neutral, sadness, and surprise; Orientation, with two levels: upright versus inverted; and Actor, with two levels) was used. Participants were alternatively assigned to either the haptic or vision condition. Initially, the experiment began with a practice session followed by the formal experiment, which consisted of 28 trials per session, (i.e., six primary emotions plus a neutral expression for each of two actors presented in each of two orientations). The order in which the drawings were presented was fully randomized within orientation blocks, with blocks counterbalanced across participants.
LEDERMAN ET AL.: HAPTIC PROCESSING OF FACIAL EXPRESSIONS OF EMOTION IN 2D RAISED-LINE DRAWINGS 33
Fig. 3. Experiment 2: accuracy (mean proportion correct) averaged across emotion and orientation (left y-axis) and mean confidence ratings averaged across orientation (right y-axis) for three display modes. Error bars are þ1 SEM. Fear and sadness data were excluded from the statistical analyses for reasons explained in the text; however, chance level was 0.14 because there were originally seven response categories from which to choose.
Procedure
During the practice session, participants were familiarized with the drawings of the seven emotional displays in the upright and inverted orientations by visually or haptically exploring one example of each FEE. On each trial, participants were required to judge ". . . how positive or negative the emotion is, using a scale ranging from À5 (extremely negative) through 0 (neutral) through þ5 (extremely positive)." Presentation details were similar to those used in Experiments 1 and 2. Manual exploration was limited to 75 seconds.
Results
We divide the analysis into two components: signed valence, which indicates whether there is a bias toward interpreting the emotion as positive or negative, and unsigned valence, which indicates the overall intensity attributed to the expression, regardless of bias.
Signed Emotional Valence and Magnitude
As in Experiments 1 and 2, we began by comparing the seven FEE means between actors in each of the four orientation Â modality conditions. In all four cases, the accuracy patterns for both actors were very similar. Thus, once again actor effects will not be discussed further. The signed scale values for perceived emotional valence were averaged over actors for the seven FEEs within each modality. A mixed-model ANOVA was performed on the emotional valence ratings, with two between-subject factors (Modality and Orientation Order, both with two levels) and two within-subject factors (Orientation with two levels, and Emotion with seven levels). There were significant main Fig. 4a .
For vision, all 14 ratings were significantly different from zero (one sample t-tests, with Bonferroni adjustment for multiple comparisons; all ps < 0:0001), confirming that participants could assign emotional valence to all upright and inverted FEE displays used in this experiment. Anger, disgust, fear, and sadness FEEs were consistently rated as negative, while happiness and surprise FEEs were both consistently rated as positive.
A very different pattern is evident in the haptic ratings. With the exception of happiness, the mean ratings were all close to zero. With respect to the 14 comparisons performed, only six expressions were significantly different from a scale value of zero: upright disgust ðtð23Þ ¼ À5:21; p < 0:0001Þ, inverted disgust ðtð23Þ ¼ À7:00; p < 0:0001Þ, upright happiness ðtð23Þ ¼ 13:37; p < 0:0001Þ, and inverted happiness ðtð23Þ ¼ 12:01; p < 0:0001Þ, upright sadness ðtð23Þ ¼ À2:09; p < 0:05Þ, and inverted neutral ðtð23Þ ¼ 2:73; p < 0:015Þ. It is possible that haptic scale values were low because participants were unable to haptically perform the task; alternatively, high intersubject response variability may have canceled out scale values with opposite signs. To consider these two possibilities further and to evaluate emotional intensity independently from valence, we performed the same ANOVA using unsigned scaled magnitude.
Unsigned Scale Magnitudes
Unlike the signed-data ANOVA, neither the main effect of orientation nor the interaction term, Emotion Â Modality, was statistically significant when the unsigned ratings were used. The two-way interaction term,
Finally, in contrast to the signed data, the three-way interaction term, Orientation Â Modality Â Emotion, was not significant ð 2 p ¼ 0:03Þ, indicating that the two-way interaction between orientation and modality was similar across emotions with respect to unsigned ratings. As shown in Fig. 4b , the unsigned scores reveal that participants were in fact capable of haptically judging the magnitude of emotional valence. It would, thus, appear that the near-zero means for the signed ratings reflected intersubject disagreement as to the valence when making haptic (cf. visual) judgments, so that ratings with opposing signs tended to cancel.
To assess the existence of visual and haptic faceinversion effects in this task, we compared upright versus inverted orientation conditions within each emotional expression using the unsigned mean ratings. As is evident in Fig. 4 , with the exception of the happiness FEE, the visual unsigned scaled values for upright FEEs are higher than for inverted FEEs. One-tailed multiple comparisons of the orientation differences within each FEE (with Bonferroni adjustment for multiple comparisons) confirmed statistical significance for all but happiness and fear (all ps < 0:005). In marked contrast, orientation had no effect on the corresponding haptic ratings of the magnitude of emotional valence.
Confidence Ratings
The confidence ratings were analyzed using paired t-tests with an alpha level of 0.05. Upright expressions were judged with greater confidence than inverted expressions by both vision and haptics, tð23Þ ¼ À4:64, p < 0:0001 and tð23Þ ¼ À4:02, p < 0:0015, respectively. The mean confidence (SEM) for upright vision, inverted vision, upright touch, and inverted touch were: 3.94 (0.14), 3.10 (0.13), 3.14 (0.14), and 2.54 (0.19), respectively. The interaction term was not statistically significant.
GENERAL DISCUSSION
The current study was designed to address four major questions:
1. How well do people haptically classify universal emotions depicted in 2D raised-line drawings? 2. Do people adopt a canonical orientation when haptically classifying universal expressions of emotion? More specifically, is a haptic face-inversion effect found for raised 2D depictions of these expressions? 3. How do people haptically process upright FEEs depicted in these tangible graphics displays? 4. Can people haptically, as well as visually, judge the magnitude of emotional valence depicted in these same displays; if so, do they adopt a canonical orientation, as indicated by haptic and visual faceinversion effects?
Haptic Classification of Raised-Line FEEs
Subjects classified seven upright FEEs in Experiments 1 and 2 with an overall mean proportion correct (SEM) of 0.569 (0.025) and 0.593 (0.037), respectively. These values are both well above chance ($ 14 percent), indicating that blindfolded, sighted participants haptically performed this task surprisingly well inasmuch as unlike common visual experience, they had never interpreted facial emotion from simple drawings by touch before. Performance was about the same or slightly better than when blindfolded sighted subjects haptically classified static FEEs produced by a live actor (i.e., 52 percent; chance ¼ 16:7 percent) [16] . Performance with live faces was better still (71 percent) when the actor's emotional expressions dynamically changed beneath the observer's hands [16] . Relative to the wealth of haptic information pertaining to geometric and material cues that change in real time during dynamic facial expression, static live displays offer fewer cues as to the differences among FEEs and, as predicted, performance declines. Inasmuch as the current 2D raisedline displays contain only limited geometric contour cues, we predicted that performance with these face stimuli would be even poorer. However, the predicted decrement for raised lines relative to static faces did not occur, which may reflect observer inhibition when manually exploring live faces. Although haptic classification was well above chance, not all FEEs depicted in 2D raised-line drawings were classified equally well. In Experiments 1 (Fig. 2) and 2 ( Fig. 3) , both happiness and surprise were classified very accurately, followed by anger and neutral, and then by sadness, disgust, and fear. This ordering of emotions with respect to classifiability is understandable in that notable spatial attributes pertaining to the mouth (e.g., pronounced upward curvature of the lips for happiness, large hole for surprise, and smaller hole for anger) are all easily accessed by hand.
In attributing emotional interpretation to haptic performers in this study, it is important to note that we used a task with closed-end responses and provided subjects with initial practice, although not extensive. We do not argue that the task resembles spontaneously evoked emotion as might arise, for example, from seeing a face; rather, we claim evidence that the haptic cues provided are sufficient to resonate with subjects' emotional categories.
Orientation Dependence in Haptic Classification of Raised-Line FEEs
Although not conclusive, evidence of an inversion effect has been used to support the claim that face processing depends primarily on configural processing. Visual face-inversion effects have long been documented with respect to facial identity [12] , and more recently, with respect to emotion ( [19] , [22] , [21] ). Such results indicate that the orientation in which a face is visually displayed is of critical importance to the success with which it can be perceived, with expressions of emotion generally being classified more accurately when they are upright than when they are inverted. Experiment 1 further confirms the existence of a visual face-inversion effect for emotion using simple 2D raised outline drawings. The visual data replicate those obtained in a study that used very simple cartoon-like expressions [22] , by finding visual inversion effects for anger, fear, and sadness, and not for surprise. Interstudy discrepancies for both disgust and happiness may be due to differences in orientation variance, ceiling effects, and/or type of stimulus display. Haptic inversion effects are important because they suggest there may be a canonical orientation for presenting and processing faces by hand, as well as by eye. We [12] also recently documented a haptic inversion effect for facial identity with 3D facemasks. The current study now confirms for the first time a haptic inversion effect for emotion with 2D raised-line drawings. Subjects were more accurate classifying upright than inverted FEEs; moreover, they were more confident in their judgments of the upright FEE displays (Experiments 1 and 2) . Notably, the magnitude of the haptic FEE-inversion effect was statistically equivalent to that for vision (Experiment 1), as the interaction between Orientation and Modality was not significant.
Configuration versus Feature-Based
Processing of Raised-Line FEEs by Touch
Vision researchers have long debated the use of configural versus feature-based processing of facial identity and emotion. Several methods have been used to investigate the relative weight of these sources of facial information. As reviewed in Section 1, collective results from studies with inverted, morphed, and scrambled faces show that when the global face configuration is disrupted, subjects visually perceive the resulting face displays more poorly. Comparable experiments that focus on the visual perception of emotion have selectively altered featural versus configural information. As with the studies on facial identity, the results for visually perceiving emotion in normal upright faces provide evidence for configural processing, including face-inversion effects (e.g., [19] ). In terms of haptic processing, only Casey and Newell [15] have explored the use of configural versus featural information in processing upright faces. However, their study focused specifically on the cross-modal transfer of facial identity from haptics to vision. Participants felt a plaster face model and then were visually exposed to an intact, blurred, or scrambled face. They indicated as quickly and accurately as possible whether or not the face they were seeing was the same as the one they had just touched. Blurring faces removed feature-based information, while scrambling faces altered the global configural information. Participants were slower when matching to scrambled as opposed to either intact or blurred faces, suggesting that configural information was transferred from haptics to vision. However, to assess the use of configural processing during haptic face processing per se, an intramodal condition would be necessary.
Scrambling facial features alters the normal global configuration of the upright face while leaving the normal local configuration of each facial feature intact, providing an important test for configural processing. The present use of 2D raised-line displays makes possible a direct comparison between scrambled individual facial features and whole faces. In Experiment 2, we found that performance with scrambled faces was significantly poorer than with upright faces, suggesting that participants focused on the global configuration of the features when haptically processing upright FEEs. Nevertheless, to the extent that haptic performance was still above chance in the scrambled condition, participants must have also used haptically derived feature-based information to process the displays in terms of the FEEs depicted.
Haptic face-inversion effects are also important for what they suggest about how upright FEEs are processed through touch. In keeping with the scrambling procedure, inverting the face disrupts the normal global configuration of the upright face; in addition, it disrupts the normal local configuration of the individual features. We found that the inverted facial expressions were classified more poorly than the upright expressions. Moreover, performance in the scrambled and inversion conditions was equally impaired relative to upright, suggesting that once processing was reduced to local features, feature inversion did not further impact on processing of emotion. Based on the results of this experiment, we therefore suggest that as has previously been shown with photographs of faces, participants haptically processed the global configuration of features in the universal expressions of emotion depicted in the upright 2D displays.
The analyses of confusion errors indicate that in addition to configural processing in the haptic upright condition, feature-level processing occurred. This is indicated by the high error correlations across all conditions where computation was possible (i.e., excluding upright vision due to sparse data). This commonality in the error pattern suggests an underlying base of featural comparison that is similar in all conditions, but with additional advantages for configural processing with upright faces.
We further conclude that the local configuration of the individual features was not important, inasmuch as scrambled faces (local feature configuration intact) were classified no better than inverted faces (local feature configuration disrupted). To the extent that performance in both conditions was above chance, differences in the qualitative attributes of the various FEEs (e.g., open mouth for surprise) likely contributed to overall performance as well.
Judgments of Emotional Valence and Magnitude in Raised-Line FEEs: Effects of Modality and Orientation
The results of Experiment 3 confirm that participants were visually able to differentiate emotional valence among the various emotions depicted in 2D raised-line drawings.
Moreover, we confirm a new visual face-inversion effect involving emotional valence: participants visually judged the magnitude of the emotional valence depicted in upright raised-line FEE displays as being greater than in the corresponding inverted displays for all but fear and happiness. Such effects suggest that the upright orientation is privileged when visually processing emotional valence, as with the classification of facial identity and emotional expressions of emotion. These results contrast markedly with those obtained when observers used haptic exploration. Although clearly able to assign a magnitude to valence (Fig. 4b) , haptic observers were more variable than visual observers in rating valence sign (Fig. 4a) ; moreover, we observed no effect of orientation on the unsigned ratings, that is, no haptic face-inversion effect. Our results suggest that while tangible raised-line drawings of faces may be useful for conveying an FEE, they do not reliably produce an emotional impact. The processing origin of this limitation is not clear from these data. It could be peripheral, reflecting the poorer spatial resolution of touch relative to vision [24] , it could reside in intermediate processes that fail to convey an object [24] , or it could be central in origin, reflecting an inability of 2D haptic displays of FEEs to elicit a truly emotional response. Social psychologists have proposed both category-based and dimension-based models of the visual recognition of facial emotional expressions. Category-based models have argued for a limited set of cross-culturally recognizable expressions, which has guided our choice of FEEs in the current study (e.g., [18] ). Dimension-based models have proposed that visual recognition of facial emotions is based on the positioning of faces within an n-dimensional continuous psychological space [25] . Two dimensions have most often been proposed (e.g., [26] and [27] ). For example, in Russell's "circumplex" model, the two dimensions are pleasure-displeasure and arousal-sleepiness. Although we are far too early in our investigation of haptic face processing to develop a model of haptic processing of facial emotions, we note that the two dimensions along which we required Experiment 3 participants to judge both emotional "mood" (scale sign) and emotional intensity (scale magnitude) seems tangentially related to the pleasure-displeasure and arousalsleepiness visual dimensions, respectively. The results of Experiment 3 suggest our haptic observers were only partially successful in evaluating the emotional mood depicted in our face displays: they were highly variable when haptically (cf. visually) judging the mood of each display category (signed results), but more precise and comparable to vision when judging emotional intensity. The unsigned measures were required to distinguish between a bias toward positive versus negative valence and a reading of emotional intensity. It is possible that the unsigned valence scores reflect the level of arousal perceived in the facial displays. If correct, we expect that if we were to collect ratings of perceived level of arousal in our displays, they would correlate highly with unsigned valence.
Future Directions
We have begun to extend our research program on haptic face perception of 2D raised-line drawings to determine whether, and if so, how other highly significant facial attributes, namely, identity, gender, and age, are processed.
Application
Although they may be limited in emotional impact, simple expressive displays like those developed for the present research show promise for application. Using reproduction technology that is widely accessible for the blind, they can be cheaply produced as raised-line graphics. We have shown that with little training haptic observers can classify FEEs with considerable success, and performance is likely to improve with training. The information conveyed through facial expression in this fashion could be useful as adjunct material for educational courses for the blind, for example, in biology and psychology, and could enhance the interpretation of emotion in braille text. Iconic versions of the displays embedded in braille or tangible graphics displays might play the role of "emoticons," as appear in conventional e-mail. The simplicity and two-dimensionality of these displays further makes them readily adaptable for haptic rendering and exploration with a force-feedback device. Blind explorers could be guided to regions of interest, such as eyes and mouth, where they could follow the contours of features or explore their textural properties. Further research is planned to evaluate the utility of these displays for blind and low-vision populations, but their potential is demonstrated by the present studies.
