Abstract -Continuous miniaturization of mobile devices has greatly increased its adoption and use by people in various facets of our lives. This has also increased the popularity of face recognition and image processing. Face recognition is now being employed for security purpose opening up the need for further research in recent time. Image compression becomes useful in cases when images need to be transmitted across networks in a less costly way by increasing data volume while reducing transmission time. This work discusses our findings on image compression and its effect on face recognition systems. We studied and implemented three well known face recognition algorithms and observed their recognition accuracy when gallery / probe images were compressed and/or uncompressed as one would naturally expect. For compression purposes, we adopted the JPEG and JPEG2000 coding standard. The face recognition algorithms studied are PCA, ICA and LDA. As a form of an extensive research, experiments conducted include both in compressed and uncompressed domains where the three algorithms have been exhaustively analyzed. We statistically present the results obtained which showed no significant depreciation in the recognition accuracies.
I. INTRODUCTION
Face recognition has continued to attract widespread acceptance and use recently. Apparently, recognizing human faces has been a challenging problem because of the ethnic diversity of faces and variations caused by expressions, gender, pose, illumination and makeup, this has increased the level of research intensity in this promising field. The steady acceptance and use of face recognition systems is unsurprising as they possess the merits of both high accuracy and low intrusiveness. A very good application area of face recognition is where it has been used to identify or verify the person of a given face in still or video images [1] . In a very simple term, the problem of face recognition can be stated as follows: Given a set of face images labeled with the person's identity (the learning set) and an unlabeled set of face images from the same group of people (the test set), identify each person in the test images from among those in the learning set.
Several face recognition algorithms have been proposed by researchers in order to solve the salient problems faced by face recognition systems; these include Principal Component Analysis, Local Feature Analysis, Linear Discriminant Analysis and Fisher face which are all based on dimensionality reduction. Also neural networks, elastic bunch graph theory, 3D morphable models and multi-resolution analysis are some other techniques usually used, to mention a few. Each of these algorithms has typically overcome the shortcomings of one another, thus extending the application areas for face recognition systems. The important applications of face recognition are in areas of biometrics i.e. computer security and human computer interaction [3] .
Majority of the current work done in the field of face recognition have focused on making face recognition systems robust and invariants to light intensities, pose of subjects, expressions on the faces of subjects and other details like background and noise. However, very few works have addressed and concentrated on investigating the effect of image compression on face recognition systems' accuracy. This comes a little bit surprising because most multimedia data transmitted on the networks are nowadays always in compressed form in order to save bandwidth consumed and the time it takes to transmit such data, images (of course) inclusive. The transport of images across communication paths, especially as in a face recognition security surveillance system modeled after a grid-computing paradigm [5] is an expensive process, image compression provides an option for reducing the number of bits in transmission. This, in turn, helps increase the volume of data (live  image is taken by some imaging device on site and needs to be transmitted to a distant server for verification/identification;  image is to be stored on a low-capacity chip to be used for verification/identification  Thousands (or more) images are to be stored on a server as a set of images of known persons to be used in comparisons when verifying/identifying someone. [4] . This paper investigates the effects of image compression on some face recognition algorithms. The compression method adopted in this work is the JPEG standard encoding format [3] , [10] , [11] , [12] which is based on Huffman coding technique. JPEG (Joint Photographic Experts Group) is an international compression standard for continuous-tone still image, i.e. both grayscale and colored images. This standard is designed to support a wide variety of applications for continuous-tone images. Because of the distinct requirement for each of the applications, the JPEG standard has two basic compression methods i.e. the discrete cosine transform based (DCT) compression used in JPEG and the wavelet-based compression used in JPEG2000. JPEG is a lossy compression algorithm. One of the characteristics that make the algorithm very flexible is that the compression rate can be adjusted. If we compress a lot, more information will be lost, but the resulting image size will be smaller. With a smaller compression rate we obtain a better quality, but the size of the resulting image will be bigger. Thus, compression involves making the coefficients in the quantization matrix bigger when we want more compression, and smaller when we want less compression.
The JPEG compression algorithm is based on two visual effects of the human visual system. First, humans are more sensitive to the luminance than to the chrominance. Second, humans are more sensitive to changes in homogeneous areas, than in areas where there is more variation (higher frequencies). JPEG is the most used format for storing and transmitting images on the Internet. JPEG 2000 (Joint Photographic Experts Group 2000) is a wavelet-based image compression standard. It was created by the Joint Photographic Experts Group committee with the intention of superseding their original discrete cosine transform based. JPEG 2000 has higher compression ratios than JPEG. It does not suffer from the uniform blocks, in other words, it characterize JPEG images with very high compression rates. But it usually makes the image more blurred than JPEG.
Since JPEG and JPEG2000 is selected as our choice compression coder, we are not addressing the case whereby other compression formats are put in place, other compression format like the wavelets [27] , VQ [28] and fractal [29] [30] based compression have been found to produce fascinating compression results. Huffman coding [26] is based on the frequency of occurrence of a data item (pixel in images). The principle is to use a lower number of bits to encode the data that occurs more frequently. Codes are stored in a Code Book which may be constructed for each image or a set of images. In all cases the code book plus encoded data must be transmitted to enable decoding. In our work, we have studied some face recognition algorithms which were implemented to aid our research. These algorithms are the standard Principal Component Analysis (PCA) technique [13] , Independent Component Analysis (ICA) and the Linear Discriminant Analysis (LDA) which are all statistical-based face recognition algorithms.
We conducted exhaustive experiments on three algorithms stated above; using the ORL face database which consists of 40 subjects with ten images each under different light intensities, pose and expression along with the FERET database. For the experiments, images were compressed using four ratios i.e. at a compression quality factor ratio of 15%, 25%, 40% and 50% given different qualities and image size reduction under two compression schemes namely JPEG and JPEG2000. Our goal was to statistically show the variance between recognition achieved in compressed (when either test or training images used for face recognition is compressed) domain and uncompressed domain (where neither test of training image is compressed) under differing algorithms as stated above but without considering other issues like poses of subjects and illumination etc. which has been addressed in several existing literatures.
This work is different from the very few works already done on image compression and face recognition, where the experiments have been conducted in spatial domain and having the images compressed to different bit per pixel levels and also fully decompressing the images prior to the recognition process. Here, compression is achieved using the standard JPEG/JPEG2000 quality factor given from 1 to 100 for varying compression. We have been motivated by the scenario prompted as in the system implemented in [5] where images transmitted across the grid network needs maximum reduction in size through compression as well as retaining the look appeal of the original image before compression to be able to achieve optimal recognition as required by the surveillance system implemented. In our work, some experiments were conducted to investigate the effects of compression on the Implemented face recognition systems' accuracy such that in the first, the probe images were compressed and the images in the training database were uncompressed. In the second experiment, the probe images were uncompressed and the images in the training database were compressed with the given compression ratios. In the third experiment, both the training images and the probe images were compressed and finally, we tested the The remaining parts of the paper are organized thus; in the next section, we present the reviewed literatures and discuss issues on image compression in general. The following section presents the related works where we discussed the works that are similar to ours as regards image compression effects on face recognition. This is followed by the section where we describe our experimental setup and the result obtained. The last section contains our conclusion and recommendations for future works.
II. STATE OF THE ART
Several existing face recognition algorithms have been discussed in the literature with varying approaches (i.e. holistic or feature based) and with different accuracy obtained. One important work was carried out in [13] where a system that locates a head of a person and then recognizes the person by comparing characteristics of the face to known individuals was studied. The system is simple to implement, widely used and achieved good recognition. This system projects face images onto a feature space that spans significant variations among known face images. These significant features are called eigenfaces because they are eigenvectors (principal components) of the set of faces. Belhumeur et al. [33] developed an algorithm insensitive to variations in lighting direction and facial expression. They used a pattern classification approach, and considered each pixel in an image as a coordinate in a high-dimensional space. Their method is based on Fisher's Linear Discriminant and is called Fisherface method. In [34] , a new algorithm called Discriminant eigenfeatures for face recognition was proposed. It is different to PCA as it preforms eigenvalues analysis on separation matrix. Wiskott and Fellous [35] presented a system for face recognition where faces were described in the form of image graphs. Facial landmarks were described by sets of wavelet components also called jets. Recognition is based on comparison of image graphs. Reference [36] proposed a technique for face recognition based on Bayesian analysis of image differences. In the work presented in [37] , a method called Independent Component Analysis was developed, a generalization of PCA, which uses high-order statistics to analyse high-order relationships between pixels. The authors of [38] presented a face recognition system based on combination of Support Vector Machines and Elastic Graph Matching. The authors in [39] proposed a novel face recognition method tor Machines and Elastic Graph Matching. The authors also proposed a novel face recognition method based on dual-tree complex wavelet transform and independent component analysis. Wei et al. [40] developed a technique for face recognition that combines Wavelet transformation, PCA and support vector machine. In [21] , Adebayo et al developed a hybrid system based on the well-known PCA blended with a feature based technique which uses some extracted key features in faces for ranking along with the principal components, the system also achieved good recognition.
Compression of images [5] , [6] , [7] , [8] , [9] as a research issue has been a subject of research for some time now; this is because the need for an efficient technique for compressing images has increased. Obviously, this stems from the fact that huge amounts of disk space and bandwidth consumption required by images seems to be a big disadvantage during transmission and storage. Images are compressed for different reasons like storing the images in a small memory like mobile devices or low capacity devices, for transmitting the large data over network, or storing large number of images in databases for research purposes. This is important because compressed images occupy less memory space or it can be transmitted faster due to its small size. Based on this reason, the effects of image compression on face recognition systems have gained significant impetus and importance and have become one of the important areas of research work in biometric systems.
As it will be discussed later in this paper, compression can be categorized to lossy and lossless methods. Experiments conducted on face recognition has, however, often used uncompressed images as probes images and training images without taking cognizance that images can be transmitted as probe over the network. Thus, the smaller the size of such images, the higher the images in terms of volumes that can be transmitted and of course, the more effective such systems will be.
Image Compression Basic
Computer images are extremely data intensive and hence require large amounts of memory for storage. As a result, the transmission of an image from one machine to another can be very time consuming. By using data compression techniques, it is possible to remove some of the redundant information contained in images, requiring less storage space and less time to transmit. Compressing an image is significantly different than compressing raw binary data. Of course, general purpose compression programs can be used to compress images, but the result is less than optimal. This is because images have certain statistical properties which can be exploited by encoders specifically designed for them. Also, some of the finer details in the image can be sacrificed for the sake of saving a little more bandwidth or storage space. Compression is achieved by the removal of one or more of the three basic data redundancies which are the coding redundancy, inter- Coding redundancy is present when less than optimal code words are used. Inter-pixel redundancy results from correlations between the pixels of an image while psycho-visual redundancy is due to data ignored by the human visual system (i.e. visually non-essential information). Image compression techniques reduce the number of bits required to represent an image by taking advantage of these redundancies. An inverse process called decompression (decoding) is applied to the compressed data to get the reconstructed image.
The objective of compression is to reduce the number of bits as much as possible, while keeping the resolution and the visual quality of the reconstructed image as close to the original image as possible. Image compression systems are composed of two distinct structural blocks i.e. an encoder and a decoder as shown in the figure 1 below.
The process in itself is quite simple, an image is fed into the encoder, which creates a set of symbols from the input data and uses them to represent the image. Assuming we represent the number of information carrying units (usually bits) in the original and encoded images respectively with x and y, then, we can compute the compression ratio, R by a simple formula. R = (1) As shown in Fig 1 below , the encoder is responsible for reducing the coding, inter-pixel and psycho-visual redundancies of the input image. In the first stage, the mapper transforms the input image into a format designed to reduce inter-pixel redundancies. Then, the quantizer block reduces the accuracy of mapper's output in accordance with a predefined criterion. In the third and final stage, a symbol decoder creates a code for quantizer output and maps the output in accordance with the code. These blocks perform, in reverse order, the inverse operations of the encoder's symbol coder and mapper block. Generally, image compression is classified into two i.e. lossy and lossless compressions [8] .
In lossless compression techniques, the original image can be perfectly recovered from the compressed (encoded) image. These are also called noiseless since they do not add noise to the signal (image).It is also known as entropy coding since it uses statistics/decomposition techniques to eliminate/minimize redundancy. Run length encoding, Huffman encoding and LZW coding are examples of techniques under this group. Lossy compression however provides much higher compression ratios than lossless schemes but concedes a certain loss of accuracy in exchange for greatly increased compression. They are widely used since the quality of the reconstructed images is adequate for most applications. Here, the decompressed image is not identical to the original image, but reasonably close to it. Transformation Coding, Vector Quantization, Fractal Coding, Block Truncation Coding and Sub-band Coding are famous lossy techniques. Interested readers can consult references [6] [7] [8] [9] [10] and [11] . Figure. 1: Image compression process [45] In this work, JPEG and JPEG2000 standard encoding format is employed in compressing the images. JPEG works by partitioning images into overlapped 8×8 blocks. A discrete Cosine transform (DCT) [31] [32] is applied to each block to convert the gray levels of pixels in the spatial domain into coefficients in the frequency domain. The coefficients are normalized by different scales according to the quantization table provided by the JPEG standard conducted by some psycho visual evidence. The quantized coefficients are rearranged in a zigzag scan order to be further compressed by an efficient lossless coding strategy such as run length coding, arithmetic coding, or Huffman coding. The decoding is simply the inverse process of encoding. So, the JPEG compression takes about the same time for both encoding and decoding. The information loss occurs in the process of coefficient quantization. JPEG as a lossy technique provides best compression rates with complex 24-bit (True Colour) images. It achieves its effect by discarding image data which is imperceptible to the human eye, using DCT as described above which assigns values to different spatial frequency components in the image. It then applies Huffman encoding to achieve further compression. Since the human visual system is less sensitive to higher frequencies, the coefficients representing such frequencies can be discarded, thus yielding higher compression rates. JPEG is irreversible, thus the original image cannot be reconstructed from the compressed file (this is because some coefficients were discarded). JPEG2000 gives a better performance in terms of compression when compared with JPEG because of the Given a tile, wavelet transform is performed. After quantization, each sub-band is subjected to a -packet partition.‖ This packet partition divides each sub-band into regular non-overlapping rectangles. The packet partition provides a medium-grain level of spatial locality in the bit-stream for the purpose of memory efficient implementations, streaming, and (spatial) random access to the bit-stream, at a finer granularity than that provided by tiles [46] . Finally, code-blocks are obtained by dividing each packet partition location into regular non-overlapping rectangles. The code-blocks are then the fundamental entities for the purpose of entropy coding. The next section presents the reviewed existing works on image compression for face recognition as it directly relates with the focus of this work.
Related Works
Kresmic Delac et al [16] analysed the effects that JPEG and JPEG2000 compression standard have on Principal Component Analysis, Linear Discriminant Analysis and Independent Component Analysis. McNemar's hypothesis test was used to compare recognition accuracy. They conducted their experiments using the grayscale portion of the FERET database. They compressed the image using JPEG and JPEG2000 standard with all their experiments done in pixel domain. They compressed the image to 1.0, 0.5, 0.3 and 0.2 bits per pixel and then uncompressed prior to recognition process. Their experiments was in two fold i.e. in one, only probe images were compressed and training and gallery images uncompressed while in the other test, compressed images was used for both the training and testing stage. They showed with their result that, compression does not totally reduce performance but even improves it slightly in some cases.
Reference [15] detailed the experiment conducted by Delac et al. Both JPEG and JPEG2000 compression method was used over a wide range of subspace algorithm. They concluded that compression does not affect performance significantly based on McNemar's hypothesis test used. Some performance improvements were also claimed, but none of them were statistically significant. Also, Wijaya et al. in [17] performed face verification on images compressed to 0.5 bit per pixel (bpp) by JPEG2000 and showed that high recognition rates can be achieved using correlation filters. Their conclusion was also that compression does not adversely affect performance. In reference [18] , effects of image compression on face recognition systems was investigated. They compressed the probe images with JPEG while the training images were uncompressed. Their experiment was conducted using the FERET database and its dup1probe set. Images were compressed to 0.8, 0.4, 0.25 and 0.2 bpp. They claimed that compression does not affect recognition significantly across wide range of compression rates but noted a drop in recognition rate at 0.2 bpp and below.
Reference [19] tested the effects of standard JPEG compression and a variant of wavelet compression with a PCA+L1 method. Probe images were in both cases compressed to 0.5 bpp. The training set of images was uncompressed. FERET database was used along with its standard probe sets. Their results showed no performance drop for JPEG compression and a slight increase for wavelet compression. A work on JPEG2000 was done in [20] . Compression was done at a ratio of 10:1. A commercial face recognition system was used for testing a vendor database. They also claimed no significant performance drop when using compressed probe images. In reference [45] , we also analysed image compression effects on three well known face recognition algorithms including PCA, MPCA and MPCALDA. Compression was done based on some quality factor ranging between 15 and 50. We carried out four separate experiments including three in compressed domain when either the gallery or probe images or both are compressed and one experiment in uncompressed domain in which neither of the gallery or probe images were compressed. A statistical recommendation of the results of the experiments was given.
It can be observed from the reviewed literatures that the few works had only concentrated on measuring the recognition accuracy only when either of the probe or the gallery image has been compressed. We then build on the existing works by investigating the effects of JPEG and JPEG2000 compression on three well known algorithms selected. Inspired and motivated by the work in [16] , we extended the experimental domain of that work by extensively studying the slight variations observed in new experiments introduced for the compressed domain. We compared how each of the techniques fared better than the others. To know the compression ratio achieved based on the quality factor used, we use this simple formula:
Where R is the ratio The following section gives our methodology, experiments conducted and the results obtained. 
III. RESEARCH DESIGN AND METHODOLOGY
This research work typically analyses the effect that compression of images has on the recognition accuracy of face recognition systems. Our result was concluded based on the thorough analysis of different experimental setup used to actually investigate our claim. Face recognition system based on PCA, ICA and LDA were used.
However, unlike the conventional face recognition experimental setup where images used as training images and/or probe images are in uncompressed domain i.e. not compressed for any sake, we divided our experimental setup into two, the first case analysis is based on using images that are uncompressed as training database members and presenting the result obtained on three different algorithms, the second is based on images compressed using different compression ratio as an incremental factor expressed in form of percentages, the results obtained were then statistically compared to observe any notable shift in the recognition rates recorded for each of the algorithms used in uncompressed domain. This method is most suitable because we can actually track any significant shift in recognition rate when the images are compressed as against when not compressed which gives us a basis for our conclusion. In this work, we measured image quality using peak signal-to-noise ratio (PSNR) [5] as most common objective measure, which does not correlate well with subjective quality measure, and mean-square error [11] , which incorporates model of Human Visual System (HVS) and leads to better correlation with the response of the human observers.
The peak to signal ratio is measured by the formula:
Given that RMS =√ ∑ .
Below, we present a short review of these three algorithms and the basic steps carried out in implementing these face recognition systems.
Principal Component Analysis (PCA)
Principal component analysis [13] , [21] provides a method to efficiently represent a collection of sample points, reducing the dimensionality of the description by projecting the points onto the principal axes, an orthornormal set of axes pointing in the directions of maximum covariance in the data. It minimizes the mean square error for a given number of dimensions and provides a measure of importance for each axis. The algorithm is as follows:
1. Let's assume the face images in our database is x 1 , x 2, x 3, x 4 ……., x M then we find the mean image which is
2. Next, we have to know how each face differs from the mean image above like this
This set of very large vectors is then subjected to principal component analysis, which seeks a set of M orthogonal vectors, Un, which best describes the distribution of the data. The kth vector, UK, is chosen such that the eigenvalues = ∑
which is also subject to eigenvector , where the vectors UK and scalars λK are the eigenvectors and eigenvalues, respectively of the covariance matrix C of the training images depicted as
In essence we are calculating the covariance matrix C. 
The covariance matrix C, however is N2 x N2 real symmetric matrix, and determining the N2 eigenvectors and eigenvalues is an intractable task for typical image sizes. We need a computationally feasible method to find these eigenvectors. Following these analyses, we construct the M x M matrix L = ATA where L m n = t m n (10) and then find the M eigenvectors, V i of L. These vectors determine linear combinations of the M training set of face images to form the eigenfaces U i. Which we represent as
where I = 1……M. The associated eigenvalues allow us to rank the eigenvectors based on how useful they are in characterizing the variation among the images.
Independent Component Analysis (ICA)
While PCA decorrelates the input data using secondorder statistics and thereby generates compressed data with minimum mean-squared re-projection error, ICA minimizes both second-order and higher-order dependencies in the input. It is intimately related to the blind source separation (BSS) problem, where the goal is to decompose an observed signal into a linear combination of unknown independent signals. In this paper, we use the Fast ICA algorithm [37] as against other methods such as InfoMax or Maximum likelihood [37] that can also be employed.
The FastICA method computes independent components by maximizing non-Gaussianity of whitened data distribution using a kurtosis maximization process [48] . The kurtosis measures the non-Gaussianity and the sparseness of the face representations.
Let S be the vector of unknown source signals and x be the vector of observed mixtures. If A is the unknown mixing matrix, then the mixing model is written as x =As (12) It is assumed that the source signals are independent of each other and the mixing matrix A is invertible. Based on these assumptions and the observed mixtures, ICA algorithms try to find the mixing matrix A or the separating matrix W [41] such that U = Wx = WAs (13) is an estimation of the independent source signals.
Independent Component Analysis aims to transform the data as linear combinations of statistically independent data points. Therefore, its goal is to provide an independent rather that uncorrelated image representation. ICA [42] is an alternative to PCA which provides a more powerful data representation. It's a discriminant analysis criterion, which can be used to enhance PCA. The ICA algorithm is briefly detailed below:
Let cx be the covariance matrix of an image sample X. The ICA of X factorizes the covariance matrix C x into the following form
where ∆ is diagonal real positive and F transforms the original data into Z (X = FZ). The components of Z will be the most independent possible. To derive the ICA transformation F,
Where X and Λ are derived solving the following Eigen problem:
Then, there are rotation operations which derive independent components minimizing mutual information. Finally, normalization is carried out.
Linear Discriminant Analysis (LDA)
LDA is widely used to find linear combinations of features while preserving class separability. Unlike PCA, LDA tries to model the differences between classes.
Classic LDA is designed to take into account only two classes. Specifically, it requires data points for different classes to be far from each other, while points from the same class are close. Consequently, LDA obtains differenced projection vectors for each class. Multi-class LDA algorithms which can manage more than two classes are more used.
Suppose we have m samples x1,...,X m belonging to c classes; each class has M k elements. We assume that the mean has been extracted from the samples, as in PCA. The objective function of the LDA [44] can be defined as
Where is a diagonal matrix defined as
And is a X matrix.
= [ ]
The eigenproblem can then finally be written as:
The solution of this eigenproblem provides the eigenvectors. The embedding is however done as done in PCA algorithm
We have quickly described the algorithms adopted for our work. The following section describes the experimental setup in terms of the database used and some other necessary details.
IV. EXPERIMENTAL SETUP AND PROCEDURE

Database Used
We adopted two of the foremost face databases i. Each image contains a single face. Prior to processing, the faces are registered to each other, and the backgrounds are eliminated. In this study, only head-on images are used; faces in profile or at other angles are discarded. Of particular interest is the structure of the database. The gallery contains 1,196 face images. For this study, the training images are a randomly selected subset of 500 gallery images. Most importantly, there are four different sets of probe images: using the terminology in [12] , the fafb probe set contains 1,195 images of subjects taken at the same time as the gallery images. The only difference is that the subjects were told to assume a different facial expression than in the gallery image. The duplicate I probe set contains 722 images of subjects taken between one minute and 1,031 days after the gallery image was taken. The duplicate II probe set is a subset of the duplicate I probe set, where the probe image is taken at least 18 months after the gallery image. The duplicate II set has 234 images. Finally, the fafc probe set contains images of subjects under significantly different lighting. This is the hardest probe set, but unfortunately it contains only 194 probe images. Gallery images are images with known labels, while probe images are matched to gallery images for identification.
The database is summarized as briefed below: 1) FB: Two images were taken of an individual, one after the other. In one image, the individual has a neutral facial expression, while in the other they have non-neutral expressions. One of the images is placed into the gallery file while the other is used as a probe. In this category, the gallery contains 1,196 images and the probe set has 1,195 images. 2) Duplicate I: The only restriction of this category is that the gallery and probe images are different. The images could have been taken on the same day or a year apart. In this category, the gallery consists of the same 1,196 images just like the FB gallery while the probe set contains 722 images. Fc: Images in the probe set are taken with a different camera and under different lighting than the images in the gallery set. The gallery contains the same 1196 images as the FB and Duplicate I galleries, while the probe set contains 194 images. 3) Duplicate II: Images in the probe set were taken at least 1 year after the images in the gallery. The gallery contains 864 images, while the probe set has 234 images.
For our experiment, we used only the Duplicate II gallery images.
Pre-processing
Histogram equalization [23] was applied on all images prior to the beginning of the experiments. All images were rescaled to 60 by 80 dimensions. Also, the background details were removed.
Statistical Approach
For the experiments conducted using PRL face database, the training database consists of 7 images each of a subject while the 3 remaining images were used as probes. For the FERET database, we randomly select images of 15 subjects from Dup II gallery set. We measured the recognition accuracy obtained based on the number of true positive recognition achieved for each subject when the probes are presented, this was done for the ORL database too. The accuracy is presented in form of percentage showing the number of time the system accurately identified a true individual from the gallery with the image used as probe. The algorithms used as stated earlier are the PCA, ICA and LDA.
Experiments
We present the extensive experiments conducted in this work. We implemented the three algorithms above in MATLAB 2009 on an Intel ICore 3 system with 4GB memory and running at 3GHz speed. We used images from the ORL database which consists of 10 images per subject out of which 7 images were used in the training of the implemented algorithms and 3 used as probe images for each of the experiments. Also used is the FERET face database which comprises of a larger dataset compared to ORL out of which the DupII gallery set is used in our experiments. Histogram equalization was applied on all the images as said earlier in order to improve recognition accuracy. We avoided the issue of varying the thresholds or the number of images trained per subject for each of the algorithms because this has been done in one of our earlier works and since we are only concerned with significance of compression to recognition accuracy when the algorithms employed are in use.
As said earlier, in expanding the frontier of former researches, the experiments conducted here are in four phases. In the first experiment, only the probe images were compressed while the gallery images were left uncompressed, the reverse of this is done in the second test where the gallery is compressed and the probe images uncompressed. The next experiment involves both the probes and the gallery images being compressed and finally when they are both uncompressed, this we termed -Normal‖ as obtainable in common face recognition systems evaluation. All the experiments were conducted differently for each of the algorithms employed. Two compression schemes were put to use as explained early in the paper i.e. the JPEG and JPEG2000 coding standard. recognition accuracy recorded under each test for each algorithm, we give our conclusion on the effects generated by the compression done i.e. we want to know if the compression really and/or significantly reduce the recognition accuracy. Also performance evaluation of the algorithms is analyzed respectively in order to determine the best performing algorithm when working in a compressed domain, with this, we also present our observations. The compression technique employed is the JPEG standard encoding format. The compression quality factor used is in ratios 15, 25, 40 and 50, where the ratio is a factor of JPEG encoding quality. The diagrams below describe each of the experiments conducted. 
V. RESULTS
This section presents the results obtained for the recognition rate on the three algorithms used for the experiments. The tables and charts below summarize the result obtained after conducting the experiments. We take the experiment tagged ‗Normal' to be the fourth experiment in which the probes and the training images are not in compressed form as obtainable in standard face recognition experiments. The recognition rate for the experiment tagged -Normal‖ remains invariant for experiments conducted under each algorithm. The tables below describe the recognition rate achieved under different algorithms. Figures 5, 6 and 7 shows the result obtained when PCA, ICA and LDA respectively was employed with the ORL face database in use. The results obtained with the FERET database with the three algorithms follow suits. follo figure 6 shows when ICA was employed and lastly figure 7 shows when LDA was used. In each of the tables, the column named 15%, 25%, 40% and 50% shows the incremental degree of compression employed as a quality factor such that an image of compression ratio 50% is of better quality to an image of compression ratio 10% etc. The description of experiment is as shown in figures 2, 3 and 4. The only exception is column named ‗normal' under each table which shows the result obtained by each algorithm when both the training images and the probe images are left uncompressed as explained earlier. The chart that follows gives a statistical representation of the accuracy of each algorithm under different compression quality factor. The tables above show the result of recognition in compressed domain under each of the three explored algorithm. The column named ‗EXP' gives the type of experiment i.e. is it experiment 1 or experiment 2 etc. based on the initial description of each experiment earlier in the paper. The column named ‗ENC' gives the encoder employed i.e. whether it is JPEG or JPEG2000. We represented JPEG2000 with ‗JP2K' and it should be noted that we referred to JPEG2000. The column named ‗ALG' gives the algorithm used while the other column shows either the experiment conducted in totally uncompressed domain (termed NOR for normal) or the compression degree expressed in form of quality factor of compression for each image.
Critically looking at the tables above, it can be seen that the recognition accuracy of the three algorithms did not really deteriorate when working with compressed images, however, a slight difference is noted from the recognition rate achieved when both the probe images and the training images are uncompressed (i.e. experiment 4 termed normal) compared with the recognition rate achieved in other experiments. This is however not so significant as one would have expected due to information lost during compression. It is also acceptable bearing in mind the percentage of data discarded during compression.
A critical look also shows that the algorithm's performance was worst when both the probe and the training images are compressed but is also acceptable. The ICA seems to give a better performance than PCA and the LDA generally but nonetheless, the recognition achieved by the PCA is also commendable. Also, the three algorithms were at their lowest ebb in all the experiments for the 15% quality factor and performed best when working with 50% quality factor. This lends credence to the fact that the more the information that is lost in an image, the lower the recognition rate that will be achieved. JPEG2000 have been claimed to perform better than its JPEG coding counterpart. This is totally apparent from the tables above; the recognition accuracy recorded for each of the algorithm appears to be slightly better when JPEG2000 is used than when JPEG is used.
VI. CONCLUSION
This work comparatively analyzed the effect of compression on three well known face recognition algorithms. We have employed the use of two popular encoders namely JPEG and JPEG2000 for compressing images. Experiments have been carried out to investigate how compression of images can affect recognition accuracies. Results obtained have been given with respect to each algorithm used and of course, the compression encoders.
It can be argued from the result that compression effect on recognition accuracy is not too significant. Initially, we thought of experiencing a marginal shift of +/-15 when comparing experiments in compressed and uncompressed domain, however, the result obtained totally differs from our expectation. In fact, the significance cannot be compared to the effect that issues like pose (in varying degrees), background noise and illumination have on face recognition accuracies. Thus, we can conclude that while compression does reduce recognition accuracies in the systems tested, the merits of compression in some applications that may rely on effective compression to improve efficiency far outweighs the insignificant difference noted. This will really be of help in systems such as face recognitionbased surveillance systems which employs gridcomputing [5] in its operations where images will need to be compressed and transmitted several times across the grid-networks at a very fast rate. Future works can explore more scenarios where several compression techniques are employed, such as using some lossy and lossless algorithms and comparing how several face recognition algorithms performs under them.
