We shall show that, given 0
Introduction
For the dimensions of the Cartesian product sets, it is well known that
where E ⊂ R d , F ⊂ R n , dim H E and dim P E denote the Hausdorff dimension and packing dimension of E respectively. The left hand inequality was first stated by Besicovitch and Moran [1] with additional hypotheses and Marstrand [2] proved it without any extra hypotheses. The right hand side is due to Tricot [3] . He also proved that
Howroyd [4] proved that formula (1), (2) were still valid for arbitrary metric spaces. Let dim B E and dim B E denote the lower and upper box-counting dimension of E respectively. Then
These inequalities were proved in [5] . More results about these dimensions can be referred to [7] , [8] , [9] . J. Luukkainen [10] proved that for any metric spaces E and F ,
where dim A E denotes the Assouad dimension of E. Recently, Peng, Wang and Wen [11] obtained a formula for Assouad dimension of uniform Cantor sets, and proved that for any 0 ≤ α ≤ β, β ≤ λ ≤ α + β, there exist middle interval Cantor sets E and F such that dim A E = β, dim A F = α and dim A (E ×F ) = λ. In their paper, they asked an open problem:
Here ⌈a⌉ denotes the smallest integer larger than or equal to a.
The answer is positive, and it is a corollary of our Theorem 1.
Theorem 2. Let 0 ≤ α ≤ β, α * ≤ α, β * ≤ β, and max{α * + β, α + β * } ≤ λ ≤ α + β. Then there are compact sets E, F such that
Preliminaries
For any x ∈ [0, 1] d , and each integer k, let I k (x) denote the unique half-open dyadic cube of the form
Next we study the dimensional property of some special cartesian products, we begin with notation and terminology.
Let S ⊂ N and
Define the upper and lower density of S as
and
respectively, where ♯A stands for the number of elements of A.
Then we have the following lemma:
In particular, let
Proof. Let E i := E Si . Note that for any k, the collection of dyadic cubes
For any open set V that intersects
By the fact that for any k > k 0 , I k0 (x) can be covered by 2
It follows from Lemma 3 that dim P (
. Let µ be the unique Borel probability measure on (9) and (10), we obtain (11) by (7) and (8) .
Therefore, we get (12) by (9) and (10) . This completes the proof. ✷
Proofs of the theorems
To prove our theorems, we need a class of special digit sets {S (t) } 1≤t≤d . We show the definition firstly.
For the integers p ≥ 2,
i } i≥1 as a periodic sequence with period p, where λ
where ⌊a⌋ denotes the largest integer smaller than or equal to a, and
Let {N
, and
Let
Then we obtain the following lemma:
ji }, we have
For any 1 ≤ i ≤ p, by the definition of {N (t) i } and (14), we have
To complete the proof, it suffices to prove that
In fact, for any k, there are i, j such that k pj+i ≤ k < k pj+i+1 . Then we consider two cases. Case 1. λ (t) i+1 = 0 for all t. In this case, by (16), we have 
.
Then there is a constant C > 0 such that
Therefore, we have
thus we have
i+1 , then for j large enough,
Together with the above two cases we get (18). This completes the proof. ✷
Proof. In the definition of
i . This completes the proof. ✷ Corollary 2. Let 0 ≤ β * ≤ β ≤ 1. Then there are S ⊂ N and compact set E S such that
Proof. If β = 0. Let S = {1} and E S = {0, (11) and Lemma 5, we have dim H E S = dim B E S = β * and dim P E S = dim B E S = β. This completes the proof. ✷
In the one-dimensional case, Theorems 1 and 2 behave in the following two lemmas respectively.
Then there are S 1 , S 2 ⊂ N, and compact sets E := E S1 ,
Proof. If β * = α * = 0, then α = β = λ = 0. Therefore, we get the conclusion of the lemma by S 1 = S 2 = {1} and E = F = {0,
By Corollary 2, there are S 1 ⊂ N and compact set E := E S1 such that dim P E = dim B E = β * and dim H E = β. Then we get the conclusion of the lemma by S 2 = {1} and F = {0,
By Corollary 2, there are S 2 ⊂ N and compact set F := E S2 such that dim P F = dim B F = α * and dim H F = 0. Then we get the conclusion of the lemma by S 1 = {1} and E = {0,
In the definition of {S (t) }, let d = 2, p = 3, and
Then by Corollary 1 and (11), we
And by Lemma 4 and Lemma 5, we have dim H (E × F ) = λ. This completes the proof. ✷ Lemma 7. Let 0 ≤ α ≤ β ≤ 1, α * ≤ α, β * ≤ β, and max{α * +β, α+β * } ≤ λ ≤ α + β. Then there are S 1 , S 2 ⊂ N, and compact sets E := E S1 ,
Proof. If β = 0, then α = α * = β * = λ = 0. Thus we get the conclusion of the lemma by S 1 = S 2 = {1} and E = F = {0, 1 2 }. If β > 0, α = 0, then α * = 0, λ = β. By Corollary 2, there are S 1 ⊂ N and compact set E := E S1 such that dim P E = dim B E = β and dim H E = dim B E = β * . Then we get the conclusion of the lemma by S 2 = {1} and
Then by Corollary 1 and (11), we have dim
And by Lemma 4 and Lemma 5, we have dim P (E × F ) = dim B (E × F ) = λ. This completes the proof. ✷ Now we prove our theorems. Let α * ≤ α ≤ α * , β * ≤ β ≤ β * . Denote
where
Note that α, β, α * , β * also can be decomposed as (20). Then we can prove our theorems similar to Lemma 6 and Lemma 7. But in this section, we give another proof.
Proof of Theorem 1. Let 0 ≤ α ≤ β, α * ≥ α, β * ≥ β, and α + β ≤ λ ≤ min{α + β * , α * + β}. Let γ = max{α * , β * }. If γ ≤ 1, the theorem is obvious by Lemma 6. So we assume that γ > 1. In addition, by Lemma 6, there are S 1 , S 2 ⊂ N, E := E S1 , and F := E S2 such that
From (12), the products E ⌈γ⌉ , F ⌈γ⌉ and (E × F ) ⌈γ⌉ satisfy that
Since the product X := Then E ⌈γ⌉ × F ⌈γ⌉ is isometric with (E × F ) ⌈γ⌉ . Therefore,
This completes the proof. ✷ Proof of Theorem 2. Let 0 ≤ α ≤ β, α * ≤ α, β * ≤ β, and max{α * + β, α + β * } ≤ λ ≤ α + β. Let γ = max{α, β}. If γ ≤ 1, the theorem is obvious by Lemma 7. So we assume that γ > 1. The rest of the proof is similar to the proof of Theorem 1. ✷ Remark. For E = E S , we have dim H E d = d dim H E by Lemma 4. However, this does not hold for general set E. For example, in the definition of {S (t) }, let d = 2, p = 2 and (11), and dim H (E S (1) × E S (2) ) = 1 by Lemma 4 and Lemma 5. Let E = E S (1) E S (2) , then dim H E = 0, but dim H (E × E) ≥ dim H (E S (1) × E S (2) ) = 1 > 2 dim H E.
