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Abstract
As an alternative to the popular balanced truncation method,
the cross Gramian matrix induces a class of balancing model
reduction techniques. Besides the classical computation of the
cross Gramian by a Sylvester matrix equation, an empirical cross
Gramian can be computed based on simulated trajectories. This
work assesses the cross Gramian and its empirical Gramian vari-
ant for state-space reduction on a procedural benchmark based
to the cross Gramian itself.
Keywords: Model Reduction, Model Order Reduction, Empirical Gramians,
Cross Gramian, Empirical Cross Gramian
1 Introduction
The cross Gramian matrix is an interesting mathematical object with manifold
applications in control theory, system theory and even information theory [12].
Yet, first and foremost the cross Gramian is used in the context of model order
reduction.
The cross Gramian was introduced in [5] for SISO (Single-Input-Single-
Output) systems and extended in [17, 6] to MIMO (Multiple-Input-Multiple-
Output) systems as an alternative balancing method to the balanced truncation
[20] model reduction technique. A data-driven variant of the cross Gramian, the
empirical cross Gramian, was proposed in [28] for SISO systems and extended
in [10] to MIMO systems, expanding the set of empirical Gramians [14, 15].
Various approaches for cross-Gramian-based model reduction have been stud-
ied [2, 26, 27, 23, 10], of which this work compares a small selection using a
procedural benchmark based on a method to generate random systems intro-
duced in [25]. In this setting, a linear time-invariant input-output system is the
central object of interest:
x˙(t) = Ax(t) +Bu(t),
y(t) = Cx(t) +Du(t),
(1)
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which consists of a dynamical system and an output equation. The associated
vector field is given by a linear transformation of the state x : R → RN by the
system matrix A ∈ RN×N , and a source term introducing the input u : R→ RM
through the input matrix B ∈ RN×M . The output y : R → RQ is determined
by an output functional consisting of a linear transformation of the state x by
the output matrix C ∈ RQ×N , and a term forwarding the input u by the feed-
through matrix D ∈ RQ×M ; the latter is assumed to be trivial D = 0 in this
contribution, as it does not affect the investigated model reduction procedures.
This work is structured as follows: An outline of the cross Gramian is given
in Section 2, which is followed by a summary of the empirical cross Gramian in
Section 3. The considered methods for cross-Gramian-based model reduction
are presented in Section 4. In Section 5 the procedural benchmark is proposed,
and in Section 6 the considered methods are tested upon this benchmark.
2 The Cross Gramian
Two operators play central role in the theory of systems: The controllability
operator C : LM2 → RN and the observability operator O : RN → LQ2 :
C(u) =
∫ 0
−∞
eAtBu(t) dt, O(x0) = C eAt x0;
the former measures how much energy introduced by u is needed to drive x to
a certain state, the latter quantifies how well a change in the state x is visible
in the output y. A composition of the observability with the controllability
operator yields the Hankel operator1 H : LM2 → LQ2 ,
H = O ◦ C,
of which the singular values, the so called Hankel singular values, classify the
states by importance in terms of the system’s input-output coherence.
The permuted composition of C with O, that is only admissible for square
systems2, yields a cross operator WX : RN → RN .
Definition 1
The composition of the controllability operator C with the observability operator
O is called cross Gramian3 WX :
WX := C ◦ O =
∫ ∞
0
eAtBC eAt dt ∈ RN×N .
This cross Gramian concurrently encodes controllability and observability
information of the underlying system.
An obvious connection between the Hankel operator and the cross Gramian
is given by the equality of their traces4:
tr(H) = tr(OC) = tr(CO) = tr(WX).
1Commonly described by “mapping past inputs to future outputs” [8] due to its interpre-
tation as composition of the solution operator with a time-flipping operator [9].
2A square system has the same number of inputs and outputs M = Q.
3Since the cross Gramian is generally neither symmetric nor positive semi-definite it is not
a Gramian matrix but was introduced under this name in [5].
4Similarly, the logarithm-determinants are equal: logdet(H) = logdet(WX), which is the
basis for the cross-Gramian-based information index [7] measuring information entropy.
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Yet, a central property of the cross Gramian is only available for symmetric
systems5.
Lemma 1
For a symmetric system the absolute values of the eigenvalues of the cross
Gramian are equal to the Hankel singular values:
σi(H) = |λi(WX)|.
This property is expanded to orthogonally symmetric systems in [1].
Proof. A symmetric system has a symmetric Hankel operator:
H = H∗ ⇒ OC = (OC)∗.
Hence, for the singular values of the Hankel operator holds:
σi(H) = σi(OC) =
√
λi(OC(OC)∗) =
√
λi(OCOC)
[13]=
√
λi(COCO) =
√
λi(WXWX) = |λi(WX)|.
Classically, to compute the cross Gramian, a relation to the solution of a
matrix equation is exploited.
Lemma 2
The cross Gramian is the solution to the Sylvester matrix equation:
AWX +WXA = −BC. (2)
Proof. This is a special case of [16, Theorem 5]
3 Empirical Cross Gramian
An alternative approach to the computation of the cross Gramian via a matrix
equation is the computation of its empirical variant. Empirical Gramians [14,
15] result from (numerically obtained) trajectory data. A justification for this
approach is given by the definition of the cross Gramian,
WX =
∫ ∞
0
(eAtB)(eA
ᵀt Cᵀ)ᵀ dt,
which can be interpreted as cross covariance matrix of the system’s impulse
response and adjoint system’s impulse response. As originally in [20], these
impulse responses are trajectories,
x˙(t) = Ax(t) +Bδ(t)⇒ x(t) = eAtB,
z˙(t) = Aᵀz(t) + Cᵀδ(t)⇒ z(t) = eAᵀt Cᵀ,
⇒WX =
∫ ∞
0
x(t)z(t)ᵀ dt, (3)
5A symmetric system has a symmetric Hankel operator H = H∗.
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and yield an empirical linear cross Gramian [3, Section 2.3].
A more general definition of the empirical cross Gramian [28, 10], without
relying on the linear structure of the underlying system6 is then even applicable
to nonlinear systems.
Definition 2
For sets {ck ∈ R \0 : l = 1 . . .K}, {dk ∈ R \0 : l = 1 . . . L}, the m-th M -
dimensional standard base vector eM,m and the j-th N -dimensional standard
base vector eN,j, the empirical cross Gramian ŴX ∈ RN×N is given by:
ŴX :=
1
KLM
K∑
k=1
L∑
l=1
M∑
m=1
1
ckdl
∫ ∞
0
Ψklm(t) dt,
Ψklmij (t) = 〈xkmi (t)− x¯kmi , yljm(t)− y¯ljm〉,
(4)
with xkmi being the i-th component of the state trajectory for the input ukm(t) =
ckeM,mδ(t), zero initial state and x¯kmi the associated temporal average state,
while yljm is the m-th component of the output trajectory for the initial state
xlj0 = dleN,j, zero input and y¯lj the associated temporal average output.
This empirical cross Gramian requires K ·M state trajectories for perturbed
impulse input with zero steady state, and L·N output trajectories for perturbed
initial states with zero input. The sets {ck} and {dl} define the operating
region of the underlying system and determine for which inputs and initial
states the empircal cross Gramian is valid. In [10] the empirical cross Gramian is
generalized to an empirical cross covariance matrix by admitting arbitrary input
functions and centering the state and output trajectories about their respective
steady state. Furthermore, it is shown in [10] that the empirical cross Gramian
is equal to the cross Gramian in Definition 1 for linear systems (1).
Theorem 1
For an asymptotically stable linear system, the empirical cross Gramian ŴX
reduces to the cross Gramian WX .
Proof. See [10, Lemma 3]
Since this empirical cross Gramian requires merely discrete (output) trajec-
tories and does not rely on the linear Σ(A,B,C) structure of the system, it can
be computed also for nonlinear systems. Due to the only prerequisite of trajec-
tory data, empirical Gramians are a flexible tool, but warrant prior knowledge
on the operating region of the system to define the perturbations. Hence, based
on the idea of numerical linearization cf. [21], empirical Gramians give rise to
a data-driven nonlinear model reduction technique.
The empirical cross Gramian consists of inner products between state tra-
jectories with perturbed input and output trajectories with perturbed initial
state. This allows, by treating the parameters as additional (constant) states,
to extend the cross Gramian beyond state input-output coherence to include
observability-based parameter identifiability information [10]. The associated
empirical joint Gramian is an empirical cross Gramian that enables a combined
state and parameter reduction from a single cross operator.
6Such as a closed form for the adjoint system.
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Furthermore, a cross Gramian for non-symmetric and also non-square sys-
tems [11], which can be efficiently computed in its empirical variant, expands
the applicability of the cross Gramian to more general system configurations.
4 Cross-Gramian-Based Model Reduction
Cross-Gramian-based model reduction is a projection-based approach. The
state-space trajectory is approximated by a lower-dimensional trajectory, which
results from a reducing truncated projection R ∈ Rn×N and a reconstructing
truncated projection S ∈ RN×n for n < N :
xr(t) := Rx(t)⇒ x(t) ≈ Sxr(t).
Using such projections, a reduced order model for the full order system is given
by:
x˙r(t) = RASxr(t) +RBur(t),
yr(t) = CSxr(t),
and xr,0 = Rx0. This can be simplified by Ar := RAS, Br := RB, Cr := CR,
due to the linear structure of the system:
x˙r(t) = Arxr(t) +Bru(t),
yr(t) = Crxr(t).
To obtain such projections from the cross Gramian, various methods can be
used. The eigenvalue decomposition of the cross Gramian matrix,
WX
EVD= TΛT−1,
given a symmetric system, yields a balancing projection S := T , R := T−1 [2],
which can be truncated based on the absolute value of the magnitude of the
eigenvalues |λi| = |Λii|. Alternatively, a singular value decomposition of the
cross Gramian,
WX
SVD= UΣV,
can be utilized. Similarly, S := U and R := V can truncated based on the
associated singular values σi = Σii; yet this projection is only approximately
balancing [27, 23] and the reduced order model’s stability is not guaranteed to
be preserved.
As a variant, only the left or right singular vectors can be used individually
as a Galerkin projection, {
S := U R := Uᵀ
S := V ᵀ R := V.
(5)
This direct truncation [10] is less accurate, but provides an orthogonal projec-
tion.
Lastly, we note that instead of truncating the decomposition derived pro-
jections based on the eigen- or singular values, it is suggested in [4], to use
the quantities di := |b˜ic˜iλi| and dˆi := |b˜ic˜iσi| (compare (6)) for balanced and
approximately balanced systems respectively, which utilizes the columns of the
(approximately) balanced input matrix b˜i and rows of the (approximately) bal-
anced output matrix c˜i.
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5 Inverse Sylvester Procedure
The proposed system generator is a special case of the inverse Lyapunov pro-
cedure [25]. This variant though generates exclusively state-space symmetric
systems7, which are found in applications such as RC circuits and have some
interesting properties as shown [18, 22].
We note that the cross Gramian, as an N ×N dimensional linear operator
WX : RN → RN , is an endomorphism. This leads to the following relation
between the system matrix A and the cross Gramian matrix WX , as stated in
[19]:
Corollary 1
Let WX be the cross Gramian to the system (A,B,C). Then A is a cross
Gramian to the virtual system (−WX , B,C).
Proof. This is a direct consequence of Lemma 2.
Hence, for a known cross Gramian WX , input matrix B and output matrix
C, the associated system matrix A can be computed as the cross Gramian
of the virtual system. To ensure the (asymptotic) stability of the system, an
observation from [18, Theorem 2.1] is utilized.
Lemma 3
For a state-space symmetric system the cross Gramian is symmetric and positive
semi-definite.
Proof. Given a state-space symmetric system, the associated cross Gramian’s
Sylvester equation (2) becomes a Lyapunov equation:
AWX +WXA = BC ⇔ AWX +WXAᵀ = BBᵀ,
of which a solution is symmetric and positive semi-definite.
Thus, an (asymptotically) stable state-space symmetric system can be gen-
erated by providing an input matrix B, which determines the output matrix
C = Bᵀ and a symmetric positive semi-definite cross Gramian WX . A proce-
dure8 to generate random asymptotically stable state-space symmetric systems,
called inverse Sylvester procedure, is given by:
1. Sample the cross Gramian’s eigenvalues to define a positive definite cross
Gramian in balanced form9 from λi = a( ba )
U[0,1] with 0 < a < b.
2. Sample an input matrix B from an iid multivariate standard normal dis-
tribution NN×M0,1 and set the output matrix to C := Bᵀ.
3. Solve −WXA − AWX = −BC ⇔ WXA + AWX = BC for (a negative
semi-definite) system matrix A.
4. Sample an orthogonal (un-)balancing transformation U by a QR decom-
position of a multivariate standard normally distributed matrix U =
qr(NN×N0,1 ).
5. Unbalance the system by: UᵀAU , UᵀB, CU
7For a state-space symmetric system A = Aᵀ and B = Cᵀ holds.
8See also isp.m in the associated source code archive.
9A system Gramian in balanced form is a diagonal matrix.
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6 Model Reduction Experiments
In this section the Sylvester-equation-based cross Gramian is compared to the
empirical cross Gramians in terms of state-space model reduction of a random
system generated by the inverse Sylvester procedure. A test system is generated
as state-space symmetric SISO system, M = Q = 1, of order N = 1000 by the
inverse Sylvester procedure, using a = 110 , b = 10, excited by zero-mean, unit-
variance Gaussian noise during each time-step and starting from a zero initial
state. Due to the use of empirical Gramians a time horizon of T = 1 and a fixed
time-step width of h = 1100 is selected. The cross Gramian variants are computed
by solving a matrix equation10 (2), by the empirical linear cross Gramian (3)
and the empirical cross Gramian (4), from which the reducing projections are
obtained using the direct truncation approximate balancing11 (5) method. The
model reduction error, the error between the FOM (Full Order Model) and ROM
(Reduced Order Model) output, is measured in the (time-domain) Lebesgue L1,
L2 and L∞-norms,
‖y − yr‖L1 =
∫ ∞
0
‖y(t)− yr(t)‖1 dt,
‖y − yr‖L2 =
√∫ ∞
0
‖y(t)− yr(t)‖22 dt,
‖y − yr‖L∞ = ess sup
t∈[0,∞)
‖y(t)− yr(t)‖∞,
as well as in the (frequency-domain) Hardy H∞-norm and approximately in the
Hardy H2-norm. Due to the use of a state-space symmetric SISO system, twice
the truncated tail of singular values not only bounds, but equals the H∞ error
between the original and reduced transfer function G and Gr [18, Theroem 4.1]:
‖G−Gr‖H∞ = 2
N∑
i=n+1
σi.
The H2 error is approximated based on [27, Remark 3.3]:
‖G−Gr‖H2 ≈
√
tr(C˜2WX,22B˜2), (6)
with the balanced and truncated input and output matrices B˜2 = B − UUᵀB
and C˜2 = C−CUUᵀ and the truncated square lower right block of the balanced
diagonal cross Gramian WX,22.
Figure 1, Figure 2 and Figure 3 show the relative L1, L2 and L∞ out-
put errors for the classic, empirical linear and empirical cross Gramian using
approximate-balancing-based projections over varying reduced state-space di-
mension up to order dim(xr(t)) = 100.
For all tested cross Gramians, the Lebesgue error measures behave very
similarly. While the output errors for the empirical linear cross Gramian and
the empirical cross Gramian decay at a reduced order of n ≥ 7 to a level near
10Since the system is state-space symmetric, practically a Lyapunov equation is solved.
11Using the SVD of the cross Gramian is equivalent to the eigendecomposition, due to the
state-space symmetry.
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Figure 1: Relative L1 output error between the FOM and ROMs for the matrix
equation based cross Gramian WX,1, the empirical linear cross Gramian WX,2
and the empirical cross Gramian WX,3
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Figure 2: Relative L2 output error between the FOM and ROMs for the matrix
equation based cross Gramian WX,1, the empirical linear cross Gramian WX,2
and the empirical cross Gramian WX,3
the numerical precision with a similar rate, the marix equation based cross
Gramian reaches this level at n ≥ 18. Overall, the model reduces very well
and due to the specific time frame for the reduction and comparison and the
empirical Gramians yield better results.
In Figure 4 and Figure 5 the approximate H2 error and the H∞ error are
depicted for the three cross Gramian variants over varying reduced orders up to
dim(xr(t)) = 100.
For the frequency-domain errors the cross Gramian obtained as solution
to a Sylvester (Lyapunov) equation does not attain the same accuracy as the
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Figure 3: Relative L∞ output error between the FOM and ROMs for the matrix
equation based cross Gramian WX,1, the empirical linear cross Gramian WX,2
and the empirical cross Gramian WX,3
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Figure 4: Approximate relative H2 output error between the FOM and ROMs
for the matrix equation based cross Gramian WX,1, the empirical linear cross
Gramian WX,2 and the empirical cross Gramian WX,3
empirical cross Gramians, which reach the numerical precision level for n ≥ 6.
Also, as for the time-domain errors the sharp decay in the output error occurs
at a higher reduced order n ≥ 19 for the non-empirical cross Gramian, but
machine precision is not reached.
9
Pre
pri
nt10-1810-16
10
-14
10
-12
10
-10
10
-8
10
-6
10
-4
10
-2
10
0
10 20 30 40 50 60 70 80 90 100
WX1
WX2
WX3
Figure 5: Relative H∞ output error between the FOM and ROMs for the matrix
equation based cross Gramian WX,1, the empirical linear cross Gramian WX,2
and the empirical cross Gramian WX,3
7 Conclusion
This work summarized the cross Gramian and its empirical variant and assesses
methods for cross-Gramian-based model reduction mathematically and numeri-
cally. The latter is conducted by a new cross-Gramian-based random state-space
symmetric system generator. Due to the strict definition of the operating region
of the test system, the empirical cross Gramians produce superior reduced order
models. This confirms the results of [24], that empirical Gramians can convey
more information on the input-output behavior for a specific operating region
than the classic matrix equation approach.
Code Availability
The source code of the implementations used to compute the presented results
can be obtained from:
http://www.runmycode.org/companion/view/1854
and is authored by: Christian Himpe.
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