Intervals supporting a prescribed area arise in statistics. For example, for random variable X with probability density function (pdf) f (x), an interval (x 1 , x 2 ) such that
f (x) dx = 0.95 is an interval estimate for the next x-value with degree of confidence 0.95. For the best precision, it is desirable to use the shortest such interval. The following theorem presents conditions for the interval to be the shortest.
Theorem. For the non-negative real function f (x)
with continuous first derivative, consider x 1 and x 2 in the domain of f (x) such that x 1 < x 2 , f (x 1 ) > 0, and f (x 2 ) < 0. The interval (x 1 , x 2 ) encloses a relative maximum area among all intervals of the same width and centered in the neighborhood of (
is negative for δ = 0. By the second derivative test [2, p. 284 ],
has a relative maximum at δ = 0. The converse follows similarly.
The hypotheses of the theorem can be weakened. The condition that f (x) is continuously differentiable can be replaced with just continuity. Also, f (x 1 ) > 0 and f (x 2 ) < 0 can be replaced by: f (x) is increasing in an interval about x 1 and f (x) is decreasing in an interval about x 2 . Then, for δ < 0 and sufficiently small, f (
, and for δ > 0 and sufficiently small
has a relative maximum at δ = 0 if and only if f (
At first, the theorem may seem counterintuitive since different areas would appear to be added and subtracted for each δ when the absolute values of the derivatives f (x 1 ) and f (x 2 ) are unequal. See Figure 1 . However, the fundamental theorem of 
produces the critical point. Given a predetermined value for the area, the narrowest interval must have the same value for f (x) at its endpoints. Otherwise, if the conditions of the theorem are satisfied, the interval will not be the narrowest.
Applications. The theorem presents a method for solving the optimization problem of finding the width of the narrowest interval containing 100γ % of the continuous random variable X with 0 < γ < 1. Assume that f (x) is unimodal so that there is no issue of lower density regions within the interval. Choose a value d for f (x) . If the conditions of the theorem are fulfilled, for each d the interval from the smaller value to the larger value of f −1 (d) is locally the narrowest interval. The algorithm is to iterate on d until the prescribed area γ is reached to the desired precision. Using a computer algebra package, a value for d is selected, f −1 (d) is found, and the area between those two values is computed. A new value for d is selected. At each step the enclosed area is compared to γ . Once an area that is close to γ is reached, simultaneously compute areas for many values of d that are a small increment apart to approximate γ . Shortest intervals must have equal values for f (x) at their end points, so the search is over narrowest intervals. Often, the local minimum is global.
Consider the gamma density f (x) =
xe −x/4 for x > 0 and γ = 0.5. We obtain width 5.930. The center of the interval is 4.707. This center and width are an average and a dispersion for X , obtained from the most compact fifty percent of the density, which is displayed in Figure 2 . 
