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ABSTRACT 
 
The objective of this study is to evaluate the potentiality of using Artificial Neural 
Networks (ANNs) for predicting the environmental changes in Greater Khartoum area 
based on remote sensing and Geographic Information System (GIS) techniques. This 
includes the prediction of the chemical impacts on Khartoum North Industrial Area. 
One of the objectives of this research work aims to use intelligent and expert systems to 
model the real world for the purpose of detecting such changes and impacts without 
involving in sophisticated Digital Image Processing (DIP) and GIS processes. 
  
The primary data used in this study is a set of visible and infrared spectral bands 
acquired by the American Landsat Imaging System in 1996 and 2000. A vector map 
(produced in 2005) was used as an ancillary data to extract the chemical impacts on 
Khartoum North Industrial Area. 
 
To achieve the research objectives, learning patterns indicating the environmental 
parameters in the study area as well as Khartoum North Industrial Area were generated 
based on digital image processing and GIS techniques. The produced patterns were used 
to train a General Regression Neural Network (GRNN) model for predicting future 
environmental changes in Khartoum North Industrial Area. Further training session was 
carried out to predict the chemical impacts on the study area. A wide range of 
procedures were carried out to gain the knowledge base upon which the shell can teach 
itself. Again digital image processing and GIS techniques were used to assess the 
general performance of the shell. 
 
The General Regression Neural Network model, as tested, was found to be able to 
recognize and predict environmental changes. The model was trained for approximately 
39 minutes (00:38:58) with 3000 training patterns. The best smoothing factor achieved 
during the training session was found to be 0.744141 with a minimum mean squared 
error of ± 0.026936. When the trained shell was applied to 6000 new production (test) 
patterns, the model was able to process the whole set of patterns with reasonable results. 
The highest percentage of the error in all sets was found to be 0.054% (out of the total 
classified area) while the average was 0.031%. In all sets of production patterns the 
number of pixels of the predicted image was found to be equal to the corresponding 
value of the original image. This indicates that the basic geometrical characteristics for 
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both images are the same. Thus the shell processing does not affect the geometry of the 
predicted image.  
 
Further tests show that the GRNN model was able to predict chemical impacts on 
Khartoum North Industrial Area with reasonable error. The whole set of test patterns 
(127 patterns) has been processed. When the predicted images (test patterns) compared 
with the actual images that produced by DIP techniques, 89.52% of the total area was 
correctly predicted. This is equivalent to 9.0 Km2 of the total area (10.156 Km2) covered 
by the test patterns. 
 
Although chemical impacts due thermal effects were originally detected based on digital 
image processing and GIS techniques, very sophisticated procedures have been applied 
to achieve this objective. Therefore, artificial neural networks, as tested, provide a real 
solution for end users without being involved in such sophisticated processes. 
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CHAPTER ONE 
 
Introduction 
 
1.1 Problem Definition  
Environmental impacts and changes are usually taken place due to the interactions 
among the physical, chemical and biological components of the environment; with a 
focus on the degradation of the environment factors related to human activities; and the 
impact on biodiversity and sustainability from local and global development. 
Environment is inherently an interdisciplinary field that draws upon not only its core 
scientific areas, but also applies knowledge from other non-relevant studies such as 
economics, law and social sciences. Physics is used to understand the flux of material 
and energy interaction and construct mathematical models of environmental 
phenomena. Chemistry is applied to understand the molecular interactions in natural 
systems, while biology is fundamental to describing the effects within the plant and 
animal kingdoms. 
 
The environmental science has existed for centuries. It came alive as a substantive, 
active field of scientific investigation in the 1960s and 1970s driven by the need for a 
large multi-disciplined team to analyze complex environmental problems, the arrival of 
substantive environmental laws requiring specific environmental protocols of 
investigation and the growing public awareness of a need for action in addressing 
environmental problems. Environmental science encompasses issues such as climate, 
conservation, biodiversity, groundwater, soil contamination, natural resources, waste 
management, sustainable development, air pollution and noise pollution. Due to the 
inherent interdisciplinary nature of environmental science, teams of professionals 
commonly work together to conduct environmental research or to produce 
Environmental Impact Statements (Ichimura, 2003). 
 
Sudan is suffering from lack of up to date thematic information, lack of well-established 
environmental models, mapping systems and integrated GIS systems. It is obvious that 
Sudan is an example of a developing country whose large area and poor economic 
circumstances pose severe problems for monitoring and detecting environmental 
changes and impacts if using traditional techniques. 
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However, it is very clear from the previous experience that traditional means are not 
sufficient enough to play a role in monitoring environmental changes and detecting their 
impacts. New digital approaches based on new techniques should be adopted to model 
these changes and to evaluate their impacts on the real world environment. In such a 
trend, environmental monitoring tasks need a GIS that combines a variety of data sets of 
different types. On the other hand, remotely sensed data contains a lot of geographic and 
spatial information that needs to be processed, handled and managed. Many analysis 
techniques used in environmental application can be enhanced by using ancillary data 
acquired from various remote sensors that work at different regions of the 
electromagnetic spectrum. Artificial intelligent systems, therefore, may offer solutions 
for real world problems associated with chemical impacts and environmental changes 
detection (Anderson, 2002). 
  
Although digital image classification techniques, applied to remotely sensed data 
(spectral bands), are known frequently to produce sufficient results, but a lot of 
sophisticated digital image processing is carried out to get that degree of sufficiency. 
The process has historically been one of the most complicated aspects of DIP. The 
development of intelligent systems, such as ANN, may offer solutions for the rapid 
acceptance of remote sensing and DIP technologies for real world applications 
(Publication Factbook, 2003).  
 
1.2 Research Objectives 
The main objectives of this research work are: 
a) To evaluate the potentiality of using Artificial Neural Networks (ANNs)  for 
detecting and predicting environmental changes and chemical impacts in Greater 
Khartoum area based on space imagery (spectral bands).   
b) To test and investigate the ability of using GIS as a tool for analyzing the output 
results obtained from ANNs learning session (image recognition). 
c) To make use of the digital image processing (DIP) techniques in generating 
learning patterns for environmental change detection and chemical impacts 
recognition and forecasting. Further objective of this study is to use the DIP 
techniques to analyze the ANNs output results for chemical impacts recognition.  
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1.3 Hypothesis 
a) By developing a well trained expert system, a high-tech equivalent of traditional 
techniques will be established. Environmental changes and chemical impacts 
take place in the study area can easily be monitored and modeled without being 
involved in sophisticated processes.  
b) The development of methods for modeling real world problems will offer 
solutions for widely ranged problems associated with environmental changes 
and chemical impacts on the study area. In addition to that the approach can be 
expanded to establish a perfect environmental monitoring system for the whole 
country. 
c) Detection of environmental changes is rather a difficult task to be achieved. A 
lot of analysis work based on large amount of accurate temporal data is needed. 
Professional personnel are a vital successful factor in such a trend. Therefore, 
expert systems and intelligent processing are required. This can only be achieved 
through continuous research work and practice. 
d) Khartoum area witnesses' remarkable environmental changes, which have not 
yet been mapped, modeled and assessed. Therefore, researches on such areas 
may outline and offer solutions for these problems. 
e) One encouraging reason for using remotely sensed data in the present research is 
the increased spatial and spectral resolution of the latest imaging systems. Using 
remotely sensed data overcomes the difficulties of mapping large areas of the 
earth surface inherited in the traditional means. 
 
1.4 Literature Review 
Several researches addressed the concept of image recognition. Many of these 
researchers analyzed and assessed the environmental changes based on temporal 
remotely sensed data. Artificial intelligent systems and methods have been adopted and 
suggested: 
 
Liu (2000) presented a method based on artificial neural network (ANN) to detect the 
change from non-urban to urban land use using the three-layered back-propagation 
network (BPN). The study explores the utility of artificial neural network to detect the 
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change from non-urban land use to urban land use. The methodology of this study was 
based on two Landsat Thematic Mapper (TM) imagery of Barnegat Bay, New Jersey, 
acquired in 1984 and 1994. Both images were georectified and registered to Universal 
Transfer Mercator (UTM) coordinate system. During a post classification, comparison 
each single-date imagery was classified into 7 classes: developed area, cultivate/grass 
land, woodland, bare land, Marine/Esturine emergent land, River/Lacustrine/Paulstrine 
wetland and open water. The latter 6 classes form the non-developed area. By cross-
tabulating the two classified imagery, a “from-to” change matrix was obtained. During 
the training phase, training pixels were presented to the network one after another. The 
results of this study showed that the model was able to identify the changes of interest 
with an overall accuracy of 93.10%.  
 
The research work conducted by Liu was focused on urban to non-urban changes rather 
than land cover changes and forecasting chemical impacts as the case of the present 
research work. Moreover, the researcher did not adopt a methodology for selecting an 
appropriate set of bands for generating a suitable classified false color composite. The 
study did not include initial tests or recommendations for using backpropagation model 
for image recognition. The analysis carried out by Liu was based on image crossing 
process. Thus the results obtained were based on image pixel size (the spatial resolution 
of the imagery used was 30 meters). In fact, in the present study, this problem was 
resolved by making use of GIS spatial analysis techniques. 
 
Elsinnari (2004) developed a GIS model for Greater Khartoum based on remote sensing 
and artificial neural networks techniques. Six spectral bands (Landsat-7 imaging system, 
2000) in the visible and infrared regions of the electromagnetic spectrum were used to 
generate land-cover and land-use models for Greater Khartoum. The methodology of 
this study includes comprehensive tests for selecting an appropriate ANN model for 
space image recognition. As a first step, the basic recognition tasks were tested with 
different learning pattern structures. This includes one-to-one, many-to-one and many-
to-many. Digital image enhancement, analysis and classification techniques were used 
to generate the learning patterns and to assess the performance of the ANN models. The 
tests showed that the mapping-recognition task is the most suitable one for real-world 
problems having many-to-many pattern structure. Moreover, the supervised learning 
paradigm is suitable for the image mapping recognition tasks.  Amongst the mapping 
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recognition ANN models the iterative and adaptive general regression (GRNN) 
networks produced reasonable output results with an overall accuracy of 95.95% and 
95.14% respectively. 
 
Elsinnari stated that successful ANN problems depend highly on the definition of an 
appropriate model which, depends very much on the nature of the problem itself. He 
also stated that research is needed on the integration of remote sensing and GIS 
technologies in different equipments and software environments. There are cooperative 
interactions between spatial data sets that require the investigation of new techniques, 
which make detailed analysis and incremental simulation possible to solve massive 
parallel problems that operate on huge amounts of geographic or image-based data. 
Therefore, traditional land evaluation procedures should be oriented and focused on the 
use of artificial intelligence techniques and expert knowledge.  
 
In fact the work conducted by Elsinnari was mainly oriented towards developing a GIS 
model for Greater Khartoum area. No attempt has been made to detect or forecast 
environmental changes or chemical impacts. 
 
Ramachandra and Kumar (2004) stated that change detection is the measure of the 
distinct data framework and thematic change information that can guide to more 
tangible insights into underlying process involving land cover and land use changes than 
the information obtained from continuous change. Change detection is useful in many 
applications such as land-use changes, habitat fragmentation, rate of deforestation, 
coastal change, urban sprawl, and other cumulative changes through spatial and 
temporal analysis techniques such as GIS and Remote Sensing along with digital image 
processing techniques. Thus, spatial and temporal analysis technologies are very useful 
in generating scientifically based statistical spatial data for understanding the land 
ecosystem dynamics. Successful utilization of remotely sensed data for land cover and 
land-use change detection requires careful selection of appropriate data set. This paper 
discusses the land use/land cover analysis and change detection techniques using GIS 
Graphic User Interface (GUI). 
 
Although Ramachandra and Kumar used remote sensing and GIS techniques for change 
detection the research work was focused on the general environmental changes rather 
than specific items. GIS was used to resolve change detection problems which is not the 
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case in the present study. One of the contributions of the present study is that GIS was 
used as an analysis tool for the assessment of the amount of change detected based on 
remote sensing and artificial intelligent systems. Ramachandra and Kumar used 
combination of visible bands, while in the present study a set of spectral bands on the 
visible and infrared region of the electromagnetic spectrum was used. This will enable 
the investigation of the ability of the thermal energy for detecting chemical impacts on 
the study area. 
 
Sorooshian and Gao (2004) described a satellite-based rainfall estimation algorithm, 
precipitation estimation from remotely sensed information using Artificial Neural 
Networks Cloud Classification System (CCS) based on counter propagation networks. 
The algorithm was used to extract local and regional cloud features from infrared 
geostationary satellite imagery in estimating fine scale rainfall distribution. The satellite 
cloud images were processed into pixel rain rates by separating cloud images into 
distinctive cloud patches and extracting cloud features, including coldness, geometry, 
and texture. This included calibrating cloud-top temperature and rainfall (T-b-R) 
relationships for the classified cloud groups using gauge corrected radar hourly rainfall 
data. Radar and gauge rainfall measurements were both used to evaluate the CCS 
rainfall estimates at a range of temporal (hourly and daily) and spatial scales.  
 
Sorooshian and Gao concluded that hourly evaluation showed that the correlation 
coefficient (CC) was found to be 0.45 (0.59) at a 0.04 degrees (0.25 degrees) grid scale. 
The averaged CC of daily rainfall is 0.57 (0.63) for the winter (summer) season. 
Artificial neural networks, as tested, provided impressive performances over 
conventional techniques. In the case of precipitation, the CCS system estimated surface 
rainfall at a 0.258 latitude 3 0.258 longitude grid every 30 min and can accommodate a 
resolution of 18 3 18 on a daily scale in various applications. One of the limitations of 
the CCS system architecture is that it estimates rainfall based on local pixel information.  
The results show that the CCS system was capable to address the variability of rainfall 
distributions in different cloud clusters. In addition, CCS offers insights in explaining 
the classified patch features with respect to their pixel rainfall distributions. The CCS 
can be used not only as a fine scale rainfall estimation scheme, but also as an 
explanatory tool to analyze the cloud–rainfall system. 
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The study presented by Sorooshian and Gao was focused on rainfall estimation over 
land, where ground-based radar/gauge measurements were available to quantify the 
rainfall distribution. Although the subject of their study investigated basic 
environmental indicators, the present study was mainly concerned with the land cover 
environmental indicators rather than weather indicators. Extensive preprocessing was 
carried out by Sorooshian and Gao to generate the learning patterns. Radar and gauge 
rainfall measurements were both used as ancillary data to generate the patterns. The 
image was different for the present study. The raw satellite data were directly used to 
generate the learning patterns. Only the simple linear stretching process was applied to 
remove useless information from the image contents. Finally, no attempt was made by 
Sorooshian and Gao to select the appropriate ANN model for resolving their research 
problem. 
 
Carvajal et al (2006) developed a methodology to detect greenhouses from 1.5 m pixel 
size QuickBird image, based in Artificial Neural Network. The mathematical model was 
taught to classify the image considering its radiometric and wavelet texture properties. 
This assessment is known as training and the algorithm to obtain it, back-propagation. 
Classification accuracy was evaluated using multi-source data, comparing results 
including and no-including wavelet texture analysis.  
 
Carvajal stated that detecting and locating greenhouses is very important for politicians 
and other persons who may take decisions about management of natural resources and 
who must design agricultural development plans. Agriculture is one of more important 
economic activities in this zone, and till now, development and disposition of new 
greenhouses was uncontrolled.  
  
He concluded that artificial neural network is an adaptable method to greenhouses 
discrimination from a very high resolution satellite image. Accuracy classification 
improves when a textural analysis is added as on more inlet neuron. But it is critical to 
choose right texture model and its parameters. If an artificial neural network can 
discriminate adequately greenhouses class, it may also be possible to detect its changes 
using multi-temporal data. It will require a generalization of our actual artificial neural 
network and a different strategy to its training. 
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The paper came to the conclusion that holistic decisions and scientific approaches are 
required for sustainable development of the region. Change detection techniques using 
temporal remote sensing data provide detailed information for detecting and assessing 
land-cover and land-use dynamics. The change analysis based on two dates, spanning 
over a period of four years using supervised classification, showed an increasing trend 
(2.5 %) in unproductive waste land and decline in spatial extent of vegetated areas (5.33 
%). Depletion of water bodies and large extent of barren land in the district is mainly 
due to lack of integrated watershed approaches and mismanagement of natural 
resources. 
 
However, the objectives and the methodology suggested and adopted by Carvajal 
seamed not to go far to resolve the complexities inherited in detecting the chemical 
impacts based on intelligent systems as the case of the present study. Nevertheless, the 
training strategy recommended was very helpful to the present researcher in 
constructing the training pattern topology. 
 
Monteiro et al, (2006) investigated the performance of the artificial neural network 
based models to predict sweetness content in soybean crops using high resolution hyper-
spectral data. The sweetness of green vegetable soybeans can be estimated by its 
sucrose and glucose contents. Hyper-spectral data was acquired locally producing high 
spatial resolution images without interfering in the crop growth process. The hyper-
spectral data acquired comprises the visible to the near-infrared range of the spectrum. 
The raw data was converted to reflectance by applying a three-dimensional averaging 
filter to reduce the noise of the sample dataset. Image regions containing vegetation 
were identified using the normalized difference vegetation index (NDVI). In order to 
obtain a nonlinear model Multilayer Perceptron (MLP) ANN networks were used. 
Along with the hyper-spectral images, ground truth data was also collected from 
different varieties of soybeans in the crop field. For each labeled region, the 
concentration values of sucrose and glucose were measured using liquid 
chromatography of freeze-dried soybean samples. The actual values were used as target 
data for the supervised training of the ANN prediction models. A total of 13 different 
varieties of green vegetable soybeans were analyzed, thus providing 13 levels of 
concentration for training of the ANN prediction model. Each MLP network was tested. 
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The best performing networks (networks presenting lower Mean Square Error) were 
retained.  
 
They concluded that reasonable prediction accuracy was obtained by the MLP model. In 
the range of wavelengths investigated, which covers from the visible to the near 
infrared, the glucose concentration was predicted more accurately than sucrose The 
proposed method permits the non-destructive forecast of sweetness in leguminous crops 
from high-resolution hyper-spectral imagery data. 
 
However, the study was concerned with the potentiality of using nonlinear multilayer 
perceptron ANN models for predicting sweetness content in soybean crops using hyper-
spectral data. In other words the study was focused on specific environmental object 
rather than the environmental changes as the case of the present research work. Another 
difference is that Monteiro et al, used high-resolution hyper-spectral bands while the 
present study used the spectral bands (much lower resolution). Moreover, they 
performed average filters to remove the noised and fuzzy data and then an NDVI 
technique was used to identify the objects of interest. This was not the case in the 
present study, where the raw spectral bands were used as they were and a supervised 
classification technique was applied. 
 
Sharaf and Shan (2007) presented a methodology for simulating urban growth 
phenomenon through utilizing remote sensing imagery and artificial neural network 
algorithms. Historical satellite images of Indianapolis city were used. All images were 
rectified and registered to Universal Transverse Mercator North America Datum (UTM  
NAD83) zone 16 N. Supervised classification was used to classify the images to 
different land use categories. Seven classes were identified: water, road, residential, 
commercial, forest, pasture grasses and row crops. Image fusion was tested to examine 
its effect on the classification results. To implement ANN algorithms to simulate the 
urban growth; focus was directed to the residential and commercial classes and their 
growth. The boundaries of these areas were extracted for each of the growth years. 
Radial extent of the boundary at specified angles was measured using different city 
centers. Radial distances and growth years were used as inputs to train the neural 
network algorithms. Two ANN algorithms were used to simulate the urban growth. 
These were simple linear ANN and back propagation (BPN). Each algorithm was 
trained using the available data as well as interpolated data produced through ANN 
 10
function approximation algorithm. Short and long term urban boundary predictions 
were performed.  
 
They concluded that ANN algorithms were found to be a useful tool to predict the urban 
growth pattern based on historical satellite images. Both algorithms after increasing the 
volume of the dataset succeeded in simulating the growth trends with better results 
achieved using the simple linear ANN. The simple linear ANN produced better results 
given the limited size of the available data than BPN. The interpolation data interval has 
an important effect on the training performance and prediction results. The selection of 
the city center location has certain effect on the predicted urban growth pattern. One 
possible improvement is to make the input dataset independent totally on the center 
location to improve the accuracy of the simulation. 
 
Sharaf and Shan built two ANN models (the simple linear and BPN) to simulate the 
urban growth patterns rather than predicting and forecasting future growth. The input 
part of the learning patterns was generated by extracting object boundaries (vector data) 
together with the corresponding year. The methodology used by Sharaf and Shan gave 
no attention to the selection of an appropriate ANN model for simulating the urban 
growth. Moreover, the present study is different from the reviewed study where the 
generation of the learning patterns is completely based on raster data. The vector data 
mode were used in the analysis and assessment phase, with the constrain that vector 
data was used as an ancillary data in generating learning patterns for chemical impacts 
prediction in Khartoum North Industrial Area. Another difference is that the present 
study is focused on environmental changes and chemical impacts and not just on urban 
growth.  
 
Aitkenhead, et al (2007) investigated tsunami damage (26 December 2004) to coastal 
areas in Aceh, Indonesia based on Remote sensing and neural network techniques.  
According to the scale of the disaster they suggested that remote sensing may be the 
only way to determine its effects on the landscape. The neural network technique 
applied in this study used a threshold of acceptance for identification, in combination 
with a bootstrapped identification method for identifying problem pixels. Map analysis 
allowed identification of urban areas that were inaccessible by road, and which aid 
agencies could therefore only reach by air or sea. They concluded that before-and-after 
satellite imagery, combined with a novel neural network methodology, enabled a 
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characterization of landscape change. The methods provided a rapid and effective 
mapping ability and would be a useful tool for aid agencies, insurance underwriters and 
environmental monitoring.  
 
The study was focused on the impacts of tsunami disaster on coastal areas in Indonesia. 
Therefore, the environmental change detection was not the main issue as the case of the 
present study. Moreover, the technique used to generate the learning patterns is 
different. The reviewed study was based on a threshold of acceptance for identification 
rather than supervised classification based on multi-spectral data. Remote sensing 
mapping was the main technique used in this study for training and assessment of the 
performance of the artificial neural network. In such trend the image was different in the 
present study. In addition to remote sensing, digital image processing and GIS 
techniques played great role in the assessment phase. However the striking difference is 
the detection and forecasting of chemical impacts based on remote sensing and artificial 
neural network mapping. 
   
Finally the literature reviewed in this section reflects the fact that traditionally ANN has 
been used for change detection. Among the explorations to apply ANN to change 
detection, few have addressed the concept of chemical impacts detection and 
forecasting. It is quite clear that ANN’s intensive investigations are still required to 
reveal what is invisible in changes taking place due to chemical impacts.  
 
1.5 Thesis Layout 
The research work documented in six chapters. Chapter One introduces the subject, 
defines the problem and gives a brief description of the research objectives and 
hypothesis. Chapter Two summarizes the principles of the Artificial Neural Networks. 
Chapter Three describes the fundamentals of the remote sensing, digital image 
processing and GIS technologies and discusses the key elements for the integration of 
these systems. Chapter Four, Methodology, describes the study area and the material of 
tests including data, hardware and software and gives a detailed description of the 
procedures carried out to meet the objectives of the research.  Chapter Five Results, 
Analysis and Discussion, lists and discusses the results. Chapter Six, Conclusion and 
Recommendations, summarizes the final conclusion of the research work, and outlines 
recommendations for future research work. References are listed at the end of the thesis.  
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CHAPTER TWO 
 
Artificial Neural Networks 
 
2.1 Introduction 
The Artificial Intelligence (AI) systems such as intelligent systems, knowledge-based 
systems, expert systems, etc., are intended to convey that it is possible to build machines 
that can demonstrate intelligence similar to human beings in performing some simple 
tasks. Intelligence can be attributed to a machine if the performance of the machine and 
human beings are the same, but they are basically different. The machine performs a 
task in a step-by-step sequential manner dictated by an algorithm, which can be 
modified to improve the machine performance. Therefore, the algorithm has to be 
derived and remains fixed for a given task. Typically, implementation of a task requires 
a large number of arithmetic and logical operations and a large amount of memory. 
Moreover, the issues of common sense knowledge and learning, which are so natural to 
human beings, could not easily be captured in a machine. 
 
The developments in device technology, software architecture and artificial intelligence 
concepts are directed towards achieving intelligent performance level. The trend is to 
make each device more powerful and to bring the computer more and closer to the user 
by providing multi-modal communication and natural input and output facilities. 
Significant developments are taking place in the evaluation of computer architectures. It 
is realized that single or multiple processors using Von Neumann model have severe 
limitations of speed. Parallel computers and optical computers are also limited in scope 
due to their mismatch with the problems. The trend is to explore architectures based on 
Parallel and Distributed Processing (PDP) models motivated by the understanding of the 
biological neural (Rich and Knight, 2002). 
 
The main difference between human and machine intelligence comes from the fact that 
humans perceive everything as a pattern, whereas a machine perceive every thing is a 
numeric data. Even in routine data consisting of integer numbers, humans tend to 
perceive a pattern. Recalling the data is also normally from a stored pattern. 
Functionally also human beings and machines differ in the sense that human beings 
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understand patterns, whereas machines can be said to recognize patterns in data. The 
mental patterns are formed even when the data is noisy or deformed due to variations 
such as translation, rotation and scaling. Human beings have the ability to recall the 
stored patterns even when the input information is noisy or partial (incomplete) or 
mixed with information pertaining to other patterns. Another major characteristic of a 
human being is the ability to learn from examples, which is not understood well enough 
to be implemented in algorithmic fashion in a machine (Ungar, 1995).   
 
2.2 Basic Features of the Biological Neural Networks 
The elementary computing units of the nervous system are the neurons, or nerve cells. 
The human brain contains lots of neurons, which are able to cooperate in an effective 
way. Each neuron has on the order of hundreds or thousands of connections to other 
neurons. Other classes of cells are presented in the nervous system as well, but it is 
believed that they do not do important information processing. The most common of 
these, which are intermixed with neurons in the central nervous system, are the glue 
cells, which perform important support functions for the neurons. The glue cells form a 
matrix in which neurons grow, and they occupy space that is not filled by the neurons 
(Anderson, 2002). 
 
Neurons are mechanically highly sensitive and metabolically very active. The human 
nervous system consumes about 25% of the body's energy.  The attractive features of 
the biological neural network that make it superior, even to the most sophisticated AI 
computer system for pattern recognition tasks are varies. The decay of the biological 
nerve cells does not seem to affect the performance significantly. The network 
automatically adjusts to a new environment without using any preprogrammed 
instructions. The network can deal with information that is fuzzy, probabilistic, noisy 
and inconsistent. The network performs routinely many operations in parallel and in a 
distributed manner. 
 
Figure 2.1 shows a schematic diagram of a typical neuron or nerve cell. It consists of a 
cell body or soma where the cell nucleus is located. Tree-like nerve fibers called 
dendrites are associated with the cell body. These dendrites receive signals from other 
neurons. Extending from the cell body is a single long fiber called the axon, which 
eventually branches into strands and sub-strands connecting to many other neurons at 
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the synaptic junctions, or synapses. The receiving ends of these junctions on other cells 
can be found both on the dendrites and on the cell bodies themselves. The axon of a 
typical neuron leads to a few thousand synapses associated with other neurons. 
 
 
Fig. 2.1 Schematic diagram of a typical neuron or nerve cell. 
  
The transmission of a signal from one cell to another at a synapse is a complex chemical 
process in which specific transmitter substances are released from the sending side of 
the junction. The effect is to reuse or lower the electrical potential inside the body of the 
receiving cell. If this potential reaches a threshold, an electrical activity in the form of 
short pulses is generated. When this happens, the cell is said to have fired. These 
electrical signals of fixed strength and duration are sent down the axon. Generally the 
electrical activity is confined to the interior of a neuron, whereas the chemical 
mechanism operates at the synapses. The cell of a neuron acts as a kind of summing 
device due to the net depolarizing effect of its input signals. This net effect decay with a 
time constant of 5-10 ms. But if several signals arrive within such a period, their 
excitatory effects accumulate. When the total magnitude of the depolarization potential 
in the cell body exceeds the critical threshold, the neuron fires. The activity of a given 
synapse depends on the rate of the arriving signals. An active synapse, which repeatedly 
triggers the activation of its post-synaptic neuron, will grow in strength, while others 
will gradually weaken. Thus the strength of a synaptic connection gets modified 
continuously.  
 
Although all neurons operate on the same basic principles, there exist several different 
types of neurons, distinguished by the size and degree of branching of their dendritic 
trees, the length of their axons, and other structural details. The complexity of the 
human central nervous system is due to the vast number of the neurons and their mutual 
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connections. Connectivity is characterized by the complementary properties of 
convergence and divergence. In the human cortex every neuron is estimated to receive a 
converging input on an average from about 104 synapses. On the other hand, each cell 
feeds its output into many hundreds of other neurons. The total number of neurons in 
the human cortex is estimated to be about 1011 neurons, which are distributed in layers 
over a full depth of the cortical tissue, at a constant density of about 15 x 104 neurons 
per mm2. Combined with the average number of synapses per neuron, this yields a total 
of about 1015 synaptic connections in the human brain, the majority of which develop 
during the first few months after birth (Yegnanarayana, 2001).  
 
2.3 Fundamentals of Artificial Neural Network 
In general, a neural network is a collection of simple, analog signal processors, 
connected through links called interconnects, or simply connections. Figure 2.2 shows a 
graphical representation of a typical neural network structure, where the nodes represent 
the processing elements (PE), and the arcs represent the modulating connections, and 
arrowheads on the arcs indicate the normal direction of signal flow. The processing 
elements are usually grouped together into a layered structure known as a slab, or layer, 
where each processing element on each layer performs an analog integration of its 
inputs to determine its activation value (David M. Scapula, 1999). 
 
Fig. 2.2 The general structure of a layered feed-forward neural network 
Processing begins with the entire network in a quiescent state. An external pattern, 
comprised of a set of signals to be processed by the network, is then applied to the input 
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layer, where each signal stimulates one of the processing elements on the input layer. 
Each processing element on the input layer generates a single output signal, with a 
magnitude that is function of the total stimulation received by the unit. Collectively, the 
outputs produced by all of the processing elements on the layer are then passed on as the 
input pattern to the subsequent layer of processing elements. This process is repeated, 
until the final layer of processing elements has produced an output for the current input-
pattern vector.  The behavior of the network is determined by the behavior of the 
individual processing elements. 
 
2.3.1 Single Neuron Computations 
Figure 2.3 illustrates the typical model of a neural-network processing element.  At its 
input, modulated input signals are combined to form an aggregate input signal to the 
unit. An important aspect of the processing element is the notion that both the 
magnitude and the polarity of the input signals contribute to the net input received by a 
network unit. 
 
Fig. 2.3  A typical processing element (PE). 
 
In a truly analog system, each unit would operate continuously on its inputs. However, 
in order to facilitate the simulation of these networks on a digital computer system, the 
behavior of the unit is modeled as though it operates in discrete time.  Each unit 
receives input stimulation from a variety of other units, with the notable exception of 
the input layer, which receives inputs from only one source. In either case, the 
computation performed by the unit to determine its input stimulation is almost always 
the same. The signal driving each connection is modulated (multiplied) by the weighted 
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value of the connection, and each modulated input is then integrated (algebraically 
summed) by the unit to produce the stimulation signal to the unit. 
The calculations needed to perform the input computation described above for each unit 
i in the network at time t are given by the equation 
          (t)(t)o w(t)net
n
1j
jiji ∑
=
=      …………………………….…... (2. 1)  
                  
Where the term neti(t) represents the net input signal to the ith unit in the network. oj(t) 
represents the output from the jth unit in the network, the term )(twij  represents the 
weighting value associated with the connection that runs from the jth unit to the ith unit, 
and the value n represents the number of units connected to the input of the ith unit. 
 
This model shows the similarity between the input computation performed by the 
network unit and a vector inner-product computation. Specifically, if the set of input 
signals to a unit is considered as a vector, 0, having dimension n , and the input 
connection weight values to the unit i as another vector, iw  , also of dimension n , then 
the input calculation performed by the unit is analogous to : 
 ……………….………..(2.2)            )( cos  w o        
.
i
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Where θ  represents the angle between the two vectors in n-dimensional  Euclidian 
space. It is useful to recall the mathematical implications of the inner product. The inner 
product between two vectors in n-dimensional hyperspace is a measure of the projection 
of one vector onto the other. 
 
2.3.2 Neuron Activation 
The activation of a unit is analogous to the degree of excitation of the unit. The stronger 
the activation, the more likely the unit is to excite (or inhibit) other units in the network. 
Typically, a unit determines its activation directly from its input stimulation, according 
to the general formula:                         
                        ) )(, )1(( tnettaFa iiii −=  …………………...........................(2.3)    
This formulation indicates that the activation of the unit (ai) is always an explicit 
function (Fi) of the net input to the unit at the current time (neti(t)), while it may also 
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depend on the activation of the unit at the previous time step, as denoted by the ai (t-1) 
term. In most cases the activation of the unit is equivalent to the current input, that is. 
                            )()( i tnetta i = …………………................... (2.4)   
                                                        
2.3.3 Output Functions 
The unit produces an output signal that is related to its activation by a transfer 
function known as the output function. 
Expressed mathematically as follows: 
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Where the first equation is more intuitive formulation of the second equation (2.5), but 
is only valid when equation (2.4) holds. 
 
The specific form of the activation function used by a unit is dependent on several 
factors, including: 
1.  The type of network containing the unit. 
2.  The function being performed by the unit. 
3.  The external interpretation of the output of the network. 
 
The networks that form the basis of the most applications share many general 
characteristics, yet each is also unique in terms of how it behaves with respect to certain 
kinds of applications. 
 
2.3.3.1 The Linear Unit 
The linear unit is a very straightforward processing element-basically, the sum of 
everything that comes in to the unit is what goes out. Expressed mathematically as 
follows: 
                                  )() )((    / tnettnetf iii =    …………………..............................(2.6) 
where the superscript l  is used here to indicate the linear activation function. 
Units exhibiting this kind of response play several important roles in neural-network 
applications, including use as: 
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1. Fan-out units, where a single input signal must be distributed unaltered to many 
other processing elements. The application of such a device can be seen in the input 
layer of the general network structure. 
2. A linear combiner, where many input signals must be integrated in a coherent 
manner. Applications of this device include linear pattern interpolation and pattern 
multiplexing. 
3. An analog output device, where the signal produced by the unit is to be interpreted 
by either another network unit or by the outside world as a continuously variable 
indicator. 
 
Because of its versatility, the linear function is one of the most often-used neural-
network activation functions.  
 
2.3.3.2  Binary-Threshold Units 
A binary-threshold unit, Figure 2.4, as its name implies, is a unit that has two stable 
states essentially active or inactive. The activation function used to impart this behavior 
to a unit is given by the formula: 
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where the term θ  is used here to represent the point of transition between the two states. 
In many neural-network paradigms, θ  is set to zero, in which case the unit becomes a 
polarity detector. If the input activation is positive (greater than zero) the unit fires, and 
produces an active output. In any other case, the output from the unit is inhibited (set to 
zero), indicating the absence of sufficient stimulation in the input to overcome the 
threshold. 
  
Neural-network units that exhibit this behavior are typically used to detect the presence 
(or absence) of failures in the input pattern presented to the unit. 
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Fig. 2.4 Binary -threshold unit. 
  
2.3.3.3  Sigmoidal Units 
Sigmoidal units operate in a manner similar to the binary-threshold units described in 
the previous section. Like the binary-threshold units, sigmoidal units produce an output 
signal that has two stable states and a transition region. The difference between 
sigmoidal and binary-threshold units is that sigmoidal units are mathematically 
continuous, and therefore differentiable. There are many functions that can be used to 
model a sigmoidal response curve, The two most commonly used formulations are 
given by the formula: 
                                 1
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Equation (2.8) is the most general formulation for the sigmoidal function, because both 
the point of transition and the shape of the curve can be controlled by varying the values 
of θ  and r. It also has the benefit of being computationally less expensive than the 
formulation of equation(2.9). 
  
2.3.3.4 Competitive Units 
The outstar is a dynamical unit that, in most network simulations, behaves like a unique 
form of the binary-threshold unit. Like the binary-threshold unit, it typically has only 
two stable states active (which we represent numerically with a value of one) and 
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inactive (indicated by a value of zero). When active, the outstar transmits a memory 
pattern, described by the weight values stored in the output connections from the unit, to 
the subsequent layer of units. Similarly, when inactive, the outstar contributes nothing 
to the next layer. 
 
The instar complements the out-star. in that instars are excited only by specific input 
patterns. Moreover, units on a layer of instars can compete among themselves whenever 
a new input pattern is present. The competition can be thought of as a selection process. 
By associating a specific outstar with each instar, and then allowing each instar to excite 
its corresponding outstar only upon winning the competition, we will have constructed a 
network capable of storing, and selectively recalling, output memory patterns that are 
associated with specific input patterns (Campbell and Clark ,1992). 
 
The general form of the activation function used by the competitive unit is given by the 
formula:  
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2.3.3.5 Gaussian Units                    
Units that employ a Gaussian activation function (Fig. 2.5) are used primarily in 
applications where it is desirable to classify input patterns into one of several predefined 
classes. Like the previous network units. Gaussian units convert their input activation 
into an output signal by applying an activation function to the input. Unlike the other 
types of units. Gaussian units are not necessarily output limited (Adleman, 1994). 
 
A typical Gaussian activation function is given by:  
                               )(
2 
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i enetf = …………………..................................(3.11) 
where, as before, net, represents the net input to the unit, and the termσ  is a smoothing 
parameter. 
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Fig 2.5 Interpolation process among pattern vectors. 
 
2.4 ANNs Basic Learning Laws 
The operation of an artificial neural network is governed by neuronal dynamics. 
Neuronal dynamics consists of two parts, one corresponding to the dynamics of the 
activation state and the other corresponding to the dynamics of the synaptic weights. 
The Short Term Memory (STM) in artificial neural networks is modeled by the 
activation-state of the network. The Long Term Memory (LTM) corresponds to the 
encoded pattern information in the synaptic weights due to learning. Learning laws are 
merely implementation models of synaptic dynamics. Typically, a model of synaptic 
dynamics is described in terms of expressions for the first derivative of the weights. 
They are called learning equations (Amari, 1995). 
 
Learning laws describe the weight vector wi for the ith processing unit at time instant (t 
+ 1) in terms of the weight vector at time instant (t) are as follows: 
 
                wi (t+1) = wi (t) + ∆wi (t)                        ……………………………..…(2.12) 
 
Where, ∆wi (t) is the change in the weight vector. 
 
There are different methods for implementing the learning feature of an artificial neural 
network, leading to several learning laws. Some basic learning laws are discussed 
below. All these learning laws use only local information for adjusting the weight of the 
connection between two units (Yegnanarayana, 2001). 
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2.4.1 Hebb’s Law 
In Hebb's law the change in the weight vector is given by: 
                 ∆wi = η f(wiTa)a                                             ……………...……………(2.13) 
Therefore, the jth component of ∆wi, is given by: 
                 ∆wij = η f(wiTa)aj 
                         = η si aj,            for j=1,2,3, … M          ………………………...…(2.14) 
Where, si is the output signal of the ith unit, η is the learning rate and aj is the input data. 
The law states that the weight increment is proportional to the product of the input data 
and the resulting output signal of the unit. This law requires weight initialization to 
small random values around wij = 0 prior to learning. This law represents an 
unsupervised learning (Wang and Principe, 1995). 
 
2.4.2 Perceptron Learning Law 
Here the change in the weight vector is given by: 
                 ∆wi = η [b1 - sgn(wiTa)]a                         …………….………………....(2.15)               
Where, sgn(x) is sign of x and b is the actual output (desired) Therefore;   
                 ∆wij = η [b1-sgn(wiTa)]aj                             .….……………...…………....(2.16)      
                         = η [b1-sI]aj  ,    for j = 1,2, …,M   ……………………………...…(2.17)       
This law is applicable only for bipolar output functions. This is also called discrete 
perceptron learning law. The expression for ∆wij shows that the weights are adjusted 
only if the actual output si is incorrect, since the term in the square brackets (Eq. 2.17) 
is zero for the correct output. This is a supervised learning law, as the law requires a 
desired output for each input pattern. In implementation, the weights can be initialized 
to any random initial values, as they are not critical. The weights converge to the final 
values eventually by repeated use of the input-output pattern pairs, provided the pattern 
pairs are re-presentable by the system.  
 
2.4.3 Delta Learning Law 
In this law the change in the weight vector is given by: 
                  ∆wi = η [b1 - f(wiTa)]  f' (wiTa)a                               …….……………(2.18)               
   Where f'(x) is the derivative with respect to x. Hence,  
                 ∆wij = η [b1 - f(wiTa)]  f' (wiTa)aj                              .……..…………..(2.19)      
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                        = η [b1 – si)  f' (xi)aj  ,    for j = 1,2, …,M        ………………….(2.20) 
This law is valid only for a differentiable output function, as it depends on the derivative 
of the output function. It is a supervised learning law since the change in the weight is 
based on the error between the desired and the actual output values for a given input. 
Delta learning law can also be viewed as a continuous perceptron learning law. 
 
In implementation, the weights can be initialized to any random values, as the values are 
not very critical. The weights converge to the final values eventually by repeated use of 
the input-output pattern pairs. The convergence can be more or less guaranteed by using 
more layers of processing units in between the input and output layers. The delta 
learning law can be generalized to the case of multiple layers of a feed-forward 
network.   
 
2.4.4 Widrow and Hoff LMS Learning Laws 
Here the change in the weight vector is given by: 
                 ∆wi = η [b1 - wiTa]a                                          ………….……………..(2.21)   
Hence 
                        = η [b1 - wiTa ]aj  ,    for j = 1,2, …,M      ..…….…….……………(2.22)       
 
This is a supervised learning law and is a special case of the delta learning law, where 
the output function is assumed linear, i.e., f(xi) =xi. In this case the change in the weight 
is made proportional to the negative gradient of the error between the desired output and 
the continuous activation value, which is also the continuous output signal due to 
linearity of the output function. Hence, this is also called the Least Mean Squared 
(LMS) error learning law. This is same as the learning law used in the Adaline model of 
neuron. In implementation, the weights may be initialized to any values. The input-
output pattern pairs data is applied several times to achieve convergence of the weights 
for a given set of training data. The convergence is not guaranteed for any arbitrary 
training data set. 
 
2.4.5 Correlation Learning Law 
The change in the weight vector is given by: 
                 ∆wi = η b1 a                                                   …..………….………...…..(2.23)   
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Therefore, 
                 ∆wij = η b1 aj ,   for j = 1,2, …, M                 …..…………………..........(2.24) 
This is a special case of the Hebb's learning law with the output signal (si) being 
replaced by the desired signal (bi). But the Hebb's law is an unsupervised learning, 
whereas the correlation law is a supervised learning, since it uses the desired output 
value to adjust the weights. In the implementation of the correlation learning law, the 
weights are initialized to small random values close to zero, i.e., wij = 0. 
 
2.4.6 Instar (Winner-take-all) Learning Law 
This is relevant for a collection of neurons, organized in a layer (Fig. 2.6). All the inputs 
are connected to each of the units in the output layer in a feed-forward manner. For a 
given input vector a, the output from each unit i is computed using the weighted sum 
wiTa. The unit k that gives maximum output is identified. That is: 
                 WkTa = max (wiTa)                          ……………….………………....… (2.25) 
 
 
Fig.2.6 Arrangement of units for instar learning. 
 
Then the weight vector leading to the kth unit is adjusted as follows: 
                 ∆wk = η (a – wk)                                      .…..……….…………………(2.26) 
Therefore, 
                 ∆wkj = η (aj – wkj)  ,  for j = 1,2, …, M     ……. …….……….................(2.27) 
The final weight vector tends to represent a group of input vectors within a small 
neighborhood. This is a case of unsupervised learning. In implementation, the values of 
the weight vectors are initialized to random values prior to learning, and the vector 
lengths are normalized during learning. 
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2.4.7 Outstar Learning Law 
The out star learning law is also related to a group of units arranged in a layer as shown 
in Figure 2.7. In this law the weights are adjusted so as to capture the desired output 
pattern characteristics. The adjustment of the weights is given by: 
                 ∆wjk = η (bj – wjk)  ,  for j = 1,2, …, M       …. ……..………..................(2.28) 
Where, the kth unit is the only active unit in the input layer. The vector b = (b1,b2, ..,bM)T 
is the desired response from the layer of M units. The out star learning is a supervised 
learning law, and it is used with a network of in stars to capture the characteristics of the 
input and output patterns for data compression. In implementation, the weight vectors 
are initialized to zero prior to learning. 
 
 
 
Fig. 2.7 Arrangement of units for outstar learning. 
 
2.5 Neural Network Paradigms 
An artificial neural network is an information-processing paradigm inspired by the way 
the densely interconnected, parallel structure of the mammalian brain processes 
information. The key element of the ANN paradigm is the novel structure of the 
information processing system. Artificial neural networks are collection of 
mathematical models that emulate some of the observed properties of biological 
nervous systems and draw on the analogies of adaptive biological learning. The 
combination of the network topology, learning paradigm and learning algorithm define 
an artificial neural network model. 
 
There are multitudes of different types of ANNs. Some of the more popular include the 
multi-layer perceptron, which is generally trained with the backpropagation of error 
algorithm, learning vector quantization, radial basis functions, Hopfield and Kohenen. 
Some ANNs are classified as feed-forward while others are recurrent (i.e., implement 
feedback) depending on how data is processed though the network. Another way of 
classifying ANN types is by their method of learning (or training), as some ANNs 
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employ supervised training while others are referred to as unsupervised or self 
organized. Unsupervised algorithms essentially perform clustering of the data into 
similar groups based on the measured attributes or features serving as input to the 
algorithms (Skapura, 2001). 
 
2.5.1 The Backpropagation Network 
The Backpropagation-network (BPN), which is also sometimes referred to as a 
multilayer perceptron (MLP), is currently the most general-purpose, and (not 
coincidentally) commonly used neural-network paradigm. The BPN achieves its 
generality because of the gradient-descent technique used to train the network. 
 
Gradient descent is analogous to an error-minimization process. Error-minimization, as 
the term implies, is an attempt to fit a closed-form solution to a set of empirical data 
points, such that the solution deviates from the exact value by a minimal amount. Figure 
2.8 illustrates the error-minimization concept.  
 
The BPN learns to generate a mapping from the input pattern space to the output pattern 
space by minimizing the error between the actual output produced by the network and 
the desired output across a set of pattern vector pairs, or exemplars. The learning 
process begins with the presentation of an input pattern to the BPN. That input pattern is 
propagated through the entire network, until an output pattern is produced. The BPN 
then makes use of what is called the generalized delta rule to determine the error for the 
current pattern contributed by every unit in the network. Finally, each unit modifies its 
input connection weights slightly in a direction that reduces its error signal, and the 
process is repeated for the next pattern. 
 
Fig. 2.8 The process of minimizing the error of a function through a set of  
           empirical data points.  Where x and y are empirical coordinates. 
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Figure 2.9 shows a layered BPN, feed-forward network, comprised of one input layer, 
one or more middle, or hidden, layers and one output layer. Processing elements are 
usually connected only between layers, and then only to layers immediately above or 
below any given layer. The number of processing elements on each layer will differ 
from application to application, as will the number of hidden layers. Usually, however, 
there is only one hidden layer, because the availability of such a layer is sufficient to 
allow the BPN to form intermediate representations of the training inputs, which, in 
turn, allow the network to reproduce the set of desired output patterns for all of the 
training vector pairs (Werbos ,1994). 
 
 
 
Fig. 2.9 The typical structure of the BPN 
 
In spite of its generality, there are a few issues that any good application developer must 
consider when training the BPN. The first is the role that the hidden layer plays when 
the network is learning. In most cases, the hidden layer is learning an internal 
representation of the input patterns that will enable it to perform a nonlinear mapping 
from the input space to the output space. For that reason, the sigmoid-function described 
previously is employed almost exclusively as an activation function for a BPN hidden 
layer (Fig. 2.10). 
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Fig. 2.10 The process of changing connection weights to reduce error values. 
 
2.5.2 The Elman Network                                          
The Elman network is essentially a standard, three-layer BPN, except that a number of 
context units are added to the input layer. The context units do nothing more than 
duplicate the activity of the hidden layer, at the previous time step, at the input of the 
network. 
  
If the pattern conflicts are simply a one-to-many mapping; that is, multiple outputs 
generated from a single input pattern, a condition will confound a standard BPN. The 
Elman network, however deals with such a situation by augmenting the input pattern 
with the condition of hidden layer at the previous time step (Fig 2.11). Thus the 
feedback units are essentially establishing a context for the current input, allowing the 
network to discriminate between "identical" input patterns that occur at different times. 
 
Fig 2.11 The structure of the Elman networks. 
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2.5.3 The Jordan Network 
The Jordan network is essentially a modified Elman network, in that both networks 
extend the input pattern with feedback to distinguish between similar input patterns. 
However, the Jordan network obtains its feedback from the output layer, instead of the 
hidden layer (Fig 2.12). Also, unlike the Elman network, the Jordan network provides 
interconnections between state units on the input layer. 
 
The Jordan network is designed to learn sequences of patterns, in that the feedback from 
the output layer not only serves to set the context for the input pattern but also 
establishes the output of the network at the previous time step as part of the input. In 
this manner, the Jordan network is quite useful in applications where the pattern vectors 
that must be learned are related to each other in a specific time sequence (Luger, 2002). 
 
 
Fig 2.12 The architecture of the Jordan networks. 
 
2.5.4 The Functional-Link Network 
The functional-link network (FLN) is almost identical in form and operation to the 
BPN. The only difference between the two paradigms is in the operation of the input 
layer. In the BPN, and most of its derivative networks, the input pattern is distributed 
unaltered through t input layer. In effect, the input layer in the BPN is nothing more 
than a fan-out layer. In the FLN model, the operation of the input layer is modified to 
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include a functional link, which allows the input layer to modify the input pattern before 
distributing it to the hidden layer of the network. Figure 2.13 shows the conceptual 
model of the input layer in the FLN paradigm. 
 
 
Fig. 2.13 The input layer of the FLN 
 
There are two types of modifications that the functional links can perform in the FLN 
architecture: the functional-expansion model, which produces multiple data elements 
from a single input through the application of a set of predefined functions, and the 
tenser model, which multiplies certain components of the input pattern together. The 
primary benefit to the FLN is that the number of processing units needed to learn the 
application is significantly reduced over the equivalent BPN model. In fact, it is often 
possible for an FLN to learn an application without a hidden layer, which is needed to 
encode intermediate representations in the BNP (Billings and Zheng ,1995). 
 
2.5.5 The General Regression Neural Network 
General Regression Neural Networks are known for the ability to train quickly on 
sparse data sets. Rather than categorizing data, GRNN model is able to produce 
continuous valued outputs. General regression neural networks, find the regression 
estimate i.e., the expected value of the output of the network given the input vector.  
The GRNNs work by measuring how far a given sample pattern is from patterns in the 
training set in N dimensional space, where N is the number of inputs in the problem. 
GRNN is a three-layer network where there must be one hidden neuron for each training 
pattern. The number of neurons in the input layer is the number of input variables of the 
problem, and the number of neurons in the output layer corresponds to the number of 
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outputs.  There are no training parameters such as learning rate and momentum as in 
Backpropagation, but there is a smoothing factor, that is applied after the network is 
trained. The smoothing factor is a parameter of the GRNN network. The smoothing 
factor must be greater than 0 and can usually range from 0.01 to 1.  No retraining is 
required to change smoothing factors, because the value is specified when the network 
is applied. The best smoothing factor for the training patterns set will be computed 
during training. Higher smoothing caused more relaxed surface fits, through the 
problem data. The success of GRNN networks is dependent upon the smoothing factor.   
 
GRNN networks work by comparing patterns based upon their distance from each 
other. Two known methods for computing this distance are the Vanilla or Euclidean 
distance metric and the City Block distance metric. The Vanilla method is 
recommended for most networks because it works the best. The City Block method is 
the sum of the absolute values of the differences in all dimensions between the pattern 
and the weight vector for that neuron. City block distance is computed faster than 
Vanilla distance, but is usually not as accurate.  
  
However, there are two options for implementing calibration for GRNN networks, these 
are the adaptive genetic calibration method and the iterative method. Genetic adaptive 
calibration method uses a genetic algorithm to find appropriate individual smoothing 
factors for each input as well as an overall smoothing factor. The genetic algorithm is 
looking for a smoothing factor, which in essence is an individual smoothing factor for 
all input. The genetic adaptive option suits problems with input variables of different 
types and some of them may have more of an impact on predicting the output than 
others.   
 
With iterative calibration, training for GRNN networks proceeds in two parts.  The first 
part trains the network with the data in the training set.  The second part uses calibration 
to test a whole range of smoothing factors, trying to hone in on one that works best for 
the network created in the first part. The iterative method works well, when all of the 
input variables have the same impact on predicting the output. 
 
At the end of training, the individual smoothing factors may be used as a sensitivity 
analysis tool:  the larger the factor for a given input, the more important that input is to 
the model at least as far as the test set is concerned.  Inputs with low smoothing factors 
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are candidates for removal for a later trial, especially if the smoothing factor gets set to 
zero.   
 
The genetic adaptive method will produce networks which work much better on the test 
set but will take much longer to train.  As with Calibration on all of architectures and 
paradigms, the key to success is in using a representative test set. Generalization on 
future production sets could be poorer if the future data is unlike anything in the test set. 
 
The fitness for GRNN is the mean squared error of the outputs over the entire test set, 
just as it is with iterative Calibration.  The genetic adaptive version of GRNN seeks to 
minimize the fitness. Error refers to the mean squared error, a standard statistical 
technique for determining closeness of fit. This is the network's most recent 
computation for the difference between the network's predictions and the actual 
predictions or classifications for data in the test set.  If there is more than one output, the 
error is "averaged" over all of the output values. The network computes the mean 
(average) squared error between the actual and predicted values for all outputs over all 
patterns.  The way it works is that the network first computes the squared error for each 
output in a pattern, totals them, and then computes the mean of the total for each 
pattern.  The network then computes the mean of that number over all patterns in the 
training set. 
 
GRNN is essentially trained after one pass of the training patterns, and it is capable of 
functioning after only a few training patterns have been entered (obviously, training 
improves as more patterns are added). The GRNN learning module allows the 
specification of an upper limit that is used in the search for a smoothing factor.  The 
objective is to find a smoothing factor that produces the least mean squared error for all 
outputs over all test patterns.   
 
When a new pattern is presented to the network, that input pattern is compared in N 
dimensional space to all of the patterns in the training set to determine how far in 
distance it is from those patterns.  The output that is predicted by the network is a 
proportional amount of all of the outputs in the training set. The proportion is based 
upon how far the new pattern is from the given patterns in the training set. For example, 
if a new pattern is in a cluster with other patterns in the training set, the outputs for the 
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new pattern are going to be very close to the other patterns in the cluster around it 
(Bornholdt and Graudenz, 1992). 
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CHAPTER THREE 
 
Remote Sensing, Digital Image Processing and 
Geographic Information System Techniques 
 
3.1 Introduction 
Satellite remote sensing may best be defined by its mode of operation. Remote sensing 
satellites orbit the earth at a variety of altitudes from low polar (200km) to high 
equatorial (36,000km), and their sensors gather electromagnetic energy reflected, 
emitted or back-scattered from part of the earth-atmosphere system below the satellite. 
Satellite remote sensing is the use of sensors (on board satellites) normally operating at 
wavelengths from the visible (0.4µm) to the microwave (25cm), to collect information 
about the earth's atmosphere, oceans, land and ice surfaces. Commonly the information 
is collected in two-dimensional form either as a photographic image, such as the high-
resolution images from the Metric Camera carried on the Space Shuttle, or as an array 
of digital data. In atmospheric and oceanographic applications the data collection may 
be one-dimensional, for example the vertical temperature profile of the atmosphere. 
 
Geographic Information System (GIS) is a computer tool which enables handling and 
managing the spatial data.  GIS is a powerful artificial intelligent system where by 
spatial and non- spatial data could be retrieved, geometrically corrected, analyzed, 
processed overlaid to extract output information in different format, which help in 
decision-making. Many Geographic Information Systems (GIS) applications require the 
frequent collection of data over large geographic areas to keep their GIS databases up to 
date or for comparison with an earlier data set. Remotely sensed data, with a synoptic 
view and frequent sampling, support such applications. Other applications benefit from 
the ability of many remote-sensing instruments to gather data in regions of the 
electromagnetic spectrum that would be unavailable by other means. In addition to 
remotely sensed data being a useful input source for GIS, the converse is true. Using 
ancillary data available in GIS databases can enhance many remote sensing and image 
processing analysis techniques.  
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3.2 Fundamentals of Remote Sensing 
Satellite remote sensing is the science and art of collecting the physical characteristics 
of a distance object without direct contact between the sensor and the object. The 
acquisition of data and derivative information about objects or materials (targets) 
located at the earth's surface or in its atmosphere are achieved by using sensors mounted 
on platforms located at a distance from the targets to make measurements (usually 
multispectral) of interactions between the targets and electromagnetic radiation. 
 
Earth scientists actively collect earth resource data to test hypotheses and simulate or 
model the environment. Data recorded are normally analog electrical signals with 
voltage variations related to the physical variations measured. Often these data are 
transformed from analog signals into digital values using analog-to-digital conversion 
(ADC) procedures. Measurements from these systems provide much of the data for 
physical geography and other earth science research (Campbell, 1992). 
 
Remote sensors usually record electromagnetic radiation (EMR), which travels at a 
velocity of 3x108 ms-1 from the source, directly through the vacuum of space or 
indirectly by reflection or re-radiation to the sensor. As such, EMR represents a high-
speed communication link between the sensor and remotely located phenomena. 
Changes in the amount and properties of the EMR become, upon detection, a valuable 
source of data for interpreting important properties of the phenomena with which they 
interact (Castleman, 1996). Other types of force fields may be used in place of EMR, 
including sound waves.  
 
3.3 Remotely Sensed Data 
The data of spaceborne sensors need to be sent to the ground for further analysis and 
processing. Some older spaceborne systems utilized film cartridges that fell back to a 
designated area on Earth. In the meantime, practically all Earth observation satellites 
apply satellite communication technology for data acquisition. The acquired data are 
sent down to a receiving station or to another communication satellite that downlink the 
data to receiving antennas on the ground. If the satellite is outside the range of a 
receiving station the data can be then digitally stored and even processed on board the 
satellite and transmitted later. 
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Remote sensing image data are measurements of EM energy. Data are stored in a 
regular grid format (rows and columns). The single elements (picture elements) are 
called pixels. For each pixel, the measurements are stored as Digital Number (DN) 
values. Typically, for each measurement one byte (8 bits) is used, which represents the 
discrete values of 0-255. These values can be converted into measured energy (Watts). 
 
For the selection of the appropriate data type it is necessary to fully understand the 
information requirements for a specific application and the characteristics of the 
phenomena should be analyzed and well defined. . Therefore, different types of image 
data are required. Two general groups of variables that may be remotely sensed are the 
variables that remote sensors can measure directly and hybrid variables. Remotely 
sensed data can provide fundamental biological and/or physical (biophysical) 
information directly, without having to use other surrogate or ancillary data. A good 
example is temperature mapping. A thermal infrared sensor can record the apparent 
temperature of a rock or water body by measuring the radiant flux emitted from the 
surface of the material. This is a true biophysical measurement. Such data are very 
useful in many physical science models. Another example is the determination of the 
precise x, y location or perhaps the height (z) of a particular object. Such information 
may be extracted directly from stereoscopic aerial photography and represents 
fundamental biophysical information. The hybrid variables are created by systematically 
analyzing more than one biophysical variable. The variety of hybrid variables is large; 
consequently, no attempt is made to identify them. To extract quantitative biophysical 
information from remote sensor data requires that the analyst understands the types of 
resolution inherent in a given remote sensor system configuration and the physics of 
how electromagnetic energy interacts with the phenomena of interest, (e.g., soils, 
vegetation, water, etc). 
 
3.4 Remote Sensing Resolution Considerations 
Resolution (or resolving power) is a measure of the ability of an optical system to 
distinguish between signals that are spatially near or spectrally similar. The ability to 
measure a biophysical variable using remote sensing requires careful consideration of 
four types of resolution: spectral, spatial, temporal, and radiometric resolution.  
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Spectral resolution refers to the dimension and number of specific wavelength intervals 
in the electromagnetic spectrum to which a sensor is sensitive. The bands are normally 
selected to maximize the contrast between the object of interest and its background. 
Careful selection of the spectral bands may improve the probability that a feature will be 
detected, then identified and biophysical information extracted. 
 
There is a relationship between the size of a feature to be identified and the spatial 
resolution of the remote sensing system. Spatial resolution is a measure of the smallest 
angular or linear separation between two objects that can be resolved by the sensor. 
Aerial photography spatial resolution is normally measured by engineers as the number 
of resolvable line pairs per millimeter on the image. For other sensor systems it is 
simply the dimension of the ground-projected Instantaneous -Field-Of-View (IFOV) of 
the sensor system that moves across the terrain collecting information. Generally, the 
better the spatial resolution, the greater the resolving power of the sensor.  
 
Radiometric resolution defines the sensitivity of a detector to differences in signal 
strength as it records the radiant flux reflected or emitted from the terrain. It defines the 
number of just-discriminable signal levels; consequently, it may be a significant element 
in the identification of scene objects. The trade-off is that any improvement in 
resolution usually will require additional data-processing capability. 
 
Temporal resolution of a sensor system refers to how often a given sensor acquires 
images of a particular area. Ideally, the sensor obtains data repetitively to unique 
discriminating characteristics of the phenomena of interest. Analysis of multiple-date 
imagery provides information on how the variables are changing through time. Change 
information provides insight into processes influencing the development of the crop 
(Lillesand and Kiefer, 1987). 
 
3.5 Energy Characteristics 
Electromagnetic (EM) radiation travels in the form of waves, and these EM waves’ 
reflected by or emitted or back-scattered from objects give information about the objects 
themselves. Plane waves are the forms of EM wave energy in free space and are 
characterized as having a constant phase over a plane perpendicular to the direction in 
which the wave is traveling. 
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3.5.1 Plane Waves 
Plane waves have a wavelength (λ), amplitude (A) and a phase (L), (Fig. 3.1). Plane 
waves all travel at the velocity of light C, which is approximately 300 million meters 
per second (ms-1), and have wavelengths which range from 3x10-9m (gamma rays) 
through visible light (0.4-0.7x10-6m), to very long radio waves of 3x106m wavelength. 
As their velocity is constant at the speed of light then the frequency of plane waves is 
inversely proportional to their wavelength. That is, as the wavelength becomes shorter 
then more waves pass a point in a given time period so the frequency is greater. Visible 
and infrared remote sensing normally use wavelength to characterize the range of plane 
waves, but work in microwave remote sensing commonly employs both wavelength and 
frequency. Table 3.1 gives the wavelengths of the bands and their interaction with the 
ground objects in remote sensing.  
 
Fig. 3.1 Plane waves having λ, attribute A and phase L. 
 
By using Wien's law the temperature of a remote object can be measured by observing 
its spectrum and identifying the wavelength of maximum energy emission (λmax) The 
hotter the body then the shorter the wavelength of maximum energy emission. This 
relationship is used in thermal infrared sensors on board satellites to measure the 
temperature of cloud tops land and ocean surfaces, and can be particularly useful in 
geology in identifying geothermal areas (Etchegorry, 1990). 
 
3.5.2 Absorption of Radiation by the Atmosphere 
The simple geometry of satellite remote sensing illustrated in Figure 3.2 shows the 
relationship between the source of radiation (in this case the sun), the object (the earth's 
surface, clouds, etc.) and the sensor on board a satellite. The space between these 
components is occupied by free space and the earth's atmosphere, and it is the earth's or 
the atmosphere which is responsible for changing the characteristics of the radiation as 
it passes from the sun to the earth and the earth to the satellite sensor. The earth's 
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atmosphere absorbs radiation over a wide range of wavelengths. Radiation from the sun 
is short-wave radiation in the wavelength range 0.1-5µm, with a peak at 0.55µm. 
Radiation emitted by the earth is long-wave radiation principally in the range 5-50µm, 
with a peak at 10µm. The important absorbing gases in the atmosphere are described in 
Table 3.2.  
 
Table 3.1 Wavelengths and their interaction with the ground objects  
Type Wavelength Usage 
Visible 0.4-0.7µ m   400-700nm 
Water analysis, green objects 
detection and high reflectance 
from chlorophyll 
Near infrared 0.7-1.5µ m   700-1500nm 
Very sensitive to vegetation 
moisture 
Middle infrared 1.5-3.0µ m   16500-12500nm Soil moisture 
Thermal infrared 8.5-12.5µ m   8500-700nm 
Soil type and geological 
structures 
Microwave 
      X-band 
      C-band 
      L-band 
10-300mm 
24-38mm 
38-75mm 
150-300mm 
Reconnaissance, Water and 
weather analysis. Soil and 
geological structures detection. 
Natural resources exploration  
      
      
 
 
 
Fig. 3.2 Simplified geometry of sun, earth and satellite sensor. 
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Table 3.2 The important absorbing gases in the atmosphere. 
Gases Absorption characteristics 
Oxygen and Ozone less than 0.1 µm wavelengths is absorbed in the ionosphere 
by oxygen molecules (O2) and free oxygen atoms (O). 
Energy of 0.1-0.3µm and 0.32-0.36µm is absorbed by 
ozone (O3). 
Carbon dioxide There is a strong absorption band at 15µm, and weaker 
bands at 2.5µm and 4.5µm. 
Water vapor There is strong absorption at 6µm and some absorption 
between 0.6 and 2µm and at 3µm. 
 
As these gases absorb radiation in the wavelengths stated then they modify the 
characteristics of that radiation, so remote sensing avoids these absorption areas and 
concentrates on those wavelengths, which have low absorption and therefore high 
transmission. 
 
Electromagnetic energy at short wavelength (0.5 µm) is reflected by the surfaces onto 
which it falls. Energy at longer wavelengths is absorbed then emitted by the surfaces 
onto which energy at microwave wavelength is emitted or back scattered (if radar is 
used). 
 
The most important distinction to draw in discussing reflectance is between vegetated 
and non-vegetated surfaces. Vegetation is important because it has a relatively low 
reflectance in the visible part of the EM spectrum and a relatively high reflectance in the 
near infrared part. Non-vegetated surfaces, for example bare soil, water and concrete, 
commonly have similar reflectance at visible and near infrared wavelengths.  
 
At visible wavelengths healthy vegetation has a low blue and red reflectance and a 
slightly higher green reflectance, hence the green color of healthy vegetation. In the 
near infrared the reflectance of vegetation is considerably higher. Stressed or senescent 
vegetation has a higher visible reflectance and a lower near infrared reflectance than 
healthy vegetation. The reasons for this pattern are determined by leaf structure. 
Vegetation has a low reflectance in the 0.35-0.7µm region because of absorption by 
chlorophyll in the palisade cells. There is a slight rise in reflectance at 0.55µm, hence 
healthy leaves appear green, although reflectance is still only about 10% of incoming 
 42
visible wavelength radiation. Reflectance of 0.7-1.35µm radiation is higher because of 
the multiple scattering caused by the leaf's internal spongy mesophyll layer. Reflectance 
is 50 % of the incoming near infrared radiation. 
 
As vegetation becomes stressed or senescent its ability to absorb visible light through 
chlorophyll absorption in the palisade cells decreases, and as a consequence the amount 
of visible light reflected increases. Likewise, the spongy mesophyll layer contracts, the 
density of airspace decreases and so the reflectance of near infrared radiation also 
decreases.  
 
Soil reflectance depends upon the chemical and physical properties of the soil. Moisture 
content, organic matter, iron concentration, texture and surface roughness all play a part 
in determining the spectral reflectance curve. Reflectance of soils gently increases from 
the visible to the near infrared, and dry soils are normally brighter than wet soils at the 
same wavelength. Reflectance from soil is important in satellite remote sensing because 
the reflectance from an area of vegetation is frequently composed of reflectance both 
from the leaves and from the soil background. 
 
Water has a higher reflectance at shorter wavelengths (less than 0.6µm). Virtually no 
reflectance at wavelengths greater than 0.7µm. At the shorter wavelengths there is some 
light penetration of water, and this has been used to map water depth in tropical seas 
with low sediment loads using Landsat data. At wavelengths above 0.7µm water 
normally has a reflectance close to zero unless the sediment concentration is high.  
 
Snow surfaces have high reflectance in all visible and near infrared wavelengths. At 
short wavelengths reflectance increases with wavelength then decreases in the near 
infrared.  
 
3.6 Remote Sensors 
Radiation reflected by or emitted from surfaces is collected by some form of sensors on 
board a satellite platform. The sensor systems employed in satellite remote sensing 
include photographic equipments (camera), scanning radiometers and RAdio Detection 
And Ranging (RADAR). 
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3.6.1 Photographic System 
Photographic camera systems in space use precision photogrammetric technology 
developed originally for aerial photographic missions, but raised to the higher altitude 
of a satellite orbit to allow a larger coverage from a stable platform. 
 
The first weather satellite, Tiros1 launched in 1960, carried a television camera as its 
primary sensor. Television cameras continued to be used on the early weather satellites, 
and later on Landsat, but they suffer from problems of radiometric fidelity. The Landsat 
television camera was a Return Beam Vidicon (RBV).  
 
In the first half of the 1980s the NASA Space Shuttle provided a suitable platform for 
photography from space. In 1983 the Spacelab1 module on the Space Shuttle carried the 
European Space Agency's (ESA) Metric Camera experiment. The NASA counterpart to 
ESA's Metric Camera is the Large Format Camera (LFC) which was flown on the Space 
Shuttle in 1984. The LFC has forward image motion compensation so that during 
exposure the platen moves the film at exactly the correct speed to cancel the image 
smear which would otherwise be caused by the movement of the Space Shuttle over the 
Earth's surface. Image overlap of up to 80 % was acquired with the LFC (Jensen, 1996).  
 
3.6.2 Thermal Scanning System 
Many electronic (as opposed to photographic) remote sensors acquire data using 
scanning systems, which employ a sensor with a narrow Field Of View (FOV) that 
sweeps over the terrain to build up and produce a two-dimensional image of the surface. 
Scanning systems can be used on both aircraft and satellite platforms and have 
essentially the same operating principles. A scanning system used to collect data over a 
variety of different wavelength ranges is called a Multi-Spectral Scanner (MSS), and is 
the most commonly used scanning system. There are two main modes or methods of 
scanning employed to acquire multi-spectral image data - across-track scanning, and 
along-track scanning (Fig. 3.3). 
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Fig. 3.3 Multi-spectral scanning modes 
 
Across-track scanners scan the Earth in a series of lines. The lines are oriented 
perpendicular to the direction of motion of the sensor platform (i.e. across the swath). 
Each line is scanned from one side of the sensor to the other, using a rotating mirror 
(A). As the platform moves forward over the Earth, successive scans build up a two-
dimensional image of the Earth’s surface. The incoming reflected or emitted radiation is 
separated into several spectral components that are detected independently. The UV, 
visible, near-infrared, and thermal radiation are dispersed into their constituent 
wavelengths. A bank of internal detectors (B), each sensitive to a specific range of 
wavelengths, detects and measures the energy for each spectral band and then, as an 
electrical signal, they are converted to digital data and recorded for subsequent 
computer processing. 
 
The FOV (C) of the sensor and the altitude of the platform determine the ground 
resolution cell viewed (D), and thus the spatial resolution. The angular field of view (E) 
is the sweep of the mirror, measured in degrees, used to record a scan line, and 
determines the width of the imaged swath (F). Airborne scanners typically sweep large 
angles (between 90º and 120º), while satellites, because of their higher altitude need 
only to sweep fairly small angles (10-20º) to cover a broad region. Because the distance 
from the sensor to the target increases towards the edges of the swath, the ground 
resolution cells also become larger and introduce geometric distortions to the images.  
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Along-track scanners also use the forward motion of the platform to record successive 
scan lines and build up a two-dimensional image, perpendicular to the flight direction. 
However, instead of a scanning mirror, they use a linear array of detectors (A) located at 
the focal plane of the image (B) formed by lens systems (C), which are pushed along in 
the flight track direction (i.e. along track). These systems are also referred to as 
pushbroom scanners. Each individual detector measures the energy for a single ground 
resolution cell (D) and thus the size and FOV of the detectors determines the spatial 
resolution of the system. A separate linear array is required to measure each spectral 
band or channel. For each scan line, the energy detected by each detector of each linear 
array is sampled electronically and digitally recorded. 
 
Along-track scanners with linear arrays have several advantages over across-track 
mirror scanners. The array of detectors combined with the pushbroom motion allows 
each detector to detect and measure the energy from each ground resolution cell for a 
longer period of time. This allows more energy to be detected and improves the 
radiometric resolution and hence facilitates smaller FOVs and narrower bandwidths for 
each detector. Thus, finer spatial and spectral resolution can be achieved without 
impacting radiometric resolution. Because detectors are usually solid-state 
microelectronic devices, they are generally smaller, lighter, require less power, and are 
more reliable and last longer because they have no moving parts. On the other hand, 
cross-calibrating thousands of detectors to achieve uniform sensitivity across the array 
are necessary and complicated. 
 
Regardless of whether the scanning-system used is either of these two types, it has 
several advantages over photographic-systems. The spectral range of the photographic-
systems is restricted to the visible and near-infrared regions while MSS systems can 
extend this range into the thermal infrared. They are also capable of much higher 
spectral resolution than photographic systems. Multi-band or multi-spectral 
photographic systems use separate lens systems to acquire each spectral band. This may 
cause problems in ensuring that the different bands are comparable both spatially and 
radiometrically and with registration of the multiple images. MSS systems acquire all 
spectral bands simultaneously through the same optical system to alleviate these 
problems. Because MSS data are recorded electronically, it is easier to determine the 
specific amount of energy measured and they can record over a greater range of values 
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in a digital format. The digital recording in MSS systems facilitates transmission of data 
to receiving stations on the ground and immediate processing of data in a computer 
environment. 
 
Many multi-spectral (MSS) systems sense radiation in the thermal infrared as well as 
the visible and reflected infrared portions of the spectrum. However, remote sensing of 
energy emitted from the Earth's surface in the thermal infrared (3 µm to 15 µm) is 
different than the sensing of reflected energy. Thermal sensors use photo detectors 
sensitive to the direct contact of photons on their surface, to detect emitted thermal 
radiation. The detectors are cooled to temperatures close to absolute zero in order to 
limit their own thermal emissions. Thermal sensors essentially measure the ground 
surface temperature and thermal properties of ground objects. 
 
Because of the relatively long wavelength of thermal radiation (compared to visible 
radiation), atmospheric scattering is minimal. However, absorption by atmospheric 
gases normally restricts thermal sensing to two specific regions - 3 to 5 µm and 8 to 14 
µm. Because energy decreases as the wavelength increases, thermal sensors generally 
have large FOVs to ensure that enough energy reaches the detector in order to make a 
reliable measurement. Therefore the spatial resolution of thermal sensors is usually 
fairly coarse, relative to the spatial resolution possible in the visible and reflected 
infrared. Thermal imagery can be acquired during the day or night (because the 
radiation is emitted not reflected) and is used for a variety of applications such as 
military reconnaissance, disaster management (forest fire mapping), and heat loss 
monitoring. 
 
3.6.3 Microwave System  
Microwave remote sensing use electromagnetic waves with wavelengths between 1cm 
and 1 meter. These relatively longer wavelengths have the advantage that they are 
independent of atmospheric conditions, like haze, and they can penetrate clouds. In 
microwave remote sensing there are active and passive sensors. Passive sensors operate 
similarly to thermal sensors by detecting naturally emitted microwave energy. They are 
used in meteorology, hydrology and oceanography. In active systems, which have their 
own energy source, the antenna transmits microwave signals from an antenna to the 
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Earth's surface where they are back scattered. The sensor detects the part of the 
electromagnetic energy that is scattered into the direction of its antenna. There are 
several advantages to be gained from the use of active sensors. It is possible to acquire 
data at any time including during the night (similar to thermal remote sensing). Since 
the waves are created actively, the signal characteristics are fully controlled (e.g., 
wavelength, polarization, incidence angle, etc.) and can be adjusted according to the 
desired application. Due to the different parameters that determine the spatial resolution 
and azimuth resolution, it is obvious that the spatial resolution in each direction is 
different. These resolutions per wavelengths have the advantage that they can penetrate 
clouds and' are independent of atmospheric conditions, like haze. In microwave remote 
sensing there are active and passive sensors. Passive sensors operate similarly to 
thermal sensors by detecting naturally emitted microwave energy. They are used in 
meteorology, hydrology and oceanography. In active systems, the antenna transmits 
microwave signals from an antenna to the Earth's surface where they are backscattered. 
The part of the electromagnetic energy that is scattered into the direction of the antenna 
is detected by the sensor. There are several advantages to be gained from the use of 
active sensors, which have their own energy source. Since the waves are created 
actively, the signal characteristics are fully controlled (e.g., wavelength, polarization, 
incidence angle  ...etc) and can be adjusted according to the desired application. It is 
possible to acquire data at any time including during the night (similar to thermal 
remote sensing). Similarly to optical remote sensing, radar sensors operate with 
different bands. For better identification, the military has defined various wavelength 
ranges with letters to distinguish among the various bands.  
 
Radar measures ranges to objects in slant range rather than true horizontal distances 
along the ground. Therefore, the image has different scales moving from near to far 
range. This means that objects in near range are compressed with respect to objects at 
far range. For proper interpretation, the image has to be corrected and transformed into 
ground range geometry.  
 
The brightness of features in a radar image depends on the strength of the backscattered 
signal. In turn, the amount of energy that is backscattered and received at the radar 
antenna depends on the illuminating signal (radar system parameters such as 
wavelength, polarization, viewing geometry) and the characteristics of the illuminated 
object (roughness, shape, orientation, dielectric constant, etc). 
 48
Radar data provide complementary information to visible and infrared remote sensing 
data. In the case of forestry, radar images can be used to obtain information about forest 
canopy, biomass and different forest types. Radar images also allow the differentiation 
of different land cover types such as urban areas, agricultural fields, water bodies, ..etc. 
 
3.7 Remote Sensing Platforms 
Remote sensors are mounted on different platforms that orbiting the Earth at different 
altitudes depending on the acquisition objectives. Each platform has its own 
specifications and characteristics. Airborne remote sensing is carried on different types 
of aircraft depending on the operational requirements and budget available. The speed 
of' aircraft can vary between 140-600 km/hour and is, among others, related to' mounted 
sensor system. The aircraft orientation affects the geometric characteristics of the 
remote sensing data acquired where it is influenced by wind conditions and can be 
corrected for to some extent by the pilot. Three different aircraft rotations relative to 
reference path are possible, these are roll, pitch and yaw. An inertial instrument can be 
installed in the aircraft to measure these rotations. Subsequently the measurements can 
be used to correct the sensor data for resulting geometric distortions. Today, most 
aircraft are equipped with satellite navigation technology (Global Positioning System, 
GPS), which yield the approximate position (RMS-error of less than 30 m).  
 
Space-borne remote sensing is carried out using sensors that are mounted on satellites. 
The monitoring capabilities of the sensor are to a large extent determined by the 
parameters of the satellite's orbit. Different types of orbits are required to achieve 
continuous monitoring (meteorology), global mapping (land cover mapping), or 
selective imaging (urban areas). 
 
3.7.1 Space Shuttle Systems 
The Shuttle is the first orbital spacecraft designed for partial reusability. It is also so 
far the only winged manned spacecraft to achieve orbit and land. It carries large 
payloads to various orbits, provides crew rotation for the International Space Station 
(ISS), and performs servicing missions. The orbiter can recover satellites and other 
payloads from orbit and return them to Earth, but this capacity has not been used often.  
However, it has been used to return large payloads from the ISS to earth, as the 
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Russian Soyuz spacecraft has limited capacity for return payloads. Each Shuttle was 
designed for a projected lifespan of 100 launches or 10 years' operational life. 
 
The program started in the late 1960s and has dominated NASA's manned operations 
since the mid-1970s. According to the Vision for Space Exploration, use of the Space 
Shuttle will be focused on completing assembly of the ISS in 2010 (more specifically, 
the construction completion of the ISS), after which it will be replaced by the Crew 
Exploration Vehicle (CEV). 
 
3.7.2 The Landsat Systems 
In 1967, the National Aeronautics and Space Administration (NASA) initiated the Earth 
Resource Technology Satellite (ERTS) program. This program resulted in the 
deployment of six satellites carrying a variety of remote sensing systems designed 
primarily to acquire earth resource information. The ERTS-l satellite was launched on 
July 23, 1972. Prior to the launch of ERTS-B on January 22, 1975, NASA renamed the 
ERTS program Landsat. ERTS–1 was retroactively named Landsat-1 and ERTS-B 
became Landsat-2 at launch. Landsat-3 was launched March 5, 1978, Landsat-4 on July 
16, 1982, Landsat-5 on March 1, 1984 and Landsat-7 in April 1999. A variety of 
mechanical failures prompted the retirement of some of the Landsat satellites. 
 
The Landsat multi-spectral scanner (MSS) system was placed on each of the first five 
Landsat satellites. The MSS scanned each line from west to east as the southward orbit 
of the spacecraft provided the along-track progression. Each MSS scene represented a 
185x178 Km parallelogram extracted from the continuous swath of an orbit and 
contained approximately 10% end-lap.  
      
The first Thematic Mapper (TM) sensor system (30x30m spatial resolution) was placed 
on Landsat 4 and 5. It is a scanning optical-mechanical sensor system that records 
reflected and emitted energy in the visible, reflective-infrared, middle-infrared, and 
thermal-infrared regions of the electromagnetic spectrum. There are many applications 
of Landsat TM data such as land-cover mapping, land-use mapping, soil mapping, 
geological mapping, sea surface-temperature mapping, etc. In April 1999 Landsat-7 was 
launched carrying the Enhanced Thematic Mapper Plus (ETM+) scanner with nine 
spectral bands (Table 3.3). Today, only Landst 5 and 7 are operational (Janssen, 2000). 
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Table 3.3 Specifications of Landsat-7 System. 
System Specifications 
Orbit 705 km. 98.2°, sun-synchronous, 10:00 AM crossing, 16 days repeat cycle. 
Sensor ETM+ (Enhanced Thematic Mapper plus). 
Swath width 185km (Field of view = 15°). 
Off-track  No 
Spectral bands 
(µm) 
0.45-0.52 (band 1),  0.52-0.60 (band 2), 0.63-0.69 (band 3) 
0.76-0.90 (band 4),  1.55-1.75 (band 5), 10.4-12.5 (band 6) 
2.08-2.34 (band 7), 0.50-0.90 (Panchromatic band). 
Spatial resolution 15 m (Panchromatic band), 30 m (bands 1-5, 7) and 60 m (band 6). 
 
3.7.3 IKONOS  
IKONOS was the first commercial high-resolution satellite to be placed into orbit in 
space. IKONOS was launched in September 1999 and regular data ordering has been 
taking place since March 2000. Table 3.4 gives the specifications of IKONOS system. 
 
Table 3.4 IKONOS system specifications. 
System Specifications 
Launch Date Sep. 24, 1999 (11:21:08 am). 
Launch Vehicle Athena II 
Launch location Vandenberg Air Force Base, California (USA). 
Weight 1600 pounds. 
Orbit 423 miles / 681 km (altitude), 98.1˚, sun-synchronous 10:30 am 
crossing, 14 days repeat cycle. 
Speed 7 km/sec. 
Sensor Optical Sensor Assembly (OSA). 
Swath width 11 km at nadir. 
Scene Size 
1. A nominal single image at 13 km x 13 km. 
2. Strips of 11 km x 100 km up to 11 km x 1000 km. 
3. Image mosaics of up to 12000 sq. km. 
 km Up to 10000 sq continues areas in a single pass within a region. 
Off-track viewing Yes ±30˚ Omni-directional (agile spacecraft, in- and cross-track) 
Spectral bands µm 0.45-0.52 (1),    0.52-0.60 (2),    0.63-0.69 (3),  0.76-0.90 (4),    0.45-0.90 (Panchromatic band) 
Spatial resolution 1m (PAN), 4m (bands 1-4), nominal at <26˚ off-nadir. 
Metric Accuracy 
m horizontal and 10 m vertical (with no ground control points). 
m horizontal and 3 m vertical (with no ground control pts). 
These are specified as 90% CE (Circular Error) for horizontal and 90% 
LE (Linear Error) for the vertical. 
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The Optical Sensor Assembly (OSA) onboard IKONOS system is based on the push-
broom principle and can simultaneously take panchromatic and multi-spectral images. 
IKONOS delivers the highest spatial resolution so far achieved by a civilian satellite. 
IKONOS data can be used for small to medium scale topographic mapping, not only to 
produce new maps, but also to update existing topographic maps (Janssen, 2000). 
 
3.7.4 Quick Bird System 
QuickBird is a high resolution satellite owned and operated by DigitalGlobe. Using a 
state-of-the-art BGIS 2000 sensor (PDF), QuickBird uses remote sensing to a 0.61m 
pixel resolution degree of detail. This satellite is an excellent source of environmental 
data and useful for analyses of changes in land usage, agricultural and forest climates. 
QuickBird's imaging capabilities can be applied to a host of industries, including Oil 
and Gas Exploration & Production (E&P), Engineering and Construction. Table 3.5 
gives the specifications of QuickBird satellite imagery system. 
 
Table 3.5: QuickBird satellite imagery specifications  
Launch Date October 18, 2001 
Launch Vehicle Boeing Delta II 
Launch Location Vandenberg Air Force Base, California, USA 
Orbit Altitude 450 Km 
Orbit Inclination 97.2º, sun-synchronous 
Speed 7.1 Km/second - 25,560 Km/hour  
Equator Crossing 
Time 10:30 a.m. (descending node) 
Orbit Time  93.5 minutes 
Revisit Time 1-3.5 days depending on Latitude (30º off-nadir) 
Swath Width 16.5 Km at nadir 
Metric Accuracy 23-meter horizontal (CE90%) 
Digitization 11 bits 
Resolution Pan: 61 cm (nadir) to 72 cm (25º off-nadir) MS: 2.44 m (nadir) to 2.88 m (25º off-nadir) 
Image Bands (nm) Pan:     450 - 900        Blue:       450 - 520       Green:  520 - 600 Red:     630 - 690        Near IR: 760 - 900  
Stereo pairs Available 
Applications Mapping, urban planning, agriculture and forestry, military, weather research, land management 
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3.7.5 The SPOT Sensor System 
The SPOT sensor system developed and designed with a spatial resolution of 10x10 m 
and 20x20 m and provides several other innovations in remote sensor system design. 
The payload of the first SPOT satellite consists of two identical High-Resolution 
Visible (HRV) sensor systems. The HRV sensors can operate in two modes in the 
visible and reflective infrared portions of the spectrum, a panchromatic mode, 
corresponding to observation over a broad spectral band (similar to a typical black-and-
white photograph), and a multi-spectral (color) mode, corresponding to observation in 
three narrower spectral bands. Thus the spectral resolution is substantially different than 
that of the TM system. Radiant energy reflected from the terrain enters the HRV via a, 
plane mirror and is then projected onto two charge-coupled-detector (CCD) arrays. Each 
CCD array consists of 6000 arranged detectors. This is commonly referred to as a push-
broom scanner, since it images a complete line of the ground scene in the cross-track 
direction in one look as the sensor system progresses down-track. This capability breaks 
tradition with the Landsat MSS and TM sensors in that no mechanical scanning takes 
place (Jensen, 1996). 
 
When looking directly at the terrain beneath the sensor system, the two HRV 
instruments may be pointed to cover adjacent fields each 60 km. In this configuration 
the total swath width is 117 km and the two fields overlap by 3 km. The SPOT sensors 
may also acquire stereoscopic pairs of images for a given geographic area. Two 
observations may be made on successive days such that the two images are acquired at 
angles on either side of the vertical. 
 
In March 1998 a significantly improved SPOT-4 was launched, the High Resolution 
Visible Infrared (HRVIR) sensor has four instead of three bands and the 
VEGETATION instrument was added. VEGETATION has been designed for frequent 
(almost daily) and accurate monitoring of the globe's landmasses (Janssen, 2000). 
 
3.7.6 Indian Remote Sensing (IRS) program 
The most important Indian Earth observation program is the Indian Remote Sensing 
(IRS) program. In 1995 and 1997, two identical satellites, IRS-1C and IRS-1D were 
launched, respectively. IRS-1C and IRS-1D carry three sensors, the Wide Field Sensor 
(WiFS) designed for regional vegetation mapping, the Linear Imaging Self-Scanning 
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Sensor-3 (LISS3). The LISS3 sensor yields multi-spectral data in four bands, with a 
spatial resolution of 24 m, and a panchromatic band (6 m).  For a number of years, up to 
the launch of IKONOS in September 1999, the IRS-1C and IRS-1D were the civilian 
satellites with the highest spatial resolution (Janssen, 2000). 
 
3.8 Digital Image Processing 
The roots of significant achievement in digital image processing can be traced back to 
the early 1960s. The United States, through the National Aeronautics and Space 
Administration (NASA), was energetically pursuing its lunar science program. NASA's 
interest was in characterizing the lunar surface; to support the upcoming Apollo manned 
lunar exploration program. 
 
Digital imagery and image processing have become an integral part of NASA's 
planetary exploration programs. The technology has been used in many subsequent 
programs, including the Hubble Space Telescope program. Although NASA space 
programs provided the initial impetus and funding for research and development of 
digital image processing systems, other applications for the technology began to 
emerge. In the late 1960s, the medical diagnostic imaging field began to apply digital 
image processing techniques to X-ray imagery. Medical uses for digital image 
processing techniques have expanded throughout the 1980s and 1990s to include 
Computed Tomography (CT), Magnetic Resonance Imagery (MRI), Positron Emission 
Tomography (PET), and diagnostic ultrasound imaging applications. In fact, these 
medical imaging applications would not even be possible without the use of extensive        
and complex digital image processing techniques (Baxes, 1994). 
 
The U.S. Landsat earth-orbiting satellites began acquiring and returning digital multi-
spectral earth imagery in the early 1970s and the program continues today. Landsat 
imagery is used extensively in agricultural land-use analysis. Landsat image data uses 
digital transmission techniques and digital image processing techniques to restore, 
analyze, and archive the data. Other earth-orbiting imaging satellites launched by the 
United States since the 1960s include TIROS, NIMBUS, and GOES systems. Each of 
these satellites has returned various forms of daily meteorological imagery. The GOES 
satellites provide the U.S. weather images. Likewise, a variety of military surveillance 
satellite systems rely heavily on digital image processing methods to transmit and 
analyze returned imagery. 
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Digital biological-image analysis techniques were first applied in the 1970s and, with 
the advent of the microprocessor-based personal computer, increased in popularity in 
the 1980s. Methods of automated cell detection, counting, and classification helped 
provide faster and more accurate analysis and detection of studied cell formations. 
While the entertainment industry was using digital image processing techniques to 
improve artistic expression, the military began using it to improve guidance systems for 
the accurate delivery of missiles and bombs. At this time, the hardware had become 
small enough and required little enough power to allow the digital imaging equipment 
to fly directly aboard the weapon systems. 
 
During the mid-1980s, uses for digital image processing techniques expanded to include 
various machine vision applications. In particular, factories employed digital image 
processing techniques to automate manufacturing processes. Instead of a human 
operator inspecting parts (visually only), a computerized digital image processing 
system could autonomously look and make measurements to accept or reject an 
inspected item. Many other automated inspection tasks have evolved into the 1990s, and 
all rely on digital image processing methods. Now these machine vision applications 
almost exclusively use relatively inexpensive microprocessor-based personal computers. 
 
3.8.1 Analog and Digital Images 
An analog image is a natural image begins as a continuously varying array of shades 
and colors. In the case of a photograph, shades vary from light to dark and colors vary 
from reds through yellows to blues. An image of this sort is known as a continuous-tone 
image. This means that the various shades and colors blend, with no disruptions, to form 
a faithful reproduction of the original scene. 
 
A digital image is composed of discrete points of gray tone, or brightness, rather than 
continuously varying tones. To make a digital image from a continuous-tone image, it 
must be divided up into individual points of brightness. Additionally, each point of 
brightness must be described by a digital data value. The processes of breaking up a 
continuous-tone image and determining digital brightness values are referred to as 
sampling and quantization (Fig. 3.4). The sampling process samples the intensity of the 
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continuous-tone image at specific locations. The quantization process determines the 
digital brightness value of each sample, ranging from black, through the grays, to white. 
A quantized sample is referred to as a picture element, or pixel, because it represents a 
discrete digital element of the digital image. The combination of sampling and 
quantization processes is referred to as image digitization.  
 
 
Fig. 3.4 Sampling and quantizing process. 
 
An image is generally sampled into a rectangular array of pixels. Each pixel has an (x, 
y) coordinate that corresponds to its location within the image. The x coordinate is the 
pixel's horizontal location (column); the y coordinate is its vertical location (row). In 
most cases the pixel at location (0,0) is in the upper left corner of the image.  
 
The quality of the digital image is directly related to the number of pixels and lines, 
along with the range of brightness values, in the image. These aspects are known as 
image resolution. Image resolution is the capability of the digital image to resolve the 
elements of the original scene. For digital images, the resolution characteristics can be 
broken into two primary parts, the spatial resolution and the brightness resolution (or 
color resolution, if the image is in color). 
 
The term spatial (refers to the concept of space) resolution is used to describe how many 
pixels comprise a digital image. The more pixels in the image, the greater its spatial 
resolution. The number of pixels in a digital image depends on how finely the image is 
sampled, or divided, into discrete pixels. 
 
The measurement of a digital image's spatial resolution is related to two distinct 
measurements, its spatial density and its optical resolution. Spatial density is a measure 
of the number of pixels in a digital image. Optical resolution, on the other hand, is a 
measure of the capability of how well the entire physical imaging system can resolve 
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the spatial details of an original scene. It therefore relates to the quality of the imaging 
system's optics, photo-sensor, and electronics as well as the spatial density. Whichever 
is less, the spatial density or optical resolution, dictates an image's spatial resolution. 
 
The concept of spatial frequency can explain how finely an image should be sampled. 
All images contain details, some fine details and some coarse details. These details are 
made up of brightness transitions that cycle from dark to light and back to dark. 
 
The concept of brightness resolution addresses how accurately the digital pixel's 
brightness can represent the intensity of the original image. Every pixel in a digital 
image represents the intensity of the original image at the spatial location where it was 
sampled. When the numeric range of a pixel's brightness is increased, so is the pixel's 
brightness resolution. The terms intensity (radiant intensity) refers to the magnitude, or 
amount, of light energy actually reflected or transmitted from a physical scene. The 
term brightness (luminous brightness) refers to the measured intensity after it is 
acquired, sampled, quantized, displayed, and observed (with our eyes). The brightness 
of a pixel accounts for all the effects induced by the entire imaging system. This may 
see like a somewhat trivial distinction, but it accounts for the fact that the measured 
brightness values in a digital image are only representations of the actual energy 
radiated from the original physical scene. Following the sampling process, each sample 
is quantized. This quantization process converts the continuous-tone intensity, at the 
sample point, to a digit brightness value. The accuracy of the digital value is directly 
dependent upon how many bits are used in the quantizer. An 8-bit brightness value 
yields a 256-level gray-scale range. Every additional bit used represents the brightness 
doubles the range of the gray scale. The range of the gray scale is also referred to as 
dynamic range. An image with 8-bit brightness values said to have an available dynamic 
range of 256 to 1 (Muller, 1988).  
 
When working with color images, the same concepts of sampling, quantization, and 
spatial and brightness resolution hold true. But, instead of a single brightness value, 
color digital images have pixels that are generally quantized using three brightness 
components. In displaying color, three independent color emitters are used, each 
emitting a unique spectral band of light to generate all colors in the spectrum. Likewise, 
a sensor can acquire color images by using three independent sensors, each responding 
to a unique spectral band of energy. Generally, all operations presented can be extended 
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to process color images simply by applying them to each color component of the image. 
All the colors in the spectrum can be created with the primary colors of red, green, and 
blue (RGB). This is called the additive color property, and it works for the mixing of 
primary colors that are emitting light. If only the red component is on, the perceived 
color will be red. As the red is varied from dark to light, the different brightness values 
of red will be seen. Likewise, if only the green or blue component is used, the same 
effect will be seen. In digital image processing applications, the RGB color space is 
used to acquire and display color images. Processing of color images is often done in 
RGB space or an alternate color space that is more appropriate for the application.  
 
3.8.2 The Digital Image Processing System 
A digital image processing system (Fig.3.5) is a collection of hardware and software 
components that can acquire, store, display, and process digital images. Although these 
components may be physically separated in space and time, each is fundamentally 
necessary to complete the digital image processing cycle. 
 
The first stage in any digital image processing system is to acquire an image. This is a 
two-step process requiring some sensor device and digitization function. Many different 
types of sensors exist. Essentially, though, the sensor must create an electrical signal 
representing the two-dimensional array of brightness of the image being viewed. The 
sensor converts the object image to an analog signal (a proportional electrical signal). 
The electrical signal is the analog signal form of the image. The digitization function 
follows the sensor. Here, the analog signal is converted to a digital data form through an 
analog-to-digital conversion function. The digital image is then stored in digital 
memory, generally fast semiconductor devices. Once the image is in digital memory, it 
is physically accessible for subsequent digital image processing operations. 
To display an image stored in memory, the image data is repetitively read from 
memory. The data is reconstructed back to an analog signal form, through a digital-to-
analog conversion function, and delivered to a video monitor for display. 
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Fig. 3.5 Fundamental components of a typical Digital Image Processing system 
 
A host computer oversees the entire system. It provides the interface to the user along 
with the sequencing of acquisition, storage, display, and processing actions. The digital 
image stored in memory is freely accessible for processing by the host computer. 
Further, the host may transfer the image from memory to other computers, various 
networked devices, or permanent memory media such as high-capacity disk or tape. For 
small stand-alone processing systems, the host computer is often a microprocessor-
based personal computer. For more complex applications, sophisticated workstations 
take on the task. 
 
Although the host computer has the full ability to carry out any conceivable operation 
upon a stored image, its execution speed can be limited. After all, the host is usually a 
general-purpose computer, and as such, is not optimized for digital image processing 
operations. To augment the host, special high-speed digital image processing processors 
are usually a part of the processing system. These processors, like the host computer, 
have free access to the digital image stored in memory. 
 
Many off-the-shelf digital image processing software packages and function libraries 
are available. These programs contain various digital image-processing operations and 
generally run on the host computer. Many packages support the use of specialized 
digital image processing processors, as well. The processing software is often the part of 
the system that glues all the other components together into a complete system. 
 
Digital image processing systems can take on many different architectures. The actual 
configuration may mix various combinations of hardware and software components. 
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The choice, of course, affects the cost of the hardware and is usually driven specifically 
by the application requirements. All systems must, however, consist of the primary 
components that enabling the acquiring, storing, displaying, and processing images.  
 
Numerous and widely varying types of digital image processing operations have been 
developed during the past 30 years. While one operation may improve the quality of an 
image another, may automatically extract information from it. Whatever the operation, 
the same steps are followed. A digital technique is applied to a digital image to form a 
digital result, such as a new image or a list of extracted data. Digital image processing 
operations can be broadly grouped into four fundamental classes, image restoration, 
enhancement, analysis and classification. Each class contains specific operations. A 
certain application call upon the operations of at least one, but perhaps several, of these 
classes (Jensen, 1993). 
      
3.8.3 Image Restoration 
Image restoration is concerned with the correction of distortion, degradation and noise 
introduced during the imaging process. Image restoration produces a corrected image 
that is as close as possible, both radiometrically and geometrically, to the radiant energy 
characteristics of the original scene. 
 
Remote sensors use detectors that convert the sensed radiance into a voltage or 
brightness value. Imaging systems require calibration and data correction to provide the 
user with reliable sensor data. There are several detector anomalies that can arise, 
including line dropouts, striping, and/or line start problems 
 
Line dropout error occurs when one of the detectors in the imaging system fails to 
function during a scan. This can result in a brightness value of zero for every pixel in a 
particular line and may appear as a completely black line in the band of imagery. 
Sometimes, a detector does not fail completely, but simply goes out of adjustment (e.g., 
provides readings perhaps twice as great as the other detectors for the same band). This 
is often referred to as line striping or banding. Occasionally, scanning systems fail to 
collect data at the beginning of a scan line. This is called a line start problem. Also, a 
detector may abruptly stop collecting data somewhere along scan and produce results 
similar to the line dropout. 
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Obviously, these are very serious conditions. There is no way to restore data that were 
never acquired; however, it is possible to improve the visual interpretability of the data 
by introducing estimated brightness values for each bad scan line or noisy pixel. This is 
usually accomplished by computing a histogram of the values for each detector. If one 
detector’s mean or median is significantly different from the others, it is probable that 
this detector is out of adjustment. It may require a bias (additive or subtractive) 
correction or a more severe gain (multiplicative) correction. Then the errors arising 
from the maladjusted detector are not as noticeable. 
 
The two geometric corrections most often used, by earth scientists, to make the digital 
remote sensor data truly useful are geometric rectification and geometric registration. 
 
Geometric rectification is the process by which the geometry of an image area is made 
planimetric. It may not, however, remove distortion caused by topographic relief 
displacement in images. The process almost always involves relating ground control 
points (GCPs) pixel coordinates with their map coordinate counterparts. Whenever 
accurate area, direction, and distance measurements are required, geometric rectification 
is required. This is often referred to as an image-to-map rectification. 
 
Geometric registration is the translation and rotation alignment process by which two 
images of like geometry and of the same set of objects are positioned coincident with 
respect to one another so that corresponding elements of the same ground area appear in 
the same place on the registered images. This is often called image-to-image 
registration. 
 
The same general image processing principles are used in both image rectification and 
image registration. The difference is that in image rectification the reference is a map in 
a standard map projection, whereas in image registration the reference is another image. 
It should be obvious that if an image is used as the reference base (rather than a map), 
any other image registered to it will inherit the geometric errors existing in the reference 
image. Two basic operations must be performed in order to geometrically rectify a 
remotely sensed image to a map coordinate system; these are the spatial interpolation 
and the intensity interpolation. 
 
Spatial interpolation is the process where geometric relationship between the input pixel 
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location (row and column) and the associated map coordinate of the same point must be 
identified. This procedure generally requires that polynomial equations be fit to the 
control point data using least-squares criteria to model the corrections directly in the 
image domain without explicitly identifying the source of the distortion. There are two 
primary forms of geometric transformations, the linear and the nonlinear geometric 
transformation operations. The linear geometric operations (sometimes referred to as 
affine transformations), which include translation, rotation, and scaling, do not 
introduce any curvature to the processed image. The nonlinear geometric operations are 
simply these generalized polynomial equations with the addition of higher-order terms. 
The number of control points necessary to control the transformation process is directly 
related to the order of the algorithm required to carry out the transformation. However, 
before applying the rectification to the entire set of data, it is important to determine 
how well the coefficients derived from the least-squares regression of the initial GCPs 
accounts for the geometric distortion in the input image. The method used most often 
involves computation of the root mean square error (RMS error) for each of the ground 
control points. 
 
Whenever a geometric transformation is applied to an image, a re-sampling (intensity 
interpolation) process occurs. This means that the original sample rate and orientation 
used to acquire the image change. This process involves the extraction of a brightness 
value from a location in the original (distorted) input image and its relocation to the 
appropriate location in the rectified output image. This pixel filling logic may be used to 
produce the output image line by line, column by column.  
 
3.8.4 Image Enhancement 
Virtually all digital image processing tasks involve some sort of enhancement, either as 
a desired end result or as a preprocess to some other operation. Image enhancement 
operations can be used to improve an image's quality, contrast and brightness 
characteristics, reduce its noise content, or sharpen its details. What is considered an 
improvement in the image is often subjective and is generally dependent upon the 
application, as well as on the judgment of the observer. In short, one application's 
enhancement is another's degradation. Image enhancement techniques may be grouped 
as either pixel point processing or pixel group processing (Baxes, 1994). 
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Pixel point processes make up the most primitive and essential image processing 
operations. The pixel point processes alter the gray levels of image pixels, with the 
effect adding or subtracting image brightness, or stretching or shrinking image contrast. 
On a one-by-one basis, the gray level of each pixel in the input image is modified to a 
new value, often by a mathematical or logical relationship, and placed in the output 
image at the same spatial location with no action on spatial attributes. Some form of 
point processing is probably involved, even if it is only to clean up undesired artifacts 
left behind by another process. The common used pixel processes are histogram sliding, 
stretching, binary contrast enhancement, adaptive threshold and Brightness Slicing.  
 
3.8.4.1 Histogram Sliding and Stretching 
Contrast enhancement is a point process involving the addition and/or subtraction 
(sliding) and multiplication and/or or division (stretching) of a constant value to every 
pixel of an image. The image histogram is useful in determining the operations to be 
employed and in measuring the results. Two operations are commonly implemented, 
histogram sliding and histogram stretching. These operations redistribute the brightness 
values in an image, enhancing its contrast characteristics. 
 
Contrast enhancement, like many digital image-processing operations, does not have an 
absolute goodness quality for which the users can always aim. The subjective criteria 
for judging an image's contrast as good or bad are based entirely on the image's intended 
application (Gonzalz and Woods, 2002). 
 
3.8.4.2 Binary Contrast Enhancement and Adaptive Threshold 
A binary contrast enhancement or threshold operation can be implemented to enhance 
faded images (low contrast). By choosing an appropriate threshold value, all pixels of 
brightness less than that of a selected threshold brightness will be set to black 
(brightness = 0), and those equal to or above will be set to white (brightness = 255). The 
processed image is characterized by very high contrast with sharply highlighted objects 
of interest appearing on a white background. Sometimes the appropriate threshold value 
may need to be changed throughout the image being processed. This might occur with 
an image of non-uniformly faded objects. Therefore, if the right threshold value must 
vary, a strict point process will not do the job. In this case, an adaptive threshold 
technique can be used. In areas where the image is darker, the threshold value 
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decreases. Likewise, in areas where the image is lighter, the threshold value increases. 
As long as a few gray levels separate the darker object from the lighter background, 
there is always a threshold value that can distinguish between them. The adaptive 
threshold value is usually determined by computing the average brightness in the area 
being processed and using it to modify the original point-process function. 
 
3.8.4.3 Brightness Slicing 
The technique of brightness slicing effectively does a double binary contrast 
enhancement. Both a lower and an upper brightness threshold are selected, so that 
brightness values in between are mapped to white, and those below the lower value and 
above the upper value are mapped to black. This method works well when the features 
to be highlighted occupy brightness values that are in between the brightness values of 
other features. Additionally, multiple features can be highlighted to different gray 
levels, or to different colors, providing clear distinction. Instead of using a single 
brightness-slicing map that maps brightness values to either black or white, a map is 
created where ranges of brightness values are mapped to perhaps three or four distinct 
gray levels. Each gray level in the resulting image then represents one of the multiple 
brightness features (Jain, 1997). 
 
Point operations cannot provide the ability to alter spatial scene details within an image. 
This is because point processes act pixel by pixel by mapping a single input pixel to 
single corresponding output pixel. The point process does not consider neighboring 
input pixels in its processing. Pixel group processing operates on a group of input pixels 
surrounding a center pixel. The adjoining pixels provide valuable information about 
brightness trends in the area being processed. Using these brightness trends open the 
doors to the world of spatial filtering (Baxes, 1994). 
 
3.8.4.4 Spatial Filtering 
An image can be filtered to accentuate or remove a band of spatial frequencies such as 
the high frequencies or low frequencies. These digital image-processing operations are 
known as spatial filtering operations. Other spatial filtering operations make it possible 
to highlight only the sharp transitions in the image, such as the edges of objects. These 
operations are a subset of spatial filtering operation known as edge enhancement 
operations. 
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Spatial filters are implemented through a process called spatial convolution. Spatial 
convolution is the method used to calculate what is going on with the pixel brightness 
values around the pixel being processed. It is a mathematical method that uses signal 
processing and analysis. As in point processing, the spatial convolution process moves 
across the image pixel by pixel, placing resulting pixels in the output image. Each 
output pixel brightness is dependent on a group of input pixels surrounding the pixel 
being processed. By using the brightness information of the center pixel's neighbor’s 
spatial convolution calculates spatial frequency activity in the area, and is therefore 
capable of filtering based on the area's spatial frequency content. 
 
The spatial convolution process uses a weighted-average of the input pixel and its 
immediate neighbors to calculate the output pixel brightness value. The group of pixels 
used in the weighted-average calculation is called the kernel. Kernel dimensions are 
generally, that of a square with an odd number of mask values in each dimension. The 
kernel can have the dimensions of 1x1, which is the trivial of simply a point process, 
3x3, 5x5, and so on. The larger the size of the kernel of pixels used in the calculation, 
the greater the degrees of freedom of the spatial filter.  
 
A spatial low-pass filter has the effect of passing, or leaving untouched, the low spatial 
frequency components of an image. High-frequency components are attenuated and are 
virtually absent in the output image. A common low-pass convolution mask is 
composed of all nine coefficients having the value of 1/9. This mask carries out a 
straight pixel brightness averaging process. It is often referred to as a box filter. Two 
aspects are immediately evident that the coefficients sum to 1 (9x 1/9 = 1) and that they 
are all positive numbers. These two facts hold true for all low-pass filter masks.  
 
The high-pass filter has the opposite effect of the low-pass filter. It accentuates high 
frequency spatial components while leaving low-frequency components untouched. A 
common high-pass mask is composed of a 9 in the center location with (-1s) in the 
surrounding locations (Janssen, 2000). 
 
In many remote sensing earth science applications the most valuable information that 
may be derived from an image is contained in the edges surrounding various objects or 
features of interest. The edge enhancement operation delineates these edges and thereby 
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makes the shapes and details comprising the image more conspicuous and perhaps 
easier to analyze. The edges may be enhanced using either linear or nonlinear edge 
enhancement techniques.  
 
One simple method of extracting edges in remotely sensed imagery is the application of 
the running difference operation. The original image is shifted by one picture element, 
and then tested for a difference between corresponding pixels in the original and shifted 
images. A mid gray brightness value is substituted for the pixel if there is no difference, 
a darker value is substituted for the pixel if there is a negative difference, and a lighter 
value is substituted if there is a positive difference. Hence transitions from light to dark 
produce white lines; from dark to light, black lines. The result is an image with gray 
background and black-and-white lines surrounding the edges of all objects. By 
selectively applying these enhancements it is possible to enhance only vertical, 
horizontal, or diagonal edges in the imagery. It is also possible to perform edge 
enhancement by convoluting the original data with a weighted-average mask or kernel.  
 
Laplacian edge enhancement is an omni-directional operation that highlights edges in an 
image, regardless of their orientation. This operation is based on the rate of brightness 
slope change within a 3x3 pixel kernel. The common Laplacian mask is composed of an 
8 in the center location with (-1s) in the surrounding locations. The Laplacian 
enhancement operation generates sharper peaks at edges than does the gradient 
operation. Any brightness slope, whether positive or negative, is accentuated, giving the 
Laplacian its omni-directional quality. Hence the use of this operation produces a more 
natural look than that of many of the other edge-enhanced images.  
 
There are other spatial filters that are not computed as a linear summation of elements 
(pixel brightness values) multiplied by constant weights (mask values). These filters are 
referred to as nonlinear spatial filters. They, too, use a pixel group process to operate on 
a kernel of input pixels surrounding a center pixel. But rather than using a weighted 
average, they use various other techniques to combine the group's input pixel brightness 
values. Nonlinear edge enhancement techniques are performed using nonlinear 
combinations of pixels.  
 
The median filter, which cleans up images with bright noise spikes, is an example of the 
nonlinear spatial filters. The median filter is well suited for removing impulse noise 
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from images. It works by evaluating the pixel brightness values in the kernel and 
determining which pixel brightness value is the median value of all pixels. The median 
value is determined by placing the pixel brightness values in ascending order and 
selecting the center value so that an equal number of pixel brightness values are less 
than, and greater than, the center value. 
 
3.8.5 Image Analysis 
Measuring the parameters of objects is an important image analysis operation. These 
measurements include object shapes, sizes, relative locations, textures, gray tones, 
colors, and other parameters. These can be as simple as rough shape characteristics or as 
complex as precisely measured dimensions and geometry. 
 
Image analysis operations also yield various image statistics. One important statistic is 
the brightness histogram, which defines the distribution of gray levels in an image. This 
distribution is displayed in a graphical or tabular form. The histogram describes the 
overall or regional contrast attributes of an image, and can therefore be used to 
determine contrast enhancement parameters. Other image statistics, such as the 
brightness mean and mode and the frequency content, can also be useful information in 
carrying out subsequent image enhancement and restoration operations. 
 
Generally, the process of analyzing objects in an image starts with image segmentation 
operations, such as image enhancement or restoration operations. These operations are 
used to isolate and highlight the objects of interest. Then, the features of the objects are 
extracted, resulting in object outlines and other object measures. These measures 
describe and characterize the objects in the image (Jensen, 1993). 
 
3.8.6 Image Classification 
It is possible to analyze remotely sensed data of the earth and to extract useful thematic 
information. One of the most often used methods of information extraction is the multi-
spectral classification. This procedure assumes that imagery of a specific geographic 
area is collected in multiple regions of the electromagnetic spectrum and that the images 
are in good registration. The process of multi-spectral classification may be performed 
using either the supervised or unsupervised method. 
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In a supervised classification, the identity and location of some of objects types are 
known a priori through a combination of field work, analysis, maps, and personal 
experience. The analyst attempts to locate specific sites (training sites) in the remotely 
sensed data that represent homogeneous examples of these known objects types. These 
areas are used to train the classification algorithm for eventual land cover mapping of 
the remainder of the image. Multivariate statistical parameters (means, standard 
deviations, covariance matrices, correlation matrices, etc.) are calculated for each 
training site. Every pixel, both within and outside these training sites, is then evaluated 
and assigned to the class of which it has the highest likelihood of being a member.    
Various supervised classification methods may be used to assign an unknown pixel to 
one of a number of classes. The most frequently used classification algorithms are the 
parallelepiped, minimum distance, and maximum likelihood decision rules. 
 
In contrast to supervised classification, unsupervised classification requires only a 
minimal amount of initial input from the analyst. It is a process whereby numerical 
operations are performed that search for natural groupings of the spectral properties of 
pixels, as examined in multi-spectral feature space. The user allows the computer to 
select the class means and covariance matrices to be used in the classification. Once the 
data are classified, the analyst attempts, a posteriori (after the fact) to assign these 
natural or spectral classes to the information classes of interest. This may not be easy. 
Some of the clusters may be meaningless because they represent mixed classes of earth 
surface materials. It takes interaction by the analyst to unravel such mysteries.  
 
3.9 Geographic Information Systems (GIS) 
GIS was originally developed for analyzing thematic information in form of layers and 
coverage where each layer is concerned with specific thematic information.  The 
existing and functionality of this system belong to different and many application fields.  
This is why the main reason makes the exact definition of GIS a difficult task. 
 
In 1960’s GIS had been brought to its golden stage where the first GIS system (Candian 
GIS) was born.  Ten years later (1970’s) Americans developed their own GIS system, 
which was certainly oriented towards geocoding of popular information. In 1972 the 
first International GIS Conference was held at Ontario-Canada, this is the reason why 
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many GIS users thought that Canada is the GIS home. However, GIS offers solutions 
for many real world problems, particularly in underdeveloped countries such as Sudan 
where no perfect mapping systems or database centers are available.  The developing of 
GIS is considered to be very fast specially in the past 20 years. As GIS is an information 
system, it is strongly affected by any new development in information technology, new 
hardware or software add new activities to GIS.  Remote sensing applications are the 
most important data input source to GIS. 
 
3.9.1 GIS Components 
GIS is widely used by different users at different levels, which make scientist state that, 
GIS is for every one. Basically GIS is composed of four components, these are data, 
hardware, software and method. 
 
Accurate and update data is the success element of a GIS system.  Spatial data is the real 
World data, which exist, in the global sphere, over the earth, on the earth or beneath the 
earth.  Spatial data is sampled by their relative coordinates in three modes, points, lines 
(arcs) and areas (polygons).  The geometric relationship of the spatial data performs the 
basic topology of GIS data.  Non-spatial data is the descriptive data, which associated 
with corresponding spatial ones.  In GIS environment, spatial and non-spatial data are 
combined to generate object-oriented database. 
 
Data acquisition is the focal point for developing a perfect GIS system.  New techniques 
have been developed, one of the most vital data acquisition techniques is the remote 
sensing applications, where wide world coverage could be observed by means of 
spectral sensors which are capable to produce different thematic data of the same 
coverage in a very short time.  The digital mapping approach makes remotely sensed 
data of great value. Every day GIS gets new application areas, which makes GIS very 
important and vital tool for many users. 
 
With respect to GIS view, hardware and software have got new concepts.  All hardware 
which are capable to acquire, input, output or processing analog and digital data are 
considered to be GIS hardware.  The data format used in a GIS system is the main factor 
which determines what hardware to be used. A software is defined as a GIS software if 
it is supports all GIS activities.   
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GIS functionality covers many aspects. This includes Secondary data processing, 
Primary data processing, Overlays and Analysis. Secondary data processing is 
concerned with the conversion of the analog data into digital format which could be 
handled by a computer system.  Different techniques could be used to achieve this 
purpose.  Digitizing and scanning systems are the commonly used techniques. Once the 
data has been available in a digital format, further processing is required to convert the 
digital format into one computable with GIS environment. This stage is known as 
primary data processing. Basically, the topology of spatial data should be constructed, 
and then non-spatial data should be linked with the spatial ones to generate the object-
oriented database (OOD) upon which all overlay and query processes are built. One of 
the important GIS functionality is to make all spatial data at one-world coordinate 
systems.  This is done by projection and transformation means. To generate a solution 
of a problem handled by GIS, different thematic spatial information are overlaid as 
thematic layers through various overlay techniques.  Usually new layers will be resulted 
out which, partially or completely represent the solution. Queries based on the object-
oriented database may be needed to pick out the final solution (Jones, 1997). 
 
3.9.2 GIS Digital Model 
The GIS digital dynamic model serves as a base towards a GIS system for the study 
area. The  model, covers the vital activities of land use and land cover assiciated with 
the present study. It is a collection of real world thematic coverage and documents  
(attributes, tables, charts, layouts, etc) which can be handled and managed by an expert 
computer information system. Throughout these models, users can create virtual 
documents as a representation of the real world, and they can organize these documents 
in ways that make sense for their applications. A GIS model is a dynamic system 
because users can access all activities of the model through query functions and they 
can add, remove and find individual documents. Moreover, GIS systems provide 
different graphic user interface (GUI) means for visualizing and interacting with model 
activities. Professional GIS software packages such as ArcGIS modules enables the 
creation and the developing of GIS models (Jones, 1997).  
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3.10 Integration between Remote Sensing and GIS 
The concept of full integration between remote sensing and GIS and its benefits have 
been the subject of numerous articles and discussions over the past few years. Its 
implementation, however, has been hindered by a number of factors. Most GISs are 
vector based and store data in the form of points, lines and polygons. Image processing 
and analysis systems traditionally are raster based, since that is the natural format for 
remotely sensed data. Raster and vector represent two distinctly different models for 
spatial data, but both have their strong and weak points.  Another noted impediment to 
integration is the difficulty of accessing files from various systems. This process can 
lead to degradation in accuracy, especially if the data set must be converted back and 
forth a number of times. An integrated system could remove this burden from the user 
through the use of a rule-based system and transparent data translation routines. 
 
While both systems have separate advantages and disadvantages, raster and vector data 
have the potential, when used in concert, to enhance the other's capabilities and the 
quality of the resulting information. The synoptic view and frequency with which 
satellite images can be obtained make the tasks of creating and maintaining an up-to-
date database, as well as change detection analysis, easier and more economical. In 
addition, ancillary data from a GIS database, such as elevation, slope and aspect 
information, used in conjunction with remotely sensed data have proved effective in im-
proving standard image processing operations such as classification. 
 
Remote sensing systems usually collect data on multiple dates. The ability to monitor 
development through time provides valuable information about the processes at work. 
Furthermore, remote sensing often provides valuable information about certain 
biophysical measurements, which could be of significant value in modeling the 
environment. The full potentiality of GIS and remote sensing can best be achieved by 
integrating the two techniques. 
 
Remote sensing and geographic information systems are intrinsically linked. GISs not 
only facilitate the storage of and access to many types of data; they also permit data to 
be updated readily. Indeed, the usage of remotely sensed data for updating GIS 
information and the use of GIS for improving the information extraction potential of 
remotely sensed data is a major advantage of the merging of these two powerful 
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technologies. There is an increasing awareness of the importance of the integration of 
remote sensing and GIS technologies, as a significant trend. The trend toward more 
emphasis on the application of Integrated Geographic Information Systems (IGIS), 
which defined as systems that can process images as well as raster and vector data sets 
in a consistent fashion (Estes, 1992). 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 72
CHAPTER FOUR 
 
        Methodology 
 
4.1 Inlet 
The main objective of this research work is to evaluate the potentiality of using 
Artificial Neural Networks for predicting and forecasting the environmental changes in 
Greater Khartoum area based on remote sensing and geographic information system 
techniques. This includes the prediction and forecasting of the chemical impacts on 
Khartoum North Industrial Area. 
 
To achieve these objectives, remotely sensed data acquired by the Landsat system in 
1996 and in 2000 and existing vector map were used to generate learning patterns 
indicating the environmental parameters in the study area as well as Khartoum North 
Industrial Area. The produced patterns were used to train a GRNN model for predicting 
the environmental changes taken place in the study area. A further training session was 
carried out to predict the chemical impacts on Khartoum North Industrial Area.  A wide 
range of procedures were carried out to gain the knowledge base upon which the shell 
will teach itself. Again digital image processing and GIS techniques were used to assess 
the general performance of the shell. 
 
4.2 The Study Area 
The center of Greater Khartoum was suggested to be the study area for this research 
work (Fig. 4.1). The area lies in the p147r59 zone of the American Landsat imaging 
system grid which is known as Khartoum scene. The study area extends from 439074 to 
467528 East and from 1687485 to 1829685 North. It covers an area of approximately 
4061.25 Km2 and includes Khartoum, Omdurman and Khartoum North (Bahri) cities. 
The main striking feature in the study area is the water body which includes the White 
Nile, the Blue Nile and the River Nile. Khartoum North Industrial Area (Fig. 4.2) lies at 
the eastern north of the study area. Different chemical industries are being made in 
Khartoum North Industrial Area. The industrial activities in the area have been surveyed 
by the Ministry of Industry during the period 1991-2004. As a result of this survey work 
a detailed GIS model of the industrial areas in Sudan has been generated. Other land-
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cover features associated with the present research work include agriculture area, 
cultivated area, barren land, sand and sandy land, rocks and urban area. The main reason 
behind this suggestion is the strategic location of the area itself, and the availability of 
the remote sensed data for this area. Moreover Greater Khartoum area is covered with 
different topographic features. Another reason for this suggestion is that the area 
includes one of the major industrial areas in the country (Khartoum North Industrial 
Area).  
 
The whole area is flat (380.00 – 390.00 m) with only a few isolated hills in north and 
west of Omdurman City. Khartoum forest lies in the center of the city as the only 
planted forest in the area. A great variety of communication features is presented in the 
study area. A very large road network is distributed allover the area. Other service-
networks such as sewer, telephone, electricity, water lines…etc are covering most of the 
study area. Two bridges are crossing the White Nile; these are the White Nile Bridge 
and El-Engaz New Bridge. The Blue Nile Bridge, Buri Bridge as well as Elmanshia 
Bridge cross the Blue Nile. Shambat Bridge is the only one, which crosses the River 
Nile. The climate of the study area is semiarid characterized with relatively high 
temperature weather, where Khartoum state lies in semi-desert biome. 
 
               a ) General map of Sudan                               b) The study area 
Fig. 4.1 A location map of the study area 
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Fig. 4.2 Khartoum North Industrial Area 
 
4.3 Hardware and Software 
The experimental test was carried out using a PC-Pentium IV with 1.7 GHz and 512 
MB RAM. As tested, artificial neural network computations associating with space 
image recognition, needs high specifications. However, the specifications used were 
found to be sufficient enough for manipulating and processing digital space imagery. 
 
A variety of software packages have been used to process the digital image data and to 
develop an intelligent artificial neural networks model for predicting and forecasting the 
environmental changes in the study area based on previous learning experience. To 
assess the performance and to analyze the final output results of the artificial neural 
network model, a GIS software package was used. 
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ERDAS imagine 8.5 and ILWIS 3.0 Academic are the main digital image processing 
software packages used in this study. These packages have been developed with the 
underlying philosophy that they should provide maximum flexibility to their users, and 
that, for a large variety of applications in different disciplines. They are customizable 
image processing and raster-based GIS packages with exceptional classification and 
spatial analysis/modeling. These packages, therefore, support both vector and raster data 
structures, as well as a tabular attribute data structure. Moreover, ERDAS and ILWIS 
programs offer great flexibility and modularity to make it possible to translate the 
operations that an application requires into a suitable sequence of processing steps. The 
packages are available on various platforms or operating systems. The raster data 
structure, in combination with the data-transformation software, appears to be more than 
adequate for a large variety of applications in which data analysis and information 
extraction are needed.  As a result, these packages have proved to be powerful and 
flexible geo-data analysis tools. 
 
NeuroShell2 is an ANN software program produced by Ward System Group. ANN 
mimics the human brain's ability to classify patterns or to make predictions or decisions 
based upon past experience. The human brain relies on neural stimuli while the 
Artificial Neural Network uses data sets. NeuroShell2 enables the user to build 
sophisticated custom problem solving applications without programming. Users tell the 
network what they are trying to predict or classify, and NeuroShell2 will be able to learn 
patterns from training data and be able to make its own classifications, predictions, or 
decisions when presented with new data. Both NeuroShell2 and the brain are able to 
solve problems that cannot be solved by conventional computer software written in a 
step-by-step mode.  
 
ArcGIS-9 Desktop is an integrated suite of advanced GIS applications and interfaces, 
including ArcMap, ArcCatalog, ArcGlobe, ArcToolbox, and ModelBuilder. Using these 
applications and interfaces in unison, any GIS task can be performed, simple to 
advanced, including mapping, geographic analysis, data editing and compilation, data 
management, visualization, and geoprocessing. ArcGIS-9 provides a scalable 
framework for implementing GIS for a single user or for many users on desktops, in 
servers, over the Web, and in the field. ArcGIS-9 is an integrated collection of GIS 
software products for building a complete GIS. It consists of a number of frameworks 
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for deploying GIS. ArcGIS-9 is based on a common modular component-based library 
of shared GIS software components. ArcMap is the central application in ArcGIS 
Desktop for all map-based tasks including cartography, map analysis, and editing. 
ArcMap is a comprehensive map authoring application for ArcGIS Desktop. 
ArcCatalog enables organization and management of all GIS information (maps, globes, 
datasets, models, metadata, services, and so on). ArcGIS-9 offers a geo-processing 
framework to derive information through analysis of existing GIS data. It is a critical 
function in all GIS. Geo-processing is used for many GIS activities and to automate 
many batch procedures and methods in a GIS. ArcToolbox is additional framework 
embedded in ArcCatalog and ArcMap and consists of further geo-processing tools. 
Other frameworks are also included in ArcGIS-9 which make it powerful GIS package. 
 
4.4 Procedures  
The test carried out in this study consists of five phases (Fig. 4.3). Phase one is a 
preparation phase and mainly concerns the acquisition of the test data. In phase two 
remotely sensed data (spectral bands) covering the study area have been initially 
processed to remove geometrical errors and to enhance the image contents of the raw 
data for better display. This phase also includes the classification of the land cover 
features indicating the basic environmental parameters in the study area. Further 
classification process was carried out to extract areas subjected to chemical impacts on 
Khartoum North Industrial Area. Phase three concerns the generation of the learning 
patterns that will be used to train and test the GRNN model for predicting and 
forecasting environmental changes in the study area. Learning patterns that define the 
chemical impacts on the industrial area have also been generated. In phase four the 
GRNN model was studied, built and trained with a set of representative patterns. The 
learning process carried out in this phase was mainly done to evaluate the general 
behavior and the potentiality of the shell to predict and forecast environmental change 
detection. Further learning process was carried out to evaluate the ability of the shell to 
predict chemical impacts on industrial area. Phase five is the core of the study where the 
general performance of the trained shell has been tested, verified and evaluated. This 
was done by subjecting the output results to interpretation and statistical analysis based 
on digital image processing and GIS techniques.  
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Fig. 4.3 Scope of work 
 
4.4.1 Data Acquisition  
The primary test data used in this study is a set of visible and infrared spectral bands 
(satellite images) covering Khartoum scene in the year 1996 and 2000. The data was 
acquired by the Landsat Thematic Mapper (TM) and Enhanced Thematic Mapper plus 
(ETM+) imaging system respectively (Fig. 4.4). This data was offered by the Sudanese 
National Center for Remote Sensing.  The spectral resolution of the raw data lies in the 
ranges 0.4 - 0.5, 0.63 - 0.69 µm (visible, bands 2 and 3) and 0.76 - 0.90 µm (near infrared, 
band 4) of the electromagnetic spectrum. The selection of the spectral resolution of these 
bands was subjected to the fact that the far visible and the near infrared regions are very 
sensitive to the reflectance of the vegetated bodies with respect to their chlorophyll and 
moisture contents. Soil moisture is also detectable within these regions. On the other 
hand, water boundary can easily be detected using the near infrared radiations (Table 
3.1). Therefore, the selected regions are suitable for producing a land cover map of the 
study area. Since the objective of the study is to train an ANN model to predict and 
forecast environmental changes detection in the study area and chemical impacts on 
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Khartoum North Industrial Area, a wide range of learning patterns should be used. 
Moreover, the learning patterns should represent the environmental changes on the 
study area at different seasons. Band-3 of the Landsat system was used to generate 
further test patterns. Moreover, the test data includes a vector map generated from a GIS 
model of the industrial manufacturing activities in Sudan developed in 2005 (Fig. 4.5). 
The map describes the land use activities in Greater Khartoum. It was used as an 
ancillary data for extracting chemical impacts on Khartoum North Industrial Area. 
 
 
 
 
a) Band-2 (1996)                     b) Band-3 (1996)                      c) Band-4 (1996) 
 
 
                       d) Band-2 (2000)                      e) Band-4 (2000)                       
Fig. 4.4 Khartoum scene Landsat spectral bands 
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Fig. 4.5 Khartoum North Industrial Area vector map 
 
The available test data was suffering from many irregularities. For example, the spectral 
bands acquired in the year 1996 (image 1996) was geometrically not corrected. 
Moreover, the video display of all bands was found to be faded. Therefore, most of the 
land-cover features are not clear enough to be identified. This was the main reason that 
enforced the researcher to apply some initial processing to correct and enhance the raw 
data.   
 
4.4.2 Initial Processing 
Since in any satellite image, the possible pixel values are in the range of 0 to 255, but in 
practice, however, not all these values will occur in real images. Therefore, satellite 
images need to be stretched to output range 0 to 255 for better displaying. To achieve 
this objective, a histogram for each raster band was calculated. The histogram operation 
calculates and lists frequency information on the digital number values in a raster image 
or band (Fig. 4.6). This step is essential to assess the suitable histogram enhancement 
technique, which could be applied to the test data to increase the apparent spatial 
resolution and to provide more precise reflectance information. Based on ILWIS 
programs the minimum and maximum brightness values for each spectral band were 
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defined (Table 4.1). The minimum and maximum values were used to adjust the 
dynamic range of all bands by involving sliding and stretching processes. These are 
linear mathematical models suppressing the lowest and highest brightness values in 
each image (band) and stretching the dynamic range of the remaining values (Fig. 4.7).  
 
 
         a) Band-2 (1996)                    b) Band-3 (1996)                     c) Band-4 (1996) 
 
 
                      d) Band-2 (2000)                                  e) Band-4 (2000)            
Fig. 4.6 Histograms of Khartoum scene spectral bands before enhancement 
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Table 4.1: Min/Max brightness values of Khartoum scene spectral bands 
Brightness Value Spectral Band Acquisition Date Minimum Maximum 
2 47 90 
3 66 162 
4 
 
1996 
53 134 
2 40 86 
4 
2000 
58 167 
 
 
     a) Band-2 (1996)                      b) Band-3 (1996)                      c) Band-4 (1996) 
 
 
                                   d) Band-2 (2000)                                  e) Band-3 (2000) 
Fig. 4.7 Histograms of Khartoum scene spectral bands after enhancement 
 
To enable change detection in the study area all images must be brought in a common 
georeference datum. The coordinate system and the georeference datum of image 1996 
was based on the state plane coordinate system while the other band (image 2000) was 
based on the World Geodetic System 1984 (WGS84). Therefore, a georeference 
processing was applied to image 1996 to fit the grid coordinate system of image 2000. 
This was done by selecting four control points with known coordinates in both systems 
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to solve for the parameters of the affine transformation algorithm. The computed 
parameters were fed back in the affine transformation equation to transform the grid 
coordinate system of image 1996 into the equivalent one of image 2000 (Table 4.2). In 
fact what was done is a registration process rather than rectification process. However, 
the objective is to bring the two images into a one coordinate system. The whole process 
was carried out by making use of ILWIS transformation module. 
  
Table 4.2: Georeferecing results 
Pt. No. Easting Northing Row Column ∆ Easting ∆ Northing Resultant 
1 590135 1802722 2064 6778 -0.120 -0.050 0.130 
2 446482 1835742 905 1726 0.080 0.040 0.089 
3 558145 1735680 4419 5653 0.140 0.060 0.152 
4 435852 1740611 4246 1352 -0.110 -0.050 0.121 
                         Average 0.113 0.050 0.123 
                         Standard Deviation                            ± 0.025 0.008 0.026 
 
4.4.3 Learning Patterns Generation 
The next phase of this study was to generate the learning (training and test) patterns. 
According to the research objectives a learning pattern should be a one-dimensional 
grey scale image (derived from single band) and a corresponding one-dimensional 
classified image as input and output parts of the learning pattern. Two sets of learning 
patterns were generated. The first set of the learning patterns was used to evaluate the 
potentiality of GRNN for predicting the environmental changes in the study area. The 
second set was used to predict the chemical impacts on Khartoum North Industrial Area. 
 
4.4.3.1 Generation of Environmental Change Detection Patterns 
To generate the input part of the training patterns for environmental change prediction a 
sub-image (1000 columns and 5000 rows) was derived from band-4 (year 1996) of the 
Landsat imaging system. The sub-image operation copies a rectangular part of a raster 
image into a new one. The row and column numbers or XY-coordinates of the input 
image should be specified to indicate the part of the input image that should be copied 
into the new raster image. The sub-image zone was selected to cover most of the land-
cover features in Khartoum scene. This was very important to obtain representative 
patterns upon which the learning process will be built.  
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To generate the output part of the learning patterns a digital image classification process 
was carried out to the whole Khartoum scene. Later on a sub-image of the classified 
image, equivalent to the one used to define the input part of the learning patterns, was 
generated. Before starting the classification process the image of year 2000 was visually 
interpreted. This was done to obtain better visual impression of the reality on the ground 
(study area). Another useful usage of the visual interpretation is that, it serves as 
background images during subsequent image classification processing.  
 
A histogram slicing technique was applied to classify image 2000. A histogram slicing 
performs an image classification according to the upper limits of the brightness domain 
that defines individual object in the image. The slicing process was carried out in three 
stages. In stage one image 2000 was interpreted to define the classes that represent the 
basic environmental indicators in the study area. The upper limit of the brightness value 
of each class was also defined. In the next stage a value domain of all classes with their 
corresponding upper limit values were generated (Table 4.3). The domain provides the 
link between the map and it is corresponding attribute values. It defines the classes or 
identifiers that can be stored in a map or in a lookup table. Finally a sliced image, based 
on the value domain and image 2000, was produced. As a result of the previous process 
a total of 5000 training patterns have been generated.  
                    Table 4.3: Class domain specifications 
Class Class code Upper value 
Water 1 5 
Rocks 2 26 
Cultivated 3 40 
Grare Land 5 65 
Urban 4 120 
Vegetation 6 130 
Sandy Land 7 175 
Barren 8 200 
Sand  9 255 
 
For the purpose of testing and assessing the performance of the trained shell, the study 
area was divided into five zones each of which composed of 1000 columns and 1000 
rows. In other words, each zone defines a set of 1000 patterns. The real reason for 
presenting the test patterns as individual sets of 1000 patterns is that the shell will take a 
long time to process large number of patterns. Another two zones of the same size were 
selected out side of the training patterns’ area. The new zones were selected to test the 
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performance of the shell when new patterns out of the training area are presented to the 
shell.  
 
The test patterns derived from the training area were used to test the efficiency of the 
training session. This is true except for patterns generated from band-3 (1996). Since 
band-3 defines a different spectrum region (visible) than that defined by band-4 
(infrared), this set of patterns was considered to be new data (not included in the 
training session). The test patterns derived from the new zones were generated from 
band-3 and band-4. Further test patterns have been generated from band-4 (year 2000) 
to test the performance of the shell for future forecasting of the environmental changes 
in the training area.  However, the real power of the neural network is its ability to 
process new patterns. Therefore, 6000 new test patterns were used. 2000 out of these 
patterns were out side the training area.  
 
The whole set of the grey scale and the classified sub-images defining the learning 
patterns were converted into ASSCI format and imported into NeroShell2 environment 
to define the input and output part of the training and testing patterns. The final sets of 
patterns were produced by attaching the input and output parts side by side.   
  
4.4.3.2 Generation of Chemical Impacts Learning Patterns 
Spectral band-2 acquired in year 1996 and 2000 were used to produce the input parts of 
the training and the test patterns, respectively, for the chemical impacts detection 
session. The boundary limits of the Khartoum North Industrial Area (derived from the 
vector map) were used to extract the image coverage of the industrial area. 127 patterns 
with 102 input variables were produced for each set of patterns. 
 
For the purpose of producing the output parts of the learning patterns an unsupervised 
classification operation was applied to band-2 and band-4 of the spectral bands of the 
years 1996 and 2000. The classification process was carried out to obtain the land cover 
of the industrial area from visible and infrared perspective view. In fact the process was 
done to extract the zones classified with different patterns. Thus the chemical impacts 
taken place in the specified year can be highlighted. To pick out the areas subjected to 
chemical impacts in the industrial area a further GIS processing was carried out. The 
unsupervised classified images (derived from band-4 year 1996 and 2000) were 
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delineated as vector thematic maps. Each set of these maps were subjected to overlay 
and query process to produce a new vector map showing areas that has been classified 
as different  patterns from those obtained from the visible spectral region. The last 
generated maps were exported as graphic data to produce corresponding raster images. 
The raster images were used to generate the output parts of the training and test patterns 
(127 patterns with 102 variables). 
 
Training and test patterns were generated by attaching the input and output parts 
together side by side within NeuroShell2 environment. As a result training and test 
patterns files (127 patterns with 204 variables) were produced. 
 
4.4.4 Building the GRNN Shell 
A General Regression Neural Network has been built to predict land-cover features 
(water bodies, cultivated areas, vegetation, urban area, barren land and sand) among the 
study area. The shell was built with a three-layer GRRN paradigm based on the iterative 
calibration methods (recommended by Elsinnari, 2004). For the purpose of testing and 
evaluating the general behavior of the GRNN model for predicting environmental 
changes 5000 training patterns and 6000 production patterns have been generated from 
band-3 and band-4 of Landsat-5 (TM, year 1996), and Landsat-7 (ETM+, year 2000) 
imaging systems. Further 127 training patterns and 127 production patterns have been 
generated from band-2 and band-4 of both imaging systems. These patterns were 
generated to train, test, evaluate and assess the potentiality of using the GRNN for 
predicting and forecasting the chemical impacts on Khartoum North Industrial Area. 
 
To build a GRNN problem, the input and output variables should be well defined.                       
Input variables are the variables used to make the prediction or classification, while the 
output variables are the results the network is trying to learn for prediction. Since 
artificial neural networks require variables to be scaled into the range 0 to 1 or -1 to 1, 
the network needs to know the variable's real value range. Therefore, the minimum and 
maximum value for each variable should either be specified or computed. 
 
For the first training session, 1000 variables (corresponding to the number of pixel per 
line in the one-dimensional grey scale image) have been defined as input variables. The 
same number of variables (corresponding to the one-dimensional classified image) has 
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been assigned as the number of the output variables. Training patterns were used to 
create the problem patterns’ file by combining the training and teaching patterns. 102 
input and output variables have been defined for the second training session. To 
complete the definition of the input and output data, a minimum value of 0 and a 
maximum value of 255 (the possible pixel values of a satellite image) was specified for 
the input variables for the two training sessions. Corresponding values from 1 to 9 (class 
code) and from 1 to 10 were specified for the output variables for the two sessions, 
respectively. These values have been extracted from the dynamic range of both training 
and teaching data.  
 
A random selection of about 10% of the learning patterns was carried out to extract the 
test patterns. A test pattern is a data pattern consisting of input variables and correct 
output variables used to test the network training session. The test patterns were used to 
verify how well the network is working during the training process. In other words, test 
patterns were used to calibrate the net and to decide which smoothing factor is best for a 
specific problem. The success of GRNN networks is dependent upon the smoothing 
factor.  
 
A GRNN with three layers had been designed. The number of neurons in the input and 
output layers was set to be equal to the number of input and output variables. Because 
for GRNN networks, the hidden layer consists of one neuron for each pattern in the 
training set, 5000 neurons have been assigned to the hidden layer in the first training 
session and 127 neurons for the second session. Finally, a value of 0.3 (default value 
extracted from the test session) was set as an initial smoothing factor value.  
 
In the next step the GRNN iterative learning paradigm was applied to the training 
patterns generated from space image data. The net was designed to automatically stop 
learning if 20 generation processed with no improvement of 1%. Approximately 39 
minutes (00:38:58) passed before the auto termination of the learning process. The best 
smoothing factor achieved during the first training session was found to be 0.744141 
with a minimum mean squared error of ± 0.026936.  The corresponding values for the 
second session were found to be 0.537891 and ± 0.029106, respectively. 
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The trained shell was applied to the production patterns to verify the performance of the 
trained shell. Different sets of production patterns have been generated from different 
zones in the study area, including Khartoum North Industrial Area. In fact this was done 
to test the behavior of the shell if new patterns of different ground topography or of 
different temporal resolution are presented to the shell. The output results were 
compared with the corresponding classified data processed by traditional digital image 
processing techniques. Visual interpretation, pixel information and GIS statistical 
analysis have been carried out to assess the potentiality of the trained shell for image 
recognition to predict and forecast future environmental changes in the study area.  
 
4.4.5 Trained-Shell Performance Analysis and Assessment 
The next step was to analyze the results obtained from the trained shell computation to 
assess the successfulness of the whole process. The analysis process was carried out 
based on two different approaches. These are the digital image processing and the 
geographic information techniques (Fig. 4.8). GIS was used as a tool for analyzing the 
general behavior of the trained shell when trying to predict environmental changes in 
the study area. Based on GIS spatial analysis functions the classified and predicted 
images were overlaid and analyzed in a vector mode. The vector mode is a more 
intelligent mathematical model format that enables more accurate analysis operations. 
Digital image processing approach, on the other hand, was used to analyze the output 
results of the shell when new patterns are presented to the shell for the purpose of 
forecasting chemical impacts on the industrial area.  
 
Initially, the shell output results were reconverted to binary format to generate 
equivalent images of the production patterns. This was done by exporting and importing 
the shell output results within the environment of the digital image processing software 
package (ILWIS 3.0). 
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Fig. 4.8 Analysis and assessment process 
 
4.4.5.1 Analysis and Assessment of Change Detection Learning Session 
The original as well as the predicted raster images were vectorized. The vectorization 
process attempts to create polygons for neighboring pixels which have the same class 
name or identifier (ID) or exactly the same value. In an input map which uses a class or 
ID domain, the areas with a certain class name or ID are clearly distinct, thus, it is rather 
simple to find the areas. However, in a value map or an image, there are usually no 
distinct areas with exactly the same value; the values of neighboring pixels may be 
similar but are usually not exactly the same. As the operation attempts to find areas 
where neighboring pixels have exactly the same value, the resulting output map will 
usually contain very many areas; these areas may consist of individual pixels or of small 
groups of a few pixels.  
 
ArcGIS-9 as a professional GIS software package was used to construct the GIS 
environment topology for all vectorized maps. The object-oriented databases of these 
maps have been generated based on the classification domain already used in image 
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classification phase. Thus a feature class for each map has been generated. The feature 
class is a collection of geographic feature with the same geometry type (such as point, 
line or polygon), the same attributes and the same spatial references. Feature classes 
allow homogeneous feature to be grouped into a single unit for data storage purposes. 
By generating feature classes overlay and analysis operations can be carried out based 
on the spatial data or\and attributes (databases). 
 
The GIS identity operation was used to overlay corresponding maps with each other to 
produce a new map showing both the spatial and non-spatial data of the overlaid maps. 
The identity operation computes a geometric intersection of the input (original map) and 
identity (predicted map) features. The input feature or portion of the input features 
which overlap identity features will get attributes from the identity feature. A query 
process was applied to the final produced map to pick out the varied and correlated 
objects in terms of the basic classification domain. Thus, the performance of the GRNN 
shell for future environmental change detection and recognition can be evaluated. 
 
4.4.5.2 Analysis and Assessment of Chemical Impacts Learning Session 
In this session of the test the GRNN computation for forecasting chemical impacts on 
Khartoum North Industrial Area was analyzed to assess the performance of the shell 
when new patterns are presented to the shell.  
 
The predicted images as well as the corresponding original processed images were 
visually interpreted. The interpretation process was carried out by examining and 
reviewing the image contents of each corresponding set of images. The existing and 
appearance of classes subjected to chemical impacts and the reverse ones were tested 
and verified. As a further analysis process, all sets of images were subjected to 
additional digital image processing operations. This includes statistical histogram 
computation and image crossing. Histogram computation enables statistical analysis to 
be carried out where these computations resulted in a tabular format as well as image 
format showing the basic statistical parameters such as the mean, the standard deviation 
and the predominant value.  On the other hand the cross operation performs an overlay 
of two raster maps. Pixels on the same positions in both maps are compared; the 
occurring combinations of class names, identifiers or values of pixels in the first input 
map and those of pixels in the second input map are stored. These combinations give an 
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output cross map and a cross table. The cross table includes the combinations of input 
values, classes or identifiers, the number of pixels and the area for each combination. 
Based on the cross-process results further statistical analysis was carried out to 
comment about the amount of change for each class in the original images and the 
corresponding predicted ones. The rate of change in term of pixels was expressed as a 
percentage of the total number of pixels. Hence, the process enables the assessment of 
the potentiality of using GRNN for predicting and forecasting chemical impacts on 
Khartoum North Industrial Area.  
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CHAPTER FIVE 
 
        Results, Analysis and Discusion  
 
5.1 General 
A wide range of procedures has been carried out to evaluate the potentiality of using 
Artificial Neural Networks for predicting chemical impacts on Khartoum North 
Industrial Area based on remote sensing and geographic information system techniques. 
As initial learning processing to test the ability of the GRNN for image recognition, the 
model was trained to predict the environmental changes in Khartoum area. The 
procedures include, learning pattern generation, GRNN model building and training, 
testing the general performance of the shell and statistical analysis. 
   
5.2 Learning Patterns Generation 
Two sets of learning patterns have been generated for the purpose of testing the general 
behavior of the GRNN model for image recognition and evaluating the potentiality of 
the model to predict chemical impacts on Khartoum North Industrial Area. Two 
separate learning sessions have been carried out to achieve these objectives. A total of 
5000 training patterns and 9000 testing patterns have been generated for the first 
learning session. 127 training patterns and 127 testing patterns have been generated for 
the second session. 
 
5.2.1 Generation of Learning Patterns for Environmental Change Detection 
Figure 5.1 shows two raster images used to derive the training patterns. Both images 
cover the same area (4061.25 km2 which is equivalent 5000000 pixels). The area covers 
most of Greater Khartoum and extends to cover the northern region of Khartoum state. 
Figure 5.1a shows a gray scale image derived from band-4 of the Landsat system 
(1996). Figure 5.1b shows a classified image of the same band acquired in year 2000. 
The digital number dynamic range of the gray scale image ranges from 0 to 255 (image 
domain). The corresponding range of the classified image is 1 to 9 (class domain).  Each 
of these images is composed of 1000 columns and 5000 rows. In other words each of 
them is composed of 5000 one-dimensional images (with 1000 columns). The gray 
scale image was used to derive the input part of the training patterns file, while the 
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output part was derived from the classified image. Therefore, the total number of the 
training patterns is 5000. Each training pattern consists of 1000 input variables and 1000 
output variables. 
  
The histograms of these images are shown in Figure 5.2. Table 5.1 and Table 5.2 give 
the attributes of these histograms. Histogram statistical data shows that urban class is 
the predominant class (1272360 pixels equivalent to 1030.219 km2). Rocks and 
cultivated area were found to be the least dominant classes with 52083 and 71770 pixels 
respectively.    
 
 
 
                                         a) Band-4 (1996)      b) Classified image (Band-4, 2000) 
Fig. 5.1 Training patterns for environmental change detection learning session 
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a) Histogram of band-4 (1996)                           b) Histogram of classified image (Band-4, 
2000)  
Fig. 5.2 Histograms of the images used to derive the training patterns 
 
                             Table 5.1: Statistical results of the gray scale image 
Item Specifications 
Total Area (km2) 4061.25 
Total No. of Pixels 5000000 
Mean 143.03 
Standard Deviation 66.9 
Median 159 
Predominant Value 0 
Predominant Frequency 141664 
 
                             Table 5.2: Statistical results of the classified image 
Class Number of Pixels Area (km2) 
Water           181625 147.060 
Rocks           52083 42.171 
Cultivated     71770 58.112 
Grare Land     211143 170.961 
Urban           1272360 1030.219 
Vegetation    195488 158.285 
Sandy Land    1022926 828.254 
Barren          726022 587.854 
Sand            1250834 1025.541 
Undefined 15749 12.792 
Sum 5000000 4061.25 
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Figure 5.3 to Figure 5.6 show the images used to derive the test patterns. As in the 
training patterns each test pattern composed of one-dimensional gray scale image (input 
part) and one-dimensional classified image of the same area (output part). For the 
purpose of verifying to what extend the training patterns represent the problem of the 
study, 3000 test patterns have been derived from the same band used to derive the 
training patterns.  These patterns have been extracted from three different zones inside 
the training area (Fig. 5.3). Since the real power of a neural network model is its ability 
to process successfully new patterns not included in the training session, Further 2000 
test patterns have been derived from band-3 (year 1996). The derived patterns cover two 
different zones in the training area (Fig. 5.4). To verify the main objective of the study 
which concerns the prediction of future environmental changes in the study area 
(training area) additional 2000 test patterns (band-4, year 2000) were generated (Fig. 
5.5). Since the shell was trained with patterns defining the environmental changes taken 
place in year 2000 based on input variables generated from image data of year 1996, the 
new set of test patterns were expected to enable prediction the changes taken place after 
year 2000 by almost four years. Figure 5.6 shows another 2000 test patterns derived 
from out side of the area based on Band-3  and Band-4 (year 1996). Although the later 
patterns describe an area of different topography than that used to train the shell, the 
patterns were presented to the shell to test its performance and the domain of the 
knowledge gained. In fact what is expected is the ability of the trained shell to process 
fuzzy patterns that in general are homogeneous with those used in the training session. 
Nevertheless, testing the shell with such different patterns enables the assessment of the 
general performance of the shell. 
  
 
Fig. 5.3 Test patterns derived from band-4 (1996) within the training area 
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Fig. 5.4 New test patterns derived from band-3 (1996) within the training area 
 
 
Fig. 5.5 New test patterns derived from band-4 (2000) within the training area 
 
 
a) Band-3 (1996)                                               b) Band-4 (1996) 
Fig. 5.6 New test patterns out side of the training area 
      
5.2.2 Generation of Learning Patterns for Chemical Impacts Detection 
Figure 5.7 shows two sets of bands 2 and 4 of the Landsat system acquired in year 1996 
and 2000.  Figure 5.8 shows classified images derived from the two sets of bands 2 and 
4 describing 10 classes obtained by the unsupervised classification method (clustering). 
Figure 5.9 shows the histograms of the classified images covering Khartoum North 
Industrial Area. Table 5.3 lists histogram analysis results for all classified images. 
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a) Band-2 (1996)                                                 b) Band-4 (1996) 
 
 
 
c) Band-2 (2000)                                                 d) Band-4 (2000) 
Fig. 5.7 Landsat-sub images covering Khartoum North Industrial Area 
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a) Band-2 (1996)                                         b) Band-4 (1996) 
 
 
 
 
c) Band-2 (2000)                                         d) Band-4 (2000) 
Fig. 5.8 Classified images of Khartoum North Industrial area 
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      a) Band-2 (1996)                                       b) Band-4 (1996) 
 
 
      c) Band-2 (2000)                                      d) Band-4 (2000) 
Fig. 5.9 Histograms of the classified images of Khartoum North Industrial area 
 
Table 5.3: Histogram analysis results for the classified images 
Year 1996 Year 2000 
No. of Pixels Difference in Pixels No. of Pixels Difference in Pixels 
Classified 
Item 
Band-2 Band-4 Number % of Total Band-2 Band-4 Number % of Total 
Cluster 1 17 9 8 0.06 23 30 -7 -0.06 
Cluster 2 912 285 627 4.97 3342 1869 1473 11.67 
Cluster 3 112 28 84 0.67 151 47 104 0.82 
Cluster 4 6367 8856 -2489 -19.71 1677 4526 -2849 -22.57 
Cluster 5 168 18 150 1.19 260 35 225 1.78 
Cluster 6 155 41 114 0.90 534 144 390 3.09 
Cluster 7 3908 3222 686 5.43 857 5787 -4930 -39.05 
Cluster 8 529 46 483 3.83 5018 58 4960 39.29 
Cluster 9 299 106 193 1.53 353 37 316 2.50 
Cluster 10 158 14 144 1.14 410 92 318 2.52 
Predominant 
Class 
Cluster 
4    
Cluster 
4    
Cluster 
8    
Cluster 
7    
Predominant 
Frequency 6367 8856   
5018 5787 
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Referring to Figure 5.7 visual interpretation shows remarkable differences in spectral 
patterns between band-2 (visible) and band-4 (infrared) for the years 1996 and 2000. Of 
course this was expected regarding the spectral resolutions of these bands. In fact the 
idea of extracting areas subjected to chemical impacts in the industrial area was built 
based upon the physical and chemical characteristics of the visible and the infrared 
spectrum regions. Difference in Pixels’ digital number between band-2 and band-4 are 
due to the interaction between ground objects and signals derived from these regions. 
However, these differences are direct results of the ground objects chemical 
characteristics.  
 
Figure 5.8 and Table 5.3 reflect the same image, where most of the ten classes (clusters) 
have been classified differently specially in year 2000 images. Although the difference 
in patterns of band-2 and band-4 have been detected still it is very difficult to sharply 
comment about the chemical impacts.  Further processing is needed to extract and 
specify theses impacts.   
 
To extract the chemical impacts on the industrial area the classified images have been 
subjected to further processing based on GIS spatial analysis. All classified images have 
been vectorized to generate corresponding vector layers that can be handled and manage 
within a GIS environment (Fig. 5.10). Based on spatial and attributes of these layers 
topology was constructed to complete the real world modeling of the industrial area. 
Each set of layers (year 1996 and 2000) have been identically overlaid to produce new 
layers with new topology and integrated attributes (attributes of band-2 and band-4 for 
each year), (Fig. 5.11). Each of the new layers has been subjected to a selection query 
process to extract the areas with different class-code in the infrared band (band-4) than 
those of the visible band (band-2), (Fig. 5.12). The vector map of Khartoum North 
Industrial Area (Fig. 4.4) was used to extract areas with different class-code within the 
feature objects of the vector map for years 1996 and 2000 (Fig. 5.13). The last derived 
layers have been reconverted to raster images to produce the output parts of the patterns 
that will be used to learn and teach a GRNN model to predict chemical impacts on 
Khartoum North Industrial Area. As a final step of this phase of the test, original images 
of band-2 and the raster images defining the chemical impacts for year 1996 and 2000 
were used to generate the training patterns (Fig. 5.14) and the test patterns (Fig. 5.15), 
respectively, of the chemical impacts learning session. 
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a) Derived from band-2 (1996)                           b) Derived from band-4 (1996) 
 
 
c) Derived from band-2 (2000)                          d) Derived from band-4 (2000) 
Fig. 5.10 Vector layers of Khartoum North Industrial Area 
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a) Derived from bands 2 and 4 (1996)                b) Derived from bands 2 and 4 (2000) 
Fig. 5.11 Overlaid layers of Khartoum North Industrial Area 
 
 
a) Derived from overlaid bands (1996)              b) Derived from overlaid bands (2000) 
Fig. 5.12 Differently classified items in Khartoum North Industrial Area 
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a) Derived from overlaid bands (1996)              b) Derived from overlaid bands (2000) 
Fig. 5.13 Area subjected to chemical impacts in Khartoum North Industrial Area 
 
 
a) Input                                                             b) Actual output 
Fig. 5.14 Training patterns for chemical impacts detection learning 
  session derived from spectral bands of year 1996 
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a) Input                                                             b) Actual output 
Fig. 5.15 Test patterns for chemical impacts detection learning 
         session derived from spectral bands of year 2000 
 
Figure 5.16 shows histograms of raster images used to generate the input and output 
parts of the training and test patterns. Figures 5.16a and 5.16c show the histograms of 
raster images derived from original spectral band-2 of year 1996 and 2000. The 
dynamic range of these images is 0-255 (image domain) defining a total of 12954 
pixels. Figures 5.16b and 5.16d show the histograms of raster images describing the 
chemical impacts in Khartoum North Industrial Area for year 1996 and 2000. Since the 
later images are classified ones, their dynamic range defines two classes (class domain). 
Theses are chemical impacts (4737 and 5100 pixels) and free zones (8217 and 7654 
pixels). The histograms and the number of pixels reflect the fact that each of the later 
images describes different patterns. This is very important fact, where training and test 
patterns should be different but in the same harmony regarding patterns’ variables 
distribution. 
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       a) Training input patterns                                         b) Training actual output 
patterns 
 
 
 
       c) Test input patterns                                                     d) Test actual output patterns 
Fig. 5.16 Histograms of raster images used to derive training and 
                                   test patterns for chemical impacts learning session 
 
5.3 Building the GRNN Shell 
In this phase of the test a GRNN model was built, designed and trained to predict the 
chemical impacts in Khartoum North Industrial Area. As an initial evaluation phase the 
model was built and trained to predict environmental change detection. This evaluation 
phase was very important for the researcher to gain knowledge about the general 
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behavior of the artificial neural networks and particularly the general regression neural 
network model. 
 
5.3.1 Building a GRNN Model for Image Recognition 
For the purpose of testing the general behavior of the GRNN for image recognition to 
predict environmental change detection a general regression neural network model was 
designed with three layers. These are an input, a hidden and an output layer. The input 
and output layers were designed to hold 1000 neurons while 5000 ones were assigned 
for the hidden layer. The number of the hidden neurons for the GRNN model is equal to 
the number of the training patterns. Therefore, the number of neurons in the input and 
output layers were designed to be equal to the input and output variables. 
 
The shell was trained with 5000 patterns. 500 of these patterns have been extracted as 
test patterns for the training sessions. For the purpose of testing the performance of the 
shell 9000 patterns were used. The training session took approximately 39 minutes 
(38:58). An error of 0.026936 was achieved with 0.744141 smoothing factor value. The 
training error is the standard deviation of the residual values between the actual outputs 
in the training pattern and the network's predictions for each of the network's outputs. 
 
5.3.2 Building a GRNN Model for Chemical Impacts Detection 
As a further evaluation phase a GRNN model was built and trained to predict chemical 
impacts on Khartoum North Industrial Area based on the knowledge gained from 
studying the behavior of the GRNN for image recognition in previous learning session. 
Again the model was built with three layers and the same training stop criteria. While 
the number of training patterns was 127, the number of input as well as the output 
variables was 102. These figures were derived from the raster image (102 columns and 
127 rows) of year 1996 covering the Khartoum North Industrial Area. For less than one 
second training time an error of 0.029106 was achieved with 0.537891 smoothing 
factor. The trained shell was tested with 127 new patterns derived from the 
corresponding image of year 2000. 
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5.4 Analysis and Assessment of the GRNN Trained Shell 
The results obtained from the trained shell in the first learning session have been 
analyzed to evaluate the potentiality of using the GRNN for image recognition and 
predicting the environmental changes taken place in the study area. The analysis process 
was carried out based on the digital image processing and GIS techniques.  
 
Further analysis process based on digital image processing techniques was carried out to 
assess the ability of the GRNN to predict chemical impacts on Khartoum North 
Industrial Area.   
 
5.4.1 Analysis and Assessment of Environmental Change Prediction 
Figure 5.17 and Figure 5.18 show the predicted images (produced by the shell) and the 
corresponding original images (classified images produced by DIP techniques) for three 
sets of test patterns derived from band-4 (year 1996) within the study area. The 
histograms of these images are shown in Figure 5.19. 
 
 
a) Set (1)                                    b) Set (2)                                   c) Set (3) 
Fig. 5.17 Predicted image produced by the GRNN shell (first learning session) 
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a) Set (1)                                    b) Set (2)                                   c) Set (3) 
Fig. 5.18 Corresponding original images derived by DIP techniques 
 
 
 
          a) Predicted image (set 1)                       b) Original image (set 1) 
 
 
 
 
          c) Predicted image (set 2)                       d) Original image (set 2) 
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          e) Predicted image (set 3)                       f) Original image (set 3) 
 
Fig. 5.19 Histogram of the test patterns included in  
            the training session (band-4, year 1996) 
 
Referring to Figure 5.17 and Figure 5.18 visual interpretation of each set of patterns 
shows that most of the classes have correctly been predicted except rocks. It is very 
clear that the water bodies, vegetation, cultivated area, barren land, sand and sandy land 
have been predicted with a high degree of sufficiency. The grare land class has been 
predicted with less degree of sufficiency. The same comments can be stated from the 
first look to the histograms of the predicted images and the original ones.  
 
Table 5.4 to table 5.6 gives the results of the statistical analysis based on the tabular data 
of the histograms of the original and predicted images for the three set of patterns 
respectively. In all sets of patterns the number of pixels of the predicted image was 
found to be equal to the corresponding value of the original image (1000000). This 
indicates that the basic geometrical characteristics for both images are the same. In other 
words the shell processing does not affect the geometry of the predicted image. 
Moreover, the percentage of the difference in pixels for each item in the original image 
and the predicted one were found to be relatively small ratio compared to the total 
number of pixels of the original image. Thus the shell computation results seem to be 
reasonable. 
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Table 5.4: Histogram analysis of the predicted image based on input patterns (set 1)  
No. of Pixels Item 
Predicted Image Original Image 
Absolute 
Difference 
% Out of  the Total 
No. of Pixels 
Water           3378 4482 1104 0.11 
Rocks           82764 3514 79250 7.93 
Cultivated      2287 6530 4243 0.42 
Grare Land      79548 16677 62871 6.29 
Urban           118046 26097 91949 9.19 
Vegetation      4312 5627 1315 0.13 
Sandy Land      143137 116306 26831 2.68 
Barren           64148 210086 145938 14.59 
Sand            502380 610681 108301 10.83 
Total 1000000 1000000  
 
 
Table 5.5: Histogram analysis of the predicted image based on input patterns (set 2) 
No. of Pixels Item 
Predicted Image Original Image 
Absolute 
Difference 
% Out of  the Total 
No. of Pixels 
Water           22033 24386 2353 0.24 
Rocks           66927 8820 58107 5.81 
Cultivated      6123 11588 5465 0.55 
Grare Land      61306 30786 30520 3.05 
Urban           165797 110533 55264 5.53 
Vegetation      18163 33349 15186 1.52 
Sandy Land      344654 386003 41349 4.13 
Barren           165274 214864 49590 4.96 
Sand            149723 179671 29948 2.99 
Total 1000000 1000000  
 
 
Table 5.6: Histogram analysis of the predicted image based on input patterns (set 3)  
No. of Pixels Item 
Predicted Image Original Image 
Absolute 
Difference 
% Out of  the Total 
No. of Pixels 
Water           69029 71732 2703 0.27 
Rocks           45440 20787 24653 2.47 
Cultivated      12793 24092 11299 1.13 
Grare Land      82106 68888 13218 1.32 
Urban           609748 602269 7479 0.75 
Vegetation      45192 74090 28898 2.89 
Sandy Land      82643 120020 37377 3.74 
Barren           50199 12989 37210 3.72 
Sand            2850 5133 2283 0.23 
Total 1000000 1000000  
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The shell output results were subjected to further analysis based on GIS techniques to 
assess the potentiality of the trained shell for image recognition and environmental 
change detection. Figure 5.20 and Figure 2.21 show vector maps derived from the 
original and the predicted raster images. Samples of the spatial and non-spatial 
attributes of these maps are shown in Table 5.7 to Table 5.12 respectively. 
 
a) Set (1)                                   b) Set (2)                                  c) Set (3) 
Fig. 5.20 Vector maps of the raster images (produced by DIP) 
 
 
a) Set (1)                                   b) Set (2)                                  c) Set (3) 
Fig. 5.21 Vector maps of the raster images predicted by the shell computations 
  
      Table 5.7: Vector map attributes (derived from original image – set1) 
Object Area (Km2) Perimeter System ID User ID Class Code Class 
1 469.222 2986.872 2 1 8 Sand 
2 0.002352 0.224 3 2 3 Urban 
3 0.000784 0.112 4 3 3 Urban 
4 0.004704 0.392 5 4 3 Urban 
5 0.001568 0.168 6 5 7 Barren 
. . . . . . . . . . . . . . . . . . .  
25621 0.000784 0.112 25622 25621 1 Rocks 
25622 0.000784 0.112 25623 25622 5 Vegetation 
25623 0.000784 0.112 25624 25623 7 Barren 
25624 0.000784 0.112 25625 25624 7 Barren 
25625 0.000784 0.112 25626 25625 1 Rocks 
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      Table 5.8: Vector map attributes (derived from predicted image – set1) 
Object Area (Km2) Perimeter System ID User ID Class Code Class 
1 386.041 2246.440 2 1 9 Sand 
2 0.002352 0.224 3 2 6 Vegetation 
3 0.000784 0.112 4 3 6 Vegetation 
4 0.002352 0.224 5 4 6 Vegetation 
5 0.000784 0.112 6 5 5 Grare Land 
. . . . . . . . . . . . . . . . . . .  
65260 0.000784 0.112 64820 64819 8 Barren 
65261 0.001568 0.168 64821 64820 8 Barren 
65262 0.000784 0.112 64822 64821 5 Grare Land 
65263 0.000784 0.112 64823 64822 8 Barren 
65264 0.000784 0.112 64824 64823 6 Vegetation 
  
 
 
       Table 5.9: Vector map attributes (derived from original image – set2) 
Object Area (Km2) Perimeter System ID User ID Class Code Class 
1 0.283024 8.904 2 1 3 Urban 
2 118.76032 858.592 3 2 8 Sand 
3 0.00392 0.28 4 3 3 Urban 
4 0.006272 0.448 5 4 3 Urban 
5 0.000784 0.112 6 5 3 Urban 
. . . . . . . . . . . . . . . . . . .  
40262 0.000784 0.112 40263 40262 2 Cultivated 
40263 0.001568 0.168 40264 40263 2 Cultivated 
40264 0.000784 0.112 40265 40264 2 Cultivated 
40265 0.000784 0.112 40266 40265 2 Cultivated 
40266 0.001568 0.168 40267 40266 3 Urban 
 
        Table 5.10: Vector map attributes (derived from predicted image – set2) 
Object Area (Km2) Perimeter System ID User ID Class Code Class 
1 0.006272 0.392 2 1 5 Grare Land 
2 0.008624 0.616 3 2 8 Barren 
3 0.000784 0.112 4 3 9 Sand 
4 100.6899 689.248 5 4 9 Sand 
5 0.00392 0.28 6 5 6 Vegetation 
. . . . . . . . . . . . . . . . . . .  
65090 0.000784 0.112 65091 65090 6 Vegetation 
65091 0.014112 0.784 65092 65091 4 Urban 
65092 0.003136 0.28 65093 65092 6 Vegetation 
65093 0.002352 0.224 65094 65093 5 Grare Land 
65094 0.000784 0.112 65095 65094 4 Urban 
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    Table 5.11: Vector map attributes (derived from original image – set3) 
Object Area (Km2) Perimeter System ID User ID Class Code Class 
1 0.021168 1.12 2 1 3 Urban 
2 0.013328 0.616 3 2 8 Sand 
3 0.002352 0.224 4 3 3 Urban 
4 0.016464 0.728 5 4 7 Barren 
5 7.657328 78.064 6 5 4 Grare Land 
. . . . . . . . . . . . . . . . . . .  
44716 0.002352 0.224 44717 44716 2 Cultivated 
44717 0.000784 0.112 44718 44717 4 Grare Land 
44718 0.00392 0.336 44719 44718 7 Barren 
44719 0.000784 0.112 44720 44719 7 Barren 
44720 0.000784 0.112 44721 44720 2 Cultivated 
 
 
        Table 5.12: Vector map attributes (derived from predicted image – set3) 
Object Area (Km2) Perimeter System ID User ID Class Code Class 
1 0.008624 0.448 2 1 4 Urban 
2 0.000784 0.112 3 2 5 Grare Land 
3 0.001568 0.168 4 3 8 Barren 
4 0.004704 0.28 5 4 9 Sand 
5 0.001568 0.168 6 5 8 Barren 
. . . . . . . . . . . . . . . . . . .  
65342 0.00784 0.448 65343 65342 8 Barren 
65343 0.001568 0.168 65344 65343 8 Barren 
65344 0.002352 0.224 65345 65344 5 Grare Land 
65345 0.000784 0.112 65346 65345 7 Sandy Land 
65346 0.000784 0.112 65347 65346 5 Grare Land 
 
Figure 5.22 shows vector maps produced by identically overlaying the vector maps of 
the original and predicted images of the three sets respectively. The new maps show 
both the spatial and non-spatial data of the overlaid maps. Figure 5.23 shows the varied 
and non-correlated objects in terms of the basic classification domain for each set of the 
overlaid maps. This was achieved by subjecting the overlaid maps to a query process to 
extract items with different class code in the original and predicted images. In other 
words, the process will highlight the wrongly predicted items. Based on the database of 
the final generated vector maps, further statistical analysis was carried out to comment 
about the wrongly predicted items in term of area (Table 5.13 to Table 5.16). 
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a) Set 1                                     b) Set 2                                     c) Set 3 
Fig. 5.22 Identically overlaid vector maps derived from original and predicted images 
 
 
 
Fig. 5.23 Varied and non-correlated items in terms of the basic classification domain 
 
 
  Table 5.13: Statistical analysis (set 1) 
Area (Km2)  
Class Item 
Produced by DIP Produced by GRNN Difference % of Difference 
Water 3.527 2.684 0.843 0.001 
Rocks 5.326 1.867 3.460 0.004 
Cultivated 4.564 3.540 1.025 0.001 
Urban 170.035 51.917 118.118 0.146 
Grare Land 21.181 95.545 -74.365 0.092 
Vegetation 13.546 64.425 -50.879 0.063 
Sandy Land 2.872 67.089 -64.217 0.079 
Barren 94.111 116.001 -21.891 0.027 
Sand 494.866 407.016 87.850 0.108 
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 Table 5.14: Statistical analysis (set 2) 
Area (Km2) 
Class Item 
Produced by DIP Produced by GRNN Difference % of Difference 
Water 19.645 17.829 1.817 0.002 
Rocks 9.333 4.930 4.403 0.005 
Cultivated 27.094 14.667 12.427 0.015 
Urban 174.254 134.001 40.253 0.050 
Grare Land 89.644 134.404 -44.760 0.055 
Vegetation 24.941 49.534 -24.593 0.030 
Sandy Land 7.101 54.087 -46.986 0.058 
Barren 312.561 278.683 33.878 0.042 
Sand 145.512 121.154 24.358 0.030 
 
 
 
  Table 5.15: Statistical analysis (set 3) 
Area (Km2) 
Class Item 
Produced by DIP Produced by GRNN Difference % of Difference 
Water 57.960 55.888 2.071 0.003 
Rocks 19.491 10.356 9.135 0.011 
Cultivated 59.987 36.697 23.290 0.029 
Urban 10.533 40.729 -30.196 0.037 
Grare Land 488.165 493.627 -5.462 0.007 
Vegetation 55.676 66.534 -10.858 0.013 
Sandy Land 16.781 36.869 -20.088 0.025 
Barren 97.286 66.862 30.424 0.038 
Sand 4.157 2.299 1.858 0.002 
 
 
 
                          Table 5.16: Summary of the statistical analysis for all sets 
Area (Km2) 
Class Item 
Total Difference % of Total Difference 
Water 4.731 0.002 
Rocks 16.998 0.007 
Cultivated 36.742 0.015 
Urban 128.175 0.053 
Grare Land -124.587 0.051 
Vegetation -86.331 0.036 
Sandy Land -131.292 0.054 
Barren 42.411 0.017 
Sand 114.066 0.047 
Average 0.031 
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Referring to Tables 5.13 to 5.16 the GRNN gives reasonable results where all items 
(classes) have been correctly predicted with small error value in all sets of production 
(test) patterns. The highest percentage of the error in all sets was found to be 0.054% 
(out of the total classified area) while the average was 0.031% (Table 5.16). Moreover, 
the geometry of the predicted patterns is the same as the corresponding actual patterns 
(the patterns that the shell tries to predict). This is a good indication that the shell was 
able to recognize and predict environmental changes based on previous knowledge 
gained by training the shell with patterns derived from space imagery. In general it can 
certainly state that the artificial neural networks can be used for space image 
recognition. As tested in the present study the trend can be extend to cover further usage 
of artificial neural network techniques based on image recognition such as the chemical 
impacts on industrial areas.  
 
5.4.2 Analysis and Assessment of Chemical Impacts Prediction 
Figure 5.24 shows predicted images defining the areas subjected to chemical impacts on 
Khartoum North Industrial Area. For the purpose of compassion and interpretation 
process the actual images were used. Figure 5.25 shows histograms of the predicted 
(produced by the shell) and the actual images (produced by DIP and GIS techniques). 
Table 5.17 gives a summary of the statistical analysis carried out to assess the 
potentiality of the trained shell to predict the chemical impacts on the industrial area. 
The analysis was based on DIP crossing process applied to the predicted and the actual 
images (Fig. 5.26). 
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a) Predicted image (year 1996)                        b) Actual image (year 1996) 
 
 
 
c) Predicted image (year 2000)                        d) Actual image (year 2000) 
 
Fig. 5.24 Predicted and actual images defining chemical 
          impacts on Khartoum North Industrial area 
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                  a) Predicted image (year 1996)                 b) Actual image (year 1996) 
 
 
 
                  c) Predicted image (year 2000)                 d) Actual image (year 2000) 
 
Fig. 5.25 Histograms of predicted and actual images defining  
                chemical impacts on Khartoum North Industrial Area 
 
 
                Table 5.17: Chemical impacts statistical analysis results (year 2000) 
Actual Item Predicted Item No. of Pixels Area (Km
2) % Out of Total 
Chemicals Chemicals 4736 3.713 36.56 
Chemicals Not Chemicals  1 0.001 0.01 
Not Chemicals  Chemicals 1357 1.064 10.48 
Not Chemicals  Not Chemicals  6860 5.378 52.96 
  
Items Correctly Predicted 11596 9.091 89.52 
Items Wrongly Predicted 1358 1.065 10.48 
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Fig. 5.26 Cross-images derived from predicted and actual images of year 1996 and 2000 
 
 
Referring to Fig. 5.24 visual interpretation shows that the predicted and actual images 
are in the same harmony of pattern distribution. Figure 5.25 and Figure 5.26 reflect the 
same fact where the number of pixels subjected to chemical impacts and free ones 
compared to the total number of pixels are almost the same.  
 
The statistical analysis of the output results (Table 5.17) comes with the same 
conclusion. 89.52% (equivalent to 9.091 Km2) of the total area (10.156 Km2) was 
correctly predicted. In other words, only 1.065 Km2 (10.48%) of the total area was 
wrongly predicted. Thus the shell was found to be able to predict the chemical impacts 
on Khartoum North Industrial Area with reasonable error. 
 
It is very important to draw the attention that although chemical impacts were originally 
detected based on DIP and GIS techniques, very sophisticated procedures have been 
applied to achieve this objective. It is not an easily task for those who are not expert 
enough in the field of DIP and GIS to reach the results obtained in this study. In such a 
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trend artificial neural networks, as tested, provides a real solution for end users without 
being involved in such sophisticated processes. This is the main contribution of the 
present study.   
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CHAPTER SIX 
 
        Conclusion and Recommendations 
 
6.1 Conclusion 
     According to test carried out in this study it can be concluded that: 
a) The General Regression Neural Network (GRNN) model, as tested, was found 
to be able to recognize and predict environmental changes based on previous 
knowledge gained by training the shell with patterns derived from space 
imagery.   
b) The model was trained for approximately 39 minutes (00:38:58) with 3000 
training patterns derived from spectral images (band-4) acquired by American 
Landsat Imaging System in year 1996 and 2000. The best smoothing factor 
achieved during the training session was found to be 0.744141 with a minimum 
mean squared error of ± 0.026936.   
c) To verify the general performance of the model the shell was applied to 6000 
new production (test) patterns. The model gives reasonable results where all 
items (classes) have been correctly predicted with accepted error values in all 
sets of production (test) patterns. The highest percentage of the error in all sets 
was found to be 0.054% (out of the total classified area) while the average was 
0.031% (Table 5.16). In all sets of production patterns the number of pixels of 
the predicted image was found to be equal to the corresponding value of the 
original image (1000000). This indicates that the basic geometrical 
characteristics for both images are the same. Thus the shell processing does not 
affect the geometry of the predicted image. Therefore, it can be stated that 
artificial neural networks can be used for space image recognition.  
d) Further tests show that the GRNN model was able to predict and forecast 
chemical impacts on Khartoum North Industrial Area with reasonable error. 
89.52% (equivalent to 9.091 Km2) of the total area (10.156 Km2) was correctly 
predicted. Moreover, visual interpretation shows that the predicted and actual 
images are in the same harmony of pattern distribution, where the number of 
pixels subjected to chemical impacts and free ones compared to the total number 
of pixels are almost the same. 
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e) Although chemical impacts were originally detected based on Digital Image 
Processing (DIP) and Geographic Information System (GIS) techniques, very 
sophisticated procedures have been applied to achieve this objective. Therefore, 
it is not an easy task for those who are not expert enough in the field of DIP and 
GIS to reach the results obtained in this study. In such a trend artificial neural 
networks, as tested, provides a real solution for end users without being involved 
in such sophisticated processes. 
f) Digital image processing was found to be very useful technique in generating 
training and test patterns. The digital classification operation enables creation of 
learning patterns representing real world problems. The technique was very 
helpful in generating chemical impacts patterns in Khartoum North Industrial 
Area. The difference in reflectance characteristics of the visible and infrared 
spectrum regions was the main key for extracting areas subjected to chemical 
impacts. The technique was very useful in analyzing the GRNN trained shell 
output results for environmental change detection based on image recognition. 
g) Geographic Information System was found to be a powerful analyzing tool. GIS 
was used to analyze and to assess the output results obtained from the GRNN 
model computation. The system played a great role in generating learning 
patterns for chemical impacts detection in Khartoum North Industrial Area. The 
system is very rich with analysis tools and functions which may offer the ability 
of using GIS as an analysis tool rather than just an expert information system. 
 
6.2 Recommendations: 
a) The raw data that will be used to recognize and forecast chemical impacts and 
environmental changes should be representative and acquired with high spectral 
and spatial resolutions. High spectral resolution enables the modeling of the real 
word with different perspectives, where different regions of the electromagnetic 
spectrum will be used to sense the reality of the world. Hence, different ground 
objects' interaction can be detected. On the other hand, high spatial resolution 
enables small size ground objects to be acquired and detected. Therefore, a 
combination of image data acquire by Landsat (9 bands) and IKONOS (1m 
spatial resolution) or QuickBird (0.54m spatial resolution) imaging systems is 
highly recommended.   
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b) For the purpose of manipulating and processing raster and huge vector data, as 
the case of this study, powerful computer systems with high specifications 
should be used. 
c) Other Artificial Neural Network models, rather than the GRNN, should be 
tested. This may enhance the final output results and may open new gates for 
image recognition as well as chemical impacts detection. 
d) Chemical factors should be sharply defined. 
e) The knowledge gained and the techniques applied in this study should be 
transferred, conducted and adopted by the research and management authorities.  
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BPN     : Backpropagation Network 
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DIP       : Digital Image Processing 
DN       : Digital Number 
EM       : Electromagnetic   
EMR    : Electromagnetic Radiation 
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ETM+   : Enhanced Thematic Mapper Plus 
FLN      : Functional-Link Network 
 FOV     : Field Of View   
GCPs    : Ground Control Points   
GIS       : Geographic Information System 
GPS      : Global Positioning System 
GRNN  : General Regression Neural Network 
GUI      : Graphic User Interface   
HRV     : High Resolution Visible   
HRVIR : High Resolution Visible Infrared   
ID         : Identifier 
IFOV    : Instantaneous -Field-Of-View   
IGIS      : Integrated Geographic Information Systems   
IRS       : Indian Remote Sensing   
ISS       : International Space Station   
LFC      : Large Format Camera   
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LISS3   : Linear Imaging Self-Scanning Sensor-3  
LMS      : Least Mean Squared 
LTM     : Long Term Memory 
MLP     : Multi-Layer Perceptron 
MRI      : Magnetic Resonance Imagery 
MSS     : Multi-Spectral Scanner   
NASA  : National Aeronautics Space Administration   
OOD    : Object-Oriented Database   
OSA     : Optical Sensor Assembly 
PDP     : Parallel and Distributed Processing 
PE        : Processing Element 
PET      : Positron Emission Tomography   
RBV     : Return Beam Vidicon 
RGB     : Red, Green and Blue 
STM     : Short Term Memory 
TM       : Thematic Mapper 
UTM    : Universal Transfer Mercator 
UV        : Ultra Violet   
WGS84: World Geodetic System 1984 
WiFS    : Wide Field Sensor   
