This paper deals with a module theoretic approach to the dipolynomial matrix parametrization of discrete-time behaviour systems as introducted by Willems 1991]. Canonical minimal lag representations for these behaviours are constructed which are tighter than the corresponding polynomial representations.
Introduction
Matrices of rational functions play an important role in the description of the input/output behaviour of linear systems via transfer functions (matrices). With the introduction of minimal bases of rational vector spaces Forney 1975] gave elegant algebraic solutions for problems in the context of the input/output behaviour of linear systems; for example, problems of realization and invertibility of linear systems. For the algebraic description of the state space approach and the system description via polynomial matrices (introduced by Rosenbrock 1970] ) modules over the polynomial ring are the relevant structures. The foundation for the module theoretic treatment of linear systems has been layed in the pioneering chapter 10 of the book of Kalman et al. 1969] . Within the algebraic theory of linear systems, developed in the last twenty years, very important contributions are due to Fuhrmann (cf. Fuhrmann 1976] , 1977] , 1991]). His approach, originally developed for a better understanding of the concept of strict system equivalence, was extended over the years to a systematic treatment of a variety of problems for state-space-, transfer-functionand polynomial system matrix representations of linear systems. In the last years Willems developed in a series of papers ( 1986a], 1986b] , 1987] , 1988] , 1991]) a general theory of dynamical behaviour systems. In this framework it is shown that every discrete-time, linear, time-invariant complete behaviour system has an autoregressive (AR-) representation, where the representing matrix is dipolynomial (cf. Willems 1991] ). In our paper we consider some aspects of a module theoretic treatment of those sytem representations over the ring of dipolynomials F s; s ?1 ]. In particular, we extend the concept of polynomial minimal bases for modules and rational vector spaces (cf . Forney   1 2 1975], M unzner and Pr atzel- Wolters 1979] , Kailath 1980] ) to the dipolynomial case. We proceed as follows: Section 2 contains some preliminaries concerning the ring of dipolynomials and dipolynomial matrices. In Section 3 we introduce dipolynomial minimal bases for rational vector spaces and dipolynomial modules and compare these bases to the existing polynomial concepts. Furthermore, we characterize the dipolynomial minimal basis transformations and derive canonical dipolynomial minimal bases in echelon form. In Section 4 we apply the results of Section 3 to discrete-time AR-systems. In particular, we identify the dipolynomial minimal module bases as the minimal lag descriptions (cf. Willems 1991] ) of the associated behaviour system. This way the canonical form constructed in Section 3 is shown to be a trim canonical form for the dipolynomial matrix parametrization of AR-equations. It coincides with a (modi ed) canonical representation given in Willems 1991] .
Preliminaries
Let F denote any eld, F s] the ring of polynomials in the indeterminate s; F(s) the eld of rational functions and F s; s ?1 ] = f L s L + : : : + `s`: L;`2 Z;` L; k 2 F for k 2 f`; : : :; Lgg (2.1) the ring of dipolynomials with coe cients in F resp. . Observe that F s; s ?1 ] is the ring which is obtained by localization of F s] at S := fs k : k 2 Ng, which is a submonoid of the multiplicative monoid of F s] (see e.g. Jacobson 1989] Proof:
The structure of the proof is as follows:
The proofs for (ii)(a) , (iii)(a) , (iv)(a) , (c) are easily adapted from the corresponding proofs for the polynomial case given in Forney 1975] using the characterization of irreducible dipolynomials in Lemma 2.2; also the proof of (iv) ) (v) and the implication (v) ) (i) is straightforward following that reference.
( If (s) is a unit in F s; s ?1 ] then nothing has to be proved because of Theorem 3.2 (iii)(a)
, (c).
Assume (s) is not a unit in F s; s ?1 ]. Then by Lemma 2.2 (s) has an irreducible polynomial factor p(s) 6 = s, which in view of (3.9) is also a factor of (s). Hence, modulo p; G does not have full rank. By applying Algorithm 2 in Forney 1975] we can replace a row g i 0 of G by a row g of polynomial degree strictly less than that of g i 0 .
Since g is a linear combination of the rows of G and the coe cient of g i 0 in this linear combination is not equal to zero, the resulting matrixG(s; It should be mentioned that the equivalence of (i), (ii) and (iii) is stated in Willems 1991] , however, derived there in a quite di erent manner. The following results summarize some properties of the di erent polynomial and dipolynomial concepts. Their proofs are straightforward consequences of the characterizations of minimal bases in Forney 1975] , M unzner and Pr atzel- Wolters 1979] and this paper. It is easy to show that the pivot indices are as well vector space invariants as module invariants; the proof essentially follows the line of the proof given in Forney 1975] and is thus omitted. Remark 3.14 The corresponding result for dipolynomial bases of F(s)-vector spaces follows directly from the characterization of the echelon form in Forney 1975] , since a dipolynomial basis in echelon form is a Forney-basis by Theorem 3.5(ii). Willems 1986a Willems , 1986b Willems , 1987 Willems , 1988 Willems , 1991 ). In this framework it is shown that every linear time-invariant complete system with time axis T = Zhas an autoregressive AR-representation The characterization (4.4) is also derived in Willems (1991) , Proposition X.5 ("bilaterally row proper")]. Furthermore, in that paper there is described a uniquely determined minimal lag description which yields a trim canonical form for the dipolynomial matrix parametrization of AR-equations. However, the de nition given there is intricate and the existence and uniqueness result is not completely proved. In the following we show that this trim canonical form coincides with the dipolynomial bases in echelon form derived in section 3. This way we obtain a characterization which is easier to verify and to handle and a complete proof of Willems result.
Theorem 4.1 (Willems 1991] 
5 Conclusion
The purpose of this paper was to provide a module theoretic framework for the investigation of linear time-invariant complete behaviour systems as introduced by Willems 1991] . Our starting point was a generalization of the concept of polynomial minimal bases to the case of dipolynomial matrices and the investigation of minimal basis transformations and canonical forms. A control theoretic interpretation for the minimal dipolynomial bases and a trim canonical form for the dipolynomial matrix parametrization of AR-equations was obtained. Moreover, we showed that the incorporation of dipolynomial concepts for the system representation in discrete time results in tighter minimal lag descriptions.
