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Abstract
We present a polynomial-time algorithm approximating the minimum weight edge dominating
set problem within a factor of 2. It has been known that the problem is NP-hard but, when edge
weights are uniform (so that the smaller the better), it can be e4ciently approximated within
a factor of 2. When general weights were allowed, however, very little had been known about
its approximability, and only very recently was it shown to be approximable within a factor
of 2 110 by reducing to the edge cover problem via LP relaxation. In this paper we extend the
approach given therein, by studying more carefully polyhedral structures of the problem, and
obtain an improved approximation bound as a result. While the problem considered is as hard to
approximate as the weighted vertex cover problem is, the best approximation (constant) factor
known for vertex cover is 2 even for the unweighted case, and has not been improved in a long
time, indicating that improving our result would be quite di4cult. ? 2002 Elsevier Science
B.V. All rights reserved.
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1. Introduction
In an undirected graph an edge is said to dominate edges adjacent to it, and a set of
edges is an edge dominating set (eds) if the edges in it collectively dominate all the
other edges in a graph. The edge dominating set problem (EDS) asks to <nd an eds of
minimum cardinality (unweighted case) or of minimum total weight (weighted case).
It was shown by Yannakakis and Gavril that, although EDS has important applications
in areas such as telephone switching networking, it is NP-complete even when graphs
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are planar or bipartite of maximum degree 3 [19]. The classes of graphs for which
its NP-completeness holds were later re<ned and extended by Horton and Kilakos to
planar bipartite graphs, line and total graphs, perfect claw-free graphs, and planar cubic
graphs [13], although EDS admits polynomial-time approximation scheme (PTAS) for
planar [2] or -precision unit disk graphs [14]. Meanwhile, some polynomially solvable
special cases have been also discovered for trees [16], claw-free chordal graphs, locally
connected claw-free graphs, the line graphs of total graphs, the line graphs of chordal
graphs [13], bipartite permutation graphs, cotriangulated graphs [18], and so on.
In the same paper of Yannakakis and Gavril it was shown that the minimum cardi-
nality EDS can be e4ciently approximated to within a factor of 2 [19]. A matching
is maximal if no other matching properly contains it. Notice that any maximal match-
ing is also an eds because an edge not in it must be adjacent to some in it, and for
this reason it is also called an independent edge dominating set. Certainly, a small-
est maximal matching cannot be smaller than a smallest eds. Interestingly, there is
a polynomial-time algorithm to construct, given any eds, a maximal matching of no
larger size [11,19], implying that the size of the smallest eds equals the size of the
smallest maximal matching in any graph. Also, no matching can be more than twice
larger than any maximal matching, and this is why computing any maximal matching
su4ces to approximate the smallest eds within a factor of 2. Needless to say, such a
simple construction easily fails to produce any reasonable approximation when arbitrary
edge weights are allowed and it is required to minimize the weight of an eds.
Although EDS is clearly equivalent to the (vertex) dominating set problem restricted
to line graphs, the latter problem for general graphs or, equivalently (under an ap-
proximation preserving transformation), the set cover problem is known to be not
e4ciently approximable within a factor better than (1 − 	) ln n for any 	¿ 0 unless
NP⊂DTIME(nlog log n) [7]. Another basic NP-complete graph problem, vertex cover
(VC), asks for computing a minimum vertex set in G s.t. every edge of G is incident
to some vertex in the set. It can be easily seen that F ⊆E is an eds for G iM V (F),
the set of vertices to which edges in F are incident, is a vertex cover for G. While it
is not so hard, due to this observation, to derive a factor 4 approximation by reducing
weighted EDS to weighted VC, very little has been known about approximability of
weighted EDS. Only very recently, it was shown to be approximable within a factor of
2 110 [3]. In this paper we extend the approach given therein, by studying more carefully
polyhedral structures of the edge dominating set problem. Our main contributions are
(1) a description of the polytope PFED, “approximating” edge dominating set polytope
PED better than the one previously known, and (2) a 2-approximation algorithm for the
weighted edge dominating set. More precisely, it will be shown that, under any cost
vector w ∈ RE; wTx minimized over PED is at most twice larger than wTx minimized
over PFED. A 2-approximation algorithm is designed by reducing the problem, based
on an optimal solution for PFED, to the edge cover problem as in [3], using an intimate
relationship between PFED and the edge cover polytope.
It was also indicated in [3] that weighted EDS is as hard to approximate as weighted
VC is, and hence any negative result for weighted VC applies directly to weighted EDS.
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The VC problem is known to be MAX SNP-hard [17], which implies the existence
of a positive constant  such that it is NP-hard to approximate VC within a factor of
1+  [1], and HQastad showed that this  is at least as large as 1=6− 	 [12]. Moreover,
the best approximation (constant) factor known for VC is 2 even for the unweighted
case, and has not been improved in a long time, indicating that improving our result
would be quite di4cult.
2. Preliminaries
For a vertex set S let (S) denote the set of edges incident to a vertex in S. When
S is an edge set, we let (S) = (
⋃
e∈S e) where edge e is a set of two vertices;
then, (S) also denotes the set of edges in S and those dominated by S. When S is
a singleton set {s}; ({s}) is abbreviated to (s). Similarly, let E(S) and ∇(S) de-
note, respectively, the set of edges having both endvertices in S and the set of those
with exactly one endvertex in S. So, (S) is a disjoint union of E(S) and ∇(S) for
any S ⊆V .
2.1. Decomposition theorems
Gallai [8,9] and Edmonds [5] independently found a “canonical” decomposition of a
graph determined by maximum matchings in it. For any graph G denote by D the set
of all vertices in G which are not covered by at least one maximum matching of G.
Let A denote the set of vertices in V − D adjacent to at least one vertex in D, and
let C = V − A−D. A graph G is called factor-critical if removal of any vertex from
G results in a graph having a perfect matching in it. A near-perfect matching in G
is one covering all but exactly one vertex of G. This decomposition, which can be
computed in polynomial time via the Edmonds matching algorithm, provides important
information concerning all the maximum matchings in G:
Theorem 1 (the Gallai–Edmonds structure theorem). (1) The components of the sub-
graph induced by D are factor-critical.
(2) The subgraph induced by C has a perfect matching.
(3) If M is any maximum matching of G; it contains a near-perfect matching of
each component of D; a perfect matching of each component of C and matches all
vertices of A with vertices in distinct components of D.
The next theorem of LovSasz provides us with an ear decomposition of a factor-critical
graph; we henceforth call a path or cycle odd when its length (i.e., the number of edges)
is odd:
Theorem 2 (see LovSasz and Plummer [15]). Every factor-critical graph can be rep-
resented as P0 + P1 + · · ·+ Pr where P0 is a single vertex and for each i; Pi+1 is an
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odd path having only its two endvertices in common with P0 + · · ·+ Pi or Pi+1 is an
odd cycle with precisely one vertex in common with P0 + · · ·+ Pi.
3. Polytopes
For a graph G = (V; E), let us <rst consider the polytope de<ned by the following
linear inequalities:
06x(e)61 ∀e ∈ E; (1)
x((e))¿1 ∀e ∈ E;
where x(S) def=
∑
e∈S x(e) for any set of edges S. Then, this polytope clearly contains
all the incidence vectors of eds’s for G. It was shown that relaxing the EDS problem
to minimization over this polytope introduces an integrality gap of 2.1, and an approx-
imation algorithm with the same factor was designed based on it [3]. Moreover, when
G is bipartite or unweighted, (1) is su4cient to bound the integrality gap by 2.
Let P be a simple path or cycle in G with length |P|. Any vertex cover for G must
pick at least |P|=2 vertices on P, and this implies that the following inequalities are
valid for EDS:
2x(E(P)) + x(∇(P))¿
⌈ |P|
2
⌉
∀ odd path (or cycle) P in G; (2)
where E(P) is the set of edges having both endvertices in P (={{u; v} ∈ E | {u; v}⊆P}),
and ∇(P) is that of those having exactly one endvertex in P. In fact, when P is a path
but not a cycle, inequality (2) is implied by those in (1): For the unique maximum
matching M in P of size |P|=2, sum up the second inequalities in (1) over all the
edges in M . Therefore, we need to consider only the following valid inequalities, called
the odd cycle constraints, in addition to (1):
2x(E(P)) + x(∇(P))¿
⌈ |P|
2
⌉
∀ odd cycle P in G: (3)
Denition 3. We call the polytope determined by (1) and (3) as the fractional edge
dominating set polytope and denote it by PFED(G). Further, let 2PFED(G) = {2x | x ∈
PFED(G)}. For a vertex set S in G, let G[S] denote the subgraph induced from G by S.
Lemma 4. For any x ∈ PFED and S ⊆V with |S|¿3 such that G[S] is factor-critical;
2x(E(S)) + x(∇(S))¿
⌈ |S|
2
⌉
:
Proof. Proof is by induction on an ear decomposition of G[S]; P0 + P1 + · · · + Pr .
Since |S|¿3; r¿1 and P0 + P1 is an odd cycle. So, for the base case the claimed
inequality follows directly from (3). Suppose now that G[S] = P0 + · · · + Pr and the
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inequality holds for P0 + · · ·+ Pr−1, and hence,
2x(E(P0 + · · ·+ Pr−1)) + x(∇(P0 + · · ·+ Pr−1))¿
⌈ |V (P0 + · · ·+ Pr−1)|
2
⌉
:
Let Pr be a path (or cycle) of length 2k + 1. By attaching Pr to P0 + · · · + Pr−1,
the number of vertices increases by 2k. So, if k = 0, there is no increase in |S|, and
hence, the inequality must hold for G[S]. For k¿1, let P′r be the maximal subpath of
Pr taken vertex disjointly from P0 + · · · + Pr−1, whose length must be 2k − 1. Since
x ∈ PFED; 2x(E(P′r)) + x(∇(P′r))¿(2k − 1)=2 = k. By adding this to the inequality
above, we obtain
(2x(E(P0 + · · ·+ Pr−1)) + x(∇(P0 + · · ·+ Pr−1))) + (2x(E(P′r)) + x(∇(P′r)))
=2x(E(P0 + · · ·+ Pr)) + x(∇(P0 + · · ·+ Pr))
¿
⌈ |V (P0 + · · ·+ Pr−1)|
2
⌉
+ k:
Because |V (P0 + · · · + Pr)|=2 = (|V (P0 + · · · + Pr−1)| + 2k)=2 = |V (P0 + · · · +
Pr−1)|=2+ k, the proof is complete.
Since (S) is a disjoint union of E(S) and ∇(S), and, when x ∈ 2PFED; 2x(E(S))+
x(∇(S))¿2|S|=2 by this lemma, it follows that
Corollary 5. For any x ∈ 2PFED and S ⊆V with |S|¿3 such that G[S] is factor-critical;
x((S))¿
⌈ |S|
2
⌉
:
Denition 6. For any graph G = (V; E) without isolated vertices, an edge cover is a
subset C ⊆E such that every vertex is contained in at least one edge in C. The edge
cover polytope PEC(G) of G is the convex hull of the incidence vectors of edge covers
in G.
It is known, due to the result of Edmonds and Johnson [6], that PEC(G) can be
described by the following linear inequalities:
06x(e)61 ∀e ∈ E; (4)
x((U ))¿
⌈ |U |
2
⌉
∀U ⊆V with |U | odd:
Lemma 7. Suppose 06x(e)61; ∀e ∈ E, and x((S))¿|S|=2 for all S ⊆V such that
G[S] is factor-critical (|S|¿1). Then; x ∈ PEC(G).
Proof. It su4ces to show that x((U ))¿|U |=2 for any U ⊆V with |U | odd. Notice
<rst that within G[U ] there must exist a connected G[U ′] with |U ′| odd for some
U ′⊆U . Consider the Gallai–Edmonds decomposition of G[U ′] and recall D; A, and
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C de<ned in Section 2.1 for Theorem 1. Applying x((u))¿1 for all vertices in C;
x((C))¿|C|=2. For each component of G[D], we use x((S))¿|S|=2= |S|=2+ 1=2.
Further, recall from Theorem 1:3 the structure of any maximum matching in G[U ′].
Since it cannot be a perfect matching, there must exist more components in G[D] than
vertices in A, implying that
x((D)) =
∑
S:G[S] is a component of G[D]
x((S))¿
1
2
(|A|+ |D|+ 1):
Since there exist no edges between C and D, adding these two inequalities gives us
x((U ′))¿x((C)) + x((D))¿
|C|
2
+
1
2
(|A|+ |D|+ 1)¿ |U
′|
2
+
1
2
:
Lastly, since x((U −U ′))¿|U −U ′|=2 due to x((u))¿1 for any vertex in U −U ′,
we conclude that x((U ))¿|U |=2 + 1=2 = |U |=2.
Given G = (V; E) and X ⊆V , construct a supergraph G〈X 〉 of G as follows. For
each u ∈ X add to G a new vertex u′ and an edge {u; u′}. Thus, G〈X 〉 = (V ∪
X ′; E ∪ E′), where X ′ = {u′ | u ∈ X } is the set of new vertices and E′ = {{u; u′} | u ∈
X and its copy u′ ∈ X ′} is the set of new edges.
Let P˜EC denote the polyhedron obtained from PEC by dropping constraints x(e)61;
∀e∈E.
Theorem 8. For any G = (V; E) and x ∈ PFED(G); 2x belongs to the projection of
P˜EC(G〈V−(x)〉) onto RE , where V−(x) = {u ∈ V | x((u))¡ 12}.
Proof. Let x′ be the vector in RE∪E′ formed by the concatenation of x ∈ RE and
→
1
2 ∈ RE
′
. It su4ces to show that 2x′ ∈ P˜EC(G〈V−(x)〉). Easily, 2x′((u))¿1 for any
u ∈ V ∪ V ′−(x), and hence, by Lemma 7, it remains to show that 2x′((S))¿|S|=2
for any S ⊆V ∪ V ′−(x) with |S|¿3 such that G[S] is factor-critical. Indeed this is the
case if S ⊆V , by Corollary 5, since then, 2x′((S))¿2x((S)) and 2x ∈ 2PFED(G).
On the other hand, it is impossible that S * V containing a vertex u ∈ V−(x), due to
G〈V−(x)〉’s structural property, since a factor-critical graph with more than one vertex
cannot have a vertex of degree 1 in it.
4. 2-approximation algorithm
Let w′ ∈ RE∪E′+ be the concatenation of w and
→
0 ∈ RE′ for w ∈ RE+. Then, wTx can
be minimized over the projection of P˜EC(G〈V−(x)〉) onto RE by minimizing w′Tx′ over
PEC(G〈V−(x)〉) for x′ ∈ RE∪E′+ ; that is, min{wTx | x ∈ projection of P˜EC(G〈V−(x)〉)
onto RE}=min{w′Tx′ | x ∈ PEC(G〈V−(x)〉)}. Moreover, as shown next, an edge cover
in G〈V−(x)〉, when projected onto RE , gives rise to an edge dominating set in G.
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Lemma 9. Let x ∈ PFED(G). Then; for any edge cover C ⊆E∪E′ in G〈V−(x)〉; C∩E
is an edge dominating set for G.
Proof. Since x((u)) + x((v)) = x((e)) + x(e)¿1 for any edge e = {u; v} ∈ E and
x ∈ PFED, if both u and v are in V−(x), there cannot be an edge between them,
implying that V − V−(x) is a vertex cover for G. Since C ∩ E covers all the vertices
in V − V−(x) (i:e:; V − V−(x)⊆V (C ∩ E)), when C is an edge cover for G〈V−(x)〉,
it must be an edge dominating set for G.
Thus, the algorithm 1 below clearly computes an edge dominating set for G=(V; E):
1. Compute x optimizing wTx over PFED(G).
2. Construct G〈V−(x)〉.
3. Compute a minimum weight edge cover F for G〈V−(x)〉 under w′.
4. Output E ∩ F .
Let F be a minimum edge cover for G〈V−(x)〉 under w′. Then, by Theorem 8, the
weight of the edge dominating set F ∩E for G is not larger than 2wTx. Thus, since the
weighted edge cover is polynomially solvable by reducing it to the weighted matching
problem [4], we obtain
Theorem 10. From any x ∈ PFED(G) and w ∈ RE+; an edge dominating set of weight
at most 2wTx can be computed in polynomial time. In particular; if x is an optimal
solution in PFED(G); the weight of the computed edge dominating set is at most twice
the optimal weight.
It follows immediately from this theorem that the integrality gap introduced by mini-
mization over PFED is bounded by 2. Furthermore, it can be seen that this gap could be-
come as large as arbitrarily close to 2, even when graphs are unweighted and bipartite.
Let G be a complete bipartite graph Kk;k with unit weights. Then, xe=1=(2k−1); ∀e ∈
E clearly satis<es (1) as well as (3) due vacuously to the nonexistence of odd cycles
in G. So, x ∈ PFED, with its weight totaling to k2=(2k − 1). Any integral solution must
contain k edges since it has to cover all the vertices in at least one of the two vertex
classes. So, the integrality gap must be at least k(2k − 1)=k2 = 2− 1=k.
Corollary 11. The integrality gap introduced by minimization over PFED is 2.
Moreover, a tight example G for which the approximation bound approaches 2 was
obtained in [3], and it applies here as well since G is a bipartite graph.
To assert polynomiality of the overall algorithm above, it will be clari<ed next how
to optimize over PFED (in Step 1).
1 This algorithm is essentially identical to the one given in [3] except for the polytope used in Step 1.
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4.1. Separation procedure for PFED
Although PFED is de<ned with exponentially many inequalities, the optimization
problem over it can be reduced to the separation problem via the ellipsoid method [10].
Constraint (1) can be easily tested for every edge. To test if x satis<es constraint
(3) for every odd cycle, <rst de<ne edge length l : E → R as follows; l(e) = (x(e) +
x((e))−1)=2=(2x(E(e))+x(∇(e)))=2−1=2 for each e ∈ E. Let l(P) denote the length
of any cycle P, and then, it can be easily veri<ed that l(P)=2x(E(P))+x(∇(P))−|P|=2.
Thus, x satis<es all the constraints of (3) iM the length of the shortest odd cycle, under l,
is at least 1=2.
The shortest odd cycle problem can be solved in the standard way by at most |V |
applications of a shortest path algorithm: Split each vertex u ∈ V into two vertices
u1 and u2, and for each edge {u; v} ∈ E, make two new edges {u1; v2} and {u2; v1},
both of length l({u; v}). Compute a shortest (u1; u2)-path, for each u ∈ V , in the graph
constructed this way, and then the shortest among them corresponds to the shortest odd
cycle in the original graph. Moreover, although the de<nition of l allows occurrence
of edges of negative length in G, once x is assured to satisfy constraints (1), l(e)¿0
for each e ∈ E, meaning no complication in the shortest path computation.
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