Introduction
The motivation of this paper is the Lorentzian property of Schubert polynomials recently studied by Huh, Matherne, Mészáros and St. Dizier [7] . For the beautiful theory developed around Lorentzian polynomials as well as its powerful applications, see the work of Brändén and Huh [3] .
Given a polynomial f = f (x 1 , . . . , x n ), the normalization of f , denoted N(f ), is the polynomial obtained from f by acting a linear operator N defined by N(x µ ) =
x µ µ 1 ! · · · µ n ! , for a monomial x µ = x µ 1 1 · · · x µn n .
Let S n denote the symmetric group of permutations of [n] = {1, 2, . . . , n}. For w ∈ S n , let S w (x) = S w (x 1 , . . . , x n ) denote the Schubert polynomial indexed by w. Schubert polynomials, introduced by Lascoux and Schützenberger [8] , represent the cohomology classes of Schubert cycles in flag varieties. Using the Lorentzian property of volume polynomials of irreducible complex projective varieties, Huh, Matherne, Mészáros and St. Dizier [7, Theorem 6] showed that the normalization of x n−1 1 · · · x n−1 n S w (x −1 ) = x n−1 1 · · · x n−1 n S w (x −1 1 , . . . , x −1 n )
is Lorentzian, see [3, 7] for the precise definition of Lorentzian polynomials.
The Lorentzian property of N(x n−1 1 · · · x n−1 n S w (x −1 )) implies that for any µ ∈ Z n ≥0 , if x µ S w (x −1 ) is a polynomial, then N(x µ S w (x −1 )) is Lorentzian. This can be seen as follows. It was observed in [7, Lemma 7 ] that for any ν ∈ Z n ≥0 and a polynomial f = f (x 1 , . . . , x n ), N(f ) is Lorentzian if and only if N(x ν f ) is Lorentzian. If max{µ 1 , . . . , µ n } ≤ n − 1, then let ν i = n − 1 − µ i ∈ Z ≥0 , so that and hence N(x µ S w (x −1 )) is Lorentzian. If max{µ 1 , . . . , µ n } ≥ n, let m be any given integer larger than max{µ 1 , . . . , µ n }. Define w ′ ∈ S m to be the permutation obtained from w by appending fixed points at the positions n + 1, . . . , m. Let µ ′ ∈ Z m ≥0 be obtained from µ by appending m − n zero parts. The argument above now applies to N(x µ ′ S w ′ (x −1 )), and thus N(x µ S w (x −1 )) = N(x µ ′ S w ′ (x −1 )) is Lorentzian.
As a consequence, the normalization of the Schur polynomial s λ (x) = s λ (x 1 , . . . , x k ) is Lorentzian [7, Theorem 3] . This is because, as explained in the proof of [7, Theorem 3] , one can find a Grassmannian permutation w ∈ S n and a positive integer ℓ, where n > k and n > ℓ, such that s [7, Conjecture 15] conjectured that for each w ∈ S n , the normalized Schubert polynomial N(S w (x)) is Lorentzian. Motivated by this conjecture, we attempt to investigate the following problem:
, and from the Lorentzian property of N(x µ S w ′ (x −1 )), it follows that N(S w (x)) is Lorentzian. On the other hand, the investigation of this problem has its own interest, and will be helpful for the understanding of the structure of Schubert polynomials.
A general characterization of µ and w such that x µ S w (x −1 ) is a Schubert polynomial seems to be a challenging problem. In this paper, we pay attention to the typical case when µ = δ n = (n − 1, . . . , 1, 0) is the staircase partition. Our main result is as follows. Theorem 1.1. Let w ∈ S n be a permutation. Then x δn S w (x −1 ) is a Schubert polynomial if and only if w avoids the patterns 132 and 312.
The sufficiency of Theorem 1.1 can be easily deduced since the Schubert polynomial for a 132-avoiding permutation is a monomial. However, the proof of the necessity of Theorem 1.1 turns out to be quite technical, and forms the main body of this paper.
see for example [1, 9] . Notice that x α −→ x δn−α induces an involutive automorphism on V n . Hence the set {x δn S w (x −1 ) : w ∈ S n } is a basis of V n .
Remark 2.
The complements x δn S w (x −1 ) are related to the padded Schubert polynomials defined by Gaetz and Gao [5, 6] . The padded Schubert polynomial S w (x; y) is obtained from S w (x) by replacing each monomial x α in S w (x) by x α y δn−α . Setting x i = 1 in S w (x; y), we see that S w (x; y)| x i =1 = y δn S w (y −1 ). Thus Theorem 1.1 is equivalent to saying that S w (x; y)| x i =1 is a Schubert polynomial if and only if w avoids the patterns 132 and 312. Though we have not been able to give a general characterization when x µ S w (x −1 ) is a Schubert polynomial, the following conjectures are supported by numerical evidence.
is a Schubert polynomial, then µ is a partition, that is, the parts of µ are weakly decreasing.
For n ≤ 7, we have verified that for each w ∈ S n , if µ is not a partition, then there does not exist a permutation w ′ ∈ S n such that x µ S w (x −1 ) = S w ′ (x). In fact, we computed the quotient S w ′ (x)/S w (x −1 ) for all w, w ′ ∈ S 7 , and it turns out that if S w ′ (x)/S w (x −1 ) is a monomial x µ , then the exponent µ is always a partition. Conjecture 1.3. If w ∈ S n contains a 1432 pattern, then x µ S w (x −1 ) is not a Schubert polynomial for any µ ∈ Z n ≥0 .
When n ≤ 4, for each permutation w ∈ S n except for w = 1432, it is easy to find µ and w ′ such that x µ S w (x −1 ) = S w ′ (x). For the case w = 1432, we show that x µ S w (x −1 ) is not a Schubert polynomial for any µ (see Theorem 3.1). We have verified Conjecture 1.3 for n ≤ 7. That is, if w is a permutation in S 7 containing a pattern 1432, then, for any composition µ, there does not exist w ′ ∈ S 7 such that x µ S w (x −1 ) = S w ′ (x). This is done by checking that the quotients S w ′ (x)/S w (x −1 ) are always not monomials.
We would like to mention that Fink, Mészáros and St. Dizier [4] showed that if σ is a pattern of w, then S w (x) can be expressed as a monomial times S σ (x) (in reindexed variables) plus a polynomial with nonnegative coefficients. This means that if w contains a 1432 pattern, then S w (x) contains S 1432 (x) as a "positive part". Hence it is reasonable to pose Conjecture 1.3 for permutations containing a 1432 pattern. This paper is organized as follows. In Section 2, we present a proof of Theorem 1.1. The arguments rely on the RC-graph model of Schubert polynomials as well as properties of permutations avoiding 132 and 312. In Section 3, we confirm Conjecture 1.3 for the case w = 1432.
Proof of Theorem 1.1
As mentioned in Introduction, the main difficulty is to prove that if x δn S w (x −1 ) is a Schubert polynomial, then w must avoid 132 and 312. To do this, we first need a description of the largest and the smallest monomials of S w (x) in the reverse lexicographic order, which comes from the RC-graph interpretation of Schubert polynomials.
Schubert polynomials and RC-graphs
Let us begin with the definition of Schubert polynomials. Write s i ∈ S n for the adjacent transposition interchanging i and i + 1. For a permutation w = w 1 w 2 · · · w n ∈ S n , ws i is the permutation obtained from w by interchanging w i and w i+1 . For a polynomial f (x) ∈ Z[x 1 , . . . , x n ], the divided difference operator ∂ i acting on f (x) is defined by
where s i f (x) is obtained from f (x) by exchanging x i and x i+1 . For w 0 = n · · · 21, set
For w = w 0 , choose a position i such that w i < w i+1 and define
The above definition is independent of the choice of i since the operators ∂ i satisfy the Coxeter relations:
Billey, Jockusch and Stanley [2] developed a combinatorial construction of Schubert polynomials in terms of reduced-word compatible sequences. Note that w can be expressed as a product s a 1 s a 2 · · · s ap of adjacent transpositions. If p is minimal, then denote ℓ(w) = p, which is called the length of w, and in this case a = (a 1 , . . . , a p ) is called a reduced word of w.
Let Red(w) denote the set of reduced words of w, and C(a) denote the set of compatible sequences of a reduced word a of w. Billey, Jockusch and Stanley [2] showed that for w ∈ S n ,
The RC-graph corresponding to a compatible pair (a, α) can be defined as follows. Let ∆ n denote the array of left-justified boxes with n + 1 − i boxes in row i for 1 ≤ i ≤ n. The RC-graph corresponding to (a, α) is the subset of ∆ n consisting of boxes in row α i and column a i − α i + 1, where 1 ≤ i ≤ p. For example, let a = (4, 2, 3, 2, 4) be a reduced word of w = 15342, and α = (1, 1, 2, 2, 4) be a compatible sequence of a. Then the corresponding RC-graph is illustrated in Figure 2 .1, where we use a cross to signify a box belonging to the RC-graph. For an RC-graph D of w, let
x |{boxes in the i-th row of D}| i .
In this notation, formula (2.1) can be rewritten as
where the sum runs over all the RC-graphs of w.
For the purpose of this paper, we pay attention to two specific RC-graphs: the bottom RC-graph and the top RC-graph. Let d(w) = (d 1 , d 2 , . . . , d n ) denote the inversion code of w, that is, for 1 ≤ i ≤ n, Bergeron and Billey [1] showed that any RC-graph of w can be generated from the bottom RC-graph of w by applying a sequence of ladder moves. Let D be an RC-graph of w, and let (i, j) denote a box of D in row i and j. The ladder move L i,j is a local change of the crosses as illustrated in Figure 2 .3. Formally, the resulting diagram after applying the ladder move L i,j is
It can be verified that L i,j (D) is still an RC-graph of w. Since the ladder move operation Dual to the ladder moves, Bergeron and Billey [1] defined chute moves on RC-graphs, and showed that any RC-graph of w can be generated from the top RC-graph of w by applying a sequence of chute moves. The chute move operation moves a cross downwards, and thus the top RC-graph of w corresponds to the smallest monomial of S w (x) in the reverse lexicographic order.
n is the smallest term of S w (x) in the reverse lexicographic order.
2.2
Permutations avoiding 132 and 312
In this subsection, we prove a relationship concerning permutations avoiding the patterns 132 and 312, see Proposition 2.3. This proposition will be used in the proof of Lemma 2.6, which is crucial to prove the necessity of Theorem 1.1.
Given a permutation w = w 1 w 2 · · · w n ∈ S n , we say that w is 132-avoiding if there do not exist i < j < k such that w i < w k < w j , and w is 312-avoiding if there do not exist i < j < k such that w j < w k < w i . For 1 ≤ i ≤ n, define l i (w) = |{j : j < i, w j < w i }| and r i (w) = |{j : j < i, w j > w i }|.
(2.3)
. . , l n (w)) and R(w) = (r 1 (w), . . . , r n (w)).
4)
We say that a vector
Proposition 2.3. Let w ∈ S n be a permutation avoiding 312, and u ∈ S n be a permutation avoiding 132. If L(w) is a rearrangement of L(u) and R(w) is a rearrangement of R(u), then we have w = u.
To prove Proposition 2.3, we need the matrix representation of w. Consider an n × n box grid, where the rows (respectively, the columns) are numbered 1, 2, . . . , n from top to bottom (respectively, from left to right). A box in row i and column j is denoted (i, j). The matrix representation of w is obtained by putting a dot in the box (i, w i ) for 1 ≤ i ≤ n. 1 ≤ i ≤ n, the value l i (w) (respectively, r i (w)) is equal to the number of dots lying in the region to the strictly upper left (respectively, strictly upper right) of the box (i, w i ). For w = 426315, it can be seen from Figure 2 .4 that L(w) = (0, 0, 2, 1, 0, 4) and R(w) = (0, 1, 0, 2, 4, 1).
Proof of Proposition 2.3. We first prove that either w n = u n = n or w n = u n = 1. Since w is 312-avoiding, we see that for 1 ≤ j, k ≤ n − 1, if w j < w n and w k > w n , then there must hold j < k. This implies that the matrix representation of w is as illustrated in Figure 2 .5, where the region L contains all the l n (w) dots that are on the upper left of (n, w n ), and the region R contains all the r n (w) = n − 1 − l n (w) dots that are on the upper right of (n, w n ). We have the following observation: (O1). For 1 ≤ j ≤ l n (w), we have l j (w) < l n (w), and for l n (w) < j ≤ n, we have l j (w) ≥ l n (w). Therefore, there are exactly r n (w) + 1 = n − l n (w) indices j such that l j (w) ≥ l n (w). Since l n (w) + r n (w) = n − 1, we have the following two cases. Case 1. l n (w) ≥ n−1 2 . Since L(w) is a rearrangement of L(u), there exists some 1 ≤ i ≤ n such that l i (u) = l n (w), that is, in the matrix representation of u, there are l n (w) dots lying in the region to the upper left of the box (i, u i ). Since u is 132-avoiding, we see that for 1 ≤ j, k < i, if u j < u i and u k > u i , then j > k. So the matrix representation of u is as illustrated in Figure 2 .6, where the box marked with a dot is (i, u i ), the region L ′ contains l i (u) = l n (w) dots, and the region A contains r i (u) dots.
We next show that there are no dots in the regions A, B, C of u in Figure 2 .6. To proceed, we list the following straightforward observations. (O2). Since there are l n (w) ≥ n−1 2 dots in L ′ , there are at most n−1 2 dots in A. So, if (j, u j ) is a box in A, then l j (u) < l n (w).
(O3). Since u is 132-avoiding, every dot (if any) in B lies to the left of every dot in L ′ .
Again, since there are l n (w) ≥ n−1 2 dots in L ′ , there are at most n−1 2 dots in B. So if (j, u j ) is a box in B, then l j (u) < l n (w).
(O4). If (j, u j ) is a box in C, then l j (u) ≥ l n (w).
By (O2), (O3) and (O4), we see that the set of indices j such that l j (u) ≥ l n (w) is
Keep in mind that L(w) is a rearrangement of L(u). By (O1), we have |{i} ∪ {k : (k, u k ) is a box in C}| = 1 + r n (w), and so |{dots in C}| = r n (w).
(2.5)
Notice that the total number of dots in A, B and C is equal to n − 1 − l n (w) = r n (w). This together with (2.5) forces that there are no dots in A and B.
It remains to show that there are no dots in C. Suppose otherwise there is at least one dot in C. Note that the dot in (i, u i ) appears to the upper left of each dot in C. Since u is 132-avoiding, the dots in C must be listed from upper left to bottom right increasingly. This, along with the fact that there are no dots in A and B, implies that u n = n. So we have l n (u) = n − 1. Since L(w) is a rearrangement of L(u), there exists some index, say k, such that l k (w) = n − 1. By the definition of l k (w), we must have k = n and w n = n. Recalling that l i (u) = l n (w), we have l i (u) = l n (w) = n − 1, and thus i = n. However, from the assumption that there is at least one dot in C, it follows that i < n, leading to a contradiction. Hence the region C does not contain any dots.
Because there are no dots in B and C, we have i = n. By (2.5), we see that r n (w) = 0, and so we have w n = n. Moreover, since l n (u) = l n (w) = n − 1 − r n (w) = n − 1, we are given u n = n. Therefore, we have w n = u n = n. Case 2. r n (w) > n−1 2 . In this case, from Figure 2 .5, we see that r n (w) is the unique maximum value in R(w). Since R(u) is a rearrangement of R(w), there is a unique i such that r i (u) = r n (w). The matrix representation of u is illustrated in Figure 2 .7, where the square marked with a dot is (i, u i ) and the region R ′ contains r i (u) = r n (w) dots.
Since r i (u) = r n (w) > n−1 2 is the unique maximum value in R(u), we see that there are no dots in the regions D and E. We next show that the region F does not contain any dots either. By the fact that l n (w) + r n (w) = n − 1, as well as the fact that D and E do not contain dots, it follows that there are l n (w) dots in F :
We aim to verify l n (w) = 0. Suppose otherwise that l n (w) > 0. By (O1), there are exactly r n (w) + 1 indices j such that l j (w) ≥ l n (w). Since L(u) is a rearrangement of L(w), there are exactly r n (w) + 1 indices j in u such that l j (u) ≥ l n (w). Since there are no dots in D, we have l i (u) = 0. Along with the fact that there are no dots in E, we see that if j is an index such that l j (u) ≥ l n (w) > 0, then the box (j, u j ) lies in either F or R ′ . Since r n (w) + l n (w) = n − 1, by the assumption r n (w) > n−1 2 , we see that |{dots in R ′ }| = r n (w) > l n (w), and so, for each 1 ≤ k ≤ l n (w), the box (k, u k ) is in R ′ . Clearly, for 1 ≤ k ≤ l n (w), we have l k (u) < l n (w). Hence the maximal possible number of indices j such that l j (u) ≥ l n (w) is |{dots in F }| + |{dots in R ′ }| − l n (w), which, together with (2.6), becomes |{dots in R ′ }| = r i (u) = r n (w), contrary to the fact that there are exactly r n (w) + 1 indices j such that l j (u) ≥ l n (w). This verifies l n (w) = 0, and hence there are no dots in F .
Since l n (w) = 0, we obtain that w n = 1. As there are no dots in E and F , we have i = n, and so r n (u) = r n (w) = n − 1, leading to u n = 1. Hence we have w n = u n = 1. Now we have proved that either w n = u n = n or w n = u n = 1. This allows us to finish the proof of the proposition by induction on n. To be more specific, if w n = u n = n, let w ′ ∈ S n−1 (respectively, u ′ ∈ S n−1 ) be the permutation obtaining from w (respectively, u) by ignoring w n (respectively, u n ), while if w n = u n = 1, let w ′ ∈ S n−1 (respectively, u ′ ∈ S n−1 ) be the permutation obtaining from w (respectively, u) by ignoring w n (respectively, u n ) and then decreasing each of the remaining elements by 1. It is easily seen that w ′ and u ′ satisfy the assumptions in the proposition. So, by induction, we have w ′ = u ′ , which yields w = u. This completes the proof.
Proof of Theorem 1.1
To present a proof of Theorem 1.1, we still need several lemmas. Recall that d(w) denotes the inversion code of a permutation w. View
as a bijection from S n to the set {(v 1 , . . . , v n ) : 0 ≤ v i ≤ n − i}. With this notation, for any vector v = (v 1 , . . . , v n ) with 0 ≤ i ≤ n−i, d −1 (v) is the corresponding permutation in S n . For w ∈ S n , write w c = w c 1 w c 2 · · · w c n for the complement of w, that is, w c i = n+ 1 −w i for 1 ≤ i ≤ n. It is routine to check that
and so we have
Lemma 2.4. Let w ∈ S n be a permutation. Assume that x δn S w (x −1 ) is equal to a Schubert polynomial S w * (x). Then
which is a permutation in S n .
Proof. By Proposition 2.2, the smallest term of S w (x) in the reverse lexicographic order is x d t (w −1 ) . Hence the leading term of
. On the other hand, by Proposition 2.1, the leading term of
Write d(w −1 ) = (a 1 , a 2 , . . . , a n ) and
This, together with (2.9), implies that w * is a permutation in S n . Moreover, by (2.7) and (2.9), we are led to
as desired.
The second lemma is a well-known characterization of 132-avoiding permutations, see for example [11, Chapter 1] . Lemma 2.5. A permutation w ∈ S n is a 132-avoiding permutation if and only if its inversion code d(w) is a partition. Moreover, the inverse w −1 of w is also a 132-avoiding permutation with d(w −1 ) = d t (w).
Based on Proposition 2.3 and Lemma 2.5, we are ready to prove the final lemma. Lemma 2.6. Let w be a permutation in S n , and let w * be as defined in (2.8) . Then (w * ) * = w if and only if w avoids the patterns 132 and 312.
Proof. We first show that if w avoids 132 and 312, then (w * ) * = w. Since w is 132avoiding, by Lemma 2.5, w −1 is also 132-avoiding. By (2.9) and Lemma 2.5, we have
yielding that w * = w c . As w is 312-avoiding, w c is 132-avoiding, and hence w * is 132avoiding. Thus we obtain that (w * ) * = (w c ) c = w.
Let us proceed to prove the reverse direction. Notice that for any vector v of nonnegative integers, its transpose v t as defined in (2.2) is a partition. By definition,
So we have w c = d −1 (d t ((w * ) −1 )), and thus
This implies that d(w c ) is a partition, and so it follows from Lemma 2.5 that w c is 132-avoiding, or equivalently, w is 312-avoiding.
We still need to show that w is 132-avoiding. Since d t (w −1 ) is a partition, by Lemma 2.5, there exists a 132-avoiding permutation u ∈ S n such that
We now consider (u c ) * . Since d t ((u c ) −1 ) is a partition, there exists a 132-avoiding permutation v ∈ S n such that
which along with (2.11) gives (w * ) * = v c . By the assumption (w * ) * = w, we obtain that
Using (2.10), (2.12) and (2.13), we can prove the following two claims.
Claim 1: R(w) is a rearrangement of R(u). Recall that R(w) = (r 1 (w), . . . , r n (w)), where r i (w) is equal to the number of dots lying to the upper right of the box (i, w i ). Notice that in the inversion code d(w) = (d 1 , . . . , d n ), the entry d i equals the number of dots lying to the lower left of the box (i, w i ). Moreover, the matrix representation of w −1 is the transpose of the matrix representation of w. Therefore, R(w) is a rearrangement of d(w −1 ). For the same reason, R(u) is a rearrangement of d(u −1 ).
On the other hand, since u is 132-avoiding, it follows from Lemma 2.5 that d(u) = d t (u −1 ). Combined with (2.10), we have
It is easy to check that for any two vectors α, β ∈ Z n ≥0 , if α t = β t , then α is a rearrangement of β. So d(w −1 ) is a rearrangement of d(u −1 ). We have explained that R(w) is a rearrangement of d(w −1 ) and R(u) is a rearrangement of d(u −1 ). Hence R(w) is a rearrangement of R(u). This proves Claim 1.
Claim 2: L(w) is a rearrangement of L(u). Since v is 132-avoiding, by Lemma 2.
In view of (2.12), we get
By the same arguments as in Claim 1, R(w c ) is a rearrangement of R(u c ). Noticing that L(w) = R(w c ) and L(u) = R(u c ), we conclude that L(w) is a rearrangement of L(u). This verifies Claim 2.
Since w is 312-avoiding and u is 132-avoiding, combining Proposition 2.3, Claim 1 and Claim 2, we obtain that w = u, and so w is 132-avoiding. This finishes the proof.
We are now in the position to provide a proof of Theorem 1.1.
Proof of Theorem 1.1. We first prove the sufficiency. Assume that w ∈ S n avoids the patterns 132 and 312. Since w is 132-avoiding, it follows from [9, Chapter IV] that S w (x) = x d(w) . So we have
As δ n − d(w) is the inversion code of w c , we see that x δn−d(w) = x d(w c ) . Since w is 312-avoiding, w c is 132-avoiding, and so we have
This together with (2.14) yields that x δn S w (x −1 ) is the Schubert polynomial S w c (x).
It remains to prove the necessity. Assume that x δn S w (x −1 ) equals the Schubert polynomial S w * (x). Equivalently, we have S w (x) = x δn S w * (x −1 ), which along with Lemma 2.4 leads to w = (w * ) * . Invoking Lemma 2.6, we conclude that w avoids 132 and 312. This completes the proof.
Proof of Conjecture 1.for w = 1432
In the final section, we provide a proof of Conjecture 1.3 for w = 1432. The proof utilizes the property that each RC-graph of a permutation w can be generated from the bottom RC-graph of w by applying a sequence of ladder moves, as introduced in Section 2.1.
Theorem 3.1. For any composition µ ∈ Z n ≥0 , x µ S 1432 (x −1 ) is not a Schubert polynomial.
Proof. Since S 1432 (x) = x 2 1 x 2 + x 2 1 x 3 + x 1 x 2 2 + x 1 x 2 x 3 + x 2 2 x 3 , we have
For a composition µ = (µ 1 , . . . , µ n ), define f 1432 (µ) := x µ (x 2 1 + x 1 x 2 + x 1 x 3 + x 2 2 + x 2 x 3 ).
To conclude the theorem, it suffices to show that f 1432 (µ) is not a Schubert polynomial for any given µ ∈ Z n ≥0 .
(2) d 3 = d 2 − 1. In this case, we can apply ladder moves to generate four new RCgraphs of w, as depicted in Figure 3 .9. Together with D bot , these five RC-graphs contribute
· · · x dn n to S w (x). However, compared with (3.1), we obtain that S w (x) = f 1432 (µ), leading to a contradiction. (3) d 3 ≥ d 2 . In this case, we can apply ladder moves twice to move the last two crosses in the second row of D bot up to the first row, and then apply ladder moves twice to move the last two crosses in the third row up to the second row. This will produce a monomial smaller than x d 1 +2 1
· · · x dn n , and so we obtain a contradiction.
Case 4. d 1 ≤ d 2 − 3. In this case, it is easy to see that from D bot , we can apply ladder moves to move at least three crosses from the second row up to the first row. This will also produce a monomial smaller than x d 1 +2 1 x d 2 −1 2 x d 3 −1 3 · · · x dn n , leading to a contradiction. By the above arguments, we see that the assumption that f 1432 (µ) = S w (x) is false, and so the proof is complete.
