Abstract. We develop a new exact bit-parallel string matching algorithm, based on the Shift-Or algorithm (Baeza-Yates & Gonnet, 1992) . Assuming that the pattern representation fits into a single computer word, this algorithm has optimal O(n log σ m/m) average running time, as well as optimal O(n) worst case running time, where n, m and σ are the sizes of the text, the pattern, and the alphabet, respectively. We also study several implementation details. The experimental results show that our algorithm is the fastest in most of the cases where it can be applied, displacing even the long-standing BNDM (Navarro & Raffinot, 2000) family of algorithms. Finally, we show how to adapt our techniques for the Shift-Add algorithm (Baeza-Yates & Gonnet, 1992) , obtaining optimal time for searching under Hamming distance.
Introduction
We address the well known exact string matching problem. The problem is to search the occurrences of the pattern P [0 . . . m − 1] from the text T [0 . . . n − 1], where the symbols of P and T are taken from some finite alphabet Σ, of size σ. Numerous efficient algorithms solving the problem have been obtained. The first linear time algorithm (KMP) was given in [8] , and the first sublinear average time algorithm (BM) in [2] . Many practical variants of BM family have been suggested, see e.g. [7, 13] . An average optimal O(n log σ m/m) time algorithm (BDM) is obtained e.g. in [4] .
with skipping characters, in the manner of the BM family of algorithms [2] . In SBNDM the shift over the text is reduced, but nevertheless the algorithm is shown to be a bit faster than BNDM in practice. BNDM is optimal on average, but has quadratic worst case complexity. LNDM algorithm [5] , which is based on BNDM, has also optimal linear worst case time.
The goal of this paper is to develop an algorithm that has optimal worst and average case complexities (assuming m = O(w)), and that in practice performs well on modern CPU architectures. Experimental results show that our algorithm is clearly the fastest in the majority of the cases it can be applied. The same techniques can be adapted to some other algorithms as well, an explicit example being the Shift-Add algorithm [1] for searching under Hamming distance.
Optimal Shift-Or
We use the following notation. The pattern is P [0 . . . m − 1] and the text is T [0 . . . n − 1]. The symbols of P and T are taken from some finite alphabet Σ, of size σ. A machine word has w bits, numbered from the least significant bit to the most significant bit. We use C-like notation for the bit-wise operations of words; & is bit-wise and, | is or, ∧ is xor, ∼ negates all bits, << is shift to left, and >> shift to right, both with zero padding. For brevity, we make the assumption that m ≤ w, unless explicitly stated otherwise.
Standard Shift-Or
The standard Shift-Or automaton is constructed as follows. The automaton has states 0, 1, . . . , m. The state 0 is the initial state, state m is the final (accepting) state, and for i = 0, . . . , m − 1 there is a transition from the state i to the state i + 1 for character P [i]. In addition, there is a transition for every c ∈ Σ from and to the initial state, which makes the automaton nondeterministic.
The preprocessing algorithm builds a table B, having one bit-mask entry for each c ∈ Σ. For 0 ≤ i ≤ m − 1, the mask B[c] has ith bit set to 0, iff P [i] = c. These correspond to the transitions of the implicit automaton. That is, if the bit i in B[c] is 0, then there is a transition from the state i to the state i + 1 with character c.
We also need a bit-vector D for the states of the automaton. The ith bit of the state vector is set to 0, iff the state i is active. Initially each bit is set to 1. For each text symbol c the vector is updated by
This simulates all the possible transitions of the nondeterministic automaton in a single step. If after the update the mth bit of d is zero, then there is an occurrence of P . Alg. 1 gives the code. If m ≤ w, then the algorithm runs in time O(n).
Average Optimal Shift-Or
We now show how to skip text characters with Shift-Or. Our algorithm takes a parameter q, and from the original pattern we generate a set P of q new patterns Alg. 1 Shift-Or(T, n, P, m).
of length m = m/q , as follows:
In other words, we generate q different alignments of the original pattern P , each alignment containing only every qth character. The total length of the patterns P j is q m/q ≤ m. For example, if P = abcdef and q = 3, then P 0 = ad, P 1 = be and P 2 = cf.
. From the definition of P j it directly follows that
This means that we can use the set P as a filter for the pattern P , and that the filter needs only to scan every qth character of T . 
The set of patterns can be searched simultaneously using the Shift-Or algorithm, as long as qm ≤ w. All the patterns are preprocessed together, as if they were concatenated. For our example pattern, P = abcdef, we effectively preprocess a pattern P = P 0 P 1 P 2 = adbecf. Alg. 2 gives the code for preprocessing and filtering algorithms. If the pattern P j matches, then the (j + 1)m -th
bit in D is zero. This is detected with (D & mm) = mm, where mm has every (j + 1)m -th bit set to 1. These bits have also to be cleared in D before the shift operation (D & ∼mm), to correctly initialize the first bit corresponding to each of the successive patterns.
Whenever an occurrence of P j is found in the text, we must verify if P also occurs, with the corresponding alignment. To efficiently detect which patterns in P match, we first set
∧ mm, i.e. the (j + 1)m -th bit in D is now one if P j matches, and all other bits are zero. Now s ← log 2 (D) gives the index of the highest bit set in D, and therefore j is s/m , which is our alignment offset, see Fig. 1 . The corresponding text position is then verified. Finally, we clear the bit s in D. This is repeated until D becomes zero, indicating that there are no more matches. Note that computing log 2 (x) can be done very efficiently in modern computers, e.g. by casting x to real number, and extracting the exponent from the standardized floating point representation. Alg. 3 gives the verification code.
The filtering time of Alg. 2 is O(n/q). The filter searches the exact matches of q patterns, each of length m/q . Assuming that each character occurs with probability 1/σ, the probability that P j occurs in a given text position is (1/σ) m/q . A brute force verification cost is in the worst case O(m) (but only O(1) on average). To keep the total time at most O(n/q) on average, we select q so that
The total average time is therefore O(n log σ m/m), which is optimal [17] .
Note: As a historical remark we note that the approximate string matching algorithms in [15, 14] have some resemblance to our algorithm. These techniques can be used for exact matching as well, but even for this special case they still differ significantly from our method.
Handling longer patterns
If qm > w, we must use more computer words, and the running time must be multiplied by O( qm /w ) = O( m/w ), i.e. the average time becomes O(n log σ m/w).
However, the trick used in [12] to make BNDM work with m > w can be applied to our algorithms too. The idea is to partition the pattern into r = m/h consecutive parts. The length of each part is now h = (m − 1)/w + 1. All the h characters of each part are then superimposed into a single 'supercharacter'. The resulting r supercharacters are then concatenated to form a single pattern of length r. This pattern fits into a single computer word, and it can be searched by reading only every hth character of the text. This turns any algorithm, where it is applied to, into a filter, so the potential matches must be verified. See [12] for more details. This technique permits long patterns for the average optimal ShiftOr as well. The result is an algorithm with O(n log σ/h m/m) time on average. This is not optimal any more, but for σ h should work quite well.
Linear worst case time
The worst case running time of Alg. 2 is O(mn). However, the verification algorithm is easy to combine with standard Shift-Or, so that the verifications take at most O(n) total time. This is done as follows. Whenever we must verify a pattern occurrence, we do it with Shift-Or. The last text position verified is saved in a variable, as well as the state vector D (for plain Shift-Or). If the next verification area overlaps with the previous, we restore the Shift-Or search state from the previous verification. Otherwise, if the next verification area starts after the previous ended, we reinitialize the Shift-Or search state. The verification algorithm then reads every text character at most once, and therefore the time is at most O(n) (or O(n m/w ) for long patterns). However, if the verification time becomes an issue, the filter does not work well, and one could use plain Shift-Or just as well.
Implementation
In modern pipelined CPUs branching is costly. In Alg. 1 there are two conditionals in the search code; first to detect the matches, and the second to check the end of the input. A simple way to avoid these to some degree is to unroll the line 5, i.e. repeat the code
Alg. 4 Fast-Shift-Or(T, n, P, m). Unrolling speeds-up also the Optimal Shift-Or, but the second optimization cannot be applied in this case, since the bit positions indicating the matches are not consecutive. The unrolling technique uses U − 1 extra bits per pattern, so we need q(U − 1 + m/q ) bits in total, which is O(m(U + log σ m)/ log σ m) with the optimal q. Alg. 5 gives the code.
Finally, observe that while unrolling is well suited to Shift-Or, the benefits are negligible e.g. for BNDM algorithm, since the more complex control logic cannot be avoided.
Optimal Shift-Add
Shift-Add [1] is a bit-parallel algorithm for approximate searching under Hamming distance, i.e. it allows at most k mismatches of pattern characters in the occurrences. Shift-Add is very similar to Shift-Or. Shift-Or reserves only one bit per pattern character in the state vector D. If some bit is 0 in the vector, it means that the corresponding pattern prefix matches with 0 mismatches the current text position, while bit 1 means that the prefix matches with one or more mismatches. This is possible to extend to allow k mismatches by reserving = log 2 (k + 1) + 1 bits for each character, and replacing the or operation with addition operation [1] .
More precisely, the ith -bit field in B[c] is bit binary number 0, if the ith character of P matches the character c, and 1 otherwise. Then we can accumulate the mismatches as
If the mth field of D has a value less than k + 1, the pattern matches with at most k mismatches. Note that since the pattern length is m, the number of mismatches can also be m, but we have allocated only = O(log 2 k) bits for the counters. This means that the counters can overflow. The solution is to store the highest bits of the fields in a separate computer word o, and keep the corresponding bits cleared in D:
The bit mask om has bit one in the highest bit position of each -bit field, and zeros elsewhere. Note that if o has bit one in some field, the corresponding counter has reached at least value k + 1, and hence clearing this bit from D does not cause any problems. There is an occurrence of the pattern whenever
i.e. when the highest field is less than k + 1. The bit mask mm selects the mth field. Shift-Add clearly works in O(n) time, if m( log 2 (k + 1) + 1) ≤ w. Our method of skipping text characters with Shift-Or clearly works with Shift-Add as well. The pattern is again splitted to q partitions. If some of our q patterns occur with at most k mismatches, then we verify if the whole pattern ← log 2 (k + 1) + 1 2
occurs with at most k mismatches. Note that this is different from most of the other pattern partitioning based approaches, that partition the pattern into q pieces, and then search the pieces with k/q errors. This latter approach leads to O(nk log σ m/m) average time in general, and works for k = O(m/ log σ m). This time is not optimal, whereas our approach leads to O(n(k + log σ m)/m) optimal average time, see below.
Adapting the Shift-Add algorithm to multiple patterns requires some modifications on the preprocessing and searching algorithms. The problem is how to detect the matches of several patterns in parallel. This is solved by initializing the counters to 2 −1 − (k + 1), instead of to zero. This trick has been used before, e.g. in [3] . This ensures that the overflow bit is activated immediately when the counter reaches a value k + 1, and is therefore easy to detect for all patterns in parallel. This could be implemented explicitly, by setting the first field in D of each pattern to this value after the shift operation. Instead, we add 2 −1 −(k +1) to all fields of the B [c] vectors that correspond to the first character of each of the patterns. This ensures that the counters in D get correctly initialized, assuming the first counters of each pattern were zero before the addition. This zeroing is done explicitly with a bit mask. Alg. 6 gives the code.
The probability of a match of our m/q length pattern piece with at most k mismatches is exponentially decreasing if k/ m/q < 1 − e/σ [9] . For our q = O(m/ log σ m), this becomes k/ log σ m < 1−e/σ. This condition ensures that the probability of a verification is γ m/q , where γ < 1, and hence the number of verifications is negligible, and the total average time is O(n log σ m/m), which is again optimal. This is good only for reasonably large alphabets and very small k, at most O(log σ m). For larger k one can choose q = O(m/(k + log σ m)), to get again an optimal O(n(k + log σ m)/m) average time. Linear worst case time (for short patterns) can be obtained in similar way as in the case of Shift-Or. For long patterns all the bounds must be multiplied by O(m log 2 (k)/w).
Experimental results (preliminary)
We have implemented all the algorithms in C, and compiled with icc 8.1. We ran the experiments in 2.4GHz Pentium4 with 512 Mb RAM, 512 Kb cache, running GNU/Linux 2.4.20-8. We also repeated some experiments with 1.28 GHz UltraSPARC IIIi with 16 Gb RAM, 1 Mb cache, running SunOS 5.9. In this case we compiled with the Sun ONE Studio 8 C compiler.
We performed the experiments using random ASCII (σ = 96, n = 10Mb), and several real texts. These are: the E.coli DNA sequence (4,638,690 characters) from Canterbury Corpus 3 , real protein data (5,050,292 characters) from TIGR Database (TDB) 4 , and natural language text (the collected works of Charles Dickens, 10,192,446 characters), from Silesia Corpus 5 . The patterns were randomly extracted from the texts, and each test was repeated 100 times. We report the average speed in megabytes per second.
Shift-Or experiments
We compared our algorithms against BNDM [11] and SBNDM [12] , implemented by ourselves. These are in practice the fastest general purpose exact string matching algorithms for m ≤ w. We also compared against the Boyer-Moore-Horspool algorithm [7] , and Boyer-Moore-Horspool-Sunday algorithm [13] , but these were not competitive, so we do not report the speeds here. Table 1 gives the speeds in megabyes per second for all the texts. AOSO denotes our Average-Optimal Shift-Or algorithm, and FAOSO the fast variant of it, using the unrolling trick. Note that the speeds for the plain Shift-Or do not depend on the pattern length. For the fast variants, we used unrolling factor U = 4, when the representation fitted into a single computer word, otherwise we were forced to use values 1 . . . 3.
As it can be seen, our algorithms are clearly the fastest on DNA in all the cases. Interestingly, the fast variant of the plain Shift-Or algorithm beats our average optimal Shift-Or for m ≤ 8. The results are quite similar for proteins, but for long patterns BNDM variants have equal performance to our algorithms. Note also that for all cases SBNDM is consistently slightly faster than BNDM. Our approach is faster also in natural language text, while on random ASCII the differences are considerably smaller. Note: Just before submitting this paper we found a recent work [6] that presents several efficient variants of the BNDM algorithm. We ran some preliminary experiments, comparing the best variants against our algorithms. The variants in [6] are in many case faster than SBNDM, but are competitive against us only for large alphabets and reasonably long patterns, while our algorithms still seem to dominate the cases for small alphabets for small to moderate pattern lengths.
Their algorithms are entirely different from ours, except that they also apply a form of loop unrolling, but the method is less useful as applied in BNDM (and variants). The reason is that, assuming that they unroll U times, they can shift only after reading U characters, and the maximum shift is reduced to m − U + 1. Our algorithms do not have such limitations. Table 3 gives the speeds for the average-optimal Shift-Add. Our character skipping technique clearly speeds-up Shift-Add as well, the exception being short patterns or large k on DNA alphabet. For the lack of time, we compared only against the plain Shift-Add algorithm. 
Shift-Add experiments

Conclusions and future work
We have presented new bit-parallel filtering algorithms for exact and approximate (under Hamming distance) string matching algorithms. The algorithms have optimal running times on average, and have extremely simple implementations. This makes the algorithms very fast in practice. The simplicity comes from a novel forward matching technique (as opposed to backward matching as in most competing algorithms) and from the fact that the pattern shifts are constant. This also leads to simple unrolling trick that boosts the search in modern hardware. This trick cannot be applied so successfully to more complex backward matching algorithms. Finally, we note that the techniques presented in this article can be adapted for some other algorithms as well. An example is the (δ, γ)-matching algorithm in [3] , which runs in O(n m(1 + log 2 (γ + 1))/w ) time. Using our techniques gives us an O(n m(1 + log 2 (γ + 1))/w /q) time filtering algorithm. Assuming uniform random distribution of characters, we can obtain O(n log 2 (γ) log σ/δ (m)/w) asymptotic average time by selecting q = O(m/ log σ/δ (m)).
