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A syntax-directed approach is proposed for weather
map recognition. Because of the inherent nature of the given
data, the present system requires no image transducer. Hence,
faults commonly occurred as deformation, shading, noise and
nonlinearities are never encountered. Primitives extraction is
achieved by a simple heuristic procedure instead of implementing
formal linguistic and decision-theoretic methods. A string with
descriptive power which emphasizes on edge-features is generated
for each weather map. This simple encoding only equips the string
with limited descriptive power but appears to be sufficient for
yielding classification potential for patterns of great variability.
Classification is performed by parsing the string against context-
free grammars constructed for a number of classes. Results are
then used to compare and test with other statistical methods. The
potential of using the classification results for weather prediction
is investigated.
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State of Art in Pattern Recognition1.1
Over the past 20 years there has been remarkable
achievements in the field of pattern recognition. The successes
of three international joint conferences held within four years
( Washington D. C. 1973, Copenhagen 1974t California 1976) marked
the present important status and the size of these proceedings
and their international authorship gave further evidence of the
vitality of the pattern recognition field. It is perhaps appropriate,
in this introductory remark, to have a general idea of the scope
of pattern recognition and to clarify the meanings of the sometimes
confusing terms of' Pattern' and' Recognition'. Verhagenl
made a literature survey of various authors' views on the scope
of pattern recognition. Rather than repeating a thorough elucidation,
we hereby conjoin the appropriate interpretations so that a general
view can be established.
By the word' Pattern', we should mean a class of
mutually similar things such as fingerprint patterns, speech
patterns, cloud patterns et:.. but however in dealing with more
varied problems like scene analysis, a wider interpretation is
then required. Tou and Oonzalez2 defined pattern as a description
of things and Uhr5 viewed pattern as a complex structure of
meaningful interacting and interrelated things. Both of them
emphasized on the descriptive aspects of the inherent structure
of complex patterns. Very often, the assignment of complex pattern
to suitable type is difficult to make.-On the other hand, 'Recognition
should imply something more than that of classification, and in
fact most authors use the term to include classification, description,
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identification or analysis. Hence, it is difficult to give a precise
definition to this term. As viewed from above,' Pattern Recognition
is a vast collection of highly varied problems and is related
with a broad field of scientific and humanistic activities. It
is concerned with machine recognition of meaningful regularities
and structures in noisy or complex environment. In the narrow sense
of the words, pattern recognition is a process of decision making
whereby the input data is categorized into identifiable classes
via the extraction of significant features or attributes of the
data from a background of irrelevant details. It should also be
emphasized that pattern recognition and I Learning' are interrelated.
Usually the machine cannot define the differences between patterns
of different classes. An adaptive recognition model is required to
obtain the common attributes of various classes by a group of
training samples or by specifying the criterion of similarity.
Even when the machine is not adaptive, the designer goes through
essentially the same process when modifying his design in the light
of the performance on some training set of patterns.
Concerning the methodologies used in pattern
recognition, there are in general two principal approaches2'4 but
a combination of these methods is rather common:
1) Decision-theoretic( including both deterministic and. statistical)
2) Linguistic, syntactic or structural
In recent years much emphasis are laid on the second
approach when dealing with pictorial and waveform patterns where
a hierarchial structure of subpatterns can be visualized. The
syntactic approach draws an analogy between the structure pattern
and the syntax of a language. Hence, syntactic pattern recognition
is an attempts to adapt the techniques of formal language theory,
which provide both a notation( grammars) and analysis mechanism
( parsing) for such structures, to the problems of representing
and analyzing patterns. !Many auth.ors are strongly in favor of
this approach. Ledley 6 believed that, in some sense, the, human
capability of pattern recognition involved some type of syntactic
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structure. It is the ability of reducing a real pattern to those
elemental features the most important part of the recognition
process. He also perceived the sharp contrast with the perceptron
approach, which from an intuitive viewpoint hypothesizes that
the brain is composed of threshold elements that are trained by
,reinforcement procedures. Simon7, however, expressed a less
enthusiastic tone and claimed that the introduction of linguistic
procedures was merely the use of a general recursive function
to supplement the insufficiency of algebraic functions in the
real number field.
Despite the progress of many theories and techniques
for specific situations and sub-problems, say the grammatical
inference machine, error-correcting parser, clustering analysis
etc. which are well surveyed by Fu and Rosenfield, there is a
lack of a general applicable approach to pattern recognition
problems. The most profitable strategy, as propounded by Verhagen 6
is to tackle each problem individually. In dealing with each
special problem, a suitable scheme is to look for all a priori
knowledge and all knowledge that cc,n be gained about the problems
by all kinds of research, and to use from the available wealth
of algorithms in the pattern recognition methodologies, in
combination with a lot of heuristics and trial and error.( Fig. 1}
1.2 Present status of leather pattern recognition
Among various applications of pattern recognition,
the study of treating some problems encountered in weather
prediction aid analysis as pattern recognition problems receives
much less attention. Many techniques used in the pattern
recognition field are indeed employed by weather forecasters in
dealing with various aspects of weather analysis, although
many of them are unaware of the presence of a field known as
pattern recognition. However, we have a feeling that if the
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appropriate, as special problems in the pattern recognition
field, they can then enjoy the wealth of various algorithms
already well developed in pattern recognition. A more systematic
approach as suggested in Fig. 1 can be employed to allow for
further discussions and investigations.
At present, although the attempt of endowing
machine with recognition ability to automatically predict
various types of weather is still often mentioned, applications
are limited to one or two special problems and arise no wide
interests. Booth9 applied the decision-theoretic approach
to cloud type classification using environmental satellite data.
Leese, Novak and Taylor 10 considered the problem of the
determination of cloud pattern motion. The most systematic
approach, however, was undertaken by Wang and Burns11 in their
investigations of severe weather pattern. They discussed the
problem of forecasting and warning of severe weather condition
from the viewpoint of pattern recognition and perceived the
analogy of analyzing the waveform patterns of atmospheric rate
data with speech recognition. Tou and Gonzalez2 mentioned
weather prediction as a pattern recognition problem and treated
the weather maps as the required input. our present project is
more or less in the direction of this line of research. The
analysis of weather maps, on the other hand, is also classified
by meteorologists in the study of synoptic climatology 12.
Indeed, wa are in the position of investigating the possibility
of applying pattern recognition techniques to this broad field
of weather studies.
1.3 General Description of present project
One of the challenging task of pattern recognition.
system is to compete with human perception. The study of various
weather maps for forecasting purposes is, at present, undertaken
by experienced weather forecasters. Our attempt is in the
direction of using automatic machines to take up these manual
6
tasks. Syntactic methods have been used by Nang and Burns 1 in
describing the hierarchial structure of the whole life cycle of
severe storm. The patterns they used are waveform patterns and
are quite different from our present pursuit which is concerned
with a special type of pictorial weather maps--- contour maps.
To start with, a general discussion on synoptic climatology and
basic conside.ations of applying syntactic techniques are given,
followed by a brief elucidation of the input data and contour
map representation. The simple heuristic procedure for extracting
edge-features is then formulated and discussed in details. The
construction of picture grammars for the initial 18 classes are
based on observed structural similarity of the weather maps and
no attention is paid on the significance of these classes as
having forecasting potential at this stage. However, the speed
of contour map encoding, storage, retrieval and comparisons is
a prime factor of the design. Classification results are then
compared with manual inspection and tested with other objective
statistical methods. Finally, the last chapter is devoted to a
study of using our results to correlate and predict rainfall.
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CHAPTER 2
Synoptic Climatology and Basic Considerations
of applyin= Syntactic methods
A general description on synoptic climatology is purposely
included in this chapter to lay down the necessary foundations
for the design of our recognition system. Following a brief
historical note, common problems occurred in subjective and
objective weather map classification are considered and discussed
in some details. The section on basic considerations of the
application of syntactic methods is intended to have a general
round-up of various approaches in the establishment of the pattern
recognition system, with their limitations and advantages carefully
evaluated. The serious problem in the pattern recognition field,
as stressed in the preceding chapter, is the lack of general
approach to any specific problem. There does not exist any unique
way or basic law to be followed in the design of pattern recognition
system. This chapter is devoted to a broad investigation of various
possibilities as a first step in dealing with the problem.
2.1 A Review of Synoptic Climatology
The field of 3ynoptic climatology, which has been
thoroughly seated by Barry and Perry12, is concerned with the
description and analysis of the totality of weather at a single
place or over a small area, in terms of the properties and motion
of the atmosphere over and around the place or area. There are
essentially two stages to a synoptic climatological study, namely,
the determination of categories of atmos:heric circulation types
and the assessment of weather elements in relation to these
categories. The first stage, which involves a classification
procedure after the precise definition of various classes has
8been made, is essentially a pattern recognition problem. All
synoptic climatological analysis involves the use of various types
of synoptic meteorlogical data, among which the pressure field
is undoubtly the most frequently used. Surface pressure maps
and the upper level contour charts are now recorded as routines
in most observatories all over the world. The abundance of such
maps have made automatic map classification and analysis a
practical necessity. Turning now to the classification approaches,
we usually classify the static patterns into categories from two
standpoints
1) the identification of individual features of circulation such
as high and low pressure cells, ridge and trough in specified
locations.
2) the description of the complete pressure pattern, or its most
significant features, by subjective or objective method. s.
In parallel with these two broad lines, the study
of kinematic weather maps also consists of:
3) classification of cyclone and anticyclone paths.
4) classification of circulation or airflow patterns.
It is the second standpoint in which most past
works were done and the idea of implementing an automatic
recognition system is based. Although the remaining three can
also be treated as pattern recognition problems, they are not
further considered in this project.
2.1.1 Historical Note
Synoptic climatology was established by many
contributors, with the most complete early attempt to be found
in writings by Abercromby 12 In the 1920s Gold made significant
contributions by classifying the pressure patterns over England
and relating weather conditions to them. Baur's notable classification
in the 1940s of large scale circulation patterns( Grosswetter)
over Europe and the eastern North Atlantic has long range influence
on later works. In the post war period a commendable achievement
9was the work on preparing an airflow pattern catalogue for the
British Isles by Lamb13. Heywood14 appreciated Lamb's work and
made a similar local study of classifying the pressure patterns
around Hong Kong into several types. Other studies along the
same line were also carried out in many parts of the world.
In the late 1950s and 1 960s, objective means of classifying
weather maps were devised with the advent of modern computers.
Recently, the circulation types of eastern Asia were developed
by Yoshino and Kai15 and a catalogue comparable with the Grosswetter
has been made. Computer data handling has increased the scope
of synoptic climatological studies tremendously. An immense
range of possibilities remains to be explored.
2.1.2 Problems in weather map classification
In this section we concentrate on the common problems
likely to be encountered in weather map classification. The
subjective identification of discrete categories of pressure
patterns, though has a relative long history of development,
presents several problems 12
1) the atmospheric modes are continuous so that the delimitation
of any boundary between classes must be arbitrary and therefore
somewhat unsatisfactory.
2) the problem of delimiting the termination of a sequence of a
particular type. Atmospheric circulation patterns sometimes
switch abruptly, but on other occasions a gradual evolution
takes place. This problem is related to, but not the same as
) .
3) the variable intensity of pressure systems so that there are
various subjective decisions as to whether to include or
neglect a weak low or high.
4) the seasonal variation in type characteristics.
5) the problems of evaluating classification results since sub-
jective classifications are usually formulated a priori and
then modified on the basis of experience.
In the previous study by Lamb, he gave the lollowin-
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descriptions on the Westerly type:' High pressure to the South
( also sometimes SW and SE) and low pressure to the north of
the British Isles. Sequences of depressions and ridges travelling
east across the Atlantic. The steering of pressure systems is
generally from about west or WNW.'. It is clear from the above
description that the general distributicn of high and low,
together with some particular features such as ridges and troughs
are very important in subjective analysis. They are all structural
features of the weather map although the degree of perception
of individual feature varies considerably.
Objective classification techniques are receiving
much thoughts in recent years because many problems of defining
characteristic pressure or flow patterns subjectively are
eliminated. However, no emphasis is laid on the structural
similarity of weather maps. Many procedures used in this approach
are adopted simply because they are available in a computer program
rather than for their intrinsic characteristics in relation to
the problem. The work by Lund 16 in using correlation methods,
for instance, is often critized. The assumption that the data
used in calculation of correlation coefficient are not serially
correlated is invalid. Besides, a linear technique has been used
for the non-linear pressure field. Barry and Perry 1
erry12 also
mentioned that since the whole question of spatial correlation
is still hedged with uncertainties caution must be used in the
interpretation.
2.2 Basic considerations of at 1ying, Syntactic rnethodc
The syntactic approach, as originally advocated by
Eden, Narasimhan17, Kirsch and notably contributed by Ledley18
and Shaw19,20 in the 1960s, enjoys a vigorous growth in this
decade. This approach is particularly attractive to pi,turc
processing for it provides a uniform franiowork within which
descriptive models for specific classes of pict,lres could be
designed. Especially when the patterns are complex( like weather
maps, fingerprints, Chinese characters) and the number of possible
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descriptions is very large, the syntactic approach seems to be
most favourable. The attempt of using syntactic methods for
classifying weather maps is based on the hypothesis that it is
the structural information of the weather map( surface pressure,
temperature, upper level charts etc.) that play the predominant
role in determining the weather condition. In other words, the
structural similarity of two weather maps should imply similar
weather conditions. This hypothesis is justified largely because
the pressure, or force field, depicts a fundamental dynamic
properties of the atmosphere essential to all attempts at applying
the equations of motion to obtain a weather forecast. It is
therefore natural to claim that any meaningful weather classification
should emphasize on the structural information depicted by the
map. However, syntactic approach is not unchallenged in the pattern
recognition system. Although numerical description of structure
is by no means an easy job, a set of features can still be constructed
for decision-theoretic approach. Typical examples are found in
works by Booth9, Lee and Anderson21 in the classification of
cloud patterns and fingerprints respectively. However, if the
complexity of pattern structures increases and a structural
description of the picture is required, syntactic approach seems
to be more appropriate.
The use of syntactic approach in a particular system
usually leads to the design of a syntactic pattern recognition
system which is represented by the block diagram shown in Fig. 2
This model22 is in general applicable for most recognition system
employing linguistic techniques and differs only in the internal
construction of various blocks for individual application. Since
the practical utility of the Syntactic approach is seriously
affected by the pattern primitives( further details on the choice
of primitives for weather map can be found in chapter .1) and
grammar type( using the primitives as terminal symbols),











Fig. 2 Block diagram of a syntactic pattern
recognition system( from Fu 22)
2.2.1 Choice of pattern primitives
The choice of primitives is largely arbitrary. Depending
on the particulars of the problem at hand, intuition usually plays
an important role. Although no general approach is so far available,
some guides for selecting pattern primitives has been suggested 22
1) The primitives should be basic pattern elements providing a
compact and adequate description of the data in terms of the
specified structural relations.
2) The primitives should be easily extracted or recognized by
existing nonsyntactic methods and their structural information
are not important.
The first guideline reveals the close relation between
the choice of pattern grammar and the selected primitives. It is
not practical to consider the selection of primitives regardless
of the choice of pattern grammar. The second point emphasizes on
the fact that the primitive should carry no structural information.
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Even if some structural information are indeed present, they are
regarded as unimportant in the particular application and cannot
be recovered from subsequent syntax analysis. Therefore a basic
consideration of the selection of primitives should be:" What
kind of structural information is required in this recognition
system?". Another question will then likely arise:" Is this
find of structural information sufficiently described by the
chosen grammar?". If a complete hierarchial structure of the
weather map is required, Freeman's chain code23 seems to be
suitable for primitive extraction of contour maps. However, the
simplicity of primitives amounts to corresponding complexities in
grammatical Construction and inefficiency in syntax analysis. As
a preliminary attempt in applying syntactic methods to weather
map problems, it is a risk to carry out such elaborate scheme in
which fruitless results are quite probable. What we finally resort
to are primitives with some degree of structural information and
easily extracted from the weather map by simple heuristic procedures.
The structural information of interest in our
pattern recognition system are the general distributions of
various highs, lows and plains( definitions of these terms are
given in chapter 4) of the weather map. These can be described
to a certain extent by context-free grammars well developed in
formal language theory 24
Other features such as ridges, troughs, cols,
cut-off lows, fronts, the sizes and shapes of various highs and
lows are not included in the grammar for the following reasons.
Firstly, the time limit of the project does not allow a full scheme
including all these features. The detection of cols, fronts etc.
is rather complicated and is in itself a pattern recognition
problem. Also the primitive extraction of the contour map and
parsing and recogr.iticn procedures may demand excessive computing
time. Optimization of computing procedures including grammar
transformation to grammars with linear parsing time and parser
optimization may be necessary. These should be subjects of future
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work. Secondly, there are only 450 contour maps available.
Satisfactory classification of them may not require all these
features. As feature ordering is not easy in this case, the choice
is. purely intuitive. Finally, the implementation of a reduced
scheme instead of a full size one is expected to yield some
results at a much lower cost and to indicate the direction of
future work to improve the scheme.
2.2.2 Choice of pattern grammar
A crucial point involved in adapting the techniques
of formal language theory to pattern recognition problems is the
generalization of concatenation, the only relation between the
elements( or terminals-- see chapter 5 for details) in a string.
In dealing with picture recognition, various types of higher
dimensional pattern grammars such as the Picture Description
Language( PDL) 19, 20, Web grammar25, Tree grammar26 are
suggested. All these attempts are the efforts in including relations
other than concatenations so that the pictorial patterns can be
adequately described. However, it is not obvious that these
higher dimensional grammars can bring higher computational
efficiency in pattern encoding and recognition in the reduced
scheme. Other advantages such as higher capability, better
representation of the actual patterns, more illuminating concept-
ually etc. mLy be realizable, but will be beyond the scope of
our present project. Therefore our preliminary attempt is to use
the context-free grammar well developed in formal language theory
with concatenation as the only relation. A slight generalization,
however, is necessary and this is what. Uhr3 called' connection
at a distance'.
The above two considerations are intrinsic to all
designers of a syntactic pattern recognition system. The present
project is ai: attempt of realizing the recognition process based
on these considerations. Various theories, however, exist for
further considerations, such as the use of fuzzy sets 27' 27,28 and
15
stochastic language22 to deal with the fuzziness and randomness
of actual patterns. The idea of grammatical inference 29,30 which
can infer a grammar from a given set of training patterns in
language-like representation is particularly attractive. But at
this present stage, the learning process is still performed
manually and not by the machine.
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CHAPTER 3
Input Data and Contour Map renresentat ion
For most pattern recognition systems 9 especially when
dealing with picture recognition, the requirement of image processing
facilities is always needed. Therefore some techniques used in
digital image or signal processing such as enhancement, restoration
etc. are also familiar to researchers in the pattern recognition
field. Because of the inherent nature of the data, our present
system does. not require any image transducer. The essential data
are usually stored in magnetic tapes or punched: in cards, with
which the contour map can be recovered in computer storage via
a restoring technique which is nothing more than a linear
interpolation scheme. HAFDG and ISOLH are two subroutines originally
developed by experienced personnel in the Royal Observatory and
we have slightly modified ISOLH to suit our particular application.
3.1 Nature of Input Data
In conventional image transducers such as flying spot
scanner and TV camera, natural scenes and objects are mapped onto
a two-dimensional format by an imaging system represented as in
Fig. 5.1. It is the important task of image transducer to equip
the computer with a view of the objects from which further
preprocessing of the image is possible. Accompanying this process
of mapping, some forms of degradations and deformations of the
picture are usually present and the techniques of digital image
processing should then be called upon. Yet T any other non-natural
images are also subject to digital processing techniques although
the use of image transducers in some sit::ations appears to be
inappropriate. In such cases, the choice of an image transducer
17
is largely determined by the nature of data at hand.
By non-natural images, according to Andrews31, one
might refer to two-dimensional formats for general data presentation
for more efficient human consumption. Naturally weather maps belong
to this class of images and are commonly found in newspapers and
charts prepared by observatories. The weather maps that we come
4cross in our daily life are only secondary products from more
primitive data. Very rarely are they used for picture processing
wherein an image transducer is undoubtly required. In actual
situation the raw data are collected in many stations distributed
unevenly over the area of interest. A more convenient form,
depicting the actual pressure or height at evenly spaced grid
points, is often produced and recorded in magnetic tapes or punched
cards and it is this basic form that is usually available to
researchers and weather analysts.
A natural question will then arise: What does this
form of data represent intrinsically?. To answer this question,
we need an interpretation in terms of the formalism of digital
image processing. Since there is practically no loss of generality
in taking pressure or height as brightness level of an image, this
form of data representation can be interpreted as an image blurred
by some degradation sources( Fig. 3.2). The actual distribution
of pressure or height over the area of interest is rep- resented by
the object f(o,a). The degraded image g( x, y) is obtained
from the imaging ((system which allows only brightness level at
specific locations of the object to be known. This imaging system,
being governed largely by nature, also draws an analogy with an
opaque medium with evenly distributed transparent holes.
In the following paragraphs, the efforts in fitting our
scheme into the formalism of digital image processing are to provide
the necessary foundation for later research in Rh5_ch restoring
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Fig. 3.2 Interpretation of raw data as degraded
image in an imaging system model
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More mathematically and following the notations by Andrews31,
we get
( 3-1)
and if the system is spatially invariant, equation( 3-1) reduces
to
( 3-2)
where g( x, y) represents the image of the object f which
has been degraded by the system degradation h( x, y,) and
by the measurement noise n( x, y).
For our discrete case in which g( x, y) represents the
raw data of the weather map, we have
g( i, j) = f( i, j for i = m t,j =n t,
where t is the grid.




In order to obtain the weather map from the raw data, we
employ the techniques of image restoration which is the reconstruction
of an image toward the original object by inversion of some
degradation phenomenon. Conventionally, Fourier techniques work
well in attemDiing to obtain f (from g( x, y) through
the inversion of h( x- , y -f) in equation( 3-2). In the
20
absence of noise, we then obtain
G( u, v)= ( u, v). F( u, v)
3-4)
where G, H and F are the Fourier transforms of g, h and f respectively,
The determination of F( u,v) simply requires the inversion of H, if
it exists. The amount of a priori knowledge concerning the imaging
system obviously plays an important role in the inversion process
and various models to obtain H( u, v) have been formulated.
Implementations of the above elaborate schemes are
attempts to obtain the exact reproduction of the original object.
However, in our case where the requirement is less stringent and
only the contour map but not every details of the picture is desired,
we simply resort to the scheme of linear interpolation to restore the
contour map. Obviously, a priori knowledge of the general behaviour
of weather maps justify our present usage.
3.2 The Degraded Image -- Input Data
The pattern area of interest covers the region extending
from 10° to 40° N latitudinally and 90° to 130° E longitudinally.
Fifteen years of 500 mbar data in the month of June are available
in the form of punched cards and information of each daily weather
chart are recorded from south to north, west to east by four punched
cards in the format of( 12X, 1614). The grid spacing is 5°and
therefore amounts to a total of 63 discrete grid data for each map
( Fig. 3.3).
Expanding the data3.3
A heuristic restoring method is implemented in the
subroutine HAFDJ to estimate the heights at grid points at 2°
spacings. No formal treatment but only description with simple
illustrations is intended to provide a general idea rich is largely
21
Fig. 3.3 The degraded image-- overlaid on the
contour map( the data at grid points
are omitted for clarity)
based on intuition. The technique introduced is a nonlinear one
and is expected to perform better than Jinear interpolation over a
nonlinear pressure field. Therefore, ita implementation before
applying linear interpolation should yield better results in contour
map restoration.
Considering the basic linear segment shown in Fig. 3.4
we hypothesize that the height H(x) at point x is adequately
determined by the values at x1, x2 and x3.
x2 x3X1 2d= grid spacing ofX
raw data
d 2dd
Fig. 3.4 Basic linear segment
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H(x) is then a linear combination of H(xl) 9 H(x2), H(x3)
and is represented by
H(x)= w1 H(x1)+ w2H(x2)+ w3H(x3) ( 3-5)
subject to the constraint
W1+ w2+ w3 = 1 ( 3-6)
where w 1, w2 and w3 represent the corresponding weighting factors at
points x1, x2 and x3 respectively. These weighting factors are
determined arbitrarily, or more accurately, based on intuition and
experience. It is also possible to generalize equations( 3-5) and




Although there is no fixed rule for the determination of
w1, a nonlinear relationship should exist between w1 and x1- x
and probably with wi varies inversely with xi- x. In our case
where n equals 3, the weighting factors are chosen to be( as used
by experienced personnel in Royal observatory
( 3-9 )W1 = 0.375 w2= 0.75 w3 0,125
HAFDG is called by the statement CALL HAFDG(IGRD,N,M,INN,
NF,MF) in the main FORTRAN program, where
IGRD= Input array of dimension N x M y representing the
raw data
INN= Output array of I imension NF x M.F NF= 2N- 1,
IT= 2M- 1.
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Four types of points, with different procedures of
calculation, can be distinguished and are best illustrated by Fig. 3.5,
1) Both I and J are odd:
The points represent the original raw data and no
calculation is required.
2) I is odd J is even:
For each point a vertical basic linear segment is formed,
with x1 preferably above x except when J= NF-1. In such case,
the situation is reversed with x1 below x. Equation( 3-5) is
employed to obtain H(x).
3) I is even J is odd:
For each point a horizontal basic linear segment is formed,
with x1 preferably on the left of x except when I= MF-1. In
such case the situation is reversed with x1 on the right of x
Equation( 3-5) is again employed to obtain H(x).
4) Both I and J are even:
For each point a horizontal basic linear segment is formed
as in (3), with x1, x2 and x3, which are type 2 points, to be
first calculated using the method described in (2). A two step
procedure is therefore required.
Fig. 3.6 shows the typical results obtained after calling
HAFDG to the raw data of June 3 1955.
INN(1 )=IGAD(1)
I










Fig. 3.5 Illustrative diagram showing the
different types of points
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53.4 The Interpolation Scheme
The interpolation scheme, commonly used to obtain the
contour. map from a set of grid point.data, draws an analogy with
image restoration of actual picture and develops an effective
model for constructing the contour map. Linear interpolation,
though a rough tool, is employed because of its relative simplicity
and can be briefly explained as follows( Fig. 3.7):
Suppose that the brightness level I(x0) and I(xn+1)
are. known and it is required to find I (xi) for 1 L i.. n
X Xl x2 X Xn+1
0 n
Fig, 3.7 Diagram used to explain linear interpolation
then
( 3-10)
However, usage of these techniques is only advised
when the number of data points is sufficient, when the picture
is not too random, and when the basic assumption that the brightness
level between two points varies linearly with distance is justified.
Because of the nonlinear, behaviour of field data, a nonlinear
technique as implemented in HAFDG is used before applying linear
interpolation. The expanded data obtained from HAFDG are interpolated
twice: one is for display purpose to allow for the lengthening
effect of the line printer, 'whilst the other is for storage
purpose where further picture processing can be done. Both purposes
are fulfilled by calling the subroutine ISOLH(IDATA,JOR,JSO'J,IMAX
KMAX, IGRID ,MIN, IDEL, IMAX2) in the main FORTRAN program, where
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IDATA= Matrix of dimension (NF, MF) used to represent
the input grid point data NF= 13 and
MF= 17 in our case.
JOR= Latitude of the northernmost grid point in
tenths of a degree= 400
JSOU= Longitude of the westernmost grid point in
tenths of a degree= 900
IMAX= Dimension of the first subscript of IDATA= 13
KMAX= Number of columns of grid points for
interpolation= 17
IGRID= Encoded mesh-size in tenths of a degree= 25
MIN= Minimum permissible isopleth value= 5600 m
IDEL= Is opl eth interval= 20 m
IMAX2= Number of rows of grid points for interpolation
= 13
The original version of ISOLH is flexible enough to allow
for the printing of isopleths over a selected portion of a predefined
base-map, and controls the vertical scaling of the displayed map by
means of a decision table. However, in order to suit our particular
application for more effective display and the requirement of
storage purpose, we have modified ISOLH with uniform spacings and
storage facilities.
3.4.1 Displaying the Contour MaP
The interpolation length (i.e, the number of points to be
interpolated between two fixed points) is governed by the horizontal
printing positions of the line printer. Equation( 3-11) expresses
this relationship as
1+ (biF- 1) (INTY+ 1) 120
( 3-11)
where INTY is the horizontal interpolation length. Since in our
case, MF= 17, therefore a suitable choice of INTY is 6. Also, for
displaying purpose, the lengthening effect of the line printer must
be taken into considerations. Therefore:
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( 3-12)
where INTX is the vertical interpolation length. A simple calculation
,gives the value of INTX to be 3. The two arrays controlling the
horizontal and vertical scaling of the contour map are then given
by
JX(I)= (I- 1)(INTY+ 1)+ 1 ( 3-13)
IX(J)_ (J- 1)(INTX+ 1)+ 1 ( 3-14)
where
The interpolation scheme is then carried out by
considering two rows of input data at a time and the procedure is
repeated for NF-1 times. 36 symbols are used for representing
different heights of the contour map and they are listed in Table
3.1 for reference. The choice of printing the required symbol in its
suitable position is determined by the following method: With
reference to Fig. 3.7, we check the rescaled heights represented
by the 36 symbols to see whether that they lie between the corresponding
heights at x0 and xn+1, and if they are, the positions for printing
the symbols are determined using the formula of linear interpolation.
Incorporating this method into our scheme, we can
briefly describe the interpolation scheme with reference to Fig. 3.8.
The first step is to find the rescaled he?.ghts in the first row
(i.e. IX(1)=1), then followed by the MF columns for JX(I), I=19 MF.
The method described above is then employed to print the suitable
symbols along each row. The next step is to find the rescaled heights
in the last row (i.e. IX(2)=5), and the method is again used to
print the suitable symbols, but this time, along the JX(MF) columns.
This procedure is repeated for NF-1 times and the contour map is




0 5600 A 5800
1 5620 B 5820
2 5640 C 5840
9 5780 L 6300















3.4.2 Storing the Contour Map
Three further problems require considerations in
designing a suitable scheme for storing the contour map:
1) Both horizontal and vertical spacings should be the same( to
allow for more uniformity ). This then implies that INTX = INTY
and modifications of the array IX is required.
2) Storage of integers, and not other symbols or characters, is
convenient for further picture processing.
3) Addition of two extra rows and columns of '0' is necessary to
avoid boundary problems likely to occur in further processing.
The interpolation scheme follows in a similar way as
in section 3.4.1 and the picture is stored in the matrix INUN of
dimension( IX(NF)+2, JX(MF)+2). Table 3.2 is used to show the
conversion between symbols and the corresponding heights. However,
in order to display the contents of INUN with a line printer, integers
greater than 9 such as 10, 11, 12, are replaced by A, B, C,
respectively. A typical output showing the contents of INUN of June

























Table 3.2 Conversion table between symbols and
heights
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The preceding chapter provides an overview of the
preprocessed stage of the recognition system, we now proceed to
consider the construction of the other blocks( Fig. 2). In syntactic
pattern recognition terminology, the term' primitives' is often
used to denote' terminals t in picture grammar( see section 5.1
for details). The primitives should be some functions of the features
and their usage is strictly confined to a grammatical model.
Primitives extraction is among one of the most important
and flexible part of our pattern recognition system using syntactic
method. No general approach is so far available. This chapter describes
our present scheme of feature extraction using a simple heuristic
procedure. The definitions of primitives are first introduced, followed
by an elucidation of various methods used in extracting the primitives.
Some methods used in picture analysis are mentioned although they
are not employed in the process of string generation. The encoding
of contour map, together with the meaning of concatenation of the
terminals in the string, are also discussed in details.
4.1 Definition of Features
Recent progress in the study of contour maps is due to
contributions from many prominant authors such as Freeman23 and
Morse32,33. An extensive study of building a mathematical model
and algorithms for Computer storage of contour maps was found in
works by Morse32,33
However, not much results obtained from past
works are employed in our present study except for the following
two hypotheses:
1) No two contours should intersect with each other.
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2) Any contour line that intersects the boundary of the contour
map is, in general, not a closed curve but can be transformed
into closed curve. The transformation is achieved by including
a portion of the boundary chain, which should be the shortest
path, in their contour line chain( Fig. 4.1). These connections




Fig. 4.1 Diagram showing the hypothetical lines
Edge-Features
Since according to hypothesis (2) every contour line is a
closed curve, we can then introduce the notion of a 'close unit'
and 'primary feature'. At this stage, we restrict our attention
to edge-features. By 'Edge-feature', we mean the feature that
can be extracted from contours intersecting the boundary of the
contour map. For notational convenience and ease of understanding,
the following formats are established:
C. is the i th contour line in a closed uniti
C. is the intensity level of Ci and can stand fori
rescaled height, brightness or potential
according to nature of problem.
f (x,y) = ci is the mathematical representation of Ci.
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ci? cj is used to denote that ci is enclosed by
cj . ( This notation draws an analogy with
the definition of proper subset in elementary
set theory )
Definition 4.1
A CLOSED UNIT ( U ) is an entity containing a number of
contour lines c1 , c2 , ,cn ( n 1 ) such that
and
Definition 4.2
A PRIMARY FEATURE ( P ) is defined to be an entity contain-
ing n contour lines c1 , c2 , , cn ( n 1 ) such that
Frcm the above definitions, it is clear that a ' primary
feature ' is also a ' closed unit ' if a further restriction on its
definition is imposed ( i.e. cn ck for all ck {c1, , cn-1} ).
A ' closed unit ' which is also a ' primary feature ' is then
given the name ' primary closed unit ' . On the other hand, all
closed units which are not primary features are known as ' secondary
closed units '. It is not diffcult to see that a ' secondary
closed unit ' should contain more than one ' primary feature '. ( Fig.
4.2 )
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Ce Primary feature: 1)
Cb, Cc
Cc 2) Cd' CeC d








Fig. 4.2 Meaning of Primary feature, primary
and secondary closed unit
The following definition holds for the primitives:
Definition 4.3
A primary feature is defined to be a primitive called




(ii) HIGH, if and only if
for n > 1. The case
that all ci are equal is forbidden.
(iii) LOW if and only if
for n > 1. The case
that all ci are equal is forbidden.
Tne primitives dei ined above carry rich structural infor-
mation. But, as have been discussed in chapter 2, these information
are neglected in our considerations. All edge-features of the contour
map are then described by a set of primary and secondary closed units,
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U , U2 9 Um, with each closed unit to contain one or more
primitives.
Internal-Features
However, for the internal closed loops of the contour
map( i.e. all contours having no intersection with the boundary of
the contour map), the above definitions also apply so long as the
contours considered are strictly confined to those that do not
intersect with the boundary. Butt high, low and plain are no longer
treated as primitives in our reduced scheme, although they are still
taken as features* Our attempt in considering the features as two
seperate types is due to two reasons:
1) Testing of enclosure of contour lines becomes more complicate when
the two types of contour lines (i.e. edge-bounded and internal)
are considered as a whole.
2) The generalization of concatenation to both edge-features and
internal closed closed loops is in general more difficult.
Judging from the above considerations, we propose a
scheme of generating a grammatical string from the edge-features by
concatenating the primitives along the boundary of the contour map.
The internal closed loop features, together with their locations in
the map, are also listed after the end-marker of the grammatical
string. Amore detailed description of this encoding is given in
section 4.3.
Other important features
In the following considerations, we should no longer
restrict ourselves to edge-features and internal-features seperately.
In fact, the extraction of' Ridge', Trough and Col depend on
all contour lines of the map. The terms 'Ridge' and 'Trough' are
applied to elongated regions of high and low pressure respectively.
The region of weak and somewhat indeterminate flow between two
systems of high and low pressure, alternately disposed, is known as
a 'Coll. These features are best explained by Fig. 4.3• Other less
evident features may include 'Front', 'Straight Flow' etc. but












Fig. 43 Other important features of contour
map
4.2 A Scheme of Feature Extraction
To extract the above features from the contour map,
examination of each contour line is always needed. Contours are
found in two ways: first by scanning along the four boundaries of
the contour map in turn, and next by internal scanning. Once a
contour line is detected by the scanner, crawling along the respective
line then takes place.
Crawling of contour line can extract important information
which can be used for detecting the features mentioned above. For
instance, the relative positions of the boundary points of edge-
bounded contours( note that boundary points refer to the points
that the contour intersects with the map boundary) can be used to
determine the primitives high, low and plain. Features like ridge
and trough can be detected by locating the angle points of various
contours. The position of circumscribing rectangle of internal
closed loop, is used for testing of internal-features. Finally, the
relative positions of various highs, lows can be used to test for
the presence of col.
In this section, we present a scheme of storing the
required information for string generation, and of detecting the
angle points. However, only the detection of primitives( which is
essentially required for encoding the contour map into string form)
and internal high, low and plain is' implemented in our actual
experiments. No procedure for the detection of ridge, trough and
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col( which should require the information of angle points) is
presented because of time shortage.
For clarity in later discussions, the functions of some
subroutines commonly used are listed below:
CRAWL It is used for finding the contours of the map. Once
the contour is located, crawling then takes place. After
finishing crawling of the contour, CRAWL calls on the
subroutine ANGLE
ANGLE It is being called whenever crawling of the contour is
completed. This subroutine detects the angle and inflection
points of the contour. Essential information for string
generation are also being stored.
REORD It is primarily used for rearranging the essential
information of the contour map to facilitate the
detection of primitives.
SEP It is used for two purposes: first is to seperate out
edge-bounded contours that are enclosed by other edge-
bounded contours, and second is to assign the primitives
high, low and plain to these contours.
CLOSE It is used for the detection of internal close loop
features.
4.2.1 Findin the Contours
The contour map is represented by the matrix L(I,J) cP
dimension( N1+1, N2+1)--- same as the matrix INUN used in
subroutine ISOLH( see chapter 3). The edges of the contour map
are denoted by( Fig. 4 .4)
AXIS 1: The northernmost( or top) boundary of the
map.
L(I,J) I=2 J=2, N2
39
AXIS 2: The westernmost( or left) boundary
of the map.
L(I,J) I=2,N1 J=2
AXIS 3: The easternmost( or right) boundary
of the map
L(I,J) I=2,N1 J=N2
AXIS 4: The southernmost( or bottom) boundary
of the map.
L(I,J) I=N1 J=2,N2
Fig.4.4 The four axes of the contour map
Edge Scanning
Axis 1 is first scanned from left to right( i.e. J=2,
N2), with the process of scanning stop immediately whenever
L(I,J) 0. The halting position J= M2 is recorded. Crawling
along the contour line then starts, and control is only transferred
back to the scanner when. the process is completed. Scanning starts
at J= M2+ 1 again and the whole procedure is repeated, whenever,
appropriate, until J= N2.
Axis 2 is next scanned from top to bottom( i.e. I=2, N1).
The halting position I= M1 is recorded whenever a new contour is
detected. Scanning starts at I= M1+ 1 again and the whole
procedure is repeated, whenever appropriate, until I= N1
Scanning along axis 3 follows in the same way as in axis 2,
except that J= N2 instead of J= 2.
Scanning along axis 4 also follows the procedure as in
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axis 1,except that I= N1 instead of I =2
A typical example of the detection of contours is
shown in Fig. 4.5. Contour lines having intersections with the
map boundary can be detected by the scanner described above. The
efficiency of scanning is improved by following the rule of 'Detect
and erase' in the process of crawling( discussed in section 4.2.2).
This rule prohibits the occurrence of repeated crawling along the







Fig. 4.5 Detection of edge-bounded contours
Internal Scanning
The scanner for internal scanning examines each point
of the contour map from left to right, top to bottom and stops
whenever L(I,J)/ 0. Crawling then starts to trace out the closed
loop and a rectangular window is formed to circumscribe the closed.
loop( Fig. 4.6). Inner loops are searched by scanning the
rectangular window and once-an inner loop is detected, a rectangular
window is again formed. Control is returned back to the scanner
at the topleft corner of the largest rectangular window after all
inner loops have been traced. Scanning then starts again and the
whole, procedure is repeated, whenever a new closed loop is detected,














Fig. 4.6 Internal Scanning
4.2.2 Crawling along the contour lines
For each point on the contour having its intensity
equals to ci( i.e. f( x, y)= ci), there are eight neighboring
points connected by line segments to this 'original' point. Each
line segment is assigned an octal code according to its slope 23
( Fig. 4.7). To start with, the first 'original' point of each
contour is determined by the scanner described in section 4.2.1
In crawling along the contour, a decision must be made on which
neighboring point is to follow in the next step. A cyclic scanner
is called upon to test the intensity of each neighboring point and




Freeman's chain codeFig. 4.7
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Scanning is arbitrarily chosen to start from the point
on the left( i.e. chain code= 4) and proceeds in a clockwise
direction. The point at which the scanner halts is then recorded




(I,J) is the cartesian coordinate of the neighboring
point at which the scanner halts. n is the numbering of this
neighboring point( i.e. it is the nth point from the start of
the contour).
The-'original' point is erased from the contour rule
( i.e. reset to 0) after the next neighboring point to follow is
determined. This procedure is given the name 'Detect and erase,
rule and prohibits the possibility of crawling back along the
original track. This new neighboring point then becomes the 'original'
point and the cyclic scanner is called upon again. The whole
procedure is repeated as the contour is being crawled along (Fig. 4.8)
and stops whenever the following situations are encountered:
1) The contour has reached the map boundary:
This situation is checked by noting the two conditions
(a) The eight neighboring points do not have their intensities
equal to ci.
i
(b) The 'original' point lies on any of the four axes( i.e.
the four edges of the contour map).
2) The contour has reached an open end:
This situation is checked by noting the condition 1(a)
and the 'original' point does not lie on any of the four axes
( Fig. 4.9)•
3) The contour has reached its starting point:
Although the process of crawling employs the rule of
'Detect and erase', the starting point of each contour is restored
after crawling has been carried out for several points. The
situation that the contour has reached its starting point is
checked by noting that the ‘original' point is the starting point.
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Backtracking
Situation (2) requires further considerations and a
backtracking procedure is implemented. During the process of
backtracking, the original crawling path is retraced from the
point where halting occurs. The cyclic scanner is also called upon
to examine each backtracked point. The backtracking procedure
terminates whenever the cyclic scanner halts at one neighboring
point Fig. 4.9). On the other hand, the number of backtracking
steps is not unlimited. Whenever the number exceeds the predefined
limit( in our case, 100), the contour is classified as a
'broken' contour.
0 0 0 4 4 0 0 0 0
0 0 4 4 0 0 0 0 0
0 0 4 0 0 0 0 0 3
0 0 0 4 0 0 0 0 3
0 0 0 0 4 0 0 0 0
0 0 0 0 4 4 0 0 0
Fig. 4.8 Crawling along the contour line
0 0 0 0 0 0 4 4 0 0 0 0
0 0 0 0 0 4 4 0 0 0 0 0
0 0 0 0 4 4 0 0 0 0 0 0
0 4 4 4 0 0 0 0 0 0 0 0
0 0 0 0 4 0 0 0 0 0 0 0





Fig. 4.9 Contour reaching an open end
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Cut-off loop
In addition to the backtracking procedure, a heuristic method





Fig. 4.10 Cut-off loops
The cut-off loop is a special feature in the contour map
and does not often occur. It is commonly found to link with the main
contour line by a short contour segment. In actual crawling, this
feature may be omitted during backtracking and it is our intention
to implement a simple testing method so that its presence can be
detected. It is also possible that this cut-off feature is completely
neglected( Fig. 4.10(a)) and is only detected during internal
scanning. Howeier, the former case draws attention to a general need
of detecting this feature from normal backtracking of noisy points.
Cut-off loop is being tested for existence only if the
number of backtracked points exceeds 10 and does not greater than 60.
To limit the number of backtracked points is our desire to consider
only those cases where there is a greater possibility of the occurrence
of this feature.
The first backtracked point is (KLB, KMB) and the fourth
backtracked point is (KLB1, KMB1). The point at which backtracking
halts is given by (KJ.(I), KM(I)). We define
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( 4-2 )
MDIS= (KL(I)-KLB1) 2+ (KM(I)-KMB1 )2 ( 4-3 )
For the presence of cut-off loop, we should have
MMDIS =IDIS
( 4-4 )
( For normal backtracking of noisy points, we usually have
IDIS= MDIS)
The expression given in( 4-4) is not a general one
and possibly not applicable for all cases. The possibility that
( 4-4 ) also holds for normal backtracking of noisy points, though
relatively rare, should not be overlooked. The procedure discussed
here is implemented in subroutine CRAWL but does not form an essential
part in the generation of grammatical string.
4.2.3 Finding the Angle points of the contour
Structural information of individual contour line usually
lie in the angle points of the contour. Hence, the detection of
these points should be an essential step for later aaalysis in which
further structural information of the contours are required. However,
for the reduced scheme that we presently propose, the primitives
are chosen ,to be high, low and plain whose structural information
are, regarded as unimportant. Therefore the detection of these angle
points, as is with the method of finding the cut-off loop, does not
directly relate with the generation of grammatical string.
The procedure for detecting angle points on digital curves
is well discussed in works by Rosenfield and Johnston34, Rosenfield
and Weszka35. Our present method, following directly the work by
Rosenfield and Johnston34, is implemented in ANGLE. The digital
curve is stored in arrays KL and KL and is defined as a sequence
of integer-coordinate points pi,pn. We define the k-vectors
at pi as
aik Xi Xi+k' Yi- Yi+k)
IDIS = (KL(I)-KLB)2 + (KM(I)-KMB)2
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bik( xi- Xi-k' yi yi-k
and the.k-cosine at pi as
(4-5)
At each point pi, the 'best size' is determined by
finding h(i) to fulfil
( 4-6)
where m is some prespecified fraction of the digital curve, usually
1/10 th of the total length( in our case, we choose m = 10).
We say that pi is an 'angle' point if
implies that
( 4-7)
and pi is an 'inflection' point if
implies that 4-8
Appendix G illustrates the above formulation.
The angle points and inflection points of the contour
line are stored in the array BB and DD respectively. However, we
make no further investigation on Utilizing these information to
find important structural features of the contour map, such as
ridge and trough lines. The reason is mainly due to time shortage.
Possible inclusion of these features in the syntactic model is
attractive and should be under investigations in future research.
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4.2.4 Storing requisite information for string generation
The main concern of detecting the primitives lies in the
closure determination of edge-bounded contours. It is quite obvious
that the boundary points of these contours( i.e. the points that
the contour intersects with the map boundary) are informative in
aiiy procedure of closure testing. In order to save computer storage
and for the ease of processing, it is convenient to consider that
the map boundary can be stretched out into a' single line.
Two arrays are created for storing requisite information
used for string generation. The process of storing is also
accomplished in ANGLE. Essential information of edge-bounded contours
and internal close loops are stored in the matrix ISTO and ICLE
respectively.
The idea of stretching out the map boundary
It is convenient to visualize that the boundary of the
contour map is being cut at the mid-point of its leftmost edge and






Fig. 4.11 Stretching out the map boundary
It is always possible to map the boundary points of the
contour map onto line 1 by a suitable transformation. For notational
convenience, the following formats will be used:
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m'= Number of discrete units in I-direction
IX(NF)+ 2( see section 3.4.2)
n'= Number of discrete units in J-direction
JX(MF)+ 2
(i,j) =Cartesian coordinate of boundary points of contour
map
1. position of (i, j) with reference to line 1lj
X integral part of x
The following transformation is proposed:
i= 2k1+ j
i= m'k2- j
1. k3- i j= 2 ( 4- 9)ij
k4- i j= 2
4







( It is not difficult to see that 2(m'+ n'- 6) is the total
length of the map boundary
The edge-bounded contour always intersects the boundary of
the contour map at two points, namely, (KL(1), KM(1)) and (KL(CT),
KM(CT)), where CT is the number of points in the contour.
Let
IS= transformed ordinate of (KL (1), KM(1))
( with respect to line l)
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IE= transformed ordinate of (KL(CT), KM(CT)
ISTAR= Starting ordinate of contour line with respect
to line 1
LEND= Ending ordinate
ISPAN= Shortest distance between ISTAR and IEND along
line I
Four rules are designed to determine the starting and
ending points of the contour with respect to line 1:
1) If IE IS and IE- IS m'+ nI 6
then
ISTAR= IS 'LEND= IE ISPAN= IE- IS
and2 If IE IS IIE- IS- m'+ n'- 6
then
ISTAR= IE LEND= IS
ISPAN= 2( m' +n' -6)- (IE- IS
If IE IS and IS- IE m'+ n'-- 63)
then
ISTAR= IE IEND= IS ISPAN= IS- IE
If IE IS and IS- IE m'+ n'- 64)
then
ISTAR= IS IEND= IE
ISPAN= 2( m'+n'-6)- (IS- iE)
Storing information of Edge-bounded contours
The essential information of each edge-bounded contour
are stored in one single column of the matrix ISTO, where
T STO ( 4-10)
and n is the maximum number.of contour lines to be store:.( in our
case, n is pr-especified to be 25) m is the number of information
units required for each contour( in our case, m 5).
Information units in column are assigned the values of:
( the numbering of the contour as determinedslJ= j
by the scanner described in section 4.2.1
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and NSTO, where NSTO is the number of contourssij= 0 for j
actually stored.
Storing information of Internal close loops
On the other hand, the requisite information of internal
closed loops are recorded in the matrix ICLE, where
r.ICLE ( 4-11)ij
pxq
and p is the number of information units required( in our case,
p= 7): q is the maximum number of internal close loops that can
be stored( in our case, q= 10). The information units are assigned
the values of:
r1j =the numbering of internal close loop,
r2j intensity of the contour
r3i =index of the status of close loop
0 for outermost contour
1 for first inner loop
2 for second inner loop;






where (KLMIN, KMMIN), (KMMIN, K.MMAX), (KLMAX, KMMIN), (KLMAX, KMMAX)
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are the coordinates of upper left, upper right, lower left and
lower right corners of the rectangular window respectively( Fig. 4.6).
4 .2-.5 Detection of Features
Let us first consider the edge-bounded contours. The
matrix ISTO is rearranged so that its columns are arranged in
descending order of ISPAN. Subroutine REORD is called and the results
are stored in matrix ISOR.
(A) Edge-Features
REORD
The matrix( reordered) ISOR is defined as
ISOR t. 4-12ij
mxn
where m, n are the same as defined in equation( 4-10). The
following procedure is used to obtain the elements tij column by
column:
1) j = 0
2) j = j+ 1
3) Select k such that s5k s5k! for NSTO ( Recall
that sij is the element in the ith row, jth column of ISTO, and
NSTO is the number of contours actually stored). s5k represents
the value of ISPAN of the kth contour.
for4) Set tij Sik
sik( 0 0 0, 0) I for5) Next set
6) Repeat (2) to (5) and stop when j= NSTO
7) Set t= 0 for j> NSTO
ij
The final task of detecting the primitives is performed
by calling subroutine SEP, immediately after RECORD.
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SEP
The use of SEP is for two purposes, first is to
seperate out contours that are enclosed by other contours,and
second is to assign the primitives high, low and plain to these
contours. Indeed, the first purpose is to find out the primly and
secondary closed units (see definitions in section 4. 1)of the
contour map. The second purpose is nothing more than assigning the
primitives to the primary features according to definition 4.3




where r is the maximum number of contour lines to be stored( in our
case, r=25) s is the maximum allowable number of contours which
are enclosed by one contour( in our case, s= 20 ).The elements in
the i th row of ISEP, uij, and with u. j=0, are used to represent
the list of contours that are enclosed by the contour tii
bezore aiscussing the methods used to find uij,we
must first mention the procedure for testing enclosure of edge-bounded
contours. In general, the required testing is comparatively simple.
The conditions of enclosure are formulated as follows:
Consider two contours C and Cb, with their requisite
a
information stored in and ti
ti,jCa
respectively.( Recall that t. is an elment in ISORij
We say that
( i.e. Ca is enclosed by Cb)
if either of the following three conditions is satisfied( more








t4,Ca- t4,Cb m'+ n'- 6
( Note that 2(m'+ n'- 6) is the total length of the map
boundary)
B) ABS( t- t) .L t 49 Ca 49 Cb 5,Cb
ABS( t3tCa- t3,Cb) > m'+ n'- 6
t4 ,Ca < t4,Cb
where ABS( x) stands for the absolute value of x t3J, t4 j
and t5j are the starting ordinate, ending ordinate and.span of
contour j respectively ml and n' have the same meanings as
given in section 4.2.4.
Contour annclosure is determined by testing the above
three conditions in a sequential order. That is to say, for instance,
condition (3) needs no further testing if (1) is false and (2) is
true.
The following procedure is then used to obtain the
elements uij of ISEP row by row:
1) i= O
2) i= i+ 1
Test whether contours3)
t1,NSTO-i are
t.1,1+1' t 1, i+2
enclosed by t1i
4) Repeat (2) to (3) until i= NSTO.( Recall that NSTO is the
number of contours actually stored)
Therefore ISEP is formed as below:






and for we should have
Finally, we create the matrix IREP to store essential




where f is the maximum number of primary features and secondary
closed units to be expected from a contour map( in our case,
f= 10); g is the number of information units required( in our
case, g= 6). The following notations are also established:
vi,1 is used to indicate the status of the primary
feature or secondary closed unit( 1 for high,
2 for low, 3 for plain). To avoid any confusion,
we must notice that secondary closed units can
also be assigned high, low or plain although they
are not regarded as primitives.
V. is an-indication to distinguish the primary feature-
,2
inside a secondary closed unit and to number the
feature according to:
For Primary and Secondary closed units:
1= v12 <10
For Primary feature inside a secondary closed unit:
V.10 20 (for high)
vi220 30 (for low)
vi2 4030 (for plain)
is the starting ordinate-of outermost contour of
vi,3
feature i( either a primary feature or secondary
closed unit).
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V. is the ending ordinate of outermost
4
contour.
V. is the shortest distance between starting
i ,5
and ending ordinates.
is an indicator to distinguish a primaryvi 6
feature from a secondary closed unit
( 0 for primary feature, 1 for secondary
closed unit
The determination of vii is made possible by carrying
out a sequential procedure on ISEP:
1) Consider the first contour u11( recall that u11 is the first
element in the first row of ISEP). v11 is assigned as 1, 2 or
3 according to definition 4.3. For more general purpose, the
intensity of each contour enclosed by u11( i.e. for-all u1 j/ 0)
is compared with the intensity of u11. A rule of majority is
used to decide whether u11 is a high, low or plain.
2) We next consider u21 and two possible situations may occur:
u21 is not an element of(a) (0, j= 2, 3,
ul j
The procedure described in (1) is used to find a
suitable value of v21
U21(b (0, j= 2, 3, )
is an element of ui j
If the number of contours enclosed by u21 .is equal to
the number of contours enclosed by u11 minus 1, then u21
needs no further consideration and is absorbcd in the
closed unit whose outermost contour is u11.
If the number of contours enclosed by u21 is less than
the number of contours enclosed by u11 minus 1, then u11
is the outermost contour of a secondary closed unit.
Therefore, v16= 1. The value of v21 is determined by
examining:
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(i) does not enclose any contour, then it
is compared with the intensity of in order
to determine
(ii) encloses at least one contour, the
procedure described in (1) is used to find
3) Finally we consider a more general contour
(a) is not an element of
The procedure described in (1) is used to find a
suitable value of where k is the numbering of the
present closed unit.
(b) is an element of ub
The value of b is determined by examining the contours
in the order of
b is chosen to be the largest possible integer,
If the number of contours enclosed by is equal to
the number of contours enclosed by
minus 1, then
contour needs no further consideration and is absorbed
in the closed unit whose outermost contour is that of
If the number of contours enclosed by is less than
the number of contours enclosed by minus 1, then
( or the closed unit that encloses ) is a secondary
closed unit. Therefore, 1.where 1 is the numbering
of the closed unit. enclosing The value of is
determined by examining:
(i) does not enclose any contour, then it
is compared with the intensity of ub1 in order
to determine
(ii) enclose,, at least one contour, the
procedure described in (1) is used to find
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(B) Internal-Features
The detection of internal close loops is also
discussed in this section although these close loop features are
not generally regarded as primitives in our grammatical string.
ubroutine CLOSE is called upon to do the task, with essential
nformation stored in the matrix ICOS.
CLOSE
Information of various close. loops stored in matrix
ICLE( as discussed in section 4.2.4) is utilized to obtain ICOS,
where
ICOS w. (4 -15)ij
yxz
and y is the number of information units required( in our case,
y= 3) z is the maximum number of closed units( with respect to
internal close loops only) expected( in our case, z= 10). The
following notations are establishes.:
w is used to indicate the status of the closed
1j
unit( 1 for high, 2 for low, 3 for plain).
is the intensity of the outermost loop of2j
the closed unit.( In order to provide
suitable data for comparing with edge-bounded
contour that encloses the internal close
loop. This is, however, not implemented
because of time limitation.)
W3i is to indicate the location of the closed
unit in the assigned 5 regions( Fig. 4.12).










Fig. 4.12 Different locations of the contour map
A closed unit is assigned to each outermost close loop
( i.e. r3i= 0 see p.50) and is determined to be a high, low or
plain by comparing the intensity of the outermost loop with that of
of the inner loops. Finally, in order to determine the location of
close unit j, the positions of four points A, B, C, D of the
rectangular window of its outermost loop are found( Fig. 4-13).
The rule of majority is again used to decide which region does the




Fig. 4.13 Testing the location of close unit
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4.3 Encoding the Contour Niap
The preceding section-gives a detailed description
on the extraction of primitives along the map boundary. Various internal
closed loops are also detected. In this section, we present a
theme of encoding, the various features. Two different types of
tring are generated: one ip the four-corner code, whilst the other
s an grammatical string with close loop features concatenated to
the end-marker. All the features mentioned in section 4.1 and section
4.2 can be included in the syntactic model. However, in order to
save computing time, only a subset of features are included in our
actual experiments. These features include the primitives of high,
low and plain for edge-bounded contours, and internal high, low and
plain for internal close loops. Therefore, we are indeed in the
position of evaluating the usefulness of some of the information
found by the scheme, at a much smaller cost than is required by a
full size implementation.
4.3.1 The Four-corner Code
The four-corner code is indeed a fixed length string
and can be easily generated from the matrix IREP( recall that IREP
is the information matrix storing details of the closed units).
In fact, the introduction of this simple code is solely for
descriptive purposes. Subroutine CORN is called in the main FORTRAN
program and the code is stored in the array IFOUR.
CORN
The four corners of the corner map( i.e. upper left
(code = 11), upper right (12), lower right (13), lower left (14)
are assigned to be high, low or plain in CORN( recall that the
codes used for high, low and plain are 1, 2 and 3 respectively).
The edge-bounded closed units contained in matrix IREP are examined
and each closed unit is then assigned to lie in certain location of
the map.
ICORN is an array to store the location of each closed
unit as specified in IREP. It is possible that the close unit may
extend over the whole upper section, or occupy the left part of the
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contour map etc.. Therefore, in addition to the four codes used in
the four corners, we employ the following notations:
21 Upper( including 11 and 12
22
Lower( including 13 and 14}
31 Left( including 11 and 14
32 Right( including 12 and 13
Only simple heuristic methods are carried out to test
the possible locations of various primary features and secondary
close units. The starting and ending ordinates are checked and hence
the locations can be determined. The rule of majority is again
used to assign plain, low or high to the four corners.
The Four-corner code is then expressed as
a a2 a3 a4




and the code is arranged in the order of upper left, upper right,
lower right and lower left.
4.3.2 Meaningof Concatenation and String generation
If a linear string is used to describe two-dimensional
picture, the generalization of the meaning of concatenation is
always needed. Conventionally, the terminals are connected together
head to tail as in Chromosome.recognition18. However, it is always
possible to extend this perception to generalize concatenation to
mean 'connected at a distance' 3. Such generalization should be
applied whenever appropriate. Intuitively -speaking, this method is
suitable for our present recognition system but appears to be
inappropriate in Chromosome recognition. After all, the generalization
should depend on the nature of the primitives( or terminals of
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string) and the structure of the picture to be recognized•.
By 'connected at a distance', we mean that the primitives
can be connected together in a linear string irrespective of the







= P1 P2 P3
Fig. 4.14
Connected at a distance
Making use of this generalization, a string describing
the edge-features of the contour map can be formed by connecting the
primary features along the map boundary in a clockwise direction
(Fig. 4.15). Therefore, an encoded string is obtained in the form
of
P1 P2 Pn $
where $ is the end-marker P1 is the primary feature to be found in









Fig.4.15 Primitives along the map boundery
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Subroutine STRING is used to generate the required
string for each contour map. Results are stored in array ISNG
which allows for a maximum of 15 terminals. in order to enhance
the descriptive power of the string, seperating terminals are
also employed.
Seperating Terminals
The insertion of seperating terminals is to seperate
groups of primitives into various regions of the contour map.. In
our present usage 4 three seperating terminals b1 , b2, b3 are
introduced and their locations are shown in Fig. 4.16
2
b2
2 = possible excursions
of b2 and b3
2b




Fig. 4.16 Diagram showing the approximate location
of the s eperat ing terminals
Insertion of-appropriate seperating terminals in the
string is governed largely by the various positions of the
primitives in the contour map. For example, if a primitive covers
the possible excursion allowed for a certain seperating terminal,
then the seperating terminal will not appear in the string.
The seperating terminals b1, b2, b3 are assigned the
numeric codes 4t 5, 6 respectively.
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Encoding the Edge-features
To encode the edge-features in a linear string is a
relative easy job, though complicated by the insertion of seperating
terminals. The problem is to find the appropriate primary feature
to fill in suitable position of the string. The starting and
ending ordinates of the outermost contour of each primary feature
are tested in order to decide:
1) whether to put the primary feature under consideration in front
of other primitives in the string.
2) whether to insert the seperating terminal after or in front of
the primary feature under consideration.
Some simple heuristic testing rules are designed. They
are usually based on intuition and experience gained from consulting
some contour maps. Implementation of these rules is completed in
subroutine STRING.
A typical string is of the form
In1 2 3
where
P1, P2,..., Pn U b3b , b2 11
In terms of numeric codes,
1, 2, 3, 4, 5, 6
i
and the integer code 9 is used to stand for the end-marker $ .
Inclusion of Internal close loop features
The string given above is extended with close loop
features. The extended string is then given by
1m 1 1 m m1 2 3
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where is the i th close loop featurei
is the location of1 1
and in terms of numeric codes,
1, 2, 31
i _ 11, 12, 13, 14, 15i
4.3.3 Typical Results
As a typical example, the results obtained for the
contour map on 1 June 1955 are shown below( The contour map can
be found in Appendix A):
T1t E--00006MI 5506 01
THE M ,TRIX ISTO IS LITED BELOW
11 11 12 13 14 15 16 17 18 19 20
12 11_ 10 U 8 7 6 5 4 3 2 1 15
43 60 68 75 81 87 03 08 12 116 111 116
102 109 166 102 15b 153 147 189 194 3 380 266
143 122 111 101 03 85 76 68 60 52 42 31 152 164 51 20 68 52 28 38
THE NATRIX ICIE IS OESCRIHEP NY
1) 0 nu1 C' 002
n U 0U 0 015 014
/,n 0 nn 0
nI_ 0 n003
n 0..UJ58
.t.r)ZQ U 0 00U20
U 0 0 006032
Fig, 4.17 Matrix ISTO and ICLE
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Pig. 4.18 ISOR, ISEP and IREP
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THE FOUR CORNER CODE IS ONTA?E? AS FOLLO?S
NOTATION IS ASSIGNED AS
1-FOR HIGH, 2-FOR LOU, 3-FOR PLAIN, 0-FOR INDETERMINATF
0 0 1 1
THE STRING AFTER CONSIDERING LARGF FEATURES IS
2 2 1 1
THE ARRAY ICORN IS LISTED
21 13 14 14 0 0 0 0 0 0
THE CODING OF THE STRING IS -
1-HIGH, 2-LOW, 3-PLAI?, 0-IEREINATOR
4-B1, 5-B2, 6-B3
THE ENCODED STRING OF THE PICTURE
2 4 1 6 3 1 9 0 0 0 0 0 0 0 0
MODIFICATION OF FNCODED STRING --- AFTER
CONSIDERING CLOSED LOOP FEATURES
THE ENCODED STRING OF THE pICTURE
2 4 1 6 3 1 9 3 1 3 15 0 0 0 0





A brief review of phrase-structure grammar is first
introduced. Notable examples of picture grammars and applications
are also briefly surveyed. Particularly, modification of a
deterministic language into a corresponding stochastic language
will be discussed. The construction of the selected pattern
classes is then discussed in some details. Syntax analysis, an
important procedure of string recognition, is performed using a
top-down parsing scheme based on the Cocke-Younger-Kasami algorithm.
Although it is always possible, during this process of parsing,
to obtain the generation or derivation tree of the string, we do
not intend to carry out these steps. The string obtained from the
simple heuristic procedure already carries sufficient amount of
structural information in itself and it appears that to obtain
further structural information from the derivation tree is not a
practical necessity. Also, computing the derivation tree requires
a significant increase in computing time.
2,22,24 ,36A Review of Phrase-structure5.1 grammar
Much contributions in using phrase-structure grammar to
describe languages are due to commendable efforts by Choinsky. This
section is devoted to familiarizing the various meanings of terms
used frequently in later discussions.
A Phrase-structure Grammar is a four-tuple
G= (VN, VT,P, S)
where
VN: Finite set of 'nonterminals' or variables
Finite set of terminalsVT:
P: Finite set of 'productions' or rewriting
rules
S E VN: 'Start' symbol
The union of VN and VT constitutes the total vocabulary
V of G, and VN n Vt = 0. Productions have the general form
B
where , r are strings over V and with (Y, involving at least one
symbol of V N. 1--- i is read I is replaced by 1,
The following notations are also frequently used:
1} V* is the set of all strings composed of symbols from V, including
the empty string
2) A string 1 directly generates or derives another string Y.
is a member of P, then we write
3) A string Y+ generates or derives another string'
If there exists a sequence of strings
such that
then we write
The language generated by grammar G is denoted by
such that
That is, a string is in L(G) if:
1) The string consists solely of terminals.
2) The string can be derived from S.
rnrase-structure grammars can oe alvlciea into four types
according to the nature of productions. In type 0 grammars, there
is no restriction on the productions.
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A context-sensitive grammar( type pe 1) has productions
of the form
where a1 and a2 are in V*,
is in V+, and A is in VN.( This definition also implies that
where X is used to stand for the number of symbole
in the string x
A context-free grammar( type 2) has productions of the
form A----B, where A is in VN and B is in V+. Finally, a regular
or finite-state grammar(type 3) is one with productions of the
form A-- aB or A---a, where A and B are variables in and a
N
is a terminal in VT.
It should be clear that every regular grammar is context-
free every context-free grammar is context-sensitive every context-
sensitive grammar is type 0.
Concerning the practical utility of these four types of
grammars, type 0 is too general to be useful. Context-sensitive
grammars are rarely used for pattern description simply because of
their complexity, although many classes of patterns appear to be
intuitively context-sensitive. At present, most attentions are still
drawn on context-free grammars and regular grammars. Some modified
forms of context-free grammar, including programmed grammar 22 and
indexed grammar, are also employed to increase the descriptive power
of ordinary context-free grammars.
The formal definition of context-free grammar allows for
certain structures which are in a sense 'wasteful'. For example,
there might be a production of the form A-A for some variable
A, or there ma exist variables that can never be used in the
derivation of a terminal string. Therefore some specific forms of
context-free grammar have been introduced.
Chomsky Normal Form
Any context free language can be generated by a grammar
in which all productions are of the formG=( VN '1 VT, P, S)
---aA BC or A with A, B, C VN, and a E VT
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Greibach Normal Form
Any context-free language can be generated by a grammar
for which every production is of the form A a with A E VN,
a VT, and VN
5,2 Notable works in Picture grammars and their applications
Contaxt-tree string grammars have been used to describe
9patterns such as chromosome images18, spark chamber pictures19,20
,
fingerprints37, and Latin characters 19,20. This type of grammars
is often used because of the following reasons:
1) Relative ease with which string representation can be handled.
2) A desire to take advantage of the existing results in formal
( string) language theory.
3) Less complex than context-sensitive grammars and possess more
descriptive power than regular grammars.
Although the use of simple concatenation appears to be
sufficient to deal with chromosome images is and waveforms38,39
however, in dealing with more Complex structure of the patterns,
this one-dimensional relation is not very effective. For instance,
the description of structures of human face is very difficult by
this simple relation.
There are two approaches to cope with this problem; and
the grammars so constructed are often referred as High Dimensional
pattern grammars.
1) String grammars are still employed but to include syntactic
relations more general than concatenations.
Four binary operators for two-dimensional concatenation
have been used by Shaw 19,20 to obtain the context-free grammar.
This grammar is then used to generate the Picture Description
Language (PDL).
On the other hand, a natural generalization is to use a
more general formalism, including a set of n-ary relations, R.
A relation r E R satisfied by the subpatterns and/ or primitives
X1, Xn is denoted by r( X1, ,Xn). For instance,
( X, Y) means that x is to the right of Y. IncorDorating
these types of relations then demands for the inclusion of
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directive terminals such as right, left, above etc. in the
string grammar.
2) A High level Language is used to offer a natural high-
dimensional generalization of strings.
Array grammsrs40 have been used to extend one-
dimensional strings to two-dimensional arrays. Each production
rewrites one subarray by another, rather than one substring by
another. Another notable attempt was taken by Pfaltz25 and
Rosenfield in extending the concept of string grammars to
grammars for labeled graphs called Webs. Each production in
Web grammar describes the rewriting of graph of into another
graph, with an embedding rule to specify the connection
of to its host web when is rewritten. Applications of
Web grammars are found in 'neural network' pictures25 and
earth resources satellite pictures41.
Graph grammars42, Plex structures43 and Tree grammars 26
are also used to deal with polygonal structures, chemical
structures and fingerprints44 respectively.
From the above short survey, we can observe that a
lot of different types of high-dimensional languages exist for
the representation of various kinds of pictures. There is in
general no fixed rule as to whether to choose a string grammar
or a particular type of high-dimensional grammar such as plex,
trees or web. In fact, many types of high level languages are
designed for particular types of pictures. For instance, web
grammar is made to suit neural network types of pictures.
Efficient applications of any of these grammars to a different
type of picture may or may not be possible. In any case, detailed
investigation and analysis are required. Also, we should not
forget that a different selection of pattern primitives can
result in different grammar for the description of a given set
of patterns.
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Recently, there are much attentions on the
generalization of the basic grammar model G=( VN, VT, P, S
to encompass a statistical framework in order to describe and
characterize patterns in a random environment. A natural way is
to let the productions of a grammar be nondeterministic and to
assign a certain probability measure to each of these productions
Therefore a stochastic grammar model2,22 G=( VN, VT, P, Q, S)
is formed, where Q is a set of probability assignments over the
productions of P. The establishment of this statistical framework
provides a probability measure for the degree of belonging of a
pattern to a certain class, and also introduces a learning
capability to the basic grammar model. Moreover, classification
of patterns not belonging to sample patterns is also possible.
5.3 Design of the Context-free Grammars for the
proposed recognition system
The above discussions are made on an intuitive basis
and we have taken no further investigations on the various possible
applications. The main reason is due to the vast scope of topics
and there is only limited time in our present projcot.
Let us now confine to the simple context-free
grammatical model that we are going to set up in our recognition
system.
Before discussing the general behaviour of various
classes, we set up the grammatical model for a general class
G=( VN, VT, P, S)
where VN N1n
S, NU, NL, N1, N2, N3, N4, N1 1
h, 1, p, b1 9 b2, b3VT
73
VN is the set of nonterminals, with S stands for the
N
whole contour map. NU and NL represent the upper and lower half
of the map respectively. N1, N2, N3, N4 are the upper left, upper
right, lower right, and lower left section of the contour map
respectively. N11, N12 are some dummy nonterminals.
N1n
VT is the set of terminals, with h, 1, and p stand
or the primitive high, low and plain respectively. b1 is the
seperating terminal between the upper and lower half of the contour
map. Also, b2 and b3 are the seperating terminals between upper
left and right, and between lower left and right respectively.
Besides, in order to facilitate the later parsing
scheme using Cocke-Younger-Kasami algorithm, the productions in P
are written in Chomsky Normal Form. That is to say, all productions
of our grammars are of the form
A B C
aA
where A, B, C E VN; a E VT
Construction of Picture Grammars5.4
Before presenting the grammars, a description of the
classes is essential. Unlike fingerprint patterns, we do not have
any well established classification scheme when dealing with 500
mbar contour map centralized over Hong Kong. Besides, the weather
map patterns vary considerably and this makes the selection of
suitable classes rather difficult.
Since there is no fixed rule or past experience to
serve as a guide to choose suitable classes, we have to resort to
our own intuition and observations of many contour maps. A reasonable
choice of classes should be possible after a few trial and error.
After all s for specific applications, some regrouping and modification
of the proposed classification would in general be required.
Another objective of the classification is to facilitate efficient
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retrieval of patterns of prescribed structural characteristics.
The choice of suitable classes should also be based on visual
structural differences. At present, our emphasis is laid on the
procedure of constructing context-free grammars for the selected
classes. It is desirable that the grammars to be concise, precise
( include only the prescribed set of sentence) and parsable
efficiently. Although it is always required to modify our grammars
to suit a particular application, there should exist no serious
problem in obtaining grammars to describe more significant classes
once the techniques of construction are grasped.
Intuitively, we propose that the possibility of
dividing the contour map into two distinct half sections( i.e.
upper and lower) shows a significant structural difference.
Let us first consider the case that there is no
distinct division between the upper and lower half of the contour
map.
CLASS 1
Class 1 contains the patterns whose global configuration
consists of extensive low( or with the presence of some minor
plain features) in the upper right section of the contour map.
The lower right should contain some high features and the lower
left to have some plain and high features.
CLASS 2
An extensive low( or lows) covers the upper half
of the map( with the presence of some minor plain features in
the left). High must be present in the right part( mostly near
the middle or bottom) of the picture, and there may be the presence
of some plain or high features near the bottom or lower left.
CLASS 3
The upper half structure is entirely different from
Class 2. Some high( or sometimes with some plains) features are
found in the upper left. Lows still cover the upper right. The
structure of the lower half is similar to Class 2.
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Class 4
Class 4 has the same description as Class 2 for
the upper half. However, some major differences exist in the lower
part of the contour map. High must still be present in the right,
but some lows( or with some plains) must also be found in the
bottom or lower left.
Class 5
The upper half and lower half descriptions are
similar to Class 3 and Class 4 respectively.
Class 6
Class 6 has the same upper half description as
Class 2, but the lower half is occupied by some low ( or with some
plains) features or by some plain features only.
Class 7
The upper half and lower half descriptions are
similar to Class 3 and Class 6 respectively.
Class 8
Class 8 has the same upper half descriptions as
Class 2, but the lower half is covered by some highs, together with
some low or plain features.
Class 9
The upper half and lower half descriptions are
similar to Class 3 and Class 8 respectively.
So far we have introduced the descriptions of 9
classes for which there is no sharp( or distinct) division between
the features in the upper and 'lower half of the contour map. Similarly,
another 9 classes can be constructed for maps having a distinct
division between the upper and lower half of the map.
Of course, one may argue-on the proposal of
treating classes differently because of this distinct division. In
such case, one may regroup the following pairs of classes as
belonging to 9 large classes: Class 1 and 10, 2 and 11, 3 and 12,
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4 and 13, 5. and 14, 6 and 15, 7 and 16, 8 and 17, 9 and 18.
Finally, all other patterns which do not belong
to any of the 18 classes are grouped into an unclassified class
( i.e. class 0).
Use of seperating terminals to forrn pattern ammars
The presence of b1 can be easily tested so as
to decide whether a distinct division between the upper and lower
half of the map really exists.
In taking care of the possible appearance of
the seper :t ing terminals in the string, the number of productions
for each class is expected to be quite large. Since the parsing
efficiency( i.e. the process of determining whether a string
belongs to a particular class and of obtaining the corresponding
derivation tree) is seriously affected by the number of production
rules, therefore we suggest an alternative method.
This method is introduced primarily for saving
the required computing time during parsing, but at a cost of using
more storage spaces.
Suppose that the occurrence of o1 is first
determined. For the presence of b1, we have four different
arrangements of b2 and b3( i.e, b2 and b, both absent b2 absent,
b3 present b2 present, b3 absent b2 and b3 both present).
Similarly, we have the same different arrangements of b2 and b3
for the absence of b1
Let us con ider the case that b1 is absent( i.e.
there is no distinct division between the upper andl lower half
features) and b2, b3 are also absent. Eight groups of grammars
are then constructed, corresponding to Class 2 to Class 0( It is
not possible that class 1 will occur for this case).
Grammar for the group corresponding to Class 2
and with b1, b2 and b3 all absent is given--as:
G1-( VN1, VTl, PGA' S)
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where vN1 S' Nu, NL' N11, N12, N13
VT1 h, 1, p
and the production: rules of PG1 are given by:
1. NU NLS










Similarly, for the case that b1, b2 are absent,
b3 is present, another eight groups of grammars are constructed,
corresponding to Class 2 to Class 9( It is also impossible that
Class 1 will occur). Following this line of consideration, 9 groups
of grammars are constructed for the case that b1 and b3 are absent,
b2 is present. Also, another 9 groups of grammars are constructed
for the case that b1 is absent, b2 and b3 are present.
Therefore p a total of 34 groups of grammars are
stored to deal with 9 classes of grammars. However, the number of
productions in each group should. then be much less than the
required number if only one grammar is constructed for each class
( in which case all the possibilities of the occurrence of the
seperating terminals should be taken account in the construction
of grammar). Besides, the parsing efficiency is much increased.
For each string, the occurrence of b1 ,b2 and b3 are first tested.
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After that, the string is parsed against 8 or 9 groups of
grammars( depending on b1, b2 and b3) sequentially in order
to determine which class it belongs. The whole scheme is illustra-
ted in Fig. 5.1, Fig. 5.2 and Fig. 5.3.
There is no real need for storing grammars for the
modified groups( i.e. corresponding to Class 10 to 18) since
a slight modification of the grammars for the 34 groups is
actually required. For each group, the first production rule





where Na and Nb are dummy nonterminals.
Because of limited spaces in the present context,
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5.5 Construction of Recognition device
The preceding section gives the grammars of the selected
18 classes, it is now necessary to build a recognition device so
that strings belonging to various classes can be recognized. Many
parsing algorithms exist for context-free string grammars, among
which Earley's algorithm receives most of the attention. This is
mainly due to the fact that Earley's algorithm 36 can be made to
work in linear time and space for most grammars used in programming
languages. However, for an arbitrary context-free grammar, both
Earley's algorithm and Cocke-Younger-Kasami algorithm36,45 require
n3 time and n2 space( n is the length of the string).
In our preliminary attempt of constructing context-free
grammars for various classes of the weather maps, no attention is
paid on whether our selected grammars are ambiguous or not, or can
be further transformed into some special types of grammars like
LL(k), LR(k), precedence grammars22,36 in which parsing efficiency
is much increased. All such problems are indeed of secondary importance
in our present considerations.
Finally we decide to use the Cocke-Younger-Kasami
algorithm. This algorithm is guaranteed to do the job in time
proportional to n3 for an arbitrary context-free grammar. Although
it appears to be inferior to Earley's algorithm in certain respects,
however, its implementation in FORTRAN is relatively simple.
3.5.1 Implernentaion of Cocke-Younger-Ka3ami algorithm (CYK)
The precise form of CYK algorithm can be described as
36follows ,45:
Let w = a1 a2... an be the input string and the
grammar under consideration is in Chomsky Normal Form. Our objective
is to construct a triangular Parse Tale T, whose elements are
denoted by t. for and n- i+ 1ij
From this parse table, we can tell whether w is in L(G) b- examining
the entries in t, t1n
If S is in tin, then w is in L(G).( A more
detailed discussion can be found in works by Graham and Harrison45.)
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Besides, if the exact derivation of w from the production rules
of grammar G is required, the parse table should be used. However,
the grammar we proposed for weather maps contains a lot of dummy
nonterminals and the string already possesses enough descriptive
power. Therefore, the construction of such parse of w is not a
practical necessity in our application.
To compute the• parse table T, we follow the procedure
listed below:
1) Findin, ti1
This is relatively easy by adding the nonterminals A to
the list of ti1 if A .ai is in P
i
2) Finding all t
ij
The entries of tij are computed by exhausting the values
of ti j for all i before incrementing j. The following steps
are required:
Set j=2(a)
(b). Test if j= n. If not, increment j by 1 and perform
line (j), a procedure to be del I.-Lied below.
Repeat step (b) until j= n(c)
The procedure line (j) computes all entries ti i such that
as follows( we assume that all t. are empty
initially):
Let i= 1 and j!= n- j+ 1(a)
Let k= 1(b)
and j"= j - kLet kt= i+ k(c)
and tk, LeiExamine(d) ik j
ti ti U A A B C is in P,ij ij
B is in t1K, C in tk'j"
(e) Increment k by 1
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(f) If k= j, go to step (g). Otherwise go to step (c).
(g) If i= j', halt. Otherwise go to (h).
(h) Increment i by 1 and go to step (b).
Subroutines RECOG and LINE are used in our program
to, implement the CKY algorithm. IBLE is the matrix storing the
parse table T. The testing of the input string w as belonging
to one of the 18 classes is controlled by subroutine COCKE
The primary function COCKE is to examine the occurrence of the
seperating terminals and to select certain groups of grammars for
testing. RECOG and LINE should be called upon whenever appropriate.
Finally, the elements in' t1 n of the parse table( corresponding
to IBLE(1, n, k), k= 1,2..., 8) are checked to determine
1n
whether w belongs to the class under considerations.
5.5.2 Typical Results
Several encoded strings of the weather maps are tested
with the CYK algorithm and satisfactory results are obtained.
Fig. 5.4 lists the matrix IBLE( i.e. the parsing table) for
three typical strings( the first three days of June 1955).
IBLE is displayed by exhausting the elements of tij for all j
( i.e. 1 to n, where n is the length of the string) before
incrementing i. Each element is also assigned eight storage spaces,
with 0 stands for unused space. The meanings of the numeric codes
can be found in the corresponding grammar given in Appendix I
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TEST STRING NO.
INPUT ENCODED STEING OF THE PICTURE IS
2 4 1 6 3 1 9 0 0 0 0 0 0 0 0
THE GIVEN STRING IS ACCEPTED BY GRAMMAR OF CLASS 11
15 12 0 0 0 0 0 0
11 0 0 0 0 0 0 0
13 0 0 0 0 0 0 0
91 19 92 0 0 0 0 0
0 0 0 0 0 0 0 0
17 0 0 0 0 0 0 0
16 92 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
11 0 0 0 0 0 0 0
13 0 0 0 0 0 0 0
14 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
92 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
99 0 0 0 0 0 0 0
13 0 0 0 0 0 0 0
14 0 0 0 0 0 0 0
17 18 0 0 0 0 0 00 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
91 19 92 0 0 0 0 0
0 0 0 0 0 0 0 0
11 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
14 0 0 0 0 0 0 0
17 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
TEST STRING NO. 2
INPUT ENCODED STRING OF THE PICTURE IS
2 4 3 6 2 9 0 0 0 0 0 0 0 0 0
THE GIVEN STRING IS ACCEP ED BY GRAMMAR OF CLASS 15
15 12 91 0 0 0 0 0
11 0 0 0 0 0 0 0
13 0 0 0 0 0 0 0
14 0 0 0 0 0 0 0
17 0 0 0 0 0 0 0
15 13 91 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
99 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
16 91 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
11 0 0 0 0 0 0 0
13 0 0 0 0 0 0 0
14 0 0 0 0 0 0 0
17 18 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
TEST STRING NO.
INPLT ENCCDED STRING CF THE PICTURE IS
2 4 3 3 6 1 9 0 0 0 0 0 0 0 0
THE GIVEN STRING IS ACCEPTED BY GRAMMAR OF CLASS 17
15 12 37 0 0 0 0 0
11 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
16 91 0 0 0 0 0 0
0 0 0 0 0 0 0 0
14 0 0 0 0 0 0 0
17 18 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
11 0 0 0 0 0 0 0
13 0 0 0 0 0 0 0
91 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
17 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
99 0 0 0 0 0 0 0
13 0 0 0 0 0 0 0
14 0 0 0 0 0 0 0
16 91 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
91 19 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
14 0 0 0 0 0 0 0
14 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
ThreedaysofJune1955
Fis.5.4Parset bl sforencodedstringsofhefir t
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CHAPTER 6
Experimental Results and System Evaluation
Up to the present, we have described various aspects
of our recognition system. It is now appropriate to see how the
proposed system works in dealing with the actual contour maps. A
block diagram showing the functions of various subroutines in the
recognition system is first introduced, with the experimental
results on 15 years June data listed in section 6.2. The results
so obtained are compared and tested with three different statistical
methods: Cluster analysis q Principal Component analysis, and
Correlation analysis.
6,1 Block diagram of proposed recognition system
The primary objective of this system is to encode the
contour map into a linear string and to classify each map into
various classes as governed by the respective grammars. The whole
process, is implemented in a package of computer programs listed in
Appendix B. Schematically, the following block diagram gives the
general functions performed by various subroutines (Fig. 6.1):
Input: Raw data of the contour map ( representing the
degraded image --- discussed in chapter 3)
Preprocessing: This stage is composed of two subroutines,
HAFDG. and ISOLH. Their respective functions
have been discussed in chapter 3.
Feature Extraction: A sequence of subroutines, as discussed
in chapter 4, is implemented to fulfil
the important task. This sequence consists




















Fig. 6.1 Block diagram of proposed recognition
system
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Classification:Initially, COCKE, RECOG and LINE
are constructed as a classifier so
that each encoded string can be
assigned to the most suitable class
among the 18 classes( actually, 19,
including the unclassified group
Later, the program is modified with
an additional subroutine COCKE1. The
final number of classes( including
the unclassified group) is 24 .
6.2 Experimental Results on 15 years June Data
Our actual data set consists of 15 years daily 500
mbar charts in the month of June. This amounts to a total of 450
contour maps for analysis. Because of limitation of usage of
computer time, a maximum of 1800 secs is usually prespecified for
each program. Therefore, in order to meet this requirement, olir
data have to be'tested in three stages, with 150 days in each stage.
6.2.1 Data used in first stage( covering the whole month of
June, 1955-1959)
Out of the 150 contour maps, only 141 are processed in
1800 secs. Hence, the average time required for recognition of
each map is 12.7 secs ( including both compilation and execution
time). Manual inspection of string generation and classification
accuracy is satisfactory. The following table gives an indication
of the results of classification:









Class No. of strinp s Percentage
8 2.844
2.844 4






The above results are obtained with no inclusion of
COCKE1( i.e. the program has not been modified yet). From the
class distributions, it appears that Class 11 and Class 0 require
further considerations. Descriptions of some additional classes and
the precise forms of some grammars are given in Appendix J.
Results of applying the modified program
Since only Class 11 and Class 0 are modified, results
on the other classes are unchanged. The modified program can be
found in Appendix B, and the corresponding results are listed in
Appendix C( C2 to C9).
The modified class distributions of the additional classes
are obtained as










Addition of 5 more classes( note that Class 11 is
splitted into four sub-classes, namely, Class 219 22, 23 and 24
gives a more even class distributions. Besides, the unclassified
rate is reduced to 4.96%
Errors in striag generation
Examination of some contour maps shows that strings are
generated incorrectly, for 2 contour maps. These two strings
( the 111 th and 117 th, corresponding to 21 June 1957 and
27 June 1957 respectively) both have their first terminal equal
to 4( i.e. the seperating terminal b,). Recalling that 4 is a
seperating terminal between the upper and lower half of the map,
we should expect the strings 4 1 2 9 and 4 1 6 1 2 9 to have no
significant features in the upper half. However, a more careful
inspection reveals that the encoded string should be 2 4 1 9 and
2 4 1 6 1 9. These discrepancies are due to:
1) The first feature( 2 in both cases) has its starting point
much beyond the mid-sectiun of the left boundary of the map.
2) The large extent covered by this feature is found in the
upper half of the map.( Fig. 6.2)
Because of the relative rare occurrence of these
errors( in facto only 2 out of 440 maps -- see Appendix C), we
have made no ammendments in our program due to time shortage.
However, it is not difficult to correct such errors. Both the lowest






Fig. 6.2 Errors in string generation
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Two further problems on string generation should not be
overlooked:
1) In forming the grammatical string, the testing of high, low,
and plain is performed on edge-bounded contours only.
simple closure testing procedure( see Appendix H) is also
designed. However, it is always possible for an internal close
loop to be bounded by only one edge-bounded contour. (Fig. 6.3)
H
Fig. 6.3 Internal close loop bounded by one
edge-bounded contour
In such case, our recognition system would report
the presence of a plain feature. But, in fact, a high or low
feature may indeed be present when inspected manually.
2) Because of the random behaviour of the high, low and plain
in the contour map, it is sometimes difficult to subdivide
the map into four distinct regions( i.e. upper left, upper
right, lower right and lower left). In order to deal with
this randomness, the seperating terminals are given certain
degree of prespecified excursion( see chapter 4). However,
the insertion of seperating terminals in the string is difficult
to make in some specific cases where the situation is not
well defined. For instance, the-insertion of b1 before or
after feature K' is ambiguous.( Fig. 6.4)
Therefore, problems always exist for features having short
spans( smaller than the allowable excursion for the seperating
terminals) and lying inside or overlapping with the region
of excursions. In fact, even manual decision of whether to




Fig.6.4 Difficulty in inserting seperating
terminal
'Before discussing how to overcome. these difficulties,
we should have a closer look at 30 strings of June 1955.( See also
Appendix C
MaP No, Grammatical stringy Grammatical string
genera tech by our generated by
manual inspect ionrecognition system




















Map No. Grammatical string Grammatical string















Strings( generated by manual inspection) which are
found to be different from the corresponding strings generated by
our recognition system are marked with+ and++. Errors in strings
of the 5th, 12th, 18th .and 22nd maps( i.e. strings marked with+ -)
are due to reason discussed in problem (1)( see p.89). The
seperating terminal 4 does not appear in the 7th string and this is
due to a slight error in the insertion mechanism for seperating
terminal.
Successful rate of string generation for these 30 maps
is given by
In order to overcome problem (1), we need to store more
information of each edge-bounded contour. Besides, the simple
closure testing procedure used in our present recognition system
requires further modifications. We should have an algorithm for
testing enclosure of internal loops by edge-bounded contour.
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Accuracy in Classification
The accuracy of classification depends on several
factors:
1).Errors in string generation.
2) Whether the proposed grammars of various classes describe the
predefined structural information adequately.
3) The proper functioning of the recognition device( i.e. whethex
the implementation of Cocke-Younger-Kasami algorithm is
satisfactory).
In general, a preliminary examination of the results
given in Appendix C shows that (2), (3) have a slight influence on
the classification accuracy. Indeed, the various grammars and the
subroutines implementing the CYK algorithm have been carefully
checked and are found to be satisfactory. Therefore, the accuracy
of classification depends to a large extent on the accurate generation
of string.
6.2.2 Data used in second stage( covering the whole month of
June, 1960, 1961 1 1963, 1965, 1967)
Out of the 115,0 contour maps, 149 of them are processed
in 1800 secs. Hence, the average time required for recognition of
each string is 12.1 secs. The following table gives the result of
classification









14 2 1 .34
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0 17(unclassified) 11 41
Total 14 9
Tne above results are also obtained by using the
unmodified program( i.e. addition of 5 more classes has not been
implemented). We should expect more even class distributions when
the modified program is applied to the data set. However, no result
is gathered because of time shortage.
Concerning the successful rate of string generation,
we have inspected 30 contour maps of June 1961 and obtained five
mis-generated strings again.
Grammatical strinNo. Date Grammatical string
fenerated by our generated by
recoanit ion system manual inspection
23221319June 19611 7 232213619
234292 19 June 1961 21429
2342920 June 1 961 214293
2522361923 June 1961 2522436194
28 June 1961 5224236395 5221433639
Therefore, suc cesslul rate of string generation for
these 30 maps is 83.3% again.
94
6.2.3 Data used in finaj stage ( covering the whole month of June,
1968, 1969, 1970, 1972, 1973)
All of the 150 contour maps are processed within
1800 secs. Hence, the average time required for recognition of each
map is 12 secs. The following table gives the results of classification:
Class



















Concerning the successful rate of string generation,
we have inspected 30 maps of June 1968. Results are given as follows:
Grammatical stringNo. Date Grammatical string
generated by our generated by
recognition systern manual inspection
4 June 1968 23524161391 2532416139
2 10 June 1968 324139332419
Successful rate of string generation for these 30 maps
= 93.3%
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6.2.4 General Discussions on results
For the ease of reference, we discuss the preceding results
under two seperate headings:
A) Distribution of Classes
Out of the tested. 440 contour maps, there are quite a
dumber of the maps incorrectly encoded by our recognition system.
However, the general distribution of various classes should not be
seriously affected. Only 15 classes actually appear in the classification
out of the 18 possible classes. Their distributions. given in decreasing










The unclassified rate is 9.77%
On the other hand, if larger classes are preferable (i.e.
9 large classes instead of 18 classes-- see section 5.4), then
Percent ageClass
61.002 and 11









Therefore, we can conclude that the-pattern structures
as described by Class 11 or Class 2 have the most predominant
occurrence. In the modified program, we have further subdivision
of Class 11 so that four classes are obtained with more even
distributions. Because of the high unclassified rate, we have also
added 2 new classes( descriptions and grammars can be found in
Appendix J) so as to reduce the rate down to about 5%
B) Classification errors
1) Errors in string generation
Since classification of weather map is based on the
encoded string, therefore the accuracy of classification is, to a
large extent, depended on the correct generation of string by our
recognition system.
It is a time consuming job to inspect every contour
map and to encode it manually. Therefore, only 90 maps have been
carefully inspected by the author. In certain cases, the decision
of inserting the appropriate seperating terminal is difficult to
make even by manual inspection. After all, the successful rate of
string generation for these 90 maps is mound to be 86.5% as
compared with manual inspection.
Improvements of the accuracy of string generation can
be carried out by
(a) modifying the closure testing procedure to include both
edge-bounded and internal contours. A circumscribing rectangle
may be formed for each edge-bounded contour. All internal
loops will then be tested to see whether their respective
circumscribing rectangles lie inside the hypothetical
rectangle of the edge-bounded contour. However, implementation
of such scheme requires more computing time and storage
spaces so as to process the additional information of each
contour. Besides q some common errors can still exist. (Fig. 6,5)
(b) improving the generation mechanism of seperating terminals
so that the most appropriate one can be inserted in the
suitable position of the string. This is a trial and error
97
procedure and better results should be expected after
testing and examining more strings.
(c) improving the contour tracing algorithm. Although we
theoretically forbid the occurrence of intersecting
contours, however, the imperfection of using a linear
interpolation scheme for obtaining the contour map of
a nonlinear field may result in some undesirable
situations( Fig. 6.6). For instance, we see from
Fig. 6.6 that C1 and C2 should belong to H1 and H2
respectively. However, we may only obtain C1 or C2
( or, even more undesirable, a contour having part of
C1 and part of C2 may be resulted) using our present
recognition system. This is due to using the 'Detect
and erase' rule during crawling along contours. A slight
modification of using a rule of 'Detect and erase with
trace' may partially solve some undesirable problems.
But, in some situations, the problem of how to tell the
contour with part of C1 and part of C2 is not a
meaningful contour is still difficult to solve.
R circumscribing rectangle of C
a a
C











Fig. 6.6 Intersecting contours
2) Errors in Grammar construction
In general, classification of correctly generated strings
to various classes is satisfactory. However, some slight errors still
occur. Modification of grammars for certain classes is therefore
necessary.





































( Note: string generation error
classification error)
From the above results, we can observe that the
classification errors are mainly due to string generation. However,
some further considerations of grammars of class 8 and class 6
are required. The weather map on 23 June 1955 is misclassified as
Class 8 although it is found to belong to class 6 by manual inspection.
Another 60 contour maps are also subject to manual
inspection. They are taken from weather charts of June 1961, 1968.
We find that there is no further map misclassified if the encoded
strings are correctly generated. Therefore, out of the 78 correctly
encoded strings( in a sample of 90 contour maps), only one of
them is misclassified. The error rate is 1.3%
The total classification error is 14.5% since the
successful rate of classification is given by
Therefore, grammar error only accounts for 1%
86.5%x98.7%=85.5%.
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6.3 System Evaluation by Statistical methods
The construction of picture grammars is based on
structural similarity of weather maps. Our experimental results
have been checked by manual inspection in the preceding section.
Now, we are going to use some statistical methods to further evaluate
the performance of our system. However, we should empahsize that
the statistical methods used do not intrinsically relate'to the visual
structures of the weather map. Although objective classification
methods can sometimes reveal some structural information of the
weather maps, these information cannot be known before obtaining the
results.
Theree different terent techniques are used to compare and test
with our experimental results obtained by syntactic methods. For each
contour map, a feature vector x is formed by simply taking a reduced
set of grid point data as features. The dimension of the feature
vector is chosen to be 20 instead of the largest possible of 63
( note that the raw data of each contour map consist of 63 grid point
values distributed evenly over the map). The arrangement of these
features in the feature vector is as follows( Fig. 6.7):
( 6-1)
where the notation xT is used to stand for the transpose of x




X8 X12 X16 X20
Fig. 6.7 Features used in statistical methods
X4
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Our intention of not including all 63 grid point data
in the feature vector is mainly for computing efficiency. In our
present preliminary investigation, there does not appear any
particular advantages of using the whole set of raw data. On the
other hand, the required computation for the reduced set of features
can be made more efficient and a drastic reduction of computing
time is expected.
6.3.1 Cluster analysis
Cluster analysis 2,46 is a means of obtaining some
meaningful clusters for a given set of data units based on a
chosen criterion of similarity. In our analysis, we arbitrarily
choose the Euclidean distance as a measure of similarity. That is,
we say that two patterns with feature vectors x and y are
similar if the distance between them is small. The distance
( Euclidean) function is expressed as
( 6-2)
Our present objective in using cluster analysis is
to cluster the data units( one data unit corresponds to one feature
vector) into k clusters, where k is usually specified a priori.
The results of clustering are then compared with the classes
obtained by syntactic methods. MacQueen's k-means method 46 is
employed to do the clustering. It is composed of the following
steps:( a total of m data units are available)
1) Take the first k data units in the data set as clusters of
one member each.
2) Assign each of the remaining m- k data units to the cluster
with the nearest centroid. After each assignment, recompute
the centroid of the gaining cluster.
3) Take each data unit in sequence and compute the distances to
all cluster centroids if the nearest centroid is not that of
the data unit's parent cluster, then reassign the data unit
and update the centroids of the losing and gaining clusters.
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4) Repeat step 3 until convergence is achieved that is, continue
until a full cycle through the data set fails to cause any
changes in cluster membership.
The FORTRAN program for the implementation of MacQueen's
method is available in the book by Anderberg46. We have performed
cluster analysis on eight years of June data( 1955-19611 1 963 )
and the experimental results are also given in Appendix D.
Results and Discussions
240 data units( corresponding to 240 weather maps )
are grouped into 8 clusters. Although the use of the first k( = 8
data units as initial clusters may be somewhat unsatisfactory,
however, the effect should not affect our results considerably.
The MacQueen's algorithm also depends on the sequence in which the
data units are processed, but in general the ordering of the data
units has only a marginal effect when the clusters are well
seperated.
Comparison between the clustering results and the classes
obtained using syntactic method gives the following results for
the first three clusters:
Cluster Classes (corresponding to
syntactic apr.oach) and
their relative percentage in
the clustcer
1 1 1( 692%) 12( 15,4%)
2, 13, 15, 0( each 3.8%)
2
11(42.1%); 15( 26.3%)
o( 10.5%) ;17( 7.9%)
13( 5.3%) 2,8,6( each 2.6%)
0, 13, 113
The relative high percentage of Class 11 in cluster 1
and 2 is due to the high occurrence rate of this class.
From the above results, we cannot perceive any significant
match between the clusters and classes obtained using syntactic
methods. For each cluster, there is the possibility of having many
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different classes. Therefore, our results do not indicate any
cluster can have some common structural information as specified
by the classes. In order to convince this, some weather maps
belonging to the same cluster are visually inspected. As expected,
no sharp common structural features can be extracted.
Indeed, the discrepancies between the two approaches
are expected because our arbitrary choice of similarity measure
(i.e. the Euclidean distance function) has a rare chance of giving
significant discriminating power for classes having specifed
structural differences. Although we are sure that membership
within the same cluster should imply similarity with respect to
a chosen criterion of similarity, yet it is very difficult to tell
what visual structural information are conveyed by the cluster.
6.3.2 Principal Component analysis
Principal component analysis has enjoyed a wide popularity
in weather analysis47 48,49 50 and its usage is favourable
because of several reasons47
1) To represent the number of highly inter-correlated original
data with a smaller number of mutually uncorrelated coefficients.
Therefore, the raw material can be reduced to manageable proportions
by removing redundancies.
2) To give physical interpretation to this reduced representation
of the data field.
Karhunen-Loeve expansion2.51 is a more common name
used in pattern recognition terminology. It is an important technique
of feature selection in which an optimized set of features can be
obtained for classification purposes. Our present objective is to
obtain a transformation matrix U from a given set of training
samples using Karhunen-Loeve expansion. After that, the original
feature vector x is being transformed int.o a new feature vector of
reduced dimension. Since the features in the transformed vector are
mutually uncorrelated, therefore the application of a distance( Euclid-
ean) function for classification is more appropriate than using
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the original data set. Finally, classification of a testing sample
of 150 contour maps is performed using a simple nearest-mean method.
Classification results are then compared with the classes obtained
by syntactic methods.
Let us first explain the method we used to obtain the
transformation matrix U. Suppose that any sample vector x belongs
to one of the m possible pattern classes wi, i= 1,, m, where
the probability of occurrence of ith class is P(w1.). Let us further
assume that each class has been centralized by subtracting the mean
i of the random vectors x in that class.
To obtain the transformation matrix U, we follow the
approach by Chien and Fu 52. U is a matrix composed of the complete
set of ordered eigenvectors of the covariance matrix C, where
( 6-3)
and E(.) indicates the expectation operator over all sample patterns
from the class under consideration.
The eigenvectors of the matrix C are ordered according
to the magnitude of their associated eigenvalues in order to form-
the matrix U, where
( 6-4)
where u1 1 u20. are :e eigenvectors with their eigenvalues
Note that the dimension of the original
feature vector considered in our case is 20.
A new feature vector can then be obtained by applyinE
the transformation U to the original pattern vector x
( 6-5)
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Since the pattern variations can be taken care by the
first n( n< 20) eigenvectors with minimum errors, therefore, it
is often necessary to consider the first n features of the new feature
vector Y only. Hence g a corresponding reduction of computing time for
further classification should be expected. (n is chosen to be 10)
In considering the problem of feature selection, we have
a sumed limited. a priori information about the probability structure
o the problem. To be consistent, therefore, only non-parametric
classification techniques should be used. For our present usage,
a simple nearest meanprocedure is used.
A pattern x is assigned to the class wj if the distance
Dj (x), defined as
( 6-6)
is a minimum, where mj is the mean vector of the j th class. x
should be the new feature vector with reduced dimension, and m. can




Using the programs listed in Appendix E, we have performed
a principal component analysis on our given data set. The first ten
years data are used as training samples, whilst the last five years
June data are taken as testing samples.
From our analysis using syntactic methods, eight prominant
classes( i.e. Class 11t 2. 15, 13, 12, 4t 17 and 8) can be
distinguished. The probability distributions and the covariance matrix
for these classes are then determined using the results on the fig st
ten years. Finally, weather maps for the last fI.vr e years are subject
to classification using a nearest mean procedure: Classification
results are also given in Appendix E.
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Comparing the classification results with that obtained
by syntactic methods, we can find no significant match. Therefore,
we can conclude that the performance of the present technique, as
compared with thck syntactic methods, is poor. Reasons may be due
to the original feature vector is not a good choice for indicating
the required structural information and the classification procedure
wing nearest mean is too rough.
6.3.3 Correlation method.
our present work follows closely the work by Lund16.
The simple correlation coefficient between the feature vector x
and y is given by
(6-7)
This correlation coefficient is used as a measure of
similarity, but there is still doubts of whether this similarity
measure can necessarily imply structural (visual) similarity.
Three years of June data are used as samples and the
correlation coefficients are obtained using the program given in
Appendix F. Typical results are also given in Appendix F
We do not follow the work by Lund directly by forming
some classes using a threshold value for the correlation coefficients.
Instead, we only compare the correlation coefficients exist in
various classes( obtained using syntactic approach).
Let us have a closer look at the coefficients among




1 11 15 30
1 1.0 0.844 0.934 0.692
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Next, let us consider some particular cases. The
weather map on 1 June 1955 belongs to class 11 and correlates highly
( correlation coefficient 0.9) with the weather maps on 2nd,
3rd, 15th, 17th, 18th, 19th and 20th of. June 1955. The following
table gives some examples:
Day Class Days correlated highly and their
respective classes
1 11 2 (15), 3(17), 15(11), 17(15), 18(15),
20(17)
6 10 2 (15) 4(15), 5(2), 19(15)
11 11 no day correlate highly with day 11th
16 17 14(0)
21 13 4 (15), 18(15), 28(2) 30(11)
26 25(4), 27(2)4
From the above results, we can say that the various
days belonging to the same class do not necessarily have high
correlation coefficients among themselves. on the other hand, days
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having high coefficients among themselves do not show significant
visual structural similarity. Therefore, we can conclude that
correlation coefficient does not appear as a good similarity
measure for visual structures of the weather map.
6.4 General Discussion on results and possible improvements
This section is used to provide a round-up of the results
we have obtained. The general performance of our recognition system
is discussed, System evaluation using statistical techniques is
reviewed, and finally improvements of our recognition system are
suggested.
6.4 .1 General performance of our reconnit ion system
By testing a sample of 90 contour maps, an average
percentage of string generation accuracy is about 87. The
classification error is, however, expected to be greater than
13% because some possible errors are likely present in the cans-
truction of class grammars. However, all these errors should not
seriously affect the general distribution of various classes. out
of 440 maps, about 52% of them belong to class 11 and 9% belong to
class 2. The unclassified rate is about 10% for the initial
18 classes and reduces to about 5% after the addition of five more
classes. Finally, an average time of about 12 secs is required
for processing one contour map in an ICS, 1904A computer system.
The compilation and execution of the programs for contour map
generation already take up 8 secs, so only approximately 4 secs
are required for string generation and classification.
Errors in string generation are serious problems to
be overcome. It is found that the erroneous recognition of some
high and low features as plains( due to seperate consideration
of edge-bounded contours and internal loops) and the inaccurate
generation of some seperating terminals'are the main sources of
errors. Some methods of overcoming these problems have been
suggested.
Since the original construction of classes is based on
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intuition and some preliminary studies of weather maps, the occurrence
of some classes are relatively rare. For instance, in a sample of
440 maps, 3 classes have never occurred and 6 classes have an
occurrence rate of less than 1% each. Most of the samples therefore
belong to 9 classes out of a possible total of 18 classes.
Modification of grammars for some prominant classes, construction
of new classes, and elimination of some rarely occurred classes
are favourable steps to be taken.
Not much attention is paid on the four-corner code
which is also generated by our recognition system. This fixed
length string is not used in our syntactic approach. However, its
classification potential should not be overlooked. Errors esist
in the generation of this code because it is sometimes difficult
to determine the most prominant feature in each of the four corners
of the contour. map.
6.4.2 System evaluation
No concrete result is obtained from the comparison
between statistical methods and syntactic approach. Clustering
results do not have a close match with the classes introduced in
the syntactic approach. The analysis using principal components
gives a relatively poor results as compared with the syntactic
approach. Finally,, members belonging to the same class( used in
syntactic approach) are found to be not highly correlated with
each others. The main reason may be due to the selected feature
vector does not a good potential for discriminating visual
structural differences between contour maps. After all, the relation
between the similarity measure chosen in statistical methods and
the structural information of the contour map is still uncertain.
In fact, we cannot tell what is the influence on the statistical
results if there is the presence of some strong structural feature.
In general, syntactic methods appear to be better in dealing with
visual structural information. Classification is extremely flexible
and the designer has a direct control on the structures of the
classes.
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6.4.3 Possible improvements and future work
There are various improvements to be made in our
recognition system. More efficient parsing scheme should be
obtained by modifying our grammars so that the required recognition
time is much reduced. Different types of errors should be tackled
and overcome. Moreover, our present reduced scheme can be expanded
to include more features of the contour map. Use of high-dimensional
grammar is expected.
On the other hand, more data( i.e. weather maps in
the other months) should be studied so that some other general
classes can be established. Besides, some other information on
the weather conditions and the corresponding visual structures
of the weather maps should be gathered.
Finally, the possibility of implementaing an
interactive system should be investigated. In dealing with complex
structures of pictures, certain aspects of human perception are
still. unchallenged by the machines. Some highly structural information,
like the existence of col, fronts and troughs are difficult to be
detected by computer algorithms but can be easily perceived by
experienced weather analysts.. Besides, human intelligence may also
be used as part of data analysis and classification processes53.
The performance of collecting relevant data, of extracting the
characteristic information, and of synthesizing the recognition
logic can be improved. An interactive system, which allows the
speed and accuracy of computer to be combined with human ability
and intuition at various stages of the pattern recognition system,
is therefore a possible extension of future work.
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CHAPTER 7
Approach to Weather Correlation
There are in general two approaches in using pattern
recognition for prediction. First, and the usually more effective
way, is to classify the patterns according to the values of the
predictands. The features of the classes are then extracted from
the sample patterns to facilitate the recognition of class
membership. The second method, on the other hand, is to classify the
patterns according to some prescribed criteria( structural or
geometrical) of similarity irrespective to the predictands. The
criteria are usually obtained by theory or hypothesis. In comparing
the two approaches, we can perceive that difficulties of implementing
the first method lie in the inspection of a large number of sample
pattern and the choice of suitable features. Therefore, the second
method is often used when the samples of pattern are not sufficient
for the application of the first method.
In this chapter, a demonstration of how the developed
scheme can be used for weather prediction is presented. As a typical
case, rainfall prediction is selected for considerations. With
information such as typhoons lacking, good results are not expected
for the small size of Hong Kong. Nevertheless p the results should
serve our demonstration purposes.
7.1 General Considerations on Weather Correlation
For most weather studies the ultimate aim is to forecast
the weather conditions in the future. As have been mentioned in
chapter 2, the second stage of a synoptic climatological study is
the assessment of weather elements in relation to various categories
of atmospheric circulation types. It is generally believed14 that
the weather elements like cloudiness and precipitation are governed
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to a great extent by conditions aloft. Therefore, our classifications
of 500 mbar weather charts may yield some information on the
amount of rainfall over Hong Kong. A natural way in assessing
rainfall in relation to the various classes is to correlate
the daily rainfall( or average amount of rainfall in the following
.few days) with the respective class. If a significant trend
can be observed in these studies, then we should have confidence
in predicting rainfall.
Although syntactic methods are used in our present
project, however, only a reduced scheme is implemented. The
structural information emphasized in this scheme is the general
distribution of highs and lows in the weather map. Some general
classes are then introduced according to differences in these
distributions. However although such information on the distribution
of highs and lows are important in certain respects, but they may
not be the essential structural information required for predicting
rainfall over Hong Kong. It is also possible that some small
structural features near Hong Kong may have much greater influences
on the amount of rainfall. In other words, what we want to stress
on is that in rainfall prediction some significant structural
shapes may be more important than global similarity. For instance,
the presence of tropical cyclones near Hong Kong should have a
considerable effect.
Besides, we should not neglect other factors such as
wind direction, temperature etc. which are not depicted in the
contour map. Therefore, it. is still a risk to consider weather map
onnly in the difficult task of rainfall prediction. However, we
must emphasize again the hypothesis that we have laid down in
chapter 2. That is, it is the structural information of the weather
map that play the predominant role in determining the weather
conditions. Also, we must realize that the hypothesis is only
expected to be true if the area concerned is large.( Hong Kong
is a relatively small area)
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7.2 Experimental results and Discussions
In assesng the amount of rainfall in relation to the
weather types, we use three different methods. Firstly, we gather
the rainfall information for some significant classes and investigate
the rainfall distribution from same day, 1-day after, and 2-days
after considerations. Secondly, the amount of rainfall is roughly
grouped into four types( i.e. fine day, light rain, moderate rain,
and heavy rain). The distribution of various classes for each type
is examined. Finally, the 5-days average rainfall for some significant
classes are obtained. For each class, seine statistics on rainfall
amount are calculated.
7.2.1 Rainfall distribution of some signficant classes
from same da.y dray after, 2-days after considerations
Using the data for the first two stages( see chapter 6
and the corresponding rainfall information, we obtain the following
results:
(I) Same d
No. of Average amount Standard
Class
sarples of rainfall (mm) Deviation
8 27.767 62.93
17 8 27.50 51.08
114 20.35 25.79
12 11 3.59 6.83
13 15 5.46 10.60
15 28 15.40 44.59




No. of Average amount Standard
Class samples of rainfall (mm) Deviation
8 7 39.86 94.09
17 8 12.62 19.89
4 11 12.64 13.13
12 11 12.34 17.12
13 15 8.21 14.07
15 28 20.50 37.17
2 33 15.15 38.46
11 52 14.77 28.01
(III) 2-days after
No. of Average amount Standard
Class samples of rainfall (mm) Deviation
8 2.407 3.94
17 8 2.1 .85 16.52
4 11 19.16 26.49
12 11 16.38 44.08
13 15 8.49 16.81
15 28 30.34 59.76
2 33 9.45 31.27
11 13.6952 21.96
The above results do not indicate any sharp correlation
between the amount of rainfall and various classes. The standard
deviations are relatively high, showing the rainfall in each class
are randomly distributed. Therefore, no significant results
concerning rainfall prediction can be obtained, A more careful
examination, however, reveals that occurrence of class 13 may
imply a relatively high possibility of having light rain.
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7.2.2 Class Distribution for4 types of rainfall
We arbitrarily define four types of rainfall, namely,
no rain (F) (i.e. fine day), light rain (L)( = 10mm), moderate
rain (M)(> 10mm and =60mm), heavy rain (H)(> 60mm).
90 samples( June of 1955, 1 956, 1957) are grouped into the four




samaDlesType C: class no. 1: percentage
F 19 13, 12(each15.8%)11 (42. 1%);
0(10.5%); 15, 6, 14 (each 5-3%).
L 44 11(38.6%) 15(16%);
2(13.6%); 17, 12 (each 6.8%);
4, 8 (each 4.5%)
10, 0, 13, 14(each 2.2%).
M 23 11(60.9%); 2(13%);
4, 0(each 8.7%);
13, 17(each 4.3%).
H 4 0, 11, 11, 17
(II) 1-day after
Rainfall No. of Class distribution
Type samples
F 19 12(15.7%)11 (42.1%); 12(15.7%);
13, 15(each 10.5%);
10, 0, 2, 6(each 5.3%).
L 2(16.3%);43 11(41.9%);
15, 17(each 9.3%);
13, 8, 12(each 4.6%);
0, 4, 6, 14(each 2.3%).
M 23 11 (52.2%); 0(17.4%);
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Rainfall No. of Class distributions
Type samples
4(13%);
15, 2, 13, 12(each 4.3%).
H 4 15, 17, 11, 11
Once again, the results obtained show that there is in
general no sharp correlation between the rainfall type and various
classes. For each rainfall type, there exists many possible classes
Class 11 is prominant in all types merely because of its relative
high occurrence rate. There is also a tendency for class 12 to
have low rainfall.
7.2.3 5-days average rainfall
This method is introduced to test whether our classifi-
cation results correlate with the next five days average rainfall.
For each day belonging to a particular class, the average rainfall
for the next 5 days is calculated. Only three classes are considered
and their results are tabulated.
Class No. of 5-days average Mean
samples rainfall (mm)
8 7 18.113.7, 13.7, 54.1, 3.3
38.2, 3.3, 0.1
17 8 7.0, 2.9, 5.2, 28.8 10.5
7.4, 0.1, 11.1, 21.0
104 12.412.9, 10.8, 7.4, 5.8
27.7, 30.6, 12.2, 9.2
3,5, 3.8
The 5-days average rainfall also does not show a good
match within the same class. we cannot draw any predictive
information from the class membership. Although the averaging
process has reduced some noise or fluctuations existed in the data




Judging from the experimental results given above, the
classes( introduced based on structural similarity of general
distribution of highs, lows and plains) do not seem to have
satisfactory predictive potential on the amount of rainfall. The
samples are too small for some classes for the result to be
conclusive. However, it is still inconclusive as to the usefulness
of structural information for weather prediction in general. Besides
only the general distribution of highs, lows and plains is revealed
in o r present scheme. Some other important features such as
ridge, trough, typhoon etc. are not included in this reduced scheme.
Also, the results may be improved by regrouping of the sub-classes
to form new classifications.
In fact t we may be expecting too much in a pursuit to
predict rainfall from such general classes. Some experienced
weather analysts like Lamb13 and Heywood14 established several
distinguished weather types subjectively. Their classifications
included more structural information such as colt trough, and
ridge. Even in such elaborate scheme( easily done by experienced
weather analysts but a very difficult job for the computer), only





So far we have presented a syntactic method of weather
pattern recognition. The weather map patterns that we have studied
are 500 mbar field data plotted over the pattern area from 10°N to
40°N and 90°E to 130°E. However, it is always possible to extend
our present algorithms to various types of contour maps. The
computing time for contour map restoration, string generation and
parsing is approximately 12 secs in an ICL 1904A computer, and can
be further reduced by thoroughly optimizing our FORTRAN program.
In addition, if the contour map is already in computer storage,
an average time of about 4 secs is required for reading the contour
map, for encoding into string form and also for the required
parsing against our class grammars. Concerning the storage
requirement, an average core size of 63K words is needed.
Our present recognition system is implemented by programs
written entirely in FORTRAN, which is a machine independent language
and can be applied to most types of computers without any
modifications. More efficient processing is possible, both for time
and storage, by using other programming languages which are more
efficient for string manipulations and picture processing.
The string generated for each weather map is equipped
with certain powers for describing the general distribution of
highs, lows and plains In the map. The use of seperating terminals
can also distinguish features in different regions of the map.
Besides, we have made no attempt to obtain any derivation tree
during parsing because of the inherent descriptive power of the
encoded string. The pattern classes are constructed based on
intuition and observed structural similarity of the contour maps
The emphasis is on the relative distributions of various highs,
lows and plains in different regions of the weather map.
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The. extraction of highs, lows and plains from the contour
map is performed by a simple heuristic procedure. However, the
encoded string so obtained does not include all significant features
of the map. Only the edge-features are represented as terminals in
the-linear string. Possible developments of including other features
such as ridge, trough and col should demand for the usage of directive
terminals( e.g. Left, Above etc.) in the grammatical string. However,
in our reduced scheme, the descriptive powers of the string are
confined to those high, low and plain features lying close to the
boundary of the contour map. Besides, since the length of the encoded
string is usually less than 10( i.e. number of terminals in the
grammatical string 10), the required parsing is relatively
efficient.
Efficiency in parsing also depends on the number of productions
in the class grammars. Because of this fact, grammars for each class
are divided into several groups depending on the occurrence of
seperating terminals. Therefore, each string is examined for the
presence of seperating terminals before performing the required
parsing. After that, parsing against the corresponding group of
grammar is more efficient because the number of productions is
relatively small.
By inspecting a sample of 90 contour maps, we found that
about 85.5% of them can be successfully classified when compared
with manual inspection. Errors are mainly due to two sources, namely
string generation errors and errors incurred in grammar construction.
The first source, which includes both contour reading errors and
coding errors, accounts for about 13.5% of the total error. Procedures
for tackling some of these problems have been discussed. Grammar
errors due to the misclassification of correctly generated string
account only for 1% of the total error. Errors lie in the proposed
productions of certain classes.. A thorough check of productions of
all classes is therefore required. Classification of 440 contour
mays also reveals the general class distributions. Class 11 and class
2 were found to be the two most prominant classes which occupy a
large proportion of contour reaps( up to 61%). Therefore, we can
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conclude from these results that most 500 mbar charts in June
have the following general distributions: An extensive low( or
lows) covers the upper half of the map( or sometimes with the
presence of some minor plain features in the left). Highs must
be present in the right part( mostly near the middle or bottom ）
of the picture, and there may be the presence of some plain or
high features near the bottom or lower left.
A preliminary investigation shows that the results
obtained from some statistical methods do not have a significant
match with results obtained using syntactic approach. Besides,
contour maps which are found to be similar in statistical methods
are in general not similar when inspected manually. These results
are, in fact, expected because the correlation measure, distance
functions introduced as a measure of similarity in statistical
methods do not necessarily reveal visual structural differences.
Finally, the rainfall prediction potential of the
proposed classes( using syntactic methods) was found to be
unsatisfactory. The reasons are due to many relevant information
such as the locations of typhoons, sharp ridges etc. are not
included in our reduced scheme. Besides, the classes are constructed
based on visual similarity in the distributions of highs, lows
and plains. Some of these information, which we have strongly
emphasized, may not be relevant to any prediction of rainfall over
Hong Kong.
The idea of implementing an interactive system for.
weather map recognition is very attractive. Indeed, many structural
features of weather maps are very difficult to detect by the
computer but can be easily perceived manually. The possible
development of some high-dimensional grammars for weather maps
should also deserve further considerations. These grammars should
allow for more capability in describing some structural relationships
in the map. It is very likely that usage of these high-dimensional
grammars is unavoidable if our recognition system includes more
structural. features.
There are much rooms for further developments in contour
map recognition systems. Possible applications of our present
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system are numerous( e.g. weather charts, biomedical potential
maps, geographic and oceanographic maps etc.). We should find
practical usage in contour maps retrieval, analysis, classification
and recognition. The possible applications of fuzzy set theory,
stochastic languages, grammatical inference etc. to the recognition
system should be topics of future research.
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APPENDIX A
500 mbar Charts of June 1955
1. The raw data for these 30 maps are listed in A2 to A3.
2. Each chart depicts the situation at 0000 GMT of that day.
3. The area covered by each map is :
10°N 40°N
90°E 130°E
Hong Kong is situated at 22° 20'N, 114° 10'E.
4. The Conversion table between symbols and heights is given
below:
Symbol Height (m) Symbol Height (m)
0 5600
A 5800
1 5620 B 5820
2 5640 C 5840
9 5780 Z
6300
2550 100 1 5893 5903 5900 5882 5871 5860 5820 5871 5875 5871 5865 5873 5861 5808 5858 5868
2 5860 5857 5868. 5845 5773 5851 5876 5891 5881 5870 5806 5128 5856 5877 5894 5899
3 5844 5767 5677 5866 5873 5878 5876 5825 5723 5610 5877 5891 5887 5861 5802 5689
4 5569 5904 5919 5915 5869 5804 5684 5585 5919 5932 5921 5675 5806 5699 5627 0
550 200 1 5864 5876 5880 5877 5865 5643 5823 5855 5869 5874 5873 5867 5846 5826 5844 5862
2 5874 5873 5862 5840 5824 5836 5858 5874 5866 5847 5826 5811 5843 5866 5874 5866
3 5430 57 4 5779 5859 5875 5877 5865 5817 5747 5721 5871 5689 5689 5867 5796 5686
4 5659 5881 5894 5897 5880 5803 5653 5613 5882 5897 5898 5888 5827 5659 5596 0
550 300 1 5877 5899 5895 5873 5847 5823 5808 5883 5305 5903 5878 5855 5828 5813 5876 5892
2 5891 5873 5850 5827 5810 5868 5880 5879 5868 5841 5820 5795 5864 5874 5867 5851
3 5821 5796 5774 5867 5874 5566 5830 5787 5152 5748 5858 5813 5665 5830 5769 5692
4 5692 5857 5869 5672 5838 5172 5657 5635 5851 5873 5886 5657 5791 5664 5611 0
550 400 1 5865 5881 5889 5888 5875 5850 5811 5871 5893 5891 5898 5580 5862 5824 5876 5693
2 5Q05 5003 5880 5865 5828 5873 5893 5905 5898 5875 5852 5817 5869 5895 5905 5888
3 5868 5840 5810 5b66 5690 5898 5682 5864 5815 5788 5672 5896 5898 5483 5853 5789
4 5760 5885 5901 5904 5889 5861 5780 5728 5688 5914 5916 5901 5874 5778 5694 0
550 500 1 5452 5865 5814 5873 5888 5888 5866 5847 5863 5869 5883 5901 5891 5871 5850 5862
2 5668 5581 5898 5895 5868 5855 5869 5874 5174 5883 5860 5855 5862 5876 5865 5674
3 5876 5867 5839 5881 5885 5531 5862 5867 5849 5811 5899 5922 5915 5876 5864 5836
4 5790 5908 5930 5931 5918 5876 5834 5765 5900 5922 5929 5730 5906 5850 5759 0
550 600 1 5892 5899 5899 5901 5896 5885 5870 5880 5881 5895 5891 5d9l 5887 5869 5868 5874
2 5881 5886 5886 5881 5869 5855 5868 5869 5575 5876 5874 5857 5851 5855 5875 5573
3 5872 5862 5838 5865 5884 5892 5876 5872 5855 5822 5870 5687 5901 5893 5863 5832
4 5802 5875 5895 5906 5910 5873 5424 5187 5371 5499 5911 5327 5888 5823 5766 0
550 700 1 5882 5890 5895 5899 5899 5890 5863 5899 5928 5917 5904 5897 5887 5866 5598 5923
2 5915 5904 5897 5687 5874 5886 5898 5905 5899 5888 5880 5865 5874 5579 5883 5886
3 5475 5862 5847 5869 5869 5865 5849 5843 5629 5815 5849 5662 5860 5832 5808 5777
4 5765 5839 5864 5871 5845 5199 5728 5741 5841 5851 5587 5473 5831 5763 5749 0
550 800 1 5867 5868 5863 5821 5814 5840 5826 5866 5674 5859 5832 5839 5863 5853 5865 5874
2 8861 5862 5862 5868 5854 5664 5874 5868 5574 5874 5869 5853 5868 5482 5871 5868
3 6860 5850 5836 5672 5896 5488 5859 5831 5825 5811 5870 5890 5894 5857 5198 5185
4 5794 5466 5873 5876 5848 5188 5738 5722 5356 5955 5608 5955 5791 5683 5641 0
550 900 1 5497 5882 5830 5430 51370 5815 5863 5912 5920 5871 5586 5891 5881 5868 5918 5941
2 5921 5904 5898 5188 5868 5914 5928 5915 5889 5816 5869 5850 5899 5905 5874 5847
3 5640 5831 5813 5882 5871 5867 5830 5802 5183 5758 5861 5558 5861 5844 5717 5135
4 5683 5842 5545 5865 5856 5794 5713 5628 5847 5564 5874 5853 5810 5724 5594 0
550 1000 1 5879 5855 5808 5831 5879 5856 5833 5891 5884 5861 5861 5613 5859 5835 5911 5903
2 5873 5868 5868 5864 5840 5911 5907 5865 5847 5946 5848 5636 5893 5886 5846 5815
3 5813 5824 5823 5899 5875 5839 5791 5786 5805 5811 5899 5880 5854 5796 5770 5773
4 5771 5898 5897 5871 5826 5164 5721 5682 5835 5917 5810 5562 5791 5109 5599 0
550 1100 1 5851 5854 5879 5884 5864 5845 5821 5848 5844 5851 5611 5859 5844 5818 5847 5843
2 5844 5850 5850 5840 5817 5853 5844 5843 5644 5840 5827 5811 5465 5863 5851 5840
3 5827 5816 5411 5813 5876 5562 5834 5813 5811 5805 5883 5394 5874 5828 5795 5786
4 5768 5905 5932 5895 5826 5772 5749 5732 5907 5934 5902 5842 5770 5723 5701 0
550 1200 1 5871 5866 5861 5656 5861 5869 5847 5818 5585 5880 5878 5884 5879 5845 5885 5899
2 5898 5898 5892 5883 5847 5884 5899 5911 5904 5893 5879 5845 5875 5886 5896 5894
3 5884 5874 5843 5864 5868 5880 5880 5872 5662 5829 5844 5557 5861 5873 5863 5834
4 5832 5840 5852 5867 5862 5831 5788 5757 5846 5862 5814 5860 5618 5773 5716 0
550 1300 1 5871 5867 5853 5842 5854 5566 5851 5862 5655 5848 5845 5665 5872 5858 5853 5849
2 5843 5850 5868 5475 5853 5847 5843 5843 5851 5873 5876 5540 5845 5844 5844 5857
3 5877 5873 5835 5849 5847 5854 5867 5875 5865 5832 5859 5871 5661 5863 5870 5563
4 5824 5854 5864 5851 5853 5860 5851 5808 5844 5844 5643 5843 5846 5833 5190 0
550 1400 1 5858 5847 5842 5835 5841 5839 5821 5864 5866 5856 5851 5844 5836 5820 5668 5874
2 5867 5861 5850 5833 5614 5865 5874 5873 5866 7849 5828 5006 5860 5868 5875 5869
3 5849 5822 5802 5840 5856 5867 5870 5844 5614 5791 5820 5843 5862 5873 5846 5615
4 5779 5815 5839 5857 5875 5854 5825 5783 5623 5842 5863 5885 5868 5834 5798 0
550 1500 1 5885 5897 5889 5875 5555 5839 5819 5892 5898 5878 5563 5845 5834 5816 5890 5486
2 5866 5849 5837 5821 5809 5885 5872 5859 5837 5822 5813 5192 5884 5870 5851 5831
3 5813 5797 5762 5891 5875 5856 5822 5806 5774 5732 5900 5886 5870 5835 5798 5756
4 5710 5909 5906 5891 5659 5805 5749 5706 5925 5926 5915 5884 5831 5770 5718 0
550 1600 1 5897 5899 5868 5848 5831 5807 5787 5911 5921 5889 5860 5837 5808 5782 5909 5929
2 5902 5872 5838 5805 5774 5691 5910 5909 5881 5846 5800 5165 5870 5886 5901 5886
3 5849 5795 5754 5846 5856 5888 5883 5847 5786 5742 5823 5835 5676 5889 5842 5783
4 5728 5829 5848 5871 5880 5836 5778 5719 5665 5871 5874 5872 5836 5781 5717 0
550 1700 1 5472 5879 5872 5866 5842 5817 5 793 5876 5886 5872 5859 5842 -51 5795- 5875 5880
2 5873 5848 5838 5817 5785 5874 5873 5866 5842 5827 5806 5768 5872 5873 5863 5840
3 5818 5791 5741 5867 5873 5863 5841 5812 5781 5724 5865 5875 5870 5855 5811 5779
4 5718 5857 5883 5891 5875 5838 5793 5740 5866 5895 5898 5888 5817 5772 0
550 1800 1 5857 5869 5862 5866 5868 5840 5780 5848 5463 5868 5868 5866 5839 5790 5847 5856
2 5868 5868 5862 5830 5784 5855 5869 5874 5672 5H55 5816 5170 5865 5884 5692 5876
3 5849 560? 5143 5871 5899 5904 5878 5836 5783 5710 5865 5868 5901 5882 5841 5763
4 5670 5850 5875 5894 5883 5856 5151 5657 5840 5869 5893 5888 5868 5767 5683 0
550 1900 1 5864 5873 5859 5859 5868 5839 5796 5860 5868 5868 5870 5868 5844 5805 5853 5862
? 5674 5874 5864 5842 5805 5845 5856 5869 5873 5863 5833 5786 5841 5854 5870 5869
3 5853 5610 .5136 5842 5659 5873 5863 5838 5179 5673 5846 5865 5872 5860 5833 5722
4 5610 5844 5864 5872 5864 5829 5107 5571 5852 5868 5874 5866 5839 5721 5581 0
550 2000 1 5873 5895 5900 5921 5893 5824 5772 5861 5870 5893 5911 5901 5842 5787 5850 5856
2 5869 5900 5893 5850 5796 5844 5850 5865 5895 5882 5643 5738 5838 5845 5861 5681
3 5871 5621 5758 5837 5850 5667 5868 5847 5784 5711 5839 5856 5869 5866 5828 5749
4 5674 5940 58663 5868 5864 5816 5736 5656 5845 5851 5874 5873 5835 5754 5662 0
350 2100 1 5845 5864 5869 5857 5823 5788 5744 5840 5851 5869 5867 5846 5801 5750 5837 5844
2 5863 5874 5856 5814 5753 5835 5844 5858 5874 5860 5822 5160 5840 5847 5865 5871
3 5862 5821 5769 5842 5864 5890 5889 5863 5816 5767 5845 5872 5898 5888 5855 5792
4 5735 5847 5871 5904 5866 5853 5163 5684 5844 5864 5950 5914 5864 5748 5656 0
550 2200 1 5857 5669 5867 5841 5794 5752 5711 5852 5875 5873 5846 5801 5755 5701 5845 5868
2 5180 5859 5813 5765 5709 5840 5857 5888 5874 5830 5778 5721 5840 5656 5894 5895
3 5846 5193 5735 5842 5864 5911 5922 5871 5808 5754 5845 5866 59 7 5921 5883 5827
4 5771 5841 5857 5891 5902 5881 5836 5790 5636 5849 5632 5889 5854 5826 5787 0
550 2300 1 5606 5844 5866 5864 5833 5789 5743 5814 5846 5869 5866 5636 5793 5742 5820 5850
2 5069 5867 58 38 5800 5753 5824 5858 5869 5865 58 35 5807 5 761 5626 5860 58 10 5861
3 5837 5813 5770 5818 5851 5871 5864 5840 5817 5786 5812 5854 5870 5867 5849 5830
4 5801 5813 5847 5869 5871 5851 5849 5826 5331 5863 5886 5890 5895 5876 5847 0
750 2400 1 5607 5873 5857 5867 5850 5314 5768 5816 5639 5878 5895 5870 5812 5746 5621 5844
2 5893 5910 5880 5823 5746 5432 5846 5893 5334 5885 5830 5148 5817 5843 5885 5913
3 5866 5832 5750 5606 5845 5883 5905 5880 5835 5756 5836 5856 5888 5905 5886. 5843
4 5771 5825 5173 5903 5913 5901 5656 5787 581,9 5683 5924 5926 5916 5879 5601 0
550 2500 1 5963 5873 5866 5851 5834 5824 5818 5860 5375 5886 5469 5845 5817 5813 58,50 5868
2 5893 5865 5862 5823 5807 5827 5851 5884 5896 5470 5830 5793 581 5833 5817 5901
3 5483 5837 5780 5838 5658 5879 5904 5889 5850 5770 5865 5874 5847 5906 5897 5661
4 5782 5871 5180 5904 5925 5919 5870 5 188 5669 5893 5912 5130 5930 5885 5196 U
550 2600 1 5869 5676 5879 5871 5868 5847 5814 5661 5b58 5874 5867 5b59 5831 5830 5848 516,2
2 5868 5867 5856 5813 5784 5830 5845 5870 5561 5840 5810 5164 5836 5849 5864 5852
3 5832 5804 5147 5858 5812 5882 5872 5842 5809 5749 5872 5894 5908 5776 5874 5132
4 5769 5868 5694 5922 5940 5911 5857 5790 5857 5884 5912 5936 5931 5880 5801 0
550 2700 1 5867 5865 5901 5905 5883 5865 5816 5856 5670 5881 5877 5884 5865 5824 5843 5850
2 5469 5866 5874 5654 5106 5846 5851 5663 5875 5864 5838 5786 5860 5870 5873 5871
3 5856 5619 5157 5866 5881 5884 5870 5849 5810 3735 5871 5690 5895 5889 5657 5814
4 5139 5872 5887 5902 5903 5889 5638 5165 5869 5881 5899 5919 5923 5674 5 197 0
550 2800 1 5877 5896 5895 5874 5847 5796 5746 5859 5370 5880 5872 5664 5825 5775 5843 5850
2 5869 5874 5868 5844 5193 58546 5857 5868 5861 5665 5839 5187 5861 5871 5880 5870
3 58'14 5817 5749 5872 5888 5893 5877 5852 5181 5709 5876 5894 5931 5694 5853 5771
4 5686 5869 5894 5')05 5908 5878 5 789 5690 5663 5866 5905 5421 5024 5835 5123 0
550 2900 1 5870 5863 5837 5192 5748 5717 5688 5668 5874 5860 5631 5785 5145 5703 5856 5874
2 5873 5860 5826 5188 5739 5847 58169 5887 5883 5860 5818 5775 5842 5859 5886 5894
3 587, 5837 5791 5642 5860 5683 5899 5878 5644 579b 5146 5864 5683 5899 5683 583
4 5776 5653 5864 5885 5906 5891 5624 5756 5664 566 15 5900 5919 5914 5839 5762 0
550 3000 1 5862 5874 5871 5848 5811 5779 5753 5865 5681 5886 5868 5827 51819 5753 5862 58687
2 5698 5885 5850 5802 5155 5859 5882 5899 5889 5864 58614 5152 5856 5885 5900 5894
3 5869 5826 5757 5654 5E7 5002 5694 5871 5838 5773 5849 5866 5900 5496 5875 5842
4 5789 5855 5889 5903 5900 5676 5828 5783 5854 5868 5905 5904 5888 5812 5775 0
4






































































Symbols used to display the contour
map, (40A1). The symbol is punched in
ascending order of its represented
magnitude.
Integers used in storing the contour
map, (40I2). The integer is punched in
ascending order of its represented
magnitude.
Productions of grammar G1 . Maximum
allowable number of productions = 50 .
Productions are in Chomsky Normal Form
and are recorded in the format (10(3I2,
1x)). Therefore each card contains 10
productions.
Productions of grammar G2.
Productions of grammar G34 .
IK, number of productiong in each group,
(34I2).
Productions of Class 31 .











The grid-point data of contour map are read into array L
through Input Channel 3. Channel 3 is purposely assigned
to the data file containing the raw data.




9- 16 2- 9
17-25 1-9

































1. For each contour map, the encoded string, four-corner
code and the respective class are given.
2: Results on the ffirst.five years June data( 1955, 1956,
1957, 1958, 1959) are listed in C2 to C9.
3. Results on the next five years June data( 196o, 1961,
1963, 1965, 1967) are listed in C10 to C18.
4. Results on the last five years June data( 1968, 1969,
1970, 1972, 1973) are listed in C19 to C27.




4 Seperating terminal between upper and
lower half of the contour map
5 Seperating terminal between upper left
and upper right
6 Seperating terminal between lower right
and lower left
Terminator9
10 representing the location of the internal
closed loop( see chapter 4)
0 No information
The Old Organizational Structure before Regionalization
Director of Social Welfare
Deputy Director
ADMINISTRATION BRANCH GENERAL BRANCH SOCIAL WORK BRANCH
1 Chief Executive Officer 1 Aisanti rppfnr
1 Assistant Director
Group & Probation RehabiliPersonnel Social Planning Public Family Community Correc- tationGeneral & Security Training Development Relations Services Work tions DivisionOperation Committee Accounts Division Section Section Unit Division Division DivisionDivision Sections Section
'Principal1 PSWO 1 Administra- 1 SPSWO 11 SPSWO SPSWO 1 SPSWO 1+(1)SPSWO
SWO1 Senior 3 Senior tive Office Information1 Trea- 8 PSWO 23+(1) Pswo PSWO 2 PSWO 1 PSWO
Executive (1) PPSw0Execu- Officersury 57 swo 23+35+(1) swo (1) swo 14 swo 9+(2) swoOfficer 1 Statisticiantive Accoun-
Off icer tant
Establi-Payment & Admini- Planning,
Organi- General plan- Dep'tal Planning, development and administra-audit of shment & stration develop-
sing in- ning & develop- publicitysocial tion of social welfare services inof fi-general ment,7
service ment of social and public four major fields, namely familysecurity adminis- nance & adminis-
training welfare servic- relationcash services, group and community work,tration, supplies tration program- es, & research
assistance staff probation and corrections, andmatters of the















NOTE: SPSWO= Senior Principal Social Welfare Officer
PSWO= Principal Social Welfare Officer




1 r 3 2 4 3 9 n n o 0 o n n• o n o 2 2 3 3 15
2n 2. 4 c 1 9 a n o 0 0_ a o o o o 2 2 2 2 1 7
21 '2 5 2 4 l2°OOnononn 2 2 2 2 13
2?? 3 2 6 2. 9 _1 12 0 0 0 0 0 0 n 2 2 2 2 ft_
21 2 3• 2 6 2 9 0 0 o a 0 0 0 0 n 2 2 2 2 ft
2A 2 1 2 6 2 9 1 1 s _o n 0 o o o n 2 112 4_
2 5 2 1 2 9 9 0 n 0 0 0 o 0 0 0 0 2 1 1 2 4
2 6 2 1 6 _2 9 2 1.2 _J _0 n o o 2 o o 2 112 4_
2? 2 1 6 3 1 9«• 1 0 0 n 0 0 n o 2 1 1 0 2~~
.-22 2 5 ..2_ .1- 6 .3. ..3 L 0 0 0 0 0 0 2 2 113 2
20 2 5 2 1 3 9•» 0 0 (10 0 0 0 0 2 7 1 T l~ 2~~
, _2 5._ 2 4 1 3__ 9 o n_ _o o o o n__ n? 2 3 3 23
51 2 2 5 2 4 1 3 6 1 9 3 1 4 3 1 5 7 o'~ 2 2~ 1~ 1 24~
_32. 2 2 4 1 6 1 9 0 0 o o 0 o o ___o 2 2 1 1 2?
33 2 2 5 2 4 1 6 1 9 o n n o n o? 2 1 1 24
- • - -
_1A 2 1 6 3 9 a 9 Q o _n i) o o o o 2 1 1 3 p
35 2 4 1 6 1 9) 0 0 0 0 0 0 on 22 1 1 22
_JA 2 2 5 2 4 _1 ___6 1 9 0 0 0 o o 0 ?21Q pU
37 2 5 2 4 1 3 6 3 9 0 0 9 0 0 0? 2 1 3 24
7 3 2 4 1 2 69 1 0 0 0 0 0 fi 0 0 2 —2 1- 1- 2?
y 2 1. 5 6 9 1 1 3 0 'I 0 0 0 n o n 2 2 1 1 2
_40 2 5 2 4 _1 9 3 13. _o 1 1 0 _n P P 2 2 0 0 23
41 2.4 1' 3 6 1-9 A 0(. 0 0 n o P 2 2 11 22
? 2 4 9 ft r _o» a __o o_ o o n o~ 2 2 0 0 21
k
i. 7 2 4 1 6 3 1 9 3 13 0 0 n ft ft 0 2 2 1 1 2 2
14 2_ 1 3 6 1 9. JL A o a n o ft on 11 3 1 1 7
4 4 3 2• 4 1 6 3 9 3 12 n n ft ft o 2 2 1 3 22
_4A 2 5 2 4 11 2 A_ o U o 0 ft q_ n_ 2 2 1 1 24
4 7 2 4 I 1 9 ft 0 n') 0 o 0 0 r. ft 2 2 1 2 21
41 2 A 1 3_ 6 9 ft 0 0 0 ft A_ ft 0 ft 2 1 1 0 22
4° 3 2 2 1 6 2 9 0 0 o ft 0 ft 0 2 1 1 2 4~
. 5 0 5___ 2 J 6 2 9 1 14 o ft n nop p 0112 o
51 2 5 2 1 3 6 9 0 0' p o o ft p p p 1 10 2
: 12 2 5 2 4 1 3 6 3 9 n o o_ __r o n 2113 24
5 3 2 4 1 2 9 3 1 1 ft 0 0 ft p 0 o 0 2 2 2 2 13
_ 5 4 2 5 2 3 2 9 3 11 0 o ft_ 0 ft ft 0 2 2 2 2 6
5 5 1 5 2 4 1 2 9 3 1 2 P ft n 0 p 0 1 2 2 2 1 4
5, 5 2 4 1 3 9 0 t) 0 0 0 0 0 0 3 2 3 3 2_3
5 7 2 13 9 -i o n (i 0 0 0 0 0 0? 2 3 3 21
5 Q 2 5 2 3 2 9 3 il____ 0 0 0 0 0 o 0 2 2 2 2 6
50 3 5 2 4 1 6 2 9 3 15 0 0 0 0 0 3 2 1 2 13
60 25-21 3 639 3120 0 0 0 0 2113?
6 1 2 4 1 6 3 9 0 0 0 0 o o 0 0 0 2 2 1 3 22
__c.'_ 2 5 2 4 1 9 o o J1 n -21- 0o o o 2 2 0 0_ ?3 M
63 2 5 2 4 1 6 3 9- o 0 0 0 0 o o' 2 2 1 3 24
6 6 3 2 4.' 1 9 0 0 0 0 0 0_ 0 _jO o 2 2 0 0 21
6C 3 2 4 1 9 ft() 0 0 o o 0 0 0 0 2 2 0 0~~ 21
6.6 2 2_ 4 1__ 9 0 0 o 0 0 0 0 o A o 2 2 0 0 21
o 7 2 2 4 1 6 1 9 0 0 o 0 0 0 0 0 2 2 1 1 2 2
4 N
__6A 2 1 2 5 2 4 J 6 1 9 0 0 0 0 0 2 2 1 1 1 2
60 3 2 4 1 9 0 0 0 0 0 i) 0 0 0 0 2 2 1 1 21
?o 1_ 2 4.__ _1 9 o 0 Q 0 0 0_ 0 ooo 2211 1 2
71 3 2 4 1 9 3 1 4 o o o 0 o n o o 2 2 1 1 21~
- 7.? 3 3 2 4. 1 6 1 9 _Q 0 0 __0 o_ o_ o 2 2 11 22
73 125241 1 6 90000 o o T 1 1 0 1?'
_ZA 2 4 2 6 9 o o o o 0 o n__ o o n? 2 1 o 22
1s1
• .-v.- Stiver Mine Bay) vV iim. V..... 0•
NI c ber 3
M WANG IAN ISLAND Buill Up A„
PP P. 7«
7. land ovc 100 Metros (328 Fe
2 Reservoi
v 2 2 1 3_£ 1 9 ft 0» 0 ft o o ft 231' 2
s 2 2 4 1 3 6 1 9 o o'~ n o ft o n 2 2 1 1 22
' a 2 5 2 4 1 _1 6 9 3 1 1 OOP P Q 2 2 11 24
q7 2 5 2 '4 1 9 P ft 0 O 0 ft 0 0 'O~ T 2 0 0 23
(;2 5 2 1 9'_ 9 P 0 jft_ P P 0 P 0 110 0 2
' ~o'o 2 19 p ft P 0 0 ft 0 0 0 ft~ 0 7 2 0 0 2
1PJ. 2 2. 1 _2_ 6 1 9. _1 3 13 ft ft ft P p P 2 2 2 1 2
1 CM 2 3 4 3 6 1 9 3 1 3 O P 0 0 P ft~ 2 2 3 1 31
2i»? I 3 2 4 _1__ 3 6 J 9 3 11 3 12 5_ _JJ 2 2 11 31
i7 2 4 1 6 1 9 3 15 n 11 0 ft ft 0 ft- 2 2 1 1 2?
I 2 4 3 6 3 9' 1 13 ft 0 P ft ft ft ft 2 2 3 3 1 5
•5 3 2 4 3 9 1''' P ft 0 0 ft n P ft 2 2 3 3 1 5
. _L«i6 2 4 3 6 3. 9 ft ft P ft ft ft ft_ ft ft 2 2 11 22
10'?' 2 5 2 4 1 9 ft ft') ft P ft ft P ft? 2 1 1 23
_U12 3 2 3 2 4 1 4- 1 9 ft ft ft ft ft ft 2 2 1 1 2U
t!° 2 3 5 2 4 1 9 3 1 1' P o ft 0 P 2 2 0 0 2 3
-Hi 2 4_ 1 5 3 11 2 P 2. ft ft ft ft P ft 2 2 11 21
II 1 4 1 2 9 0 ft 0 ft 0 ft 0 ft ft ft 0 ft 0 1 1 0
•, I) 2 5 2 4 1 6 1 9 i- 9 il 0 Q o n? 2 1 1 2_4
I n 2 5 1 3 4 1 9 3 1 1 3 12 3 14 n 0 1 1 0 0~ 32
ijU 2 5 2 4_ 1 S 3 12 3 1 2 JL 9 o n n 2 2 11 23_
II»• 2 5 2 4 3 9 0 0 0•' 1 n 0 2 2 3 3 1 5
1 1 3 2. 4 1 6 1 9 2 .0. .9 9.. 9 9 il 9. 2 2 1 1 22
;; 1? 4 16 1 2 9 0 0 0 0 0 6 0 0 2 2 11 0
U_3„_ 2 4 1 3 6 9_ JL 12 o H o 0_ o o o 2 2 10 22
'i 1 o' 2 5 2 16 3 3 9 o 0 0 0 0 2 1 1 3 2~
219 2 1_ 6 3 _9 n 0 n_ o o n 0 n A o 2 2 13 2
i 21 2 4 1 6 3 9 0 o•) o 0 0 A O n 2 1 ~1 2 2
__122. 2 5 2. 4... 1 6 r' o o A n o_ j?_ 2 1 1 1 2
12' 3 2 5 2 4 1 9 0 0 A o n 0 0 0? 2 0 0 23
2 4 3. 2_ 5 2 4 1 9 2 9 9 0 0 o 0? 2 0 0 23
12r 324193 1 3000 ~o on ~o' n' 2 2 0
126 2 4 1 3 6 2 9 0 o 0 0 0 0 r. A 2 2 1 1 13
1 27 2 2 4 1 9 0 o o o A o o A o ~'n 2 0 0~ 21~
—ii-1- 3 3 2 4 19 0 a o_ 0 0 0 0 0 0 2 2 1 1 21
' 2° 2 3 2 4 1 9 3 1 3 0 0 0 0 0 A n 2? 0 0 31
9131
2 3 2 3 4 2 6 1 9 3 12 3 13 2 2 2 1 31
131 2 2 4 2 2 3 6 9 3 12 2 14 2 2 2 0 15
132 2 2 5 2 1 2 3 6 3 9 2 14 3 14 2 2 2 0
2
133
2 2 5 3 4 2 3 6 9 2 14 2 2 3 0 31
134
3 2 3 1 6 9 3 11 3 11 3 14 3 14 3
2 3 1 0
8
135
2 1 2 3 6 3 9 3 11 2 14 3 14 2 2 3 0 2
136 2 5 2 1 2 3 6 9 2 14
2 2 2 0 2
137
2 2 3 4 2 3 6 9 3 11 2 14 2 2 2 0 31
138
2 2 5 2 3 2 1 6 9 3 14 3 14
2 2 2 0 8
139
3 2 2 1 1 4 2 6 3 9 3 14 3 14
2 2 2 0 0
140 3 2 5 2 3 2 6 3 9 3 14 3 11 2 14
















Reclamations since 1963 North Point
and in progress
TsimshatsuiSaiyingpu Quarry BayCTORlA HARBO
Kennedy
Causeway Bay! yueTown ShaukiwanVictoria
Wanchai
HONG KONG ISLAND
Figure 5. Marine rec,lamations in urban Hong KontTshowin main historic j1dLiCzD






*Number in bracket indicates no. of shops in
that particular section of street.)






































3r 2 4 1 a 3 9 n 0 0 0 0 0 0 0 ft 2 2 1 3 11
3 A 2 4 1 Al90ftft0 0 00ft 0 2211 11
37 p 3 2 _2 1 3 1° 0 0 0 0 0 0 0 2 2 J J _0__
3R 3 5 2 4 1 6 1 9 0 0 0 0 0 0 0 r 2 2 11 11
!
30 3 5 2 4 1 0 1 9 0 0 0 0 0 0 0 2 2 1 1 11
5 T 2 4 T 3 6 9 0 0 0~ 0 0 0 0 2 2 1 1 (T~
4
42 2 V 2 4 1 6 1 9~ 0 0 0 0 0 0 0 2 2 T 1 11
4 3 2 _5 2 4 1 A 1 0_ J 11 0 0 0 0 0 2 2 11 11
4 4 2 5 2 4 1 4 3 9 3 15 o~~ 0 0 0 0 2 2 1 3~~' 11
45_ 2 5 2 4 1 3 4 9 3 13 0 0 0 0 0 2 2 1 1 11
4 A 2 ~5 2~ 4 1° T Tj? 0 0 0 0 6 0 ft 1 2 1 1 11
_ 47 2 5 2 1 3 A 3 9 3 12 ft 0 ft ft ft 1 1 3 3 2
48~ 2 5 2 1 4~'~ T A 9 3 1~2 ft ft ft ft ft~ 2 2~ 2 0~ ft-
49 2 3 4 2 O 3 17 11? 3 140000 222? 0
50'? 3 4? o 3 12 u 0 0 0() 0 0 0 2? 2 2 0
51 21 _9 3 1 2 3_ 12 3_ 1 3 0 0_ 0 0 ft __0___
53 1 2 5 2 4 3~~?' 6~ 9 3 12 3~13 0 ~~0 2 2 7 2~ ~~2~~~ TA~
Table 8. The amount of capital investment and
its relationship vith retailing and
wholesaling- in the 36 cases
Retailing
Amount of capital investment Retailing,„. Wholesaling
° Wholesaling
Number
large 1 6 2 4 10
medium 1 6 2 0 14
small 4 2 0 2
TOTAL 36 6 4 26
( Refer to the footnote of Table 4 on P.162 for the
explanation of the comparative amount of capital
investment.)
71 p p_ p 4 1 o 3 ii 3 1A 3 14 0 0 0 2 2 0 0 11
7p J 3 s p 4 1 o 3 12 3 13 0 0 0 0 2200 11
73 3 S 2 3 4 3 3 o 1 1 3 0 0 0 0 0 3_; 2 3 3 0
' 74 p s 2 3 4 3 3 6 3 o 0 0 0 0 0 2 2 3 3 6
73 3 3? 3 1? 1 0 3 1 2 3 1 2 0 0 0 2 2 1 1 0
76 2 r 2 1 3 0 3 11 3 12 3 11 0 n 0 2 2 3 3 2
77 3 2 5 2 1 3 6 1 9 0 0 0 0 0 0 2 1 1 1 2
7' 2 1 0 1 o 2 1 2 3 1 1 3 1 4 0 0 0 0 2 1 1 1 2
7
80 2. 1 6 3° 3 1 2 3 1 4 0 0 0 0 ft 0 2 1 1 3 2~
8
82 2 1? 3 o T TIT 3 12 0 0 0 0 ft' o™ g i o I
_ 83 2 1 6 3 n 3 J 3 ft ft 0_ ft_ ft ft 0 ft? 2 0_ 3_ 2
84? 2 1 3 12 0 Y 0 0 o ft 0 0 0 2 2 0 0~ 2
85. 2__ 1 3 6 p .3 __1_5 0 0 0 ft 0 ft ft 2 1 1 2 _4
86 2 1 3 6 2 0 3 11 0 0 0 0 0~ 0 ft~ 2 2 3 2~~ 4
8
88 2 1) 2 3 1 1 0 0 0 0 0' 0 ft 0 1_ 1~ 1 1 4
15
89 3 2 1 1 6 0 3 12 3 11 3 12 3 14 3 2 1 1 0
90 2 4 1 1 6 3 0 3 12 0 0 0 0 0 0 1 1 1 3 11
91 3 2 5 2 4 1 2 9 3 14 0 0 0 0 0 2 2 1 1 13
92 2 4 1 3 0 0 0 0 0 0 0 0 0 0 0 2 2 3 1 11
93 2 4 1 6 3 9 0 0 0 0 0 0 0 0 0 2 2 1 1 11
94 2 4 1 0 3 1 9 3 11 0 0 0 0 0 2 2 1 1 11
95 2 4 1 6 3 9 14 0 0 0 0 0 0 0 2 2 1 3 11
96 2 5 2 4 1 6 1 1 0 3 11 0 0 0 0 2 2 1 1 11
97 2 5 2 4 1 6 1 0 3 13 0 0 0 0 0 2 2 1 1 11
98 2 5 2 4 1 6 1 0 3 11 3 13 0 0 0 2 2 1 1 11
99 2 5 2 2 4 1 0 3 11 0 0 0 0 0 0 2 2 0 0 11
100 2 4 1 6 3 0 3 12 0 0 0 0 0 0 2 2 1 3 11
101 5 2 4 1 6 1 9 2 11 3 12 0 0 0 0 0 2 1 1 10
102 3 5 2 4 1 6 2 9 2 12 3 14 0 0 0 3 2 1 2 13
103 3 2 5 2 4 4 6 3 9 3 12 3 13 3 13 2 2 3 3 15
104 3 3 3 2 5 2 4 1 9 3 11 3 14 0 0 2 2 1 1 11
105 2 4 1 0 4 11 0 0 0 0 0 0 0 0 0 2 2 1 1 11
106 3 2 4 1 0 3 11 0 0 0 0 0 0 0 0 2 2 0 0 11
107 7 1_ 2 4 1 _1_ A 1 0 .3_ 1 8 0 ft o 0 2 2 1 1 12
10 2 3 8 2 4 1 A 1 9 3 1? ft o n-------— 2 2 1 1~~~ 11
10o 2 3_ S 2 4 1 A 1 0 3 1? 3 13 ftft 2 2 1 1 11
110 2 8? A 3 A 2. o 3 11 3 13 ft no 2 2 3 2 1 5
111 3 2 4 1 6 30313000000 2 2 1 3 11
112 3 3 s 2 A 1 A 3 o 3 11 0 Oft ft 2211 11
113 2 3 3 2 A 1 6 3 1 ft 0 0 ft ft ft 1 1 1_! 0
~ 1 1 4 3 2 3 2 A 1 ft 3 fl ft 0 0 0 0 0 3 2 1 1 1 1
113 3 2 _3_ A 1 ft 1 3 1? 3 11 3 13 ft 3 3 1 1_ 0
11ft 3 2 3 3 2 4 1 6 3 1 9 3 1 2 3 1 1 2 2 1 1 1 1
1 1 7 3 2 3 2 A 1 ft ft 0 0 0 ft 0 ft ft__ 2 2 1 1 11
11R 2 1 A 1 ft r~lT 3 12 3 18 3 1 7 7 2 2 1 1 11
110 2 A 1 3 A° 7 11. 0 Oft ft 0 ft ft 2 2 1 0_ 11
12ft 7 2 r?. A 1 7 A ft 3 1 2 0 0 0 1 1 1 3 1 1
121 7 2 1 A 7 ft 3 1 A ft ft ft 0 ft n 0 2 2 1_ 3
1 22 7 2- 1 A 1 ft '3 1 2 2 1 3 0 0 0 ft 2~ 2 1 1 11 7~
1 2 7 1 7 2 A 1 A 3 3 ft 7 11 n fi n (V 2 2 1 _3 12
1 24 7 8 2 4 1 A ~3~ ft 3 1 4 0 0 0 0 0 3 2 1 3 11
Table11. Distribution of the 36 piece-goods firms

















( Since some of the piece-goods firms like to import more
than one country's fabrics, the numbers in the table




















































































































































_ no.• £!'€3Fp S rPT.MG Of THE PICTURE 4-CORNER CODE CLASS
I 3 24 1 2 0 3 1 1 0 0 0 0 0 0 1 2 1 1 1 3
- 7_ 3__ 2_ 4 1?_ 0 3 11 0 J1 0 0 _ft 0 3 2 11 13_
3' r? 4 1 0 3 11 3 12 0 0 f) ft 'ft 1 1 0 0 11
4 2_.} 5 ?4 1_4 1 3 o 3 11 3 12__ 0 2_ 2 1 1 11
3 2 2 5 3 4 1 0 3 3 0 3 13 0 0 0 1 2 1 1 11
_6 2?_ 5 3 4 1__ 4 3 1 O 3 1 1 0 ft ft? 2 1 1 0__
7 1 5 2 7 4 1 o 3 11 3 14 0 0 0 0 2 2 1' 1 12
3 3 3 3__ 4 1 O 0_ ft 0 0 0 0 ft 0_ 3 2 11 11
0 4 2 4 1 3 6 2'? 313 0 0 0 0 0 1 21 1 0~
10; 3 7 4 _1 0 3 11 0 0 0 0_ ft; ft. _ft 2 2 1 1 1_1
11 3 4 1 1 6 3 O 3 1 1 0 0 0 ft ft 2 2 1 1 11
1.2 2 5 2£,. 1 3 0 3 11 0 ft 0 0_ ft ft__ 2 2 3 3 11
13 2 3? 4 1 2 0 3 1 2 0 0 0 0 ft 0~ 2 2 11 13
14_ 2. ,„.A 1 ;__7 ft 0 0 0 ft ft ft __ft_ ft ft 2 2 11 11
15? 2 5 2 4 10 7 0 2 1 1 0 0 ft 0' 2 2 1 1 11
16 .3 7 2 4 1 o 3 11 5 13 0 ft ft ft ft 2211 11
17 3 2 4 1 4 7 o 0 n 0 0 ft 0 1) 2 2 1 2 13~
1 R.?. 2 4 1 A 3 0 ft 0 ft ft ft ft n n
20
19 3 2 2 5 2 4 1 0 1 0 3 11 0 0 0 1 1 1 1 11
20 2 3 5 2 4 1 1 9 0 0 0 0 0 0 0 1 1 1 1 11
21 2 5 2 4 1 0 3 13 0 0 0 0 0 0 0 2 2 1 1 11
22 3 3 5 2 4 1 5 3 9 3 11 0 0 0 0 1 1 1 3 11
23 2 5 2 4 1 3 6 3 0 3 11 3 12 0 0 2 2 3 0 11
24 1 5 2 4 1 6 3 0 0 0 0 0 0 0 0 2 2 1 1 12
25 2 5 3 2 4 1 3 6 3 0 0 0 0 0 0 2 2 1 1 0
26 2 5 2 4 1 2 6 3 9 3 15 0 0 0 0 2 2 1 3 11
27 2 5 2 9 3 13 0 0 0 0 0 0 0 0 1 1 0 0 2
28 2 1 5 3 0 0 0 0 0 0 0 0 0 2 1 1 3 2
29 2 2 5 2 4 1 6 3 9 3 14 3 13 3 13 2 2 1 3 11
30 35 2 4 1 7 6 8 9 0 0 0 0 0 0 1 1 3 3 13
31 2 6 5 8 4 1 6 1 9 0 0 0 0 0 2 2 1 1 11
32 1 2 4 1 8 0 0 0 0 0 0 0 0 0 2 2 1 1 14
33 2 4 1 6 7 2 9 3 14 0 0 0 0 0 2 2 1 2 13
34 2 4 1 5 6 2 8 0 0 0 0 0 0 0 0 2 2 1 2 13
35 2 5 2 4 1 9 2 0 0 0 0 0 0 0 0 2 2 0 0 11
36 5 5 2 4 1 8 2 11 3 11 3 13 0 0 0 1 1 0 0 11
21
37 2 2 5 2 4 1 6 2 9 3 13 0 0 0 0 2 2 1 2 13
38 2 5 2 2 4 1 6 2 9 0 0 0 0 0 0 1 1 2 0 13
39 2 5 2 2 4 1 6 2 1 9 0 0 0 0 0 2 2 1 1 17
40 3 2 4 1 4 3 9 3 13 0 0 0 0 0 0 2 2 1 1 11
41 2 4 1 9 0 0 0 0 0 0 0 0 0 0 0 2 2 0 0 11
42 2 5 2 4 1 6 1 9 0 0 0 0 0 0 0 2 2 1 1 11
43 2 5 2 4 1 6 1 9 3 11 3 14 0 0 0 2 2 1 1 11
44 2 5 2 4 1 0 3 12 3 13 0 0 0 0 0 2 2 1 1 11
45 2 5 2 4 1 6 3 1 9 0 0 0 0 0 0 2 2 1 1 11
46 5 2 2 4 1 6 3 9 0 0 0 0 0 0 0 2 2 1 1 0
47 3 2 4 1 9 3 13 3 13 0 0 0 0 0 0 2 2 1 1 11
48 3 3 2 4 1 6 3 9 3 13 3 14 0 0 0 2 2 1 1 11
49 3 5 2 4 1 9 0 0 0 0 0 0 0 0 0 1 1 0 0 11
50 2 5 2 4 1 6 1 9 3 13 0 0 0 0 0 1 1 1 1 11
51 3 5 2 4 1 6 3 1 9 3 13 0 0 0 2 2 1 1 11
52 3 2 5 2 4 1 6 3 1 9 3 13 0 0 0 1 1 1 0 11
53 2 5 2 4 1 6 2 3 9 0 0 0 0 0 0 2 2 1 1 13
54 2 4 1 6 3 9 3 12 3 13 0 0 0 0 0 2 2 1 3 11
55 3 5 2 4 1 6 1 9 3 13 0 0 0 0 0 1 1 1 1 11
22
56 2 5 2 4 1 6 1 9 3 13 0 0 0 0 0 2 2 1 1 11
57 2 2 1 6 2 1 2 9 3 11 13 13 3 13 0 2 2 2 2 4
58 3 3 2 4 1 4 2 9 3 13 0 0 0 0 0 2 2 1 2 13
59 3 4 1 4 3 5 0 3 15 2 14 0 0 0 0 2 2 1 3 11
60 3 2 1 3 6 0 3 14 0 0 0 0 0 0 0 2 2 1 1 2
61 2 5 2 4 1 9 3 13 9 0 0 0 0 0 0 2 2 0 0 11
62 2 5 16 3 13 0 4 0 0 0 0 0 0 2 2 0 0 11
63 3 2 6 1 6 3 0 3 13 4 0 0 0 0 0 2 2 1 3 11
64 2 4 2 4 1 2 3 11 3 14 0 0 0 0 0 2 2 0 0 11
65 2 5 2 4 1 4 3 9 0 0 0 0 0 0 0 2 2 1 3 11
66 2 2 5 2 4 1 6 2 9 0 0 0 0 0 0 2 2 1 2 13
67 2 2 2 1 6 9 3 13 0 0 0 0 0 0 0 2 2 1 0 2
68 2 5 2 5 2 9 3 15 0 0 0 0 0 0 0 2 2 0 2 0
69 2 5 2 6 2 4 3 11 3 13 3 13 0 0 0 2 2 0 2 0
70 2 2 5 2 3 4 3 6 2 0 3 14 3 13 3 2 2 3 2 0
71 5 3 2 4 3 6 3 3 9 3 13 3 13 0 0 2 2 3 3 15
72 1 2 4 1 4 1 9 3 15 3 14 0 0 0 0 2 2 1 1 12
73 3 2 2 5 2 4 1 6 3 9 3 13 0 9 6 2 2 1 3 11
775' 3 7 5? 4 1 A 9 2 12 .5 11 0 0 0 2 2 1 0 1 1
_7_ 7 2 2 4 1 A 1 1 1.4 3 14 0 0 0 2 2 1 3 11
77 3 3 ?43 6 3 3 9 i) ft 0 0 0 0 2 2 3 3 1 5
73 3 2 4 1 A 3 3 9 3 14 3__ 1.3 0 0 0 2 2 1 3 11
79 7 4 1 .3 1 2 9 3 1 1 0 0 0 0 ft 0 2 2 1 1 1 3
8 7, 7 5 2 4 _1 A 3 9 3 J 1 3 11 3 14 2 2 _1 3 1 1
31 3 7 4 1 o 3 13) 9 0 0 0 0 0 ft 2 2 0 0 1T
3 7». 3 5? 4 1 3 1 o 3 1 1 3 1 3 0 0 2 2 1 1 1 1
3 3 3 3 5 2 1 3 9 3 1 4 0'' 0 0 0 0 0 1 1 0 3 2
Ak 5. 4 1 0 3 14 0 0 0 0 0 0 0 ft 2 2 11 VI
3 5 7 2 4 1 V 3 b 3 13 0 0 0 0 ft 0 2 2 1 3' ~TT
33; 1? 7 1 6 3 9 3 14 0 ft ft 0 ft ft__? 2 1 1 9
37 3? 5 7 4 13 9 0 ft ft ft ft ft ft 2 2 1 0 11
33 1.? 2 1 6. 3 9 ft ft 0 0 ft ft ft ft 2 113 p
3° 7 3 2 1 3 5 9 ft ft 0 ft ft ft ft ft 2 1 1 2 8
?_ft 7, 7 7 1 .3 __3 3 7 _0 ft 0 ft_ ft _n _ft 2 2 13 0
g1 1 3 ~r r' 3 13 ft r' 0 r) ft ft ft 2 2 3 3 15
24
92 7 4 1 6 3 0 0 0 0 0 0 0 0 0 0 2 2 1 0 11
93 7 4 1 6 3 0 0 0 0 0 0 0 0 0 0 2 2 1 3 11
94 7 4 1 3 6 3 3 9 0 0 0 0 0 0 0 2 2 1 3 11
95 2 5 2 4 1 4 3 12 0 0 0 0 0 0 0 1 1 0 0 11
96 7 7 5 3 4 1 6 1 0 7 12 3 14 0 0 2 2 1 1 0
97 3 3 4 1 0 2 12 0 0 0 0 0 0 0 0 2 2 0 0 0
98 7 4 1 1 6 0 3 12 0 0 0 0 0 0 0 2 2 1 0 11
99 7 5 7 4 1 9 3 14 0 0 0 0 0 0 0 2 2 1 1 11
100 7 4 1 0 3 13 0 0 0 0 0 0 0 0 0 2 2 0 0 11
101 7 4 1 0 3 11 0 0 0 0 0 0 0 0 0 2 2 1 1 11
102 7 4 1 0 3 9 3 11 0 0 0 0 0 0 0 2 2 1 2 11
103 7 4 1 0 0 0 0 0 0 0 0 0 0 0 0 2 2 0 0 11
104 7 4 1 0 0 0 0 0 0 0 0 0 0 0 0 2 2 1 1 11
105 3 4 5 6 3 3 9 0 0 0 0 0 0 0 0 2 2 3 3 15
106 7 4 1 4 3 11 0 0 0 0 0 0 0 0 0 2 2 1 1 11
107 2 5 2 4 5 6 3 0 0 0 0 0 0 0 0 2 2 3 3 15
108 3 2 5 2 4 1 6 3 0 0 0 0 0 0 0 2 2 1 3 11
109 7 5 2 4 1 6 9 0 0 0 0 0 0 0 0 2 2 1 0 11
110 2 5 2 4 1 6 3 9 0 0 0 0 0 0 0 2 2 1 3 11
25
111 2 5 2 4 1 3 6 9 0 0 0 0 0 0 0 2 2 1 0 11
112 3 2 4 1 3 6 9 0 0 0 0 0 0 0 0 2 2 1 0 11
113 2 4 1 3 6 0 9 0 0 0 0 0 0 0 0 2 2 1 0 11
114 2 4 5 4 1 6 1 9 0 0 0 0 0 0 0 2 2 1 1 11
115 2 5 2 4 1 6 9 3 13 0 0 0 0 0 2 2 1 0 11
116 2 4 1 6 2 3 13 0 0 0 0 0 0 0 0 2 2 1 0 11
117 2 5 2 4 1 6 3 9 3 13 0 0 0 0 0 2 2 1 3 11
118 1 2 4 1 6 3 3 9 0 0 0 0 0 0 0 2 2 1 3 12
119 3 2 1 6 3 9 0 0 0 0 0 0 0 0 0 2 2 0 3 2
120 2 4 3 6 2 9 0 0 0 0 0 0 0 0 0 2 2 1 2 4
121 2 4 1 6 3 1 0 0 0 0 0 0 0 0 0 2 2 1 1 11
122 2 4 1 6 3 9 0 0 0 0 0 0 0 0 0 2 2 1 3 11
123 2 5 2 2 4 1 0 1 9 0 0 0 0 0 0 2 2 1 1 11
124 2 4 1 9 0 0 0 0 0 0 0 0 0 0 0 2 2 0 0 11
125 2 3 3 5 2 4 1 6 1 9 0 0 0 0 0 2 2 1 1 11
126 2 4 3 6 1 9 3 12 3 13 0 0 0 0 0 2 2 3 1 17
127 2 5 2 6 1 6 1 9 3 11 0 0 0 0 0 2 2 1 1 11
128 3 5 2 4 1 6 1 9 0 0 0 0 0 0 0 2 2 1 1 11
12r 7 7 2? 4 1 6 1° 0 0 0 A 0 0 2211 11
130 .5_ 2_ J? _Jl 6_ 0 .VI? o 0 n __n 0 o 2 2 1_ 0 1 1
131? 7 6 3° ft f) 0 0 0 0 0 0 0 ft 2 2 3 3 8
13?_ 5•_ _s_ 7 3 i 3 3_o;» o ft. ft n 2 2 1_ 3 0
137 i? f 1; 0 0 ft 0 0 0 0 0: 2 2 1 1~~ 11
1 3.4 V 3 3 2 4. i 6. ,t J 0 0 0 ft n o 2? 1 1 1_1
137? 2 4 1 6 1 0 0 0 0 ft ft 0 0 2 2 11 11
1 3A ft•' 41• ft ft.) 0 0 0 0 0 0 2? 0 0 1 1
13?,? s? l 1 o o o«) o o i) n ft n 2 2 0 o 11
13
13ft? 2 4 1 n•'» 1 0 0 ft ftx 0 ft ft o 2 2 0 0 1 1
1 ft 7? 4 1 o p_ r, ft_ n n o 0 ft ft ft_ 2 2 0 0 1 1
141 2 7? 4 1 ft 3 0•) 0 0 0 0 0 0 2 2 1 3 1 1
_;i_42 3 7 __ft 2 4 1' ft ft 0 ft ft 0 n ft 2 2 0 0 1 1
147 7? ri?4i19ft00ftft0 221 1 11
..1.44 7•; 7 4 1 ft 3 7 9 0 0 ft 0 ft ft 2 2 13 11
14S I 2 4 1 6 9 0 I' o A ft a 0 0 2 2 1 0 1 2
i i
146 3 2 1 9 3 1 2 _9 o o_ p_ 0 0 n n 2 2 1 1 11
i4?' .3 2 0- 16° 3 12 o 0 o 0 oo-o 2 2 1 0 11™
14 3 3 2 2 1 A o n 0 0 9 0 o 0 0 2 2 1 0 11
149 3 3 V' 2 1 o 3 9 3 11 0 0 o 0 0 2 1 1 3 2
150 3 3 2 5 i 6 3 9 3 13 I) 0_„ 0. 0 1 1 0 3 2
501
APPENDIX D







2 1 5 NE, number of data units
(= 240)
6- 1o
NV9 number of variables(= 20)
11- 15
NC, number of clusters(= 8)
16- 20 NTIN, input channel for
data set.
21- 25 NTOIIT(=0), indicating not
to save membership list.
26-30 MINREL(=0) indicating
to iterate to complete
convergence.
Data File
The grid-point data of the contour map are read into array
X( of reduced size= 20) through Input Channel 3.
Channel 3 is purposely assigned to the file storing the
raw data.
2. The listed program performs nonhierarchial clustering on 0 years
June data( 1955, 1956, 1957, 1958, 19599 1960, 1961, 1963).
Therefore a total of 240 weather maps are subject to analysis.
Clustering results are given in D5
3• The original program was developed by Anderberg.( Reference:
M.R. Anderberg, 'Cluster Analysis for application3', Academic
Press 1973.)
20008 READ FROM (CR/EBCDIC)
0009 MASTEK CLUSTER












0021 READ (5.1100) NF, NV,NC,NTIN,NTOUT,MINREL,IPART,METHOD
0022 WRITE (6.2000) TITLE











0033 IF (N7.CT.MAX) MAX=N7
WRITE (6.2200) MAX.LIMIT0034





0040 1000 FORMAT (20A4)
0041 FOPMAT(8I5)1100
0042 FORMAT(1H1.20A4)2000
0043 2100 FURMAT(SH NF =.I8./.5H NC =.I8./.7H NTIN =.I6./.
0044 8H NTOUT =.I5./.9H MINREL =.14./.8H IPART =.15./.
9H METHOD = .I4)0045
0046 2200 FORMAT(19H REQUIRED STORAGE =.I5.6H WORDS./.
0047 19H ALLOTTED STORAGE =.I5.6H WORDS)
0048 END
END OF SEGMENT, LENGTH 189.NAME EXEC




DIMENSION FMT(20)0052 DIMENSION CFNTR(160),NUMBR(8),MFMBR(240),TOTAL(160),DATA(4800)
0053 WRITE (6.2000)
C0054 C CHECK FOR SUFFICIENT STORAGP
0055
0056 WRITE (6.2100) N6.LIMIT
0057 IF (N6.GT.LIMIT) STOP
0058 C READ THE DATA SET INTO CFNTRAL MEMORY
0059
0060 DO 10 K=1.NF
CALL USFR(DATA(K1))0061
0062 10 K1=K1+NV
















0071 C ASSIGN FACH DATA UNIT TO NEAREST CENTROID AND UPDATE AFTFR FACH
0072 c ASSIGNMRNT
0073 kk=NC+1
0074 DO 50 K=KK.NE
0075 K2=K1+1
0076 J2=1
0077 C COMPUTE BISTANCF TO FIRST CLUSTER CENTROID
0078 DREF=DIST(DATA(K2).CENTP(J2))
0079 JREF=1
0080 C TEST DISIANCES TO RRMAINLNG CLUSTFR CENTROIDS
0081 DO 40 J=2.NC
0082 J2=J2+NV
0083 DTEST=DIST(DATA(k2).CENTR(J2))




0088 C ALLOCATE DATA UNIT *K* TO CLUSTFR *JREF*
0089 NUMRR(JREF)=NUMRR(JREF)+1
0090 J1=(JREF-1)*NV






0097 C ALL DATA NUITS ALLOCATED TO INITIAL CONFIGURATION
0098 c PEALLOCATE DATA UNITS TO FIXED SEFD POINTS
0099 TDUST=0
0100 DI 60 J=1.NC
0101 60 NUMRR(J)=0
0102 K1=NC*NV
0103 DO 70 K=1.K1
0104 70 TOTAL(K)=0
0105 C REALLOCATE DATA UNITS
0106 K1=0
0107 DO 80 K=1,NF
0108 K2=K1+1
0109 J2=1
0110 C COMPUTE DISTANCE TO FIRST CLUSTER CENTORID
0111 DREF=DIST(DATA(K2).CENTR(J2))
0112 JREF=1
0113 c TEST DISTANCES TO TEMAINING CENTROIDS
0114 DO 80 J=2.NC
0115 J2=J2+NV
0116 DTEST=DIST(DATA(K2),CENTR(J2))














0131 C ALL DATA UNITS ALLOCATED
0132 WKITE (0.2700)TOIST
0133 C CPMPUTE FINAL CFNTROIDS
0134 J1=0
0135 DO 100 J=1.NC




0140 2000 FORAT(44H MACOUEEN K-MFANS NETHOO OF CLUSTER ANALYSIS,/.
0141 * 21H DATA SET STORED IN CORF)
0142 2100 FORNAT(19H REOUIREN STORAGF=.15.6H.WORDS,/.
0143 * 19H ALLOTTED STORAGE =I5.6H.WORNS
0144 2700 FORMAT (OH FINISHFO./.
0145 *38H SUMMED DEVIATIONS ABOUT SFED POINTS =.E16.8
0146 END





0150 WRITE (6,2000) TITLE
0151 bIRTTE(6,2100) (MEMBR(K),K=1,NE)








0160 BUILD * LIST * ARRAT






0167 C SAVE THF 50WTED MTMRERSHIP LIST IF DESIRED
0168 IF (NOUT,LE.0) GO TO 30
0169 WRITF (NTOUT,3000) TITLF
0170 JWRITE (HTOUT,3100) (LIST(K),K=1,NE)
0171 C RESTORE THE * NUPBR * ARRAY
0172 30 JJ=NC
0173 DO 40 J=2,NC
0174 NUMBR(JJ)=NHMRR(JJ)-NUMRR(JJ-1)
0175 40 JJ=JJ-1
0176 C NUMRR (1)=NU1RR(1) -1
0177 C PRINT RESULTS FOR EACH CLUSTER
0178 WRITE (6,2000) TITLE
0179 K1=1
0180 DO 50 J=1, NC
0181 WRITE (6.2300) JNUMBR (J)
0182 J1=(J-1)*NV
0183 WRITE (6.2300) (CENTR(J1+1),1=1,NV)
0184 K2 =K1 + NUMBR(J) -1




0189 2000 FORMAT (1H1.20A4)
0190 2100 FORMAT(20H RAW MFMBFRSHIP LIST,/,(1X,2515))
0191 2200 FORMAT(14H OLUSTER SIZES,/ (1X,2515))
0192 2300 FORMAT(8H CLUSTFR.13.9H CONTAINS,15,11H DATA UNITS)
0193 2400 FORMAT(21H CENTROID COOROINARTES,/,(1X.10E12,4))





0199 DIMENSION X (20),L (7, O), LDATA (7,9)
0200 READ (3,100) L
0201 100 FORMAT (3(12X,1614,/),12X,1514)
0202 DO 200 J=1,0
0203 DO 200 1=1,7
0204 LDATA(I,J) = 1 (8-1,J)
0205 200 CONTINUF
0206 DO 300 J=1,6,2







0215 DIMFNSION X(20), Y(20)
0216 DIST=0
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APPENDIX E
Computer Program Listing for Principal
Component Analysis and Typical Results
The whole program consists of three seperate sub-programs
and they are discussed in turn:
A) Program CORREL4( listed in E4) is used to find the correlation





M, number of variables1- 22
(= 20)
N, number of observations,4- 10
(I7)•




The grid-point data of contour map belonging to,
respective class are read into array X( of reduced
size= 20) through Input Channel 3. Channel 3 is
purposely assigned to the file storing the raw data.
2. Channel 7 is assigned for puncrieci cards output.
B) Program CORREL1( listed in E5, Eb and E7) is used to find
the normalized eigenvectors of the resultant correlation






AK, probabilities of the 81
classes, (8F4.2), arranged in
decreasing order of magnitude.
2 Lower triangular matrices of
the 8 classes, recorded in the
format of (10X, 5E14,7)*
2. The listed program is slightly modified from Cooley-Lohnes
program package available in the University Computer Centre.
The ICL scientific subroutines FPMGEI and FPROOT1 are used.
The resultant eigenvectors and eigenvalues are given in3•
E9 and E10.
The last program listed in E8 is used to classify 150 weatherc)
maps( 1968, 1969, 1970, 19729 1973) into 8 classes according




IK, corresponding to class1
numbers used in syntactic
approach, (812)
Eigenvector with the largess2-3
eigenvalue, (10F7.4)
Eigenvector with the 2nd10 4- 5
eigenvectors largest eigenvalue, (10F7.4)
-20- 21
3
CENTR, the mean vector of22- 25
the most prominant class,




Grid-point data of first54- 57
testing day, (12X, 1614),
Data for
N days
-(5 0+4 N)- (5 0+4 N+ 3)
2. Classification results on the 150 days are given in Ell
4
0009 R L A n FR(,ii (CF/E?Cu1r)
0010 11AS,TF (-UkRFL4
-(101 1-- 1 I11FN,I(,,i L(7,`0, Ln.1TA(7,9), A(2fl,20)
0012 D[1.1FNSIt N X(2(),Y(20),TIT(2)
0013 i)Irr=NSIi: IV(7)
0014 READ (5,3u0) TIT
`3 f O0015 F('kMMAT (?UA4)
IPITE (n,304) TIT0016
I T54-01 7 Fik SAT( Nt), CJ''kL-ATIUl+kEr-. CT 1014 PR0GPAW,/,10X,,20A4)
ctEAr (5, 3U8) Ii,l'0t118 . .II-___- 11-..-_3nu
0019
'WkITF ((,31,) ,N.0020
3 120021 F1)k, AT(1 HU,' NlJ''(tFr (IF VARI ARLES 13/
0(22_ F -,lUIrf- J (IF w1SFRi/1T I('NS=', In)
0073
04-)Itc-----------------_.-.________-__-__._.----T1513)c10?4 T (1 5I 3)r00 -5_-- -.-.-










()035 r LA1) (.3, Lug) I. f'', L
F')Rt1A-i (A.5,4 (,T4,/,?(1?X.1614,/), 11x. 1S 14)2020036
IF (IPM.rI-)) (3 TU 40(10037
GU TO 41,0038













0052 A(J,K)=.(J,K)+X(J)*X(K)10 CUN T i •.!.1F-----
Sli(0053








FOR'AT(1NO, 'VAPIAULI', IOX, 'hiFAN', 5X, 'STANDARD DEVIATION')316
-0062-0063
WRITF (6,32x) 1,Y(I),x(I)r, 00064 F0R'1AT(IH X,I ,a X,FF.?,1Ox,,F2-----------
320C065
0066 WRITE (_ei,32r)___
F(R'1AT(1N0/ 'ITh(, 'DISPERSION MATRIX')3260067
CALI. PTr'AT(A,,I',')
__0068_
DO 70 I.=1 ,f-I0069
U. 71) J= 1, 1--_ 0 0 7 0_




FOR'AT(1HO/ 1H0, 'CORI:FLATI0i'J MATRIX')0074 330
-766-f5- CALL I' T r' A T(•'•.',')-------...--------.-----
0076 DO A0 J=1,rt__t.1kITE ,33,,, J,(A(J V1.[)---------
0077 80
0078 F(' R, I3, 4X, `F 14.7/ (1 nx, 5E14.7))336
0079 WRITE 34:'') (v(J),J=1,.•t)
*F1R'lAT('CENTR0 I2Y,5F16,7/ (10x,5E14,7))0080 340
''ITE (',34) (x(J),J=1r-1).no81-
AT('STD',7X,5F14.7/ (10X,5E14.7))0082 344
0081- -S T 6-P
,.,RITE (6,504)5 0 C0084
FvRAT('N'/ 1f+tl. 'Itl•('FR ('F VARIABLES GPFATFR THAN 20',5 0 40085--
E C) OF PROGOAt-! 1)0086
PAUS E' I T'0087
0088 E'4(
END OF SEiiI_NT, LFNr,TH i,5, A 1F C('NhFI 4
5oo0 M1`,STtK rORRFL
0011 F)Ir,=NS ION T1T(1r)r ?(2O,20), A(20r2n)r 1.1(20), x(211),
1-2- ' )r T(?J), $(?0), R(710)r
0013 P (4(io), Ai4t10)
0014
DI'i'VStRp(?'1 ,?u).0015
0016 E /AL. F. E B(1))r (V(1),R(21)), (Y(1),F (41)), (Z(1),R(h1))
0017 1 (Rci,1),:'r (1)), (4(1,i),AA(1))
Ow,1-8-
0019
r 571 -111-1 K
1 010021 F11RAi. (P.F4, 7)
0022
0023 i)'} 1 r f J=1. 11
0014 107
0025 )O O? 1 I=1, ICLr,SS
-0x'126
r j .13 i=1,,
0127 PEAl)103 1 4) J1.I)
002R-- 1 l6 4 FRT((L El 4,71'IX,CP. 14.7))
0029
0034
10 50031 r (I•1:•1)-E'(Ti,J+AK(II)*RP(TM, IM)
C T i r.J!--_--• )32_ 1C2
(l. 1titi 1=1,' -10-133
•----0034_ flu 11
00 3 5 106
0036
0037 P E: ,a T I T
303-- P A Ti'13c0
0039 •ITF(r,,3u4\ TI`
11040 304 u,A T1ju, 1 P'l :,IC 17 (U!MP1'rjFNTS ANA LYS I S OF CoPPE I AT I0N1 MAT R I x'/
1H', •1il)0141
R A e,
ft 0043 308 19, 12, 1X, T1)
--MI-4 4---
n045 31? u: i T E(,,, 3 1 2 1 I- 'Il-'c?:R ,'1F VAR1.1R! ES 13/
66}40.
't' t' E.R OF 0 SF4VAT1:r,S-', IR/




0051 F 0 1 f( l H O/ 1 h.), 'C0 PFLITT ',j IA TPIY')37C)
0052 CALL. 1 T..i f
C0n53
-00-5-4-
0055 I( L 1, F 0 T(• 'i i)
--c-(Yo 5 6






EPS= 1 l_ ((•,`rP f'(1 DFT, P!1 .j2)---------------_OO(,4
0065 c i F ('42 1 2) G`) rr) 4+1
0O15 6 2
1) 067 12r T(1 SIL (t)RKFL!!,TIO''J 'IATRTX, WVFQSION FAILS'!
--014 6 8
0069 C RE_A_'Rr'A:r,ET_'F Ft.E1'FNITS Of o S')THAT A11:11 TS I'•I'VFRCE OF P(•i
4 (10074








0078 332 FURMAT(1HO/1HO,'DFTFR'INA'TT OF R =', F14.7)
0079
0080
PERFORM THE SPHFRICITY TFST ON O0081
0082 VDF =M (M-1)/2
0083 R,MISQ= -(FLOAT(N) -1.0-(E.O*FM+5.0)/5.0)*ALOG(DET)
0084 WRITE(0,340) CHISQ, NDF
0085 340 FURMAT(1HO//QHO, 'SPHFPICITV TFST: CHI SOUARF=', F9.21
0086 1HO, 'UEGPEE OF FPF OVM =',16)
0087 DO 70 IN=1,M
0088 70 (I) =1.0 - -(1.0/A(I,I))
0089
0090 TOMOYLF THF FIGFNVALHFS AMD FIGFNVECTORSO OF R [1:M,1:M]
0091 REARRANGE THE ELFMENTS OF R AS REUUIRED BY THE SUBROUTIME
0092 80 K=1




0097 EPS =1. OE-





0102 CALL EPOUUT1( ,FPS, IVS,A (1), X(1),PR(1),B(1),NE,
0103 IGIV R1,R2)
0104 FF (IF ) GO TO )
0105
JRITE(0,344) NE, NE
0106 31.4 FURMAT(140/1HO,'NN OF FIGFNVALUFS COMPUTEN =',13/
0107 1HO, 'WU"RER OF FACTNPS TN BF FXTRACTEN PFSET TO ',13)
0108 L=VF.
0109 REARRANGE TNE ELFMFYTS OF RO SO THAT A(1:M,T) IS THF I-TH EIGFNVECTOR
0110 K=1
0111 OO 110 ,1=1,1
































0135 ZI = 1.0 /VI
0136 AO120 K=1
138 RKI = AKI*2I
0139 AKI =AKI*YI
140




0145 GO TO 160
0146
















1 00161 1.11:ITF(5, 35?1
501 o2 lG{'1A1l' + 1.// 11f,, +F1(:1!117', 5x' •EI(,ENVAL('F', 5x, 'pEPCFPJT TRACF',
01 63 1 S x,' C L P F P C t4 T'. Sx,' nIr', OF FPEFnOM', 5v,' Ci41 Cn()APF')
0164 fl' 1 O T=1,I
0165 NLF= Y(I)
0160 G' I T r_( A, 5 f i 1 f. x.( I),• I i T), v( I), N r F, 7 (T)
01e7 5e FR1r(i ?x, FA.?, 2x, 2(IF8 .2,3)(), 1O`T, I/10x, F9,2)
-n1 9 5 h,) FUI t,1T(1 ii/ 11, 'FA(:T+)e PATTER: FACTOPS ARE C'1LUA1JS,01 11
6170-- +I/TAi,L-S Ac.E R S')
0171 CALL pit:AT(',, n1, L)
C172
0173 i?ITF(S,3o4)__Fk)Ka( 11i )/ 1t1'1, 'V1PT1^f F', 5 (, 'Cnr.1t U'JALITY',-5X ------------
S640174




ro01 79 TEM7= TF-P+ A(I,J)*A(T,J)
---.J P I T r( 7, 3 TEM.r I- ----- _----------------
0180
0181 FCR i1,1T(1ii 7A, 1:1!,x, F9,3)
0182--
'72 OR'^,%T(14i1/ 140, 'FACTO)P SCORF rOEFFI(7IFJTS:',0183
0184 1+ FA('Tl.)RS ARE C() LS, VAPIAB1.ES ARE PU''S')




END OF SEr,MENT, LFAGT4 437. r AFIF' C)RREI.1
09
C0190
Ic-1T T'IE ARRAY ari:t k 1, 8 O iIM 0V A LIP E,019T
Ei\C'1 ELEMENT TO-THE.- FORt•IAT F9.4, N1,N2=20C0192
0
0194 D.I!. F• I r A(20,?0), TC')L(20)
0,195-







02.02 10 IF (J2 GT, ti?) j2=,c
0213 C
PRI`:T TE C Lc.c'•IN, -NIJmFRSC0204
'0205
1, I Tc-(ti, 1Gu (I nL(,c), i=J1,J7)
FUR -IAT(1Hti/ 1H, 1c)X, A(oX,I3,4X))0206 1 00
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9THE NORMALIZED EIGENVFCTORS ARE
1 2 3 4 5 6 7 8
ROW 1 0.0971 0.0029 0.4639 0.1058 0.3966 0.2609 0.0459 0.0912
ROW 2 0.1379 0.1958 0.4146 -0.1115 -0.0413 -0.3104 -0.2757 0.1063
ROW 3 0.2127 0.1325 0.2289 -0.2751 -0.2034 -0.4752 0.1252 -0.2760
ROW 4 0.2756 -0.1934 -0.0367 0.1102 0.1987 -0.3186 0.516 0.0803
ROW 5 0.0605 0.2429 0.3947 0.2322 0.1761 0.2794 0.1892 -0.1840
ROW 6 0.1984 0.2409 0.3351 -0.0357 -0.0840 0.0345 -0.1933 0.2313
ROW 7 0.3437 0.0796 -0.0390 -0.1606 -0.1785 -0.1505 0.1234 0.0927
ROW 8 0.2928 -0.2406 -0.0316 0.2213 0.1120 -0.0890 0.2335 0.3324
ROW 9 0.0435 0.2837 0.0235 0.4408 -0.2313 0.1046 0.2811 -0.3493
ROW 10 0.1310 0.3650 -0.0526 0.0679 -0.2652 0.0865 0.0424 0.2968
ROW 11 0.3240 0.0367 -0.1640 -0.1987 -0.2119 0.4174 0.0338 0.0561
ROW 12 0.3034 -0.2186 -0.0178 0.2492 -0.0777 0.1378 -0.1574 0.1841
ROW 13 -0.0066 0.2310 -0.2066 0.4262 -0.1279 -0.1769 -0.0195 -0.1787
ROW 14 0.0934 0.3321 -0.2706 0.0033 0.0198 -0.0070 0.1159 0.3462
ROW 15 0.3381 0.0758 -0.1733 -0.2121 -0.0041 0.2665 -0.1345 -0.2067
ROW 16 0.2870 -0.2213 0.0258 0.2194 -0.1112 0.207 -0.3749 -0.1306
ROW 17
-0.0173 0.2492 -0.2159 0.2780 0.3040 -0.2540 -0.4287 0.1141
ROW 18 0.1122 0.2896 -0.1809 -0.1467 0.5223 -0.0258 0.0250 0.0367
ROW 19 0.2996 0.0845 -0.1810 -0.1808 0.3287 0.0243 -0.0413 -0.4380
ROW 20 0.2815 -0.2559 -0.0046 0.2276 0.0218 -0.1348 -0.1930 -0.1623
9 10 11 12 13 14
15 16
ROW 1 0.1176 0.5454 0.0124 0.3315 0.0606 0.0403 0.1421 0.1566
ROW 2 -0.0931 0.669 -0.5246 -0.1168 0.1735 -0.0443 -0.4218 -0.1384
ROW 3 0.0958 0.2614 0.2368 -0.2658 -0.1621 0.3185 0.2744 0.0758
ROW 4 -0.1137 -0.0523 -0.1227 0.0569 -0.3883 -0.0693 -0.1816 0.1100
ROW 5 0.1102 -0.1500 0.2309 -0.2590 -0.1469 -0.0537 -0.1280 -0.3627
ROW 6 -0.0937 -0.5255 -0.0307 0.2134 -0.1370 -0.0411 0.2648 0.3280
ROW 7 0.4344 -0.0488 0.2096 0.2289 0.3024 -0.4887 -0.0475 -0.2005
ROW 8 0.1013 -0.1618 -0.1946 -0.0350 0.0583 0.0611 0.2486 -0.0855
ROW 9 -0.1203 -0.1143 -0.0932 -0.0884 0.1253 -0.0782 -0.1031 0.0582
ROW 10 -0.2896 0.0068 0.2556 0.1966 -0.0954 0.2824 0.0309 -0.0552
ROW 11
0.3221 0.0902 -0.0370 -0.0575 -0.1228 0.2267 -0.4434 0.3617
ROW 12 0.1414 -0.0229 -0.0829 -0.4245 0.2501 0.3400 0.1493 -0.1515
ROW 13 0.2538 0.2019 -0.3169 0.1646 0.0945 -0.0361 0.1776 0.2938
ROW 14
-0.3620 0.3761 0.0106 -0.0374 0.1048 -0.0391 0.0059 -0.2654
ROW 15 -0.0477 0.1066 -0.0106 -0.0374 -0.4630 -0.3129 0.2204 -0.2407
ROW 16
-0.2762 0.1040 0.2312 -0.1662 0.0125 -0.3274 0.1740 0.1583
ROW 17 0.3761 -0.0436 0.1738 0.0218 -0.3655 0.1008 -0.1082 -0.1592
ROW 18
-0.1157 -0.0359 0.1266 -0.4275 0.2242 -0.1750 -0.01394 0.4322
ROW 19
-0.1052 -0.2112 -0.0944 0.3278 0.3053 0.3703 0.1036 -0.1952
ROW 20
-0.2695 0.0326 0.2532 0.2420 -0.0071 0.0653 -0.4220 0.0412
209
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Computer Program Listing for Correlation




N. number of test months,1
(3X, I2).
Data cards of first day,2- 5
recorded in the format (12X,
1614). 4 cards are requiredData for
per day.30N days
(120N-2)-(120N+1)
2. The listed program performs correlation analysis on three years
June data( 1955. 1965. 1973). Therefore a total of 90 contour
maps are subject to analysis. Typical results of the first
month are given in F5. The correlation coefficients of 1 June
1955 occupy the first two rows, with the elements stand for the
coefficients with all days of June 1955. The next two rows
represent the correlations of 2 June 1955 and so forth.
In addition to correlation analysis, the program also produces3.
an encoded string which gives the locations of the highest and
lowest point and their corresponding distance in the contour
map. Results and explanations are given in F4.
THIS IS A PR(ICRAM WHICH SERVES THE FOLLOWING PURPOSESc
C
1)Ol3TAINA21tRMINALSSLINGFORTHEINPUTARRAY2)PERI=URMCO RLLATIONANALYSISC










FORMAT(' NUMBER OF TEST MONTHS ,3X,I2)101001 1 DO '300 I P=1,
0012
-00 200 IT=1,30READ (5,202'1 L T M, L
0014












CALL HAFDG( IGRC, 7, 9, INN, 13, 17)
CALL PROUT( INN)0026 0027
IF (IT.NE.30) GO TO 2CC0028
WRITE (6,205) LTM_0029
FORMAT(/,' TIME OF FIRST OBSERVATION ',2A4)2050030











CCNMCN/ FLOW/KR(4, 30), ITOOG3






_ A( 11) =INN( 12)-=---_------------
AMA=AMAX1(AMA? A( I1))-
_AMI=AMIN1_(AMI, A(I 1)0011 0012
CCNT INUE1610013
CO 47 1=19130014
00 47 J=1,17001 5
I 1_=_( I-11*17+J0016 `C
_SEARCH _,FOR. _L_OC.AT ION OF- M AX ANt) --MIN (CORRESPONDING TOC
HIGH AND LOW- THE MOST SIGNIFICANT STEERING FEATURES)C
I F Go T O 500017
IF (A(I1).EQ.AMI) GO TO 510018
0019
GOTO47LMAX=I500020
N M A X=J_--------_------------------_-.-
--0021
JM=2J02 2






IF ((I.GE.7).AND.(J.GE.9)) KR(JM+1, I-T)=30029
IF(( I.GE.7).AND.(J.LE.9)) KR(JM+1, IT)-40030
AL=LMAX-LMIN0031








BUG(20,30)CIMENSION COR(90, 20 BUF (30.,-20 10002
DIMENSION B (30, 30)0003
0004
NN=30*N0005
--00 10 I= 1, N N--_ 0006
SUM=O.0007



















00 101 II=1,30.----------002 5
bUF(I I,JJ)=COR(I I+(IM-1)*30,JJ)0026
101 C O N T I N U E----------------
_0027
DO 200 JM=1,NR0026















52 00 52 J=1920 C(I,K)=C(I,K)+EUF(I,J)*EUG(J,K)0041




FORMAT(1H1,//,' THE CORRELATION MATRIX-ISiii *70(15(1X,F7.3),/))-0046










4NUMBER OF TEST MONTHS 3
TIME OF FIRST OBSERVATION 5506 30
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20
21 22 23 24 25 26 27 28 29 30
2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2
2 1 1 1 2 2 2 2 1 1
3 3 4 3 3 3 4 3 4 3 3 4 2 3 3
4 3 3 4 4 3 3 3 4 3 3 2 2 3 3
10 9 16 9 9 6 14 10 15 10 10 12 8 6 11 15 10 9 13 16 6 10 16 6 8
8 7 5 17 12
TIME OF FIRST OBSERVATION 6506 30
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15
16 17 18 19 20 21 22 23 24 25 26 27 28 29 30
2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2
2 2 2 2 1 2 2 2 2 2
4 3 3 3 3 3 3 4 3 3 3 3 3 3 3 3 3 3 3 3
3 3 3 3 3 3 3 3 3 3
10 8 10 8 8 8 8 18 6 8 7 6 8 7 10 11 7 6 5 7
7 7 4 8 17 7 5 9 7 6
TIME OF FIRST CBSERVATION 7306 30
1 2 3 4 5 6 7 8 9 10
11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 27 28/ 29 30
2 2 2 2 2 2 2 2 1 2 2 2 2 1 2
2 2 2 2 2 2 2 2 2 1 2 2 2 1 1
3 3 3 3 3 3 3 3 3 3 3 3 3 3 3
3 3 3 3 3 3 3 3 3 3 3 3 3 3 3
12 12 10 12 11 10 10 10 12 12 12 11 8 14 12 10 10 10
9 10 8 8 9 10 14 9 8 6 15 15
Each column represents the encoded string of the contour map.
Element in the first row indicates the date of that month. The locations
of the lowest and highest point of the map are recorded as elements in
the 2nd and 3rd row respectively, with the following codes used:
1 Upper Left 2 upper Right
3
Lower Right 4 Lower Left
Finally, the fourth row's element is used to represent the
integral distance between the highest and lowest point with respect
to a unit distance of 22/1° in the weather map.
._- II—
™f oSOREL0T933 M0?902 IS 0.895 0.811 0. 8 6 3 __0 1777 0.700 0.301 0718 0.844 0733 0647 0762 0_.93_4
«aa~g~ 0906 0931 0.939 0.921 0.818 0.588 0.375 0.567 0.676 0.734 0.846 0.5c3 0.496 0.692
0933 l.000 0 .965 0.953_ 0 .886 0.935 0.855 0.861 0. 907 0.348 0. 887 P_»841 0.719
0813 0794 0 908 0.968 0.921 0.848 0.468 0.243 0.468 0.607 0.629 0.791 0.817 0.4c3 0.632
0! 902 0 1 96 5 ?:00°0 OB? 0. 76 5 0. 8 79_ 0. 90 7_ 0. 889__ 0. 93 1_ 0. 8 7 7_ 0. 894 0, 8 72__ 0 .6? 7_ 0. 7 19 0,898
0 86 1 0 809 0.870 0 .928 C.902 C.822 0.487 0.232 0. 399 0.c23 0. 565 0 .6 7o 0_.7Z1 °47 i
089 0 953 0! 93? 1 .000 0 .8bl 0.903 0.796 0. 823 0. 837 0.792 0._828 0.J5 9 0_.o77 0.8u2 0 .849
O.'sB 5 0 632 ofUs 0.9 54—0. 9 33 6 .948 676 54 07465 0.655 0.733 0.718 0.792 0.887 0.649 C.8C8
0. 81 1 0.886 0. 765 0. 861 1 .000 C.9C1 0 .623_ 0.690 0.710 0.695 0. 750 0.639 0.68 0-.CC9 7
0.600 0.689 0.841 0.660 C.805 0.816 0.418 0.327 0.590 0.702 'l09 2,'111 n7°T 07ff 0779
0.663 0.935 0 .879 0 .903 0.901 1 .0C0_ C.799__ 0. 752 0. 804 _0.718 0.761_ 0 .767 0.740 0.7G6 _0.77—
0.738 0.737 0.875 0.924 0.906 0.841 C.454 0.312 0.560 0.692 0• 7 1 3? 7 8 1° 8 i 4? 4? n?f1
Q. 7 7 7 0. 8 5 5 0.90 7 0. 7 9.6 0 ,6.2 3 0. 7.9 9 1, 0 0 0 0, 715 0. 92 4___0 .77? 0. .732 0. o 6• °_JJ——P 7 5 ±2 1
0.729 0.61 0.741 0.845 0.841 0.633 0.251 0.09o 0.286 0.350 0.362 0.531 0.6J2 0.208 0.i-b
0.700 0. 861 0. 089 0 .823- 0.690 0.752 C.773 1. 000 0. 872 0.882 0. 844 0 .678 0 .716 _—0.cG9 °-703
0.683 0.534 C.690 0.738 0.727 0.734 0.331 '0.003 0.202 0.337 0.299 °-392 0.cc8 0.377
0.501 0.907 0.931 C.837 0.710 0.8C4 C.924 C.872 __1. COC 0.915 0. 782 0. 3 9 6_ 0. 6 i 7 0. 676 0. 77c
0. lb 1' 0.663 0.776 0.689 0.3 11 0.683 C.265 -0.001 0.23 8 0.381 0.339 0.516 0.66 0.286 0.4o0
0.718 0.848 0.877 0. 792 0 .695 0 ,7 18 C. 7 7 5 0. 882 0.91 5 1. 000 0. 865 0 .8 1 0 0. o i 2 0. 4 8-7 0 .7 9 c
0.668 0.599 0.675 0.779 0.701 0.649 0.231 -0.057 0.143 0.277 0.326 0.405 C.5c4 0.276 0.417
0. 844 0. 887 C. 894 0.828.. 0 .750 0. 761 C. 732 0. 844 0. 7 82 0. 86 5_ 1. 000 0. 7 34 0. 548_ 0 .4 c 4 0 .892_
0.6 96 0. 70 3 0. 7 39 0.790 0 .776 0.723 C.403 0.153 0.295 0.367 C.448 0.549 O.Cc2 0.3 3c 0.513
0.733 0.841 0.87? 0.859 0.6 39 0.767 0.861 0.878 0.896 0. 810 0.734 1.000___ C. 7 7 1 0. c 9 o 0.635
0.767 0.567 0.763 0.861 C.827 C.776 0.414 0.141 0.395 0.442 0.364 0. 4 c 7 0. o 5 0.407 0.58c
0.64 7 0.71 9 C. 66 7 0, 6 77 0 .658 0 .74 0 0 .60 3 0.716 0. o97 0.612 0. 54b 0. 7 7 1 1. OcO 0 .5 06 0 ._5Gu
0.5 74 0.42 4 0.6 70 0.786 0.756 0.685 C.304 -0.C14 0.313 0.488 0.404 0.489 0.35 7 0.336 0 .449
0. 762 0. 704 0. 719 0 .802 0 .589 0.706 0. 671 0. 509 0.676 0.469 0.454 0 .6 96___ Q.c08_ 1 .000_ 0.655
0.901 0.840 0.861 0.808 0.797 0.810 C.738 0.614 C.741 0.756 0.766 0.604 0.64o 0.c97 O.o34
0. 934 0. 869 0. 898 0 .849 0 .755 0 .779 0.7 1 3_ 0. 703__ 0. 778 0.795 0.692 0.635 O.cOQ 0.6jj 1 .000_
0.832 0.917 0.844 0.847 0.817 0.760 0.551 0.319 0.428 0.572 0.679 0.7cu 0.803 0.495 0.647
0. 869 0. 8 1 3 0 .861 0. 8 8 5_ 0 .600 0. 7 38 0 .72 9 0 6 8 3 0 .761 0. 06 8 0. 6 96 0. 78 7 C. 54 0. 9 0 1 0. 8 c?
1. 00 0 0.89 8 0.809 0.86 4 0.857 0.8o3 0.777 0 .519 0.o30 0.70 c 0.712 0.75 6 0.6 1 0.710 0.6 56
0.906 0. 794 0 .8C9 0 .8 32 0 .689 0. 737 u.t-41 0. 534 0. 663 0.599 0. 703 0 .5o7 0.424 0.640 _0.917
0.898 1.000 0.906 0.821 0.825 C.811' 0.759 0.605 0.662 0.745 0.854 0.900 0.910 0.665 0.813
0.951 0.-908 0.870 0.9 45 0.841 0.875 0.741 0.690 0.776 0 .bib 0.739 0.763 0.670 0 .68 1 C .644
0. 889 0.906 1.000 0.953 0.943 0.926 0.720 0.544 0.715 0.783 0.828 0.906 0 .9 3 0.657 G.62c
0. 9 39 0. 9 o 8 0.9 28 0.954 0.860 0.924 __0.845 0.768 0.889_ G. 7 7 9 0. 7 9 0_ _p• 8 b I 0• 7 8o 0 .60 8 0 .847
0. 864 0. 021 0.953 l.OOu 0 .962 0 .879 0. 543 0. 322 0. 569 0. 694 0.689 0. 6 u 3 0.872 0. 525 C.698
0.92 1 0.921 0 .902 0 .933 0 .805 0.906 0.841 0. 727 0. 81 1 0.701 0. 77c 0. 827 0 .7co 0. 797 0 .8 17
0.657 0.825 0.943 C.962 1.000 0.891 C.601 0.436 0.634 0.688 0.710 0.837 0.890 u.543 0.729
0.818 0.848 0.822 0.946 0.816 0.841 0.633 0.734 0.683 0.649 0.723 0.776 Q.o£5 0.610 0.7o0
0. 863 0.81 1 0.926 0 .379 0 .891 1 .000 0. 800 0.612 0. 772 0. 821 0.793 0.S17 0.9,:G 0 .802 C.912
0. 5 8 8_ 0.468 0.4 8 7 0 .654 0. 4 1 8 0 .45 4_?. 2 5 1 0. 3 3 1_ 0_. 265 0. 2 3 1 0. 4 03 0 .4 1 4 0. 30 4 0_. 7 38 C. 5 c 1
0.777 0.759 0.720 6.543 0.601 C.8C0 1.000 0.855 0.816 0.795 0.797 0.730 G.7c7 0.697 0.954
0.375 0.243 0.232 0.465 0.327 0.312 0.096 0.003 -0.001 -0.C57 0.153 0.141 -0.014 0.614 0.319
0.519 0.605 0.544 0.322 0.436 '0.612 0.655 1.000 0.901 0.741' 0.762 0.700 0.67 0.757 0.610
0. 567 0.468 0. 399 0 .655 0 .590 0 .560 0 .286 0.202 0. 238 0. 143 0.295 0. 395 0.313 __G.741 0.428
C.63C 0.662 0.715 0.569 0.634 0.772 0.816 0.901 1. 0 0 0 0.894 0.839 0.808 0.778 0.765 0.8c2
0 .676 0 ._6 0 7_ 0.? 2 3_ 0. 7 3 3 0 .702__ 0. 6 9 2 0. 3 50 C. 33 7 0. 3 81 0. 2 7 7 0. 3 c 7 0 .44 2 0 .4 3 8 0. 7 5 8 0. 57 2_
0. 703 0. 745 0. 783 0.694 0 .688 0 .821 0.795 0. 741 0. 894 l.OOC 0.904 0.8c 7 0.8o2 0. 809 0 .372
0.734 0.629 0.565 0.718 0.709 0.715 C.362 0.299 0.339 0.326 0.448 0.364 0.404 0.lob G.o79
0.712 0.854 0.828 0 .689 0 .710 0. 793 0.797 0. 762 0. 839 0.904 1.000 0.948 0 .8 1 0.699 0 .837
0. 846 0.741 0.676 0. 792 0 .771 0.781_ 0.531 0. 392 0.516_ 0.405__ 0.549_ 0.467 0.469 0.804 Q.loG
0.758 0.900 0.906 0.603 0 .837 0.817~ 0.73C 0. 700 C. 808 0.857 0.948 1.000 0.950 0 .639 0-798
0.863 0.817 0.771 0.887 0.802 0.814 0.602 0.568 0.626 0.534 0.632 0.605 0.567 0.846 0.303
0.841 0.9 10 O. 95 3 0.872 0 .890 0 .920 C. 7 8 7 0.667 0. 773 0. 862 0.891 0.950 1 .000 0.778 0 .872
0.496 0.453 0.447 0.649 0.462 0.436 0.208 0.377 0.286 0.276 0.336_ 0.407 0.336 O.o97 0.495_
0.710 0.665 0.657 0.525 0.543 0.8C2 0.897 0.757 0.765 0.809 0.699 0.639 0.778 1.030 0.91o
- 0.692 0.63? 0.641 0.808 0.594 0.628 C.426 0.506 0.460 0.417 0.513 0.588 G.4h9 0.834 0.647
0.858 0.818 0.826 0.698 c.729 0.912 0.954 0.810 0.862 0.872 0.837 0.798 0.872 0.916 1.000
1
APPENDIX G
Angle Detection on Digital Curves
In the real Euclidean plane, curvature is defined as the
rate of change of slope as a function of arc length. Angles on a
curve are often referred as the local curvature inax. For the
curve y= f(x), the curvature can be expressed as
( G-1)
However, in dealing with digital curves, it is not
immediately clear how to define a discrete analogy of curvature.
Suppose that a digital curve is defined as a sequence
of integer coordinate points p1,, pn, where pi+1 is a
neighbour of pi( modulon 1=i=n
If pi=( xi, yi), then we should have xi- xi+1
and yi- yi+1 both = 1 but not both 0.
If we define the curvature at pi by simply replacing the
derivatives in( G-1) by differences, the difficulty arises that
successive slope angles on the digital curve can only differ by a
multiple of 45°, so that small-changes in slope is impossible.
A smoothed slope measurement method was proposed by
Rosenfield and Johnston'. They defined the slope at pi as
( yi+k yi)/( xi+k- $i) for some k 1, rather than. simply
using the first difference*( i.e. k= 1). However, they also claimed
that there does not exist any fixed rule for the choice of the
smoothing factor k . A variable degree of-smoothing should be require.,
2The k-vectors at pi are defined as
The k-cosine at Pi is also defined as
As a typical example, c14 cos .( as shown in Fig. G1).
Fig. G1
Therefore,
and cik is larger when the curve
is turning rapidly and smaller when the curve is relatively straight.
The selection of the smoothing factor k at each point pi is
based on the following procedure:
The values are computed, where m
is some prespecified fraction of the digital curve Let h(i) be such
that
is called the 'cosine' at pi and is taken as the best
size that stands for the angle at pi. Therefore, the 'cosines' at
all points lying on the digital curve can be determined.
In order to determine which points are the 'angles' (i.e.
local curvature maxima), each point is compared with a number of its
neighbors on the magnitude of their 'cosines'. For each point pi on
3the digital curve, its neighbors are given by those Pj which satisfy
Therefore, we say that Pi is an 'angle' point
for all j such that
is a local maximum)
Similarly, we say that Pi is an 'inflection' point if
( i.e.for all j such that
Ci,h(i) is a local minimum )
REFERENCE
1. A. Rosenfield and E. Johnston, 'Angie Detection on Digital




Closure Testing of Edge-bounded Contours
In chapter 4 we have proposed three conditions for the
testing of enclosure of two edge-bounded contours. These conditions
are best explained by some illustrative diagrams















t 4 , Cb
c
a
(( H-1) does not hold)
( Note: For the meanings of s, e, please refer to Fig. 4.11)




( Note: The total length of the map boundary is given by
2 (m' +n' -6))



















(( H-6) does not hold)
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APPENDIX I
Grammars for the Selected classes
A) Seperating terminals b1., b2 and b3 are not present in the
input string.
Common integer codes used in the following grammars:
S --- 11 Nu --- 12 NL--- 14
1) Grammar G1( Class 2 )
where
and PG1
1. S --? NUNL 2. NU --? NUN11 3. N11 --? l
4. NU --? N12NU 5. N12 --? p 6. BY --? l
7. NL --? h 8. NL --? N13NL 9. N13 --? h
10. NL --? NLN12 11. NL --? NLN13
Integer codes used: N11(15), N12(16), N13(17)
2) Grammar G2 ( Class 3 )
and PG2 :
1. S --? NUNL 2. NU --? N11N12 3. N11 --? N17N11
4. N11 --? h 5. N17 --? h 6. N12 --? N12N18
7. N18 --? 1 8. N12 --? l 9. N11 --? N13N14
10. N13 --? N19N13 11. N19 --? p 12. N13 --? p
13. N14 --? N14N17 14. N14 --? h 15. N11 --? N15N16
12
17. N15 - h 18. N16 -- 11611916. N15--.. N17N15
20, NL -_a h 21, NL,---- N17 NL19. N16 --d P
23. NL -_a- NLN1722. NL-- - NLN19
Integer codes used: N11 (15), N12(16), N13(19), N14(20),
N15(23), N1b(24), N17(17), N18(18),
N19(21).
3) Grammar G3( Class 4)
vN3
SrNU,NL'Nl l... s N 19
and PG3
Production rules 1 to 6 are same as PG1.
9. N15 h8. N13-- N15N137. NL --p N13N14
11. N14-- 1 12, N14-- N16N1710, N14-- N14N11
14. N16-- . 113, Ni 6-- • N11 N16 15. N17-- p
18. N19-'N19 N1116. N14 --e- N18N19 17. N18- p
20. Ni13-- h19. N19 --1
N11(15), N12(16), N13(17), N14(18)Integer codes used
N15(19), N16(21), N17(22), N18(25),
N19(26).
4) Grammar G4( Class 5
S,NU,NLNll..., N25vN4
and PG4
Production rules 1 to 19 are same as PG2
22. N20--- h21. N20 --A N17N2020. NL--• N20N21
24. N21-- 123, N21 N21N18
25. N21- N22 N2 j
27. N22 -- 1 28. N23 --p p
26. N22- N18N22
13
29. N21 N24 N25 31. N25 N25 N18
30. N24 P
32. N25 1
Integer codes used: N20(25), N21 (26), N22(27), N23(28),
N24(29), N25(30),
N11 to N19( same codes as in G2 ).




Production rules 1 to 6 are same as PG1.
8. NL 17. NL N11 NL 9. NL NL N12
10. NL N12 NT 11. NL P
Integer codes used: N11 (15), Nl2(16)
6) Grammar G6( Class 7 )
S,NU,NL,Nl1,VN6 N19
and PG6:
Production rules 1 to 19 are same as PG2 .
21. NL → 1 22. NL → NL N1920. NL → N18 NL
23. NL → N19 NL 24. NL → P
Integer codes are same as G2.
14
7) Grammar G7( Class 8
VN7 S,NU,NL,N11 ,N12,N13
and PG7
Production rules 1 to 6 are same as PG1
8. NL -- N12NL




N11 (15), N12(16), N3(17)
8 Grammar G8( Class 9)
VN8 S' NU, NL, N11 N, 19
and PG8
Production rules 1 to 19 are same as PG2
21. NL-- N19NL
22, NL-- NTN1
20. NL-- p NL-- NLN17
23, NL-- 1
Integer codes are same as G2
15
B) Separating terminals bl, b2 are not present, b3 is presents
Common integer codes used:
NL--- 14 I1 L}---- 92N3---- 91NU--- 12S--- 11
1) Grammar G9( Class 2)
. and PG9.
Production rules 1 to 6 are same as PGl
8. N13-- b37• NL --m N3 N13 9. 1 13-- . N14N It
3-- . 12. I'13-- N151 311. I'' h10. N14 --r b3
15. I :T4-_ - N 4 N1214. N4--. N15N413. N15-- h
17. N4 --p. h16. N4--- p 18. N1F --a. N12I` 4
20. N3 N3 N1219. N3-- - N3 N11
Integer codes used: N11(15), N12(16), N13(17), N1k 18), 1415(19)




Pi oduction rules 1 to 19 are same as PG2
22. N20 --v N23 N420. NL --b. N3 N20 21. N20+- b3
23. N21 --.b3 25. N--- - N17N24. N3-- - h
3
26. N4-- Nl7N4+ 2 7. N4 --b- N4 N19 28. NLf p
30. N4- N19N429. N4- h
3-1. r13- N 3 rj 38
32. N3 N3 N19
integer codes used: N20(25), N21(26),







3) Grammar Gll( Class 4)
VNll = S,NU,NL,N.,N4,N11....,N15
and PGll:
Production rules 1 to 6 are same as PGl
7.NL --N3 N12
10.N3 -- N15N3











Integer godes used: N11(15),N12(16),N13(25),N14(26),N15(27)
4) Grammar G12 ( Class 5)
VN12= S,NU,NL,N3,N4,N11,...,N15
and PG12:













Integer codes used: N20(25),N21(26),
N1 to N19 (same codes as PG2)
5) Grammar G12 (Class 6)
vn13 = S,NU,NL,N3,N4,N11,...N14
and PG13:










Note that E4 -- N3 has been absorbed in the grammar (same for G14. G15, G16).
Integer codes used: N11(15),N12(16),N13(17),N14(18)
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6) Grammar G14+( Class 7)
VN14= i S,NU,NL,N3,N!},N11, ...,N21
and PG14
Production rules 1 to 19 are same as PG2
Integer codes used: N20(25), N21(26),
N11 to N19 (same as G2)
7) Grammar G15( Class 8
and PG15
Production rules 1 to 6 are same as PGl
Integer codes used: N11(15), N12(16), N13(17), Ni14(18)1 N15(l9)
Grammar G16( Class 9)
and PG16
Production rules 1 to 19 are same as PG2
Integer codes are same as G14.
8C) Separating terminals bl, b3 are not present, b2 is present.
Common integer codes used:
S--- 11 Nu---- 12 NL-- 14 N1---81 N2---82
(Note that codes for N and 14 2 are true only for G15 to G25)
1) Grammar Gl7( Class 1)
S, NU, NL, N1, N2, N11,..., N17
VN l7
VTl7 h, 1, p, b2}
and PG17
2. NU NI N2
3, N--- b21. S --- Nu NI
--- 15. N 11-- 14. N2--- N11N2 6.N2
9. N L-- h8. N12-- p
7. I12 --N 12N2
12. N15-- - h11. N13-- N15N1310. NL N13N14
14. N14- N16N1713. N13-- h 15. II16-- N 16N 1.2
13. 1117- h16.N16---p 17. N17--- N7 N15
Integer codes used: Nl (15), N2 (16), N11(17), N12(18), N13(19),
N14(20), N15(21), N16(22), N17(23).
2) Grammar G18( Class 2)
VN18 S, NU, NL, N1, N2, N11, 0001 N15
and PG18
2. NU-- N1 N11 3. N11 N2N21. S --u- NUNL
5. N1--N1 N13 6• N13--- 14. N12-- b2
8.N11 --p 9. N1--- 17. N1- N14N1
11. N2-- N2 N13 12. N2-- 110. N1 --p
L-- 15. 1 15-- h14. NL-- N 15N13.N h
15L
1 .N1 N13N117. NL-- NL N15
16. NL- NL N 14
Integer codes used: N11(15), N12(16), 1113(17), N14(18), N15(19).
19
3) Grammer G19( Class 3)
vN19={S, NU, NL, Nl, N2, Nll,...,N18}
and PG19
2. NU-- N1 N11
3. N11-- N12N21. S --- NU N L
6. N13---h5. N1-- N13N14. N12-- b2




1u.N2---N2 N1617.N2-- N16N216.N2-- 1
20.NL-- h 21.NL-- N13Nl
19.N2--- N14N2
24.N17-- Nl4 N1723.N1- N17N1822.NL --- NLN16
N27.N17--N13N26.N18 --N13N1725.N17-- N16N17 17
30 NL--- NLN128. N17---1 29. N17--p
Integer codes used: N11(15), N12(16), N13(17), N14(16), N15(19),
N16(20), N17(21), N18(22).
4)Grammar G20( Class 4)
VN20={ S,NU, NL, Nl,N2,N11VN20={S,NU,NL,Nl,N2,N11,...,N20}
21
and PG2O
Production rules 1 to 12 are same as PG18
15. N17--h13. NL-- N15 N16
14. N15-- N17 15
18. N16-- N18N1917. N16--116. N16-- N16N13
20. N18-- 119. N18-- N13N18 21. N19--- p
24. N21---N21N1322. N16-- N20N21 23. N20--- p
26. N1---- N13N1 27. N15--- h25. N21-- 1
Integer codes used: N16(20), N17(21), N18(22), N19(23), N20(24), N21(25),
N11 to N15 (same as G18)
110
5) Grammar G21( Class 5)
VN21= {S, NU, NL, N1, N2, N11,..., N24}
and PG21
Production rules 1 to 19 are same as PG19.
22. N17-- h21. N17-- N13N1720. NL--N17N18
25. N18 --N19N2024. N18- 123. N18-- N18N14
27. N19-- 1 28. N20---- p
26. N19-- N14N19
31. N22 N22N1429. N18- N21N22 30. N21-- p




Integer codes used: N19(23), N20(24), NT 21(25), N22(26), N23(27),N24(28),
N11 to N 18 (same as G19)
6) Grammar G22( Class 6)
VN22 = {S, NU, NL, N1, N2, N11,..., N14}
and PG22
Production rules 1 to 12 are same as PG180
15. NL--- NL Nl414. NL--113. NL N13NL
17, N1- N13N116. NL_ N14NL 1R. NL-- p
Integer codes used: N11 to N11 (same as G18)
7) Grammar G23( Class 7)
VN23= VN19
and PG23
Production rules 1 to 19 are same as PGl9
22. NL--- NL N1621, NL --12v. NL-- N14NL
25. N17 N14N1724. N1-- N17N2023. NL N16NL
26. N17- N16N17
28. N17--= N13N1727. N 18-- N13N17
29. N17--- 1 31. NL-- p30. N17-- p
Integer codes are same as G19
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8) Grammar G 4( Class 8)
VN24 = VN18
and PG24
Production rules 1 to 12 are same as P N18.
15. Nl--- N13N1
13. NL- p 14. NL --N14NL
18. NL-- 117. N15--h16. NL-- NL N15
Integer codes are same as G18.
Q) Grammar G25( Class 9)
VN25= VN19
and PG25:
Production rules 1 to 19 are same as PG19
21. NL N16NL20. NL--p 22, Nl-- N17N18
25. N18__N13N1724 N11-- N16 N1723. N17--- N14N17
27. N17- 1 28. N17 -- p26. N17- N13N17
30. NL 129. NL--- NL N13
Integer codes are-same as G19.
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D Separating terminal bl is not present, b2 and b3 are present.
Common integer codes used:
14NL12NUS 11
N4 92N2 82 9181Nl
N3
(Note that codes for N1 and N2 are true only for G27 to G34
I
1 Grammar G26( Class 1)
VN26={ S, Nu, NL' N1, N2, N3, N4, N11,..., N15}
vT26={ h, 1, P, b2, b31}
and PG26
2. NU b23.NlN1N2NU NL1.S
6. N2 15. N11N11N24. N2
N3 N138. N12N12N27. N2 p 9.N L




17. N4 hN12N416. N4
N1 (15), N2 (16), N11(17), N12(18), N13 (19),Integer codes used:
NT14(20), N15(21).
2) Grammar G27( Class 2)
VN27= {S, NU, NL, N11..., N4 N11,..., N17}
and PG27.
Production rules 1 to 12 are same as PG18•
N N15 N16 N414, N15 b3N3N1513.NL
13.N17 h17. N3 h16. N16 b3
21. N4 N4 N1420. N4 N17N419. N3
Nl7 N3
N13N24. Nl23. N4 h22. N4 P 13 N1
N3 N14 N14N4N3 N13 26. N3 27. N425. N3
Integer codes used: N11 to N15 (same as G18),
N16(20), N17(21)
113
3) GrammarG28( Class 3)
vN28= {S, NU, NL, N1,..., N11, N11,..., N20)
and PG28
Production rules 1 to 19 are same as PG190
N18N422, N17b321. N17N3 N17
20. N L
N13N325. N3h24. N3b323. N18
N N4E N1627. N4 P26. N4 28.N4N13 N 4
N191N20N16N4h29. N4 31, N 130. N 4
340 N20N16N1933. N19N14N1932. N19 N13N19
37. N19
36. N19 1 p35. N19
13N19
N3N1639. N3N3 N1438. N3
Integer codes used: N11 to N18 (same as G19)
N19(27), N20(28).
4} Grammar G29( Class 4)
VN29=VN27
and P29
Production rules 1 to 12 are same as PG18
14. N 15- N16N4 15. N16 b313. NL N3 N15
18, N3 N17. N17-- h16, N3--- N17N3
3 N3N13
20. N4- N13N4 21. N4 119. N3 N3N14
24. N1 N13N122. N4- N4 N14
23. N4 N14N4
26. N3- h25. N4- N17N4
Integer codes are same as G27.
5) Grammar G30( Class 5)
VN30= VN28
and PG30
Production rules 1 to 19 are same. as PG19,
11
b322. N1821. N17N3 N1720. N4 N18 N4
N3 N1425.N1324. N3 hN13N3
23. N3
128.N4N14 N427. N4N3 N1626.N3
31. N14N16 N430.N4N4 N16219. N4 N13N4
N16N1933. N19N19N2032. N1 34. N19N14N19
137. N19N13N19N13N1935. N20 36. N19
p
38. N19
Integer codes are same as G628.
6) Grarnmar G31( Class 6)
VN31= {S,NU,NL, Nl,...,N4,N11,...,N16}
and PG31
Production rules 1 to 12 are same as PG18.




NN21, N1N3 N1420. N3N14N319. N3 13N 1
p
22. N3
Integer codes used: N11 to N16 (same as G27).
7) Grammar G32( Class 7)
vN32- VN28
and PG32:
Production rules 1 to 19 are same as PG19
21. N17 b3N3 N1720. NL 22.N17 18N3




N 31. N20N16N1929. N19 30. N19 N13N1914 N19
N13N19 33. N19 l32. N19 p34. N19
Integer codes.are same as G28.
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8) Grammar G33( Class 8)
VN33= VN27
and PG33
Production rules 1 to 12 are same as PG18'
14, Nl5 ---b313 NL--- N3 N15 15, N15--- N16N
18, N3--- N14 N317. N3 ---P16. N16--- b3
21. N3--- h20. N1--- N13N319.N3---1
23. N17---h22.N3---N3N17
Integer codes are same as G27.
9) Grammar G34( Class 9)
VN34=VN28
and PG34:








Integer codes are same as G28.
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APPENDIX J
Grammars for additional classes and
further divis ion of promi.nant class
From the initial investigation of class distributions,
we found that
1) Class 11 is the most prominant class which can occupy up to 52J
of the 440 contour maps.
2) The unclassified rate is relatively high( about 10%).
Further sub-division of Class 11
In tackling problem (1) and intending to obtain a more
even class distributions, we subdivide class 11 into four sub-classes.
Class 21
Class 11 Class 22
Class 23
Class 24
Differences between these sub-classes lie simply in
whether sharp divisions exist for features in different regions of
the contour map.
1) Class 21:
Only the seperating terminal b1 occurs in the string.
Therefore, there is a sharp division between features in the upper
and lower half of the map.
2) Class 22
Both b1 and b3 are present. An additional sharp division exists
between features in the lower right and lower left.
23) Class 23:
Both b and b2 are present, Hence t sharp divisions
exist between upper half and lower half, and between upper
right and upper left sections of the contour map.
4.) Class 24:
All seperating terminals b1, b2 and b3 can be found
in the string.
Grammars for additional classes
The second problem demands for the construction ion of
grammars for some additional classes. Two new classes, namely
Class 31 and Class 32, are therefore introduced. Attention is only
drawn on those contour maps having a sharp division between features
in the upper half and lower half. Besides, only the features in
the upper half are considered in these two classes.
1) Class 31
The upper half of the contour map consists of low
or plain features, with no attention is paid on the relative
distributions.
The following production rules are employed:
3. Nu -- N1 N121. S'-- Nu N11
2. N11--. b 1
5. N13- b2 6. Nu-- N1 N14. N12 N13N1
8. N14-- 1 9. N1 --tip p7. N1 N14N1
11. N1 --N15N1 12. N15---bo- p10. N1 --1
St stands for the nonterminal representing the
upper half of the contour map. NU, N.1 have the same meanings
as defined in chapter 5 N11,, N12, N15 are some dummy
nonterminals.
Since only the upper half of the map is considered,
therefore a sub-string with a terminator inserted after the
saperating terminal b1 is required for consideration. So the
corresponding parsing is relatively efficient.
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2) Class 32:
The upper half of the contour map consists of some
highs( or with the presence of ow and plain features). Again,
no attention is drawn on the relative distributions of these
features.
The following production rules are employed:
b12. 3.NuN111. S' N1 N12NU N11
N1 N16. NUb2N13N13N1 5.N124.
18. N14 9• N PN14N1N17. 1
12. N15N15N1N111 p1N110.
h15. N16N16N1N14.hN113.
Integer codes used for grammars of Class 31 and
Class 32 are:
S'(11), NU(12), N11(99), N1(81), N12(13), N13(14),
N14(15), N15(16) 9 N16(17).
It can be easily observed that strings generated by
Grammar of Class 31 can also be obtained using grammar of Class
32. This is a short-cut method used to reduce the number of
product i uns for Class 32( more productions are required if more
restrictions are imposed on Class 32). Such usage is justified
since the testing of acceptance of strings by respective grammars
.follows in a sequential' manner. That is, the input string is
first tested for acceptance by Class 31; and if it is unaccepted,
then parsing against grammar of Class 32 should be carried out.


