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Abstract
Structural change detection problems are often encountered in analytics and
econometrics, where the performance of a model can be significantly affected by
unforeseen changes in the underlying relationships. Although these problems have a
comparatively long history in statistics, the number of studies done in the context
of multivariate data under nonparametric settings is still small. In this paper, we
propose a consistent method for detecting multiple structural changes in a system
of related regressions over a large dimensional variable space. In most applications,
practitioners also do not have a priori information on the relevance of different vari-
ables, and therefore, both locations of structural changes as well as the corresponding
sparse regression coefficients need to be estimated simultaneously. The method com-
bines nonparametric energy distance minimization principle with penalized regression
techniques. After showing asymptotic consistency of the model, we compare the pro-
posed approach with competing methods in a simulation study. As an example of a
large scale application, we consider structural change point detection in the context
of news analytics during the recent financial crisis period.
Keywords: structural change, time-series, regularization, energy distance, consistency
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1 Introduction
Interest towards large dimensional multivariate regression and interdependence analysis
has surged due to their relevance for mining predictive relationships out of massive data
sets (Yuan et al., 2007; Negahban and Wainwright, 2011). Many of these problems are
characterized by the dual challenge of learning several related models simultaneously while
allowing them to account for a large pool of candidate variables that are partly shared
across the individual relationships (Abernethy et al., 2009; Negahban and Wainwright,
2011; Agarwal et al., 2012). Such large dimensional modeling tasks are commonly encoun-
tered in practical applications, such as financial forecasting, news analytics, or marketing,
where the objective is to predict the development of many possibly related indicators si-
multaneously (Stock and Watson, 2009; Groen et al., 2013; Fan et al., 2011). However,
a further layer of complexity is introduced, when the underlying predictive relationships
are recognized to undergo multiple structural changes when longer time periods are con-
sidered (Qian and Su, 2016; Chopin, 2006; Bai and Perron, 1998, 2003). For example,
in marketing applications, it is rational to expect that consumer preferences can change
rapidly in response to major product or technological innovations. Often, the practitioner
also does not have a priori information on the relevance of the candidate variables, and
therefore it becomes natural to let the data decide which variables should be retained.
When combined with the requirement of detecting an unknown number of change points
in multivariate data, encountering the simultaneous variable selection problem limits the
applicability of earlier methods, which assume either a fixed and typically very small set of
contributing explanatory variables (Li and Perron, 2017; Qu and Perron, 2007) or investi-
gate only single equation models (Bai and Perron, 2003).
In this paper, we consider large dimensional regression problems, where the objective is
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to estimate a collection of related regressions over a varying set of features while allowing
the model to be exposed to multiple structural changes. A structural change is defined as a
point that separates a time-ordered sample into two parts having different linear structures.
Throughout, we treat both number as well as locations of the structural change points
as unknown variables. We also assume that the model structure is sparse and that the
potential structural changes take place in a discontinuous manner, where both parameter
estimates as well as the number of variables with non-zero coefficients can vary from one
regime to another. Further, we do not make any assumptions regarding the underlying
distribution beyond the requirement of very weak moment conditions on the regressors
and residuals. Since this kind of problem is typically ill-posed due to the dimensionality
concerns, it is natural to impose sparsity constraints or regularization on the problem.
Regularization is formulated as a convex optimization problem consisting of a loss term
and a regularizer. The framework of this paper works under very general requirements for
the admissible regularizers as well as loss functions.
Our paper has two main objectives. The first is to propose a non-parametric method
that can consistently estimate an unknown number of structural change points in a large
dimensional multivariate linear regression model. To avoid imposing distributional as-
sumptions, we approach the problem using an energy distance framework that is based on
U -statistics Rizzo and Sze´kely (2016); Sze´kely and Rizzo (2014a,b, 2005). The asymptotic
results are obtained under quite general conditions. The second objective is to look at the
problem from algorithm-design perspective, and ensure that the estimation principle can
be implemented in a computationally efficient manner. To address this, two algorithms are
suggested. The first is based on the principle of dynamic programming, which has been
successfully applied also in the earlier literature by Bai and Perron (2003). This approach
gives a consistent way to obtain the global minimizers of energy distance statistic. However,
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it remains computationally quite demanding, and requires OpT 2q operations for any given
number of structural change points. The second algorithm is a more efficient heuristic with
performance of order OpT q but with no guarantee of finding the global minimizers. How-
ever, our extensive simulation study gives evidence on its ability to detect the structural
changes with an accuracy that is on par with the dynamic programming principle. There-
fore, it can be a preferred choice for practitioners dealing with large models and long time
periods that usually have many structural changes. As an example, we consider structural
change detection in the context of news analytics.
Though change point analysis has attracted widespread attention across different fields
(Cho and Fryzlewicz, 2015), the literature on structural change detection, especially in
the context of systems of multivariate equations, has remained relatively sparse (Li and
Perron, 2017; Qu and Perron, 2007; Kurozumi and Arai, 2007). Whereas change point
analysis commonly refers to detection of breaks in trend or distributional changes (e.g.,
shift in mean or variance) in univariate or multivariate series (Ruggieri and Antonellis,
2016; Matteson and James, 2014; Harchaoui and Le´vy-Leduc, 2010), structural change
analysis is focused on detecting changes in the underlying predictive relationship (Bai and
Perron, 2003; Qu and Perron, 2007; Qian and Su, 2016; Li and Perron, 2017). Hence,
along with changes in distribution or trend, breaks can be attributed to shifts in the
model parameters or changes in the pool of relevant explanatory variables. Although, the
two lines of research, change point analysis and structural change analysis, have evolved
simultaneously, their development has been driven by different fields of study. While change
point analysis (or data segmentation (Fryzlewicz, 2014)), has been directly motivated by
applications in signal processing and bioinformatics, structural change analysis is popular
in social disciplines, business and economics (Bai and Perron, 2003; Qu and Perron, 2007;
Qian and Su, 2016).
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Another important distinction in literature is made between parametric and nonpara-
metric setups. In parametric change point analysis, the underlying distributions are as-
sumed to belong to some known family that admits use of log-likelihood functions in the
analysis (Davis et al., 2006; Lebarbier, 2005; Lavielle and Teyssie`re, 2006). Recently, non-
parametric methods have gained traction as they are considered applicable to a wider
range of applications (Matteson and James, 2014; Hariz et al., 2007). However, many
of these approaches require estimation of density functions or density ratios (Kawahara
and Sugiyama, 2012; Kanamori et al., 2009; Liu et al., 2013). Also rank statistics and
energy distance statistics have been considered (Matteson and James, 2014). One of the
key benefits of energy statistics is their simplicity. Since they are based on Euclidean
distances (Sze´kely and Rizzo, 2005), the energy statistics are easy to compute also in mul-
tivariate settings. However, it is noted that these nonparametric approaches have been
proposed in the context of change point analysis to detect distributional changes rather
than structural breaks.
Against this backdrop, we propose a new nonparametric method for detecting struc-
tural changes in multivariate data. In comparison to the literature, our work differs in three
aspects. First, we allow the modeling to take place with large pool of candidate variables,
and acknowledge that each structural change can be accompanied by change in the collec-
tion of variables with non-zero coefficients, which is quite different from the settings in Bai
and Perron (2003); Qu and Perron (2007) and Li and Perron (2017). Also, unlike Qian
and Su (2016) who employ group fused lasso penalty to detect change point locations, we
use sparsity constraints to guide variable selection within regimes rather than to detect
the regime boundaries. Based on the experiments, our approach appears to produce more
parsimonious models in terms of the number of change points. Second, the use of non-
parametric energy statistics allows us to relax important distributional assumptions. In
6
particular, this has the benefit of reducing sensitivity towards outliers and fat-tailed resid-
ual distributions. Finally, differing from most of the prior work, our method is designed to
handle change point detection in multivariate systems of equations rather than restricting
to a single predictive relationship (Qian and Su, 2016; Bai and Perron, 2003).
The rest of the paper is organized as follows. In Section 2, we present the model and
the estimation principle based on minimization of energy distances. Section 3 discusses
definitions and properties of energy distance statistics. Section 4 presents assumptions
and the asymptotic consistency results for the model. This is followed by description of
nonparametric goodness-of-fit statistics in Section 5, which are then used to guide the
algorithms are outlined in Section 6. In Section 7, we show the results from computational
studies, where our approach applied to simulated and real data. As an example of a large
scale problem, we consider structural change detection in the context of business news
analytics, where the objective is to understand how different types of financial news events
are reflected company valuations. Concluding remarks are given in Section 8.
2 Model
Consider the following multiple regression model with k change points (k ` 1 regimes):
yt “ x1tβj ` ut, t “ Tj´1 ` 1, . . . , Tj
for j “ 1, . . . , k ` 1. By convention we have that T0 “ 0 and Tk`1 “ T . In this model,
yt P Rq denotes an observed independent variable, ut P Rq is the disturbance, xt P Rp
is a vector of covariates, and βj P Rpˆq pj “ 1, . . . , k ` 1q are the corresponding matrix
of coefficients. Throughout the paper we denote by | ¨ | the Euclidean norm and by } ¨ }
the corresponding operator norm for the matrices. Note that the norms depend on the
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dimensions which we have omitted on the notation. The sequence of unknown break points
are denoted by indices pT1, . . . , Tkq. The purpose is to estimate the unknown regression
coefficients and the change points based on the observed data pyt, xtq. Throughout the
paper, we denote the true value of a parameter with a 0 superscript. In particular, the
true values for coefficients and the change points are denoted by β0 “ pβ01 , . . . , β0k`1q and
pT 01 , . . . , T 0k q, respectively. In general, the number of change points can be assumed to
be an unknown variable with true value of k0. However, to simplify our discussion on
the general estimation principles, we will for now treat the number of change points k as
known. Methods for estimating k will be presented in later parts of the paper.
The estimation method is constructed as a hybrid of penalized regression technique and
non-parametric testing strategy. We assume that the coefficients tβju representing different
regimes exhibit sparsity such that the effective number of non-zero coefficients in each βj
is less than p. The large number of potential covariates motivates the use of regularization
techniques. Given a k-partitioning tTju “ pT1, . . . , Tkq, the estimates of β are obtained as
minimizers of the empirical risk
pβˆ1, . . . , βˆk`1q “ argmin
β
LT pβ; tTjuq “
k`1ÿ
j“1
Tiÿ
t“Ti´1`1
ψpx1tβj ´ ytq ` γnϕpβq, (1)
where ψ is a strictly convex loss function and ϕ is a convex function such that both ψ and
ϕ attain their global minimums at zero. To highlight the dependence on the partitioning,
the penalized estimates are denoted by βˆptTjuq. Substituting these into the model equa-
tion gives us estimates of the regression residuals. Let U “ tU1, . . . , Uk`1u represent the
partitioning of the regression residuals uˆt into clusters such that Uj “ tuˆTj´1`1, . . . , uˆTju.
The change points are then defined as global minimizers of the goodness-of-fit statistic
pTˆ1, . . . , Tˆkq “ argmin
T1,...,Tk
ÿ
1ďiăjďk`1
´ni ` nj
2T
¯
dαpUi, Ujq, (2)
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Figure 1: Energy-distance based detection of structural changes in a single equation model with
4 regimes and 3 variables. Locations of the structural changes are highlighted by dashed vertical
lines. The first graph shows the evolution of coefficients over time and second graph shows the
time series for the response variable. The third graph shows the corresponding changes in the
energy-distance measure, which is used to detect the regime boundaries.
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where ni and nj denote the sample sizes of Ui and Uj, respectively. The minimization
is taken over all partitions of the timeline such that Tj ´ Tj´1 ě εT for some ε ą 0.
The function dα is a measure of the empirical distance between the distributions of the
partitioned disturbances by Sze´kely and Rizzo (2014a,b, 2005). Here the objective is to
detect the change points such that the partitioned model residuals U can be interpreted as
k`1 random samples from distributions with cumulative distribution function F1, . . . , Fk`1,
for which the null hypothesis of equal distributions H0 : F1 “ ¨ ¨ ¨ “ Fk`1 holds. The test is
implemented as a bootstrap statistic, which is discussed in Section 5.
A stylized example of the approach is given in Figure 1, which shows functioning of
the model in a single equation example with only three variables and four regimes, i.e.
q “ 1, p “ 3 and k “ 3. The number of non-zero variables can change in any regime and
not all candidate variables need to contribute to the relation. In this example, the model
residuals and explanatory variables are all normally distributed. However, as shown by
our experiments, the relative benefits of our model are mainly realized in large dimensional
settings, where the normality assumption is not met due to presence of outliers or fat-tailed
residuals. These are the circumstances, where the use of non-parametric energy-distance
becomes helpful. To further motivate our approach, we will in next section discuss the key
properties of dα and introduce the notion of energy distance as a non-parametric measure of
dispersion that can be computed based on Euclidean distances between all pairs of sample
elements.
3 Energy distance
Energy distance is a metric that measures the distance between the distributions of ran-
dom vectors, which was introduced and popularized by Rizzo and Sze´kely (2016); Sze´kely
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and Rizzo (2014a,b, 2005). The energy distance is zero if an only if the distributions are
identical, otherwise it will diverge. The notion derives from the concept of Newton’s po-
tential energy by considering statistical observations as objects in a metric space that are
governed by statistical potential energy. Since its introduction the energy distance and the
more general class of energy statistics have been utilized in a number of applications rang-
ing from testing independence by distance covariance to non-parametric tests for equality
of distributions. Our study as well as the e-divisive algorithm by Matteson and James
(2014) show how energy distance can be utilized for analysis of change points or structural
breaks in time series data.
3.1 Energy distance for two samples
As proven by Sze´kely and Rizzo, it can be shown that energy distance satisfies all axioms of
a metric, and therefore it provides a characterization of equality of distributions as well as
a theoretical basis for development of multivariate analysis based on Euclidean distances.
Lemma 1. Suppose u, u1 iid„ Fu and v, v1 iid„ Fv, and that u, u1, v, and v1 are mutually
independent random variables in Rd. If Ep|u|α ` |v|αq ă 8, for any α P p0, 2q, then the
characteristic function based divergence measure between distributions can be defined based
on Euclidean distances as
Epu, v;αq “ 2E|u´ v|α ´ E|u´ u1|α ´ E|v ´ v1|α
such that Epu, v;αq “ 0 if and only if u and v are identically distributed.
The corresponding empirical divergence measure can then be defined in the spirit of
U -statistics. If Vn “ tvi : i “ 1, . . . , nu and Wm “ twj : j “ 1, . . . ,mu are independent
iid samples from distributions Fv and Fw, such that E|v|α, E|w|α ă 8, we can use the
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divergence to define the empirical energy distance measure as
dαpVn,Wmq “ mn
m` n EˆpVn,Wm;αq
“ mn
m` np2µˆ
α
vw ´ µˆαv ´ µˆαwq,
(3)
where
µˆαvw “ 1mn
nÿ
i“1
mÿ
j“1
|vi ´ wj|α, µˆαv “
ˆ
n
2
˙´1 ÿ
1ďiăkďn
|vi ´ vk|α, and
µˆαw “
ˆ
m
2
˙´1 ÿ
1ďjăkďm
|wj ´ wk|α.
This empirical measure is based on Euclidean distances between sample elements and is
Opmax pm2, n2qq. Under the given assumptions, the strong law of large numbers for U-
statistics Hoeffding (1961) and continuity theorem imply that EˆpVn,Wm;αq Ñ Epv, w;αq
almost surely as n,m Ñ 8. When equal distributions are assumed, the energy distance
measure dαpVn,Wnq convergences to a non-degenerate random variable. Conversely, if the
distributions are unequal, it follows that the energy distance diverges, i.e. dαpVn,Wmq Ñ 8
almost surely as n,mÑ 8, since Epv, w;αq ą 0 for unequal distributions.
3.2 Multi-sample energy distance
For any partitioning tTju, let Sα denote the objective function in (2), i.e.
SαpU1, . . . , Uk`1q “
ÿ
1ďiăjďk`1
´ni ` nj
2T
¯
dαpUi, Ujq (4)
where Uj “ tuˆTj´1`1, . . . , uˆTju is the sequence of residuals from regime j. As seen from the
following corollary of Lemma 1, Sα statistic can be viewed as a multi-sample extension of
the two-sample distance measure introduced in Section 3.1.
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Corollary 1. For all p-dimensional samples U1, . . . , Uk`1, k ě 1, and α P p0, 2q, the
following statements hold: (i) SαpU1, . . . , Uk`1q ě 0; and (ii) SαpU1, . . . , Uk`1q “ 0 if and
only if U1, . . . , Uk`1 are equally distributed.
The proof of the result is obtained by applying induction argument on Lemma 1. It is
clear from the construction that the statistic is likely to share many interesting similarities
with ANOVA. By interpreting Sα as a multi-sample test of equal distributions, it can be
considered as a type of generalization of the hypothesis of equal means. In fact, as shown by
Rizzo and Sze´kely (2010), the connection to analysis of variance can be obtained through
the special case α “ 2, when the d2-distance for a univariate response variable measures
variance.
4 Consistency
In this section, we study the consistency of the estimated change point fractions in the case
of a single change point as well as the generalization of the result into the case of multiple
change points. We denote the estimated change point fractions and their corresponding
true values by λˆ “ pλˆ1, . . . , λˆkq “ pTˆ1{T, . . . , Tˆk{T q and λ0 “ pλ01, . . . , λ0kq, respectively. In
order to obtain consistency, we apply the following elementary lemma providing a version
of weak law of large numbers for weakly dependent double arrays.
Lemma 2. Let Xi1,i2 , i1, i2 “ 1, . . . , n denote a double array of random variables with
supi1,i2 EpX2i1,i2q ă 8. Assume there exists a constant C P R such that
E rpXi1,i2 ´ CqpXi3,i4 ´ Cqs Ñ 0
as mink,jPt1,2,3,4u,k‰j |ik ´ ij| Ñ 8. Then, as nÑ 8, 1n2
řn
i1,i2“1Xi1,i2 Ñ C in probability.
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Proof. Since
1
n2
nÿ
i1,i2“1
Xi1,i2 ´ C “ 1n2
nÿ
i1,i2“1
pXi1,i2 ´ Cq,
we can, without loss of generality, assume that C “ 0. Minkowski inequality implies that,
for any a ą 0,
P
˜
1
n2
ˇˇˇˇ
ˇ nÿ
i1,i2“1
Xi1,i2
ˇˇˇˇ
ˇ ą a
¸
ď 1
n4a2
E
˜
nÿ
i1,i2“1
Xi1,i2
¸2
“ 1
n4a2
nÿ
i1,i2,i3,i4“1
E rXi1,i2Xi3,i4s .
Denote
m “ min
k,jPt1,2,3,4u,k‰j
|ik ´ ij|.
By assumption, for each  ą 0, there exists N such that |E rXi1,i2Xi3,i4s | ă  for any m ě N .
Write
nÿ
i1,i2,i3,i4“1
E rXi1,i2Xi3,i4s “
nÿ
i1,i2,i3,i4“1,măN
E rXi1,i2Xi3,i4s `
nÿ
i1,i2,i3,i4“1,měN
E rXi1,i2Xi3,i4s .
Since m ă N only if the distance between one of the pairs pik, ilq is less than N , we observe
that the first term is bounded by
nÿ
i1,i2,i3,i4“1,măN
E rXi1,i2Xi3,i4s ď DpNqn3
for some finite constant depending only on N . For the second term, we estimate
nÿ
i1,i2,i3,i4“1,měN
|E rXi1,i2Xi3,i4s | ă n4.
Combining the above bounds we obtain
P
˜
1
n2
ˇˇˇˇ
ˇ nÿ
i1,i2“1
Xi1,i2
ˇˇˇˇ
ˇ ą a
¸
ď DpNq
na2
` 
a2
.
Since  ą 0 is arbitrary, the result follows by choosing n large enough.
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Remark 1. Note that, if
n´2
nÿ
i1,i2“1
ErXi1,i2s Ñ C, (5)
then a slight modification of the above proof shows that 1
n2
řn
i1,i2“1Xi1,i2 Ñ C in probability,
provided that CovpXi1,i2 , Xi3,i4q Ñ 0 as mink,jPt1,2,3,4u,k‰j |ik ´ ij| Ñ 8. Finally, we note
that with similar arguments we obtain (5) provided that lim|i1´i2|Ñ8 |ErXi1,i2s ´ C| “ 0.
Throughout the following discussions on the statistical properties of the estimators, we
will rely on the following assumptions.
Assumption A1. The change points are asymptotically distinct such that T 0i “ rTλ0i s,
where 0 ă λ01 ă ¨ ¨ ¨ ă λ0k ă 1 and λ00 “ 0 and λ0k`1 “ 1.
Assumption A2. The model regressors xt are identically distributed within regions, i.e.
xt „ Xk for every Tk´1 ` 1 ď t ď Tk. Furthermore we have, for a given α P p0, 2q, that
Ep|xt|2αq ă 8.
Assumption A3. The model disturbances ut are independent and identically distributed.
Further, the disturbances ut are assumed to be independent of the regressors xs for all t and
s. Finally, we assume that, for a given α P p0, 2q, we have Ep|ut|2αq ă 8.
Assumption A4. For any given change points Ti, i “ 1, 2, . . . , k, the regularized estimators
βˆi converges in probability to some constant β
c
i . That is, we have }βˆi´βci } Ñ 0 in probability.
Moreover, for any i, the regularized estimator βˆi is consistent only if T
0
i ď Ti ă Ti`1 ď T 0i`1.
Assumption A5. Let c1, c2 P Rpˆq be arbitrary matrices and let
Yi,j “ |ui ´ uj ` x1ic1 ´ x1jc2|α,
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where Tk´1`1 ď i, j ď Tk for some k. We assume that the regressors xs are asymptotically
independent in the sense that, as
min
l,jPt1,2,3,4u,l‰j
|il ´ ij| Ñ 8,
we have
CovpYi1,i2 , Yi3,i4q Ñ 0
and
ErYi1,i2s Ñ E|U ´ U˜ `X 1kc1 ´ X˜ 1kc2|α,
where U, U˜ are independent copies of u and X 1, X˜ 1 are independent copies of x.
The first technical assumption is very natural. Indeed, if the change points are not
(asymptotically) distinct, then one may simply remove one. The second and the third
technical assumptions give moment conditions and distributional assumptions for the re-
gressors and for the disturbance terms that guarantee the convergence of the empirical
energy distances.
The fourth technical assumption is also a natural one. The first statement of the
assumption means that, as the number of observations increase, the regularized estimators
converge to some constants. We emphasize the fact that the constants might be, and usually
are, wrong ones, unless the change points are estimated correctly. Moreover, the consistency
assumption states that the regularized estimators are consistent if the estimation is based
on the observations lying on the correct intervals.
The fifth technical assumption is used to guarantee the convergence of the empirical
energy distances to some constant quantities. This assumption simply states that the re-
gressors are asymptotically independent. (Assumption that is widely used in the literature).
The intuition behind this assumption is that, as the number of observations increase on
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every subinterval, one can think that the dependence of the regressors between fixed time
points is spread among the time points in the middle.
Note that these assumptions are quite mild. Typical vector autoregressive models, for
example, fulfill the above assumptions A1-A5.
4.1 Single change point
Proposition 1. Let Tˆ1 denote the estimated energy-distance minimizing change point lo-
cation, as defined in equation (2), and let λˆ1 “ Tˆ1{T be the corresponding change point
fraction. Then under A1-A5, λˆ1 Ñp λ01 as the sample size T Ñ 8.
Proof. The proof is by contradiction. Assume that λ01 is not consistently estimated. With-
out loss of generality, we assume that the estimated change point λˆ1 satisfies T λˆ1 ă Tλ01,
giving us a partitioning I1 “ r0, Tˆ1s, I2 “ rTˆ1 ` 1, T 01 s and I3 “ rT 01 ` 1, T s.
We denote by |A| the size of a set A. In particular, we have |I1YI2YI3| “ T , |I1| “ λˆ1T ,
|I2| “ pλ01 ´ λˆ1qT , |I3| “ p1 ´ λ01qT , and |I2 Y I3| “ p1 ´ λˆ1qT . For notational simplicity,
we denote by βˆpiq the estimator corresponding to the region where i belongs. That is,
for βˆi, i “ 1, 2 denoting the regularized estimates, we have βˆpiq “ βˆ1 for all i P I1, and
βˆpiq “ βˆ2 for all i P I2YI3. Similarly, we denote by β0piq the correct value corresponding to
the region where i belongs. That is, as the true change point is T 01 , we have β
0piq “ β01 for
all i P I1Y I2 and β0piq “ β02 for all i P I3. We also denote by βpiq and βck the limits related
to Assumption A4. More precisely, we always have βˆpiq Ñ βpiq and βˆk Ñ βck. Moreover,
we have βˆpiq “ βˆ1 Ñ βc1 “ β01 for all i P I1, as region I1 is a subset of the correct interval
r0, T 01 s. For i P I2 Y I3, we have βˆpiq “ βˆ2 Ñ βc2, and thus βpiq “ βc2.
Denote by uˆi “ ui ´ x1ipβˆpiq ´ β0piqq, i P Ik, k “ 1, 2, 3 the corresponding estimated
residuals and let U1 “ tuˆtutPI1 and U2 “ tuˆtutPI2YI3 denote the collections of regularized
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residuals from different intervals. We set
µˆαU1,U2 “
1
|I1||I2 Y I3|
ÿ
jPI1,iPI2YI3
|uˆi ´ uˆj|α, µˆαU1 “
1
|I1|2
ÿ
i,jPI1
|uˆi ´ uˆj|α,
and
µˆαU2 “
1
|I2 Y I3|2
ÿ
i,jPI2YI3
|uˆi ´ uˆj|α.
We prove that
2µˆαU1,U2 ´ µˆαU1 ´ µˆαU2 Ñ C ą 0, (6)
where C is a constant and the convergence holds in probability. From this we get
dαpU1, U2q “ |I1||I2 Y I3|
2|I1| ` 2|I2 Y I3|
`
2µˆαU1,U2 ´ µˆαU1 ´ µˆαU2
˘Ñ 8.
Consequently, Tˆ1 cannot be a minimizer for (2) which leads to the expected contradiction.
We divide the rest of the proof into three steps. In step 1 we consider the differences
uˆi ´ uˆj that depend on the entire data set. In step 2 we calculate the limits of the terms
µˆαU1,U2 , µˆ
α
U1
, and µˆαU2 . Finally, in step 3, we show (6).
Step 1: We show that, for any subsets A,B Ă t1, 2, . . . , T u we have
lim
TÑ8
1
|A||B|
ÿ
iPA,jPB
|uˆi ´ uˆj|α
“ lim
TÑ8
1
|A||B|
ÿ
iPA,jPB
|ui ´ uj ´ x1ipβpiq ´ β0piqq ` x1jpβpjq ´ β0pjqq|α,
where the limits are understood in probability.
Recall that uˆi “ ui ´ x1ipβˆpiq ´ β0piqq and denote
aij “ uˆi ´ uˆj “ ui ´ x1ipβˆpiq ´ β0piqq ´ uj ` x1jpβˆpjq ´ β0pjqq, (7)
and
bij “ ui ´ x1ipβpiq ´ β0piqq ´ uj ` x1jpβpjq ´ β0pjqq. (8)
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By writing
|aij|α “ |bij|α ` |aij|α ´ |bij|α
it suffices to prove that
lim
TÑ8
1
|A||B|
ÿ
iPA,jPB
||aij|α ´ |bij|α| Ñ 0
in probability. We now treat the case α P p0, 1s and α P p1, 2q separately.
Step 1.1: α P p0, 1s.
By using the inequality ||a|α ´ |b|α| ď ||a| ´ |b||α ď |a ´ b|α, valid for all a, b P Rq and
α P p0, 1s, for aij and bij we observe
||aij|α ´ |bij|α| ď |aij ´ bij|α.
Here, by using p|a| ` |b|qα ď |a|α ` |b|α, we obtain
|aij ´ bij|α “ |x1ipβpiq ´ βˆpiqq ` x1jpβˆpjq ´ βpjqq|α
ď |x1ipβˆpiqq ´ βpiqq|α ` |x1jpβˆpjq ´ βpjqq|α
ď |xi|α ||βˆpiqq ´ βpiq||α ` |xj|α ||βˆpjqq ´ βpjq||α.
Since βˆpiq ´ βpiq “ βˆ1 ´ βc1 for i P I1 and βˆpiq ´ βpiq “ βˆ2 ´ βc2 for i P I2 Y I3, we have
lim
TÑ8
1
|A||B|
ÿ
iPA,jPB
|xi|α ||βˆpiqq ´ βpiq||α
“ lim
TÑ8
1
|A|
ÿ
iPA
|xi|α ||βˆpiqq ´ βpiq||α
“ lim
TÑ8
1
|A|
3ÿ
k“1
ÿ
iPAXIk
|xi|α ||βˆpiqq ´ βpiq||α
ď lim
TÑ8 maxkPt1,2u
||βˆk ´ βck||α 1|A|
ÿ
iPA
|xi|α.
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Here the random variable
1
|A|
ÿ
iPA
|xi|α
is uniformly bounded in L1, and hence also in probability. Furthermore, we have
max
kPt1,2u
||βˆk ´ βck||α Ñ 0
in probability, and thus
lim
TÑ8
1
|A||B|
ÿ
iPA,jPB
|xi|α ||βˆpiqq ´ βpiq||α Ñ 0.
Treating the term |xj|α ||βˆpjqq ´ βpjq||α similarly yields the claim.
Step 1.2: α P p1, 2q.
We use the following inequality, valid for all p ě 0 and a, b P Rq:
||a|p ´ |b|p| ď maxpp, 1q2pp´2q` “|a´ b|p ` |b|pp´1q` |a´ b|minpp,1q‰ .
Plugging p “ α together with aij and bij defined in equations (7) and (8) we have
||aij|α ´ |bij|α| ď α
“|aij ´ bij|α ` |bij|α´1|aij ´ bij|‰ . (9)
Jensen inequality implies
|aij ´ bij|α “|x1ipβpiq ´ βˆpiqq ` x1jpβˆpjq ´ βpjqq|α
ď2α´1
”
|xi|α ||βˆpiqq ´ βpiq||α ` |xj|α ||βˆpjqq ´ βpjq||α
ı
.
Now the first term on the right-hand side of (9) can be treated as in the case α P p0, 1q. For
the second term on the right-hand side of (9), we apply inequality |a`b|α´1 ď |a|α´1`|b|α´1
to estimate
|bij|α´1 “ |ui ´ x1ipβpiq ´ β0piqq ´ uj ` x1jpβpjq ´ β0pjqq|α´1
ď |ui|α´1 ` |xi|α´1 ||βpiqq ´ β0piq||α´1 ` |uj|α´1 ` |xj|α´1 ||βpjqq ´ β0pjq||α´1.
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Using this together with
|aij ´ bij| ď |xi| ||βˆpiqq ´ βpiq|| ` |xj| ||βˆpjqq ´ βpjq||
and the fact that E|u|α´1 ď rE|u|αsα´1α , we obtain the claim by following similar steps as
in the case α P p0, 1s.
Step 2: We show that, for the limit L defined by
L :“ lim
TÑ8
`
2µˆαU1,U2 ´ µˆαU1 ´ µˆαU2
˘
,
we have
L “ 2pλ
0
1 ´ λˆ1q
1´ λˆ1
E|U ´ U˜ `X 11pβc2 ´ β01q|α
` 2p1´ λ
0
1q
1´ λˆ1
E|U ´ U˜ ´X 12pβc2 ´ β02q|α ´ E|U ´ U˜ |α
´ pλ
0
1 ´ λˆ1q2
p1´ λˆ1q2
E|U ´ U˜ ` pX˜ 11 ´X 11qpβc2 ´ β01q|α
´ p1´ λ
0
1q2
p1´ λˆ1q2
E|U ´ U˜ ` pX˜ 12 ´X 12qpβc2 ´ β02q|α
´ 2p1´ λ
0
1qpλ01 ´ λˆ1q
p1´ λˆ1q2
E|U ´ U˜ ´X 12pβc2 ´ β02q ` X˜ 11pβc2 ´ β01q|α,
where U, U˜ are independent copies of disturbances u and X 1i, X˜ 1i are independent
copies drawn from the distribution of Xi given in Assumption A2.
We study the limits of the terms µˆαU1,U2 , µˆ
α
U1
, and µˆαU2 separately. For the term µˆ
α
U1
, as
βpiq “ β0piq for all i P I1, we observe
µˆαU1 Ñ E|U ´ U˜ |α.
Consider next the term µˆαU1,U2 . Since βpiq “ β0piq for all i P I1, step 1 implies that it
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suffices to study the limit
lim
TÑ8
1
|I1||I2 Y I3|
ÿ
iPI1,jPI2YI3
|ui ´ uj ` x1jpβpjq ´ β0pjqq|α
“ lim
TÑ8
1
|I1||I2 Y I3|
ÿ
iPI1,jPI2
|ui ´ uj ` x1jpβpjq ´ β0pjqq|α
` lim
TÑ8
1
|I1||I2 Y I3|
ÿ
iPI1,jPI3
|ui ´ uj ` x1jpβpjq ´ β0pjqq|α.
Recall that βpjq “ βc2, β0pjq “ β01 , and xj „ X1 for all j P I2. Since the proportion of
observations is λ01 ´ λˆ1 in the regime I2 and 1 ´ λˆ1 in the regime I2 Y I3, it now follows
from Assumption A5 and Lemma 2, that
lim
TÑ8
1
|I1||I2 Y I3|
ÿ
iPI1,jPI2
|ui ´ uj ` x1jpβpjq ´ β0pjqq|α “ λ
0
1 ´ λˆ1
1´ λˆ1
E|U ´ U˜ `X 11pβc2 ´ β01q|α.
Similarly, as βpjq “ βc2, β0pjq “ β02 , and xj „ X2 for all j P I3, we observe that
lim
TÑ8
1
|I1||I2 Y I3|
ÿ
iPI1,jPI3
|ui ´ uj ` x1jpβpjq ´ β0pjqq|α “ 1´ λ
0
1
1´ λˆ1
E|U ´ U˜ ´X 12pβc2 ´ β02q|α.
It remains to study the limit of the term µˆαU2 . As above, we split
ti P I2 Y I3, j P I2 Y I3u “ ti, j P I2u Y ti, j P I3u Y ti P I2, j P I3u Y ti P I3, j P I2u.
Similarly as above, we can apply Assumption A5 and Lemma 2 to obtain
lim
TÑ8
1
|I2 Y I3|2
ÿ
i,jPI2
|ui ´ uj ´ x1ipβpiq ´ β0piqq ` x1jpβpjq ´ β0pjqq|α
“pλ
0
1 ´ λˆ1q2
p1´ λˆ1q2
E|U ´ U˜ ´X 11pβc2 ´ β01q ` X˜ 11pβc2 ´ β01q|α,
lim
TÑ8
1
|I2 Y I3|2
ÿ
i,jPI3
|ui ´ uj ´ x1ipβpiq ´ β0piqq ` x1jpβpjq ´ β0pjqq|α
“p1´ λ
0
1q2
p1´ λˆ1q2
E|U ´ U˜ ´X 12pβc2 ´ β02q ` X˜ 12pβc2 ´ β02q|α,
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lim
TÑ8
1
|I2 Y I3|2
ÿ
iPI2,jPI3
|ui ´ uj ´ x1ipβpiq ´ β0piqq ` x1jpβpjq ´ β0pjqq|α
“p1´ λ
0
1qpλ01 ´ λˆ1q
p1´ λˆ1q2
E|U ´ U˜ ´X 11pβc2 ´ β01q ` X˜ 12pβc2 ´ β02q|α,
and
lim
TÑ8
1
|I2 Y I3|2
ÿ
iPI3,jPI2
|ui ´ uj ´ x1ipβpiq ´ β0piqq ` x1jpβpjq ´ β0pjqq|α
“p1´ λ
0
1qpλ01 ´ λˆ1q
p1´ λˆ1q2
E|U ´ U˜ ´X 12pβc2 ´ β02q ` X˜ 11pβc2 ´ β01q|α.
Observing
E|U ´ U˜ ´X 11pβc2 ´ β01q ` X˜ 12pβc2 ´ β02q|α “ E|U ´ U˜ ´X 12pβc2 ´ β02q ` X˜ 11pβc2 ´ β01q|α
we obtain the claim.
Step 3: We show that for the limit L defined in step 2, we have L ą 0.
By definition of the energy distance Epu, v;αq for two random variables u and v, we have
that
EpU,U `X 11pβc2 ´ β01q;αq “ 2E|U ´ U˜ `X 11pβc2 ´ β01q|α ´ E|U ´ U˜ |α
´ E|U ´ U˜ ` pX˜ 11 ´X 11qpβc2 ´ β01q|α,
EpU,U `X 12pβc2 ´ β02q;αq “ 2E|U ´ U˜ `X 12pβc2 ´ β02q|α ´ E|U ´ U˜ |α
´ E|U ´ U˜ ` pX˜ 12 ´X 12qpβc2 ´ β02q|α,
and
EpU `X 12pβc2 ´ β02q, U `X 11pβc2 ´ β01q;αq “ 2E|U ´ U˜ `X 11pβc2 ´ β01q ´ X˜ 12pβc2 ´ β02q|α
´ E|U ´ U˜ ` pX 11 ´ X˜ 11qpβc2 ´ β01q|α
´ E|U ´ U˜ ` pX 12 ´ X˜ 12qpβc2 ´ β02q|α.
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Moreover, we have that
E|U ´ U˜ |α “ λ
0
1 ´ λˆ1
1´ λˆ1
E|U ´ U˜ |α ` 1´ λ
0
1
1´ λˆ1
E|U ´ U˜ |α,
λ01 ´ λˆ1
1´ λˆ1
´ pλ
0
1 ´ λˆ1q2
p1´ λˆ1q2
´ p1´ λ
0
1qpλ01 ´ λˆ1q
p1´ λˆ1q2
“ 0,
and
1´ λ01
1´ λˆ1
´ p1´ λ
0
1q2
p1´ λˆ1q2
´ p1´ λ
0
1qpλ01 ´ λˆ1q
p1´ λˆ1q2
“ 0.
These observations lead to
L “ λ
0
1 ´ λˆ1
1´ λˆ1
EpU,U `X 11pβc2 ´ β01q;αq
` 1´ λ
0
1
1´ λˆ1
EpU,U `X2pβc2 ´ β02q;αq
´ p1´ λ
0
1qpλ01 ´ λˆ1q
p1´ λˆ1q2
EpU `X 12pβc2 ´ β02q, U `X 11pβc2 ´ β01q;αq.
Consequently, it suffices to prove that
λ01 ´ λˆ1
1´ λˆ1
EpU,U `X 11pβc2 ´ β01q;αq ` 1´ λ
0
1
1´ λˆ1
EpU,U `X 12pβc2 ´ β02q;αq (10)
´p1´ λ
0
1qpλ01 ´ λˆ1q
p1´ λˆ1q2
EpU `X 12pβc2 ´ β02q, U `X 11pβc2 ´ β01q;αq ą 0.
Since Epu, v;αq is a metric, triangle inequality implies that
EpU `X 12pβc2 ´ β02q, U `X 11pβc2 ´ β01q;αq ď EpU,U `X 11pβc2 ´ β01q;αq
` EpU `X 12pβc2 ´ β02q, U ;αq.
Furthermore, since β01 ‰ β02 , we have that at least one of the terms EpU,U`X 11pβc2´β01q;αq
and EpU,U `X 12pβc2 ´ β02q;αq is strictly positive. We also observe that
p1´ λ01qpλ01 ´ λˆ1q
p1´ λˆ1q2
ď min
«
λ01 ´ λˆ1
1´ λˆ1
,
1´ λ01
1´ λˆ1
ff
,
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and the inequality is strict whenever λ01 ă 1 and λˆ1 ă λ01. As (10) is trivially valid for
λ01 “ 1 or λˆ1 “ λ01, this completes the proof.
4.2 Multiple change points
Proposition 2. Let Tˆj, j “ 1, . . . , k denote the estimated energy-distance minimizing
change point locations, as defined in equation (2), and let λˆj “ Tˆj{T be the corresponding
change point fractions. Then under A1-A5, λˆj Ñp λ0j for all j “ 1, . . . , k, as the sample
size T Ñ 8.
Proof. The proof is by contradiction. Assume that there exists one or more change points
that are not consistently estimated. In order to prove the statement, it suffices to find two
clusters Ui and Uj such that dαpUj, Uiq Ñ 8. Note first that there now exists at least one
j such that T 0j´1 ď Tˆj´1 ă Tˆj ď T 0j . Consequently, there exists at least one cluster Uj
such that βˆj Ñ βcj “ β0j . Similarly, there exists at least one index i such that the open
interval pTˆi´1, Tˆiq contains at least one true change point. Without loss of generality and
for notational simplicity, we assume that Tˆ1 ă T 10 and that pTˆ1, Tˆ2q contains m ´ 1 true
change points T 01 , T
0
2 , . . . , T
0
m´1, where 2 ď m ď k ` 1. As in the case of a single change
point, we obtain a splitting I1 “ r1, Tˆ1s, I2 “ rTˆ1 ` 1, T 01 s, I3 “ rT 01 ` 1, T 02 s, . . . , Im “
rT 0m´2 ` 1, T 0m´1s, and Im`1 “ rT 0m´1 ` 1, Tˆ2s. Observe that the cluster U1 corresponds to
the time indexes contained in I1 and that the cluster U2 corresponds to the time indexes
contained in I “ Ym`1j“2 Ij. As in the case of a single change point, we also observe that
βpiq “ βc1 “ β01 for each i P I1, and that βpiq “ βc2 for each i P I. However, the true values
differ within intervals Ij as, for i P Ij, we have β0piq “ β0j´1. Finally, we denote by aj the
proportions giving the amount of observations belonging to the intervals Ij. That is, we
have |Ij| “ ajT .
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As in the proof of Proposition 1, we set uˆi “ ui ´ x1ipβˆpiq ´ β0piqq, U1 “ tuˆtutPI1 and
U “ tuˆtutPI . It now suffices to prove that, for some constant C ą 0, we have
2µˆαU1,U ´ µˆαU1 ´ µˆαU Ñ C, (11)
where
µˆαU1,U “
1
|I1||I|
ÿ
jPI1,iPI
|uˆi ´ uˆj|α,
µˆαU1 “
1
|I1|2
ÿ
i,jPI1
|uˆi ´ uˆj|α,
and
µˆαU “ 1|I|2
ÿ
i,jPI
|uˆi ´ uˆj|α.
As the statement given in the step 1 of the proof of Proposition 1 holds for any subsets,
we can directly proceed to computing the limits. The term µˆαU1 can be treated as before,
and we obtain
lim
TÑ8 µˆ
α
U1
“ E|U ´ U˜ |α.
For the term µˆαU1,U , we use I “ Ym`1j“2 Ij. Now, for each subinterval Ij separately, again by
Assumption A5 and Lemma 2, we have that
lim
TÑ8
1
|I1||I|
ÿ
iPI1,jPIj
|ui ´ uj ` x1jpβpjq ´ β0pjqq|α “ ajřm`1
k“2 ak
E|U ´ U˜ `X 1j´1pβc2 ´ β0j´1q|α.
Thus we obtain
lim
TÑ8 µˆ
α
U1,U
“
m`1ÿ
j“2
ajřm`1
k“2 ak
E|U ´ U˜ `X 1j´1pβc2 ´ β0j´1q|α.
Similarly, for the last term µˆαU , we have
lim
TÑ8
1
|I|2
ÿ
iPIn1 ,jPIn2
|ui ´ uj ´ x1ipβpiq ´ β0piqq ` x1jpβpjq ´ β0pjqq|α
“ an1an2`řm`1
k“2 ak
˘2E|U ´ U˜ ´X 1n1´1pβc2 ´ β0n1´1q ` X˜ 1n2´1pβc2 ´ β0n2´1q|α,
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leading to
lim
TÑ8 µˆ
α
U “
m`1ÿ
n1,n2“2
an1an2`řm`1
k“2 ak
˘2E|U ´ U˜ ´X 1n1´1pβc2 ´ β0n1´1q ` X˜ 1n2´1pβc2 ´ β0n2´1q|α.
We proceed as in the step 3 of the proof of Proposition 1. By using the definition of energy
distance, we have that, for any i and j,
EpU,U `X 1jpβc2 ´ β0j q;αq “ 2E|U ´ U˜ `X 1jpβc2 ´ β0j q|α ´ E|U ´ U˜ |α
´ E|U ´ U˜ ` pX˜ 1j ´X 1jqpβc2 ´ β0j q|α,
and
EpU `X 1jpβc2 ´ β0j q, U `X 1ipβc2 ´ β0i q;αq “ 2E|U ´ U˜ `X 1ipβc2 ´ β0i q ´ X˜ 1jpβc2 ´ β0j q|α
´ E|U ´ U˜ ` pX 1i ´ X˜ 1iqpβc2 ´ β0i q|α
´ E|U ´ U˜ ` pX 1j ´ X˜ 1jqpβc2 ´ β0j q|α.
Together with the observation
E|U ´ U˜ |α “
m`1ÿ
j“2
ajřm`1
k“2 ak
E|U ´ U˜ |α,
and
ajřm`1
k“2 ak
´ a
2
j`řm`1
k“2 ak
˘2 ´ m`1ÿ
l“2,l‰j
alaj`řm`1
k“2 ak
˘2 “ 0
this leads to
lim
TÑ8
`
µˆαU1,U ´ µˆαU1 ´ µˆαU
˘
“
m`1ÿ
j“2
ajřm`1
k“2 ak
EpU,U `X 1j´1pβc2 ´ β0j´1q;αq
´
m`1ÿ
n1,n2“2,n1‰n2
an1an2
2
`řm`1
k“2 ak
˘2EpU `X 1n1´1pβc2 ´ β0n1´1q, U `X 1n2´1pβc2 ´ β0n2´1q;αq
which is positive by the arguments given in the step 3 of the proof of Proposition 1.
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5 Non-parametric change point tests
The estimates from (1) and (2) are consistent when the number of actual change points
is known. However, in practice, the number of true change point is generally not known.
Therefore, in order to construct a suitable algorithm, we need a test statistic that allows
us to check whether the proposed partitioning produces an acceptable fit.
5.1 Goodness of fit test for k change point model
Let pT1, . . . , Tkq be any hypothesized sequence of change points, and let pU1, . . . , Uk`1q,
Ui „ Fi, denote the corresponding sequences of model residuals for the k ` 1 regimes. To
test for homogeneity in distribution,
H0 : F1 “ ¨ ¨ ¨ “ Fk`1, k ě 1, (12)
versus the composite alternative Fi ‰ Fj for some 1 ď i ă j ď k ` 1, we can apply the
distance components statistic by Rizzo and Sze´kely (2010). If H0 is rejected, we conclude
that there is at least one change point that has not been identified.
The test statistic is constructed in a manner analogous to ANOVA, and it is based on
the following decomposition theorem that is obtained by direct application of the results
in Rizzo and Sze´kely (2010) on the k change point problem. Define the total dispersion of
the estimated regime residuals as
TαpU1, . . . , Uk`1q “ T
2
µαpU,Uq, (13)
where U “ řk`1j“1 Uj is the pooled sample of regime residuals, and
µαpA,Bq “ 1
n1n2
n1ÿ
i“1
n2ÿ
j“1
|ai ´ bj|α
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for any sets A and B of size n1 and n2, respectively. Similarly, we can define the within-
sample dispersion statistic as
WαpU1, . . . , Uk`1q “
k`1ÿ
j“1
nj
2
µαpUj, Ujq (14)
Proposition 3. For k ě 1, the total dispersion Tα of the pk ` 1q-regime residuals can be
decomposed as
TαpU1, . . . , Uk`1q “ SαpU1, . . . , Uk`1q `WαpU1, . . . , Uk`1q, (15)
where Sα is the multi-sample energy distance (4) and Wα is the within-sample dispersion.
If α P p0, 2q, then the test statistic,
FαpU1, . . . , Uk`1q “ SαpU1, . . . , Uk`1q{k
WαpU1, . . . , Uk`1q{pT ´ k ´ 1q , (16)
for hypothesis (18) is statistically consistent against all alternatives with finite second mo-
ments.
The test for (18) can be implemented as a permutation test. To ensure computational
tractability of the procedure, we approximate the p-value by performing a sequence of R
random permutations. The permutation test can be used as a stopping criterion for the
estimation procedures discussed in the subsequent sections. Let T be a vector of indices
in the pooled sample of residuals, U “ tututPT . With slight abuse of notation, we define
statistic FαpU ; piq as FαpupipT qq, where pipT q is a permutation of the elements in T . If the
null hypothesis holds, then the statistics Fαputq and FαpupipT qq are identically distributed
for every permutation of T . The permutation test procedure is implemented as follows.
First, compute the test statistic Fα “ FαpU ; T q. Next, for each permutation pir “ pipT q,
r P t1, . . . , Ru, compute the statistic Fα,r “ FαpU ; pirq. The approximate p-value is then
defined as #tr : Fα,r ě Fαu{pR ` 1q.
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5.2 Specific change-point location test
The above goodness-of-fit statistic can also be used to construct a test for evaluating a
given change-point location. Suppose our current model has k correctly identified change
points. Let δ P ∆j,η be a proposed specific location for a new change point within jth
regime, where
∆j,η “
!
t : Tˆj´1 ` pTˆj ´ Tˆj´1qη ď t ď Tˆj ´ pTˆj ´ Tˆj´1qη
)
(17)
is a subinterval within jth regime with η ą 0 large enough to ensure sufficiency of data
around the hypothesized change point location. This allows us to define segments Dδ´1 “
tpyt, xtq : t P pTˆj´1, δqu and Dδ`2 “ tpyt, xtq : t P rδ, Tˆjqu, which divide the current jth
regime into left and right parts.
Under the null hypothesis of no change at δ, we can estimate a model on Dδ´1 to
obtain post-regularization coefficients β˜δ´ and the corresponding residuals U δ´1 “ tu˜t “
yt ´ x1tβ˜δ´ : pyt, xtq P Dδ´1 u. Since no change is assumed to take place, the coefficients
β˜δ´ estimated from the left segment can also be applied on Dδ`2 to produce residuals
U δ`2|1 “ tu˜t “ yt ´ x1tβ˜δ´ : pyt, xtq P Dδ`2 u for the right segment. The fact that we reuse
the coefficients estimated from the first segment is highlighted by the subscript. Now a
test statistic for the null of no change point at δ is obtained by considering a test for
homogeneity in distribution,
H0 : F
δ´ “ F δ`, (18)
where U δ´1 „ F δ´ and U δ`2|1 „ F δ`. For any α P p0, 2q, the corresponding test statistic is
then given by FαpU δ´1 , U δ`2|1 q as defined in Section 5.1. Again, in the absence of distributional
assumptions, this statistic can be implemented as a permutation test.
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6 Computing the global minimizers
A brute-force approach to solve the minimization problem defined by (1) and (2) is to
consider a grid search. As the number of change point is a discrete parameter that can
take only a finite number of values, use of grid search would guarantee the detection of
optimal break points. However, as the number of potential change point increases k ą 2,
the strategy will quickly become inefficient as the number of operations required would
increase at rate OpT kq. As proposed by Bai and Perron (2003), this can be alleviated by
considering a strategy that is motivated by the principle of dynamic programming (Bellman
and Roth, 1969; Fisher, 1958). The approach suggested in this section is somewhat similar,
but the special nature of the non-parametric test statistic and the use of regularization
estimation makes the problem computationally more demanding and increase the need for
memory.
6.1 Estimation with a known number of change points
Let S‹αptTm,nuq denote the value of the multi-sample energy-distance (4) obtained from
the optimal partitioning of the first n observations using m change points. The optimal
partitioning can be expressed as a solution for a recursive problem:
S‹αptTk,T uq “ inf
kτďtďT´τ rS
‹
αptTk´1,tuq ` Aαpt` 1, T qs , (19)
where Aα is the additional energy distance produced by adding the residuals estimated
from period t ` 1 to T , and τ ą 0 is an imposed constraint on the minimum length of
any regime. If U‹1 , . . . , U‹k represent the k residual samples that follow from the optimal
partitioning of t first observations with k ´ 1 change points, and Uk`1 denotes from t ` 1
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to T , the additional energy distance is given by
Aαpt` 1, T q “ SαpU‹1 , . . . , U‹k , Uk`1q ´ SαpU‹1 , . . . , U‹k q
“
kÿ
j“1
´nj ` nk`1
2T
¯
dαpU‹j , Uk`1q
(20)
where nj and nk`1 are the sample sizes of U‹j and Uk`1.
The solution approach is based on the fact that the number of possible regimes is at
most T pT ` 1q{2 and hence the number of times the regularized estimation needs to be
performed is no more than of order OpT 2q. Furthermore, it is important to note that many
of these candidate regimes are not admissible, when we take into account the requirement
that the minimum admissible length for any regime considered by the model is τ . Majority
of the cost of this algorithm follows from the computation of a triangular matrix of pairwise
energy distances between all admissible regimes. Once the distance matrix is known, the
recursive formulation (19) to find the optimal k-partitioning can be solved quickly, and will
essentially follow the approach suggested in Bai and Perron (2003). For a given k ě 1, the
recursive algorithm is outlined as follows:
Step 1: Start by finding the optimal single change point partitions for all sub-samples
that allow a potential change point to occur in rτ, T ´ kτ s. This will require storage of
T ´ pk ` 1qτ ` 1 single point partitions and the residuals corresponding to these models.
The ending dates for the partitions will be in r2τ, T ´ pk ´ 1qτ s.
Step 2: The second step will proceed by computing optimal partitions with two change
points that have ending dates in r3τ, T ´ pk ´ 2qτ s. For each possible ending date, we
will then find which single change point partition from the first step will minimize the
total energy distance of thus obtained two change point partitioning. To avoid duplicate
computation of energy distances, any pairwise distance computation between potential
segments should be stored for later use. As a result, we get a collection of T ´ pk` 1qτ ` 1
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models with two change points.
Step 3: The steps will continue in a sequential manner until a set of T´pk`1qτ`1 models
with optimal k´1 partitions is obtained, where ending dates are in range rpk´1qτ, T ´2τ s.
The algorithm will now terminate by finding which of these k ´ 1 partitions will minimize
the energy distance of the complete sequence, and hence produce a solution for (19).
6.2 Estimation with an unknown number of change points
Generally, the number of change points is not known apriori, and needs to be estimated
along with the locations of the breaks. To address this, we suggest complementing the
above dynamic programming approach with a sequence of nonparametric change point
tests that can be used as a termination criterion.
Let p0 be a selected critical value for tests, and let Mk be an initial model with k change
points (small number) that has been estimated with the approach described in Section 6.1.
In the spirit of Section 5.2, we can now consider an approach, where each of the k ` 1
segments in the k change point model is evaluated for an additional change point. If the
model with additional change point has considerably smaller multi-sample energy statistic
than the k point model, we can conclude in favor of the model k ` 1 points. Suppose that
Tˆ1, . . . , Tˆk is a sequence of estimated k change points that globally minimize the multi-
sample energy distance in a sequence of T observations. The ideal location for the new
structural change point is found by solving
min
1ďjďk`1 minδP∆j,η
TαpU1, . . . , Uj´1, U δ´j,1 , U δ`j,2 , . . . , Uk`1q, (21)
where ∆j,η is defined as in (17), and U
δ´
j,1 , U
δ`
j,2 denote the residuals associated with the new
partitioning at δ, respectively.
In pseudo-code, the sequential procedure can be outlined as follows.
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function StructChange(Mk, p0)
Find j and δ which solve (21).
Estimate residuals U δ´j,1 and U
δ`
j,2|1 under the null of no change.
pk :“ bootstrap p-value for test FαpU δ´j,1 , U δ`j,2|1q.
if pk ă p0 then
Mk`1 :“ estimate of k ` 1 point model using algorithm in Section 6.1.
(Optional: construct Mk`1 from Mk by inserting new change point at δ.)
StructChange(Mk`1, ζ, p0)
else
STOP
end if
end function
Here we start with a simple model. If the proposed model fails the overall goodness-of-fit
test (16), we next check the stopping criterion. If threshold is exceeded, a new change point
model is estimated. The procedure is then repeated by increasing the number of change
points k sequentially until the stopping criteria and goodness-of-fit tests no longer support
addition of further structural change points.
6.3 Nonparametric splitting algorithm
Solving the recursive problem (19) requires OpT 2q operations for any k. To provide a faster
alternative, we can consider a heuristic that gives similar results under most settings.
The logic of the algorithm resembles the structure of binary segmentation, but instead of
marking the segment boundaries as direct estimates for change points, we use the splitting
technique to only zoom into promising regions without making any statements on the exact
locations of the change points at this stage. The determination of the exact change point
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locations is done at the last stage.
Again, we can use pseudo-code to describe the procedure as follows. Let s and e done
the start and end points of the timeline, where the change points are expected to occur. We
require that τ ď s ă e ď T ´ τ , where τ is the minimum length of regime. The parameter
l ě τ controls the number of segments used in the initial search, and p0 is the selected
critical value to be used for the test statistics. The last parameter γ controls the rate at
which the size of search regions at different stages is reduced.
function NSA(s, e, l, p0, γ)
R :“ X e´sl \ is the number of segments with minimum length of l
IRs,e :“ ordered partitioning of interval rs, es into R segments rsr, ers,
r “ 1, . . . , R (of equal length).
if first time of calling the method then
Augment sets rs0, e0s :“ r0, ss and rsR`1, eR`1s :“ re, T s into IRs,e.
end if
for each rsr, ers P IRs,e do
Define Dr :“ tpyt, xtq : t P rsr, ersu and Dr`1 :“ tpyt, xtq : t P rsr`1, er`1su.
Estimate regularized coefficients βr on Dr.
Compute residuals Ur and Ur`1 using βr on both data-segments.
Calculate pr :“ bootstrap p-value for FαpUr, Ur`1q
if pr ă p0 and er`1 ´ sr ą 2τ then
Drill down into the region Dr YDr`1:
NSA(sr ´ τ , er`1 ` τ , l1, p0) with l1 :“ γl ě τ (e.g., γ “ 0.5).
else if pr ă p0 then
Find the exact change point location in τ -extended region:
δ‹ :“ argmax
δPtsr´τ,...,er`1`τu
FαpU δ´1 , U δ`2|1 q
add δ‹ to the set of estimated change points
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end if
end for
end function
The procedure is initialized by calling NSA with s and e corresponding to the maximum
admissible interval. The choice of l gives an upper bound of tT {lu for the expected number
of change points. The main approach used in NSA is to sequentially split the overall
timeline into smaller segments. The splitting is continued only in those regions that are
indicated by distributional homogeneity test statistics as areas where a structural change
may have occurred. As in Section 5.2, the comparison of each pair of regions is carried out
under the null hypothesis of no change; i.e., the coefficients estimated from the first region
are assumed to be valid also on the second. It is noteworthy that these steps are only
limiting the potential search regions without trying to actually locate the change points.
Once the search has narrowed down into small enough regions, we can start to locate
the exact change-points. To account for the fact that the change point may occur at
the boundaries of the region, we expand the region by adding a τ -neighborhood for every
candidate point. If rsr, er`1s represents the final search region, its τ -expansion is given by
rsr ´ τ, er`1 ` τ s. This will now allow for the former region boundaries sr and er`1 to be
also considered as possible locations for structural change.
7 Simulation studies
In this section, we compare the performance of the energy distance based approaches against
the leading competitors that are available as R packages or as source code from authors.
Since the main benefit of NDP (Nonparametric Dynamic Programming) and NSA (Non-
parametric Splitting Algorithm) is their ability to operate even under heavy-tailed errors
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or outlier contamination, we construct several test datasets to get insights on the circum-
stances where different algorithms should be used.
7.1 Simulation settings
We consider the following data generating processes with three structural change points:
yt “ x1tβj ` ut, t “ 1, . . . , 600,
for j “ 1, . . . , 4. The locations of the structural change points are fixed at pT1, . . . , T3q “
p60, 300, 480q. All explanatory variables xt are simulated from a standard normal distribu-
tion. Different test setups are then obtained by varying the following factors:
• Number of response variables yt P Rq: Though the use of energy distance is best
motivated in multivariate systems, it is worthwhile to compare its performance also
when yt is univariate. Therefore, we consider cases with q P t1, 3u. The results are
discussed separately in Sections 7.2 and 7.3.
• Number of explanatory variables xt P Rp: In the setups of Sections 7.2 and 7.3, we
keep p fixed at 5. The benefits of regularization is studied in a separate experiment,
where p is varied from 3 to 100. The results are reported in Section 7.4.
• Magnitude of structural changes: Obviously, the size of a structural change affects the
analysis significantly. As a measure for the size of a structural change, we use L1-norm
between coefficient matrices of subsequent regimes, denoted by d :“ }βj ´ βj´1}1. In
both univariate and multivariate simulations, we consider cases with d P t1, 2u.
• Distribution of disturbance ut: To evaluate the impact of disturbance distribution, we
compare the performance of different algorithms under normal distribution Np0, 0.1q
and heavy-tailed Student’s t-distribution tp3q.
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• Amount of outliers: Since real world data usually have outliers, we vary this charac-
teristic as well by drawing observations from normal distribution with large variance
Np0, 5q. The percentage of outliers infused into the models is either 0% or 10%.
Table 1: Model configurations obtained by varying the magnitude of structural change,
amount of outliers, and disturbance distribution. The magnitude of change is defined as
d :“ }βj ´ βj´1}1, j ą 1.
Model Magnitude of change Amount of outliers Disturbance distribution
d=1 d=2 0% 10% N(0,1) t(3)
(1) x x x
(2) x x x
(3) x x x
(4) x x x
(5) x x x
(6) x x x
(7) x x x
(8) x x x
Table 1 shows alternative model configurations that have been obtained by varying the
magnitude of structural change, amount of outliers, and disturbance distribution. The
number of configurations gets further multiplied by 2 to allow the investigation to be
carried out separately for univariate and multivariate response. As a result, we obtain 16
combinations of the settings: (i) 8 models with univariate response; and (ii) 8 models with
multivariate response. In addition to these, we have one special experiment investigating
the impacts of regularization by varying the number of explanatory variables. In total, 17
different simulation settings are considered.
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7.2 Univariate simulation study
The model coefficients used in the simulation are provided in Table 2, which shows how
they have been varied over time as a step function for different magnitudes of structural
change. As the main benchmark for performance, we consider the most widely adopted
structural change detection algorithm (BP) developed by Bai and Perron (1998, 2003).
Similar to our NDP, this algorithm uses dynamic programming to find the change points
that are global minimizers of the sum of squared residuals. In BP, the number of changes
is detected by using a sequential method based on a test with a null hypothesis of k
breaks against k ` 1 breaks. As a second baseline, we consider the Parametric Splitting
Algorithm (PSA) proposed by Gorskikh (2016), which is based on parametric assumptions
and sequential application of Chow-test. Appendix B provides additional information on
how these methods were used in our simulation study.
To compare the selected 4 algorithms (NDP, NSA, BP, PSA), we run them over 1000
simulated datasets for all models described in Table 1 using the coefficients from Table 2.
Two performance measures are considered. First, we examine the distribution of kˆ ´ k,
the difference between number of estimated and true change points, to see how well the
algorithms can detect the correct number of change points. However, this distribution
statistic does not take the locations of the change points into account. Therefore, as a
complementary statistic, we propose
R “
minpk,kˆqÿ
i“1
|Ti ´ Tˆi| ` r|k ´ kˆ|, (22)
which measures the prediction error of an algorithm both in terms of location as well
as number of detected points. Here, r is a penalty calculated for each model separately
as a maximum of the change location prediction errors among all the methods and model
configurations. The sequences of detected and true change points are denoted by Tˆ1, . . . , Tˆkˆ
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Table 2: Univariate model coefficients for different magnitudes of structural change. The
coefficient vector is allowed to vary in a stepwise manner across regimes. The number
of non-contributing variables is always 2. The magnitude of change is defined as d :“
}βj ´ βj´1}1, j ą 1.
Magnitude of change Regime j βj,1 βj,2 βj,3 βj,4 βj,5
d “ 1 1 1 1 1 0 0
2 2 1 1 0 0
3 1 1 1 0 0
4 1 2 1 0 0
d “ 2 1 1 1 1 0 0
2 1 3 1 0 0
3 3 3 1 0 0
4 5 3 1 0 0
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and T1, ..., Tk, respectively. Smaller values of the statistic indicate better performance.
Results from the univariate simulation study are given in Table 3. In general, all of the
methods are able to process non-contaminated and normally distributed models 1 and 5
quite well, while the other cases are not so straightforward. For instance, the performance
of PSA is excellent (with virtually 100% detection rate and R “ 0) for models 1 and 5.
However, problems emerge when some noise is added. In the rest of the cases, PSA fails to
detect any changes and its R value is largest in each group. At the same time, the three other
methods seem to be more robust. The detection rate observed for the main benchmark BP
is considerably higher than that for PSA, even though it is heavily influenced by the size of
a change d. When small changes are considered (models 1-4), BP tends to underestimate
the number of breaks in these cases. But for larger change magnitudes (models 5-8),
BP becomes a strong competitor. However, the nonparametric alternatives, NDP and
NSA, outperform other techniques when configurations with heavy tailed disturbances or
substantial amount of outliers are considered. Based on the distribution of kˆ ´ k, both
NDP and NSA are practically equally good. However, if R value is taken into account,
NDP appears to be always more accurate than NSA. This is to be expected as NDP relies
on dynamic programming, while NSA is just a heuristic approximation of the procedure.
7.3 Multivariate simulation study
The setup of the multivariate simulation study is relatively similar to the univariate case,
except that we have q “ 3 as the number of response variables. Otherwise, the test models
are configured as described in Table 1. The corresponding coefficient matrices for the
models are given in Table 4. As our main benchmark, we consider the method introduced
by Qu and Perron (2007). Hereafter, we will refer to it as QP. It is designed to estimate
multiple structural changes that occur at unknown dates in a system of equations. QP is
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Table 3: Simulation study for models with univariate response. Distribution of kˆ ´ k for
the various competing methods over 1000 simulated sample paths and corresponding R
values reflecting prediction accuracy defined by (22). Small values of R indicate better
performance.
kˆ´ k
Method Model ď ´3 -2 -1 0 1 2 ě 3 R
NSA (1) 100.0 7.5
NDP 100.0 1.3
BP 1.4 63.8 34.8 25.4
PSA 100.0 0.0
NSA (2) 0.6 7.9 28.4 39.5 20.5 3.1 59.9
NDP 0.6 7.9 30.0 38.5 19.6 3.4 48.3
BP 1.0 95.1 3.9 85.3
PSA 99.9 0.1 119.9
NSA (3) 3.0 39.0 57.7 0.3 29.5
NDP 2.4 41.9 55.4 0.3 21.3
BP 1.2 97.7 1.1 82.2
PSA 88.9 10.8 0.3 111.5
NSA (4) 17.7 40.0 31.0 10.1 1.1 0.1 83.8
NDP 17.2 40.8 30.3 10.6 0.9 0.2 71.6
BP 17.5 82.4 0.1 93.3
PSA 100.0 120.0
NSA (5) 100.0 7.6
NDP 100.0 1.1
BP 0.4 99.6 11.3
PSA 100.0 0.0
NSA (6) 0.3 7.8 45.5 38.8 7.6 46.1
NDP 0.3 6.9 46.5 38.5 7.8 31.4
BP 2.9 59.9 37.1 53.1
PSA 99.8 0.2 119.9
NSA (7) 3.6 95.7 0.7 13.1
NDP 4.2 95.1 0.7 8.2
BP 6.8 70.4 22.8 37.5
PSA 88.8 10.4 0.8 111.1
NSA (8) 0.9 9.8 34.4 44.5 9.8 0.6 46.2
NDP 0.7 10.4 33.4 44.8 9.8 0.9 35.1
BP 38.8 57.1 4.1 59.2
PSA 100.0 120.0
42
based on normal errors and likelihood ratio type statistics. To evaluate the performance of
NSA, NDP and QP, we use the two measures as previously: the R statistic defined in (22)
and the differences kˆ ´ k between the number of estimated and actual structural change
points.
Table 5 shows the results. Again, all three methods appear to perform well under
normality and absence of noise (models 1 and 5). In these cases, the average detection rate
is almost 100% and also the prediction errors as measured by R are very small. However,
adding noise in the form of outliers and/or non-normal error distribution immediately
lowers the accuracy (which appears as higher R scores in the Table 5), especially when the
magnitude of the structural change is small. For instance, QP recovers only 14% of the
breaks under model 4, and it has a tendency to underestimate the number of breaks in
all models, except 1 and 5. NSA and NDP, on the other hand, show better performance
in all cases, especially in models 5 to 8. Furthermore, as in the univariate case, NSA and
NDP are similar in terms of observed kˆ ´ k differences, while judging by prediction error
measure R, NDP always outperforms NSA.
7.4 Variable selection
One of the main benefits of NSA and NDP techniques is their ability to use regularization
techniques to perform variable selection within regimes. When the number of variables
grows large, also the amount of nuisance variables is likely to grow proportionately. To
demonstrate the benefits of using regularization in eliminating nuisance variables, we com-
pare the performance of NSA and BP in terms of model 5 with 3 breaks, univariate response,
and the number of explanatory variables varying between 3 and 100, i.e., p P t3, . . . , 100u.
NDP is not included in the comparison for computational reasons, since its performance is
mostly similar to NSA. The number of contributing variables is held constant in all models.
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Table 4: Multivariate models coefficients for different magnitudes of structural change.
The coefficient matrix is allowed to vary in a stepwise manner across regimes. The number
of non-contributing variables is always 2. The magnitude of change is defined as d :“
}βj ´ βj´1}1, j ą 1.
Change size Regime j Equation # βj,1 βj,2 βj,3 βj,4 βj,5
d “ 1 1 1 1 1 1 0 0
2 2 1 1 0 0
3 1 1 1 0 0
2 1 2 1 1 0 0
2 2 1 1 0 0
3 1 1 1 0 0
3 1 2 1 1 0 0
2 1 1 1 0 0
3 1 1 1 0 0
4 1 2 1 1 0 0
2 1 1 1 0 0
3 1 2 1 0 0
d “ 2 1 1 1 1 1 0 0
2 1 3 1 0 0
3 3 3 1 0 0
2 1 1 3 1 0 0
2 1 3 1 0 0
3 3 3 1 0 0
3 1 1 3 1 0 0
2 3 3 1 0 0
3 3 3 1 0 0
4 1 1 3 1 0 0
2 3 3 1 0 0
3 5 3 1 0 0
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Table 5: Simulation study for models with multivariate response. Distribution of kˆ ´ k
for the various competing methods over 1000 simulated sample paths and corresponding
R values reflecting prediction accuracy defined by (22). Small values of R indicate better
performance.
kˆ´ k
Method Model ď ´3 -2 -1 0 1 2 ě 3 R
NSA (1) 100.0 7.7
NDP 100.0 1.3
QP 4.0 96.0 2.1
NSA (2) 9.6 27.5 40.9 17.9 3.8 0.1 64.8
NDP 8.6 27.9 40.0 20.2 3.1 0.1 51.4
QP 48.0 16.0 20.0 8.0 8.0 72.7
NSA (3) 19.7 49.2 28.7 2.3 49.1
NDP 19.3 49.2 28.5 2.9 0.1 44.7
QP 44.0 18.0 22.0 10.0 6.0 73.6
NSA (4) 25.0 40.6 25.8 7.7 0.8 73.2
NDP 25.7 39.0 27.6 6.7 1.0 65.9
QP 56.0 14.0 4.0 12.0 14.0 77.7
NSA (5) 100.0 7.9
NDP 100.0 1.0
QP 100.0 1.5
NSA (6) 1.8 13.7 40.7 34.8 9.0 54.9
NDP 1.50 14.30 40.7 34.40 9.0 0.1 48.3
QP 84.0 12.0 4.0 69.3
NSA (7) 12.7 81.6 5.7 19.5
NDP 0.1 12.7 81.8 5.4 13.9
QP 52.0 28.0 10.0 6.0 4.0 64.1
NSA (8) 9.2 32.2 38.3 18.0 2.2 58.9
NDP 9.9 32.4 38.0 17.4 2.2 45.8
QP 68.0 12.0 8.0 8.0 4.0 74.1
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That is, we always have have only 3 predictors with non-zero coefficients and the rest of
the variables are generated from a standard normal distribution with no correlation to the
response.
Figure 2 shows the results. If p P t3, . . . , 10u, both methods are able to detect all three
changes. However, already for p P t20, . . . , 30u, BP starts to miss one change point. When
p P t40, . . . , 90u, it omits 2 changes, and after p ą 90 BP is no longer able to detect any
changes. Since the algorithm does not attempt to regulate the number of contributing
variables, the noise becomes eventually overwhelming as the number of nuisance variables
grows. However, the performance of NSA remains stable over all p P t3, . . . , 100u, and it
detects the three breaks consistently. Such ability to learn both the number of structural
changes as well as the corresponding subsets of contributing variables can prove particu-
larly helpful in business analytics, when the analyst has insufficient prior information to
screen the variables. This is typical, for instance, in news analytics applications where the
number of event variables can be very large but only a small fraction of them are actually
contributing to the model performance in the different regimes.
8 Application to financial news analytics
Fluctuations in stock prices are commonly attributed to the arrival of public news. While
the continuous flood of news helps investors to stay on top of important events, it is at
the same time increasingly difficult to judge what is the actual information value of a
news item (Koudijs, 2016; Yermack, 2014; Boudoukh et al., 2013). Considering the large
volume of news produced everyday, it is safe to assume that only a tiny fraction of them
will actually be reflected in trading activity. Moreover, as market efficiency has improved,
the lifespan of news has shortened, which implies that also predictive relations between
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Figure 2: Number of changes detected by NSA and BP in different datasets with the
number of explanatory variables ranging from 1 to 100.
news and stock prices are shorter-lived. As a result, statistical models trying to capture
these dependencies will be exposed to structural changes, where both parameter estimates
as well as the set of contributing news variables can vary from one regime to another in
a discontinuous manner. In particular, this is likely to hold true in times of crisis, which
tend to show non-stationary behavior (Mu¨nnix et al. 2012).
8.1 Extraction of events from Reuters news-wire
To demonstrate our approach in the context of news analytics, we consider Thomson
Reuters financial news-wire data set from years 2006 to 2009, which covers the recent
credit crunch -period that led to the collapse of Lehman Brothers. While analyzing the
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data, we are interested in identifying potential structural breakpoints as well as the subsets
of news variables that are relevant for predicting banking sector returns within correspond-
ing regimes. The experiment is carried out in two steps: (i) First, we use a deep neural
network to annotate news with event tags (Appendix A). Each tag indicates whether a
certain news-event has been found in a document. (ii) Second, the event indicators are
then aggregated into time series showing the number of times each event-type has been
mentioned within a given time step. The aggregation is done separately for each company.
To ensure sufficient news coverage for each bank, the study was restricted to the following
large banks: Bank of America, Bank of New York Mellon Corp, Citigroup, Capital One
Financial Corp, Goldman Sachs, JP Morgan Chase & Co, Morgan Stanley, PNC Financial
Services Group, U.S. Bancorp, Wells Fargo & Co.
Figure 3: News arrival rates for major banks.
To provide a bird’s eye view of the data, Figure 3 shows the number of news for the
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selected subset of large banks between 2006 and 2009. On average, Reuters has published
around 530 news per day dealing with the 9 selected banks. A quick glance at the graph
shows that both amount of news as well as variance in the arrival rate has increased since
the beginning of 2007. The pattern is even more pronounced when considering the number
of events per day as shown in Figure 4. The average event arrival rate has been around
3850 mentions per day. However, the number of distinct events is considerably smaller,
since there are typically multiple event-mentions that refer to the same underlying event.
Figure 4: Event arrival rates (number of event-type mentions per day) for major banks.
8.2 Detection of structural changes during financial crisis
Next, we applied the non-parametric structural change detection algorithm NSA on the
banking industry returns. The analysis was done both as univariate runs for each bank
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separately as well as a multivariate run covering all banks simultaneously. All models were
estimated using L1 norm as the regularization function ϕ. The regularization strength
parameter γn was selected using Bayesian information criterion. The results are shown in
Figures 5 and 7, respectively. For convenience, we show only four banks, since the graphs
of the remaining 5 banks are very similar. In general, it looks like 2 or 3 structural change
points are found. The multivariate statistic suggests 3 change points, which are located in
the middle of May-2007, May-2008 and August-2008. When considering the statistics for
the individual banks, we see a bit more variation in number and location of changes, but
they are, nevertheless, quite close to the ones detected by the multivariate statistic.
Figure 5: Multivariate energy-distance statistic. The dashed vertical lines indicate the locations
of structural change points detected using bootstrap test statistics.
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Figure 6: Macro-events timeline.
The macro-events timeline in Figure 6 gives rather natural explanations for the four
regimes found by the multivariate statistic: (i) The first regime (01/03/2006 - 05/17/2007)
can be interpreted as the escalation of subprime mortgage bubble into a recession. As home
prices fell and Fed rates remained high, many homeowners couldn’t pay their mortgages,
nor sell their homes for a profit. The high number of defaults caused the subprime mortgage
crisis, which by March 2007 was spreading to the financial industry. (ii) The second regime
(05/17-2007 - 05/16/2008) marks the period where the Fed finally takes action to curb the
crisis through sequence of interest rate cuts and plans for bailout programs. (iii) However,
despite the promising actions, the entire economy was already in recession during the
third regime (05/16/2008 - 08/15/2008). This short and unstable regime soon ended as
the mortgage giants Fannie Mae and Freddie Mac succumbed to the subprime crisis in
August 2008. (iv) Their bankruptcy was soon followed by the cases of Lehman Brothers
and AIG. To prevent the financial system from collapsing, the fourth regime (08/15/2008
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Figure 7: Bank-specific energy-distance statistics and structural change points. The dashed
vertical lines indicate the locations of structural change points detected using bootstrap test
statistics.
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Figure 8: Collection of bank-specific event-type variables by regime.
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- 01/01/2009) represents the period of massive bailout programs.
Figures 7 and 8 provide more details on the regimes from the perspective of the in-
dividual banks. Notably, the general shape of the energy distance graphs in Figure 7 is
relatively similar, and the variation in the number and length of regimes looks modest.
However, reflecting the unique state of each bank and the underlying dynamics of the
economy, the subset of contributing event-indicators varies considerably across regimes as
well as banks. Although, the overall number of possible event types was over 2000 in the
news wire dataset, the use of Lasso-regularization lead to rather sparse models with only
5-10 variables in each; see Figure 8. When considering the event types by regime, it appears
that they agree quite well with the ones found by the multivariate statistic. However, in
addition to macroeconomic events there are quite a lot of company specific legal issues,
regulatory disputes, and news dealing with their restructuring and recapitalization plans.
As a disclaimer applying to this empirical example with financial data, it is important to
note that there are nor ’right’ or ’wrong’ number of changes. Here, we have a used rather
conservative settings, which allow detection of only substantial changes in the residual
distributions. However, these settings can be naturally adjusted depending on the use case.
For instance, analysts, who need early warning mechanisms, may want to use much higher
detection sensitivity. As seen from Figures 5 and 7, the energy distance statistic shows
many spikes that are not considered as structural changes under the current settings, but
which could be really meaningful as early warning signals that could be utilized by traders
and policy makers alike.
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9 Conclusions
We have studied energy-distance based approaches for structural change detection in lin-
ear regression models. In particular, we consider models with multiple responses and
potentially large number of explanatory variables. Our results show that already weak
moment conditions on regressors and residuals are sufficient to ensure consistent estima-
tion of structural change points. Furthermore, our simulation studies show that even under
heavy-tailed errors or outlier contamination, both locations of structural change points and
subsets of contributing variables can still be detected with high accuracy. Two alternative
algorithms are suggested. The first algorithm is based on the use of dynamic programming
principle to find the change points as global minimizers of the energy-distances between
regime-wise residuals. The second algorithm is a heuristic, which combines nonparametric
energy-distance with a computationally efficient splitting strategy. Though dynamic pro-
gramming always leads to better detection accuracy, the heuristic came very close under
most test configurations in the simulation studies. We also demonstrated the importance
of regularization techniques in eliminating nuisance variables from the models and the
subsequent impact on accuracy of structural change detection.
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Appendix A: News-event detection model
Fine-grained labeling tasks with thousands of categories are difficult to solve using a single
classifier due to model capacity constraints and slow training speed (Ahmed et al. 2016;
Gao et al. 2017). A common strategy to deal with this kind of problem is to divide output
tags into semantically related subgroups (verticals) and train a specialist model per each
subgroup separately. In our financial news analytics case, such strategy is relatively easy
to implement, since there exists a natural taxonomy for organizing the events in a semantic
hierarchy. For example, all fine-grained legal events can be grouped into one vertical while
all outlook events can be grouped into another, and so on (see Figure 9). Each vertical
may have a different number of output tags and also different amounts of training data.
The overall model can then be represented as a tree-structured network with specialists
representing branches. The choice of specialist is guided by a selector model (a course
category classifier) that is optimized to discriminate the verticals.
Figure 9: Multi-specialist network for event tagging
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In our setup, each specialist network as well as the selector are modeled as bidirectional
Long Short-Term Memory (LSTM) networks (Seo et al., 2016) with an attention mechanism
(Figure 10). For simplicity, all event types considered in this study are assumed to be
identifiable from sentence-level data. If identification of document-level events is needed, a
hierarchical attention network can be considered (Yang et al., 2016).
Figure 10: Bidirectional LSTM network with attention mechanism
As described in Figure 10, given a sentence with words wit, t P r0, T s, we first embed
the words to vectors using a pre-trained embedding matrix We. The embeddings are then
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encoded using a standard bidirectional LSTM layer (Seo et al., 2016):
xit “ Wewit, t P r1, T s
ÝÑ
h it “ ÝÝÝÝÑLSTMpxitq, t P r1, T s
ÐÝ
h it “ ÐÝÝÝÝLSTMpxitq, t P rT, 1s
The use of bidirectional LSTM summarizes information from both directions for words.
The contextually enriched word encodings are then obtained by concatenating the forward
and backward hidden states, i.e. hit “ rÝÑh it,ÐÝh its. To extract words that are most relevant
for the identifying the events in the sentence, this is followed by simple word attention
mechanism (Yang et al., 2016) to compute importance weighted encodings. The normalized
importance weights αit are given by
uit “ tanhpWehit ` bwq
αit “ exppu
T
ituwqř
t exppuTituwq
,
where uit is a hidden representation of hit. As a final stage, the importance weighted word
encodings are then passed to a fully connected layer with dropout and soft-max activation,
which will then compute the probabilities for different event labels.
Appendix B: Methods used in the simulation study
In this section, we settings used for the test algorithms and their implementations. In a
univariate case, we had 4 benchmarks: NPD, NSA, PSA, BP. PSA proposed by Gorskikh
(2016), as well as NPD and NSA were implemented by us as an R code. BP (Bai and
Perron, 1998, 2003) is available in an R-package ’strucchange’ (Zeileis, 2001). The ideas
behind the implementation are described in Zeileis (2003).
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The settings for these methods were:
• BP: segment length h=50
• PSA: Θ “ 5, θ “ 3, ∆ “ 50, δ “ 20 (which are correspondingly the number of
contributing parameters and the length of segments at step 2 and 3)
• NSA: γ “ 0.6, l “ 50, s “ τ “ 50, e “ T ´ τ “ 550, p0 “ 5%
• NDP (same as for NSA): τ “ 50, p0 “ 5%.
For all methods, we select the minimum distance between change locations to be 50, which
means that the maximum possible number of breaks detected will not exceed T {τ´1 “ 11.
In a multivariate case, we had 3 competing methods: NPD, NSA and QP. The first two
methods (NPD and NSA) were implemented by us as an R code, whereas QP (Qu and
Perron, 2007) is available as a GAUSS code at Pierre Perron’s homepage http://people.
bu.edu/perron/.
The settings for these methods were:
• QP: m=11 (number of breaks allowed)
• NSA: γ “ 0.6, l “ 50, s “ τ “ 50, e “ T ´ τ “ 550, p0 “ 5%
• NDP (same as for NSA): τ “ 50, p0 “ 5%.
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