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[1] A field measurement campaign was conducted from June to October 2009 in a 20 km2
catchment of the Swiss Alps with a wireless network of 12 weather stations and river
discharge monitoring. The objective was to investigate the spatial variability of
meteorological forcing and to assess its impact on streamflow generation. The analysis of
the runoff dynamics highlighted the important contribution of snowmelt from spring to
early summer. During the entire experimental period, the streamflow discharge was
dominated by base flow contributions with temporal variations due to occasional rainfall-
runoff events and a regular contribution from glacier melt. Given the importance of snow
and ice melt runoff in this catchment, patterns of near-surface air temperatures were studied
in detail. Statistical data analyses revealed that meteorological variables inside the
watershed exhibit spatial variability. Air temperatures were influenced by topographic
effects such as slope, aspect, and elevation. Rainfall was found to be spatially variable
inside the catchment. The impact of this variability on streamflow generation was assessed
using a lumped degree-day model. Despite the variability within the watershed, the
streamflow discharge could be described using the lumped model. The novelty of this work
mainly consists in quantifying spatial variability for a small watershed and showing to
which extent this is important. When the focus is on aggregated outputs, such as streamflow
discharge, average values of meteorological forcing can be adequately used. On the
contrary, when the focus is on distributed fields such as evaporation or soil moisture, their
estimate can benefit from distributed measurements.
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1. Introduction
[2] The runoff generation of many elevated mountainous
basins in the Alps is dominated by snow and glacier melt
during the peak stream runoff period. Changes in the timing
and magnitude of mountainous streamflows due to modifi-
cations in the snowfall regime expected as a result of cli-
mate change [Christoph, 2008]. For instance, increasing air
temperatures should lead to an earlier spring snowmelt and
a reduced snow accumulation in winter [Barnett et al.,
2005]. These changes will have important consequences at
the global scale, especially since a sixth of the world’s pop-
ulation relies on snow or ice melt for their water supply
[Barnett et al., 2005]. Schaefli et al. [2007] have also
shown that a warming climate would result in a reduced
performance of hydropower production in regions like the
Swiss Alps, where large reservoirs are filled annually with
glacier and snow melt.
[3] For water management purposes, it is critical to be
able to monitor and model the hydrology of ice- and snow-
melt-dominated alpine catchments [Nolin et al., 2010]. Pre-
dicting melting rates is a challenging task. For instance,
significant snow drift over the course of the winter results in
strong heterogeneities in the depth of the snowpack and in
the snow-water equivalent by the end of the melting season
[Luce et al., 1998; Anderton et al., 2004; DeBeer and Pom-
eroy, 2010]. The snowpack is also typically deeper at higher
altitudes [Garen and Marks, 2001; Anderson, 2006; Bales et
al., 2006], which are often less well instrumented than lower
portions of the watershed [Robeson, 1995].
[4] The available energy for snowmelt depends on sev-
eral factors, including the local radiation budget, which is
influenced by the slope and the aspect [Cazorzi and Dalla-
Fontana, 1996], the local turbulent fluxes of sensible and
latent heat, and warm-air advection [Sicart et al., 2008].
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The turbulent fluxes and the advection are associated with
the complex circulations that form in the atmospheric
boundary layer over mountainous terrain. For instance, on
a clear-sky day in summertime, winds form along the
slopes of a mountain valley as a result of temperature gra-
dients between the air over the valley sidewalls and at the
center of the valley (D. F. Nadeau et al., Flow during the
evening transition over steep alpine slopes, submitted to
Quarterly Journal of the Royal Meteorological Society,
2011). Several studies have focused on these mountainous
flows and their implications in hydrology [e.g., Lundquist
et al., 2010; Shea and Moore, 2010]. A complete summary
of their fundamental features is given by Whiteman [2000].
[5] Once the primary melting season is over, the runoff
is largely due to some combination of base flow and rain-
fall-runoff events [Brutsaert and Nieber, 1977; Szilagyi
and Parlange, 1999]. In alpine catchments, the precipita-
tion is highly variable in space and time [see Obled et al.,
1994; Smith et al., 2000]. In summertime, for instance,
heavy thunderstorms can locally deliver significant amounts
of water while lasting only a few tens of minutes [Redaño
and Lorente, 1993]. The complex geological and morpho-
logical structures of the watershed will then accelerate or
delay the response, introducing significant nonlinearities in
the rainfall-runoff transformation [Rinaldo et al., 1991;
Stagnitti et al., 1992; Szilagyi and Parlange, 1999; Grayson
et al., 2002; Porporato and Ridolfi, 2003]. Other nonlinear-
ities are caused by the strong correlations between the ante-
cedent soil moisture and runoff coefficients; intensive
convective rainfall events will often generate streamflow
only if the soil is sufficiently saturated [Coles et al., 1997;
Bronstert and Bardossy, 1999; Tromp-van Meerveld and
McDonnell, 2006].
[6] The hydrologic monitoring of the complex processes
taking place in alpine catchments is often limited to one or,
at most, a few point measurements, usually at lower eleva-
tions. The lack of distributed measures remains, even
today, the most difficult aspect to advance hydrologic
science. Indeed, mountainous regions are typically inacces-
sible, and thus, the deployment and maintenance of instru-
mentation are difficult tasks. For hydrologic monitoring
purposes, the representativeness of point measurements ex-
trapolated to the basin scale is questioned [Klemes, 1990;
Blöschl, 1991] since the terrain is usually highly variable
(large range of slopes, aspects, elevations, and surface types)
over several scales [Seyfried and Wilcox, 1995]. The nature
of this spatial variability and the consequences for hydro-
logic simulation have long been discussed within the hydro-
logic community [Obled et al., 1994; Seyfried and Wilcox,
1995; Shah et al., 1996; Arnaud et al., 2002; Atkinson
et al., 2003; Syed et al., 2003; Bales et al., 2006; Pomeroy
et al., 2008; Tyler et al., 2008; Painter et al., 2009; Smith
et al., 2009; Vico and Porporato, 2009; Grünewald et al.,
2010; Flerchinger et al., 2010]. It is often reasoned that the
smaller the catchment, the higher the temporal and spatial
resolutions needed to capture hydrological processes [Smith
et al., 2000; Mandapaka et al., 2009]. A large catchment is
thought to act as a damping filter for input forcing and pro-
duces smoothed output; therefore, the processes can be
sampled and modeled at coarser resolutions [Settin et al.,
2007; Mandapaka et al., 2009]. The response time of a
small watershed (<100 km2) is typically shorter; hence, in
order to describe the output signal, higher spatiotemporal
resolutions are necessary [Niemczynowicz, 1991].
[7] One new generation measuring approach to capture
some of the spatial variability present inside an alpine
catchment is to deploy a wireless sensor network, with mul-
tiple input measurements. Such a network for measuring
meteorological inputs (100 stations) has been success-
fully deployed, perhaps for the first time, by Nadeau et al.
[2009] to quantify regional sensible heat flux. Trubilowicz
et al. [2009] have also used a sensor network (41 stations)
to study the hydrology of a small forested catchment in
western Canada. Both studies highlighted the great poten-
tial of such systems for hydrological studies, given that the
networks were reliable and easy to use.
[8] The monitoring of an alpine catchment is often moti-
vated by the need for inputs in hydrologic models used to
predict the streamflow discharge or soil moisture distribution
for landslide analyses [Simoni et al., 2008]. There is a wide
range of modeling tools available in the hydrologic literature,
from minimal lumped models to fully distributed determinis-
tic models. While there is some debate about the capacity of
distributed models to yield accurate results given the diffi-
culty to gather the necessary input information [Grayson
et al., 1992], some attempts over mountainous basins have
proven to be successful [e.g., Kelleners et al., 2010].
[9] In this study, we instrumented a small (20 km2),
previously ungauged, snowmelt-dominated alpine catch-
ment of the Swiss Alps with a weather station network from
the end of the melting season to the early fall. Water level at
the catchment outlet was also measured continuously and
converted to streamflow through a stage-discharge curve.
The overall goal of this study is to investigate the spatial
variability of meteorological forcing in an alpine watershed
and its impacts on streamflow generation. To address this
goal, the runoff dynamics of the watershed are first ana-
lyzed. Then a statistical analysis of air temperature and rain-
fall measurements collected by the distributed sensor
network is performed to verify the presence of spatial vari-
ability. The impact of spatial variability on streamflow gen-
eration is then assessed using a simple lumped degree-day
model in combination with distributed weather data.
2. The 2009 Field Campaign in Val Ferret,
Switzerland
[10] A field deployment was conducted to investigate the
spatial variability of meteorological forcings and to study
streamflow generation in a steep alpine watershed. The
campaign was initiated in May 2009 and was fully opera-
tional from June to October 2009. The experimental site
(see Figure 1) was located in Val Ferret in the southwestern
Swiss Alps, close to the border with Italy and France. The
site is a subcatchment of the Dranse de Ferret, the main
river of the region. It has a total surface of 20.5 km2 and
altitudes ranging from 1775 m above sea level (asl) at the
outlet to 3206 m asl along the southernmost ridge that bor-
ders Italy. The main axis of the valley runs along the
Dranse de Ferret from southeast to northwest. Figure 2
characterizes the watershed morphology as to the distribu-
tion of elevation and aspect. The river stems from the small
glacier des Angroniettes (0.7 km2), which lies at the
southernmost part of the watershed. The hydrographic right
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side of the catchment is soil mantled and characterized by
mild to moderate slopes covered with meadows. On the
contrary, the hydrographic left side is relatively steep, with
several rocky outcrops and with the vegetation mainly con-
sisting of grassland and sparse firs at lower elevations.
[11] The climate of the study area is characterized by a
long winter where sustained snowfall usually starts in No-
vember, and extensive snow cover is typically found until
the end of May. Springs are normally dry, and summers are
generally mild, with variable thunderstorms and local
weather events, while the fall season tends to have regular
rainfalls over the entire watershed.
[12] The site was selected partly because its hydrology
has not been altered by hydroelectric power plants, which
is not the case for many of the alpine valleys in this part of
Switzerland. Hence, there are neither dams nor pipes modi-
fying the natural hydrology of this area, with the exception
of a drinking water intake (17 L s1).
[13] Most of the data were collected by a wireless net-
work of 12 weather stations (Sensorscope [Ingelrest et al.,
2010]) distributed over both sides of the river, primarily at
the northern end of the catchment. Ten of these stations
(1032–1037 and 1040–1043 on Figure 1) were operational
from June to mid-October. The two stations located at the
southern end (1038 and 1044) collected data over the glacier
des Angroniettes from September to mid-October. Each sta-
tion was equipped with several meteorological sensors (pre-
cipitation, wind speed and direction, solar radiation, air
temperature and humidity, and skin temperature) and soil
sensors (moisture, temperature and suction). In this particular
study, air temperature, rainfall, and soil moisture are used.
The air temperature measurements were collected at 1.5 m
above the surface using a Sensirion SHT75 sensor protected
by a radiation shield. It is known that such temperature
measurements can be susceptible to heating effects because
of radiative loading [Huwald et al., 2009]. In this study we
ignored these effects on our temperature measurements since
we are currently undertaking new field campaigns to assess
how much of an impact this can have. Rainfall was meas-
ured with a tipping bucket rain gauge (Davis Rain Collector
Figure 1. (a) Three-dimensional view of the study area built on a 25 m digital elevation model. Sensor-
scope stations are displayed with points and labels. Stations 1038 and 1044 are located on the glacier des
Angroniettes. Details on the stations are provided in Table 3. (b) A Sensorscope station.
Figure 2. (a) Normalized radial histogram of aspects in the watershed. (b) Normalized histogram of
elevations in the watershed. Note that pdf stands for probability density function.
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II) installed 0.4 m above the ground. The soil moisture data
were obtained with a Decagon ECH2O EC-5 probe located
30 cm below the surface. The position of the soil sensors
was chosen to capture the soil response to rainfall infiltra-
tion. Indeed, installing these sensors too close to the surface
would cause the measurements to be biased by surface proc-
esses, such as heat exchanges between the soil and the
atmosphere. All data were taken at 1 min intervals and were
accessible in real time on the Internet (http://www.climaps.
com). The wireless network relied on Sensorscope technol-
ogy, which consists of a system of master and slave stations,
where the master transmits the data collected by the slave
stations to a remote server using a general packet radio serv-
ice (GPRS) connection [Nadeau et al., 2009; Ingelrest et al.,
2010]. Given the alpine character of the site, these stations
are necessarily light, robust, and relatively easy to deploy. In
the 2009 version of the wireless network, the distance
between two Sensorscope stations could not exceed 400 m
due to the rough and steep terrain (over flat terrain, distances
of 2 km between stations were achievable). These constrains
have more recently been extended. Apart from this factor,
the locations of the Sensorscope stations were determined by
selecting the most representative morphological features of
the catchment in terms of slope, aspect, and elevation.
[14] The river water level was continuously monitored
with a pressure transducer, 5 min sampling rate, installed
at the catchment outlet (see Figure 1) from May to October
2009. The streamflow was derived via a stage-discharge
relationship (see Figure 3), where discharge measurements
were taken with the salt dilution method on a weekly basis.
The empirical coefficients found are presented in section 3.
These coefficients are considered valid for the duration of
the experiment given that there were no major episodes of
sediment transport or debris flow that would have altered
the geometry of the stream section (see section 3).
3. Dynamics of the Streamflow Generation
[15] By regressing the water levels and the discharge
measurements, the following stage-discharge relationship
was obtained:
Q ¼ 1:594ðh þ 15:557Þ2:027; ð1Þ
where Q is the discharge in L s1 and h is the water level in
cm. The associated coefficient of determination is r2 ¼ 0.935.
[16] Throughout the experiment, the discharges observed
varied from 7 m3 s1 in mid-June to approximately 0.4 m3 s1
at the end of October (Figure 3). The watershed runoff was
highly dominated by snowmelt from May to mid-July. Dur-
ing this period, the discharges followed a clear diurnal cycle
with maximum values in the late afternoon. The amplitude
of the diurnal fluctuations in Q decreased later in the season
in response to the depleting snowpack. Indeed, in early June
the watershed was almost completely covered by snow,
while around mid-July only a few patches of snow remained
in the shaded gullies. Toward the end of September, the dis-
charge was around a few hundreds liters per second, with
diurnal variations of some tens of liters per second.
[17] The diurnal cycle of Q was highly correlated with
air temperature fluctuations (Figure 4b). For instance, from
7 to 12 July, the air temperatures dropped, reducing the
snowmelt and resulting in a strong decrease in streamflow
magnitude (Figure 4a). The glacier melt diurnal contribu-
tion to streamflow is more obvious when the snowmelt
was significantly smaller in July. The glacier melt and
snowmelt signatures in the diurnal cycle of Q are funda-
mentally different. The glacier acts as a single source of
water located at the headwater of the river, resulting in a
saw-tooth shape in the discharge signal. On the other hand,
the snowmelt was a relatively well distributed source of
water throughout the hillslopes and the channel network,
resulting in a symmetric shape in the discharge signal. Note
that the amplitude of the glacier signal remained quite con-
stant throughout the season (approximately 0.2 m3 s1).
This behavior could be due to the fact that the glacier sur-
face area did not vary significantly and that the mean daily
temperature within the glacier area varied less than in other
parts of the catchment.
[18] Rainfall-runoff response depends on antecedent soil
moisture [Loague and Freeze, 1985; Brutsaert, 1986; Zehe
et al., 2010], both in terms of magnitude and timing. Figure
4a shows responses of different magnitude and timing for
similar rainfall events, such as those of 24–25 July and
24–25 August. The peak of 2.5 m3 s1 on 24 July was
enhanced by the nearly saturated soil prior to the rainfall
(see Figure 4c). Since soil moisture was lower on 24 August,
a larger amount of water could infiltrate into the soil. As a
consequence, the increase in river discharge was relatively
smaller and slower.
Figure 3. Time series of river flow for the study period. The black curve is obtained from the stage-
discharge relationship (see section 3), and the red dots are discharge measurements obtained with the
salt dilution method.
W10524 SIMONI ET AL.: HYDROLOGIC RESPONSE OF ALPINE WATERSHED WITH SENSOR NETWORKS W10524
4 of 16
[19] A seasonal decreasing trend in the streamflow was
also evident throughout the experimental period. This trend
reflected the long-term base flow drainage [Brutsaert and
Nieber, 1977]. Since we are mainly interested in the effects
of spatial variability related to short and midterm processes,
we do not investigate in detail the smoothing effect of base
flow recession on discharge [see, e.g., Szilagyi et al., 1998].
4. Spatial Variability of Air Temperature and
Rainfall
[20] In this section, we investigate the spatial variability
of air temperature and rainfall inside the watershed by per-
forming statistical tests and studying the existence of hori-
zontal or vertical patterns.
[21] Air temperature and rainfall data were searched for
a dependence structure across the study area. The box plots
of hourly averaged air temperature and rainfall data are
shown in Figure 5 for the 1 month period (mid-September
to mid-October) when all the stations were operational.
Clearly, air temperature is highly variable throughout the
watershed, with medians ranging between 5C and 10C
(see Figure 5a). As expected, the two stations on the glacier
report colder temperatures than the others. The spatial vari-
ability of daily precipitation is also nonnegligible, as seen
on Figure 5b.
4.1. Analysis of Variance
[22] One crucial question regarding the 12 meteorologi-
cal data sets collected by the sensor network is whether
Figure 4. (a) Time series of river discharge for the study period. The black curve is obtained from the
stage-discharge relationship (see (1)). Four main components are evident : snow and glacier melt, rainfall
runoff, and deep drainage decay. Rainfall measurements from station 1043 are shown in blue. (b) Near-
surface air temperatures measured at station 1043. (c) Soil moisture 20 cm below the surface measured
at station 1043. Rainfall measurements from station 1043 are shown in blue.
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they belong to the same statistical population or not. To
evaluate this, we need to verify if the total variance is
explained by the variance of each individual data set
(group) or by the variance between each data set.
[23] The variance within the group means that the vari-
ability is intrinsic to the process itself and that it is inde-
pendent of the location where it was measured. On the
other hand, when there exists a variance between each
group, there is a variability linked to the location where the
data were collected. In this case, the intrinsic variability of
the variable is enhanced by external factors such as mor-
phology and orographic effects.
[24] There are several techniques to investigate data vari-
ability. Analyses of variance (ANOVAs) are typically used
for this purpose, provided that all data sets are independent,
are normally distributed, and share the same variance.
Since this is not necessarily the case for air temperature or
rainfall, we use a nonparametric test, the Kruskal-Wallis
test [Kruskal and Wallis, 1952; Ernst, 2004]. Different
from ANOVA, the Kruskal-Wallis test is based on ranking
observations such that an assumption of normality is not
necessary. It compares the medians of three or more
unpaired groups; values are ranked from low to high, and
analyses are based on the distribution of those ranks. For
each group, ranks are summed, and discrepancies among
sums are combined in a statistic that follows a 2 distribu-
tion. Larger values of this statistic correspond to larger dis-
crepancies among rank sums. The hypothesis testing is
formed by the null hypothesis H0, which states that samples
were drawn from the same population, and the alternative
hypothesis H1, which states that samples were drawn from
different populations, sharing the same shape but with dif-
ferent central tendencies (medians). If the p value is less
than the confidence interval (usually set to 0.05), then the
differences observed among the groups cannot be attributed
simply to the variability within the same population. Alter-
natively, a p value larger than the confidence interval does
not contain enough information to conclude that the group
medians differ. The sample size has a great bearing on the
capability of the test to detect true differences among
groups. Thus, small sample sizes do not guarantee reliable
results. For large sample sizes, however, the test can be as
powerful as an ANOVA.
[25] Since the test does not require all groups to have the
same data size, the Kruskal-Wallis test was applied for two
different periods. The first time data were taken from the
nine stations that measured data continuously from mid-
June to mid-October (1032–1037 and 1040–1043); the sec-
ond time the two stations operating from mid-September to
mid-October on the glacier were added. An additional
‘‘event-based precipitation’’ category was also included for
cases in which rainfall was measured by at least two sta-
tions inside the catchment. The statistical results are pre-
sented in Table 1.
[26] Results from the Kruskal-Wallis test highlight that
the discrepancies among data collected at different
Figure 5. Box plots of (a) daily mean air temperatures and (b) daily precipitation from mid-September
to mid-October 2009.
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locations cannot be attributed to random variability within
the group. As discussed, the fact that the p values are
smaller than 0.05 confirms the existence of a variability
linked to the location where data were collected. However,
results for the event-based precipitation with the 12 stations
functioning from mid-September to mid-October do not pro-
vide enough information to conclude that data were sampled
from more than one statistical population. Indeed, in this
case p > 0.05. This could be due to the short sampling
period (1 month) or to the fact that precipitation events dur-
ing this period of the year are less likely to originate from
convective activity. Consequently, the rainfall would be
more uniformly distributed than in summertime, where we
observed important spatial variability (p < 0.05).
4.2. Spatial Correlations
[27] Time series from all the stations were selected over
a common data window. The measurements were quality
controlled and averaged at hourly intervals, and then each
pair of stations was analyzed. Figure 6 shows four of these
scatterplots for air temperature with different ranges of dis-
tances between the stations. Regardless of the distance
between the stations and the different morphological fea-
tures associated with their locations, the data remain highly
correlated. Stations 1033 and 1042 (Figure 6a) were located
roughly at the same elevation, on the ridge bordering the
watershed on its northwestern side. For these stations the
data were highly correlated (r2 ¼ 0.887). Stations 1038 and
1044 (Figure 6b) were installed on the glacier at 2501 and
2531 m asl, respectively (see also Figure 1), 240 m apart.
Although there are a few outliers, at these stations the
Table 1. Kruskal-Wallis Test Results for Precipitation and Air
Temperature Daily Dataa
Meteorological Variable Number of Stations 2 p Value
Precipitation 9 18.766 0.01616
Precipitation 12 20.5649 0.03817
Event-based precipitation 9 24.6431 0.00179
Event-based precipitation 12 3.5557 0.9812
Air temperature 9 130.309 <2.2  1016
Air temperature 12 232.083 <2.2  1016
aHere 2 represents the test variable, which is distributed as 2, and the
p value has to be compared to the level of significance  ¼ 0:05.
Figure 6. Scatterplots of hourly air temperature data recorded at five different locations within the
study area are displayed in four pairs : (a) 1033 and 1042, (b) 1038 and 1044, (c) 1040 and 1042, and (d)
1042 and 1038. The Euclidean distance calculated between the stations accounts for differences in eleva-
tion. A red 1:1 line is displayed for comparison purposes.
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temperature data are well correlated (r2 ¼ 0.923). Stations
1040 and 1042 (Figure 6c) were located on the same side
of the catchment at 2259 and 2426 m asl, respectively, and
had a coefficient of determination of r2 ¼ 0.937. Observa-
tions from station 1038 were generally cooler than those
recorded at station 1042 (Figure 6d) for mainly two rea-
sons. First, station 1042 was installed at a lower elevation
than station 1038 (roughly 100 m below). Second, station
1038 was deployed directly over the glacier ; its air temper-
ature measurements were thus affected by the surrounding
cold air mass.
[28] Figure 7 shows two scatterplots for rainfall data
with different distances between the stations on the same
slope. The correlation for the pair 1042 and 1040 is low (r2
¼ 0.724; Figure 7a), whereas for the pair 1042 and 1033,
rainfall data are highly correlated (r2 ¼ 0.949; Figure 7b).
This suggests that the correlation between pairs of stations
could be related to their distance. To explore this in more
detail, the linear correlation coefficient was computed for
each pair of weather stations. Figure 8 shows, for rainfall
data, the linear correlations for each pair of stations in
the watershed as a function of their relative Euclidean dis-
tance. The linear correlation between the stations shows a
decreasing trend with distance, indicating the presence of
some structure of spatial variability. On the contrary, a sim-
ilar trend was not found for air temperature data.
4.3. Air Temperature Lapse Rates
[29] Having shown the existence of spatial variability in
the data sets, the impacts of the time of day, the elevation,
the slope and the aspect on air temperature are analyzed to
obtain further insight into the spatial variability of air tem-
perature. The dependence of air temperature upon elevation
is investigated by computing the vertical lapse rate every
three hours (Table 2). Part of these observations is also
plotted in Figure 9. The average observed lapse rates
Figure 7. Comparison between hourly rainfall measured at three different locations. The scatterplots
display the dependence between two pairs of stations: (a) 1042 and 1040 and (b) 1042 and 1033, 182
and 130 m apart, respectively. Although these three stations are located on the same side of the water-
shed, two of them show a structure of dependence (stations 1042 and 1033), whereas stations 1042 and
1040 show a significative difference in the rainfall records.
Figure 8. The linear correlation coefficient computed for hourly rainfall data from all the possible pairs
of stations (represented as dots) versus their relative distance. The straight line is a linear fit. We
excluded stations 1041 and 1037 because of some initial recording error and the two stations on the gla-
cier (1038 and 1044) that did not cover the entire period.
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changed from stable to unstable atmospheric stability dur-
ing the course of the day, ranging from 4.1C km1 at
06:00 LT to 10.4C km1 at 12:00 LT and then back to
5.2C km1 at 21:00 LT. On average, morning tempera-
ture profiles (around 09:00 LT) were nearly neutral, the
atmosphere at noon was unstable, and during the rest of the
day, stable atmospheric stability conditions prevailed.
[30] To disentangle the roles individually played by ele-
vation and aspect on air temperature, the radial plots in Fig-
ure 10 were developed. On the basis of the lapse rates
displayed in Figure 9, the residuals for each station at every
hour were computed. These residuals were normalized
using the air temperature values for the given time aver-
aged over the duration of the experiment.
[31] Figure 10 depicts radial plots where the differences
between the fitted lapse rates (see Table 2 and Figure 9) are
analyzed with respect to the aspect (exposure to the sun) of
the slope where the stations were installed. Thus, points on
the inner part of the bold circle indicate negative residuals,
meaning that the corresponding station, on average, meas-
ured temperatures colder than those of the fitted average
lapse rate. On the other hand, points outside the bold circle
indicate positive residuals, meaning that, on average, the sta-
tion measured warmer temperatures than the fitted lapse rate.
[32] East facing stations (1033, 1040, 1041, 1042, and
1043) reflect morning heating (Figure 10a), while the west
facing stations remain colder. Note that at all times the sta-
tions on the glacier remain relatively colder than the others.
Table 2. Average Lapse Rates Computed at 3 h Intervals for All
Stations and the Associated Coefficients of Determination
Time of Day (LT) Lapse Ratea (C km1) r2
00:00 4.9 0.95
03:00 4.8 0.90
06:00 4.1 0.61
09:00 9.5 0.88
12:00 10.4 0.89
15:00 7.7 0.84
18:00 5.5 0.97
21:00 5.2 0.96
aThe dry adiabatic lapse rate is 9.8C km1.
Figure 9. Average lapse rates computed over 3 h intervals for all stations. For clarity purposes, only
the lapse rates calculated at 00:00, 06:00, 12:00, and 18:00 LT are presented (the others are found in
Table 2). Points on the diagram represent the 3-hourly averaged temperature values, averaged over the
entire period (June–October 2009) for the corresponding station. The dry adiabatic lapse rate (9.8C
km1) is the black dashed line.
W10524 SIMONI ET AL.: HYDROLOGIC RESPONSE OF ALPINE WATERSHED WITH SENSOR NETWORKS W10524
9 of 16
The analysis of these radial plots reveals that stations on
the glacier (1038 and 1044) always show temperatures
colder than the fitted lapse rate would predict because of
the cooling mass (rock and ice) surrounding them. The im-
portance of the diurnal solar heating and shadows in the
steep topography is clear. The stations on the west facing
side have temperatures that are colder than the average
measured lapse rate in the morning (two of them also at
noon) and warmer in the afternoon. The opposite holds for
stations on the east facing side; they are warmer than the
fitted lapse rate in the morning and colder in the afternoon.
In addition, on the west facing slope the thermal behavior
is not symmetrical if compared to the east facing slope at
sunrise and sunset. This is due to the complex geometry
inside the valley, with milder topography on the east facing
slopes and steeper terrain on the west facing slopes (see
Figure 1). After the sunset (Figure 10a), the aspect does not
play a role any longer, and the points are randomly scat-
tered around the dashed circle.
[33] Patterns of local air temperature are important as the
micrometeorology will influence snowmelt rates, local
rates of evaporation, the antecedent soil moisture, and ulti-
mately, the hydrologic response to storms [Brutsaert,
1986; Parlange et al., 1995]. These patterns can only be
Figure 10. Radial plots representing the effect of aspect on air temperature relative to the fitted lapse
rate (see Figure 9) at different times during the day: (a) from 04:30 to 10:30 LT, (b) from 10:30 to
16:30 LT, (c) from 16:30 to 22:30 LT, and (d) from 22:30 to 04:30 LT. The angles identified by each
radius represent the aspect of the slope where the station is installed. Stations on slopes facing north
would be aligned with the label ‘‘N,’’ for instance. For each station, the difference between the average
air temperature recorded over the period and the fitted lapse rate for all stations is calculated. Points
located on the bold circle mean that the measured air temperatures were equal, on average, to the fitted
lapse. Points inside (outside) the bold circle are related to air temperature data smaller (greater) than the
fitted lapse rate. The temperature step is 1C.
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captured by distributed sensors installed at locations char-
acterized by different morphological features and shading.
5. Hydrological Modeling
[34] Streamflow generation involves a range of nonlinear
processes whose realistic description (and thus modeling)
is challenging [Zecharias and Brutsaert, 1988; Stagnitti
et al., 1992]. Two of the main sources of complexity
include the nonlinear response of the watershed to variable
meteorological forcings and their spatial variability as pre-
viously discussed.
[35] If the motivation behind the use of a hydrological
model is to forecast discharge for flood protection, a simple
lumped hydrological model can be an appropriate tool. It
has the advantage of being easy to calibrate, and it requires
a limited amount of data. However, it does not capture the
essence of the hydrological processes that generate stream-
flow, such as antecedent soil moisture changes as a conse-
quence of infiltration, evaporation, subsurface flows, and
other processes linked to vegetational surface energy bal-
ance or glacier dynamics. One could argue that lumped
models depend on empirical parameters that are not trans-
ferrable to other sites or from one season to another. None-
theless, Carenzo et al. [2009] have found that a lumped
model calibrated over a Swiss glacier during a specific sea-
son could be used without recalibration at other similar
sites and over different years with a small decrease in the
performance of the modeled snow and ice melt rates.
[36] Despite the large amount of data required, a 3-D dis-
tributed model, in principle, allows for a more comprehen-
sive representation of the processes and cause-effect
relationships [Kampf and Burges, 2007]. Provided the
availability of the forcing data (which is typically not the
case [see Sivapalan, 2003]) soil characterization data, and
data to derive boundary and initial conditions, a 3-D model
can reproduce part of the physics lost in lumped models
and the measured streamflow observations themselves. In
addition, a distributed and physically based approach can
be a powerful tool to investigate the impact of spatial vari-
ability of the forcing on the hydrological response. Indeed,
a 3-D model can compute surface runoff and infiltration
according to the precipitation measured or interpolated at
each grid point and eventually redistribute them, according
to topography and soil hydraulic characteristics as well as
local evaporation. However, given that one of the goals of
this work is to assess the impact of spatial variability of
meteorological forcing on streamflow generation, which is
an aggregated output, we decided to use a lumped model to
eliminate sources of complexity linked to the model itself,
in combination with weather data from each station. This
test allowed us to disentangle the role played by distributed
data on aggregated output.
5.1. The Lumped Model
[37] A simple lumped model, fed by precipitation and air
temperature data, was calibrated for each Sensorscope station
by comparing the modeled outflow with the measurements.
5.1.1. Description
[38] The analysis in section 3 highlighted the four main
components to the discharge: snowmelt, ice melt, rainfall
runoff, and base flow. These components have been filtered
out and investigated separately in correlation with tempera-
ture and precipitation to quantify their reciprocal interactions
and infer the essence of the hydrologic system dynamics.
[39] Strong correlations between near-surface air temper-
atures and snowmelt runoff have frequently been reported
[Zuzel and Cox, 1975; Braithwaite, 1981]. It is thus not a
surprise that the temperature index method is still widely
used in several poorly gauged mountainous regions of the
world like the Alps [Schaefli et al., 2005; Bocchiola et al.,
2010] or the Himalayas [Singh et al., 2000], even if air tem-
perature is challenging to measure because of radiative
loading [Huwald et al., 2009]. Ohmura [2001] provides a
useful argument for the physical basis of the temperature-
based melt index method. Several studies have included
a radiation component to the classic degree-day model
[Kustas et al., 1994; Cazorzi and DallaFontana, 1996] or
other refinements like the effect of dust deposition over
snow and ice on the empirical degree-day factors [Singh
et al., 2000].
[40] On the basis of the strong correlation between both
hourly and daily average temperatures and snowmelt, we
modeled the snowmelt runoff by using a basic degree-day
approach. Our observations also revealed that the snow
volume melted in a day was highly correlated to daily aver-
aged air temperatures, whereas the shape of ‘‘melting
waves’’ depended mostly on hourly averaged air tempera-
tures. The simple degree-day formulation [Hock, 2003] was
thus modified to account for both daily and hourly average
temperatures. In addition, the formulation was adapted to
account for the residence time in the network (time shift
between temperature and discharge peaks t^) and for the
progressive decrease of the areal snow cover. The snow-
melt runoff was described by
QsnowðtÞ ¼ fmsnow ½Td  T0½Thðt  t^Þ  2T0ðtÞ; Td ; Th  T0;
¼ 0; Td ;Th < T0;
ð2Þ
where
ðtÞ ¼ min t
t0
; 1  t
t0
 
; t  t0;
¼ 0; t < t0;
ð3Þ
where Qsnow is the snowmelt runoff, fmsnow is the melt factor
for snow [Hock, 2003], Td and Th are the daily and hourly
mean air temperatures, respectively, T0 is the air tempera-
ture threshold above which snowmelt becomes significant
(Table 3), and ðtÞ is a time-dependent triangular function
to account for the changing melt factors during the melt
season [Kuusisto, 1980]. The high values of threshold tem-
peratures could possibly reflect the fact that a correction for
radiative errors was not applied to the data [Huwald et al.,
2009]. The snowmelt runoff depends on the interplay
between the main the sources of energy available for melt-
ing (solar radiation, sensible and latent heat fluxes, and
warm-air advection), the extent of the snow-covered area,
and the snowpack depletion rate [Anderson, 1968]. The
highest streamflows were observed at the end of June (see
Figures 4a and 11), followed by a slow decrease until mid-
July (represented by t0 in (3)). Past this period, the snow-
pack was completely depleted.
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[41] The melting factor fmsnow is a calibration parameter.
It was found to vary from one Sensorscope station to the
other, ranging from 15 to 50 L s1 C1 (see Table 3). No
relationships between melt factor and elevation or aspect
could be found. On the other hand, the time shift t^ in the
discharge (see (2) and (4)) showed a positive linear trend
with both elevation and distance to the catchment outlet,
increasing from 3 h for the closest stations to 6 h for the
farthest stations.
[42] The ice melt runoff was also modeled using a
degree-day model:
QiceðtÞ ¼ fmice ½Thðt  t^Þ  T0ice ; Th  T0ice ;
¼ 0; Th < T0ice ;
ð4Þ
where Qice is the glacier melt runoff, fmice is the melt factor
for ice, and T0ice is a calibration parameter. The melt factor
for ice was found to be constant (15 L s1 C1) from one
Table 3. Station List and Detailsa
Station Elevation (m asl) Aspect (deg) Location fm (m
3 s1 C1) t^ (h) K(h1) Nash T0 (C) T0ice (
C) Distance (m)
1032 2199 285 right 37 4 0.04 0.953 2.0 5.0 1204
1033 2369 120 left 50 5 0.04 0.950 2.0 5.0 2444
1034 1779 230 right 20 3 0.07 0.890 3.0 5.0 96
1035 1967 2 right 43 3 0.04 0.948 3.0 5.0 829
1036 1852 257 right 18 4 0.04 0.914 3.0 5.0 450
1037 2311 279 right 15 4 0.05 0.891 3.0 5.0 1554
1038 2501 29 glacier 5785
1040 2259 130 left 35 5 0.05 0.956 2.0 4.0 2462
1041 2161 119 left 17 5 0.04 0.908 3.0 5.0 2328
1042 2426 126 left 35 5 0.05 0.949 2.0 3.5 2885
1043 2256 105 left 35 6 0.05 0.944 3.0 5.0 1233
1044 2531 46 glacier 6077
Averaged 35 4 0.04 0.920 2.0 4.0
aRight and left refer to the orographic side of the watershed depicted in Figure 1, fm is the melt factor, t^ is the time shift between temperature and dis-
charge peaks, K is the constant rate for the linear reservoir model, Nash is the Nash index computed for the simulated discharge using the lumped model,
T0 and T0ice are the threshold temperatures for the degree-day models generating the snow and ice melt streamflow component, and distance is the distance
from the outlet.
Figure 11. Simulated streamflow obtained with the lumped model using nine different meteorological
data sets. (a) Results obtained using data from stations located on the orographic right side of the catch-
ment (1032, 1034, 1036, and 1037) versus the measured discharge. (b) Results obtained using data from
stations located on the hydrorographic left side of the catchment (1033, 1040, 1041, 1042, and 1043) ver-
sus the measured discharge.
W10524 SIMONI ET AL.: HYDROLOGIC RESPONSE OF ALPINE WATERSHED WITH SENSOR NETWORKS W10524
12 of 16
Sensorscope stations to another and was smaller than the
snowmelt factor presented by Hock [2003]. The calibration
parameter T0ice slightly changed among stations (Table 3).
[43] This ice melt runoff model assumes that the glacier
area does not decrease with time, and therefore, the only
factor affecting stream feeding is temperature. Other ice
melt models [e.g., Gottlieb, 1980] assume that ice melt
does not take place before the glacier is completely snow
free. In this case, ice melt runoff is allowed as long as the
air temperature is greater than T0ice . As previously stated
for the snowmelt, air temperature measures were not cor-
rected for radiative errors [Huwald et al., 2009]; therefore
T0ice should not a priori be considered as a physical
threshold.
[44] The rainfall-runoff contribution to streamflow was
modeled using the linear reservoir approach [Dooge, 1973],
which takes the form
QrainðtÞ ¼ A
Z t
0
e

k
k
Ieðt  Þd; ð5Þ
where A [L2] is the watershed area (20 km2), k is the reser-
voir constant [T1] (a calibration parameter), Ie is the effec-
tive precipitation [L T1] (calculated by applying a runoff
coefficient to the measured precipitation), and  is a
dummy variable of integration. The remaining portion of
precipitation either evaporates or infiltrates, thus feeding
the base flow.
[45] Discharge data showed evidence of a base flow
characterized by an exponential decay shape (see Figure 4),
reaching maximum values of 3 m3 s1 in mid-June and
minimum values of 0.250 m3 s1 at the end of October.
This base flow was also described using the linear reservoir
approach:
QbaseðtÞ ¼ K1 þ ðK0  K1Þe tK ; ð6Þ
where K1 is the minimum discharge at the end of October
(0.250 m3 s1), K0 is the initial value of the base flow
(3 m3 s1), and K is the decay parameter of the seasonal
trend (680 h). The initial storage of watershed due to accu-
mulation processes can be given as S ¼ K0K (m3).
5.1.2. Results
[46] To assess the impact of spatial variability of meteor-
ological forcing on streamflow generation, the lumped
model was applied separately to the nine experimental data
sets collected by the Sensorscope stations operational dur-
ing the 4 month period (late June through October). Thus,
nine different discharge outputs were obtained and com-
pared to the measured streamflow (Figure 11). Calibration
parameters were fitted by minimizing the residuals between
the simulated and measured discharges.
[47] Results show that the spatial variability of the mete-
orological forcing had different impacts on the diverse
components of streamflow generation. Since the snowmelt
was mainly controlled by air temperature, the input temper-
ature data play a role in determining the shape and the tim-
ing of the discharge (Figure 11), especially between the
end of June and mid-July, when the discharge was mainly
due to snowmelt. As seen in Figure 11, there was more var-
iability in the modeled streamflow during that period than
for the rest of the experiment. This variability was likely
due to the spatial heterogeneity in the snow cover and the
air temperature. There are very few differences between
the modeled discharge past mid-July. This seems to indi-
cate that the base flow and the ice melt discharge are rela-
tively insensitive to the spatial variability of the forcing.
For the ice melt this is probably because the glacier is
rather small and covers a very limited portion on the water-
shed (4%). Therefore, the air temperature could be con-
sidered constant over this area.
[48] In addition, the model was run by using the meteoro-
logical forcing data averaged among all the stations. Figure
12 shows that the streamflow obtained using the spatially
Figure 12. Simulated discharge (red line) obtained with the lumped model using spatially averaged air
temperatures compared to streamflow measurements (black line). The four modeled components contrib-
uting to the streamflow are displayed with different colors: the snowmelt runoff (pink line), the ice melt
runoff (light blue line; see (3)), the rainfall runoff (dark blue line; see (5)), and the base flow (green
line; see (6)).
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averaged input data does not significantly differ from those
obtained using meteorological forcing data from any single
station (see Figure 11). For this test case, the four main
components of the streamflow are shown (see Figure 12).
Over the experimental period, the base flow is the dominat-
ing component, except for a short period in early July when
the snowmelt exceeded it. As discussed, the snowmelt run-
off is important until mid-July, with large diurnal fluctua-
tions of up to 1 m3 s1. The daily mean ice melt runoff is
relatively constant, and its signature becomes discernable
around mid-July. Rainfall runoff is associated with a dozen
precipitation events, all of which generate peak discharges
less than 0.6 m3 s1.
[49] Overall, the snowmelt, the ice melt, and the base
flow were all fairly well captured by the lumped model,
indicating that for the specific purposes of streamflow gener-
ation analysis, the spatial variability of the forcing could be
lumped in homogeneous values. However, the peaks gener-
ated by rainfall runoff were not well captured by the model
(see Figure 12 around 24–25 August 2009, for instance). By
definition, the lumped model assumes a homogeneous rain-
fall over the entire watershed. Therefore, it cannot incorpo-
rate either the spatial variability of precipitation inside the
catchment or the dynamics of infiltration and redistribution
processes (which determine the timing of peak). These phe-
nomena can only be integrated through the reservoir con-
stant K, which is theoretically different for each flow path
(from the station to the stream network; see Table 3).
6. Discussion and Conclusions
[50] The spatial variability of air temperature and rainfall
data collected during a 4 month field deployment in the
Swiss Alps was quantified (Table 1). The variability of these
variables was studied through the analysis of variance,
which highlighted that data were sampled from different
statistical populations. The variation in air temperature and
rainfall could be partially explained by the varying morpho-
logical features of the catchment, such as the elevation and
the aspect of the surface, and partly by the time of the day
(Figures 9 and 10).
[51] A lumped linear model was then used to identify
the hydrological processes governing streamflow, such as
ice melt, base flow, and snowmelt, and to assess the impact
of spatial variability of meteorological forcing on stream-
flow generation. Results show that part of the streamflow
can be accurately described using a lumped model. The
snowmelt runoff is sensitive to spatial variability of air
temperature, but a relatively good description of the
streamflow hydrograph can be obtained with the lumped
model even if an average air temperature field is taken
over the watershed. Rainfall-runoff peaks are instead
poorly reproduced by the lumped model, which assumes
homogeneous rainfall over the entire watershed. Previous
studies have shown and discussed that reliable results can
sometimes be achieved more easily with lumped models
depending on the question being asked [e.g., Jakeman and
Hornberger, 1993].
[52] This study highlights that processes driven by mete-
orological forcing that vary significantly in space (e.g.,
evaporation or soil moisture fields) ideally should be better
captured through wireless sensor networks themselves. The
required number of measuring points across the study area
strictly depends on the nature of the processes under inves-
tigation and on the morphology of the study area. We
showed that the adiabatic lapse rates vary in time and space
according to the time of the day and the location aspect.
Also, rainfall data collected at several locations within the
study area exhibit spatial variability. In addition, the dis-
tance among the stations has to be of the same order of
magnitude as the scale of the spatial variability.
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