Rezghi and Hosseini [M. Rezghi and S. M. Hosseini, Computing 88(2010), 79-96] presented a Lanczos based preconditioner for discrete ill-posed problems. Their preconditioner is constructed by using few steps (e.g., k) of the Lanczos bidiagonalization and corresponding computed singular values and right Lanczos vectors. In this article, we propose an efficient method to set up such preconditioner. Some numerical examples are given to show the effectiveness of the method.
Introduction
We consider large scale discrete ill-posed problems, i.e., linear systems of equations of the from
The coefficient matrix A is of full-rank and typically ill-conditioned, the right-hand side vector b is perturbed by an error such that b =b + e, which may occur by measurement or discretization errors. Here e andb denote the Gaussian noise and unknown error-free right-hand side vectors, respectively. These problems typically arise, for instance, in discretizing linear ill-posed problems, such as Fredholm integral equation of the first kind with a smooth kernel. Also in these problems the two following criteria are satisfied:
(1) The singular values of A decay gradually to zero with no particular gap in the spectrum.
(2) The ratio between the largest and the smallest nonzero singular values is large [7] .
We would like to obtain an approximate solutionx of the linear system Ax =b with error-free unknown righthand side. Since the matrix A is severely ill-conditioned, the solution of system (1) typically is not a significant approximation ofx even if the noise e is small. So, we use the regularization methods to determine a solution that approximates the exact solutionx. The conjugate gradient method applied to normal equations (CGLS) is a well-known iterative method for solving ill-posed problems. Since, iterative methods, such as CGLS, have low rate of convergence, it is possible to speed up the convergence by a suitable preconditioner [15] .
All regularization methods use one or more regularization parameters specific to the regularization method that controls the amount of the stabilization imposed on the solution, and in most cases it is necessary to choose this parameter from given the problem and the given set of data. A large regularization parameter makes a new wellconditioned problem, but its solution may be far from the exact solution. A small regularization parameter generally yields a solution very close to the noise-contaminated exact solution of (1) , and hence its distance from the noisefree solution also can be large. Thus, one can choose a regularization parameter to balance the error due to noise with the error due to regularization. A good choice of regularization parameter is clearly crucial to determine useful approximate solution for ill-posed problems [12] .
In [15] , Rezghi and Hosseini proposed a new preconditioner for discrete ill-posed problems which is produced by a few steps of Lanczos bidiagonalization process. The computation of their preconditioner depends on the large singular values of A. In this paper, we propose a new and efficient numerical method to estimate the large singular values of the matrix A and construct the new form of Lanczos based preconditioner, which can be obtained in a very small number of operations.
The paper is organized as follows. In Section 2, we study Fredholm integral equation of the first kind and introduce the quadrature rule and Galerkin method for discretization of these equations. Also, we study the treatment of the singular values on the matrix resulted by discretization. In Section 3, we define Lanczos bidiagonalization for constructing Least squares via Lanczos bidiagonalization (LSQR) method and preconditioner to approximate the solution of the ill-posed problems. In Section 4, we introduce a new method for constructing the new form of Lanczos based preconditioner and finding regularization parameter based on large singular values of the singular spectrum. Finally, in Section 5 some numerical experiments are given.
Fredholm Integral Equation of the First Kind

The Singular Value Expansion
A classical example in linear ill-posed problems is a Fredholm integral equation of the first kind with a square integrable kernel
where the right-hand side g and kernel K are known functions and f is an unknown solution. Fredholm equation of the first kind can be classified into two categories. The first one arises if the kernel function K(s, t) is smooth. In this case, Fredholm equation is very often extremely ill-conditioned, i.e., small changes in the data cause huge changes in the unknown function f . That means the solution f is extremely sensitive to small changes in g(s) and so special numerical techniques called regularization methods are required. In the second category, the kernel k(s, t) is a singular function [8] .
The superior analytical tool for analysis of the first-kind Fredholm integral equation (2) with square integrable kernels is the singular value expansion (SVE) of the kernel. A kernel K is called square integrable if the norm
is bounded. By means of the SVE, any square integrable kernel K can be written as the following infinite sum [7] :
The functions u i and v i are said to be the singular functions of K. They are orthonormal with respect to the usual inner product, i.e.,
where (., .) is defined by
The numbers µ i 's are the singular values of K, which are nonnegative and can always be ordered in non-increasing order so that
And, if there exists a positive real number α such that the singular values satisfy µ i = O(i −α ), then α is called the degree of ill-posedness, and problems is characterized as mildly or moderately ill-posed if α ≤ 1 or α > 1, respectively. On the other hand, if µ i = O(e −αi ), then the problem is termed severely ill-posed (see [7] ). By the definition of K , we have
So, we have
Since the sequence {µ i } ∞ i=1 is nonnegative and [11, 17] . So, we conclude that if the kernel K is smoother, then the singular values µ i 's decay to zero rapidly. This yields an increase in the number of small singular values.
Discretization
In order to solve Fredholm integral equation of the first kind we have to discretize it. There are essentially two main classes of methods, namely, quadrature and Galerkin methods. In the quadrature method, a quadrature rule like the midpoint rule, the trapezoidal rule and the Simpson rule, is used. The discretized form of (2) reads
with the weights {ω j } n j=1 and the nodes {t i } n i=1 . So, Eq. (2) is approximated by the n × n linear system of equations
where A is the n × n matrix with the entries a ij = ω j K(s i , t j ), x is the n-vector
and b is the n-vector
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In the Galerkin method, one can choose two different orthonormal basis functions, {ψ i } i=1,...,n and {ϕ j } j=1,...,n , to expand the functions g and f respectively, by
Thus,
so that,
The system may be written in the matrix form as Ax = b, where
The Singular Value Decomposition
Let A ∈ R n×n . Then, the SVD of A is a decomposition of the from
where U = (u 1 , u 2 , . . . , u n ) and V = (v 1 , v 2 , . . . , v n ) are unitary matrices, i.e., U T U = V T V = I n , and where Σ = diag(σ 1 , σ 2 , . . . , σ n ) has non-negative diagonal entries appearing in non-increasing order such that
The numbers σ i , i = 1, . . . , n are the singular values of A. In continuation , we describe that an increase in the dimensions of A will only increase the number of small singular values. To this end, let µ 1 , µ 2 , . . . , µ k be the large singular values of the kernel K. As we said in the last subsection, if K is a smooth function, there exists a few large singular values µ i that yield k n. We have (see [10] ):
On the other hand, since µ i 's are fixed, then the large singular values σ i would be unchanged whenever the dimension of the matrix A is increased.
In connection with discrete ill-posed problems, two characteristic features of SVD are very often found
(1) The singular value σ i decay gradually to zero with no particular gap in the spectrum. An increase of the dimensions of A will increase the number of small singular values.
(2) The left and right singular vectors u i and v i tend to have more sign changes in their elements as the index i increases ( i.e., as σ i 's decreases).
Both features are consequences of the fact that the SVD of A is closely related to SVE of the underlying kernel K. In fact, in the singular values σ i of A denote to many cases approximations of the singular values µ i of K [2] . Let us consider, for example, the test problem derive2(100,1) in [8] . The kernel K of the integral equation (2) is Green's function for the second derivative: 
Since the singular values are proportional to i −2 , The problem is moderately ill-posed. Figure 1 shows that the singular values σ i of discretized matrix of the test problem deriv2(100,1) with dimension 100. It is clear from this figure that the singular values of matrix A and the corresponding µ i of kernel K are almost the same.
Since A is a full rank matrix, then its inverse is given by
and therefore the solution of Ax = b is
Moreover, since there are discretization errors or linear approximation errors, the discrete ill-posed problems always contain perturbations and error components created in tension all singular vectors of A. So, we cannot compute a stabilized solution. By (5), the errors in the vector b are amplified with coefficient σ
. If σ i is close to zero then the solution is affected by the error e in the vector b,
In this case, we have
If the singular values decay gradually to zero, then the term x e overcomes the exact solution. Therefore, Fourier coefficients |u T i b| corresponding to small singular values with lower rate tend to zero. Hence, the terms corresponding to small singular values overshadow the solution. We should use the regularization methods to subtract or eliminate the solution corresponding to small singular values.
Lanczos Bidiagonalization
For a given matrix A ∈ R n×n , the Lanczos Bidiagonalization algorithm generates two orthogonal matrices U n and V n such that U T n AV n = B n , where B n is a real lower bidiagonal matrix. This algorithm is described as follows:
The vectors u i and v i produced by Lanczos Bidiagonalization algorithm are called the left and right Lanczos vectors, respectively. Denoting
, the following relations can be established:
, where I j denotes the identity matrix of order j, e i is the ith unit vector and
Now, suppose we want to solve min
where S denotes the k-dimensional subspace spanned by the first k Lanczos vectors v i , i = 1, . . . , n. The solution which we seek is of the from
be the corresponding residual. From the above relations, we get
Since the columns of U k+1 are orthonormal, we have
In the step k of the LSQR algorithm we are going to solve
6 Now, we write the exact SVD of the computed B k as
Then we obtain
where k is typically small.
The best value of k can be computed by one of the following four ways:
(1) In [15] the parameter k is considered as the smallest integer for which
where τ is the square root of the machine precision. Here, σ i 's are the singular values of B k [15] .
(2) Generalized Cross-Validation (GCV) The parameter k is chosen by GCV method that minimizes the following function (see [12] ):
To determine the L-curve associated with LSQR, estimates of r are needed for several values of k. In the method, the corner of the L-curve gives a good balance of the solution size and residual size, so the parameter k can be chosen by the corner this curve (see [12] ).
(4) Discrete Picard Condition
A standard tool for analyzing the discrete ill-posed problems is the discrete Picard plot, which is a plot of the quantities σ i , | u σi that arise in (5) . In order to derive a meaningful regularization solution in a discrete ill-posed problem, it must satisfies the discrete picard condition, i.e the Fourier coefficient | u T i b | on the average should decay to zero faster than the singular values σ i [8] . In this paper, we use the discrete Picard condition to find the parameter k. In [15] , a new regularized preconditioner obtained by k steps of Lanczos bidiagonalization for discrete ill-posed problems has been introduced. The construction of this preconditioner is not based on any particular structure of the matrices. The matrix
clusters approximately the large singular values around 1 and leaves the others unchanged.The idea here is based on the fact that the preconditioner is constructed by k n steps of Lanczos bidiagonalization. 
An effective method for computing optimal Lanczos based preconditioner
We know, the matrix A can be produced by discretization of Fredholm integral equation of the first kind. Solving these equations by methods like Galerkin or quadrature rules usually produce an ill-posed system Ax = b that yields a huge condition number of A. The solution of the system Ax = b converges well, if the dimensions of A are sufficiently large (see for instance [3] ). However, in this case, the singular values of A generated by SVD are not exact, and hence make the selection of parameter k difficult.
In the sequel, we introduce a criterion for choosing a suitable regularization parameter k. To do so, we discretize the Fredholm integral equation on a coarse grid that produces the systemĀx =b. Then the matrixĀ resulted from this kind of discretization has less dimensions than those of A (e.g, half of A) and its singular values can be absolutely computed more easily than the original matrix. On the other hand, as we mentioned in Section 2, an increase in the dimensions of A will increase the number of small singular values. Thus, the number of large singular values (i.e., k) for A andĀ are almost the same. Moreover the number k (for the matrixĀ) can be derived via the methods listed in Section 3.
All we need is to compute the right Lanczos vectors V k . To do this, we first note that such vectors are available
T be a right Lanczos vector corresponding to a coarse grid. We use an interpolation (prolongation) operator I k as follows:
where
for j = 1, 2, . . . , m. In fact, the values of coarse grid points are mapped unchanged to the fine grid and the values of the fine grid points which are not on the coarse grid, are equal to the average of the point values in their neighborhood of coarse grid. In this way, we obtain a vector of the form w = (w 1 , w 2 , . . . , w 2m−1 ) T which is corresponding to a fine grid. It should be noted that one may apply the operator I k several times (e.g., r) to obtain the right Lanczos vector for the matrix A. The following algorithm describes the procedure clearly: 8 
Algorithm 2. Computing right Lanczos vectors of
m := length(v) 4.
w := zeros(2m − 1, 1) 5.
j := 1 6.
For i = 1 to m do 7.
Endif 12.
Endfor 13.
v := w 14. EndFor 15. q := 1 16. Ifā 
Hence, in discretization of ill-posed problems like Fredholm equation of the first kind, one can choose n such that (n − 1)2 −r + 1 is a natural number for some small r (e.g r < 10). 
Convergence of Algorithm 2
In order to show the convergence of Algorithm 2, we take simply for i = 1, 2, . . . , r, the vectors u i and v i to be the exact and approximated right Lanczos vectors of the discretized system on the i-th coarse grid, respectively. In addition, let I i i+1 be the linear interpolation operator such that it takes vectors v i+1 in the (i + 1)-th coarse grid and produces vectors v i in the i-th fine-grid according to the rule I i i+1 v i+1 = v i . Now, we assume that
which i denotes the accuracy of the approximation. We have:
On the other hand, because of the boundedness of the interpolation operator, there exists a constant α i such that for any vectors v i and w i in the i-th grid,
holds. Then, by (11), (12) and (13), we have:
Similarly, we have:
Hence,
For the coarsest level r, we assume that u r − v r ≤ r . So,
We call this new preconditioner by subscript M G, because this preconditioner is based on an idea of prolongation and restriction operators in Multigrid algorithms. The construction of regularized inverse preconditioners M and M M G need O(kn 2 ) and O(km 2 + rm) operations, respectively. We know, k and r are very small in comparison with m and n. On the other hand, by (10) , the value of m is much smaller than n. Therefore, computational cost of the new form Lanczos based preconditioner M M G for large n is more less than that of the preconditioner M . This preconditioner can be used as a left or right preconditioner with the CGLS method [14, 15] . Algorithm 3 shows the scheme of a left preconditioned CGLS method. In fact, CGLS is a semiconvergent method: For some j, in the first j iterations, the method converges to the exact solution, and then suddenly starts to diverge and the noise begins to enter the solution. Methods for finding the optimal value of such j (e.g. L-curve) can be found in [7, 9] .
To illustrate the efficiency of the proposed method, we consider the shaw test problem for two cases of dimensions 250 and 2000. Figure 3 shows the singular values obtained by SVD from the discretized matrix of shaw problem, with the dimensions of 2000 and 250 for the matrices A andĀ, respectively. As we observe, the value and number of large singular values of A andĀ are almost the same. Also, Figure 4 shows a comparison between right Lanczos vectors of shaw problem for different dimensions of A with the modifier coefficient α = 
Numerical results
In this section, we present some numerical examples. All experiments were carried out using MATLAB and Hansen Regularization [8] . We investigate the performance of our proposed regularization parameter (k) for introduced preconditioner and LSQR method. In the following examples, taken from [8] and ω is Gaussian random vector with mean 0 and standard deviation 1. In all the following examples, we consider the coarse grid with dimensions 250 × 250. On this coarse grid, the parameter k is obtained by (7) . Moreover, by using the interpolation operators, the ingredients of the preconditioner M , i.e. V k , σ k and B k are obtained for fine grid.
Example 5.1 Consider the integral equation
This is a mildly ill-posed problem; i.e., its singular values decay slowly to zero. We discretize this integral equation, using the function derive2(2000,3) (see [8] ), to obtain the matrix A ∈ R 2000×2000 . We apply the introduced methods in Section 4 for selected suitable regularization parameter on this coarse grid. In this problem, we have only used k = 4 steps of Lanczos bidiagonalization for constructing the preconditioner. Figure  5 shows the solution of Lanczos preconditioned obtained for k = 4 steps of the bi-diagonalization Lanczos and unpreconditioned systems after two iteration steps. Also, Figure 6 shows that the relative error for preconditioned linear systems with selection k = 4 is better than that of the original system.
Example 5.2
The inverse heat equation used here is a Volterra integral equation of the first kind with [0, 1] as integration interval. The kernel is K(s, t) = K(s − t) with Here, the parameter kappa controls the ill-conditioning of the matrix A: kappa =5 gives a well-conditioned matrix, kappa =1 gives an ill-conditioned matrix. The default is kappa=1. The integral equation is discretized by means of simple collocation and the midpoint rule with n grid points (see [5, 6] ). An exact solution x is constructed, and then the right-hand side b is produced as b = Ax. We use the code heat(n,kappa) from [8] to discretize this integral to obtain the matrix A ∈ R 2000×2000 . In this problem, we used the regularization parameter k = 8. Figure 7 compares the solution obtained of preconditioned system at 4 iterations with k = 8 steps of Lanczos bidiagonalization and without preconditioner. Figure 8 shows the relative error with and without preconditioner. The parameters a 1 , a 2 , c 1 , c 2 , t 1 and t 2 are constants that determine the shape of the solution f . In this implementation, we use a 1 = 2, a 2 = 1, c 1 = 6, c 2 = 2, t 1 = 0.8 and t 2 = −0.5. The kernel and the solution are discretized by simple collocation with n points to produce A and x. Then the discrete right-hand side is produced by b = Ax. We used the code shaw from [7] to obtain A ∈ R 2000×2000 . In Figure 9 , we plotted the solution obtained by Lanczos based preconditioner with k = 7 at step 2 and unpreconditioned systems. Figure 10 shows, the relative errors from iteration steps of CGLS method for preconditioned systems with k = 7 and original system. Then kernel K, the solution f , and the right-hand side g are given by K(s, t) = φ(s − t), f (t) = φ(t), g(s) = (6 − |s|) ( Both integration intervals are [−6, 6] . We discretize this problem, using the function phillips(2000) [12] , to obtain the matrix A ∈ R 2000×2000 . In the example, we used (6) to compute the approximated solution. Figure 11 , displays an exact solution and the solution obtained by LSQR method for k = 6 steps of Lanczos bidiagonalization.
Conclusion
We have studied a recently proposed preconditioner for ill-posed linear system of equations which is based on the Lanczos bidiagonalization method. Then, we have presented an efficient method to produced such preconditioner. Finally, some numerical results have been presented to show the effectiveness of the proposed method.
