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ABS1RACT 
An abstract of the thesis of Xiaoqiang Zeng for the Master of Science in Electrical and 
Computer Engineering presented October 17, 1994. 
Title: Minimization of Generalized Reed-Muller Expansion and Its Sub-classes 
Several classes of AND-EXOR circuit expressions have been defined and their 
relationship have been shown. A new class of AND-EXOR circuit, the Partially Mixed 
Polarity Reed-Muller Expression(PMPRM), which is a subclass of the Generalized 
Reed-Muller expression, is created, along with an efficient minimization algorithm. 
This new AND/EXOR circuit form has the following features: 
• Since this sub-family of ESOP (with a total of n2n-I22n-i - (n-1)2n forms which 
includes the 2n Fixed-Polarity Reed-Muller forms) is much larger than the 
Kronecker Reed-Muller(KRM) expansion(with 3n forms), generally the minimal 
form of this expansion will be much closer to the minimal ESOP than the minimal 
form of KRM expansion. 
• It is a sub-class of the Generalized Reed-Muller Expansion, thus has better testibil-
ity than other AND/EXOR circuits. Those design methods of easily testable GRM 
circuit networks[ 6] [35] can also be used for this new circuit form. 
• The exact solution to the minimization of this new expansion provides a upper-
bound for the minimization of ORM expansion. 
In this thesis, we prove that to calculate a PMPRM expansion from one of its 
adjacent polarity expansion , only one EXOR operation is needed. By calculating the 
adjacent polarity expansions one-by-one and searching all the PMPRM forms the 
minimum one can be found. A speedup approach allows us to find the exact minimum 
PMPRM without calculating all forms. The algorithm is explained by minimizing the 
3-variable functions and is demonstrated by flow graphs. 
With the introduction of termwise complementary expansion diagram, a compu-
terized algorithm for the calculation of any ORM expansion is presented. The exact 
minimum ORM form can be obtained by an exhaustive search through all ORM forms. 
A heuristic minimization algorithm, which is designed to decrease the time complexity 
of the exact one, is also presented in this thesis. Instead of depending on the number of 
input variables, the computation time of this quasi-minimum algorithm depends mainly 
on the complexity of the input functions, thus can solve much larger problems. 
The exact minimization algorithm for PMPRM and the quasi-minimum ORM 
minimization algorithm have been implemented in C programs and a set of benchmark 
functions has been tested. The results are compared to those from [16], [36], and 
Espresso's. In most cases our program gives the same or better solutions. 
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CHAPTER I 
INTRODUCTION 
With the development of VLSI technology, the Exclusive-OR Sum of 
Products(ESOPs) circuits become increasingly attractive due to its following advan-
tages: 
(1) ESOPs circuits are generally more economical than Sum of Product circuits[l-4]. 
Sasao's approach in [5] confirms that programmable logic arrays(PLAs) imple-
menting ESOPs of randomly generated functions required, on the average, fewer 
product terms than the standard PLAs implementing SOPs. 
(2) The ESOPs circuits, especially their canonical sub-classes, have high testabil-
ity[6][7], and are especially suitable for testable VLSI design. 
(3) Many practical circuits, especially in arithmetic and telecommunication networks, 
are heavily EXOR oriented. 
(4) The synthesis techniques of ESOPs can be readily extended to multiple-valued 
switching circuits owing to the modular structure of ESOPs. 
The slow speed and large chip area of EXOR gate were the major obstacles to the 
wide use of ESOPs in the past. Owing to these disadvantages, the PLAs implementing 
ESOPs were not put into practical use for a long time despite of their many advantages. 
With the arrival of FPGAs devices, this deficiency no longer holds, and the theories 
developed for instance in [6][7] can be practically used. Several families of new PLD 
devices that have been recently marketed: Table Look-up based(Xilinx) and Multi-
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plexer based(Actel 1020) Field Programmable Gate Arrays, folded NAND devices 
(Signetics LHS501), and EXOR PLDs, either directly include EXOR gates(LHS501) or 
allow them to be realized in "universal modulesi) Since the five-input EXOR gate in 
Xilinx has the same speed and area cost as, for instance, a five-input OR gate, new 
design methods are needed for such technologies that assume the usage of EXOR gates 
on the same full rights as the AND and OR gates. 
Of particular interest are the A T6000 series FPO As from ATMEL Corpora-
tion[12], these devices are truly cellular FPGAs. Each logic function may be con-
structed from various two-input gates such as EXORs, ANDs, NANDs and Inverters. 
The ESOP based logic is a prime candidate for these devices since an ESOPs realized 
Boolean function can be well mapped into these devices without any routing prob-
lem[9]. 
With the advent of these cellular FPGAs, the industry's demand for efficient 
ESOP minimizers greatly increases. Lack of an effective ESOP minimizer becomes 
now a major obstacle to the wider use of ESOP circuits. 
The problem of finding the minimal ESOP of a Boolean function is classically a 
hard one in logic synthesis theory. So far, exact minimal solutions for ESOP can be 
practically found only for functions with not more than 5 variables because tremendous 
computation has to be involved[13]. Papakonstantinou[24] gave an exact algorithm for 
4 input functions. The algorithm from [13] has theoretically no limits on the number of 
variables but 4 is its practical limit Since exact solutions can be practically found only 
for functions with not more than 5 variables, the interest is in approximate solutions. 
Two approaches to generate sub-optimal solutions can be found in the literature. One 
approach is to minimize sub-families of ESOPs. Another approach is to minimize 
ESOPs using heuristic algorithms. Efficient programs for sub-families of ESOPs were 
given in [22] [25]. Heuristic computer programs have been presented in 
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[3][4][7][27][28]. In these programs, two general methods are used. One method is to 
minimize the coefficients of Reed-Muller forms [3][25][26]. Another method is to per-
form a set of cube operations iteratively on minterms or disjoint cubes. An interesting 
approach is to minimize canonical sub-families of ESOP[14][15]. 
As sub-families of ESOP, Reed-Muller canonical forms are of special interests 
because they have high testability, and are especially suitable for testable VLSI 
design[32]. The existence of a very large number of Reed-Muller canonical forms is 
demonstrated in [14][15]. Among which exact and efficient algorithms have been 
created, however, only for the Fixed-Polarity Reed-Muller(FPRM) expansion (with the 
number of forms 2n ), the Kronecker Reed-Muller expansion(KRM)(with the number of 
forms 3n) [1][16][18][20], and a few others[33]. 
In principle the minimal FPRM form is more complex than the minimal ESOP. 
Since the KRM forms are more general than the FPRM forms, the minimal KRM solu-
tion will be better than the minimal FPRM one. To our knowledge, no synthesis method 
was proposed for the exact minimization for other larger families of canonical forms. 
The main reasons are that they would involve a prodigious computation if no high-
efficiency computation methods were found. 
There is another Reed-Muller canonical expansion called Inconsistent Mixed-
Polarity Reed-Muller(IMPRM)forms( 2n2n-1-2n ) identified by Cohn[21], which are 
produced by taking the zero-polarity RM form and inverting any combination of 
literals. Cohn's IMPRM forms exclude the consistent FPRM forms( 2n ). Combining 
the IMPRM forms and FPRM forms will create the Generalized Reed-Muller (GRM) 
forms[l5][21][22]. Mathematically, the GRM forms do not exhibit a general structure 
in the nested hierarchy of families of canonical forms in [14] because they are not con-
structed from Kronecker matrix products[20]. Therefore, no other computation methods 
have been proposed for them, except for the heuristic ones proposed by our group[22]. 
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However, from the engineering point of view, the ORM forms( 2n 2"-1 ) are interesting 
because they contain many more forms than KRM forms(3n) when n ~2. Hence, gen-
erally, the minimal ORM form will be closer to the minimal form of ESOP than the 
minimal KRM form. However, an exhaustive search for a minimal ORM form is also 
computationally unfeasible owing to the large number of forms. 
In this thesis, a new canonical AND/XOR circuit form, defined as a Partially 
Mixed Polarity Reed-Muller(PMPRM) expansion, which is a canonical sub-family of 
Exclusive Sum of Products(ESOP), is created, along with its fast computation algo-
rithm. This new AND/EXOR circuit form has the following features: 
• Since this sub-family of ESOP (with a total of n 2n-122"-1 - (n-1)2n forms which 
include the 2n Fixed-Polarity Reed-Muller forms) is much larger than the 
Kronecker Reed-Muller(KRM) expansion(with 3n forms), generally the minimal 
form of this expansion will be much closer to the minimal ESOP than the minimal 
form of KRM expansion. 
• It is a sub-class of the Generalized Reed-Muller Expansion, thus has better testabil-
ity than other AND/EXOR circuits. Those design methods of easily testable ORM 
circuit networks[ 6] (35] can also be used for this new circuit form. 
• The exact solution to the minimization of this new expansion provides a upper-
bound for the minimization of ORM expansion. 
By presenting the adjacent polarity ORM expansion calculation algorithm, the 
minimization of ORM form is also discussed. The experimental results are very 
encouraging. 
Chapter II presents seven classes of AND/EXOR expressions: positive polarity 
Reed-Muller expressions, fixed polarity Reed-Muller expressions, Kronecker expres-
sions, pseudo Reed-Muller expressions, pseudo Kronecker expressions, generalized Re-
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ed-Muller expressions, and exclusive-or sum-of-products expressions(ESOPs). Rela-
tions among these classes are shown. Since this thesis is devoted to algorithms for the 
minimization of GRM expansion and its sub-classes, in Chapter Ill, we discuss the pro-
perties of this expansion in more details. 
The new AND/XOR circuit form proposed in this thesis, the Partially Mixed 
Polarity Reed-Muller(PMPRM) expansion, is presented in Chapter IV. The Adjacent 
Polarity PMPRM Expansions are defined. In this chapter, we prove that to calculate a 
PMPRM expansion from one of its adjacent polarity expansion, only one EXOR opera-
tion is needed. By calculating the adjacent polarity expansions one-by-one and search-
ing all the PMPRM forms the minimum one can be found. A speedup approach allows 
us to find the exact minimum PMPRM without calculating all forms. The algorithm is 
explained by minimizing the 3-variable functions and is demonstrated by flow graphs. 
In Chapter V, the minimization of Generalized Reed-Muller expressions is dis-
cussed. First, we present some basic concepts and definitions. Then the termwise com-
plementary expansion diagram is introduced. Using this diagram, one can calculate any 
GRM expansion with expected polarity from another given GRM expansion. The exact 
minimum GRM form can be obtained by an exhaustive search through all GRM forms. 
A heuristic minimization algorithm, which is designed to decrease the time complexity 
of the exact one, is also presented in this chapter. Instead of depending on the number 
of input variables, the computation time of this quasi-minimum algorithm depends 
mainly on the complexity of the input functions, thus can solve much larger problems. 
In Chapter VI, the program is given and the results are shown. Chapter VII gives 
the conclusion. 
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CHAPTER II 
VARIOUS CLASSES OF AND/EXOR CIRCUIT EXPRESSIONS 
Many researchers defined various classes of AND-EXOR expressions[15][34], 
but the terminology is not unified. In this chapter, we give some basic concept and 
theory, define several classes of AND-EXOR expressions and show the relations among 
them. Since we are going to give the algorithm for the minimization of Generalized 
Reed-Muller expansion and its sub-classes, in the next chapter we will discuss the pro-
perties of this class in more details. 
11.1 Basic Concepts 
Definition 3 .1: Literal i; is a variable x; in either positive(i; =x;) or negative 
(i; =ii) form. 
Definition 3 2: Literal x; is the complementary literal of literal X;. Literal ii is the 
complementary literal of literal x; . 
Definition 3.3: A product of distinct literals is called a product term (product or 
term in short). 
Definition 3 .4: T 1 and T 2 are two terms. If T 1 and T 2 contain exactly the same 
literals, we say T 1 and T 2 are identical to each other. 
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Theorem 2.1 will describe the properties of operator EB. It will follow without 
proofs of these properties since they are well known[15][31]. 
Theorem 2 .1: The following identities are true: 
x1 EBx2=x1.X2+.X1x2 
x1 EBx1 =0 
x1EB.X1=l 
x1 EBO=x1 
X1EBl=.X1 
x 1 EB (x 2 EB x 3) = (x 1 EB x 2) EB x 3 
x1(x2 EBx3) =x1x2 EBx1x3 
Theorem 2.2(Expansion Theorem) An arbitrary logic function f (x1,xz, · · · ,Xn) 
can be represented in any of the following forms: 
f = lJ oEBx1J2 
f =.X1J2EBlJ1 
f =.Xii oEBx1J 1 
where f o=f (O,x2,X3, · · · ,Xn),f 1=! (l,xz,X3, · · · ,Xn), and/ 2 = f oEBf I· 
(2.1) 
(2.2) 
(2.3) 
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II.2 AND/EXOR Circuit Expressions 
In the case of SOPs we can use only the type (2.3) expansion, which is often 
called a Shannon expansion. However, in the case of AND-EXOR expressions, we may 
use any of the three expansions. Thus, various classes of expressions exist as described 
in the following sections. 
2.2.1 Positive Polarity Reed-Muller Expansion(PPRM) 
When we apply the type (2.1) expansion to all the variables, we obtain an expres-
sion consisting of positive literals only: 
f = ao ffi a1X1 ffi ·. · ffi anXn ffi a11X1X2 ffi a13X1X3 ffi ... ffi ann-lXnXn-1 ffi . · · ffi 
ffia 12 ... nX 1X 2 • • • Xn (2.4) 
This is defined as a Canonical Reed-Muller expansion. Since all the literals in 
this expansion are positive, it is also called Positive Polarity Reed-Muller 
Expression(PPRM). Because PPRM is unique for a given function, no minimization 
problem exists. The average number of product terms in the PPRMs for the n-
variable functions is 2n-1[5]. 
2.2.2 Fixed Polarity Reed-Muller Expression(FPRM) 
When we apply either the type(2.1) or the type(2.2) expansion to each vari-
able, we obtain an expression similar to (2.4), except that either a true or a comple-
mented literal is used for each variable. This expression is called a Fixed Polarity 
Reed-Muller expression(FPRM). 
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There are at most 2n different FPRMs for an n-variable function. The minimi-
zation problem is to find an expression with the minimum number of products 
among the 2n different FPRMs. As for minimization, two different methods are 
known: one requires the space and the computation time of Q(2n) and 0(4n ), respec-
tively[!], and the other requires the space and the computation time of Q(3n )[15]. 
Many programs have been developed for this FPRM circuit form[15][18]. 
2.2.3 Generalized Reed-Muller Expression(GRM) 
In the expression of the type (2.4), if we can freely choose the polarities of the 
literals, then we have a more general expression than a FPRM. This is called a Gen-
eralized Reed-Muller Expression(GRM)[l5]. It is also called an inconsistent canoni-
cal form[l8] or a canonical restricted mixed polarity form[22]. There are at most 
2n2n-i different GRMs. A heuristic minimization method is shown in [22]. Note that 
some researchers use the term GRMs to refer a different class of AND/EXOR 
expressions. 
2.2.4 Kronecker Expression(KRO) 
When we apply either the type(2.1) or (2.2) or (2.3) expansion to each vari-
able, we obtain an expression which is more general than FPRM. This is called a 
Kronecker expression(KRO) since it can be represented by the Kronecker pro-
duct[l5]. There are at most 3n different KROs for an n-variable function. As an 
algorithm to find a KRO with the minimum number of products, a method using an 
extended truth table of 3n entries and the extended weight vector is known. The time 
and space complexity of the algorithm are O(n3n) and 0(3n ), respectively[l5]. 
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2.2.5 Pseudo Reed-Muller Expression(PSDRM) 
When we apply either the type (2.1) or the type (2.2) expansion to f, we have 
two sub-functions. For each sub-function, we can apply either type (2.1) or type (2.2) 
expansion. However, assume that we can use different expansions for each sub-
function. In this case, we have a more general expansion than a FPRM. This is called 
a Pseudo Reed-Muller Expression(PSDRM). In PSDRM, both true and comple-
mented literals can appear for the same variable. There are at most 22n-l different 
PSD RMs. A minimum PSDRM can be obtained from the extended truth table. How-
ever the number of products in the expression depends on the order of the variables. 
This class of expressions has not been studied according to the author's knowledge. 
2.2.6 Pseudo Kronecker Expression(PSDKRO) 
When we apply either the type (2.1) or (2.2) or (2.3) expansion to f, we have 
two sub-functions. For each sub-function, we can apply either the type(2. l), (2.2) or 
(2.3) expansion, and assume that we can use different expansions for each sub-
function. In this case, we have a more general expansion than a KRO. This is called 
a Pseudo Kronecker Expression(PSDKRO)[l5]. In PSDKRO, both true and comple-
mented literals can appear for the same variable. There are at most 32n -1 different 
PSDKROs. A minimum PSDKRO can be obtained from an extended truth table. The 
number of products in the expression depends on the order of the variables. 
2.2. 7 Exclusive-or Sum-of-Products Expression(ESO P) 
Arbitrary product terms combined by EXORs are called an Exclusive-or 
Sum-of-Products Expression(ESOP). The ESOP is the most general AND-EXOR ex-
11 
pression. There are at most 23n different ESOPs, where n is the number of the input 
variables. No efficient minimization method is known, and iterative improvement 
methods are used to obtain near minimal solutions[4][5][27][29][30]. An exact 
minimization method has been developed, but it is very time and memory-
consuming[l3]. 
11.3 Relations among the Classes 
Theorem 2.2. Suppose that PPRM, FPRM, PSDRM, KRO, PSDKRO, ORM, 
and ESOP denote the set of expressions. Then the following relations hold: 
CD PPRM c FPRM @ FPRM c PSDRM 
(}) FPRM c KRO @ KRO c PSDKRO 
Cl) PSDRM c PSDKRO (§) PSDRM c ORM 
(Proof) As for 1 --- 5, they are trivial and they follow from the definitions. As for 
6, consider a PSDRM, It is also a ORM, and hence the proof is completed. 
Example 2.1 
xy Eeyz Eexz is a PPRM (all the literals are positive). 
x yEay z Eaz x is a FPRM, but not a PPRM. 
(x and z have positive literals, but y has negative literals.) 
xy E9 y z Ee z x is a PSDRM, but not a FPRM. 
(y and z have literals of both polarities). 
xyz EBY y z 
x EB .xy ffi .xy 
x EB .xy EB .xy 
x EBy EBxy 
x EBy EBxy 
xyz EB.Xyz 
is a KRO, but not a FPRM. 
(x, y, z have literals of both polarities). 
is a PSDKRO, but not a KRO. 
is a PSDKRO, but not a PSDRM. 
(it contains two products of the highest degree). 
is a GRM, but not a PSDRM. 
is a GRM, but not a PSDKRO. 
is a KRO, but not a ORM. 
(it contains two products of the highest degree). 
x $y $.xy EB.Xyis an ESOP, but neither GRM nor PSDKRO. 
The relations among the classes of expressions are shown in Figure 1. 
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From the above, we see that the number of GRM forms for a given logic function 
is much larger than that of the other classes of AND/EXOR expressions except the 
ESOP one. Therefore, the cost of the minimum ESOP form is usually much closer to 
the cost of the minimum GRM form than to the cost of the minimum form of other 
classes of expressions of these functions. This reason causes the superiority of the 
method proposed in this thesis with respect to the methods of the other minimization 
algorithms. Moreover, observe that the minimal FPRM form is always not better than 
the minimal GRM form. 
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PSDKR0(32"-1 ) 
KR0(3n) 
FPRM(2n) 
~ 
PSDRM(22"-l) 
GRM( 2n 211-1 ) 
ESOP(31n J 
Figure 1. Relations among various classes of AND/EXOR Expressions 
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CHAPTER III 
GENERALIZED REED-MULLER EXPRESSION 
Mathematically, the Generalized Reed-Muller expansions do not exhibit a gen-
eral structure in the nested hierarchy of families of canonical forms in [14] because they 
are not constructed from Kronecker matrix products[20]. However, from the engineer-
ing point of view, the GRM forms( 2n 2n-i ) are interesting because they contain many 
more forms than the KRM forms ( 3n ) when n ~2. Hence, generally the minimum 
GRM form will be closer to the minimal form of ESOP than the minimal KRM form. 
IIl.1 Canonical Reed-Muller Expansion 
When we apply type(2.l) expansion to all the variables of a logic function f, we 
have an expression consisting of positive literals only. For example, consider a 3-
variable function f (x 1, x 2, x 3). As shown in Theorem 2.2, the function f (xi, x 2, x 3) can 
be expanded as the following: 
f (Xi,X2,X3) = f o(X2,X3) G:Jx1f 2(X2,X3) 
where fo(x2,x3)=f(O,x2,X3),f1(x2,x3)=f(l,x2,x3), and /2=/oG:J/1. Similarly, 
f o and f 2 are expanded as follows: 
f o(x 2, x 3) = f oo(x 3) ffi x 2! 02(x 3) 
finally, we have 
f 2((.x2,X3) = f 20(X3) ffJx2f 22(X3) 
I oo(x3) =I ooo EBx3,f 002 
f 02(X3) = f 020 ffJxJf 022 
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f = f ooo <:IJxif 002 GJxif 02offJx2x3! 022 ffJxtf 2ooffJx1x3f 202 ffix1xif 220ffJx1x:ix3f 222 
=boffJb 1X3 ffJb2x2 E9bJX2X3 EBb4X1 ES b5X1X3 EBb6X1X2 ffib1x1XzX3 
The expansion of a n-variable function can be written as follows: 
f (xi,x2, · · · ,x;, · · · ,Xn) = boXPx~ · · · x;0 ···XnoE9b1xPx£ · · · x;0 · · · Xn1 E9 · · · E9 
bjxi 1x~2 • • • x{i · · · x:n EB · · · EB b2n-1X /x t · · · x;1 · · · Xn1 (3.1) 
where x;0 = 1, x;l =x;,(i=l,2, · · · ,n); bje {0,1}, G=0,1,2, · · ·, 2n-l), e;e {0,1}, 
and U)1o=(e 1e2 · · · e; · · ·en )z. 
This is defined as the Canonical Reed-Muller Expansion. Since all literals in this 
expression are positive, Eqn.(3.1) is also called a Positive Polarity Reed-Muller(PPRM) 
expression. 
III.2 Generalized Reed-Muller Expression 
Definition 3 .1 (a): the GRM forms are created by selecting any combination of 
literals in the Positive Polarity( or zero polarity) RM expansion and replacing these 
literals with their inverses[21][22]. 
From Eqn.(3.1) we observe that the PPRM expansion has 2n terms. Each term is 
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a product of a subset of the n variables. This subset can be identified by the ones in the 
corresponding n-bit binary numbers (e1e2 · · · enh=Uho. Thus, the following 
definition complies with definition 3.l(a). 
Definition 3.l(b): The form of Eqn.(3.1) in which each variable can be both posi-
tive and negative but in which there is exactly one coefficient for each subset of vari-
ables of a term will be called a Generalized Reed-Muller expansion. 
It follows from the preceeding definitions that the FPRM class is properly 
included in the GRM class. 
Definition 3.2:· By a Fixed-Polarity Reed-Muller expansion(FPRM) one denotes a 
form of GRM in which the literals of a variable are either positive or negative, and can-
not stand in both forms in the same expression. 
Definition 3 .3: A Reed-Muller expansion (also called Positive Polarity Reed-
Muller form) is a GRM form that consists of only positive literals. 
Eqn.(3.1) can be used as the n-variable Generalized Reed-Muller expansion 
except for every literal Xi is used instead of x; where for each :i; in different terms we 
· · ·e ·e •e. ·e have X; = X; or X; =ii. If we use Tj to represent product term bjX 11x22 ••• X; I ••• Xn n' 
then the ORM expression can be written as 
f =To GJ T 1 EB · · · GJ Tj GJ · • · GJT 2n-1 
Please note, that some researchers use 
f = ao EB a1i1 EB ···EB an.in E9 a12i1i2 E9 a1~1.i3 EB··· EB an-lXnXn-1 EB · · · EB 
EB a 12 ... nX 1.i 2 · · · Xn 
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to represent a GRM form. This is the same as Eqn. 3.1 except that the terms are in dif-
ferent positions. In this thesis we always use Eqn. 3.1 as the GRM expansion. 
Definition 3 .4: In a ORM expansion, any literal i; can be expressed as x; EBo 
where 8 e { 1,0}. Here 8 is defined as the polarity of literal i;. 
0={ ~ x; = x; (positive ) i; =X; (negative) i; =x; or i; =X; (positive or negative) 
Example 3 .1: A GRM form of a 3-variable function is as follows: 
f =f e=X2EB.X2x3ED.X1.X2X3 
This expression can be written as: 
f e =0 EB O·(x3EB-) EB l ·(x2EBO) EB l ·(x2EBl)(x3EOO) EB O·(x1EB-) EB O·(x1EB-)(x3E9-) 
EB O·(x 1 EB-)(x2 EB-) EB l ·(x 1 EB l)(x2 EB l)(x3 EB 0) 
=ToEBT 1 EBT2 EBT 3 EBT 4 EBT s EBT 6 EBT1 
Where 
To=O 
T 1 =O·(x3E9-) 
T2= l·(x2EDO) 
T 3 = 1·(x2ED l)(x3ED 0) 
T 4=0·(x1EB-) 
T5 =O·(x1ffi-)(x3E9-) 
T 6=0·(x1 +-)(x2EB-) 
T 7=l·(x1ED l)(x2ED l)(x3ED 0) 
In the above ORM expansion, if the coefficient of a term Tj is "1 ",for instance, 
T 3 =I ·(x2ffi l)(x3E9 0), then the polarity of each literal in this term has a fixed state, eit-
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her positive or negative but cannot take an arbitary one. If the coefficient of term Tj is 
"O", for instance, Ts=O-(x 1Ee-)(x 2Ee-), then the polarity of each literal in this term can 
be arbitary, either negative or positive. We use " -" to denote the polarity of a literal 
when it can take an arbitary state. 
Definition 3 .5: In a complete ORM expansion f e of an n-variable function, there 
are 2n-l literals of any variable x;. We d~fine the collection of the 2n-l polarities of 
these literals as the Polarity Set of Variable x;. We denote this polarity set of variable 
Xi as 811! (.ii). 
Definition 3.6: Let T be a product term of n distinct literals 
T =i 1i2 · · · i; · · · Xn. The collection of then polarities of these n literals is defined as 
the Polarity Set of term T. We use Or to represent this polarity set. 
Definition 3 .7: A collection of the n polarity sets of the n variables of a ORM 
expansion f e is defined as the Polarity Set of Expansion f e. This is denoted as 
81t!(i1,.i2, ···,in). 
The Polarity of a ORM expansion can also be represented by the termwise polar-
ity set. For an n-variable function, the termwise polarity set is 
{or · · · ~-. · · · ~ } I' VJJ, Vj"2'-l 
Please note that for any ORM form, term To is a constant To= b o e { 0, 1 } , so for 
To no polarity set exists. 
Definition 3 .8: A collection of the 2n coefficients of a ORM expansion f e is 
defined as the coefficient set of this expansion. Denoted by f e (bo,b i, · · · ,b2n_1) this 
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coefficient set of a binary vector of length 2n represents a GRM form under the selected 
polarities of their corresponding subsets of variables in products. 
By the definitions above, we see that any GRM form of a function f can be 
identified by a polarity set and its corresponding coefficient set. The polarity set can be 
defined either termwise or variablewise. 
Thus, the coefficient set of the expansion in example 3.1 is 
f e (00110001) 
The polarity set of .:i3 is o{x3) = (-0-0). 
The polarity set of .:i2 is o(x2) = (0 1-1). 
The polarity set of .:i 1 is o(x 1) = (- - -1). 
The polarity set of term T1 is Or7 = (110). 
The polarity set of term T 6 is Or 6 = (- - ). 
The variablewise polarity set of the expansion is 
o{.i1,.:i2,i3) = (-O-O)(O 1-1)(---1). 
The termwise polarity set the expansion is 
{Or1' Or2, Or3' Or4, Ors, Or6, Or1} 
= { (-), (0), (10), (-), (--), (--), (110)} 
Since in a FPRM expansion, the literals of a variable x; can only take either posi-
tive or negative polarity but can not take both in the same expansion, only one polarity 
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it is necessary to denote the polarities of these 2n-l literals of variable x;. The polarity 
set of a FPRM expansion can be denoted as: 
8.x1.i2 · · ·.in 
or simply as a polarity vector 81e 
Example 3 .2: The polarity of FPRM expansion 
f = f e =.X2EB.X2x3EB.X1.X2x3 
is written as 8.x
1
.x2.X
3 
or 81e (i 1.i2.i3) = (110) 
Definition 3.9: Adjacent Polarity ORM Expansions: fe
1 
and fe 2 are two ORM 
expansions of the same function. If there is only one different bit between the polarity 
sets of these two expansions, we say that f e 1 and f e2 are Adjacent Polarity GRM 
Expansions. 
Example 3 .3: Following are two ORM expansions of the same function f 
f = f 1e =b 'o<:IJb'1.X3EBb'2x2EBb'µ2x3EBb 14X1<:IJb' sx1x3EBb I ~ix2<:IJb'1.X1.X2.X3 
and 
f = f II e = b 110EBb II 1.X3EBb II 2x2EfJb II 3X2X3EfJb "4X1EBb II .sX 1X3EfJb II £,X1x2<:IJb "7.X1.X2.f3 
The polarity sets off 'e and f "e are 8r/i1,i2,i3)=(0011)(0001)(1001) and 
81,,Ji 1,i2,i3) = (1011)(0001)(1001), respectively. Since there is only one different bit 
between 8re(.i1,i2,i3) and 8/"e(.i1,i2,i3), f 'e and f "e are adjacent polarity ORM 
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expansions. 
Combining Definition 3.2 and Definiton 3.9 we obtain the definition of the Adja-
cent Polarity FPRM Expansions. 
Definition 3.10: f e 1 and fe 2 are two FPRM expansions of the same function. If 
there is only one different bit between the polarity sets off e 1 and f e 2, we define that f e 1 
and/ e 2 are Adjacent Polarity FPRM Expansions. 
Example 3.4: Following are two FPRM expansions of the same function/ 
f = f 'e = b 'ofBb '1x3fBb '2x2fBb '3X2X3fBb '4X1fBb 'sY1.X3fBb '6f"1x2fBb '1.X1x2x3 
and 
f = f "e =b "ofBb "1X3fBb "2X2fBb "3X2X3fBb "4-f"1fBb "sX1X3fBb "f>f 1X2fBb "1X1X2X3 
The polarity sets of f 'e and f "e are or~ (i 1,.i 2,.i 3) = ( 101) and 
01 11Ji1,.i2,.i3)=(100), respectively. Since there is only one different bit between 
or~ (i 1i2,.i3) and of"~ (i 1i2,.i3),f 'e and/ "e are adjacent polarity FPRM expansions. 
Theorem 3.1: For a Boolean function of n variables there exist 2E(n) various 
GRM forms, where 
E(n)=,~A7] 
Proof: Consider all possible GRM forms for a Boolean function of n-variables. There 
exist [7] subsets of variables with i variables in a subset. For each such subset there 
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exist two polarities of each variable, which means 2; polarities for all the variables of 
the subset. Therefore the number of all possible GRM forms is 
fr (2i)[7] = fr i{7] =2~~) =2E(n) 
i=l i=l 
It can be proven by mathematical induction that E (n ) = n 2n-1. 
It has been proved in [22] that any Boolean function of n variables( n ~3 ) can be 
described by at most ~ (2n-l) terms in a GRM form. This is the termwise upper bound 
of any function in a GRM form. Furthermore, for any function f (given in an RM form), 
there is an algorithm to find the above GRM form which takes i<2n-l) steps. 
111.3 The Problem of Minimization 
The objective of logic minimization is to reduce the cost function associated with 
a logic expression. Our primary goal of this thesis is to minimize the number of terms in 
GRM expressions. The cost function C to be used here is : 
cost =NT 
Here NT is the total number of terms in the solution. According to our definition of 
GRM expression, 
2n-1 
NT= >.bi 
]~ 
where bj is the coefficient of term Tj. 
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CHAPTER IV 
PARTIALLY-MIXED-POLARITY REED-MULLER EXPANSION 
IV .1 Definitions 
As stated in the previous chapter, the ORM forms are set up by selecting any 
combination of literals in the positive polarity( or zero polarity) RM expansion and 
replacing these with their inverses. They can be expressed as follows: 
f (X1,X2, ... ,X;, ... ,Xn) = boiP.i2 ... .i;0 ... .in° E9 b1.iP.i2 ... .xp ... Xn1 E9 ... E9 
b ·e 1 ·e2 •e. ·e ~ ~ b · l · 1 · 1 · 1 jX1X2 · · ·X;' •. .Xnn w · · · w zn-1X X2 · · ·X; • • ·Xn (4.1) 
where .i;° = 1, .i;1=.i;,(i=l,2,···,n); bjE {0,1}, G=0,1,2,···, 2n-l), e;E {0,1}, 
U)10=(e1e2 · · · e; · · · enh, and moreover, for each .i; in different terms we have.i;=x; 
or x;=X;. 
By putting some constraints on the GRM definition, the Partially-Mixed-Polarity 
Reed-Muller(PMPRM) expansion is established. 
Definition 4.1: The Partially-Mixed-Polarity Reed-Muller(PMPRM) form is 
created by selecting any combination of the 2n-l literals of one variable in the Fixed-
Polarity RM expansion and replacing them with their inverses but keeping all the 
literals of the other variables under consistent fixed polarities. 
Obviously, from the definition, the PMPRM forms are included in the GRM 
24 
forms but include the FPRM forms. 
Let's consider a 3-variable function. It can be written as the following GRM 
expression 
f = bo EB b1(X367y1) EB b2(X2EB~1) EB b3(X3EBY2) EB b4(X1EB<l1) EB b5(.x1EBa:z)(x367y3) 
EB b 6(x 1EBa3)(x2EB~3) EB b 1(x 1EB04)(.x2EB~4)(x 367y4) ( 4.2) 
where o(i1)=(ai, ai, a3, a4), o(.i2)=(~i, ~2' ~3' ~4) and o(i3)=(yi, Y2, "f3, "f4) are the 
polarity sets of each variable, respectively. Hence, there are 23-(23- 1) = 212 GRM forms 
for a 3-variable function. For the PMPRM expansion, the literals of one variable can 
take mixed-polarities, and all the other variables should take fixed-polarities. If X3 is the 
mixed-polarity variable, then x b x 2 must take fixed polarities. Thus, we have 
Yi, Y2, y3, "(4,E {0,1} but a1 = a2 = a3 = Cl4 (= a)e {0,1 }, and ~1 = ~2 = ~3 = ~4 
( = ~)E { 0, 1}. Since there are 24 mixed polarities for the 4 literals of the mixed-polarity 
variable, 22 fixed polarities for the remaining two fixed polarity variables, and 3 choices 
of selecting the mixed polarity variable, thus there are 176(i.e. 3·22·24-2·23) PMPRM 
forms for a 3-variable function. (fhe 3·22·24 forms include 3 overlapping 23 fixed polar-
ity forms, that is, all the three variables take fixed polarities, so 2·23 should be sub-
tracted). 
Lemma 4.1: For an n-variable function, there are n2n-12211 - 1 - (n-1)2n PMPRM 
forms. 
Proof: Each variable has 2n-l literals in 2n terms of the positive RM canonical 
form for an n-variable function. When the literals of one variable take the mixed polari-
ties, there are 22n-i mixed polarities for the variable. The other (n-1) variables should 
take the fixed polarities, and thus there are 2n-l fixed polarities. For an n-variable func-
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tion, we have n choices of selecting the mixed polarity variable, and therefore, we have 
n 2n - 122"-1 alternative forms including the n-times overlapping 2n FPRM forms. Hence, 
the total number of PMPRM forms is n 2n-122n-t - (n -1)2n. 
The relations among the PMPRM and the other RM expansion families are 
shown in Figure 2. 
PPRM 
FPRM(2n) 
PMPRM (n2n-122n-t_(n-1)2n) 
ORM (2n2n-1) 
Figure 2. The Relationship among the PMPRM, PPRM, FPRM and ORM 
By comparing Figure 2 and Figure 1, we see that the PMPRM class is much 
larger than the Kronecker Reed-Muller(KRM) expansion, thus generally the minimal 
form of this expansion will be much closer to the minimal ESOP than the minimal form 
of KRM expansion. 
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IV .2 Minimization of FPRM 
An algorithm for the minimization of Fixed Polarity Reed-Muller expression has 
been presented by [18]. According to this algorithm, only 2n-l Exor operations are 
needed to calculate the coefficients of FPRM expansion from one of its adjacent polar-
ity expansions. 
For instance, two FPRM adjacent polarity expansions of a 3-variable function are 
shown as the following: 
f (x 1,X 2,X 3) =bo<Bb 1X3<Bb2x 2<Bb JX2X3GJb 4X 1<Bbsx1X3EBb 6X 1X 2<Bb1x 1X2X3 ( 4.3) 
f (x 1,X 2,X 3) = b 'o<Bb '1x3$b 'iX2<Bb 'Jf 2x3$b '4X 1ffib'sX1X3ffib '6X 1.X2<Bb '1X 1.X iX3 (4.4) 
Notice that between the FPRM expansions (4.3) and (4.4), there is only one vari-
able x 2 whose polarity is inversed. To calculate the coefficient of Eqn.( 4.4) from 
Eqn.( 4.3), we substitute x 2 with 1EBx2 in Eqn.( 4.3) and obtain 
f = boEBb 1X3EBb2(X2EBl)EBb3(X2EBl)x3EBb4X 1EBbsx 1X3EBb6X1(.X2EBl)EBb7X 1(Y2EBl)X3 
= (b o€IJb 2)ffi(b 19b 3)X 3$b 2X 2€IJb JX 2X 3€IJ(b 4E9b 6)x 1 (fJ(b s<Bb 7)x1X 3$b 6X 1X 2f11b 7X 1X 2X 3 
= b 'oEBb '1x 3E9b '~ 2ffib 'Ji" ix 3$b '4X 1EBb'sX1x 3E9b '6X' 1.X 2EBb '1x 1.X 2x 3 
where 
b'o=boEBb2 
b'1=b1G7b3 
b
1
4=b4<:Bb6 
b'5=b5<:Bb7 
b'2 = b2 
b'3 =b3 
b'6=b6 
b 
1
7 = b7 
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This can be demonstrated by Figure 3: 
'611! (i 1, iz,i3) = ( 000) ort! (i i,i2,i3) = ( 010) 
bo b'o 
b1 b'1 
b2 b'2 
b3 b'3 
b4 b'4 
b5 b's 
b6 b'6 
b1 
b'1 
Figure 3. Calculation off I e from f e 
For an n-variable function, if all the polarities of the n variables are arranged 
according to the Gray code, then each polarity is adjacent to the next one, since the 
Gray code is a cyclic code, that is, in changing from one value to the next value only 
one bit is changed. Therefore, all 2n sets of the RM polynomial coefficients may be 
arranged as the adjacent polarity based on Gray code ordering. Then the minimum 
coefficient can be obtained by exhaustive search through the adjacent polarity data flow 
chart. 
Figure 4 is the flow graph representing the algorithm for the calculation of all 
FPRM expansions for a 3-variable function. Let us observe that in Figure 4 there are 8 
different columns. Each represents one of the 23 fixed polarity expansions. Thus, seach-
ing through all FPRM expansions leads to the exact minimum FPRM solution. 
. Polarity set B1/i1iii3) in Gray Code Order 
( O/e(X1XzX3) 
000 001 011 
ho :am 
b1 
b2 
b3 
b4 
~:::..~~-;..E31~)~-J">'~~)lli~(I~)>--~ b5 / )Iii 
b 6 / ;..i('-4-1)-t---
010 110 
I I f)lr(I) ~-1'-Tl 1' 
::;ir(I) ! ! >(IY 
::;ir(IY ::;ir(I) ~::::.~~~€(19YL._~~->~(~11~~- . b7 .< ::;ir 
111 101 100 
)lrm 
~r--- ,> ' )lrflY 
m )llim .,a:¥._--:f/-""'=)lii~T 
)lr(I) J ( ;i.(1¥ ;.(I) 
><11 )Iii m ----,.,
)lli(IY )Ir r l)/ ;.:(11 
Figure 4. Calculation of FPRM expansions for a 3-variable Function 
IV.3 Computation of the PMPRM Expansion 
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Definition 4.2: In PMPRM forms, if a mixed polarity of the 2n-l literals of a vari-
able has only one inverse bit with the other mixed polarity of the 2n-l literals of the 
variable, then these two mixed polarities are defined as the Adjacent Polarities. 
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Theorem 4 .1: When an n-variable PMPRM form shown in Eqn 4.1 is transformed 
to its adjacent polarity form, that is, a literal i; in the term of ii1.i22 • • • i; · · · .x:n is 
inverted, only the bj_2n-i is changed into bj_2n-iebj, and all other coefficients remain 
unchanged. 
Proof. In the form of Eqn 4.1, when the literal i; in the term 
i11i2.2 ••• it ... .x:n(e; = 1) is inverted, we obtain its adjacent polarity form: 
f (x b ... ,X;' ... ,Xn )=b I oi Pi 2 ... xP ... in°EBb I 1i Pi 2 ... i;° ... in1EB ••• e 
b , · e · e 2 • o · e , · e · e · · e j-2n-iX1 1X2 · · · X; · · · Xn"EB · · · E9b jX1 1X22 • • • (.x;E91) · · · Xn" 
e · · · eb '2"-1i lil · · · i;1 • • ·xi (4.5) 
From Eqn. 4.5, we have 
f (x b ... ,X;' ... ,Xn )=b I oi Pi 2 ... i;° ... in°ESb I 1i Pi 2 ... i;° ... in1EB ••• EB 
, ·e 1 ·e2 ·o -e b' -e 1 -e2 ·o ·e b j-2n-iXl X2 · · · X; · · · Xn"EB jXl X2 · · · X; · · · Xn"EB ···EB 
, ·e ·e · ·e 1 ·1·1 ·1 ·1 b jX 11X22 • • • X; · · · Xn"ffi · · · ffib 2n-1X1X2 .. · X; ... Xn 
By comparing Eqn. 4.6 to Eqn 4.1 we have 
{ 
bj-2n-i = b 1j-2n-iE9b 1j 
bj = b 1j 
Finally from Eqn. 4. 7, we obtain 
{ 
b'k =bk 
b 'j-2n-i = bj-2n-iebj 
(k#;j-2n-i) 
(4.6) 
(4.7) 
(4.8) 
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From Theorem 4.1, if the mixed polarities of the 2n-l literals of a variable are 
arranged in the Gray code order, each PMPRM form under the mixed polarities can be 
computed by using only one EXOR operation. The entry vectors are under the fixed 
polarities of the other variables and the zero -polarity of 2n-l literals of this variable. 
The entry vectors are also computed in Gray code order of the fixed polarities[18]. 
Actually, this creates a two-dimensional data flow as shown in Figure 5(a). One dimen-
sion is 
/ 
/ 
/ I 
// I I 
/~---~,--------------------------------, 
~-~---~,-------------------------------, I 
//I I I I I I 
.d"';-;-~----~============================~~~~~-~ 
I I , '] I i I 
! 
I ,v-~---------------------------1:• _ _:__!~ 
/ - - __ L_J 
I / I 
~~---------------------------------
___ J . / 
I ~-:_ - - - -· - - - - - - - - - - - - - - - - - - - - - - - - - - - - -
~~-----------------------------------
Mixed Polarity in Gray Code Order 
Figure 5(a). Two-dimensional data flow chart 
in Gray code order of the fixed polarities while the other dimension is in Gray code 
order of the mixed polarities. Thus, according the Definition 4.2, all the PMPRM forms 
are generated. 
In the following our fast computation algorithm will be explained by using a 3-
variable function. In Eqn. 4.2, if the literals of variable x 3 take mixed polarities and 
x 1,.X2 take fixed polarities, one has a1 = a2 = a3 = a4 (=a) e {0,1}, P1 = P2 = p3 = 
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f34 (= f3) E {0,1 },and "fl, "f2, "(3 , "(4E {0,1 }. The expansions under mixed-polarities 
'Yi , 'Y2 , "f3 , 'Y4 and fixed-polarities a, f3 is computed in the flow graph in Figure 6(a), 
where 'Yi , 'Y2, "(3 , 'Y4 are arranged in Gray code order. 
'61~ (.i3) = ('Y1'Y2"(3"(4) in Gray-code Order 
()()()(} 0001 001100100110 011101010100 1100 110111111110 1010 101110011000 
:~ : : : : : : :z : : : : : : : 
:: : : :z : : : : : : : :z : : 
:z : : :z : : :z : : :z : 
:: z :z :z :z :z :z :z :z 
b4 
b5 
Figure 6(a) Flow Graph-Calculation of PMPRM forms when .i3 is the mixed variable 
In Figure 6(a) there are 16 columns, each represents one of the 24 PMPRM 
expansions under the mixed polarity of .i 3 and fixed polarity of .i 1 and .i 2· Throughout 
the data flow in Figure 6(a) a and p, the fixed polarities of i 1 and .i2, remain 
unchanged. The entry vector( first column) is under the zero(positive) polarity of i 3 
(01~(i3)=('Y1'Y2'Y3"(4)=(0000)) and a certain states of a.,p, the polarities of i 1 and i 2. 
Since a.,J3 e { 1,0}, so there are 22 = 4 entry vectors with polarity set 
'61~ (.i 1,.X2,i3) =(a J3 0). Each of these entry vector [b 1 , b2, · · · , b1f under fixed-
polarities a, J3 in Fig. 6(a) is computed in the flow graph in Figure 6(b), where a., J3 are 
arranged in Gray code order. 
Combining Figure 6(a) and Figure 6(b) results in a two-dimensional data flow 
graph, as shown in Figure 7. 
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Ofe (ii,i2,i3) = (a P 0) in Gray-code Order 
000 010 110 100 
bo 
b1 
b2 
b3 
b4 
b5 
b6 
b7 
Figure 6(b) Calculation of FPRM forms: .:i 1 and i2 be the fixed polarity vari-
ables 
Similarly, if the literals of variable x 2 take mixed-polarities and x 1 , x 3 take fixed 
polarities, one has a1 = a2 = a3 = CX4. (=a) e {0,1}, 'Yi= 'Y2 = "f3 = y4e {0,1 }, and 
P1 , ~2 , ~3 , ~4 ( = ~ ) e { 0, 1}. The expansions under mixed-polarities P1 , P2 , ~3 , p4 
and fixed-polarities a , y are computed in the flow graph in Figure 8(a), where 
P1 , P2 , p3 , P4 are arranged in Gray code order. 
Each entry vector [b 1 , b2 , · · · , b1f under fixed-polarities a, y in Fig. 8(a)is 
computed in the flow grap h in Figure 8(b ), where a , y are arranged in Gray code order. 
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If the literals of variable x 1 take mixed-polarities and x 2 , x 3 take fixed polarities, 
one has P1 = P2 = p3 = (34(=13) E {0,1}, 'Y1 = 'Y2 = "(3 = "(4E {0,1 }, and a1, a2, a3, 
a 4 (=a) E {0,1 }. The expansions under mixed-polarities 
b1 / 
/ 
/ 
/ 
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1 , ~000 0001~-~-=-=-~--~·=·····································1·············,-· .. 10oo / 
:/ --------r:::::::-/ 0000 0001~-~-=-=-~- -~-=-=-~-=-=-~-=-=-~-=-=····· .................. , .... iiioo 
0000 0001 ......................................................................... iooo 
81~ (i 3) = ('Yl'Y2"f3"(4) in Gray-code Order 
Figure 7 Two dimensional data flow graph with i 3 being the mixed polarity variable 
a1 , a2 , a3 , a4 ( = a ) e { 0 , 1}. and fixed polarities P , "( are computed in the flow graph 
in Figure 9(a) where a1, a2, a3, Cl4 (=a) E {0 ,1} are arranged in Gray coder order. 
Each entry vector [b 1 , b2 , · · · , b1f under fixed-polarities P, 'Yin Fig. 9(a) is com-
puted in the flow graph in Figure 9(b ), where P , 'Y are arranged in Gray code order. 
As a result, the optimal polarity vector (one with the minimal number of nonzero 
elements) for the 3-variable function is selected among all the vectors. 
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Since the encoding of Gray codes is a reflective and cyclic encoding, for any n-
variable function this algorithm is a recursive one, and thus it can be readily pro-
grammed. Since the algorithm excecutes only one EXOR operation for each mixed-
polarity vector, this ·algorithm is highly efficient. The computation of PMPRM expan-
sions for an n-variable function needs a total of n (2n-L l)2n-l + n 2n-l(22n-t - 1) 
EXOR operations. 
The algorithm is formulated as follows: 
Algorithm 4 .1 (Minimization of PMPRM) 
1. Start from PPRM,f e =PPRM ,f min =fe 
2. Let i = 1. Let mp be the polarity set of x; and f p be the Fixed polarity 
vector of other variables. 
3. mp =mp+ 1 in Gray code order. Let Ti be the term in which the literal of 
x; changes polarity. Now calculate the adjacent polarity PMPRM expan-
sion! 'e fromfe by: 
{ 
b 1k =bk (k-:t-j-2n-i) 
b 
1
j-2n-i = bj-2n-i(f)bj 
4. If cost (j 'e) < cost (f min), then f min= f 'e 
5. f e = f 'e. If mp <22"-1, goto step 3 (search all possible mixed polarity 
expansions of x; ). 
6. fp = fp + 1 in Gray code order. Calculate the adjacent polarity FPRM 
expansion under f p . 
7. If fp <2n-L1, go to step 3 (search all fixed-polarity expansions). 
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8. If i < n , then i = i + 1, goto step 2 (go for all variables). 
In this algorithm one has to calculate all possible PMPRM expansions including 
those overlaps. For functions with more than seven variables it is not feasible because 
the large number of forms. Figure 5(b) shows the search space for one mixed polarity 
variable of a n-variable function. It is essentially the same as Figure 5(a). To search all 
PMPRM expansions n numbers of Figure 5(b) are needed. Thus, the time complexity of 
this algorithm is 0 (n .2n-122n-1). In the next section we are going to give another algo-
rithm which has the same result as algorithm 4.1 but with a time complexity of 
0 (n ·2n). 
f p 
2n-l II-----
,...;.-: 
/. 
2 II 
1 II 
0 - ---~----II 
1 2 22n-l mp 
Figure5(b ). Search Space of Algorithm 4.1 for One Mixed Polarity Variable 
OJ,, (i 2) = (J31 l32J33 (34) in Gray-code Order 
0000 0001 001100100110 0111010101001100 110111111110 1010 101110011000 
bo 
b1 
b2 
b3 
(a) 
Ott (.i 1,.i2,.i3) = (aO "()in Gray-code Order 
000 
bo 
001 101 100 
b1 
b2 
b3 
b4 
b5 
b6 
b7 
(b) 
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Figure 8. Flow Graph(a)(~1~2~3~4) in Gray-code Order(b)(aO"() in Gray code Order 
bo 
b1 
b2 
b3 
b4 
b5 
b6 
b1 
B1,,(i1)=(a1a2a3a4) in Gray-code Order 
0000 0001001100100110 0111010101001100 110111111110 1010 101110011000 
(a) 
Ott! (i 1,i 2,i 3) = ( 0 ~ 'Y) in Gray-code Order 
.000 001 011 
bo 
010 
bi 
b2 
b3 
b4 
bs 
b6 
b1 
(b) 
Figure 9. Flow Graph(a)(a1a2a3Qi)in Gray code order(b)(O~y) in Gray code order. 
37 
38 
IV .4 The Speedup Approach 
Using Algorithm 4.1, one has to calculate all the PMPRM forms in order to find 
the minimum one. This would not be feasible for functions that have many input vari-
ables. In this section, we introduce an algorithm with which we can find the minimum 
PMPRM forms without necessarily calculating all the forms. Before we present the 
algorithm formally, let us consider the following example first: 
Example 4 .1: Given is a function in PPRM form: 
f = f e = 1 EBX2 EBXiX3 EBX1X3 EBX1X2 EBX1XiX3 
= 1 EB O-(x3 EBy1) EBx2 EBx2(x3 EBy2) EBx 1(X3 EBy3) EBx1x2 EBx1x2(x3 EBy4) 
where 81~ = (Yl'Y2Y3Y4) = (0000). By inverting all the literals of X3 in the above expan-
sion, we obtain a FPRM form as the following: 
f = f 'e = 1 ffixz,X3 ffix1EBx1.X3ffix1x2.X3 
= 1 ffiO·(x3 EBy1) EBx2(x3 ffiy2) ffix1 ffix1(x3 ffiy3) ffix1x2(X3 EBy4) 
where 8r~ =(Y1Y2Y3Y4)=(1lll). Comparingfe and/ 'ewe find that the inversion of Y1 
does not cause any change because the coefficient of term O-(x3 ffiY1) is 0, thus Y1 can 
be arbitary. The inversing of Y2 (x3 in termx2x3) inf e causes the termx2 to be reduced 
inf' e. The inversing of Y4 (x3 in term x 1X2X3) causes term x 1X2 to be reduced inf 'e. 
But the inversing of y3 (x 3 in term x 1X 3) creates one more term x 1 in f 'e . Now if we 
only invert polarities Y2 and Y4 but leave the polarities Y1 and y3 unchanged, we have a 
PMPRM expansion as follows: 
f =f"e =1 EBx2.X3EBX1X3EBX1X2X3 
= 1 EB O·(x 3 EB Y1) EB x 2(x 3EBY2)EBx1(x3 EB y3) EB x 1x 2(x 3 EB y4) 
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This is the minimum PMPRM form with zero polarity of x1, x2 and mixed polar-
ity of X3. 
From Theorem 4.1 and Figures 5(a), 6(a), and 7(a) we observe that whenever a 
literal i; in term Tj is inverted, only the coefficient bj_2n-i is changed to bj_2n-iffibj. 
This coefficient is only affected by the literal Xj in term Ti, no matter how the literals of 
the same variable in other terms are changed. 
For b 'j_2n-i =bj_2n-iffibj, the following combinations are possible if i; in term Tj 
is inverted (Note this inversion can be from x; to X; or from X; to x; ). 
bj-2n-i 0 0 1 1 
b· J 0 1 0 1 
b 
1
j-2n-i = bj-2n-i ffJ bj 0 1 1 0 
Table 1. Possible Combination of b 'j-2"-i 
From Table 1 we see only when bj_2n-i and bj both equal to "1" that the cost will 
be improved. 
Owing to the above reasons, the minimum PMPRM under the mixed-polarity of 
x; and a certain fixed polarities of other variables can be obtained by attempting to 
invert any single literal from the zn-l literals of X;. If the inversion of literal X; in term 
Tj causes bj-2"-i to change from "1" to "O", then the inverted literal is the one that 
should stand in the minimum PMPRM. Otherwise the original literal will leave in the 
minimum PMPRM. Again we use a 3-variable function to explain our algorithm. In 
Eqn. 4.2, if the literals of variable X3 take mixed polarities and x 1, x2 take fixed polari-
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ties, we first invert the polarities "(i, "(2, "(3, and "(4 and keep ai, a2, <l3, <l4 and Pi, P2, p3, 
f34 unchanged. The resulting adjacent polarity FPRM expansion has a coefficient vector 
f (b 'o,b 'i,b '2,b 13,b '4,b '5,b '6,b '1) and a polarity set (iii 2i3i4) = (1111), as shown in 
Figure 10. Let f (b "o,b "1,b "2,b "3,b "4,b "5,b "6,b "1) be the coefficient set of the 
minimum PMPRM, and (y' 1 i' 2i' 3i' 4) be the corresponding polarity set, then 
if bi = 1 and b 'i = 0 then b "i = b 'i, i' k = i k 
for others b " b i' -j = j' k 1k 
In Example 4.1, f (bo,b i,b2,b3,b4,b5,b6,b1) = f (10110111) and (11 =12 =13 =14) 
= (0000), we have f (b 'o,b 'i,b '2,b '3,b '4,b '5,b '6,b '7) = f (10011101) with 
("(1 =i2='(3='(4)=(1lll). 
( 111213"(4) (i1i2i3y4) (i'1i'2i'3y'4) 
=(0000) =(1111) =(0101) 
bo=l 
~ 
b'o=l b "o=l 
............. ::;::... b 1=0 
b'1=0 b "1=0 X3Elry1 <i'1=r1=0) 
b2=l 
~ 
b'2=0 b "2=0 
. .. .... ::;::... b3=l b'3=l b 
113=1 x 2Cx 3E9"(2) (i'2=i2=l) 
b4=0 
~ 
b'4=l b"4=0 
...... ::;::... b 5=1 b'5=1 b 
115=1 :i 1(x3E9"'(3) (i' 3=y3=0) 
b6=1 
~ 
b'6=0 b "6=0 
... :;:... b =1 
b'1=l . . 7 b "1=1 ("('4=f 4=l) X 1Xz(x3$y4) 
Figure 10. Calculation of the Minimal PMPRM for a 3-variable Function 
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Thus the minimum PMPRM will be 
f (b "o,b "i,b "2,b "3,b "4,b "5,b "6,b "7) = f (10010101) with the polarity set of x 3 
8(i3) = (y' 1i' 2i' 3y' 4) = (0101). 
Figure 10 is actually the calculation of Adjacent Polarity FPRM Expansion under 
which x 3 is the variable that is inverted. From Figure 8 we obtain the same result as in 
Figure 6(a). By combining Figure 10 and Figure 6(b) we obtain Figure 11 from which 
we can obtain the minimum PMPRM with x 3 being the mixed polarity variable. 
bo 
b2 
b3 
000 00 1 
81~(i1,i 2,i 3) = (a P 'Y) in Gray code ordering 
011 010 110 11 1 101 100 
b4 ' 
b5 
b6 I 
b7 
Calculate the Minimum PMPRMfrom these vectors 
Figure 11. Flow graph, a,~,y in Gray-code Order 
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In Figure 11, y is arranged as the least significant bit (1st bit). f3 and a are 
arranged as the 2nd and the 3rd bits, respectively. During every increment in Gray-code 
ordering, if the inversed bit is the 1st bit, then we can calculate the optimal PMPRM 
expansion, as stated in the above. H the inversed bit is the 2nd or the 3rd, then we can 
calculate the FPRM ·under fixed polarities of a and (3, the same result as from Figure 
6(b ). In order to distinguish the mixed polarity variable and the fixed polarity variables, 
in Figure 11 we leave a space between the least significant bit and the others. 
Similarly, Figure 8 and Figure 9 can be transformed into data flow charts, as 
shown in Figure 12 and Figure 13, in which the polarity bit of the mixed polarity vari-
able is always arranged as the least significant bit. The algorithm is presented as the 
following: 
Algorithm 4.3: (Fast minimization of PMPRM) 
1. Start from PPRM, let/ min =PPRM. cost_ min =cost(PPRM). 
2. i = 1. Let x; be the mixed polarity variable; le =PPRM; fp be the 
fixed polarity vector in which the polarity of x; is arranged as the least 
significant bit. Let 8 be the zero polarity of x; . 8' be the polarity set of 
x; in the minimal GPMPRM. 
3. fp = fp + 1 in Gray code order. Calculate the Adjacent Polarity FPRM 
Expansion f 'e from f e by: 
for(j=O;j<=2n-I; j++ ){ 
if(T1+2n-i contains literal x;) 
b '1 =b1 EB b1+2n-i; 
else 
b'1=bj;} 
4. If costlf 'e)<cost_min, then/ mm=! 'e· 
bo 
b1 
b2 
b3 
b4 
000 
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5. If the bit changed is the least significant bit, derive the optimal 
PMPRMf "e from/ 1e andfe by: 
if b j = 1 and b 1 j = 0 
for others 
then b II. -bl. J - }' i 1k =ik 
b"j=bj, Y1k=Yk 
6. If cost (f "e )<cost_ min , then f min= f "e. 
7. f e = f 1 e. If f p < 2n, Goto step 2 (search all mixed polarity expansions 
of i;). 
8. If i < n, then i =i + 1. Goto step 2 (go through all variables). 
014!(i3~1~z)=(ya P) in Gray code ordering 
00 1 011 010 110 11 1 101 100 
, ,~ ' ._... ~' c .::O'llo~'"---,- -, 
bs ' !!laol I ! C ~ < ::...< ~ c "11/JJ , , .... < ~ 
b6 :.1 I .... ' 
)Iii( ';Jro( )llLI' 
Calculate the Minimum PMPRMfrom these vectors 
Figure 12. Flow Graph, y,a,p in Gray-code Order 
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81~ (i 2,i 3,i 1) = ( f3 "( a) in Gray code ordering 
000 00 1 011 010 110 11 1 10 1 100 
bo 
bl 
b2 
b3 
b4 
b5 
b6 
b7 
Calculate the Minimum PMPRM from these vectors 
Figure 13. Flow graph, f3;y,a in Gray-code Order 
IV.5 The Efficiency of Algorithm 4.2 
The criteria used to evaluate the efficiency of an algorithm is the time and space 
complexities. From the previous section we can see that to find the minimum FPRM 
expansion one has to calculate 2n FPRM forms. By calculating n 2n FPRM forms, we 
can obtain the minimum PMPRM expansion, which is much closer to the minimum 
ESOP, than is the minimum FPRM form. The time complexity of algorithm 4.2 is 
0 (n · 2n ). This time complexity can further be improved if parallel processing technique 
45 
is taken into consideration. The parallarism of Algorithm 4.2 is quite obvious. First, 
each pass of the calculations of the PMPRM expansions with a particular mixed polar-
ity variable starts from the PPRM expansion, and all these passes are irrelative to each 
other. Second, the Gray code is reflective. This make it possible to start a pass from 
different directions at the same time. As an example, the minimization of a three vari-
able function is demonstrated in Figure 14. The time complexity of Algorithm 4.2 
using strategy of parallel processing is 0 (2n-1). This improvement is achieved at the 
cost of more memory space. 
Mixed polarity 
variable 
X3 
X2 
Xt 
/ 000 001 011 010 
PPRM 
Mixed polarity 
variable 
110 111 101 100 000' 
PPRM 
~ ()()() 001 011 010 110 111 101 100 ()()()/ 
bo bo 
b1 i b1 
b2~ b2 
b3 ! . . . b3 
b4 ~ ~ ~ ~ b4 
b5 C? 7:7 bs 
b6 
b7 
Figure 14. Minimization Algorithm Using Parallel Prosessing Technique 
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Because our algorithms works on the coefficients of the Reed-Muller expansion, 
all the termwise polarity sets of two expansions have to be keep throughout the pro-
gram. One is the current expansion and the other is the expansion with best cost. There 
are a total of 2n terms. Each term need a maximum of n memory spaces for the polari-
ties of each literal. Thus the space complexity of this algorithm is 
0 (2·n ·2n) = 0 (n ·2n+l). 
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CHAPTER V 
MINIMIZATION OF THE GENERALIZED REED-MULLER EXPANSION 
Similarly to the algorithm described in the previous chapter, if we can calculate 
the Adjacent Polarity GRM expansion one-by-one and search all the GRM forms the 
minimum can be found. But the computation of the Adjacent Polarity GRM expansion 
is not as simple as for the PMPRM' s. Consider a simple example: 
f =x2E9.X2X3E9X1X2X3 
This is a ORM expression of a 3-variable function under the polarity of 
81 (.i1i2i3) = (---1)(01-0)(-0-0). One of the adjacent polarity set would be 
81 (.i 1i2i3)=(---0)(0l-O)(-O-l). To calculate the coefficients of this expansion, we 
substitute the literal x 1 in term .X 1x 2x 3 in with 1 E9 x 1 and obtain: 
f =x2EBY2x3E9((x1E9l)X2X3) 
= X 2E9.X 2X 3E9(X iX 3E9X 1X 2X 3) 
= x 2E9.X 2X 3$( (x 2E9l)x3Eax1X 2X 3) 
= x 2E9.X 2X 3$(.X 2X 3ffix 3ffix 1X 2X 3) 
= x 2ffix 3ffix 1x 2x 3 
From the above, we see that b '3=b3E9b1=0, b '1=b1EBb1 = 1. In this example, the cost 
function( we consider the number of terms only) does not improve. 
In this chapter we discuss the problem of how to minimize the GRM forms using 
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an algorithm similar to that described in chapter IV. 
V.l Termwise Complementary Expansion Diagram 
Theorem 5 .1 f le and f 2e are GRM forms of two different n-variable functions 
f 1 and f 2· The coefficient sets of f le and f 2e are f le (b 10b 11b 12 · · · b 12n-1) and 
f 2e(b20b21b22 · · · b22n-1), respectively. If/ le and/ 2e are with the same polarity, then 
f e = f le fIJ f 2e is the GRM form of function f = f 1 fIJf 2 with the same polarity as f le 
and f 2e • The coefficient set off e is: 
J e (bob 1 · ' · b2n-1) = J le (b 10b 11 • · · b 12n-1)EBJ 2e (b2o/J21 · · · bzzn-1) 
=Je(b10EBb20,b11EBb211 • • • ,b1zn-1EBb2zn-1) 
also, let f le J 2e , · · · , and f me be GRM forms of m different n-variable functions but 
all these GRM forms are under the same polarity. Then the ORM expression of func-
tion!= f 1fIJf 2fIJ · · · fIJf m can be obtained by 
where 
fe(bobt · · · b2n-1)=J le(buibn · · · b12n-1)fIJJ 2e{bio/J21 · · · b22n-1) 
ff) · · · fIJf me (bmobm 1 · · · bmzn-1) 
bo=b 10fIJb20$ · · · Eabmo 
b 1=b11E9b21EB · · · Eabm 1 
b 2 = b 12fIJb 22<B · · · <Bbm 2 
b2n-l =b12n-1EBb22n-1E9 · · · fIJbm2n-J 
Proof" Trivial. 
Example 5.1 
Given are two 3-variable functions in ORM forms. 
f 1-=f le= lffix3ffix1E9.X1x2EBX1X2X3 
f 2 = f 2e =x2EBx 1EB.X1x3EB.X1x2 
The polarity sets and 
B1
1
4! (i 1.i2.i3)=(0-10)(--01)(0--0), 
coefficients sets of f le and f 2e 
B1~(.i1.i 2.i 3)=(011-)(0-0-)(--0-) 
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are 
and 
f le (11001011), f 2e (00101110), respectively. Since in the polarity set a "-" stands for 
either a "1" or a "O", the common polarity set of the above two expansions is 
B14! (.i 1.i2.i3)=(0110)(0-0l)(0-00). From Theorem 5.1 we obtain the ORM expansion of 
function[= f 1EBf 2 under the polarity of 014!(.i1.i2.i3)=(0110)(0-01)(0-00) 
f e (brJJ 1b2b3b4b5bc/J7) = f le (11001011)EBJ 2e(00101110) 
= f e (11100101) 
Definition 5 .1: Let T be a product term of n distinct literals 
T =.i 1i2 · · · .i; · · ·in. If we apply property i = lEB.f to all the literals in T, we have a 
FPRM expansion as the following: 
T =i1i2 · · · i; ···in 
= lEBX°n ffixn-1EB.Xnxn-1ffi · · · EBx1X-2 · · · Xn 
The polarities of all the variables in the above expansion are the complements of 
the corresponding variables in product T. This expansion is defined as the Complemen-
tary Expansion of product T. 
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The complementary expansion of product T can be readily obtained because it is 
a FPRM expansion with all the coefficients equal to one. 
Expample 5.2 
The complementary expansion of product termx1x2.X3 is 
1ffix3ffiX 2ffi.X 2X 3ffi.X 1ffi.X1X 3ffi.X 1.X 2ffi.X 1.X 2,X 3 
Definition 5.2: If we apply i = lffix only to a selected set of literals ik1,ik2, • • ·, 
and XJ.m in term T ( T =x 1.i2 · · · Xn and kl,k2, · ··,km e { 1,2, · · · ,n }), we have a 
FPRM expansion. The polarities of the literals of Xk 1,ik2, • • • ,ikm are complements of 
the corresponding literals in product T. The polarities of other literals remain the same 
as those in product T. This expansion is called the Complementary Expansion of T 
versus literals XkpXk 2, • • • , and i1cm. 
The complementary expansion of T versus literals ik1,ik2, • • • ,ikm can be 
obtained by first calculating the complementary expansion of Xk 1Xk 2 • • • Xkm and then 
multiplying the other literals. 
Example 5.3 
The complementary expansion of termx1x2.X3 versus.X3 is 
X1X2(l ffiX3) 
=x 1X2EBx 1X2X3 
The complementary expansion of term x 1X 2.f 3 versus x 2 and %3 is 
xi-(1 EBX-2 EBx3 EB.X2x3) 
=x 1EBx 1f2EBx 1X3Ei1X1X2X3 
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The complementary expansion of T can be illustrated by a subtree where T is the 
root and the terms in the complementary expansion are represented by the descendents 
ofT. Forinstance, the complementary expansion ofT =x1x:iX3 versusx2 and.X3 can be 
illustrated by the following diagram: 
X1X2X3 
XI X1X2 X1X3 X1X2X3 
Figure 15. Complementary Expansion of x 1x 2.X3 versusx 2 and.X3 
By the complementary expansion one can always transform a product term with 
any polarity into a FPRM expansion which includes a term T' =i 1i2 ···in with 
expected polarities. If we apply the complementary expansion to all the terms of a 
GRM form and to all the terms of the resulting complementary expansions, then a GRM 
form with the expected polarity can be obtained. 
Example 5 .4: Consider a 4-variable function 
f = 1 EBx 3EBx µ 4EBx 2x 3EB.X 1EBx1.X3EBx 1X 2X 3EBx 1.X 2.X Ji" 4 
= To EB T 1 EB T 2 EB · · · EB T 1s 
Where 
To=l 
T 1 =O·(x4$-) 
T 2 = l ·(x3EBO) 
T 3 = 1·(x3€9 O)(x4EB 0) 
T 4=0·(x2EB-) 
Ts =O·(x2EB-)(x4EB-) 
T 6 = l ·(x2EB O)(x3E9 0) 
T 1=O·(x2E9 -)(x 3$-)(x 4$-) 
Ts= l·(x1EB 1) 
T 9 =O·(x1E9-)(x4E9-) 
T 10= l ·(x1E9 l)(x3E9 l) 
T 11 =O·(x1E9-)(x3E9-)(x4E9-) 
T 12=O·(x1 E9 - )(x 2E9 - ) 
T 13=0·(.x1E9-)(x2E9-)(x4E9-) 
T 14 = l ·(x 1E9O)(x2E9 O)(x 3$ 0) 
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Tis= l·(x1EBO)(x2E9 l)(x3E9 l)(x4E9 l) 
Thus, this function can be represented using the coefficient set and termwise 
polarity set as 
f (1011001010100011) 
{ or1(-), Or/0), Or3(00), Ori-), or5(--), BriOO), 
Or/---), Ors(l), Or9(--), Or1ill), Or11(---), 
Ori/--), Orn(---), Or1iOOO), Or1iOlll) } 
Our goal is to calculate the coefficient set of function f when one literal in the above 
expansion changes its polarity. 
For example, if literal x 4 in term x 1.X 2.X JX° 4 changes its polarity, that is, Or 
1
/0111) 
changes to 0r1/0llO), let f = f 1EBf 2 where 
f 1=1 EBx3$xµ4EBx2x3ffi.X1ffi.X1.X3EBx1x2x3 andf 2=x1.X2.XJX"4. Obviously,! 1 complies 
with the expected polarity and f 2 does not. In order to transform f 2 to a ORM form 
that complies with the expected polarity, we apply the complementary expansion to f 2 
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recursively and have 
f 2 =x1.X2.XJY4 
=x1.X2.X3E9X1X2X3X4 
= (X 1Eex1X 2E9X 1X 3E9X 1X 2X 3)E9x 1.X 2.X 3X 4 
= ( (x 1Ee1)Eex1x 2ffi( 1ffi.X1ffix3ffi.X 1.X 3)ffix 1X 2x 3)ffix 1.X 2.X 3X 4 
= ((.X1Eel)ffix1x2ffi(l ffi.X1Ee(x3ffil)ffi.X1.X3)Eex 1x2x3)ffix 1.X2.X3X4 
= 1ex3EBY1.X 3ffix 1X 2Eax 1X 2X 3Eax 1% 2.X 3X 4 
The decomposition off 2 can be demonstrated by a diagram as follows: 
s Expected Polarity 
x1.X2Y3%4(0110) 
X1X~3(000) x 1.X2.X3X4(0110) 
x1(l) X1X2(0Q) X1X3{ll) X 1X 2X 3(000) 
/\ 
1 .X1(l) .X3(0) 
/\ 
%1%3(1 l) %1(1) 1 
1 X3(0) 
Figure 16. Termwise Complementary Expansion Diagram 
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Because f 1=1 E9x3E9X3X4E9x2x3E9.X1E9.X1.X3E9x1x2x3 
Thus, f = f 1EBf2 =X3X4ffix2x3EB.X1EBx1x2EBx1.X2.XJ.X4 
The above diagram is defined as a Termwise Complementary Expansion 
Diagram. We observe that: 
i. The diagram is a rooted, directed graph with nodes set V containing two types of 
nodes: terminal nodes and nonterminal nodes. 
ii. All nodes denote terms. Each node has as reference an index. Here the reference 
index is the expected polarity set of the term denoted by the node. 
iii. A terminal node denotes a term in which each literal complies with the reference 
index. 
iv. A non-terminal node denotes a term which has at least one literal that does not 
comply with the reference index. 
v. A nonterminal node has at least one descendent that is a terminal node. 
vi. By exoring f 1 and all the terminal nodes in the diagram we obtain the expected 
adjacent polarity ORM expansion. 
Algorithm 5 .1.1 (Calculation of the Adjacent Polarity ORM Expansion) 
Given a function in ORM expression f =le =ToEBT1EB · · · EBTjEB · · · EBT2,._1. 
Where Tj =bjx! 1x22 • • • x{j · · · x:11 • When the polarity of i; in Tj is inverted, and the 
polarities of other literals remain unchanged. Calculate the ORM expansion f 'e from 
f e under the new polarity. 
1. Let f 2e = Tj, f Ie = f e EBJ 2e · 
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2. If b j = 0, f 2e = 0, f 'e = f e. Exit. 
3. If bj =¢:(), construct the termwise complementary expansion diagram for f 2e. Let 
f 2e = Tj as the root. Let node i represents the descendent of Tj. 
4. Compare node i with the corresponding term inf Ie. If two terms are identical, i is 
a terminal node. Check other nodes. 
5. If two terms are not identical, with literals Xk 1, Xk 2, • • ·, and ikm differing in their 
polarities, calculate the complementary expansion of i versus Xkp Xk 2, • • • ;ikm. 
6. Expand the diagram until no further expansion is necessary(all descendents are ter-
minal nodes). 
7. Exoring all terminal nodes results in the GRM form off 2e under the expected 
polarity. 
8. f 'e = f le fIJf 2e is the GRM expansion off under the expected polarity. 
Using k number of termwise complementary expansion diagrams, one can calcu-
late any GRM form f 'e with expected polarity from any initial GRM form f e. Here k 
is the number of terms inf e that do not comply with the expected polarity. 
Example 5 .4 Given is a 3-variable function in GRM form 
f =fe = lfJJx3fJJX2X3fJJX1.X2fJJX1X2X3 
and expected polarity as shown in the following: 
f = f I e = bofIJb 1X3fIJb2x 2fIJbµ 2X3fIJb 4X 1(J)bsX1X3fIJb &Xix 2fIJb7X1X2X3 
To calculate the coefficients off 'e, let f le= lEBx2x3, f 2e =x3, f 3e =x1x2 and 
f 4e =X IX2X3. 
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As we can see, f Ie complies with the expected polarity but f 2e , f 3e and f 4e do 
not. Construct the termwise complementary expansion diagrams and calculate the GRM 
forms for f 2e, f 3e and f 4e separately as the following: 
X1X2 
X3 ,, 
\ 
1 .X1 X2 X1X2 
1 .X3 /\ 
1 X1 
(a) (b) 
X1X2X3 
!\ l\ 
.X2.X3 .X1.X2.X3 
1 X2/\ X1X2 1 X2 I\ 
X2X3 
1 X1 1 .X3 
(c) 
Figure 17. Termwise Complementary Expansion Diagrams for Example 5.4 
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From the above, we have f 2=lEl1x3, f 3=x2El1x1EBX-1x2, and 
f 4=x3©x2x3©x1©.X1x2©.X1X-2.X3 
Since f 1 = 1EBx2x 3 , thus, 
fr= f 1EB/ 2EB/ 3EB/ 4 
=x2EB.X1.X2.X3 
V.2 Exact Solution for the Minimization of GRM 
By arranging the GRM polarity of function f in Gray code order and calculating 
the adjacent polarity expansion one by one, the minimum GRM form will be obtained 
by this exhaustive search. Figure 5.2 shows the data flow of the coefficient set of a 3-
variable function from polarities o(.i 1.i 2.i 3) = (000010010000) to 
o(i 1i ii 3) = coo 11ooo10000). 
Obviously this algorithm is very time consuming and is not practical since it has 
to go through all GRM expansions of a function. For a 4-variable function, it has to cal-
culate 2n 22'_. = 232 expansions. For a 5-variable function, it has to calculate 2so expan-
sions. If it takes O.OOOOls to calculate the minimum form of a 4-variable function, then 
for a 5-variable one, it may take hundreds of hours. 
In the next section we will present a quasi-minimum recursive algorithm which 
can solve much larger problems and leads to very good results. 
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V.3 Quasi-minimum Algorithm 
This algorithm starts from an initial GRM expansion. This can be a minimized 
FPRM form or a GRMPRM form or any other GRM expression form. Polarity of a sin-
gle literal is inverted if this inversion reduces the number of terms. This procedure is 
carried out iteratively until no further improvement can be achieved. 
Given a n-variable function in GRM form: 
f =le =ToeT1e · · · erie · · · eT2n_1 
Where ·e1 ·e2 ·e· ·e Tj =bjXl X2 · · · X; 1 • • • Xnn 
The coefficient set of the above ORM form is 
f (bob 1 · · · bj · · · bzn-1) 
And the termwise polarity set of the above ORM form is 
{Or o'Or I' · · • Orr · · · Or :z._) 
The cost of the above expression is: 
2n-1 
cost(/;)= 1~ bj 
If we change the polarity set Br in Gray code order and keep the other term-
2·-1 
wise polarity sets Or 0,or 1, • • • Or., · · · ,or unchanged, by calculating all the adjacent J 2"-2 
polarity expansions, we have an optimal expansion f = f 'e with the best cost function 
cost (f 'e) ~cost (f e) under this polarity arrangement. The termwise polarity set off' e 
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is { Or0,0r1, • • ·Or.,··· o'r }. If we use f 'e and { Or0,or1, ···Or.,· · · o'r } as the J 2'-1 J 2•-1 
input vector and apply the above procedure to the polarity set Br , again we have 
2"-2 
another optimal expansion f = f "e with the cost function cost (f "e) ~ cost (f 'e ). 
Apply the above procedure to all termwise polarity sets, finally we obtain the optimal 
GRM expression of this pass fpass 1 with the polarity set { o' r 0,0' r 1, • • • o' r-, · · · o' r } . J 2"-1 
If the cost off pass 1 is better than the cost of the initial expression, then the above pro-
cedure is carried out again. This is done recursively until no further improvement can 
be achieved. The algorithm is presented as follows: 
Algorithm 5 .1: (quasi-minimization of the GRM expansion) 
1. f e be the initial GRM form. Let j = 2n -1. f min = f e • 
2. If bi = 0, no matter how we select the polarities of literals in Tj, the cost func-
tion remains unchanged. j = j-1. Goto step 2. 
3. If bi :;eO. Arrange the termwise polarity set Ori in Gray code order, calculate all 
GRM forms under each polarity set of term Tj. Select the one which has the best 
cost function. Let f 'e be the resulting optimal ORM form. Then the term wise 
polarity set off 'e is 
{ ~- ~- · · · B'r. · · · B'r } VJ"o,v1·I' J' 2"-1 
Note that f 'e may be the same as f e if the original polarity set of term Tj is the 
optimal selection. 
4. Let f e = f I e' j = j - 1. f min= f I e. Goto to step 2. 
5. After applying the above procedure to all terms we have a GRM form fpassl 
with the optimal cost of this pass. 
6. If cost (f pass 1) < cost (f miJ, let f min = f pass 1, f e = f pass 1, goto step 1. 
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7. If cost (f pass 1) =cost (f e ), exit. 
From the above, we can see that Algorithm 5.1 calculates and searches all ORM 
expansions within the polarity set of each term, thus at least local exact minimum solu-
tions can be obtained at terms level. Since it is a heuristic algorithm, the general effec-
tiveness must be verified by benchmark results, which are shown in chapter VI. Figure 
18 shows the procedure of Algorithm 5.1. 
1st iteration 
2nd iteraton 
Result of a single pass ~ Last iteration 
Figure 18. Illustration of Algorithm 5.1 
We also observe that when the coefficient of a term is zero, the cost functions of 
all the ORM expansions under each polarity set of this term will be the same. Thus, the 
calculation of these expansions is not necessary. Since after each iteration, the 
number of terms in the optimal expansion is reduced, and this optimal expansion is used 
as the input function to the next iteration. Thus, the computation time is decreased. 
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As an example, the exact minimum GRM expansion for 
f = lEBx3EBY1Y3Elh1x2EBx1x2x3EBx1Y2YJX4 is f e =x1Y2Yy't°4. Iri. order to reach this 
solution, the exact algorithm has to calculate 2n 2n-t = 232 GRM expansions. For the 
quasi-minimum one; only 2n = 16 expansions are calculated before the exact solution is 
found. Experimental results show that the computation time of the quasi-minimum 
algorithm depends mainly on the complexity, that is, the number of input variables and 
the number of terms in the input function. 
For an n-variable function, the maximum number of literals in a product term is 
n . Thus for each iteration at most 2n GRM expansions are calculated. For an input 
function with t product terms, the upperbound of expansions calculated is t ·2n. There-
for, the time complexity of Algorithm 5.1 is 0 (t ·2n ). The space complexity is 
0 (n ·2n+l). 
(0000) Polarity set of xl 
(1001) Polarity setofx2 
(0000) Polarity set of x3 
(0001) 
(1011) 
(0000) 
(0001) 
(1101) 
(0000) 
(0001) 
(0111) 
(0000) 
(0000) 
(1000) 
(1000) 
(0001) 
(1010) 
(1000) 
(0001) 
(1100) 
(1000) 
(0001) 
(0110) 
(1000) 
(0001) 
(1000) 
(0000) 
(0001) 
(1110) 
(0000) 
(0001) 
(0100) 
(0000) 
(0001) 
(0010) 
(0000) 
(0001) 
(1001) 
(1000) 
(0001) 
(1111) . 
(1000) 
(0001) 
(0101) 
(1000) 
(0001) 
(0011) 
(1000) 
Figure 19. Calculation of GRM Expansions for a 3-variable Function (from Polarity (0000 1001 0000) to (0001 0011 1000)) °" N 
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CHAPTER VI 
PROGRAMS AND RESULTS 
The algorithms 4.2 and 5.2 presented in the previous sections have been imple-
mented in programs named exPMPRM, and qGRM. They read in the input file and out-
put the exact minimum PMPRM and quasi-minimum GRM, respectively. Both the 
input and output files are in the Espresso format. The cyclic code is used through out 
the programs for the polarity encoding. Over 100 sample functions from MCNC bench-
mark have been tested and the results are very encouraging. 
VI.1 Espresso Format 
The Espresso format is a two-level description of a Boolean function. It is a char-
acter matrix with keywords embedded in the input to specify the size of the matrix and 
the logical format of the input function. A logic function given in Espresso format is as 
follows: 
.1 18 
.0 5 
.p 7 
10-01-010101-1-010 10-10 
1-11-111-1-1100000 01-01 
01-1001-01010101-1 01-0-
.. .. 
-01010-0101-1010-1 1-110 
.end 
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In the above file: 
.1 18 Specifies the number of input variables(l8) . 
. o 5 Specifies the number of output functions(5) . 
. p 7 Specifies the number of product terms(?) . 
. end Marks the end of the input logic. 
The matrix in the above file represents the input and output functions. A row in 
the input matrix(left one) represents a product term in the input function. The literals of 
a variable in the input function are represented by the corresponding column in the 
input matrix. A "O" is a positive literal and a "l" is a negative literal. A "-"denotes a 
nonexisting literal of a variable in the term represented by the corresponding row. A 
column in the output matrix represents the coefficient set of the output function. Each 
character in the output matrix represents the coefficient of the corresponding term in the 
input array. Since we address our problem only for the single output functions, only one 
column exists in the output matrix and only those terms with cofficients equal to 1 are 
shown in the file. 
VI.2 Gray Code versus Polarity Encoding 
As we stated in the previous chapter, the encoding of the polarity set has to use 
codes in which all successive code words differ in only one digit. Codes that have such 
a property are refered to as cyclic codes. A particularly important cyclic code is the 
Graycode . The feature that makes this cyclic code useful is the simplicity of the pro-
cedure for converting from the binary number system into the Gray code. 
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Let gn · · · gig 1go denote a code word in the (n+l)st-bit Gray code, and let 
bn · · · b2b 1bo designate the corresponding binary number, where the subscripts 0 and n 
denote the least significant and the most significant digits, respectively. Then the ith 
digit g; can be obtained from the corresponding binary number as follows: 
g; =b; ESb;+1 og~-1 
gn =bn 
For example, the Gray code word which corresponds to the binary number 101101 is 
found to be 111011 in the following manner: 
1 
gs 
b5 
1 
ffi 
1 
g4 
b4 
0 
ffi 
1 
g3 
b3 
1 
ffi 
0 
g2 
b2 
1 
ffi 
1 
gi 
b1 
0 
ffi 
1 
go 
bo 
1 
If we use the binary code as the counting vector, then during every increment, 
only one bit of this binary vector would change from "O" to "l ". Inverting the 
corresponding bit in the polarity vector of the target function results in a cyclic code 
that meets the need of our algorithm. If the input polarity vector is a positive 
polarity(zero polarity), then the resulting polarity encoding is exactly the Gray code. 
Table 2 shows a four bit polarity encoding in our algorithms. The second and the 
first columns are the binary counting vector and the corresponding decimal number. 
The third column is the corresponding Gray code. This can be used as polarity encoding 
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if the algorithm begins from a PPRM. The fourth column is the polarity encoding that 
starts from an arbitary polarity set(Here the input polarity vector is (0101). 
1 
0 
1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
11 
12 
13 
14 
15 
Table 2. Polarity Encoding 
2 3 4 
0000··································· 0000··································· 0101 
0001 ................................... 0001 ................................... 0100 
0010··· ................................ 0011 ···"""" ........................ 0110 
0011 ""··· ............................ 0010'"""""""" ................... 0111 
0100···· ............................... 0110· .................................. 0011 
0101 """""""""""""" ......... 0111 ................................... 0010 
0110 ................................... 0101 ................................... 0000 
0111 """ ............................. 0100··· ................................ 0001 
1000 ................................... 1100 ................................... 1001 
1001 ................................... 1101 ................................... 1000 
1010"'"'•••""'··"·"·· .. ·· ........ 1111 "······ ........................... 1010 
1011 ··· ................................ 1110· .................................. 1011 
llOO•••oo••••"••••o•oo••••••~• .. •••••• 1010•••••oo•••••"••••oo••••••••"••"• 1111 
1101 ................................... 1011 ................................... 1110 
1110 ................................... 1001 ·········· ......................... 1100 
llll •••oo••• .. •••• .. ••• .. ••""•"••"• 1000"•••••oo•"••oo•••••••••••"""•• 1101 
Vl.3 Pseudo Code for Programs exPMPRM and qGRM 
5 
5 
4 
6 
7 
3 
2 
0 
1 
9 
8 
10 
11 
15 
14 
12 
13 
In our program, Counting is implemented in function k =count O where k is the 
bit that changes from "O" to "1" in this increment. The pseudo-code of k =count() is 
shown as the following: 
!**** counting function *******! 
count() 
{ 
} 
for(i=l ;i<=bit num;i++ ){ 
I* bit_ num is the number of bit in the polarity set. In exPMP RM, 
bit_num=n. In quGRM, bit_num is the number of variables in term Tj *! 
if( counter[i]==O ){ 
} 
counter[l]=l; 
return(i); 
} 
else 
counter[i]=O; 
Following is the pseudo code of exPMPRM 
!**** exact minimum PMPRM *******! 
exPMPRM() 
{ 
read in input file f; in FPRM expression; 
f min =f;; 
for(i=l ;i<=n;i++ ){ I* go through all variables *I 
f e = f;; 
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fp =polarity off e; I* fp is an-bit polarity vector of FPRM. the polarity ofx; 
is arranged at the 1st bit, the least sigfinicant bit *I 
do{ 
k=count(); 
inverse the k 1h -bit of fp; 
for(j=O;j<=2n-l,j++){ !*calculate the adjacent polarity expansion 
f'e from/ e *! 
} 
if(Tj+2n-i contains X;) 
b 
1
j =bj ~ bj+2n-i; 
else 
b'j=bj; 
if( cost(/' e) < cost(/ min)) 
f min=f 1e 
if(k==l){ 
f or(j=O ;j< =2n -1 ;j+ + ){ 
if(bj = 1 and b 'j =0) 
b"j =b 1j; 
else 
I* calculate the optimal PMPRM 
f"efromf 'e andfe *I 
} 
} 
} 
} 
b " b . j = j1 
if( cost(/" e) < cost(/ min)) 
f mm=f "e 
fe =f 'e; 
}while(k!=n+ 1 ); 
output f min: 
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Before we present the pseudo code of the qGRM, let us first explain how to 
obtain the complementary expansion of term T. From section 5.2, we know that the 
complementary expansion of T is a FPRM with all the coefficients equal to "1" and the 
polarities of variables be the complement of that in T. By constituting the variables in 
T, we have all the subsets of these variables and each of these subsets represents a term 
in the complementary expansion. For example, if T = abc, then the set of constitution 
. . . . 
is (l,(a ),(b ),(c ),(a ,b ),(a ,c ),(b ,c ),(a ,b ,C )). In the program the constitution is done by 
function constttn O which accepts a set of decision variables and returns the constitu-
tion results, the descendent nodes. 
We use two stacks in the construction of the termwise complementary expansion 
diagram and computation of the adjacent polarity ORM expansion. Stack A is used as a 
dynamic memory to storage the generated descendent nodes, and all the terminal nodes 
are put in stack B. The precedure is described as follows: 
1. Push the root into stack A. This is the term in which the polarity of literal 
x; changed. 
2. Pop stack A, we have node i . Check i . If i is a terminal node, push i to 
stack B. If i is a nontenninal node, calculate the complementary expan-
sion of i , expand the diagram and push the descendents of i into stack A. 
3. If stack A is not empty, go to step 2. 
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4. If stack A is empty, pop all nodes in stack B and perform the exor opera-
tion with the corresponding terms inf . 
The pseudo code of qGRM is shown as the following. The function check O 
accepts a node(polarity array of a term) and then compares with the polarity vector. If 
they are identical, returns a NULL. Otherwise it returns a set of decision variables that 
do not comply with the expect polarities. 
!**** quasi-minimum GRM *******! 
qGRM() 
{ 
} 
read/; inFPRM; 
fmm=f;; 
while( improvement = = true){ 
} 
for(j=2n- t; j>=l ,j--){ I* start a pass recursion *I 
fe =f min; 
} 
pv =polarity vector; 
fiag=number of variables in Tj; 
do{ 
k=count(); 
inverse the k 1h bit in pv; 
push Ti to stk_A; I* Ti is the root*! 
while(stk A!= NULL){ 
node_T = pop(stk_A); 
} 
decision vars = check(node i); 
if(decision vars!= NULL){-
descnnts= contttn( decision vars); 
push descnnts to stk _A; -
} 
else 
push node_i to stk_B; I* node i is a terminal node *I 
while(stk B !=NULL) 
f e =fe EB pop( stk B ); 
if( cost(/ e )<cost(/ minJJ 
f min=fe; 
}while(k!=fiag+ 1 ); 
output f min; 
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VI.4 Experimental Results 
The exact minimization algorithm for PMPRM and the quasi-minimal method for 
GRM were tested for more than 100 MCNC benchmark functions. As most of the 
benchmarks are multi-output, the BLIP format of the functions was used to generate 
single output components of these functions for testing. These functions were first run 
through the minimizer CGRMIN[l2], which gave the minimum solutions of FPRM. 
Then the minimum FPRMs were used as the input functions to our programs 
exGPMPRM and qORM. The results of these programs are shown in Table 3 through 
Table 6. 
In these tables, the column headed function denotes the name of the function 
from the benchmark. Var stands for the number of input variables. The columns headed 
PMPRM, qORM, ESPRE and EXCSM, CORM are the numbers of terms in the output 
files of minimizers exPMPRM, qORM, ESPRESSO and EXORCISM[36], and 
CGRMIN[12], respectively. 
For the functions tested, the exPMPRM and qORM were found to be compar-
able to the results of other minimizers. The results of both these two programs are never 
worse than the CORM, which is the exact solution for the minimization of FPRM. 
Depending on the functions, EXORCISM, a minimizer for ESOP circuit forms, can be a 
better choice for realization while for others it is the qORM that gives the better alterna-
tive. For the 110 functions overall, qORM had 11 results better than EXORCISM, and 
for 52 functions the two minimizer gave the same results. Please note here that since 
both the PMPRM and the ORM are sub-families of the ESOP, thus their results will not 
necessarily be better than that of the EXORCISM. As to the two level AND/OR minim-
izer ESPRESSO, for 110 functions overall, while ESPRESSO found 1336 terms, this 
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number for qGRM was found to be 918. 
Figure 19 gives the plot of exPMPRM execution time versus the number of vari-
ables in the input function. Figure 20 gives the scatter plot of the number of input vari-
ables versus program qGRM execution time, while Figure 21 is the scatter plot of the 
number of terms in the input function versus qGRM execution time. Here NT is the 
number of terms in the input FPRM expansion. By comparing Figure 20 and Figure 21 
we can see that the execution time of the quasi-minimum ORM minimization algorithm 
depends more on the number of input terms, than on the number of input variables. 
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Table 3. Benchmark results for PMPRM, ESOP, and FPRM 
Function Var PMPRM ES PRE CGRMIN Time 
5x3 7 14 18 19 0.22 
5x5 7 6 10 7 0.20 
5xpll 7 9 7 12 0.22 
9sym 9 139 86 173 3.9 
conl 7 9 6 12 0.22 
f52 8 14 18 19 0.85 
f53 8 10 14 11 0.83 
misex47 11 13 4 18 72.22 
misex54 6 12 11 16 0.05 
misex58 6 5 6 7 0.07 
misex62 10 .40 7 50 16.45 
misex63 10 62 7 84 16.48 
misex64 10 21 4 28 16.22 
rd532 5 5 16 5 0.03 
rd732 7 7 64 7 0.22 
rd842 8 8 128 8 0.83 
sao22 10 37 20 58 16.58 
sao23 10 35 22 47 16.52 
xor5 5 5 16 5 0.00 
z42 7 9 28 9 0.18 
z4ml 7 22 7 25 0.20 
Total terms 482 499 620 
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Table 4. Benchmark results for qGRM and ESPRESSO 
Function Var qGRM ESP RE Function Var qGRM ESP RE 
5x01 7 8 7 bw27 5 5 4 
5xl 7 23 65 bw3 5 4 4 
5x10 7 2 3 bw4 5 5 6 
5x2 7 15 11 bw5 5 5 4 
5x3 7 12 18 bw6 5 3 5 
5x4 7 9 14 bw7 5 5 6 
5x5 7 5 10 bw8 5 3 4 
5x6 7 4 5 bw9 5 4 3 
5x7 7 2 3 9sym 9 129 86 
5xpl 7 20 65 cm152a 11 8 8 
bwOl 5 7 6 conl 7 10 9 
bwlO 5 2 3 conll 7 5 4 
bwll 5 2 2 con12 7 5 5 
bw12 5 3 4 f21 4 3 3 
bw13 5 2 3 f22 4 3 3 
bw14 5 4 4 f23 4 3 3 
bw15 5 2 3 f24 4 3 3 
bw16 5 3 4 f501 8 17 23 
bw17 5 2 3 f52 8 12 76 
bw18 5 5 6 f53 8 9 18 
bw19 5 4 5 f54 8 5 10 
bw2 5 3 3 f55 8 4 5 
bw20 5 5 6 f56 8 2 5 
bw21 5 3 5 f57 8 2 2 
bw23 5 5 6 majority 5 5 5 
bw24 5 6 6 misex20 6 19 7 
bw25 5 4 5 misex21 6 9 11 
bw26 5 6 5 misex22 6 6 6 
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Table 4.(cont.) Benchmark results for qGRM and ESPRESSO 
Function Var qGRM ES PRE Function Var qGRM ES PRE 
misex23 6 5 6 misex69 4 2 3 
misex24 4 2 3 misex70 5 6 6 
misex25 6 6 6 misex71 5 5 5 
misex26 6 5 6 misex72 4 2 3 
misex27 5 6 6 misex73 4 2 3 
misex41 5 6 6 misex74 4 2 3 
misex42 4 2 3 misex75 5 6 6 
misex43 4 2 3 rd53 5 12 31 
misex44 4 2 3 rd531 5 5 5 
misex45 5 5 5 rd532 5 5 16 
misex47 11 7 4 rd533 5 10 10 
misex48 6 8 11 rd731 7 21 42 
misex49 6 7 6 rd732 7 7 64 
misex50 6 5 6 rd733 7 35 35 
misex51 4 2 3 rd842 8 8 128 
misex52 6 6 6 rd844 8 70 70 
misex53 6 4 6 sam 5 7 6 
misex54 6 9 11 sao21 10 13 10 
misex55 6 6 6 sao22 10 19 20 
misex56 6 5 6 sao23 10 16 23 
misex57 6 6 6 sao24 10 24 21 
misex58 6 5 6 xor5 5 5 16 
misex62 10 17 7 z41 7 15 15 
misex63 10 20 7 z42 7 9 28 
misex64 10 6 4 z43 7 5 12 
misex66 5 5 5 z44 7 3 4 
misex67 4 2 3 Total 
misex68 4 2 3 term numbers 918 1336 
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Table 5. Benchmark results for qGRM and CGRMIN 
Function Var qGRM CORM Function Var qORM CORM 
5x01 7 8 12 bw27 5 5 6 
5xl 7 23 61 bw3 5 4 6 
5x10 7 2 2 bw4 5 5 7 
5x2 7 15 30 bw5 5 5 8 
5x3 7 12 19 bw6 5 3 6 
5x4 7 9 11 bw7 5 5 10 
5x5 7 5 7 bw8 5 3 3 
5x6 7 4 4 bw9 5 4 5 
5x7 7 2 2 9sym 9 129 173 
5xpl 7 20 61 cm152a 11 8 27 
bwOl 5 7 12 conl 7 10 17 
bwlO 5 2 4 conll 7 5 9 
bwll 5 2 2 con12 7 5 8 
bw12 5 3 6 f21 4 3 3 
bw13 5 2 4 f22 4 3 3 
bw14 5 4 8 f23 4 3 3 
bw15 5 2 6 f24 4 3 3 
bw16 5 3 4 f501 8 17 31 
bw17 5 2 4 f52 8 12 19 
bw18 5 5 5 f53 8 9 11 
bw19 5 4 7 f54 8 5 7 
bw2 5 3 4 f55 8 4 4 
bw20 5 5 7 f56 8 2 2 
bw21 5 3 5 f57 8 2 2 
bw23 5 5 9 majority 5 5 7 
bw24 5 6 7 misex20 6 19 62 
bw25 5 4 8 misex21 6 9 16 
bw26 5 6 8 misex22 6 6 10 
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Table 5.(cont.) Benchmark results for qGRM and CGRMIN 
Function Var qORM CORM Function Var qORM CORM 
misex23 6 5 7 misex69 4 2 2 
misex24 4 2 2 misex70 5 6 9 
misex25 6 6 9 misex71 5 5 6 
misex26 6 5 7 misex72 4 2 2 
misex27 5 6 9 misex73 4 2 2 
misex41 5 6 9 misex74 4 2 2 
misex42 4 2 2 misex75 5 6 9 
misex43 4 2 2 rd53 5 12 20 
misex44 4 2 2 rd531 5 5 5 
misex45 5 5 6 rd532 5 5 5 
misex47 11 7 18 rd533 5 10 10 
misex48 6 8 16 rd731 7 21 2 
misex49 6 7 10 rd732 7 7 7 
misex50 6 5 7 rd733 7 35 35 
misex51 4 2 2 rd842 8 8 8 
misex52 6 6 9 rd844 8 70 70 
misex53 6 4 6 sam 5 7 12 
misex54 6 9 16 sao21 10 13 36 
misex55 6 6 10 sao22 10 19 52 
misex56 6 5 7 sao23 10 16 47 
misex57 6 6 9 sao24 10 24 55 
misex58 6 5 7 xor5 5 5 5 
misex62 10 17 50 z41 7 15 15 
misex63 10 20 84 z42 7 9 9 
misex64 10 6 28 z43 7 5 5 
misex66 5 5 6 z44 7 3 3 
misex67 4 2 2 Total 
misex68 4 2 2 term numbers 918 1544 
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Table 6. Benchmark results for qGRM and EXORCISM 
Function Var qGRM EXCSN Function Var qGRM EXCS:M 
5x01 7 8 6 bw27 5 5 4 
5xl 7 23 33 bw3 5 4 4 
5x10 7 2 3 bw4 5 5 4 
5x2 7 15 10 bw5 5 5 4 
5x3 7 12 9 bw6 5 3 4 
5x4 7 9 7 bw7 5 5 5 
5x5 7 5 5 bw8 5 3 3 
5x6 7 4 3 bw9 5 4 3 
5x7 7 2 2 9sym 9 129 58 
5xpl 7 20 32 cm152a 11 8 8 
bwOl 5 7 5 conl 7 10 9 
bwlO 5 2 3 conll 7 5 5 
bwll 5 2 2 con12 7 5 4 
bw12 5 3 4 f21 4 3 3 
bw13 5 2 3 f22 4 3 3 
bw14 5 4 4 f23 4 3 3 
bw15 5 2 3 f24 4 3 3 
bw16 5 3 3 f501 8 17 11 
bw17 5 2 3 f52 8 12 9 
bw18 5 5 5 f53 8 9 7 
bw19 5 4 4 f54 8 5 5 
bw2 5 3 3 f55 8 4 3 
bw20 5 5 5 f56 8 2 2 
bw21 5 3 3 f57 8 2 2 
bw23 5 5 5 majority 5 5 5 
bw24 5 6 5 misex20 6 19 7 
bw25 5 4 4 misex21 6 9 8 
bw26 5 6 5 misex22 6 6 6 
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Table 6.(cont.) Benchmark results for qGRM and EXORCISM 
Function Var qGRM EXCSM Function Var qGRM EXCSM 
misex23 6 5 5 misex69 4 2 2 
misex24 4 2 2 misex70 5 6 5 
misex25 6 6 5 misex71 5 5 4 
misex26 6 5 5 misex72 4 2 2 
misex27 5 6 5 misex73 4 2 2 
misex41 5 6 5 misex74 4 2 2 
misex42 4 2 2 misex75 5 6 5 
misex43 4 2 2 rd53 5 12 15 
misex44 4 2 2 rd531 5 5 5 
misex45 5 5 4 rd532 5 5 5 
misex47 11 7 4 rd533 5 10 8 
misex48 6 8 8 rd731 7 21 15 
misex49 6 7 6 rd732 7 7 7 
misex50 6 5 5 rd733 7 35 24 
misex51 4 2 2 rd842 8 8 8 
misex52 6 6 5 rd844 8 70 32 
misex53 6 4 5 sam 5 7 5 
misex54 6 9 8 sao21 10 13 10 
misex55 6 6 6 sao22 10 19 13 
misex56 6 5 5 sao23 10 16 12 
misex57 6 6 5 sao24 10 24 11 
misex58 6 5 5 xor5 5 5 5 
misex62 10 17 7 z41 7 15 15 
misex63 10 20 7 z42 7 9 9 
misex64 10 6 4 z43 7 5 5 
misex66 5 5 4 z44 7 3 3 
misex67 4 2 2 Total 
misex68 4 2 2 term numbers 918 725 
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Table 7. Computation time of qGRM 
Function Var qGRM Time Function Var qGRM Time 
5x01 7 8 0.63 bw27 5 5 0.07 
5xl 7 23 12.45 bw3 5 4 0.05 
5x10 7 2 0.05 bw4 5 5 0.07 
5x2 7 15 10.2 bw5 5 5 0.07 
5x3 7 12 1.12 bw6 5 3 0.02 
5x4 7 9 0.42 bw7 5 5 0.05 
5x5 7 5 0.15 bw8 5 3 0.03 
5x6 7 4 0.10 bw9 5 4 0.03 
5x7 7 2 0.07 9sym 9 129 15.3 
5xpl 7 20 12.67 cm152a 11 8 4.93 
bwOl 5 7 0.10 conl 7 10 0.32 
bwlO 5 2 0.02 conll 7 5 0.27 
bwll 5 2 0.03 con12 7 5 0.13 
bw12 5 3 0.03 f21 4 3 0.01 
bw13 5 2 0.02 f22 4 3 0.02 
bw14 5 4 0.05 f23 4 3 0.02 
bw15 5 2 0.03 f24 4 3 0.02 
bw16 5 3 0.03 f501 8 17 12.63 
bw17 5 2 0.02 f52 8 12 1.43 
bw18 5 5 0.05 f53 8 9 0.62 
bw19 5 4 0.08 f54 8 5 0.30 
bw2 5 3 0.05 f55 8 4 0.22 
bw20 5 5 0.06 f56 8 2 0.12 
bw21 5 3 0.02 f57 8 2 0.12 
bw23 5 5 0.08 majority 5 5 0.13 
bw24 5 6 0.05 misex20 6 19 77.43 
bw25 5 4 0.12 misex21 6 9 0.22 
bw26 5 6 0.07 misex22 6 6 0.18 
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Table ?(cont.). Computation time of qGRM 
Function Var qGRM Time Function Var qGRM Time 
misex23 6 5 0.22 misex69 4 2 0.02 
misex24 4 2 0.02 misex70 5 6 0.07 
misex25 6 6 0.23 misex71 5 5 0.07 
misex26 6 5 0.22 misex72 4 2 0.02 
misex27 5 6 0.08 misex73 4 2 0.02 
misex41 5 6 0.07 misex74 4 2 0.02 
misex42 4 2 0.00 misex75 5 6 0.07 
misex43 4 2 0.02 rd53 5 12 0.35 
misex44 4 2 0.00 rd531 5 5 0.08 
misex45 5 5 0.07 rd532 5 5 0.00 
misex47 11 7 116.2~ rd533 5 10 0.03 
misex48 6 8 0.33 rd731 7 21 0.42 
misex49 6 7 0.25 rd732 7 7 0.17 
misex50 6 5 0.23 rd733 7 35 1.07 
misex51 4 2 0.02 rd842 8 8 0.37 
misex52 6 6 0.27 rd844 8 70 4.05 
misex53 6 4 0.15 sam 5 7 0.08 
misex54 6 9 0.18 sao21 10 13 40.78 
misex55 6 6 0.22 sao22 10 19 70.43 
misex56 6 5 0.17 sao23 10 16 133.6) 
misex57 6 6 0.22 sao24 10 24 77.08 
misex58 6 5 0.18 xor5 5 5 0.03 
misex62 10 17 63.37 z41 7 15 0.43 
misex63 10 20 78.12 z42 7 9 0.22 
misex64 10 6 28.25 z43 7 5 0.13 
misex66 5 5 0.07 z44 7 3 0.07 
misex67 4 2 0.02 
misex68 4 2 0.03 
Time 
(second) 
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0 
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Figure 20. Plot of Number of Input Variables versus exPMPRM Execution Time 
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Figure 21. Scatter Plot of Number of Variables versus qGRM Execution Time 
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Figure 22. Scatter Plot of Number Input Terms versus qGRM Execution Time 
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CHAPTER VII 
CONCLUSION AND FUTURE WORK 
VII.1 Conclusion 
Several classes of AND-EXOR circuit expressions have been defined and their 
relationships have been shown. A new class of AND-EXOR circuits, the Partially 
Mixed Polarity Reed-Muller Expression(PMPRM), which is a subclass of the General-
ized Reed-Muller expression, is created, along with an efficient minimization algo-
rithm. Since this new class contains many more forms than the the family of KRM, its 
minimum form is generally closer to the minimum ESOP, than is the minimum KRM 
form. It is a sub-class of the Generalized Reed-Muller Expansion, thus has better testa-
bility than other AND/EXOR circuits. The exact solution to the minimization of this 
new circuit form provides an upper-bound for the minimization of GRM expansion. 
In this thesis, we prove that to calculate a PMPRM expansion from one of its 
adjacent polarity expansions, only one EXOR operation is needed. By calculating the 
adjacent polarity expansions one-by-one and searching all the PMPRM forms the 
minimum one can be found. A speedup approach allows us to find the exact minimum 
PMPRM without calculating all forms. The algorithm is explained by minimizing the 
3-variable functions and is demonstrated by flow graphs. 
With the introduction of a termwise complementary expansion diagram, a com-
puterized algorithm for the calculation of any GRM expansion is presented. The exact 
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minimum GRM form can be obtained by an exhaustive search through all GRM forms. 
A heuristic minimization algorithm, which is designed to decrease the time complexity 
of the exact one, is also presented in this thesis. Instead of depending on the number of 
input variables, the computation time of this quasi-minimum algorithm depends mainly 
on the complexity of the input functions, thus can solve much larger problems. 
VII.2 Future Work 
The exact minimization algorithm for PMPRM and the quasi-minimum GRM 
minimization algorithm have been implemented in C programs and a set of benchmark 
functions have been tested. There are still several opportunities to further improve the 
speed, and especially, the space complexity of the programs. One method is to perform 
cube operations on disjoint cubes, instead of minimizing the coefficients, as is used in 
our algorithms. A possible extension would be also to develop the algorithms for 
multi-output functions. Further extension may be to deal with incompletely specified 
functions. 
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