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Rád bych podeˇkoval panu profesoru Zelinkovi, díky kterému jsem meˇl možnost pro-
zkoumat tak zajímavý obor, jakým je fraktální geometrie. Dále bych rád podeˇkoval všem
lidem, kterˇí se mnou meˇli beˇhem studií tolik trpeˇlivosti, a nejvíce pak mojí manželce,
která meˇ celou dobu podporovala.

Abstrakt
Bakalárˇská práce se zabývá matematickým oborem fraktální geometrie a jejím využi-
tím v informatice. Zameˇrˇil jsem se na teoretický pru˚zkum fraktální geometrie, definice
a vlastnosti fraktálních objektu˚, algoritmu˚ na jejich generování, a zejména pak na frak-
tální struktury v cˇíselných rˇadách. K práci je prˇiložen software vytvorˇený v programova-
cím jazyce C++ s Qt implementující mnou navržené algoritmy.
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Abstract
The bachelor thesis deals with the mathematical branch of the fractal geometry and its
application in the informatics. I focused to the theoretical research of the fractal geom-
etry, to the definitions and properties of the fractal objects, to the algorithms used for
their rendering, and particularly to the fractal structures in the numerical series. The soft-
ware created in the C++ with Qt programming language, implementing the algorithms
designed by myself is attached to the thesis.
Keywords: Fractal geometry, fractal, Mandelbrot set, Elliott waves, Iterated function
system, Escape-Time algorithm
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71 Úvod
Doba jde stále kuprˇedu a informacˇní technologie už dávno nejsou jen nástrojem pro mo-
delování „vykonstruovaných“ problému˚. Vývoj informacˇních technologií jde ruku v ruce
s formalizací a modelací prˇírodních úkazu˚ a procesu˚. Možná také proto se obor fraktální
geometrie stává tak populárním a hojneˇ využívaným v technických i netechnických od-
veˇtvích.
Podíváme-li se okolo nás, zjistíme, že mnoho prˇírodních útvaru˚ vykazuje fraktální
charakter - stromy, kerˇe a další rostliny, oblaka na nebi, hveˇzdná obloha, pohorˇí, morˇské
vlny, a jistým zpu˚sobem i dynamické systémy prˇírody, jako naprˇíklad pohyb vln vodní
plochy vzhledem k pobrˇeží, nebo dokonce chování skupin lidí. Veˇtšina úkazu˚ takového
typu se chová zdánliveˇ chaoticky, ale prˇi bližším zkoumání zjistíme, že je v nich rˇád,
že jsou si vzájemneˇ podobné, že jejich subelementy jsou podobné jim samotným, atd.
Vlastnosti, které jsem práveˇ popsal, jsou základními vlastnostmi/principy fraktální
geometrie. Prˇi svém zkoumání jsem nabyl dojmu, že fraktální struktury vytvárˇí sama prˇí-
roda, a že fraktální geometrie popisuje prˇírodní struktury a jevy mnohem lépe, než kla-
sická Eukleidovská geometrie.
Ve své bakalárˇské práci se zabývám základní teorií fraktální geometrie, jejím využitím
v oblasti informatických a technických veˇd, zpu˚sobem generování fraktálních struktur
a jejich základními vlastnostmi, a analýzou fraktálních struktur v cˇasových rˇadách.
V první cˇásti práce shrnuji základní historické údaje o fraktální geometrii, obecný
náhled na tento obor a du˚ležité osobnosti, bez kterých bychom možná fraktální geometrii
neznali.
V druhé cˇásti vysveˇtluji základní pojmy fraktální geometrie a zabývám se teoretickou,
matematickou stránkou oboru.
Ve trˇetí cˇásti procházím jednotlivé zpu˚soby konstrukce fraktálních struktur, veˇnuji se
algoritmu˚m implementujícím tyto zpu˚soby a své algoritmy pak testuji v softwaru, který
jsem beˇhem práce vytvorˇil.
Ve cˇtvrté cˇásti se veˇnuji využití fraktální geometrie v „reálném sveˇteˇ“.
V obsahu páté cˇásti práce se zabývám prˇípadem fraktálních struktur, který se hojneˇ
využívá k analýze a odhadu budoucího vývoje cenných papíru˚ na burzovním trhu, tzv.
Elliottovými vlnami.
V poslední cˇásti, která je spojená s cˇástí prˇedchozí, se snažím prˇevést význam Elliotto-
vých vln na prˇírodní úkaz, konkrétneˇ aktivitu Slunce. K pozorování a analýze využívám
opeˇt svého softwaru.
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92 Historie, vznik a obecný náhled na fraktální geometrii
Prˇestože pojem „Fraktál“, potažmo „Fraktální geometrie“, je pomeˇrneˇ novodobým ter-
mínem (od roku 1975, kdy jej zavedl Benoit B. Mandelbrot), vznik fraktální geometrie
musím zacˇlenit již cca o sto let drˇíve, do konce 19. století.
V drˇíveˇjších dobách matematici brali v potaz prˇevážneˇ klasický Eukleidovský prostor,
tedy „beˇžný“ 2D, 3D prostor, který zná „každý z nás“. Pracovali pouze s geometricky
„ideálními“ objekty, jako naprˇ. cˇtverec, kružnice, krychle, koule, atd. Teprve na konci
19. století zacˇali matematici zkoumat velmi cˇlenité útvary, které se od teˇchto ideálních
nemálo odlišují. Prvním takovým útvarem vyvedl z míry Pruskou akademii veˇd Karl
Weierstrass, jenž dne 18. cˇervence 1872 prˇedstavil spojitou funkci, která nemá v žád-
ném bodeˇ derivaci. Roku 1884 pak prˇišel Georg Cantor s dalším „neideálním“ útvarem,
množinou s nenulovou dimenzí menší než 1, Cantorovým diskontinuem aneb Canto-
rovou množinou. Inspirován Cantorovým diskontinuem prˇišel roku 1890 italský fyzik
Giuseppe Peano s Peanovou krˇivkou, což je krˇivka vyplnˇující dvourozmeˇrný prostor,
a roku 1904 pak Helge von Koch s krˇivkou nekonecˇné délky ohranicˇující konecˇnou plo-
chu, Kochovou krˇivkou. Útvary tohoto typu byly mnohými matematiky prˇijímány do-
slova s odporem a byly nazývány „matematickými monstry“ - Charles Hermite v dopise
Thomasi Stieltjesovi roku 1893:
„Odvrátil jsem se s hru˚zou a ošklivostí od toho politováníhodného zla, kterým jsou
funkce bez derivace.“
Teprve pozdeˇji se však ukázalo, že „matematická monstra“ jsou mnohem vhodneˇjší
pro popis prˇírodních jevu˚, a to nejen v matematice, ale i v jiných oborech, naprˇ. ve fy-
zice. V roce 1918 prˇedstavili Gaston Julia a Pierre Fatou konstrukci tzv. Juliových mno-
žin a roku 1919 pak Felix Hausdorff definoval Hausdorffovu dimenzi, která mu˚že být
(a zpravidla bývá), narozdíl od dimenze topologické, necelocˇíselná a dokonce iracionální.
Ve fyzice byla situace do jisté míry podobná a výpocˇty se nejprve daly vyjádrˇit prˇes-
nými vzorci. Postupem cˇasu ale zacˇalo prˇi urcˇitých výpocˇtech docházet k nepochopi-
telným potížím. Klasickým prˇíkladem je naprˇ. „problém trˇí teˇles“. Zatímco analytické
rˇešení výpocˇtu pohybu dvou vesmírných teˇles je proveditelné a jeho výsledky souhlasí
s realitou, bylo dokázáno, že analytické rˇešení výpocˇtu pohybu trˇí teˇles se srovnatelnou
hmotností neexistuje, protože prˇi výpocˇtech dochází ke stavu˚m, které vedou k chaotic-
kému chování v situacích, které samy o sobeˇ nijak chaotické nejsou.
Dalším prˇíkladem je „Motýlí efekt“, který prˇednesl Edward N. Lorenz 29. prosince
1972 na 139. setkání „Americké asociace pro rozvoj veˇdy (AAAS)“. Lorenz se snaží od-
poveˇdeˇt na otázku, zda „jedno mávnutí motýlích krˇídel v Brazílii mu˚že zpu˚sobit tor-
nádo v Texasu?“ Podává jakýsi neformální du˚kaz nemožnosti prˇedpoveˇdeˇt pocˇasí, pro-
tože s velmi nepatrnými zmeˇnami výchozích podmínek predikce dostává zcela odlišné
výsledky. Testování provedl na jím vytvorˇeném modelu pocˇasí, který meˇl pouze trˇi pro-
meˇnné meˇnící se v cˇase. Dokonce ani prˇi zmenšování rozdílu˚ dat nedostával spolehliveˇjší
odpoveˇdi. Navíc v prˇednášce uvádí, že není-li znám pocˇet „motýlu˚“ v atmosférˇe, hod-
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noty jsou o to méneˇ uspokojivé, a s tím je zrˇejmá souvislost prˇedpoveˇdi pocˇasí. Opeˇt tedy
dochází k jakémusi chaotickému chování systému, kde vstupní podmínky jsou srovna-
telné, a tudíž zdánliveˇ nechaotické.
Podobné chování vykazují i další úkazy, jako naprˇ. Brownu˚v pohyb mikroskopic-
kých cˇástic, turbulentní pohyby tekutin, vývoj klimatu, prosakování vody skrz zem, atd.
Všechny tyto úkazy mají další spolecˇnou vlastnost, tou je podobnost sebe sama ve zveˇtšu-
jících se detailech→ zveˇtšujícím se meˇrˇítku. Na tuto podobnost poukazují práveˇ i „matematická
monstra“, která jsem uvedl v prˇedchozím textu.
Neˇkteré z výše uvedených událostí vedly k „objevení“ fraktální geometrie a všechny
z nich vykazují práveˇ „fraktální charakter“. Benoit B. Mandelbrot, „otec“ fraktální ge-
ometrie, si poprvé povšimnul výše uvedené podobnosti prˇi studiu chyb u prˇenosu sig-
nálu˚ v telekomunikacˇních sítích. Ve sledovaných datech se strˇídaly intervaly bez chyb
s intervaly chybnými. Když ale zprˇesnil meˇrˇení, bezchybné intervaly se rozpadaly opeˇt
na chybné a bezchybné subintervaly. Situace se opakovala prˇi jakémkoliv zprˇesnˇování
meˇrˇení, což Mandelbrotovi prˇipomneˇlo Cantorovo diskontinuum.
Podruhé se s tímto fenoménem Benoit B. Mandelbrot setkal prˇi studiu kolísání tržních
cen, kdy si všiml, že krátkodobý cˇasový pru˚beˇh je podobný dlouhodobému. Poté se zacˇal
o problematiku více zajímat. Všiml si naprˇíklad, že i v prˇírodeˇ se vyskytuje tento druh
podobnosti - mnohé prˇírodní jevy byly témeˇrˇ nemeˇnné, at’ se na neˇ díval z jakéhokoliv
meˇrˇítka, naprˇ. mapy pobrˇeží (cˇlenitost pobrˇeží), ru˚st rostlin a neˇkterých krystalu˚, aero-
soly, cˇi dokonce distribuce galaxií. Tuto vlastnost Mandelbrot nazval „sobeˇpodobnost“.
Velmi podstatným Mandelbrotovým výzkumem, vedoucím k „objevení“ fraktální
geometrie, bylo pozorování dat, která nameˇrˇil veˇdec Lewis F. Richardson. Data obsa-
hovala údaje o délkách ru˚zných pobrˇeží. Richardson si všiml, že zmeˇrˇit délku pobrˇeží je
pomeˇrneˇ složité, protože závisí na délce meˇrˇidla. Uveˇdomil si, že pokud bychom neko-
necˇneˇ zmenšovali meˇrˇidlo, délka pobrˇeží by se zveˇtšovala k nekonecˇné délce. Richardson
poté odvodil vzorec pro výpocˇet délky pobrˇeží, a ten závisel pouze na dvou konstantách,
které jsou pro dané pobrˇeží nezameˇnitelné. Tyto dveˇ konstanty ale nemeˇly úplneˇ jasný
význam. Tento jim dodal až B. B. Mandelbrot, protože prˇepsaný vzorec pro výpocˇet délky
pobrˇeží mu prˇipomneˇl Hausdorffovu míru a dimenzi.
Procˇ tedy fraktální geometrie? Protože na popsání tvaru stromu˚, kerˇu˚, hor, blesku,
mraku˚ na nebi, hveˇzd, galaxií a mnoha dalších útvaru˚ prˇírody prosteˇ Eukleidovská geo-
metrie nestacˇí. Pomocí klasické Eukleidovské geometrie jsme schopni popsat „jednoduché,
hladké“ útvary jako naprˇ. cˇtverec, obdélník, n-úhelník, elipsu, krychli, kouli, kužel, a další
klasické geometrické objekty, ale postavíme-li prˇed sebe úkol popsat tvar Pythagorova
stromu1a, Kochovi vlocˇky, cˇi veˇtšiny prˇírodních úkazu˚, naprˇ. sneˇhové vlocˇky, cˇi kapradiny1b,
popis pomocí Eukleidovské geometrie by nás stál mnoho cˇasu a úsilí, byl by nesmírneˇ
složitý, a stejneˇ bychom pravdeˇpodobneˇ nedošli k uspokojivému výsledku. Pomocí frak-
tální geometrie je to ale možné s mnohem menším úsilím a s mnohonásobneˇ uspokojiveˇj-
ším výsledkem. Práveˇ jsem tedy udal první du˚vod „procˇ fraktální geometrie?“. Dalším
rozdílem mezi geometrií Eukleidovskou a fraktální je dimenze. Ano, žijeme v prostoru
(dimenze = 3), díváme se na filmy, cˇi kreslíme obrázky na plátno (dimenze = 2), víme,
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že cˇára má dimenzi rovnu 1, ale co naprˇ. výše uvedená délka pobrˇeží ostrova? Je její di-
menze opravdu rovna 1 (jako dimenze beˇžné krˇivky), jak „rˇíká“ klasická Eukleidovská
geometrie? Fraktální geometrie by na to „odpoveˇdeˇla“, že ne. Fraktální dimenze délky
pobrˇeží ostrova je totiž desetinné cˇíslo mezi 1 a 2 (cca 1.25). Ale když se nad tím zamys-
lím, tak to vlastneˇ dává smysl, vždyt’ délka pobrˇeží konverguje k nekonecˇnu dle velikosti
meˇrˇítka, takže je to vlastneˇ „víc“, než krˇivka ⇒ dimenze je veˇtší než 1, ale zárovenˇ roz-
hodneˇ nevyplní celou plochu ⇒ dimenze je menší než 2.
(a) Pythagoru˚v strom[49] (b) Kapradina[50]
Obrázek 1: Ukázky složiteˇjších objektu˚
Michael F. Barnsley napsal ve své knize Fractals Everywhere [4]:
„Fraktální geometrie vás donutí videˇt vše rozdílným zpu˚sobem, než doposud. Cˇíst
dále mu˚že být nebezpecˇné. Riskujete ztrátu deˇtského videˇní mraku˚, lesu˚, galaxií, listí,
. . . “
Já bych si dovolil nesouhlasit s druhou cˇástí. Ano, fraktální geometrie vás donutí videˇt
vše rozdílným zpu˚sobem než doposud, a to protože dodnes jste znali jen Eukleidovskou
geometrii. Ale myslím, že deˇti vidí „lépe“, než dospeˇlí - vždycky jsem veˇdeˇl, že strom
cˇi hora jsou mnohem složiteˇjší, než kužel, že mraky nejsou žádné kruhy, elipsy, atd. Na-
opak si myslím, že fraktální geometrie vám „otevrˇe ocˇi“, najednou vše dává veˇtší smysl,
geometrie je nyní mnohem blíže všemu okolo nás.
Dalšími du˚ležitými vlastnostmi, na kterých je (spolecˇneˇ s fraktální dimenzí) frak-
tální geometrie postavena, jsou „sobeˇpodobnost a sobeˇprˇíbuznost“. Tyto pojmy rˇíkají,
že zveˇtšíme-li meˇrˇítko a prˇiblížíme si tak cˇást objektu, tato cˇást bude opeˇt podobná celku.
V prˇírodeˇ je samozrˇejmeˇ zjevný omezený pocˇet teˇchto zmeˇn meˇrˇítka - podíváme-li se
naprˇ. na kapradinu, zveˇtšíme meˇrˇítko a prˇiblížíme výrˇez na jednu cˇást kapradiny s okra-
jem, dostaneme opeˇt útvar vypadající, jako pu˚vodní kapradina. Tohle prˇibližování ale sa-
mozrˇejmeˇ nemu˚žeme deˇlat do nekonecˇna, protože po neˇkolika výrˇezech narazíme jen
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na pupeny, ze kterých sice cˇasem vyrostou další lístecˇky, ale zatím nejsou videˇt. V mate-
matických výpocˇtech mu˚žeme teoreticky meˇnit meˇrˇítko v nekonecˇneˇ mnoha iteracích.
Jak jsem ve strucˇnosti uvedl výše, fraktální geometrie je velmi úcˇelové odveˇtví mo-
derní matematiky a nachází mnohá uplatneˇní nejen v informatice. Fraktální geometrie
se využívá naprˇ. prˇi kompresi a rekonstrukci digitálních obrazu˚, pocˇítacˇovém videˇní, ar-
tware (umeˇní na pocˇítacˇi), šifrování dat, zkoumání biologických procesu˚ - naprˇ. EKG,
modelování fyzikálních procesu˚ - naprˇ. Brownu˚v pohyb, agregace molekul v elektrolytu,
modelování chemických procesu˚ - naprˇ. roztoky, zkoumání pohybu tržních cen v ekono-
mii (tzv. Elliottovy vlny), a v mnoha dalších oborech.
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3 Du˚ležité osobnosti spojované se vznikem a výzkumem frak-
tální geometrie
3.1 Georg Ferdinand Ludwig Philipp Cantor
Obrázek 2: G. Cantor [42]
Georg Cantor se narodil 3. brˇezna 1845 v Rusku v Pe-
trohradeˇ. V 11 letech emigroval do Neˇmecka. Rok stu-
doval na univerziteˇ v Curychu, kde skoncˇil kvu˚li úmrtí
otce. Na univerziteˇ v Berlíneˇ, kam se poté prˇesteˇho-
val, navšteˇvoval prˇednášky Karla Weierstrasse a dal-
ších vynikajících matematiku˚. Po doktorátu roku 1867
ucˇil na dívcˇí škole v Berlíneˇ. V roce 1869 obhájil habi-
litacˇní práci na univerziteˇ v Halle, kde pracoval a zís-
kal docentu˚ru. Vyrˇešil velmi obtížný problém, s nímž
si neveˇdeˇli rady jeho kolegové Heinrich Heine, Ru-
dolf Lipschitz, cˇi Georg Rieman. Roku 1872 byl pový-
šen na „profesora bez krˇesla“ a 1879 pak na „úplného
profesora.“ G. Cantor byl velkým prˇínosem matema-
tickému sveˇtu. Do fraktální geometrie prˇispeˇl jedním
z nejznámeˇjších a nejprozkoumaneˇjších fraktálu˚, Can-
torovým diskontinuem neboli Cantorovou množinou
se zajímavými vlastnostmi. [14]
3.2 Wacław Franciszek Sierpin´ski
Obrázek 3: W. Sierpin´ski [43]
Wacław Sierpin´ski se narodil 14. brˇezna 1882 ve Var-
šaveˇ v Polsku. Matematický talent u neˇj byl objeven
hned jeho prvním ucˇitelem matematiky. Bohužel žil
v dobeˇ okupace Polska, a tak možnost vzdeˇlání ne-
byla jednoduchá. Prˇesto v r. 1899 nastoupil na „mat-
fyz“ univerzity ve Varšaveˇ. V r. 1903 nabídla fakulta
cenu za nejlepší esej z teorie cˇísel, kterou Sierpin´ski
vyhrál s oceneˇním zlaté medaile. Se získáním titulu
„kandidát matematických veˇd“ meˇl ale problém, pro-
tože bylo nutné splnit zkoušku z ruského jazyka, kte-
rou polští studenti hromadneˇ bojkotovali. Ucˇitelé se
„obávali“, že by to mohl být první prˇípad, kdy má stu-
dent výborné ze všech prˇedmeˇtu˚, prˇijatou disertacˇní
práci a zlatou medaili, a prˇitom titul nezíská. Nakonec
dostal z ruského jazyka dobrou a r. 1904 odpromoval
s titulem. Doktorát dokoncˇil na univerziteˇ v Krakoveˇ
a od r. 1908 pracoval na univerziteˇ ve Lvoveˇ. Sierpin´ski
se dále zabýval teorií množin a v r. 1916 prˇedstavil
další fraktál Sierpin´ského trojúhelník. [15]
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3.3 Niels Fabian Helge von Koch
Obrázek 4: H. Koch [44]
Helge von Koch se narodil 25. ledna 1870 ve Stoc-
kholmu ve Švédsku. Navšteˇvoval tamní školu, kte-
rou úspeˇšneˇ ukoncˇil r. 1887 a nastoupil na Stockholm-
skou univerzitu. První matematické úspeˇchy zazna-
menal prˇi studiu nekonecˇneˇ mnoha lineárních rovnic
s nekonecˇneˇ mnoha neznámými. V r. 1891 a 1892 na-
psal dveˇ práce na aplikaci nekonecˇneˇ mnoha determi-
nantu˚ prˇi rˇešení systému diferenciálních rovnic s ana-
lytickými koeficienty. Rˇešení založil na metodách H.
Poincarého. Tato pozorování shrnul ve své doktorské
dizertacˇní práci. Mezi lety 1893 a 1905 dostal Koch neˇ-
kolik pracovních nabídek asistenta univerzitního pro-
fesora. Prˇihlásil se o „krˇeslo“ na univerziteˇ v Uppsale,
ale místo nedostal. Nakonec se stal prˇedsedou „cˇisté
matematiky“ na KTH ve Stockholmu (Královský tech-
nologický institut). H. Koch prˇispeˇl k fraktální geome-
trii roku 1906 slavnou Kochovou krˇivkou. [16]
3.4 Gaston Maurice Julia
Obrázek 5: G. Julia [17]
Gaston Julia se narodil 3. února 1893 v Sidi del Abbès
v Alžírsku. Od deˇtství se zajímal o hudbu a mate-
matiku. Neˇkolikrát prˇeskocˇil meˇsíce a dokonce i roky
studia, a prˇitom dosahoval nadpru˚meˇrných výsledku˚.
Hrál na housle a zamiloval se do Bacha, Schumanna
a Schuberta. U prˇijímacích zkoušek na dvou nejprestiž-
neˇjších francouzských školách, École normale supérie-
ure (ENS) a École Polytechnique, se umístil jako první.
Rozhodl se pro ENS, kam nastoupil r. 1911. 1. sv. v.
jej donutila studium prˇerušit a narukoval. Byl mnoho-
krát raneˇn a postrˇelen doprostrˇed oblicˇeje. Díky této
ráneˇ prˇišel o nos a po zbytek života byl nucen no-
sit kožený pásek. Ve výzkumu pokracˇoval roku 1916
na „Francouzské koleji“ (prestižní veˇdecká instituce)
a r. 1917 získal doktorát. 1918 se oženil s jeho ošetrˇující
sestrˇicˇkou a spolu meˇli 6 deˇtí. Již v 25 letech Julia na-
psal 199 stránkové dílo, které jej proslavilo, a za které
získal oceneˇní Grand Prix akademie veˇd. V r. 1925 byl
jmenován profesorským prˇedsedou aplikované analýzy a geometrie na univerziteˇ v Sor-
bonne, 1931 prˇedsedou diferenciálního a integrálního pocˇtu, a v r. 1937 prˇedsedou geo-
metrie a algebry na École Polytechnique. Byl vynikající matematik, slavný ve 20. letech.
Poté byl bohužel „zapomenut“, až než jeho práce inspirovala B. Mandelbrota. Gaston
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Julia meˇl široké spektrum matematického zájmu. Prˇed jeho smrtí bylo vydáno 6 svazku˚
s jeho prací. Beˇhem života napsal 232 publikací - 157 výzkumných prací, 30 knih a 45
cˇlánku˚ o historii veˇd a jiných tématech a získal mnoho oceneˇní. V r. 1950 získal vy-
znamenání „Rˇád cˇestné legie“ s hodností du˚stojníka. K oboru fraktální geometrie Julia
prˇispeˇl množinami, které jsou známé prˇedevším díky jejich grafickému vyobrazení, tzv.
„Juliových množin“. [17]
3.5 Felix Hausdorff
Obrázek 6: F. Hausdorff [45]
Felix Hausdorff se narodil 8. listopadu 1868 ve Vra-
tislavi v Polsku. V deˇtství se prˇesteˇhoval do Lipska,
kde zacˇal studovat matematiku, prˇestože snil o povo-
lání skladatele. Roku 1891 získal doktorát za aplikace
matematiky v astronomii. Habilitacˇní práci veˇnoval
astronomii a optice. Pohyboval se spíše mezi umeˇlci,
než matematiky. Sám napsal neˇkolik literárních deˇl
a úspeˇšnou frašku. V r. 1902 byl povýšen na profe-
sora matematiky. Do r. 1910 ucˇil na univerziteˇ v Lipsku,
a poté v Bonnu. Roku 1913 získal titul profesora na uni-
verziteˇ v Greifswalfu. Kvu˚li židovskému pu˚vodu byl
r. 1935 donucen ukoncˇit práci. 1941 byl naplánován
jeho prˇesun do koncentracˇního tábora, kam díky po-
žadavku Bonnské univerzity nemusel. O rok poz-
deˇji byl však prˇesun obnoven. S manželkou a její
sestrou spáchali sebevraždu. F. Hausdorffa proslavil
obor topologie a teorie množin. Významný „objev“,
který prˇedstavil r. 1919 byla tzv. „Hausdorffova di-
menze“, na které fraktální geometrie staví. [18]
3.6 Aristid Lindenmayer
Obrázek 7: A. Lindenmayer [46]
Aristid Lindenmayer se narodil 17. listopadu 1925
v Budapešti v Mad’arsku. Od r. 1943 studoval chemii
a biologii na tamní univerziteˇ. Roku 1956 udeˇlal na Mi-
chiganské univerziteˇ doktorát z fyziologie rostlin. O 12
let pozdeˇji byl povýšen na profesora biologie a filozo-
fie životních veˇd na nizozemské univerziteˇ v Utrechtu,
kde také od roku 1972 prˇedsedal skupineˇ teoretické bi-
ologie. Zajímal se o vláknité houby a jednoduché mno-
hobuneˇcˇné rˇasy a organismy a studoval vztahy mezi
bunˇkami rostlin. Do sveˇta fraktální geometrie vstoupil
ve známost díky tzv. „L-systému˚m“ (Lindenmayero-
vým systému˚m), které r. 1968 navrhl pro modelování
ru˚stu teˇchto organizmu˚. [19]
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3.7 Benoit B. Mandelbrot
Obrázek 8: B. Mandelbrot [20, 47]
Benoit Mandelbrot, „otec“ fraktální geometrie, kterou
mj. pojmenoval dle latinského slova „fractus“ (zlo-
mený, rozbitý, . . . ), si všiml a ukázal sveˇtu, že frak-
tály se objevují nejen v matematice, ale také v prˇírodeˇ,
což popisuje ve své nejslavneˇjší knize „The Fractal Ge-
ometry of Nature“ [2], kterou napsal r. 1982.
Benoit Mandelbrot se narodil 20. listopadu 1924
ve Varšaveˇ. Roku 1936 emigroval s rodinou do Parˇíže,
kde ho strýc, profesor matematiky, zacˇal ucˇit svu˚j obor.
Do zacˇátku 2. sv. v. navšteˇvoval vysokou školu v Parˇíži,
a poté se prˇesteˇhoval do meˇsta Tulla. Toto období bylo
kvu˚li strachu o život „chaotické“, a proto se veˇnoval
samostudiu. Po návratu do Parˇíže prošel prˇijímacími
zkouškami na École Normale i École Polytechnique,
a to i navzdory jeho nedokonalým znalostem cˇisté ma-
tematiky, které se prˇíliš neveˇnoval, protože do ní byl
„tlacˇen“ strýcem. Mandelbrot meˇl ale pozoruhodnou
geometrickou intuici a prˇedstavivost, což mu dávalo
unikátní vhled do ru˚zných matematických problému˚.
Po dokoncˇení studií na École Polytechnique emigroval do Spojených státu˚, kde nejprve
navšteˇvoval Kalifornský technický institut a pozdeˇji, po získání Ph. D., Institut pro po-
krocˇilá studia na Princetonu.
B. Mandelbrot pracoval v IBM, kde mu byl umožneˇn výzkum nekonvencˇních cˇástí
matematiky. Zde se také poprvé setkal s fraktálním charakterem zkoumaného problému,
konkrétneˇ s pohybem cen bavlny. Ceny se od sebe odlišovaly, ale posloupnost zmeˇn ne-
závisela na cˇase. S podobným úkazem se potýkal prˇi studiu poruch telekomunikacˇního
signálu a zkoumal i neobvyklá data, jako naprˇ. tisícileté záznamy o stavu vody Nilu.
Po odchodu z IBM získal podobnou prˇíležitost na Univerziteˇ Yale, kde se stal uznáva-
ným profesorem matematických veˇd (v anglicˇtineˇ: Sterling Professor).
V r. 1945 ukázal Mandelbrotovi jeho strýc výzkum G. Julia, s nímž se neztotožnil. K to-
muto výzkumu se ale oklikou dostal r. 1970 prˇes vlastní práci. Díky dostupnosti pocˇíta-
cˇové grafiky ve spolecˇnosti IBM Mandelbrot ukázal, že Juliova práce je zdrojem nejkrás-
neˇjších fraktálu˚ dnešní doby. Pro jejich vizualizaci vivinul Mandelbrot jeden z prvních
pocˇítacˇových programu˚ pro tisk grafiky.
Mandelbrot dosáhl velkých úspeˇchu˚ v ru˚zných veˇdeckých oborech, naprˇ. cˇestný titul
doktora veˇd na univerziteˇ v St. Andrews, dva tituly profesora na Harvardu, profesora
na Yaleu, a také na École Polytechnique. Získal mnoho oceneˇní, naprˇ. Barnardovu medaili
za zasloužilé služby veˇdeˇ, Franklinovu medaili, cenu Alexandera von Humboldta, Rˇád
cˇestné legie, a Wolfovu cˇi Japonskou cenu.
Mandelbrot objevil fratkální struktury v mnoha odveˇtvích veˇdy a ve sveˇteˇ okolo nás.
Byl jedním z „velikánu˚“ dnešní doby. Zavedl pojem fraktálu a „jeho“ fraktál, Mandel-
brotova množina, se stal symbolem fraktální geometrie. [1, ?]
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3.8 Edward Norton Lorenz
Obrázek 9: E. Lorenz [21]
Edward Lorenz se narodil 23. kveˇtna 1917 v USA.
Roku 1938 ukoncˇil titulem bc. studium matematiky
v Darmouthu. Titul S.M. získal na Harvardu. Poté se
zavázal do vojenské služby k letectvu USA, kde apli-
koval své matematické znalosti k prˇedpoveˇdi pocˇasí.
Roku 1943 dokoncˇil na MIT druhé magisterské stu-
dium, tentokrát z meteorologie. Z tohoto oboru získal
r. 1948 doktorát, byl povýšen na meteorologa, a v r.
1962 na profesora meteorologie. Slavným po celém
sveˇteˇ jej udeˇlal pocˇítacˇový výzkum modelu atmosféry.
Po získání prvních výsledku˚ spustil výpocˇet z jiného
místa, a po dokoncˇení zjistil, že výsledky se znacˇneˇ
liší. Zkoušel upravovat vstupní data, a prˇestože je meˇ-
nil minimálneˇ, výsledky byly velmi rozdílné. E. Lorenz
objevil chaos. Výzkum pozdeˇji prˇedstavil na prˇednášce
s názvem „Predictability: Does the Flap of a Butterfly’s
Wings in Brazil Set off a Tornado in Texas?“ (Prˇedví-
datelnost: Zpu˚sobí mávnutí motýlích krˇídel v Brazílii
tornádo v Texasu?) na 139. setkání AAAS[9]. Termín
„Butterfly effect“ (Motýlí efekt) se poté stal symbolem
teorie chaosu. [21]
Obrázek 10: Lorenzu˚v atraktor, tzv. „Motýlí efekt“ [48]
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4 Fraktální geometrie
Fraktální geometrie je obor matematiky, zabývající se popisem „nekonecˇneˇ cˇlenitých“
útvaru˚. Jedná se o velmi složité útvary, které lze teˇžko, nebo dokonce vu˚bec popsat kla-
sickou Eukleidovskou geometrií. Fraktální geometrie vznikla jako obor, kterým je možné
matematicky popsat objekty v prˇírodeˇ. Steˇžejními vlastnostmi fraktální geometrie jsou
sobeˇpodobnost a sobeˇprˇíbuznost, tzn. výrˇez neˇjakého objektu, naprˇ. hlávky kveˇtáku, se
jeví stejným, jako celý objekt, a nezávislost, neboli invariance teˇchto vlastností vu˚cˇi meˇ-
rˇítku, naprˇ. krˇivka opisující tvar pobrˇeží, se bude jevit stejneˇ cˇlenitá, at’ použijeme trˇice-
ticentimetrové pravítko, desetimetrovou tycˇ, turistickou mapu, nebo vezmeme satelitní
snímky.
4.1 Základní matematické pojmy
Abych mohl definovat „ryze“ fraktální vlastnosti, je nutné znát neˇkolik základních ma-
tematických pojmu˚, které jsou používány naskrz fraktální geometrií.
4.1.1 Metrika a metrický prostor
Metrika urcˇuje vzdálenost dvou bodu˚ v prostoru. Meˇjme M ̸= ∅ a množinu nezáporných
cˇísel R+ = ⟨0,∞), zobrazení
d :M ×M → R+ (1)
je metrikou na M , když pro každé x, y, z ∈M platí:
d(x, y) ≥ 0; d(x, x) = 0,
d(x, y) = 0⇔ x = y,
d(x, y) = d(y, x),
d(x, y) ≤ d(x, z) + d(z, y).
(2)
Usporˇádaná dvojice (M,d) se nazývá „metrický prostor“. Platí-li navíc lim
x→∞xi = p0
pro každou cauchyovskou posloupnost {xi}∞i=1, xi ∈M , je metrický prostor (M,d) úplný.[1]
4.1.2 Hausdorffova metrika
Meˇjme metrický prostor (M,d) a systémH(M) všech neprázdných kompaktních (omeze-
ných a uzavrˇených) podmnožin M . Pro A,B ∈ H(M) zaved’me nejmenší polomeˇr okolí
množiny B, který obsahuje A jako konecˇné cˇíslo δ(A,B) ≥ 0:
δ(A,B) = sup
a∈A
inf
b∈B
d(a, b). (3)
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Hausdorffova metrika je pak zobrazení h : H(M)×H(M)→ R+ takové, že
h(A,B) = max{δ(A,B), δ(B,A)} (4)
Hausdorffova metrika je metrikou dle podmínek 2 a dvojice (H(M), h) tvorˇí metrický
prostor.[1]
4.1.3 Kontraktivní zobrazení
Necht’ (M,d) je metrický prostor. Zobrazení f : M → M je na množineˇ A ⊆ M kontrak-
tivní, existuje-li cˇíslo ϑ ∈ (0, 1) takové, že pro každé p, q ∈ A platí:
d(f(p), f(q)) ≤ ϑ · d(p, q). (5)
Zobrazení f se také nazývá kontrakce a konstanta ϑ je kvocientem kontrakce.[1]
4.2 Sobeˇpodobnost
Sobeˇpodobnost je jednou z hlavních vlastností fraktálních objektu˚. Jako slovo má po-
meˇrneˇ jasný intuitivní význam. Jak je to ale v matematice ve fraktální geometrii? Jedná
se o vlastnost objektu popisující fakt, že cˇást celku je podobná jemu samému v jakém-
koliv meˇrˇítku, tzn. zveˇtšuji-li objekt v jeho libovolné cˇásti („prˇibližuji“ ji), cˇást zu˚stává
stále podobná celku. Co znamená podobná? Volneˇ rˇecˇeno, daná cˇást je pouze transfor-
movaný celek zmenšený v urcˇitém meˇrˇítku. Sobeˇpodobnost je také nazývána invariancí
(nemeˇnností) vu˚cˇi zmeˇneˇ meˇrˇítka.
Matematicky definoval pojem sobeˇpodobnosti J. E. Hutchinson. Vycházel z faktu,
že podmnožina je pouze geometricky podobná „zmenšenina“ celku.
Necht’ E je podmnožina n-rozmeˇrného eukleidovského prostoru Rn. Existuje-li ko-
necˇneˇ mnoho kontraktivních, cˇi afinních zobrazení
f1, f2, . . . , fm : Rn → Rn, (6)
pro která platí
E =
m
i=1
fi(E), (7)
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a pro libovolné i ̸= j existuje
fi(E) ∩ fj(E), (8)
který je prázdný nebo roven konecˇné množineˇ bodu˚.
4.2.1 Prˇesná sobeˇpodobnost
Jsou rozlišovány dva druhy sobeˇpodobnosti - „prˇesná“ a „statistická“. První z nich,
prˇesná sobeˇpodobnost, je definovaná vztahem 7. Vzniká opakováním sebe sama po-
mocí afinních transformací - posunutí, rotace, zmeˇna meˇrˇítka, zrcadlení, zkosení, pro-
jekce (zejména však prvních trˇí). Nejsou tedy jen zmenšenými kopiemi sebe sama (byt’
mohou být), ale transformovanými kopiemi, tzn. že se iterativneˇ opakuje stejný „motiv“,
který je práveˇ ukazatelem vzájemné podobnosti.
4.2.2 Statistická sobeˇpodobnost
Popisuje sobeˇpodobnost, do které zahrnuje urcˇitý prvek náhody. Vychází z toho, že prˇí-
rodní útvary nikdy nejsou prˇesnými transformovanými kopiemi sebe sama. Takové útvary
jsou nepravidelné a nedají se generovat deterministickými algoritmy.
Rˇekneˇme tedy, že množina E je statisticky sobeˇpodobná, je-li sjednocením sobeˇpo-
dobných množin dle vztahu 7, kde každá fi(E) má stejné statistické charakteristiky, jako
množina E. Oproti prˇesné sobeˇpodobnosti, která je sobeˇpodobná vzhledem k daným
transformacím, jsou vzhledem k teˇmto transformacím sobeˇpodobné urcˇité statistické cha-
rakteristiky. V praxi se pak sleduje naprˇ. shoda odhadu˚ strˇední hodnoty a smeˇrodatné
odchylky.
Statistická sobeˇpodobnost je tedy jakýmsi doplnˇkem sobeˇpodobnosti prˇesné. Prˇesná
sobeˇpodobnost popisuje fraktály generované jednoduchými deterministickými algoritmy,
naprˇ. Cantorovo diskontinuum, Sierpin´ského trojúhelník, Kochova krˇivka a další. Statis-
tická sobeˇpodobnost pak popisuje algoritmy, kde hraje svou roli náhoda, naprˇ. Brownu˚v
pohyb.
4.3 Sobeˇprˇíbuznost
Existují ale i jiné fraktály, které sice nejsou sobeˇpodobné dle vztahu 7, ale jsou generovány
deterministickými algoritmy bez jakéhokoliv prvku náhody. Stojí tedy neˇkde na hra-
nici mezi prˇesnou a statistickou sobeˇpodobností. Takové množiny jsou pak nazývány
„sobeˇprˇíbuzné“.
4.4 Geometricky hladký útvar
Geometricky hladký útvar je takový útvar, který je deterministicky / jednoznacˇneˇ defino-
vatelný a spocˇitatelný. Pomocí klasické eukleidovské geometrie se popisují práveˇ takové
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útvary. Jedná se o beˇžné geometrické objekty, jako naprˇ.: prˇímka, krˇivka, cˇtverec, trojúhel-
ník, válec, kužel, koule, atd., které mají neˇkolik spolecˇných vlastností. Pro „definici“ ge-
ometricky hladkého útvaru jsou du˚ležité dveˇ. První vlastností je, že je-li neˇco spocˇitatel-
ného urcˇitým vztahem cˇi vzorcem, výsledek se nemeˇní v závislosti na meˇrˇítku nebo jed-
notce. Spocˇítáme-li naprˇ. objem krychle, nezávisí na tom, v jaké jednotce jej spocˇítáme,
nebo kolikrát si krychli zveˇtšíme, objem zu˚stává nemeˇnný. Tato vlastnost platí i u obsahu˚,
obvodu˚, délek stran, atd. Druhou je jejich „rozmeˇr“. Všechny geometricky hladké ob-
jekty jsou jednoznacˇneˇ popsány konecˇným pocˇtem parametru˚. Prˇímka, nebo krˇivka jsou
dány jedním parametrem, tzn. každý bod na krˇivce je dán jedním cˇíslem, naprˇ. prˇímka
2x+3, nebo sinusoida sin(x). To ale neznamená, že prˇímku, nebo krˇivku nemu˚žeme zob-
razit ve vícerozmeˇrném prostoru, jedná se pouze o jednoznacˇné urcˇení polohy jednoho
konkrétního bodu x na dané krˇivce. Pro urcˇení polohy bodu v obdélníku jsou nutné 2
parametry a bod v kouli je urcˇen 3 parametry. Vždy se jedná o celé cˇíslo, které nazýváme
(topologická) dimenze, neboli rozmeˇr.
4.5 Geometricky cˇlenitý útvar
Cˇlenitý, nebo nekonecˇneˇ cˇlenitý útvar je opak objektu hladkého. Útvar tohoto typu má
fraktální charakter - je na neˇm videˇt mnoho „zlomu˚“, jeho tvar je velmi složitý. Per-
fektním prˇíkladem je opeˇt výše zminˇovaná délka pobrˇeží ostrova. Oproti geometricky
hladkým útvaru˚m, zmeˇrˇíme-li obvod pobrˇeží dle satelitních snímku˚, dostaneme délku
x, zmeˇrˇíme-li ji ale naprˇ. dle turistické mapy, zahrneme více detailu˚, a dostaneme délku
y, která bude veˇtší, než délka x, a tak to bude pokracˇovat prˇi zmenšování délky meˇrˇidla
(teoreticky do nekonecˇna). Uvedený prˇíklad byl reálneˇ zkoumán Lewis F. Richardsonem,
který z pozorování urcˇil empirický vzorec pro výpocˇet délky pobrˇeží:
K(ϵ) = N(ϵ)ϵD; ϵ > 0 (9)
K(ϵ) . . . délka aproximace pobrˇeží závislá na délce meˇrˇidla
N(ϵ) . . . pocˇet úsecˇek o délce meˇrˇidla nutný k urcˇení aproximace
ϵ . . . délka meˇrˇidla
D . . . konstanta ovlivnˇující délku pobrˇeží
Význam konstanty D si Richardson nedokázal vysveˇtlit, ale pozorováním a experi-
menty dospeˇl k záveˇru, že je pro výpocˇet nepostradatelná. Její význam pochopil a popsal
až B. Mandelbrot, který si uveˇdomil její souvislost s Hausdorffovou - Besicovitchovou /
fraktální dimenzí, která je další odlišnou vlastností od dimenze geometricky hladkého
útvaru.
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4.6 Dimenze fraktálu˚
„Jak je fraktál velký?“, „Je jeden fraktál veˇtší, než jiný?“. Na tyto otázky je, vzhledem
k povaze fraktálu, pomeˇrneˇ teˇžké odpoveˇdeˇt. Existují ale cˇísla, kterými je možné srovnat
dva ru˚zné fraktály ve smyslu míry. Lze naprˇ. rˇíci, že Kochova krˇivka „je veˇtší“, než Can-
torovo diskontinuum. Tato cˇísla se získávají ru˚znými zpu˚soby. V neˇkterých prˇípadech
jsou si rovna, v jiných se liší, v urcˇitých situacích mají smysl jen neˇkterá z nich. Souhrnneˇ
se takovým cˇíslu˚m rˇíká „fraktální dimenze“. Popisují jak „husteˇ“ neboli do jaké míry
fraktál zaplnˇuje prostor, ve kterém je definován.
Fraktální dimenze je cˇíslo použitelné v reálném sveˇteˇ. Je možné urcˇit dimenzi pobrˇeží
neˇjakého ostrova, obvod pru˚rˇezu mraku˚, povrch koruny stromu˚, cˇi vzorku ku˚že a mnoha
dalších úkazu˚. Fraktální dimenze nám také poskytuje zpu˚sob, jak porovnat množiny z re-
álného sveˇta s „umeˇlými“ fraktály.[4]
Jak jsem uvedl výše, existuje neˇkolik druhu˚ fraktální dimenze, resp. dimenze obecneˇ.
Jsou to naprˇ. topologická dimenze, Hausdorffova dimenze, sobeˇpodobnostní, krabicová,
kapacitní a další. Ru˚zné dimenze se hodí použít v ru˚zných situacích. Mezi všemi teˇmito
dimenzemi však existují urcˇité vztahy.[3]
Srovnám naprˇ. délku dvou jednorozmeˇrných krˇivek. Jak jsem popsal v kapitole 4.4,
délka geometricky hladké krˇivky se nemeˇní v závislosti na tom, jestli ji prˇiblížím, oddá-
lím, nebo ji meˇrˇím v ru˚zných jednotkách. Budu-li zmenšovat velikost meˇrˇidla, budu se
prˇibližovat k neˇjaké limitní hodnoteˇ. Oproti tomu délka (nekonecˇneˇ) cˇlenité krˇivky, naprˇ.
krˇivky „opisující“ pobrˇeží ostrova se s nekonecˇneˇ se zmenšujícím meˇrˇidlem nekonecˇneˇ
zveˇtšuje (viz kapitola 4.5). Dá se tedy rˇíct, že tato krˇivka zabírá v rovineˇ více místa, než
krˇivka geometricky hladká, avšak celou rovinu rozhodneˇ nevyplní. Její dimenze je tedy
veˇtší než 1 (topologická dimenze geometricky hladké krˇivky), ale zárovenˇ menší než 2
(topologická dimenze roviny). Je tedy zrˇejmé, že dimenze tohoto útvaru (fraktálu) není,
resp. nemusí být, celocˇíselná. Dimenze fraktálních útvaru˚, fraktální dimenze, bývá tedy
necelocˇíselná, z angl. „fractional dimension = zlomková dimenze“.
K definici fraktálu, kterou uvedl B. Mandelbrot se využívá srovnání obou dimenzí,
kde hodnota desetinné cˇásti cˇísla urcˇuje práveˇ „fraktálnost“, neboli cˇlenitost objektu,
a také rychlost, jakou „rozmeˇr“ (délka v rovineˇ, povrch v prostoru, atd.) fraktálu roste
k nekonecˇnu. Vysveˇtlím tedy neˇkteré z dimenzí.
4.6.1 Sobeˇpodobnostní dimenze
Prvním typem dimenze, kterým se chci zabývat je tzv. „sobeˇpodobnostní dimenze“,
která vychází z jakéhosi charakteristického faktoru zmeˇny meˇrˇítka (oznacˇím jej fs).
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Naprˇ.:
objekt pocˇet cˇástí n fs
úsecˇka 2 12
4 14
10 110
cˇtverec 4 = 22 (hrana o délce 12 )
1
2
16 = 42 (hrana o délce 14 )
1
4
100 = 102 (hrana o délce 110 )
1
10
krychle 8 = 23 (hrana o délce 12 )
1
2
64 = 43 (hrana o délce 14 )
1
4
1000 = 103 (hrana o délce 110 )
1
10
Z tabulky je videˇt, že mezi pocˇtem cˇástí n a faktorem zmeˇny meˇrˇítka fs je vztah
n =
1
fDss
, (10)
kde D je topologická dimenze objektu. Pro úsecˇku platí naprˇíklad:
2 =
1
1
2
1
2 =
1
1
2
2 = 2
Vezmu-li ale neˇjaký složiteˇjší útvar, naprˇ. Kochovu krˇivku, je faktor zmeˇny meˇrˇítka
méneˇ intuitivní. Prˇesto lze parametry n a fs snadno vydedukovat. Prˇi každé iteraci vzroste
pocˇet cˇástí každé hrany na 4 a její délka se zmenší na 13 pu˚vodní velikosti.
objekt pocˇet cˇástí n fs
Kochova krˇivka 4 (1. iterace) 13
16 (2. iterace) 19
4k (k. iterace) 1
3k
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Budu-li prˇedpokládat platnost vztahu 10, pak pro 1. iteraci Kochovi krˇivky platí:
4 =
1
1
3
Ds
4 = 3Ds
log 4 = Ds · log 3
Ds =
log 4
log 3
Ds ≈ 1.2619
Zkusím platnost oveˇrˇit pro další iteraci:
Ds =
log 16
log 9
Ds =
log 42
log 32
Ds =
2 · log 4
2 · log 3
Ds =
log 4
log 3
Sobeˇpodobnostní dimenze je odvozena zobecneˇním tohoto postupu: [3]
n =
1
fDss
fDss = n
−1
Ds · log fs = − log n
Ds = −

log n
log fs

Ds =
log n
− log fs
Ds =
log n
log

1
fs

(11)
4.6.2 Krabicová dimenze (anglicky box-counting dimension)
Pro složiteˇjší útvary, jako naprˇ. obvod pru˚rˇezu mraku˚ na nebi, pobrˇeží ostrova atd., není
možné využít výpocˇet sobeˇpodobnostní dimenze, protože takové útvary nejsou sobeˇ-
26
podobné ve smyslu výše uvedených pravidel (dle Hutchinsonovy definice 7). K urcˇení
dimenze útvaru˚ (fraktálu˚) tohoto typu popíši druhý typ dimenze, tzv. „krabicovou di-
menzi“[1] (z anglického „box-counting dimension“). Krabicovou dimenzi je možné urcˇit
pro jakýkoliv objekt v rovineˇ, cˇi prostoru.
Princip tkví v umísteˇní objektu na mrˇížku o velikosti strany a a zjišteˇní nejmenšího
možného pocˇtu „krabic“ (cˇtvercu˚ ve 2D a krychlí ve 3D) potrˇebných pro pokrytí objektu.
Jelikož je pocˇet závislý na velikosti strany a, oznacˇím jej N(a). Zmenšováním mrˇížky
a vykreslováním do diagramu „log / log“ (osa x : log 1a , osa y : logN(a)) získáme krabi-
covou dimenzi, která je dána smeˇrnicí aproximacˇní prˇímky grafu.
Prˇi procesu zmenšování mrˇížky je vhodné délku strany a volit vždy dvakrát menší,
než v prˇedchozím kroku, tedy dle posloupnosti 1
2k
, k = 0, 1, 2, . . . , cˇímž získáme posloup-
nost pocˇtu boxu˚ N(2−k). Smeˇrnice aproximacˇní prˇímky je dána vztahem:
logN(2−(k+1))− logN(2−k)
log 2k+1 − log 2k . (12)
Po zjednodušení
log N(2
−(k+1))
N(2−k)
log 2
k+1
2k
log N(2
−(k+1))
N(2−k)
log 2
získáme vzorec pro výpocˇet smeˇrnice φ pomocí logaritmu se základem 2
log2
N(2−(k+1))
N(2−k)
. (13)
Výsledek je tedy faktor, kterým roste pocˇet boxu˚ od jedné mrˇížky k další, tj. odhad
krabicové dimenze objektu. Jinými slovy, roste-li pocˇet boxu˚ dle faktoru 2Dk , zatímco
strana mrˇížky se zmenšuje na polovinu, pak krabicová fraktální dimenze je rovna Dk.
Pokusím se naprˇ. urcˇit dimenzi hranice Cˇeské republiky. Prˇipravím obrázek CˇR s mrˇíž-
kami dvou hustot, 116 a
1
32 :
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(a) a = 116 , N(a) = 48
(b) a = 132 , N(a) = 114
Obrázek 11: Krabicová dimenze hranice CˇR
Dosazením do vztahu 12 získám dimenzi Dk:
Dk =
log 114− log 48
log 32− log 16
Dk ≈ 1.2479
Proveˇrˇím ekvivalenci vztahu 12 se vztahem 13:
Dk = log2
114
48
Dk ≈ 1.2479
Krabicová dimenze hranice Cˇeské republiky je tedy prˇibližneˇ 1.2479.
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Krabicová dimenze je ve veˇtšineˇ prˇípadu˚ rovna dimenzi sobeˇpodobnostní, avšak v neˇ-
kterých prˇípadech se odlišuje. Je možné ji využít na výpocˇet dimenze objektu˚, které
nejsou sobeˇpodobné. Cˇasto je používána pro urcˇení fraktální dimenze v pocˇítacˇích, pro-
tože je pomeˇrneˇ prˇímocˇará pro implementaci. [3]
4.6.3 Hausdorffova - Besicovitchova dimenze
Všechny fraktální dimenze mají jeden spolecˇný základ, kterým je trˇetí a poslední frak-
tální dimenze, kterou se budu zabývat, Hausdorffova dimenze, nebo také Hausdorffova -
Besicovitchova dimenze. K definici Hausdorffovy dimenze v Eukleidovském prostoru
Rn = {(x1, . . . , xn) | xi ∈ R} je nutné znát neˇkolik pojmu˚, které nyní prˇedstavím.
Prvním z nich je vzdálenost dvou bodu˚ v prostoru Rn:
d(x, y) =
 n
i=1
(xi − yi)2, (14)
dále pak infimum a supremum podmnožiny X ⊆ Rn:
inf(x ∈ X) . . . je nejveˇtší dolní hranice / závora X
sup(x ∈ X) . . . je nejmenší horní hranice / závora X
pru˚meˇr podmnožiny U ⊆ Rn je dán vztahem
diam(U) = sup{d(x, y) | x, y ∈ U}, (15)
a posledním pojmem je otevrˇené pokrytí množiny A ⊆ Rn. Nejprve vysveˇtlím slovo
„otevrˇené“. Podmnožina U je otevrˇená, pokud pro každé x ∈ U existuje malá kulicˇka
Bϵ(x) = {y ≤ Rn | d(x, y) < ϵ} s polomeˇrem ϵ ≥ 0 a strˇedem v bodeˇ x, která leží
kompletneˇ v U .
Množina otevrˇených podmnožin U = {U1, U2, . . . } ∈ Rn se nazývá otevrˇené (spocˇita-
telné) pokrytí množiny A, platí-li
A ⊂
∞
i=1
Ui. (16)
Nyní mohu definovat Hausdorffovu míru a dimenzi.
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Meˇjme s, ϵ > 0 ∈ R a otevrˇené pokrytí U = {U1, U2, . . . } množiny A a definujme vztah
hsϵ(A) = inf
 ∞
i=0
diam(Ui)
s | i ∈ N, diam(Ui) < ϵ

, (17)
tzn. infimum je bráno prˇes všechna pokrytí s pru˚meˇrem menším, než ϵ. Suma ve vztahu
mu˚že být jak konecˇná, tak nekonecˇná. Budeme-li snižovat ϵ, zmenšuje se pocˇet možných
pokrytí A, a infimum roste. To nás vede k limiteˇ s ϵ→ 0. Píšeme
hs(A) = lim
ϵ→0
hsϵ(A). (18)
Cˇíslo hs(A) se nazývá s -dimenzionální Hausdorffova míra množiny A, pro kterou na-
prˇíklad platí, že je-li A = ∅, pak hs(A) = 0, je-li A ⊂ B, pak hs(A) ≤ hs(B), dále pak
h1(A) je délka hladké krˇivky A, h2(A) je plocha hladkého povrchu A, a další.
Hausdorff navíc prokázal, že existuje cˇíslo DH(A) takové, že platí
hs(A) =

∞ pro s < DH(A)
0 pro s > DH(A).
Hausdorffova dimenze množiny A je práveˇ cˇíslo DH(A) z prˇedchozího vztahu a je defi-
nována prˇedpisem
DH(A) = inf{s | hs(A) = 0} = sup{s | hs(A) =∞}. (19)
Výpocˇet Hausdorffovy dimenze je pomeˇrneˇ komplikovaný, a proto není výhodný
pro beˇžné výpocˇty fraktálních dimenzí. Jedním z nejveˇtších problému˚ je výpocˇet
∞
i=0 diam(Ui)
s.
Tento problém se dá naprˇ. zjednodušit nahrazením výrazu diam(Ui)s termínem ϵs. Defi-
nice Hausdorffovy - Besicovitchovy dimenze jakékoliv ohranicˇené podmnožiny A ⊆ Rn
je pak dána vztahem:
dH = lim
ϵ→0
lnN(ϵ)
ln 1ϵ
= lim
ϵ→0
logN(ϵ)
log 1ϵ
(20)
N(ϵ) . . . minimální pocˇet elementárních útvaru˚ potrˇebných k pokrytí uvažova-
ného objektu (naprˇ. úsecˇek o délce ϵ v R1, nebo cˇtvercu˚ se stranou ϵ R2,
atd.).
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Pro neˇkteré jednoduché útvary, jako naprˇ. úsecˇku, cˇtverec, krychli atd. není nutné
brát v úvahu limitu. Vypušteˇním limity z výpocˇtu se vztah opeˇt zjednoduší. Takové zjed-
nodušení je ale funkcˇní jen v neˇkterých prˇípadech, a proto se cˇasteˇji používá výpocˇet
s limitou.
Hausdorffova dimenze je sice použitelná pro výpocˇet dimenze fraktálu, dokonce je
prˇímo použitá v jeho definici, ale kvu˚li její komplikovanosti se veˇtšinou uprˇednostnˇují
jiné výpocˇty fraktální dimenze. Typicky se Hausdorffova dimenze používá pro meˇrˇení
multifraktálních 1 objektu˚.[3, 13, 1]
4.6.4 Výpocˇty fraktální dimenze neˇkterých útvaru˚
Uvedu neˇkolik prˇíkladu˚ výpocˇtu fraktální dimenze fraktálních i nefraktálních útvaru˚.
Níže uvedená tabulka a obrázky obsahují parametry pro výpocˇty. Jednotlivé sloupce ta-
bulky jsou: název objektu, topologická dimenzeD, pocˇet cˇástí n, faktor zmeˇny fs, sobeˇpo-
dobnostní dimenze Ds, mrˇížky g1, g2 dvou hustot pro urcˇení krabicové dimenze ve tvaru
„hustota → pocˇet boxu˚“ a krabicová dimenze Dk.
objekt D n fs Ds g1 g2 Dk
úsecˇka 1 n 1n 1
1
4 → 4 18 → 8 1
cˇtverec 2 n2 1
n2
2 14 → 16 18 → 64 2
krychle 3 n3 1
n3
3 14 → 64 18 → 512 3
Cantorova množina 0 2k 1
3k
0.6309 - - -
Kochova krˇivka 1 4k 1
3k
1.2619 116 → 36 132 → 84 1.2224
Sierpin´ského trojúhelník 1 3k 1
2k
1.585 - - -
1Multifraktálem je nazvána kompozice ru˚zných fraktálu˚ [3]
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(a) a = 116 , N(a) = 36
(b) a = 132 , N(a) = 84
Obrázek 12: Krabicová dimenze Kochovy krˇivky - 5. iterace
Pozn.: Jelikož je Kochova krˇivka horizontálneˇ symetrická, natocˇil jsem ji, aby dimenze
lépe korespondovala s danou hustotou mrˇížky.
Úsecˇka:
Ds =
log n
log 1fs
=
log n
log 11
n
=
log n
log n
= 1
Dk = log2
N(2−(k+1))
N(2−k)
= log2
8
4
= 1
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Cˇtverec:
Ds =
log n
log 1fs
=
log n2
log 11
n
=
2 · log n
log n
= 2
Dk = log2
N(2−(k+1))
N(2−k)
= log2
64
16
= 2
Krychle:
Ds =
log n
log 1fs
=
log n3
log 11
n
=
3 · log n
log n
= 3
Dk = log2
N(2−(k+1))
N(2−k)
= log2
512
64
= 3
Cantorovo diskontinuum:
Ds =
log n
log 1fs
=
log 2k
log 11
3k
=
k · log 2
k · log 3 ≈ 0.6309
Kochova krˇivka:
Ds =
log n
log 1fs
=
log 4k
log 11
3k
=
k · log 4
k · log 3 ≈ 1.2619
Dk = log2
N(2−(k+1))
N(2−k)
= log2
84
36
≈ 1.2224
Sierpin´ského trojúhelník:
Ds =
log n
log 1fs
=
log 3k
log 11
2k
=
k · log 3
k · log 2 ≈ 1.585
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Ješteˇ uvedu neˇkolik odhadu˚ dimenzí prˇírodních objektu˚:
objekt topologická dimenze fraktální dimenze
Hranice CˇR (viz výše) 1 1.2479
Pobrˇeží Velké Británie 1 1.25
Pobrˇeží Norska 1 1.52
Obvod 2D pru˚meˇtu oblaku 1 1.33
Povrch hlávky kveˇtáku 2 2.33
Povrch kulicˇky zmacˇkaného papíru 2 2.5
Povrch brokolice 2 2.66
Povrch lidského mozku 2 2.76
Povrch neerodovaných skal 2 2.2− 2.3
V tabulce se nachází neˇkolik útvaru˚, které by se daly považovat za fraktály jako ob-
jekty v prostoru, což není tak úplneˇ pravda. Je nutné oddeˇlit naprˇ. povrch mozku cˇloveˇka
od mozku cˇloveˇka jako teˇlesa v prostoru. Povrch mozku je z hlediska topologie dvouroz-
meˇrný, a proto je fraktálem. Dle Mandelbrotovi definice, kterou uvedu dále v textu, je
totiž jeho fraktální dimenze ostrˇe veˇtší, než dimenze topologická. Oproti tomu mozek
jako teˇleso rozhodneˇ nezabere „více místa“, než trojrozmeˇrný prostor, proto nemu˚že být
fraktálem. [1, 24]
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5 Konstrukce fraktálu˚
Jelikož jsou fraktály pomeˇrneˇ složité objekty / obrazce, které se vyznacˇují vlastností
sobeˇpodobnosti nezávislé na zmeˇneˇ meˇrˇítka (teoreticky až do nekonecˇna), modelují se
zejména pomocí použití pocˇítacˇu˚. Existuje neˇkolik zpu˚sobu˚ pro generování fraktálu˚. Ty
nejzákladneˇjší a nejpoužívaneˇjší popíši dále v této kapitole.
5.1 Algoritmus IFS (deterministický, stochastický)
Systém iterovaných funkcí IFS, anglicky „iterated function system“ je algoritmus pro ge-
nerování fraktálu˚ pomocí tzv. afinních transformací. Využívá jedné z definic fraktálu˚,
která rˇíká, že se jedná o takový objekt, jehož geometrická struktura se opakuje v neˇm
samém - sobeˇpodobnost.
Afinní transformace jsou transformace v afinním prostoru, tedy prostoru, kde se pra-
cuje s body mimo pocˇátek soustavy sourˇadnic, tzn. v jakémsi obecném prostoru, jak jej
intuitivneˇ vnímáme. Tyto transformace jsou aplikovány na každý požadovaný bod. IFS
používá neˇkolik operací - rotaci, zmeˇnu meˇrˇítka (zmenšování) a posun. Afinní transfor-
mace jsou dány tzv. transformacˇními maticemi. Každá operace má jinou matici. Díky
zápisu matic v tzv. homogenních sourˇadnicích se dají transformace skládat vynásobením
jednotlivých matic mezi sebou. Je nutné dodržet porˇadí matic.
Rotace Zmeˇna meˇrˇítka Posunutícosα − sinβ 0sinα cosβ 0
0 0 1
 sx 0 00 sy 0
0 0 1
 1 0 tx0 1 ty
0 0 1

Poskládáním teˇchto matic ve správném porˇadí, tedy rotace, zmeˇna meˇrˇítka a posu-
nutí, dostaneme obecnou matici, která je využívána algoritmy IFS.
w(X) = w
xy
1
 =
sx cosα −sy sinβ 0sx sinα sy cosβ 0
0 0 1
 ·
xy
1
+
txty
1
 (21)
X . . . výchozí bod o sourˇadnicích (x, y)
w(X) . . . transformovaný bod X
α, β . . . úhel otocˇení osy x, resp. y
sx, sy . . . zmeˇna meˇrˇítka ve smeˇru osy x, resp. y
tx, ty . . . posunutí po (neotocˇené) ose x, resp. y
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Afinní transformace jsou lineární, což znamená, že transformací úsecˇky získáme opeˇt
úsecˇku. Pro použití v algoritmech IFS musí být tyto transformace navíc i kontrakcemi
(kontraktivními zobrazeními), a tudíž se vzdálenost dvou bodu˚ s vyššími iteracemi zkra-
cuje ⇒ |AB| > |w(A)w(B)|.
Pro vygenerování fraktálního objektu algoritmem IFS je nutné aplikovat skupinu afin-
ních transformací na danou množinu bodu˚. Budeme-li iterativneˇ aplikovat transformace
na sebe sama, tzn. v jedné iteraci transformujeme množinu bodu˚ M na množinu bodu˚
w(M), a v iteraci následující pak aplikujeme tytéž transformace práveˇ na množinu w(M),
získáme postupneˇ fraktální strukturu.
Meˇjme množinu bodu˚ M , na které aplikujeme skupinu N transformací w, pro IFS
platí:
Mn+1 =
N
j=1
wj(Mn), n = 1, 2, . . . (22)
Pomocí IFS lze generovat sobeˇpodobné fraktály jak s prˇesnou sobeˇpodobností, tak se
statistickou sobeˇpodobností. Budeme-li iterovat s totožnými transformacˇními maticemi,
budeme-li zachovávat pravidelnost, získáme fraktál s prˇesnou sobeˇpodobností. Tento
algoritmus nazýváme deterministický, protože zde nefiguruje žádný prvek „náhody“.
Oproti tomu, chceme-li získat fraktál se statistickou sobeˇpodobností, použijeme algo-
ritmus stochastický, ve kterém je nutné každé transformaci prˇirˇadit pravdeˇpodobnost,
s jakou bude daná matice aplikována na aktuální množinu bodu˚. Takový IFS se nazývá
„hierarchický IFS“ (HIFS). Pro HIFS pak platí rovnice 22, kde je nutné brát v úvahu prav-
deˇpodobnost p, a platí wj ≈ pj .[1, 13]
Množinu transformací pro algoritmus IFS zapisujeme pomocí tabulky, pro kterou
platí následující úprava obecné transformacˇní matice:
w(X) = w
xy
1
 =
a b 0c d 0
0 0 1
 ·
xy
1
+
ef
1
 (23)
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Uvedu tabulky pro neˇkteré fraktály:
Sierpin´ského trojúhelník (obr. 18)
w a b c d e f p
1 0.5 0 0 0.5 0.25 0.5 -
2 0.5 0 0 0.5 0 0 -
3 0.5 0 0 0.5 0.5 0 -
Jak je videˇt z tabulky, je v prˇípadeˇ Sierpin´ského trojúhelníku vynechán parametr p,
což znamená, že v každé iteraci jsou aplikovány všechny transformace pravidelneˇ, je tedy
použitý deterministický algoritmus, který generuje pravidelný fraktál. Pokud bych chteˇl
získat fraktál stochastický, musel bych nastavit pravdeˇpodobnosti v posledním sloupci,
naprˇ.:
Stochastický Sierpin´ského trojúhelník
w a b c d e f p
1 0.5 0 0 0.5 0 0.5 0.25
2 0.5 0 0 0.5 0.25 0 0.25
3 0.5 0 0 0.5 0.5 0.5 0.5
Kochova krˇivka (obr. 19)
w a b c d e f p
1 13 0 0
1
3 0 0 -
2 16 −
√
3
6
√
3
6
1
6
1
3 0 -
3 16
√
3
6 −
√
3
6
1
6 0.5
√
3
6 -
4 13 0 0
1
3
2
3 0 -
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IFS fraktál „strom“
w a b c d e f p
1 0.195 -0.488 0.344 0.443 0.4431 0.2452 -
2 0.462 0.414 -0.252 0.361 0.2511 0.5692 -
3 -0.058 -0.07 0.453 -0.111 0.5976 0.0969 -
4 -0.035 0.07 -0.469 -0.022 0.4884 0.5069 -
5 -0.637 0 0 0.501 0.8562 0.2513 -
(a) 3. iterace (b) 8. iterace
Obrázek 13: IFS fraktál „strom“
5.1.1 „Hra chaosu“
Existuje i další stochastický IFS algoritmus, který je známý pod názvem „hra chaosu“
(anglicky „chaos game“). Jeho princip popíši na generování Sierpin´ského trojúhelníku:
1. hra zacˇíná volbou trˇí hlavních vrcholu˚ Sierpin´ského trojúhelníku
2. náhodneˇ se dovnitrˇ trojúhelníku položí tzv. „jádro“ (startovní bod)
3. od tohoto bodu se bude iterovat, a v každé iteraci se náhodneˇ zvolí 1 ze 3 vrcholu˚
4. prˇesneˇ do 12 vzdálenosti pozice jádra a zvoleného vrcholu umístím nový bod
5. nový bod se stává jádrem
6. pokracˇuji krokem iterace, tedy bodem 3 (provádí se naprˇ. 50 000x)
Zdánliveˇ chaotický systém, který po velkém pocˇtu iterací generuje fraktální strukturu. [1]
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5.2 Cˇasoveˇ únikový algoritmus (ETA)
„Cˇasoveˇ únikový algoritmus“, anglicky Escape-Time algorithm (ETA), je „obarvovací“
algoritmus, užívaný ke generování fraktálních struktur. Je možné jej použít na vygene-
rování témeˇrˇ jakéhokoliv fraktálu, nejcˇasteˇji je však využíván na generování sobeˇprˇíbuz-
ných fraktálu˚, naprˇ. Juliových, cˇi Mandelbrotovy množiny. Jedná se o iteracˇní algoritmus
založený na cˇísle, které urcˇuje pocˇet iterací nutných ke zjišteˇní, zda urcˇitý bod, resp. ite-
racˇneˇ tvorˇená trajektorie, prˇekrocˇí prˇedem danou hranici nebo ne. Body, které uniknou,
pak smeˇrˇují k nekonecˇnu.
Hranice je veˇtšinou kruhová oblast se strˇedem v pocˇátku o polomeˇru 2→ tato hod-
nota je dána Mandelbrotovou množinou, dá se totiž ukázat, že je-li |z| > 2, pak je trajek-
torie divergentní a smeˇrˇuje k nekonecˇnu. S touto hranicí budu dále pocˇítat.
Na pocˇítacˇi (resp. obrazovce) simulujeme zobrazení komplexní roviny klasickým zpu˚-
sobem, reálná cˇást je zanesena na osu x a imaginární cˇást pak na osu y. V algoritmu se
prochází pixel po pixelu, jejich sourˇadnice se prˇevedou na odpovídající komplexní cˇíslo,
je provedena prˇíslušná transformace a výsledné komplexní cˇíslo se srovná s polomeˇrem
kruhové oblasti. Je-li cˇíslo mimo oblast, došlo k „úniku“, a není nutné dále pokracˇovat.
Je-li cˇíslo uvnitrˇ oblasti, použije se toto cˇíslo pro další iteraci. Opakování probíhá, dokud
cˇíslo neprˇekrocˇí hranici, nebo nedojde k dosažení maximálního pocˇtu iterací. Neunikla-
li trajektorie bodu z oblasti, je daný pixel obarvený jednou barvou, která tvorˇí vnitrˇek
fraktálu. Unikla-li, je daný pixel obarven barvou v závislosti na pocˇtu iterací nutných
k úniku.
Výsledné obrazce bývají velmi pu˚sobivé. Pod níže uvedeným algoritmem v C++ prˇi-
ložím neˇkolik Juliových množin vytvorˇených pomocí ETA s ru˚znými kolorizacemi.[1]
QVector<QRgb> buffer(canvas.width() ∗ canvas.height());
for (qint32 row = 0; row < canvas.height(); row++) {
for (qint32 col = 0; col < canvas.width(); col++) {
// prevede pozici pixelu do komplexni roviny
Complex z = this−>getMandelbrotPlanePixel(QPoint(col, row) + canvas.topLeft());
qint32 iteration = 0;
for (; ( iteration < this−>getCurrentIterationNumber()) && z.abs() < 4; iteration++) {
z = (z ∗ z) + this−>mandelbrotLocation;
}
// obarvi aktualni pixel
buffer [( row ∗ canvas.width()) + col ] = this−>colorizePixel( iteration ) ;
}
}
// vykresli juliovu mnozinu na platno
painter−>drawImage(canvas, QImage(buffer.data));
Výpis 1: ETA pro generování Juliových množin v C++ s Qt
40
Obrázek 14: Ukázky Juliových množin tvorˇených algoritmem ETA
5.3 L-systémy
[1, 6]Lindenmayerovy systémy, zkráceneˇ L-systémy, vytvorˇil biolog Aristid Lindenmayer
jako matematickou teorii pro popis vývoje rostlin. Pu˚vodneˇ systémy neobsahovaly do-
statek detailu˚ pro popis vyšších rostlin, ale byly urcˇeny pouze pro popis jejich topologie,
tzn. vztahu˚ mezi sousedními bunˇkami. Geometrické aspekty teˇchto systému˚ byly ale za
touto teorií, a ukázaly se jako schopné popsat i vyšší rostliny.
L-systémy nesou také název „paralelní prˇepisující se systémy“. Základní koncept te-
orie je prˇepisování. Jedná se o techniku, která rekurzivneˇ nahrazuje své cˇásti pomocí tzv.
prˇepisovacích pravidel. L-systémy jsou vlastneˇ implementací prˇíslušneˇ naprogramova-
ných „konecˇných automatu˚“ a vychází z práce Noama Chomského na téma formálních
gramatik. Základním rozdílem mezi Chomského gramatikami a L-systémy je metoda zís-
kávání jednotlivých výsledku˚. Zatímco Chomského gramatiky fungují sekvencˇneˇ, tzn.
v každé iteraci je nahrazen jeden symbol, L-systémy jsou naopak aplikovány paralelním
zpu˚sobem, tzn. v každé iteraci jsou nahrazeny všechny symboly aktuálního slova. Para-
lelní prˇepisování vychází z faktu, že prˇi deˇlení buneˇk mnohobuneˇcˇných organizmu˚ do-
chází také k deˇlení více buneˇk v jednom okamžiku. Paralelní aplikace má zásadní dopad
na formální vlastnosti prˇepisujícího se systému, naprˇ. existují jazyky, které jsou popsány
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bezkontextovým L-systémem, tzv. „OL-systémem“, ale nikoliv bezkontextovou Chom-
ského gramatikou.
Existuje více typu˚ L-systému˚, naprˇ. deterministické OL-systémy (tzv. DOL-systémy),
závorkované L-systémy, stochastické L-systémy, kontextové L-systémy, paramterické L-
systémy a další. Nejjednodušší z nich jsou DOL-systémy, ze kterých vychází „závorkované
L-systémy“, jimiž se budu dále zabývat.
DOL-systém je definován jako usporˇádaná cˇtverˇice L = ⟨Σ, S, ω, P ⟩, kde Σ je tzv.
abeceda, množina symbolu˚ jazyka urcˇená k prˇepisování, S je množina konstant, naprˇ.
velikost úhlu, ω ∈ Σ+ je tzv. „axiom“, což je výchozí neprázdné slovo, které bude prˇepi-
sováno a P ⊂ Σ×Σ∗ je množina prˇepisovacích pravidel. Prˇepisovací pravidlo (a, χ) ∈ P
zapisujeme a → χ a cˇteme „a se prˇepisuje na χ“. Pro DOL-systém platí ∀a ∈ Σ ∃ práveˇ
jedno χ ∈ Σ∗ : a→ χ.
Naprˇíklad systém
Σ : A,B
S : ∅
ω : A
P : p1 ≈ A→ AB
p2 ≈ B → A
generuje postupneˇ, v jednotlivých iteracích následující data:
A
1.iterace−−−−−→ AB 2.iterace−−−−−→ ABA 3.iterace−−−−−→ ABAAB 4.iterace−−−−−→ · · · ,
kde je v každé iteraci prˇepsáno vždy celé slovo, tzn. naprˇ. v 2. iteraci je ze slova AB
získáno ABA prˇepsáním A → AB podle p1 a B → A podle p2.
Grafická reprezentace L-systému˚ vychází z tzv. „želví grafiky“. Základní myšlenkou
grafiky generované želvou je nemožnost jejího couvání. Želva se pohybuje jen vprˇed
a umí se otácˇet. Stav želvy je tedy dán trojicí (x, y, α), kde (x, y) jsou sourˇadnice po-
zice želvy a úhel α, nazývaný hlava, urcˇuje smeˇr, kterým je želva natocˇená. Želva prˇijímá
„prˇíkazy“ definované krokem d a zmeˇnou natocˇení δ.
Abeceda L-systému se beˇžneˇ definuje jako Σ = {F,X,+,−, [, ]} a množina konstant
bývá jednoprvková a nese informaci o úhlu S = {δ}. Významy jednotlivých prvku˚ abe-
cedy jsou:
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F,X . . . pohyb doprˇedu o jeden krok
+ . . . otocˇení doleva (proti smeˇru hodinových rucˇicˇek) o úhel δ
− . . . otocˇení doprava (po smeˇru hodinových rucˇicˇek) o úhel δ
[ . . . symbol pro veˇtvení - pameˇt’ový prvek sloužící k uložení informace o po-
zici a úhlu natocˇení „želvy“, prˇíp. dalších atributu˚ (ukládá se na zásobník)
] . . . symbol sloužící k vyvolání informací ze zásobníku a návrat do veˇtvícího
bodu
Obrázek 15: Veˇtvicˇky generované L-systémem ve 3D[51]
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6 Fraktály
Existuje neˇkolik definicí pojmu fraktál, ale ani jedna není matematicky prˇesná. Nejprˇes-
neˇjší definice je však stále ta, kterou formuloval matematik Benoit B. Mandelbrot: „Fraktál
je množina, jejíž Hausdorffova-Besicovitchova dimenze je ostrˇe veˇtší, než její topologická dimenze.“
Jak jsem ukázal drˇíve na neˇkolika prˇíkladech, naprˇ. úsecˇka, cˇtverec cˇi krychle fraktály
nejsou, protože jejich topologická dimenze je vždy rovna jejich fraktální dimenzi. Fraktá-
lem jsou naprˇ. Cantorova množina, jejíž dimenze je 0.6309 > 0, Kochova krˇivka s dimenzí
1.2619 > 1, cˇi Sierpin´ského trojúhelník, který má dimenzi 1.585 > 1. Existují ale i výjimky,
které jsou fraktálem, a prˇesto pro neˇ neplatí Mandelbrotova definice. Jedná se naprˇ. o tzv.
Dˇáblovo schodišteˇ, krˇivku, resp. graf schodovité funkce, generované dle Catorovy mno-
žiny na intervalu ⟨0, 1⟩. V bodech Cantorova diskontinua jsou jednotlivé „schody“. Délka
této krˇivky je rovna 2, a jelikož krˇivky konecˇné délky mají Hausdorffovu-Besicovitchovu
dimenzi rovnu 1, je její fraktální dimenze rovna topologické.[7, 2]
Obrázek 16: Dˇáblovo schodišteˇ[52]
Dále v této sekci prˇedstavím neˇkolik známých fraktálu˚.
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6.1 Klasické fraktály
Následující trˇi fraktály bych zarˇadil do jedné skupiny nikoliv kvu˚li tomu, že by meˇly
mnoho spolecˇných vlastností, ale kvu˚li tomu, že se jedná o nejstarší a nejprozkoumaneˇjší
fraktály vu˚bec. Na teˇchto fraktálech bývá fraktální geometrie vysveˇtlována a prezento-
vána. Nejcˇasteˇji jsou generované pomocí jednoduchých IFS.
6.1.1 Cantorovo diskontinuum
Cantorovo diskontinuum, jiným názvem Cantorova množina, byla publikována mate-
matikem G. Cantorem roku 1883. Jedná se o množinu se zajímavými matematickými
vlastnostmi. Konstrukce Cantorova diskontinua je velmi jednoduchá. Množina je defino-
vána na intervalu ⟨0, 1⟩ a je konstruována rekurzivním vynecháváním 2. trˇetiny intervalu
z prˇedchozí iterace. Tzn.:
⟨0, 1⟩ 1.iterace−−−−−→

0,
1
3

a

2
3
, 1

2.iterace−−−−−→

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1
9

,

2
9
,
3
9

6
9
,
7
9

,

8
9
, 1

3.iterace−−−−−→ · · · ,
Tato konstrukce odpovídá IFS o dvou funkcích jedné promeˇnné x ∈ ⟨0, 1⟩:
f1(x) =
x
3
,
f2(x) =
x+ 2
3
(24)
Platí tedy f1,2 : ⟨0, 1⟩ → ⟨0, 1⟩ a Cantorova množina C je pak
C = f1(C)

f2(C), (25)
tzn. že Cantorovo diskontinuum tvorˇí množina bodu˚, která zu˚stane po nekonecˇneˇ mnoha
iteracích.
Zde se dostávám k první zajímavé vlastnosti této množiny. Lze ukázat, že zacˇneme-li
iterovat ve kterémkoliv bodeˇ Cantorova diskontinua, po libovolném množství iterací se
budeme opeˇt nacházet v bodech C. Pomyslná trajektorie definována jednotlivými pru˚-
chody tedy zu˚stane v C. Naopak, zacˇneme-li v kterémkoliv jiném bodeˇ, trajektorie bude
okamžiteˇ unikat prycˇ.
Dalšími zajímavými vlastnostmi je, že Cantorova množina je nespocˇetná (stejneˇ jako
celá reálná osa), nemá izolované body a je uzavrˇená. Z hlediska topologie je tedy kom-
paktní a navíc i perfektní. Dále diskontinuum neobsahuje žádnou úsecˇku a její topolo-
gická dimenze je 0.[1]
45
(a) 1. iterace (b) 3. iterace
(c) 5. iterace (d) 7. iterace
Obrázek 17: Neˇkolik iterací Cantorova diskontinua
6.1.2 Sierpin´ského trojúhelník
Druhý fraktál, který chci prˇedstavit, publikoval roku 1916 W. Sierpin´ski. Jeho konstrukce
je opeˇt velmi jednoduchá. Celý iteracˇní proces vychází z „vyplneˇného“ trojúhelníka v ploše
(obvykle se jedná o rovnoramenný trojúhelník). V každé iteraci jsou pak pomocí spo-
jení strˇedu˚ všech stran vytvorˇeny cˇtyrˇi kongruentní trojúhelníky, z nichž prostrˇední je
„odstraneˇn“. V další iteraci tedy zu˚stanou trˇi trojúhelníky prˇilehlé k jednotlivým vrcho-
lu˚m pu˚vodního. V každém z nich se proces deˇlení a odstraneˇní opakuje. Sierpin´ského
trojúhelník bývá generován jak rekurzivním voláním tohoto procesu, tak deterministic-
kým IFS, který jsem uvedl v sekci o algoritmu IFS. Sierpin´ského trojúhelník je množina
bodu˚, která zu˚stane po „nekonecˇneˇ“ mnoha iteracích uvedeného procesu.
Existují ru˚zné variace na Sierpin´ského trojúhelník, nejznámeˇjší z nich je asi Sierpin´ského
koberec, což je obdobný úkaz, kde je ale výchozím útvarem cˇtverec, který je v každé ite-
raci rozdeˇlen na 9 cˇástí (3 × 3) a odstraneˇn je prostrˇední cˇtverec. Další variací je tzv.
„Mengerova houba“, která je zobecneˇním Sierpin´ského koberce do trojrozmeˇrného pro-
storu. Existují i další variace, které jsou k videˇní v reálném sveˇteˇ, v umeˇní, naprˇ. vzor
na kazatelneˇ katedrály v Ravelle v jižní Itálii ze 12. století, cˇi fraktální vzor v basilice San
Clemente v Itálii.[1, 3]
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(a) 3. iterace (b) 5. iterace
(c) 7. iterace (d) 9. iterace
Obrázek 18: Sierpin´ského trojúhelník
6.1.3 Kochova krˇivka
Posledním klasickým fraktálem z mého výcˇtu je Kochova krˇivka, kterou popsal švéd-
ský matematik Helge von Koch roku 1904. Její konstrukce je odlišná od prˇedchozích
dvou ve zpu˚sobu generování. Prˇi konstrukci již nebývá použito jednoduchých afinních
transformací na materˇském útvaru, prˇesto je však možné krˇivku generovat pomocí IFS se
cˇtyrˇmi funkcemi v systému. Další možností pro generování je využití L-systému. Krˇivka
je generována pomocí dvou základních útvaru˚, iniciátoru (základní tvar) a generátoru
(kolekce zmenšených kopií iniciátoru „usporˇádaných“ do urcˇitého tvaru). Nejcˇasteˇji bývá
iniciátorem úsecˇka a generátorem rovnostranný trojúhelník o délce strany 13 pu˚vodní
úsecˇky. Trojúhelník bez základny nahradí v každé iteraci prostrˇední trˇetinu úsecˇky. Ná-
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sledneˇ se každá vzniklá úsecˇka stává iniciátorem a rekurzivneˇ se aplikuje popsané pra-
vidlo.
Kochova krˇivka je spíše známá v její modifikaci jako Kochova vlocˇka, což jsou vlastneˇ
trˇi Kochovy krˇivky „natocˇené do trojúhelníku“, tzn. že iniciátorem je trojúhelník.
Kromeˇ toho, že je Kochova krˇivka fraktálem, je také v celém rozsahu spojitá, ale v
žádném bodeˇ nemá konecˇnou derivaci, protože každý bod na krˇivce je po „nekonecˇneˇ
mnoha“ iteracích pru˚nikem dvou „nekonecˇneˇ malých“ úsecˇek tvorˇících strany „nekonecˇneˇ
malého“ trojúhelníka. Celá krˇivka je nekonecˇneˇ dlouhá, ale jak je videˇt na obrázku [19]
zabírá jen omezenou cˇást plochy.
(a) 3. iterace (b) 8. iterace
(c) 6. iterace - tzv. „Koch. vlocˇka“ (d) 6. iterace - tzv. „Koch. antivlocˇka“
Obrázek 19: Kochova krˇivka, Kochovy vlocˇka a Kochova antivlocˇka
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6.2 Juliova množina
Okolo 20. let 20. století zkoumali veˇdci P. Fatou a G. Julia zajímavé množiny bodu˚ defi-
novaných v Gaussoveˇ (komplexní) rovineˇ.
Meˇjme jednoduchou analytickou funkci, polynom 2. stupneˇ f(z) = z2 + c; z, c ∈ C,
kde z je promeˇnná a c je pevneˇ zvolená konstanta (nejlépe z definicˇního oboru Mandel-
brotovy množiny). Budeme-li iteracˇneˇ tvorˇit posloupnost definovanou vztahem
zn+1 = z
2
n + c, (26)
a vyjdeme-li ze zvolené pocˇátecˇní hodnoty z0 (aktuální pixel prˇevedený do „prostoru
Mandelbrotovy množiny“), první cˇtyrˇi prvky množiny tedy budou
z0 → z20 + c→ (z20 + c)2 + c→ ((z20 + c)2 + c)2 + c→ . . . ,
pak budeme pozorovat dva typy trajektorií tvorˇených touto iterací. Prvním typem je
neomezená (divergující, neohranicˇená) trajektorie, která z daného bodu uniká do neko-
necˇna, a druhým pak trajektorie omezená (ohranicˇená), která je bud’ cyklická (periodická)
nebo konvergující k neˇjakému (pevnému) bodu. Omezené trajektorii, neboli ohranicˇené
množineˇ bodu˚, se rˇíká množina „veˇznˇu˚“, protože existuje kruh okolo z0, jehož hranici po-
sloupnost nikdy neprˇekrocˇí. Neomezené trajektorii, neboli neohranicˇené množineˇ bodu˚,
se také rˇíká množina „uprchlíku˚“, protože ji „neuveˇzní“ žádný kruh umísteˇný okolo
startovního bodu.
Tyto množiny jsou vzájemneˇ komplementární. Množina veˇznˇu˚ je jakási „vyplneˇná
Juliova množina“ a množina uprchlíku˚ je tzv. Fatouova množina, nebo také „Fatouu˚v
prach“. Hranice mezi „vyplneˇnou Juliovou množinou“ a Fatouovou množinou je Juli-
ova množina. Vzhledem k možnosti volby jakéhokoliv c je zrˇejmé, že Juliových množin
je nekonecˇné množství. Pro velká c ale trajektorie uniká prˇíliš rychle, proto je rozumné
zvolit neˇjaké kritérium úniku. Tímto kritériem je cˇíslo 2. Prˇekrocˇí-li trajektorie kružnici
o polomeˇru 2 se strˇedem v pocˇátku, pak pozorovaný bod patrˇí do Fatouovy množiny
a naopak. Mu˚že se ale stát, že vyzkoušený pocˇet iterací není k rozpoznání dostacˇující.
Pro 100% jistotu je nutné provést ∞ mnoho iterací, proto cˇím je vyzkoušeno více ite-
rací, tím prˇesneˇjší je tvar (obraz) Juliovy množiny (to naprˇíklad ovlivnˇuje zmeˇnu meˇrˇítka
Juliovy množiny - cˇím více chceme Juliovu množinu prˇiblížit, tím více iterací je nutné
spocˇítat).
Existuje tzv. „kritický“ bod Juliových množin, který je definovaný nulovou derivací
P ′(z) = 0. (27)
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Tento bod definuje trˇi „stavy“ Juliových množin:
1. souvislá
Je-li trajektorie obsahující kritický bod ohranicˇená.
2. nesouvislá
Existují-li minimálneˇ dva kritické body, kdy jeden z nich je v trajektorii ohranicˇené
a druhý v neohranicˇené.
3. totálneˇ nesouvislá
Je-li trajektorie obsahující kritický bod neohranicˇená.
Jelikož je hranice mezi Fatouovými množinami a „vyplneˇnými Juliovými množi-
nami“ krˇivka, je její topologická dimenze rovna 1, zatímco její fraktální dimenze je rovna
2, a tudíž Juliovy množiny jsou opravdu fraktály. [1, 3]
Obrázek 20: Juliovy množiny
Zdrojový kód algoritmu pro generování Juliových množin je uveden v sekci s popi-
sem algoritmu ETA.
6.3 Mandelbrotova množina
V druhé polovineˇ 70. let 20. století zkoumal B. Mandelbrot práci P. Fatoua a G. Julia.
Snažil se najít neˇjakou klasifikaci chování funkcí definujících Juliovy množiny, udeˇlat
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v nich rˇád. Tento výzkum vedl prˇímo k nalezení tzv. „Mandelbrotovy množiny“, která
definuje celé univerzum Juliových množin.
Mandelbrotova množina je jednoznacˇneˇ nejpopulárneˇjším fraktálem. Je jakýmsi „symbolem“
celé fraktální geometrie. Mandelbrotu˚v experiment z r. 1979 byl už vyzkoušen mnoha
amatérskými veˇdci po celém sveˇteˇ. Všichni totiž chteˇjí prozkoumat nekonecˇný „prostor“
prˇekrásných grafických útvaru˚, jež je možné modelovat na pocˇítacˇích.
Jak jsem uvedl u Juliových množin Jc, pro každou posloupnost 26 existuje unikátní
množina „veˇznˇu˚“ Pc a k ní komplementární množina „uprchlíku˚“. Mandelbrot si uveˇ-
domoval, že klícˇem k pokrocˇení ve výzkumu Juliových množin je fakt, že pro jakékoliv
c jsou odpovídající Jc a Pc bud’ souvislé nebo totálneˇ nesouvislé. Kdyby tedy existoval
neˇjaký „katalog“ Juliových množin, meˇl by pravdeˇpodobneˇ tyto dveˇ cˇásti. Roku 1979
Mandelbrot provedl experiment, ve kterém se pokusil vykreslit obeˇ skupiny na pocˇítacˇi.
Zameˇrˇil se na celou škálu parametru c s tím, že v každé iteraci vycházel z komplexní 0,
tedy z0 = 0. Tento experiment prˇímo vedl k nalezení Mandelbrotovy množiny, která by
se dala definovat dveˇma zpu˚soby:
M = {c ∈ C | Jc je souvisla´}, (28)
což vlastneˇ znamená, že je-li c uvnitrˇ M , prˇíslušná Jc je souvislá, a je-li c mimo M , je prˇí-
slušná Jc totálneˇ nesouvislá. K druhé definici Mandelbrotovy množiny lze využít ekvi-
valence: Pc je souvislá ⇔ trajektorie tvorˇená posloupností 26 je ohranicˇená, tzn.:
M = {c ∈ C | 26 je ohranicˇena´}. (29)
Práveˇ této definice Mandelbrot využil prˇi vykreslování bodu˚ uvnitrˇ M , které vybarvoval
cˇerneˇ.
Postup výpocˇtu je velmi podobný generování Juliových množin. Zameˇní se zde funkce
parametru˚ c ∈ C a z0 ∈ C. Narozdíl od Juliových množin, kde z0 odpovídá pozici po-
cˇítaného pixelu a c je libovolný, je Mandelbrotova množina generována testováním pa-
rametru c, který je dán pozicí pixelu a z0 = 0. Je zrˇejmé, že Juliových množin existuje
nekonecˇneˇ mnoho, a Mandelbrotova množina je práveˇ jedna. M je tudíž tvorˇena stejnou
posloupností, jako Juliovy množiny 26 s parametry, které jsem uvedl v prˇedchozí veˇteˇ.
Pro Mandelbrotovu množinu platí následující vlastnosti:
• Stejneˇ jako pro Juliovy množiny platí, že celá Mandelbrotova množina leží v kruhu
se strˇedem v bodeˇ [0, 0] a polomeˇrem 2, protože pro |c| > 2 trajektorie diverguje.
• Do Mandelbrotovy množiny patrˇí každé c z intervalu [−2; 0.25] na reálné ose.
• Mandelbrotova množina je souvislá a kompaktní (tedy omezená a uzavrˇená).
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• Je to množina, která obsahuje ∞ kopií sebe sama s tím, že kopie nejsou sobeˇpo-
dobné, ale sobeˇprˇíbuzné (nejsou invariantní vu˚cˇi žádné lineární transformaci).
• Má „nekonecˇneˇ“ rozdílné detaily, ale prˇesto je snadno implementovatelná na PC,
nebot’ Jc je souvislá ⇔ 26 je omezená.
• Mandelbrotova množina ovlivnˇuje topologickou dimenzi D(Jc) Juliových množin
tak, že je-li c uvnitrˇ M , má Jc dimenzi rovnu 2, je-li na hranici, D(Jc) = 1 a je-li c
mimo M , pak D(Jc) = 0.
• Systém všech Jc je citlivý vu˚cˇi pocˇátecˇním podmínkám (což je obdobná vlastnost
s tzv. „Motýlím efektem“), a jeho dynamika je tedy „chaotická“ (poukazuje na tzv.
„deterministický chaos“).
• Hranice Mandelbrotovy množiny je „nekonecˇneˇ“ tenká, jedná se o krˇivku, jejíž to-
pologická dimenze D = 1. Jelikož její Hausdorffova dimenze je rovna 2, jde o frak-
tál, a to s maximální možnou cˇlenitostí, stejneˇ jako u Juliových množin.
• Plocha Mandelbrotovy množiny je cca 1.506591856± 2.54× 10−8.2
[7, 4, 3]
Obrázek 21: Mandelbrotova množina
2Viz web: http://www.mrob.com/pub/muency/areaofthemandelbrotset.html
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Algoritmus pro generování Mandelbrotovy množiny je obdobný algoritmu pro gene-
rování Juliových množin s úpravou popsanou výše.
QVector<QRgb> buffer(canvas.width() ∗ canvas.height());
for (qint32 row = 0; row < canvas.height(); row++) {
for (qint32 col = 0; col < canvas.width(); col++) {
Complex z(0, 0);
// prevede pozici pixelu do komplexni roviny
Complex c = this−>getMandelbrotPlanePixel(QPoint(col, row) + target.topLeft());
qint32 iteration = 0;
for (; ( iteration < this−>getCurrentIterationNumber()) && z.abs() < 4; iteration++) {
z = (z ∗ z) + c;
}
// obarvi aktualni pixel
buffer [( row ∗ canvas.width()) + col ] = this−>colorizePixel( iteration ) ;
}
}
// vykresli juliovu mnozinu na platno
painter−>drawImage(canvas, QImage(buffer.data));
Výpis 2: ETA pro generování Mandelbrotovy množiny v C++ s Qt
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7 Inverzní fraktální problém
Inverzní fraktální problém (IFP) je inverzním procesem ke generování fraktálních útvaru˚.
Generujeme-li fraktál pomocí systému iterovaných funkcí (IFS) využívajících afinní trans-
formace, nebo pomocí únikového algoritmu (ETA), pak se pomocí procesu rˇešícího in-
verzní fraktální problém snažíme získat koeficienty afinních transformací, nebo prˇísluš-
ného ETA z fraktálního objektu. Jedná se o jakousi rekonstrukci fraktálu.
Vyrˇešení IFP je mimo jiné dále použitelné v praxi, naprˇ. prˇi „pocˇítacˇovém videˇní“,
kde se dá využít prˇi popisu objektu˚ atd. Existuje neˇkolik algoritmu˚ pro rˇešení IFP, naprˇ.
diferenciální evoluce (DE) a samoorganizující migracˇní algoritmus (SOMA). Oba tyto al-
goritmy patrˇí mezi evolucˇní. Principem získání potrˇebných koeficientu˚ je minimalizace
úcˇelové funkce. Po dosazení takto získaných koeficientu˚ do prˇíslušného IFS nebo ETA by
meˇlo být možné vygenerování útvaru co nejpodobneˇjšího pu˚vodnímu.
Fraktální útvar se položí na mrˇížku. Pomocí úcˇelové funkce a kombinace ru˚zných pa-
rametru˚ se beˇhem evoluce získává soucˇet polícˇek, v nichž se pu˚vodní fraktál liší s frak-
tálem po rekonstrukci. U jednoduchých fraktálu˚ je v takovém prˇípadeˇ možné hodnoty
soucˇtu˚ zobrazit jako geometrickou plochu. Pak hledané koeficienty jsou sourˇadnice glo-
bálního minima této plochy.[1]
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8 Využití fraktální geometrie v oblasti informatických a tech-
nických veˇd
Spousta lidí v mém okolí se meˇ ptá: „a na co nám je necelocˇíselná dimenze? K cˇemu se
dá vu˚bec tahle fraktální geometrie využít?“ Na první otázku jim vždycky odpovídám
„a na co nám je celocˇíselná dimenze? Ano, celocˇíselná dimenze slouží naprˇ. k urcˇení
pocˇtu os, které musíme zakreslit na papír, na obrazovku, cˇi jiné výstupní zarˇízení prˇi mo-
delování objektu v daném prostoru, ale necelocˇíselná mi zase v mnoha prˇípadech prˇijde
více odpovídající realiteˇ, je prˇesneˇjší, protože popisuje jemneˇjší nuance, a dá se lépe vy-
užít naprˇ. ke srovnání velikosti dvou objektu˚.“ Na druhou otázku jim pak odpovídám
to, co uvedu dále, fraktální geometrie opravdu není jen hrˇícˇka s hezkými obrázky a se
zajímavými matematickými vlastnostmi. Je to i „nástroj“ využitelný v normálním sveˇteˇ.
Neˇkterá využití popíši dále.
8.1 Simulace fyzikálních, cˇi biologických procesu˚
První využití fraktální geometrie, které prˇedstavím, je spíše veˇdeckého zameˇrˇení, i když
ne nutneˇ. Dá se využít pro matematický popis, resp. grafické modelování fyzikálních
a biologických, cˇi biochemických procesu˚, které mají fraktální, cˇi chaotický charakter. Po-
mocí fraktální geometrie se dá simulovat naprˇ. náhodný pohyb mikroskopických cˇástic
v kapalném cˇi plynném médiu, tzv. Brownu˚v pohyb, jehož trajektorie je prˇíkladem frak-
tálu se statistickou sobeˇpodobností (s fraktální dimenzí 2). Dále se dá simulovat naprˇ.
systém E. Lorenze pro modelování proudeˇní atmosféry, fyzikální zmeˇny stavu ru˚zných
materiálu˚ cˇi skupenství látek, a další.
Jak jsem uvedl v sekci L-systému˚, fraktální geometrie se dá využít naprˇ. pro simulaci
deˇlení buneˇk, komunikace mezi bunˇkami a ru˚stu mnohobuneˇcˇných mikroorganizmu˚.
Dále také pro modelování struktury a dynamiky srdecˇní aktivity - simulace tlukotu srdce,
cˇi krevního tlaku. Pomocí fraktální geometrie se dá popsat struktura krevního rˇecˇišteˇ,
pru˚beˇh EKG atd. Dá se také využít prˇi modelování ru˚stu a organizace tkání v teˇle, reakce
struktur enzymu˚ a jiných biochemických reakcí. [1, 6, 4, 25]
8.2 Fraktálová komprese digitálních obrazu˚
Fraktálová komprese patrˇí mezi ztrátové komprese podobneˇ, jako je tomu naprˇíklad u
algoritmu JPEG. Existuje neˇkolik algoritmu˚ fraktálové komprese založených na myšlen-
kách fraktální geometrie. Sobeˇpodobnost hraje v teˇchto algoritmech zásadní roli. Z ma-
tematické roviny se využívají zejména transformace, prˇi jejichž aplikaci jsou zachovány
základní vlastnosti útvaru˚, tzn. rovnobeˇžnost, kolmost atd. Jedná se o afinní transfor-
mace v rovineˇ, které jsou dány tzv. transformacˇními maticemi. První funkcˇní algoritmus
fraktálové komprese popsal r. 1989 A. Jacquin.
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M. Barnsley definoval tzv. „kolážovou veˇtu“, která matematicky popisuje fraktálové
kódování obrazu na základeˇ sobeˇpodobnosti. Její význam by se dal slovneˇ popsat asi
takto:
„Meˇjme množinu I a soustavu transformací kontraktivního IFS. Atraktor tohoto IFS
aproximuje I tím lépe, cˇím prˇesneˇji množinu I pokryjí její sobeˇpodobné transformo-
vané obrazy. Množina takových obrazu˚ se nazývá koláží pu˚vodního obrazu.“
Fraktálová komprese má neˇkolik kroku˚:
1. Rozdeˇlení obrazu˚ na menší „bloky“.
2. Zjišteˇní sobeˇpodobnosti → nalezení ru˚zneˇ velkých sobeˇpodobných bloku˚.
3. Nalezení transformací veˇtších bloku˚ na menší.
Chceme-li komprimovat barevný obrázek, komprimují se veˇtšinou jednotlivé barevné
složky obrazu zvlášt’. Proto stacˇí pochopit kódování pouze pro monochromatický ob-
raz, naprˇ. v odstínech šedi. Jelikož je takový obrázek vlastneˇ reprezentován „maticí pi-
xelu˚“ charakterizovaných jednou z 256 úrovní jasu (0 → cˇerná, 255 → cˇerná), využívá
se prˇi komprimaci i zpeˇtné rekonstrukci, mimo sobeˇpodobnosti, práveˇ transformací jasu
a kontrastu. Vzhledem k použitým IFS se jedná o iteracˇní proces. K dostatecˇneˇ kvalitní re-
konstrukci obrazu postacˇí 8-10 iterací. Kvalita zpeˇtné rekonstrukce je závislá na nalezení
optimální koláže pu˚vodního obrazu (jak je uvedeno v kolážové veˇteˇ).
Fraktálové kódování je ztrátová kompresní metoda závislá na velikosti a pocˇtu bloku˚.
V urcˇitých prˇípadech je možné dosáhnout vysokého kompresního pomeˇru, dokonce až
1000 : 1. Fraktálová komprese je cˇasoveˇ asymetrický proces. Komprimace je neˇkolikaná-
sobneˇ nárocˇneˇjší a pomalejší, než zpeˇtná rekonstrukce obrazu. Samozrˇejmeˇ existují ru˚zneˇ
rychlé algoritmy s ru˚znými požadavky na hardware.[1, 26]
8.3 Fraktální videˇní - analýza snímaného obrazu: rozpoznávání oblicˇeje,
otisku˚ prstu˚ a dalších
Obdobnými technikami, které jsem uvedl v prˇedchozí sekci 8.2, je možné na základeˇ
fraktálních vlastností, zejména pak na základeˇ sobeˇpodobnosti, rozpoznávat ru˚zné ob-
jekty a útvary z prˇírody. Pojem rozpoznávání obrazcu˚ pomocí pocˇítacˇe je obecneˇ znám
jako „pocˇítacˇové videˇní“. Jeho úkolem je analýza snímaného obrazu, rozdeˇlení obrazu
na dané objekty, jejich identifikace z požadovaných „úhlu˚ pohledu“ atd. Pocˇítacˇové vi-
deˇní je možné rozdeˇlit do neˇkolika kroku˚:
porˇízení obrazu v digitální podobeˇ
Snímání obrazu pomocí kamery, fotoaparátu, scanneru a jiných zarˇízení, které umí
poskytnout digitální záznam. V procesu pocˇítacˇového videˇní je tento krok jedním
z nejdu˚ležiteˇjších. Je to jakýsi základ. Cˇím kvalitneˇjší záznam pošleme na vstup, tím
prˇesneˇjší výstup dostaneme.
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úprava obrazu
Pro lepší rozklad obrazu a následující analýzu je du˚ležité aplikovat neˇkolik filtru˚, cˇi
opravných mechanizmu˚, naprˇ. pro odstraneˇní šumu, zostrˇení obrazu, zvýrazneˇní
hran atd.
rozložení obrazu na jednotlivé objekty
Existuje neˇkolik metod pro rozklad obrazu na objekty, naprˇ. segmentace prahová-
ním (zvýrazneˇní neˇkterých objektu˚ na základeˇ urcˇitých vlastností obrazu), segmen-
tace naru˚stáním oblasti (využití urcˇitých spolecˇných vlastností objektu˚, naprˇ. jasu),
a další.
popis objektu˚
Rozložené objekty je nyní nutné popsat pocˇítacˇi. Naprˇ. urcˇením barvy každého pi-
xelu
nevy´hoda−−−−−−→ velké objemy dat, další možností je popsat hrany objektu˚ pomocí
vektoru˚
nevy´hoda−−−−−−→ nejednoznacˇnost. Oba tyto nedostatky je možné potlacˇit využi-
tím fraktální geometrie. Pro popis objektu˚ pomocí fraktální geometrie se použije
jen malé množství koeficientu˚ afinních transformací.
klasifikace objektu˚
Ke klasifikaci objektu˚ se využívá práveˇ „pocˇítacˇový popis“ objektu˚. V prˇípadeˇ vy-
užití fraktální geometrie je možné poslat koeficienty afinních transformací naprˇ.
do neuronové síteˇ, kde se provede analýza a klasifikace objektu˚.
Prˇíklady využití fraktální geometrie v pocˇítacˇovém videˇní
Práce [8] se zabývá rozpoznáváním oblicˇeje cˇloveˇka s využitím fraktální geometrie. Po-
pisovaná metoda je založena na afinních transformacích tvorˇících kontraktivní IFS. Vy-
užívá metod uvedených v prˇedchozí sekci8.2, tedy transformaci jasu, kontrastu a bloku˚
rozdeˇlujících obrázek vhodným zpu˚sobem. Metoda je robustní, „odolná“ vu˚cˇi zmeˇneˇ
meˇrˇítka obrázku, velikosti rámecˇku, natocˇení, urcˇité úrovni šumu, výrazu˚m tvárˇe i mír-
nému rozostrˇení obrázku, jak uvádí autorˇi. První aplikací pocˇítacˇového videˇní je tedy
rozpoznání oblicˇeje cˇloveˇka a jeho identifikace v databázi fotografií.
V pracích [10, 11, 12] jsou popsány zpu˚soby využití fraktální geometrie, díky kte-
rým je možné s velmi dobrými výsledky rozpoznat otisky prstu˚ cˇloveˇka na základeˇ po-
skytnutého snímku (dokonce nedokonalého, natocˇeného, nebo se zmeˇneˇným meˇrˇítkem).
S využitím dalších metod, jako naprˇ. optimalizace pomocí cˇásticových systému˚, cˇi vyu-
žití neuronové síteˇ[10], je možné dosáhnout dokonalejších výsledku˚, rychlejších algoritmu˚
atd. Naprˇ. dle experimentu˚ uvedených v knize [1], bylo využitím neuronové síteˇ dosa-
ženo desetinásobného zrychlení zpracování, a navíc prˇesneˇjšího výsledku.
Hlavním du˚vodem zkoumání využití fraktální geometrie ve fraktálním videˇní je odol-
nost vu˚cˇi ru˚zným úrovním „znehodnocení“ zkoumaného snímku, a jednoduchý, zato kva-
litní popis obrázku. Metoda má samozrˇejmeˇ i nevýhody. Tou nejveˇtší je výpocˇetní nárocˇ-
nost. Dle mého názoru, fraktální videˇní v tomhle smyslu nemá hranice. Zdaleka nekoncˇí
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u dvou možností aplikace. Prˇece jen je fraktální geometrie založena na sobeˇpodobnosti
a vyhledávám-li v databázi neˇjaký záznam z obrázku, výsledky si opravdu budou po-
dobné.
8.4 Pocˇítacˇová grafika, artware
Asi nejcˇasteˇji se fraktální geometrie využívá v pocˇítacˇové grafice. Pomocí fraktální geo-
metrie se modelují rostliny, lesy, celé krajiny, skály, pohorˇí, korály, mraky na nebi, hveˇzdo-
kupy, galaxie, povrchy planet a spousta dalších útvaru˚ reálného sveˇta vykazujících frak-
tální vlastnosti. Takových modelu˚ se využívá v pocˇítacˇových hrách, cˇi ve filmech - nikoliv
hojneˇ, ale dle dr. Martina J. Turnera[27] bylo fraktálních technik využito naprˇ. prˇi efektu
teraformace (prˇemeˇna atmosféry a veškerých prˇírodních podmínek vesmírného teˇlesa
na snesitelné lidským organizmem) pomocí zarˇízení Genesis ve filmu „Star Trek II: Kha-
nu˚v hneˇv“, nebo ve filmu „Star Wars: Epizoda VI - Návrat Jediho“, kde byla fraktální
geometrie využitá na vytvorˇení geografie povrchu meˇsíce, cˇi vykreslení tvaru bitevní
lodi „Hveˇzda smrti“.
Vzhledem k nekonecˇnému množství Juliových množin a dalších fraktálních struktur
(grafických obrazcu˚) se fraktální geometrie využívá v odveˇtví zvaném artware. Jedná se
o „softwarové umeˇní“, které skýtá prˇekrásné obrazce nekonecˇneˇ mnoha tvaru˚ a barev.
59
Obrázek 22: Artware - ukázky fraktálu˚ generovaných v programu Apophysis3
3Obrázky jsou z Feiny malé galerie fraktálu˚ (uvedeno v citacích), s laskavým schválením majitelky
webu.[54]
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8.5 Analýza fluktuace cen na burzovním trhu
Posledním použitím fraktální geometrie, které bych chteˇl uvést, je analýza pohybu cen
na burzách cenných papíru˚. Jedná se o velmi aktuální téma z prostrˇedí ekonomie a fi-
nancí. Jde o metodu využití tzv. „Elliottových vln“, jež jsou vlastneˇ fraktály, které tvorˇí
trajektorie spojující jednotlivé výše cen. Elliottovým vlnám veˇnuji celou následující kapi-
tolu.
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9 Fraktální struktury v cˇasových rˇadách
Cˇasové rˇady jsou obecneˇ srovnatelná data meˇrˇená v cˇase. Takové rˇady tvorˇí naprˇíklad
pozorování návšteˇvnosti urcˇité webové stránky, odecˇet elektrˇiny jedné domácnosti, cˇi
pohyb hodnoty cenných papíru˚ na burze.
Okolo druhé poloviny 30. let 20. století úcˇetní a obchodník R. N. Elliott objevil a po-
psal tzv. „Teorii vln“, obecneˇ známou jako „Princip Elliottových vln“, nebo zkráceneˇ
„Elliottovy vlny“. Prˇi dlouholetém pozorování dat na newyorské burze zjistil, že ceny
mají tendenci se meˇnit ve vlnách. Velmi zjednodušeneˇ rˇecˇeno, uveˇdomil si, že nejprve
vždy prˇichází jakýsi „boom“, tzv. impulsní fáze, a po nasycení je nutný urcˇitý „pád“,
tzv. korekcˇní fáze, pohyb proti aktuálnímu trendu vývoje - platí v obou smeˇrech (vzru˚st
i pokles cen). Tento fakt vlastneˇ odráží lidskou podstatu „prˇesycení“ a „diety“ (odmí-
tání). U obchodníku˚ / investoru˚ je to optimistický a pesimistický prˇístup (strach) v in-
vestování. Tento vzor se neustále opakuje a „zanorˇuje“ v ru˚zných úrovních ⇒ sobeˇpo-
dobnost, což jde dobrˇe videˇt na obrázku 23. Jak si jisteˇ každý dokáže prˇedstavit (ukázáno
v nejednom filmu, ve zprávách atd.), burza je na první pohled velice „chaotický proces“,
jejíž vnitrˇní charakter má ale rˇád, který se neustále opakuje → teorie chaosu. V druhé
polovineˇ 20. století, bylo na základeˇ teˇchto vlastností zjišteˇno, že Elliottovy vlny nejsou
nic jiného, než fraktály.
Obrázek 23: Elliottovy vlny - opakování vzoru impulsní i korekcˇní fáze [53]
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Analýza pomocí Elliottových vln je velmi uznávanou a používanou technikou pro od-
had cenového vývoje. Použití Elliottových vln není omezeno jen k analýze fluktuace
cen, ale i na jiné cˇasové rˇady, v nichž se takový vzor objeví. Vezmu-li v úvahu pouze
„ideální“ tvar Elliottových vln, dá se použití vysveˇtlit relativneˇ jednoduše. Vyskytne-li
se totiž v cenovém vývoji Elliottova vlna, lze prˇedpokládat, že po pátém zlomu impulsní
fáze, nebo po trˇetím zlomu korekcˇní fáze se pohyb obrátí proti aktuálnímu trendu vý-
voje. Bohužel výskyt ideálních Elliottových vln je velmi vzácný, a veˇtšinou bývají neˇja-
kým zpu˚sobem deformovány. Prˇesto lze obdobnými úvahami vydedukovat aktuální stav
a s pomeˇrneˇ dobrými výsledky odhadnout blízké budoucí zmeˇny.
Velkou roli v teorii vln hraje tzv. Fibonnaciho posloupnost, resp. pomeˇry mezi jednot-
livými cˇísly, protože bylo statisticky prokázáno, že nejcˇasteˇjší obraty jsou práveˇ o takové
pomeˇry, které tvorˇí Fibonnaciho posloupnost.
Prˇestože Elliotovy vlny nejsou omezeny na analýzu pohybu burzy, budu je vysveˇtlo-
vat práveˇ na této „disciplíneˇ“, kde se užívají nejvíce. Jak jsem uvedl výše, Elliottovy vlny
se skládají ze dvou základních fází:
Impulsní fáze
má 5 zlomu˚ (vln), znacˇí se cˇísly 1-5, viz. 23.
• 1. vlna:
Pocˇátek „otácˇení“ prˇedchozího trendu, který je stále pomeˇrneˇ silný, nebývá
prˇíliš dlouhá ani rychlá.
• 2. vlna:
Snaha obchodníku˚ vrátit trend zpeˇt do pu˚vodního smeˇru, tzv. „retracement“,
vlna obvykle cenu nevrátí na méneˇ než 61.8% (pomeˇr tvorˇený Fibonnaciho po-
sloupností). Za žádných okolností ale 2. vlna nesmí prˇesáhnout zpeˇt pocˇátek
vlny 1.
• 3. vlna:
Tato vlna bývá v impulsní fázi tou nejveˇtší a nejsilneˇjší, jedná se o jakési ujiš-
teˇní se, že trend je „naplno“ v opacˇném smeˇru, ceny prudce rostou a analytici
zvyšují ziskové odhady.
• 4. vlna:
Nejcˇasteˇji se jedná o zrˇetelneˇ korekcˇní vlnu, která obvykle zabírá cˇasoveˇ delší
horizont a retracement obvykle dosahuje 38.2%, blíží se poslední vlna nového
trendu a tato doba je vhodná pro zpeˇtný odkup.
• 5. vlna:
Vlna se obvykle vyznacˇuje velkým zvýšením nákupu obchodníku˚, protože trh
je v tuhle chvíli nejoptimisticˇteˇjší. Jedná se o poslední cˇást aktuálního smeˇru
trendu.
Korekcˇní fáze
má 3 zlomy (vlny), znacˇí se písmeny (a-c), viz. 23.
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• Vlna A:
Jelikož došlo k nasycení až prˇesycení trhu, jedná se o první impuls pro zmeˇnu
aktuálního trendu, pocˇínající korekci prˇedchozího ru˚stu.
• Vlna B:
V této fázi se obchodníci, ve kterých stále prˇetrvává prˇedchozí smeˇr trendu,
snaží o cenový návrat.
• Vlna C:
Poslední vlna korekcˇní fáze, která je minimálneˇ velikosti vlny A a mu˚že se
dostat až na 161.8% její velikosti.
Vlny se veˇtšinou nevyskytují ve své „cˇisté“ podobeˇ, nýbrž v neˇkolika modifikacích.
Ty nejdu˚ležiteˇjší strucˇneˇ popíši dále.[1, 28, 29, 30]
9.1 Impulsní vlny
Impulsní vlny obecneˇ urcˇují aktuální smeˇr pohybu ceny, tzv. „trend“. Tento „boom“, jak
jsem jej nazval výše, mu˚že jít obeˇma smeˇry, „nahoru“ v rostoucím tzv. „býcˇím“ trhu,
i dolu˚ v klesajícím tzv. „medveˇdím“ trhu. Impulsní vlny obsahují peˇt „podvln“, z nichž
1., 3. a 5. podvlna jsou opeˇt vlny impulsní, které mají v základním tvaru podobné délky,
a 2. a 4. podvlna jsou vlny korekcˇní. Podvlny se znacˇí cˇíslicemi 1 - 5.
9.1.1 Rozšírˇená
Je-li trend prˇíliš silný, nestává se, že by daná impulsní podvlna byla bez „klopýtnutí“,
a cˇasto se tak jedna z 1., 3. nebo 5. podvlny nahradí impulsní vlnou nižší úrovneˇ. Nejcˇas-
teˇji bývá rozšírˇená trˇetí podvlna. V prˇípadeˇ, že není snadno rozpoznatelné, která podvlna
je rozšírˇená, znacˇí se celá vlna cˇíslicemi 1 - 9 namísto 1 - 5. Oba typy, tedy peˇtiprvková
i devítiprvková Elliottova vlna, mají stejné hlavní vlastnosti. Vzhledem k faktu, že Elli-
ottovy vlny jsou fraktály, mu˚žeme s jistotou rˇíci, že se dále mohou rozširˇovat i vlny nižší
úrovneˇ, které byly vytvorˇeny prˇedchozím rozšírˇením.[1, 31]
Obrázek 24: Ukázky ru˚zných rozšírˇení impulsní vlny: cˇást 1
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Obrázek 25: Ukázky ru˚zných rozšírˇení impulsní vlny: cˇást .
9.1.2 Neúspeˇšná pátá
Je-li celý impuls v úplném tvaru, tedy 5-3-5-3-5 (první vlna je sama impulsem, pak násle-
duje korekce, impuls, korekce a impuls), mu˚že neˇkdy dojít k situaci, kdy pátá podvlna
(tvorˇena impulsní podvlnou) nedosáhne vrcholu vlny trˇetí, která byla opravdu silná. Ta-
kovou situaci nazval R. N. Elliott „neúspeˇchem“. Stává se, že je tento vzor, resp. jeho
pátá vlna, mylneˇ identifikována jako první nového cyklu. Proto je du˚ležité správneˇ po-
zorovat celý vývoj a skutecˇneˇ si oveˇrˇit, že se jedná o korektní tvar celé vlny. Pátá vlna
musí být tvorˇena impulsem. Vzor neúspeˇšné páté bývá po zmeˇneˇ smeˇru trendu cˇasto
rychle a kompletneˇ vrácen zpeˇt na pu˚vodní pozici.[1, 32, 37]
Obrázek 26: Neúspeˇšná pátá v býcˇím a medveˇdím trendu
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9.1.3 Diagonální trojúhelník
Jedná se o speciální typ impulsní vlny, která zahrnuje neˇkteré charakteristiky korekcˇních
vln. V Elliottových vlnách se objevuje pouze na urcˇitých místech. Stejneˇ jako ostatní im-
pulsní vlny, jsou vždy peˇtistupnˇové (mají 5 podvln) a objevují se ve formacích 3-3-3-3-3
nebo 5-3-5-3-5. Diagonální trojúhelník má zužující se tendenci pohybu - spojením bodu˚
tvorˇících jednotlivé vlny získáme dveˇ k sobeˇ konvergující prˇímky.[36]
9.1.4 Diagonální pátá
Rozšírˇení páté vlny neˇkolikrát za sebou do formace diagonálního trojúhelníka9.1.3, tedy
zužující se tendence pohybu, nazýváme „diagonální pátá“ (anglicky „ending diago-
nal“). K této deformaci dochází, když se pátá vlna pohybuje prˇíliš rychle a prˇíliš daleko.
Po dokoncˇení fáze zužování však dochází k prolomení trendu opacˇným smeˇrem a to
obvykle až k pocˇátku trojúhelníka, tedy ke konci 4. vlny.[1, 35]
Obrázek 27: Diagonální pátá v býcˇím a medveˇdím trendu
9.1.5 Diagonální první
Tento vzor se v Elliottových vlnách nevyskytuje cˇasto, ale pozorován byl mnohokrát,
takže jeho výskyt není možné prˇehlížet. Oproti diagonální páté, kdy je „diagonála“ (troj-
úhelník) tvorˇena formací 3-3-3-3-3, se „diagonální první“ (anglicky „leading diagonal“)
vyskytuje spíše ve tvaru 5-3-5-3-5. Vzor bývá zameˇnˇován s beˇžneˇjším vzorem - série prv-
ních a druhých vln. Ve vzoru diagonální první bývá po první vlneˇ hluboký retracement
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a cˇtvrtá vlna prˇekrývá první vlnu. Tuto modifikaci nepopsal Elliott, ale pánové A. J. Frost
a Robert R. Prechter Jr., kterˇí tvrdí, že je ve smyslu Elliottových vln platná.[33, 34]
Obrázek 28: Diagonální první v býcˇím a medveˇdím trendu
9.2 Korekcˇní vlny
Je-li trh „nasycen“, musí už vlivem základních vlastností cˇloveˇka prˇijít jakási cenová ko-
rekce. Obchodníci se zacˇínají strachovat o další nákup „nemu˚že to prˇeci ru˚st do nekonecˇna“,
postupneˇ je ovládne pesimistický prˇístup a trh se zacˇne obracet proti aktuálnímu trendu.
Této fázi se rˇíká „korekcˇní vlny“. Mívají složiteˇjší strukturu, než impulsy a delší dobu
trvání. Dost cˇasto „putují do strany“. Jejich podvlny znacˇíme písmeny a - c. Stejneˇ jako
u vln impulsních, i zde existuje neˇkolik variací, z nichž nejpodstatneˇjší uvedu dále.
9.2.1 Cik-cak
Prvním vzorem korekcˇních vln je tzv. „Cik-cak“, který se vyskytuje ve formaci 5-3-5.
První vlna, vlna A, je impuls v opacˇném smeˇru prˇedchozího trendu. Vlna B je korekcí
vlny A a veˇtšinou provede retracement v maximálním Fibonnacciho pomeˇru 61.8% (tzn.
návrat o 61.8% vlny A). Vlna C je pak opeˇt impuls a postupuje o 61.8% - 161.8% vlny A,
prˇicˇemž nutneˇ musí vlnu A alesponˇ minimálneˇ prˇekrocˇit.[1, 37, 38]
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Obrázek 29: Korekcˇní vlna cik-cak v býcˇím a medveˇdím trendu
9.2.2 Hladká
Vzor hladké korekcˇní vlny (anglicky „flat“) je tvorˇen formací 3-3-5, tedy vlny A a B jsou
korekce a vlna C impuls. Tato struktura urcˇuje pouze pocˇty vln v podvlnách. Z hlediska
deformací se jedná o nejvariabilneˇjší korekcˇní vlnu - naprˇ. selhání vlny B nebo C, dvo-
jité selhání, rozšírˇení, atd. Témeˇrˇ ve všech variantách tvorˇí spíše pohyb do strany. I zde
statisticky platí pomeˇry definované Fibonnacciho posloupností. Vlna B musí prˇekrocˇit
retracement 61.8%, a vlna C musí být minimálneˇ 38.2% délky vlny A.[1, 37, 38]
Obrázek 30: Hladká korekcˇní vlna v býcˇím a medveˇdím trendu
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9.2.3 Trojúhelník
Jedná se o vzor ve tvaru 3-3-3-3-3, znacˇí se písmeny A-E, a nejcˇasteˇji se vyskytuje ve vlneˇ
4 a vlneˇ B → vždy v prˇedposlední vlneˇ. Je pomeˇrneˇ obtížné jej prˇi analýze rozpoznat,
a práveˇ tvar a umísteˇní je jedním z nejdu˚ležiteˇjších faktoru˚. Vzor nebyl nikdy pozorován
ve vlneˇ 2. Vyskytuje se v neˇkolika variantách: symetrický, vzestupný, sestupný a inverzní
rozširˇující se. Na konci formace trojúhelníku dochází k prolomení vývoje zpeˇt do aktuál-
ního smeˇru trendu, a to ješteˇ prˇed protnutím pomyslných stran trojúhelníku.[1, 37, 39]
Obrázek 31: Korekcˇní vlny typu trojúhelník v obou trendech
9.2.4 Kombinace korekcˇních vln: „Dvojité a trojité trojky“
Jak již název sekce napovídá, jedná se o kombinaci ru˚zných (cˇi stejných) typu˚ korekcˇních
vln za sebou. Prˇi analýze se v korekcˇních vlnách pomeˇrneˇ cˇasto objevují dveˇ nebo trˇi ko-
rekcˇní vlny za sebou. V takových prˇípadech se jednotlivé variace oznacˇují písmeny W, Y,
prˇípadneˇ Z. Pro „napojení“ jednotlivých variací je nutné, aby se daná korekcˇní podvlna
vrátila zpeˇt, kde zacˇíná následující z kombinace. Tyto „mezivlny“ se znacˇí písmenem X
a mu˚že se jednat o kterýkoliv typ korekcˇní vlny, nejcˇasteˇji však Cik-cak. Vyskytují-li se
v kombinaci korekcˇní vlny stejného typu, jedná se o tzv. „dvojité trojky“, resp. „trojité
trojky“. Jsou-li kombinovány korekcˇní vlny ru˚zných typu˚, jedná se o tzv. „dvojité kom-
binace“, resp. „trojité kombinace“.
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9.3 Analýza Elliottových vln
Analýza Elliottových vln spocˇívá v rozpoznání jednotlivých vzoru˚ v cˇasových rˇadách,
nejcˇasteˇji na burzovním trhu prˇi pohybu cen, jak jsem uvedl výše. Pro korektní analýzu je
nutné respektovat pravidla pro jednotlivé vzory. Již prˇi zamyšlení se nad touto tematikou
je zrˇejmé, že cˇistá pocˇítacˇová analýza je jen velmi teˇžko programovatelná, jelikož se jedná
o „živý systém“, který má sice urcˇitý rˇád, ale zárovenˇ se také vyvíjí, obsahuje výjimky
atd. Cˇasto nemá význam tato pravidla striktneˇ dodržovat.
Než uvedu jednotlivá pravidla, je nutné definovat pojem „délka vlny“. Jedná se o po-
jem urcˇující cenovou vzdálenost mezi dveˇma vlnami. Je-li tedy naprˇ. vlna 2 na úrovni 245
Kcˇ a vlna 3 pak stoupne na 360 Kcˇ, délka této vlny je 360 - 245 = 115 Kcˇ.
Pravidla jednotlivých vzoru˚
Impulsní vlny:
Impuls, diagonální první, diagonální pátá a neúspeˇšná pátá
• konec vlny 2 nesmí prˇesáhnout zacˇátek vlny 1
• vlna 3 rozširˇuje vlnu jedna a vždy výrazneˇ prˇesáhne její vrchol
• vlna 3 nesmí být nejkratší impulsní fází (vlny 1, 3, 5)
• konec vlny 4 nedosáhne vrcholu vlny 1, s výjimkou variace diagonální první,
kdy naopak vždy prˇesáhne vrchol vlny 1, ale nikdy její pocˇátek
• konec vlny 4 variace neúspeˇšná pátá se mu˚že chovat obeˇma zpu˚soby z prˇed-
chozího bodu
• u variace neúspeˇšná pátá neprˇesáhne vlna 5 vrchol vlny 3 (≈ neúspeˇch)
Pozn.: v prˇípadeˇ neúspeˇšné páté je nutné, aby se jednalo o vlnu vyšší úrovneˇ a striktneˇ byl
dodržen tvar 5-3-5-3-5.
Rekurzivní náhrady:
• vlna 1: impuls nebo diagonální první
• vlna 2: jakákoliv korekcˇní vlna vyjma trojúhelníku
• vlna 3: impuls
• vlna 4: jakákoliv korekcˇní vlna
• vlna 5: impuls a diagonální trojúhelník
Diagonální trojúhelník
• konec vlny 2 nesmí prˇesáhnout zacˇátek vlny 1
• vlna 3 rozširˇuje vlnu jedna a vždy prˇesáhne její vrchol (ne tak výrazneˇ jako
impuls)
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• vlna 3 nesmí být nejkratší impulsní fází (vlny 1, 3, 5)
• konec vlny 4 obvykle prˇesáhne (ale nemusí) vrchol vlny 1, ale nikdy nedo-
sáhne pocˇátku vlny 3
Rekurzivní náhrady:
• vlny 1, 2, 3: jakákoliv korekcˇní vlna vyjma trojúhelníku
• vlny 4, 5: jakákoliv korekcˇní vlna
Korekcˇní vlny:
Cik-cak
• konec vlny B nesmí prˇesáhnout zacˇátek vlny A
• vlna C rozširˇuje vlnu A a vždy prˇesáhne její vrchol
Rekurzivní náhrady:
• vlna A: impuls nebo diagonální první
• vlna B: jakákoliv korekcˇní vlna
• vlna C: impuls nebo diagonální trojúhelník
Hladká
Rekurzivní náhrady:
• vlna A: jakákoliv korekcˇní vlna vyjma trojúhelníku
• vlna B: jakákoliv korekcˇní vlna
• vlna C: impuls nebo diagonální trojúhelník
Dvojitý a trojitý cik-cak
• vlna Y rozširˇuje vlnu W a vlna Z rozširˇuje vlnu Y a prˇesáhnou jejich vrcholy
• konec vln X a XX nesmí prˇesáhnout zacˇátky prˇedchozích vln, tedy W a Y
Rekurzivní náhrady:
• vlny W, Y, Z: cik-cak
• poslední „spojovací“ vlna - X u dvojitého a XX u trojitého cik-cak: jakákoliv
korekcˇní vlna
• spojovací vlna X u trojitého cik-cak: jakákoliv korekcˇní vlna vyjma trojúhel-
níku
Dvojitá a trojitá kombinace
Rekurzivní náhrady:
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• poslední dveˇ vlny formace - X a Y u dvojité, XX a Z u trojité kombinace: jaká-
koliv korekcˇní vlna
• všechny ostatní vlny: jakákoliv korekcˇní vlna vyjma trojúhelníku
Trojúhelník
Trojúhelník se vyskytuje ve dvou variantách - kontrahující (svírající se) a expandu-
jící (rozevírající se). Pro obeˇ varianty platí stejné náhrady a pravidla jsou opacˇného
charakteru.
• rozsah vlny C neprˇesáhne, resp. prˇesahuje rozsah vlny B
• rozsah vlny D neprˇesáhne, resp. prˇesahuje rozsah vlny C
• rozsah vlny E neprˇesáhne, resp. prˇesahuje rozsah vlny D
Rekurzivní náhrady:
• vlny A, B, C: jakákoliv korekcˇní vlna vyjma trojúhelníka
• vlny D, E: jakákoliv korekcˇní vlna
Pro lepší výsledky analýzy je možné využít mnoha dalších poznatku˚ z teorie Elliotto-
vých vln, jako naprˇ. Fibonnaciho posloupnost (pomeˇry mezi jednotlivými cˇísly), využití
tzv. „kanálu˚“, a dalších.[40, 28, 29, 30]
9.4 Elliottovy vlny v prˇírodeˇ
Jak jsem uvedl v úvodu své bakalárˇské práce, domnívám se, že fraktály definuje sama
prˇíroda. Elliottovy vlny jsou fraktály, procˇ by se tedy nemohly vyskytovat v prˇírodních
jevech? Navíc stojí na základních vlastnostech lidí, resp. lidského mozku, na principu
„nasycení a diety“. Tento princip ale funguje i v prˇírodeˇ samotné, dojde-li kdekoliv k prˇe-
sycení, musí dojít i k redukci, která se neˇkde zastaví. Poté dochází opeˇt k sycení a redukci,
atd. Jednou se ale prˇíroda „rozhodne“, že prˇesycení je v takovém stavu a podruhé zase
v jiném, jednou drˇíve, podruhé pozdeˇji. Procˇ by tedy nebylo možné, aby se cˇíselné rˇady
ve tvaru Elliottových vln vyskytovaly i jinde, než na burze?
O tomto tématu není mnoho dostupné literatury. Proto je sekce „Elliottovy vlny v prˇí-
rodeˇ“ pouze mojí úvahou a pozorováním. Jak jsem napsal v prˇedchozím odstavci, mys-
lím si, že Elliottovy vlny se vyskytují v prˇírodeˇ stejneˇ, jako jakékoliv jiné fraktální struk-
tury. Domnívám se, že bychom je mohli najít naprˇ. prˇi pozorování pocˇtu˚ jedincu˚ urcˇitých
rostlin, v množství vyprodukovaného medu vcˇelami, i na mnoha dalších místech. Ve své
práci jsem se zameˇrˇil na aktivitu Slunce.
V ru˚zných cˇástech sveˇta je již dlouhou dobu pozorována slunecˇní aktivita. Z internetu
je možné získat a analyzovat data, která sahají prˇekvapiveˇ až do pocˇátku 18. století. Jedná
se o údaje obsahující tzv. „Wolfovo cˇíslo“, neboli „relativní cˇíslo slunecˇních skvrn“, které
zavedl švýcarský matematik a astronom R. Wolf. Toto cˇíslo je dáno vztahem4:
4Informace o Wolfovu cˇíslu získány z www stránek: http://www.pozorovanislunce.eu/
vykladovy-slovnicek/relativni-cislo-slunecnich-skvrn.html
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R = 10G+ g,
G . . . pocˇet skupin slunecˇních skvrn na viditelném disku Slunce
g . . . pocˇet jednotlivých slunecˇních skvrn na viditelném disku Slunce
Data jsou zaznamenána v ru˚zných cˇasových frekvencích, k dispozici jsou denní zá-
znamy, meˇsícˇní, rocˇní atd. Tyto údaje jsem se pokusil analyzovat za pomocí softwaru,
který jsem ve své práci vytvorˇil.
Ješteˇ se pokusím vysveˇtlit, procˇ by mohlo být užitecˇné analyzovat tato data z hlediska
Elliottových vln. Odpoveˇd’ je relativneˇ zrˇejmá: kvu˚li predikci. Pokud by se podarˇilo pro-
kázat ve slunecˇní aktiviteˇ výskyt Elliottových vln, bylo by možné na základeˇ analýzy
odhadnout budoucí vývoj aktivity Slunce na krátkou dobu doprˇedu, a možná tak prˇe-
dejít neˇkterým událostem. Jedná se pouze o motivaci, ale i podrobneˇjší výzkum by mohl
být velmi zajímavý.
9.4.1 Experiment
Pro svu˚j experiment, prˇi zkoumání výskytu Elliottových vln ve Slunecˇní aktiviteˇ, jsem
využil dat dostupných na internetových stránkách WDC-SILSO, Royal Observatory of
Belgium, Brussels[41]. Jedná se o data zachycující výše uvedené Wolfovo cˇíslo 9.4, a to ve
formeˇ rocˇních, meˇsícˇních a denních záznamu˚. Originální stažené soubory obsahují vždy
neˇkolik sloupcu˚ s ru˚znými údaji. Sloupce jsem upravil a využil jen datum a Wolfovo
cˇíslo.
Vstupními daty mé aplikace je tedy CSV soubor se dveˇma sloupci. V prvním je infor-
mace o datu zaznamenání Wolfova cˇísla, a ve druhém samotné relativní cˇíslo slunecˇních
skvrn. Algoritmus analýzy uvedu v kódu C++. Nejedná se o prˇesný kód, který jsem im-
plementoval v aplikaci, nýbrž kód popisující algoritmus ve zjednodušené podobeˇ.
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// definuje vystupni analyzovana data
ElliottWave ∗analyzed = new ElliottWave();
// predikaty posledniho stavu v cyklu
bool impulse = false, correction = false, bull = false, bear = false;
// pruchod vsemi body
for ( int point = 0; point < this−>data.size(); point++) {
// testovane vlny
List<ElliottWave∗> testedWaves = this−>getWavesOfType(!impulse, !correction);
// pruchod testovanymi vlnami
bool waveFound = false;
ListIterator <ElliottWave∗> iterator (testedWaves);
while ( iterator .hasNext()) {
ElliottWave∗ current = iterator .next() ;
// neni−li dostatek bodu pro naplneni aktualni vlny, pokracuje dalsi vlnou
int necessaryPoints = current−>getSubwavesNumber() + 1;
if (( point + necessaryPoints) >= this−>data.size()) {
continue;
}
// vyzkousi nasadit n + 1 (pocet bodu definujicich vlnu + 1 pocatecni) bodu do aktualni vlny
a otestuje
ElliottWave∗ test = ElliottWave :: create(this .data, point , point + necessaryPoints);
// otestuje validitu testovane vlny − je−li validni , ulozi body, nastavi predikaty a posune
se o delku vlny
if ( test . isValid (impulse, correction , bull , bear)) {
waveFound = true;
impulse = (current−>getType() == ElliottWave::TYPE_IMPULSE);
correction = !impulse;
analyzed << test;
point += test−>getSubwavesNumber();
break;
} else {
impulse = correction = bull = bear = false;
}
}
// nebyla−li nalezena validni vlna, prida bod a pokracuje v cyklu
if (! waveFound) {
analyzed << this.data[point ];
}
}
Výpis 3: Algoritmus analýzy Elliottových vln
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Každý typ testované vlny má implementovanou metodu definující její korektnost s
danými hodnotami. Je oveˇrˇováno strˇídání podvln aktuální testované Elliottovy , a na
základeˇ teˇchto dvou vlastností je rozhodnuto o celkové validiteˇ vlny.
Algoritmus odhalil existenci mnohých Elliottových vln ležících samostatneˇ. Tento
fakt bohužel nemá velkou vypovídající hodnotu, protože pro vyvození neˇjakých záveˇru˚
je nutné, aby na sebe vlny navazovaly a tvorˇili tak jednu dlouhou rekurzivní Elliottovu
vlnu. Jedná se ale o analýzu na jednoduché úrovni. V práci není implementován rekur-
zivní charakter Elliottových vln. Algoritmus by bylo možné ješteˇ mnohými zpu˚soby vy-
lepšit. Vylepšený algoritmus by pak mohl odhalit i další vazby.
Obrázek 32: Meˇsícˇní záznamy aktivity Slunce z hlediska Elliottových vln
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10 Záveˇr
Když jsem poprvé slyšel prˇednášku na téma fraktální geometrie, okamžiteˇ meˇ napadlo,
že by se dala využít k úcˇelu˚m rozpoznání prˇírodních útvaru˚ na základeˇ „nedokonalé“
fotografie (obdobná využití jsem uvedl v sekci 8.3). A prˇestože meˇ studium a zkoumání
fraktální geometrie prˇivedlo k mnoha dalším myšlenkám, možná se jednoho dne vrátím
ke svému prvnímu nápadu a naprogramuji aplikaci, kterou jsem chteˇl vytvorˇit již od zmi-
nˇované prˇednášky, konkrétneˇ rozpoznávání rostliny na základeˇ fotografie její cˇásti.
Fraktální geometrie je vskutku rozmanitý obor plný velmi zajímavých faktu˚, které
se pro veˇtšinu lidí na první pohled zdají být naprosto nedotcˇené „realitou“. Po bližším
zkoumání však cˇloveˇk zjistí, že nejenže je fraktální geometrie inspirována prˇírodou, po-
zná také, že fraktálních útvaru˚ je kolem nás mnohem více, než útvaru˚ popisovaných kla-
sickou Eukleidovskou geometrií. A navíc ty, které jsou popisovány klasickou geometrií,
jsou veˇtšinou stvorˇené cˇloveˇkem, a naopak ty, které jsou fraktálními objekty, „nakreslila“
sama prˇíroda.
Studium fraktální geometrie mi bylo obrovským prˇínosem z hlediska chápání mate-
matiky i reality. Bylo zajímavé zjistit, že stále existuje „sveˇt“ tak neprozkoumaný. Dle
mého pozorování má fraktální geometrie nekonecˇný potenciál v mnoha oborech. Budu-li
k tomu mít prˇíležitost, chopím se jí, a fraktální geometrii se budu veˇnovat. symbolem
teorie chaosu. [21]
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