In the first part we present a generalized implicit function theorem for abstract equations of the type F (λ, u) = 0. We suppose that u 0 is a solution for λ = 0 and that F (λ, ·) is smooth for all λ, but, mainly, we do not suppose that F (·, u) is smooth for all u. Even so, we state conditions such that for all λ ≈ 0 there exists exactly one solution u ≈ u 0 , that u is smooth in a certain abstract sense, and that the data-to-solution map λ → u is smooth.
Introduction
In the first part of this paper we consider abstract parameter depending equations of the type F (λ, u) = 0.
(1.1)
We suppose F (0, u 0 ) = 0 and state conditions on F and u 0 such that for all λ ≈ 0 there exists exactly one solution u ≈ u 0 to (1.1) and that the data-to-solution map λ → u is smooth. Two conditions for that are, similar to classical implicit function theorems, that F (λ, ·) is smooth for all λ ≈ 0 and that ∂ u F (0, u 0 ) is an isomorphism. But, mainly, we do not suppose that F (·, u) is smooth for all u ≈ u 0 . In our applications to hyperbolic PDEs the map (λ, u) → ∂ u F (λ, u) is even not continuous with respect to the uniform operator norm, in general. In other words: We consider parameter depending equations, which do not depend smoothly on the parameter, but with solutions which do depend smoothly on the parameter. For that, of course, some additional structure is needed, which will be described in Section 2. Moreover, we prove an abstract solution regularity result for the equation (1.1) of the following kind: Let . . . ֒→ U l+1 ֒→ U l ֒→ . . . ֒→ U 1 ֒→ U 0 be a sequence of Banach spaces continuously embedded into each other. Suppose that F maps R × U 0 into U 0 and satisfies some weak smoothness condition with respect to λ (see (2.4) ) and some strong smoothness condition with respect to u (see (2.3) ). Then for all solutions (λ, u) ∈ R × U 0 to (1.1), which are close to (0, u 0 ), it holds u ∈ U l for all l ∈ N, and the data-to-solution map λ → u ∈ U l is smooth for all l ∈ N.
In the second part we apply the abstract results of the first part to semilinear first-order hyperbolic systems of the type ∂ t u j + a j (x, λ)∂ x u j + b j (t, x, λ, u) = 0, x ∈ (0, 1), j = 1, . . . , n, (
with periodicity conditions in time u j (t + 2π, x) = u j (t, x), x ∈ (0, 1), j = 1, . . . , n, (
and reflection boundary conditions in space u j (t, 0) = We suppose that for λ = 0 there exists a classical solution u 0 to (1.2)-(1.4) (respectively, to (1.5)-(1.7)). We state conditions on u 0 and on the data of (1.2)-(1.4) (respectively, of (1.5)-(1.7)) such that for all λ ≈ 0 there exists exactly one solution u ≈ u 0 to (1.2)-(1.4) (respectively, to (1.5)-(1.7)), that this solution is smooth (with respect to t and x) and that the data-to-solution map λ → u is smooth (in any C k -norm). We do not assume that the time-periodic solution u 0 is close to be time-independent. Moreover, we do not assume that u 0 is C ∞ -smooth with respect to t and x, but we prove that it is C ∞ -smooth (under reasonable assumptions, cf. Theorems 3.1 and 4.1). Remark also that the initial-boundary value problems, corresponding to (1.2), (1.4) (respectively, to (1.5),(1.7)), do not have a smoothing property (for t > t 0 the solution u(t, ·) is not smoother than the initial function u(t 0 , ·)), in general. In fact, all our results concerning the periodic-boundary value problems (1.2)-(1.4) and (1.5)-(1.7) will be proven without using any properties of the corresponding initial-boundary value problems.
For smoothness of the data-to-solution map, for example, with respect to the L ∞ -norm, we need not only smoothness of the coefficient functions with respect to λ, u, ∂ t u and ∂ x u, but also smoothness with respect to t (cf. Remark 3.2) . This is completely different to what is known for elliptic and parabolic PDEs, where the data-to-solution map may be smooth with respect to the L ∞ -norm even if the coefficient functions are discontinuous in time and/or space variables (see [12, 13] ).
Also, we have to assume the conditions (3.4) (or (3.5) in the case m = 1, n = 2) for (1.2)-(1.4) and (4.3) for (1.5)-(1.7) which do not have an analog in corresponding parabolic problems. For example, for (1.2)-(1.4) with m = 1, n = 2, r jk (t, 0) = r jk and b j (t, x, 0, u) = b j1 (x)u 1 + b j2 (x)u 1 + f j (t, x) the condition reads |r 12 r 21 | exp In [18] it is shown that this is a kind of a nonresonance condition which prevents small divisors from coming up in the Fourier series for the solution components u j . For (1.5)-(1.7) with b(t, x, 0, u, ∂ t u, ∂ x u) = a 1 (x)∂ t u + a 2 (x)∂ x u + b 0 (t, x, u) the nonresonance condition reads Remark 1.1 Unfortunately we do not know if generalizations of our results to cases with higher space dimensions and/or to quasilinear equations exist and how they should look like. On the other hand, generalization of our results to cases of a multidimensional control parameter λ is straightforward (cf. [20] and Remark 2.4).
Remark 1.2 (i)
If the coefficients a j in (1.2)-(1.4) (respectively, a in (1.5)-(1.7)) depend on t, then the question of smoothness of the data-to-solution map seems to be much more difficult (cf. Remark 3.6). This is again quite different to what is known for parabolic PDEs.
(ii) In the particular case, if the coefficients a j (resp. a) do not depend on λ and if the coefficients b j (resp. b) are not independent on t, the proof of the smoothness of the data-to-solution map is much simpler and can be done by means of the classical implicit function theorem, cf. Remarks 3.5 and 4.4.
Our paper is organized as follows: In Section 2 we formulate and prove a generalized implicit function theorem. Here we use, among other technical tools, the converse to Taylor's theorem and the fiber contraction principle. Section 3 presents our results concerning regularity and smooth dependence of solutions to (1.2)-(1.4), using integration along characteristics as well as the results of Section 2. Similar results for the second-order hyperbolic problem (1.5)-(1.7) are obtained in Section 4. Finally, in A we present a simple linear version of the fiber contraction principle, while in A we develop an abstract approach how to verify the key assumptions (2.8) and (2.9) of the generalized implicit function theorem.
A generalized implicit function theorem 2.1 Setting and main result
In this section we consider abstract parameter depending equations of the type (1.1). Suppose that F (0, u 0 ) = 0. (2.1)
We are going to state conditions on F and u 0 such that for all λ ≈ 0 there exists exactly one solution u ≈ u 0 to (1.1), that the solutions u are smooth (in a way defined below) and smoothly depend on λ. One condition for that is that F (λ, ·) is smooth and that ∂ u F (λ, u 0 ) is an isomorphism for all λ ≈ 0. But, mainly, we do not suppose that F (·, u) is smooth for all u ≈ u 0 . In particular, we do not suppose that ∂ u F is continuous, hence, in general, the condition ∂ u F (λ, u 0 ) ∈ Iso for all λ ≈ 0 does not follow from the condition ∂ u F (0, u 0 ) ∈ Iso of the classical implicit function theorem (see Remark 3.8) .
In other words, we are going to describe parameter depending equations, which do not depend smoothly on the parameter, but with solutions which do depend smoothly on the parameter. For that, of course, some additional structure is needed, which will be described now.
Let U 0 be a Banach space with norm · 0 , and let T (s) ∈ L(U 0 ), s ∈ R, be a strongly continuous group of linear bounded operators on U 0 . Denote by A : D(A) ⊆ U 0 → U 0 the infinitesimal generator of T (s) and by
the domain of definition of the l-th power of A. Because of A is closed, U l is a Banach space with the norm
Further, let u 0 ∈ U 0 and ε 0 > 0 be given. Let 
. . , u j ). Suppose that for all nonnegative integers j, k, l there exists c jkl > 0 such that for all u, u 1 , . . . , u j ∈ U l with u − u 0 l ≤ 1 and for all λ ∈ [−ε 0 , ε 0 ] it holds
. . , u j ) should be used with some care: By definition,
for given λ ∈ [−ε 0 , ε 0 ], s ∈ R and u, u 1 , . . . , u j ∈ U l , where the derivatives in the righthand side of (2.6) exist in the sense of the norm · 0 in U 0 because of assumption (2.4) . From the other side, assumption (2.5) claims that for given λ ∈ [−ε 0 , ε 0 ], s ∈ R and u ∈ U l the symmetric multilinear map (u 1 , . . . ,
. . , u j ) ∈ U 0 is bounded, hence it is reasonable to denote it by
Here and in what follows we denote by S j (U l ; U 0 ) the vector space of all bounded symmetric multilinear maps from U j l to U 0 with the usual uniform operator norm
For example, in general ∂ λ ∂ u F (λ, s, u) is not the limit with respect to the uniform operator norm in L(U 0 ) of the differential quotient (∂ u F (λ + µ, s, u) − ∂ u F (λ, s, u))/µ for µ → 0.
We proceed similarly with
Because of (2.5) we have
is continuous (with respect to the uniform operator norm in L(U 0 )), and in the hyperbolic problems discussed in Sections 3 and 4 this is indeed not the case. But later on (see Lemma 2.9) we will show that under the assumptions (2.3)-(2.5) the map F is C m -smooth from [−ε 0 , ε 0 ] × U l+m to U l for all l and m.
The main result of this section is the following theorem: 
Then there exist ε ∈ (0, ε 0 ] and δ > 0 such that for all λ ∈ [−ε, ε] there exists a unique solution u =û(λ) to (1.1) with u − u 0 0 ≤ δ. Moreover, for all nonnegative integers k we haveû(λ) ∈ U k , and the map λ ∈ [−ε, ε] →û(λ) ∈ U k is C ∞ -smooth.
Remark 2.3
The assumptions (2.8) and (2.9) imply that the operators ∂ u F (λ, u 0 ) are isomorphisms on U 0 . Hence, the difference between Theorem 2.2 and the classical implicit function theorem is not a degeneracy of the partial derivatives ∂ u F (λ, u) (like in implicit function theorems of Nash-Moser type), but a degeneracy of the partial derivatives ∂ λ F (λ, u) (which do not exist for all u ∈ U 0 , in general). There exist several generalizations of the classical implicit function theorem in which the partial derivatives ∂ λ F (λ, u) do not exist for all u or in which the partial derivatives ∂ u F (λ, u) are not continuous with respect to (λ, u), see, e.g., [4, Theorem 7] 
is not a multilinear map from U j 0 to U 0 anymore, but a multilinear map from Λ l × U j 0 to U 0 , and the assumption (2.5) has to be changed to
where · is the norm in Λ.
Proof of Theorem 2.2
In this subsection we prove Theorem 2.2. Hence we suppose all assumptions of this theorem to be fulfilled.
First we show local existence and uniqueness for the equation (1.1) by means of the Banach fixed point theorem. The only difference between our proof and the proof of the classical implicit function theorem is that we consider the fixed point problem (2.10) below, while in the proof of the classical implicit function theorem it suffices to consider the slightly simpler fixed point problem
Lemma 2.5 There exist ε ∈ (0, ε 0 ] and δ > 0 such that for all λ ∈ [−ε, ε] there exists a unique solution u =û(λ) to (1.1) with u − u 0 0 ≤ δ.
Proof. Take λ ∈ [−ε 0 , ε 0 ]. Because of the assumptions (2.8) and (2.9), the operator ∂ u F (λ, u 0 ) is bijective from U 0 to U 0 . Hence, the equation (1.1) is equivalent to the fixed point problem
Moreover, we have
Hence, assumptions (2.5) and (2.9) yield that for all positive δ < 1
where B δ (u 0 ) := {u ∈ U 0 : u − u 0 0 ≤ δ} is the closed ball of radius δ around u 0 . Therefore, if δ is sufficiently small, then
and hence
Further, for u ∈ B δ (u 0 ) we have and the smooth dependence property
In order to prove (2.13) and (2.14), we introduce maps
Since the contraction constant of G(λ, ·) is independent of λ (cf. (2.12)), we have
Hence, because of a classical theorem from calculus (see, e.g. [9, Theorem 8.6 .3]), for proving (2.13) and (2.14) it is sufficient to show that for all nonnegative integers l and n
and that for all nonnegative integers k and l
Lemma 2.6 For all λ ∈ [−ε 0 , ε 0 ], s ∈ R, all positive integers l and all u ∈ U l we have F (λ, u) ∈ U l and Proof. Because of (2.2) we have 
The formula (2.20) with l = 1 is therewith proved. Now we do induction on l. Suppose (2.20) is true for a fixed l. Given u ∈ U l+1 , we can differentiate (2.20) with respect to s, and, using the chain rule, get (2.20) with l replaced by l + 1.
For brevity, for all positive integers l we introduce maps
given by the right-hand side of (2.20) with s = 0, i.e.
Then (2.20) with s = 0 reads
Moreover, it follows directly from the assumptions (2.3)-(2.5) that
and that there existsd jlm > 0 such that for all u, u 1 , . . . , u l ∈ U l+m−1 with u−u 0 l+m−1 ≤ 1 and for all λ ∈ [−ε 0 , ε 0 ] it holds
l u cannot be extended in such a way, in general. This will be essentially used in the proofs of Lemmas 2.15 and 2.16 below. Moreover, because of (2.23), one can differentiate the identity (2.22) in u and get
Here for all λ ∈ [−ε 0 , ε 0 ] and u ∈ U l the linear operator K l (λ, u), which is defined by (2.26), is bounded from U l−1 to U 0 . In other words: The linear bounded operators
cannot be extended to linear bounded operators from U l−1 to U 0 , in general, but their difference can be extended in such a way. Even more: From (2.5) and (2.25) it follows that there existsc l > 0 such that for all u ∈ U l with u − u 0 l ≤ 1 and for all λ ∈ [−ε 0 , ε 0 ] it holds
(2.27)
(ii) For all nonnegative integers j, l, m and all u, u 1 , . . . ,
and all nonnegative integers j, l, m there exists d jlm > 0 such that for all u, u 1 , . . . , u j ∈ U l+m with u − u 0 l+m ≤ 1 it holds 
Therefore Claim (ii) follows from (2.4). Finally, for fixed u, u 1 , . . . , u j ∈ U l+m the last identity can be differentiated m-times in λ, which gives
Therefore (2.5) and (2.25) yield the Claim (iii).
Lemma 2.9 For all nonnegative integers l and all positive integers m the map
Proof. We use the so-called converse to Taylor's theorem (see, e.g., [1, Supplement 2.4B]). This theorem claims that the lemma is true if there exist continuous maps
and
As usual, here we denote by G jk (λ, u)v j ∈ U l the element which one gets by applying the multilinear operator G jk (λ, u) to the tuple (v, . . . , v) ∈ U j l+m . Similar notation rule is also used for R j (λ, u, µ, v)v j and will be used below.
Because of the assumption (2.3) we can apply the classical (direct) Taylor theorem (cf., e.g., [1, Theorem 2.4.15] ) to the map F (λ + µ, ·) : U 0 → U 0 , and we get
Similarly, on the account of the assumption (2.4), we can apply the Taylor theorem to the map
and j = 0, 1, . . . , m − 1, and we get
This yields (2.30) with
The property (2.29) follows directly from the definition (2.32). On the account of (2.28), the multilinear operators defined by (2.31)-(2.33) are bounded from U j l+m to U l and from U m l+m to U l , respectively. Moreover, the map (λ,
Since j + k ≤ m and j ≥ 1 (cf. (2.30)), we have k ≤ m − 1. Hence, we get from (2.28) the convergency
Here we used that A is a closed linear operator in U 0 , and hence
Similarly one shows that for j = 1, 2, . . . , m the maps (λ, u, µ, v)
In the remaining case j = 0 we have to show (cf. (2.32)) that the map
is continuous. But this follows from the following two facts: First, because of (2.28) we have
where the constant does not depend on λ, t, µ and u. And, second, due to Lemma 2.
Lemma 2.10 For all nonnegative integers l we have u 0 ∈ U l .
Proof. Thanks to the assumption (2.1), for all s ∈ R the element u = T (s)u 0 is a solution to the equation (2.9) give that the operator ∂ u F (0, 0, u 0 ) = ∂ u F (0, u 0 ) is bijective from U 0 to U 0 . Hence, the classical implicit function theorem implies that the map s ≈ 0 → T (s)u 0 ∈ U 0 is C ∞ -smooth. This yields the claim.
Lemma 2.11 For all nonnegative integers
∞ -smooth because of (2.3) and Lemma 2.10. Hence, for any f ∈ U l the map
. Now, let us prove (2.34) by induction on l. For l = 0 this follows from the assumption (2.9).
Let us do the induction step. Suppose that (2.34) is true for an arbitrary fixed l. Take f ∈ U l+1 . From (2.26) it follows
Therefore (2.27) and the induction assumption imply
Proof. We do induction on n. For n = 0 the claim is true because of Lemma 2.10. In order to do the induction step, let us suppose that u n (λ) belongs to all spaces U l . Then Lemma 2.6 yields F (λ, u n (λ)) ∈ U l , and Lemma 2.11 implies
Lemma 2.13 For all nonnegative integers l and m
and there exist c lm > 0 such that for all λ ∈ [−ε 0 , ε 0 ] and f ∈ U l+m it holds
First consider the case m = 0. For f ∈ U l we have
because of Lemma 2.8 (ii) with j = 1, m = 0. Moreover, (2.37) with m = 0 is proved in Lemma 2.11. Now we consider the case m = 1. Take f ∈ U l+1 . Then
is the derivative of A(λ) with respect to λ. The U l -norm of the first term in the right-hand side is o(µ) for µ → 0 because of Lemma 2.8 (ii) with j = m = 1. And the U l -norm of the second term in the right-hand side is o(µ) for µ → 0 because of the first step (m = 0) of this proof. Hence, A(·) −1 f is differentiable as a map from [−ε 0 , ε 0 ] to U l , and the derivative in λ is −A(λ)
Moreover, (2.37) with m = 1 follows from (2.28) and (2.34) . Similarly one shows the continuity of the derivative:
This tends to zero because of the case m = 0 and because of Lemma 2.8 (ii) with j = m = 1.
Now we do the induction step from m to m+ 1. Suppose that for a fixed m ≥ 1 and all l the assertions of the lemma are true. For k = 0, 1, . . . , m and l = 0, 1, 2, . . . we consider the map
Due to the induction assumption we have
Because of Lemma 2.8 (ii) and the induction assumption, the partial derivative
But (2.42) is a superposition of the following three continuous maps: First take
and finally take
This means that the map (2.42) is continuous, hence, (2.41) is true. It remains to show (2.37) with m replaced by m + 1. In order to show this we calculate (using the product rule)
But (2.28) and (2.40) imply (for
where the constant does not depend on λ and f .
Lemma 2.14 For all nonnegative integers l and n it holds (2.18).
Proof. We do induction on n. Obviously, for n = 0 assertion (2.18) is true. Let us do the induction step. Suppose that (2.18) is true for a fixed n. On the account of (2.15), the induction step will be done if we show that for all nonnegative integers l the
For that it is sufficient to show that all partial derivatives of the map
exist and are continuous. Because of Lemma 2.9 and of the induction assumption, for all l the map µ ∈ 
Here we used the notation (2.39). But this map is continuous because it is the superposition of the following two continuous maps:
Lemma 2.15 For all nonnegative integers l it holds
Proof. We do induction on l. Because of (2.16) the assertion (2.44) is true for l = 0. Now let us do the induction step. Suppose that (2.44) is true for a certain l. We have to show that
Then (2.15), (2.22) and (2.35) imply
This yields
Moreover, (2.11) we yields
Hence, Lemma A.1 implies that (2.45) is true if the right-hand side of (2.46) converges in U 0 for n → ∞ uniformly in λ.
Let us show that the right-hand side of (2.46) indeed converges in U 0 for n → ∞ uniformly in λ. From (2.28), the induction assumption and
it follows that F (λ, u n (λ)) converges in U l for n → ∞ uniformly in λ. On the other hand, (2.27) and (2.34) yield
We proced similarly with the remaining term in the right-hand side of (2.46). Because of (2.25) and (2.34) we have
which tends to zero for m, n → ∞ uniformly in λ by the induction assumption.
Lemma 2.16
For all nonnegative integers k and l it holds (2.19).
Proof. We have to show that for all nonnegative integers l and m the sequence
n (λ) converges in U 0 for n → ∞ uniformly in λ, and we do this by induction on m. For m = 0 the claim is true because of Lemma 2.15.
Let us do the induction step m → m + 1. The induction assumption is that for a fixed m ∈ N we have that for all k = 1, . . . , m and nonnegative integers l the sequence A l u (k) n (λ) converges in U 0 for n → ∞ uniformly with respect to λ.
(2.48)
We have to show that for all nonnegative integers l the sequence
(2.49)
In order to prove (2.49), we differentiate the identity
Writing the terms with derivatives of order m + 1 in the left-hand side and all other terms in the right-hand side, we get
and for m = 2 we have
Because of (2.28) the maps G(λ, ·) : U 2(m+1) l+m+1 → U l are Lipschitz continuous on bounded sets, with Lipschitz constants not depending on λ. Hence (2.48) yields
Let us prove (2.49) by induction on l. In order to consider the case l = 0, we rewrite (2.50) as
Because of (2.34) and (2.51) with l = 0 the right-hand side of (2.52) converges in U 0 for n → ∞ uniformly in λ. Hence, (2.47) and Lemma A.1 imply that (2.49) with l = 0 is true. For the induction step from l to l + 1 in (2.49) the induction assumption is that for a fixed l we have
and the induction claim reads
The two induction assumptions (2.48) and (2.53) together yield
n (λ) converges in U 0 for n → ∞ uniformly in λ for j = 0, 1, . . ., k = 0, 1, . . . , m and for j = 0, 1, . . . , l, k = m + 1.
(2.55)
In order to show that (2.55) implies (2.54), we apply A l+1 to (2.50), use (2.26) and get
Because of (2.25) and (2.28) the map
is Lipschitz continuous on bounded sets, with a Lipschitz constnat not depending on λ. Therefore K l+1 (λ, u n (λ))u (m+1) n (λ) converges in U 0 for n → ∞ uniformly in λ. Hence, (2.50) and (2.55) imply that the right-hand side of (2.56) converges in U 0 for n → ∞ uniformly in λ. Therefore, as above, (2.47) and Lemma A.1 imply (2.54).
3 Time-periodic solutions to first-order hyperbolic systems
Setting and main result
In this section we consider the boundary value problem (1.2)-(1.4) where m and n are integers with 1 ≤ m ≤ n − 1, ε 0 > 0 is fixed, and the coefficient functions
Moreover, b j and r jk are 2π-periodic in t, and we suppose that
Speaking about solutions to (1.2)-(1.4), we will mean classical solutions, i.e., 
In the particular case m = 1, n = 2 we have R = S, and in this case we set
and replace the assumption (3.4) by the weaker assumption R(t) = 1 for all t or S(t) = 1 for all t. The following theorem is the main result of this section.
Theorem 3.1 Suppose (3.1) and (3.2). Further, suppose (3.4) if n ≥ 3 and (3.5) if m = 1, n = 2. Finally, suppose that the linearized problem
does not have a solution u = 0. Then there exist ε > 0, δ > 0 and a 
The solution is explicitely given by the formula
It follows that u depends smoothly on λ if and only if b is smooth in t. In other words, solutions to (1.2)-(1.4) do not depend pointwise smoothly on λ if the functions b j (·, x, λ, u) are not smooth, in general.
Integration along characteristic curves combined with the boundary conditions gives (cf. also (3.14)-(3.15))
Inserting (3.9) into (3.8) and putting x = 1, we get = p q with p ∈ Z and q ∈ N, then any 2π/q-periodic function is a solution to (3.10), and hence there are infinitely many solutions. This means that in this case all assumptions of Theorem 3.1 (with u 0 = 0) are fulfilled with the exception of (3.5) (because of R 0 (t) = S 0 (t) = 1 for all t), but the conclusion of Theorem 3.1 is wrong.
Proof of Theorem 3.1
In this subsection we prove Theorem 3.1. Hence, we suppose all assumptions of this theorem to be fulfilled. In order to use Theorem 2.2, we are going to represent problem (1.2)-(1.4) in the setting of Section 2. Let us introduce the corresponding objects:
We denote by U 0 the space of all continuous maps u : R × [0, 1] → R n such that u(·, x) is 2π-periodic, with the norm (3.6). The C 0 -group T (s) on U 0 is defined by (T (s)u) (t, x) := u(t + s, x).
Hence, the corresponding infinitesimal generator is A := ∂ t , and the domain of definition of A l is U l := {u ∈ U 0 : ∂ j t u ∈ U 0 for all j = 0, 1, . . . , l}. The spaces U l are Banach spaces with the norms
Let us introduce characteristics of the system (1.2)
.
The following calculations, the so-called integration along the characteristics of the hyperbolic system (1.2), are well-known: Let u be a solution to (1.2)-(1.4) and v ∈ U 0 be arbitrary fixed. Then
Integrating this in ξ from zero to x for j = 1, . . . , m and from x to one for j = m+1, . . . , n, and, using the boundary conditions (1.4), we get
14)
And vice versa: If v ∈ U 1 is given, then any solution u ∈ U 1 to (3.14)-(3.15) is a solution to (1.2)-(1.4) (in particular, u is differentiable not only with respect to t, but also with respect to x). Remark that the right-hand sides of (3.14)-(3.15) depend on the artificially introduced function v, but the solutions u to (3.14)-(3.15) do not. If we set b(t, x, λ, u) := (b 1 (t, x, λ, u), . . . , b n (t, x, λ, u)) and 
for j = m + 1, . . . , n.
(3.17)
Further, for λ ∈ [−ε 0 , ε 0 ] we define nonlinear operators D(λ, ·, ·) :
Here and in what follows we write In this notation the system (3.14)-(3.15) can be written as the operator equation
Remark again that the right-hand side of (3.20) depends on the artificially introduced function v, but the solutions u to (3.20) do not. In particular, we have
Proof. From (3.11) we have τ j (t + s, x, ξ, λ) = τ j (t, x, ξ, λ) + s. Then (3.12), (3.17) and (3.18) yield Remark 3.5 Suppose the coefficients a j to be independent on λ. Then also the characteristics τ j are independent on λ, and hence the maps λ → C(λ, v) ∈ L(U 0 ) and λ → D(λ, u, v) ∈ U 0 are smooth for all u, v ∈ U 0 . Therefore, in this case for λ ≈ 0 the equation (3.20) can be solved with respect to u ≈ u 0 by means of the classical implicit function theorem under natural assumptions. But, if the coefficients a j depend on λ, then, unfortunately, the maps λ → C(λ, v)u ∈ U 0 and λ → D(λ, u, v) ∈ U 0 are not smooth (if u and v are only continuous and not smooth), in general. This makes the question, if the data-to-solution map corresponding to (3.20) is smooth, very delicate in the case if the coefficients a j depend on λ.
Remark 3.6 If the coefficients a j would depend on t, then the characteristics τ j are defined as the solutions to the initial value problem
, τ j (t, x, x, λ) = t.
But then τ j (t + s, x, ξ, λ) = τ j (t, x, ξ, λ) + s, in general, and the proof of Lemma 3.4 could not be generalized to this case, in general. To get a result similar to Theorem 3.1, but with t-dependent coefficients a j , it turns out that additional conditions of the type (3.4) should be assumed. The number of those conditions is k + 1 in order the data-to-solution map to be C k -smooth (see [17] ).
In what follows we will use the operators
From (3.17) and (3.18) it follows that Similarly we define the space U 0 (n − m). The spaces U 0 and U 0 (m) × U 0 (n − m) will be identified, i.e. elements u ∈ U 0 will be written as u = (v, w) with v ∈ U 0 (m) and w ∈ U 0 (n − m). Then the operators C(λ) work as 27) where the linear bounded operators K(λ) :
are defined by the right hand side of (3.17).
Let f = (g, h) ∈ U 0 with g ∈ U 0 (m) and h ∈ U 0 (n − m) be arbitrarily given. We have u = C(λ)u + f if and only if v = K(λ)w + g, w = L(λ)v + h, i.e., if and only if
This holds if and only if 30) then the conclusion of the lemma is true also. Let us prove (3.29) and (3.30) for n ≥ 3. Because of (3.23) the equation
Because of (3.3), (3.12), (3.19) and (3.24) the coefficients in (3.32) are
Hence, for v ≤ 1 the absolute value of the right-hand side of (3.32) can be estimated from above, for example, by
Similarly, the equation w = L(λ)K(λ)w +h is equivalent to
The coefficients in (3.33) are
Hence, for w ≤ 1 the absolute value of the right-hand side of (3.33) can be estimated from above, for example, by
Since R(λ) and S(λ) depend continuously on λ and R(0) < 1 or S(0) < 1 (see (3.4)), there exist ε 1 ∈ (0, ε 0 ] and positive
Then the system (3.32) has a unique solution (v 1 (t, 1) , . . . , v m (t, 1)), which is continuous and 2π-periodic in t, and it holds
where the constant does not depend on λ andg. Inserting this into (3.31), we see that for all λ ∈ [−ε 1 , ε 1 ] the system (3.31) has a unique solution v, and it holds v 0 ≤ const g 0 , where the constant does not depend on λ andg. Hence, (3.29) is true. Similary one shows that from S(λ) ≤ d it follows (3.30) . Now, let us consider the case m = 1, n = 2. In this case the equation (3.32) reads 
and, similarly to the above, one shows that the conclusion of the lemma is true if
, 1, 0 = 1 for all t. . Hence, assumption (3.5) implies one of the conditions (3.34) and (3.35). 
Hence I − C(λ) is bijective on U 0 if and only if (1 + λ 2 )/2π is irrational. This shows again that the map λ ∈ R → C(λ) ∈ L(U 0 ) is not continuous.
In what follows we will work with the Banach space V and the Hilbert space H defined as follows:
The space V is densely and compactly embedded into U 0 , while U 0 is continuously embedded into H.
Lemma 3.9 It holds
Proof. Take λ ∈ [−ε 0 , ε 0 ], u ∈ U and h ∈ H. Accordingly to (3.23), the scalar product (C(λ) − C(0)) u, h equals n j,k=1
Denote by t j (·, x, ξ, λ) the inverse function of τ j (·, x, ξ, λ) (cf. (3.11) ), i.e.,
Then the change of integration variables t → s, which is defined by
Hence,
for λ → 0. Here we used τ j (s, x, 0) = s and the continuity in the mean of L 2 -functions. Similarly, accordingly to (3.25), we have
Hence, using the change of the integration variable t = t j (τ j (s, x, ξ, 0), x, ξ, λ), we get 
Proof. We have to show that for all
From (3.23) and (3.25) it follows that for all v ∈ V we have
Therefore,
Moreover, taking into account (3.1), (3.2) and (3.11), the following identity is true:
It follows that
Integrating by parts in ξ, we see that the absolute values of these integrals can be estimated by a constant times v 0 , where the constant does not depend on x, t and λ. Now, let us consider the term D(λ)C(λ)∂ t v. We have (cf. (3.23) and (3.25))
As above, we see that the absolute values of these integrals can be estimated by a constant times v 0 , where the constant does not depend on x, t and λ. Similarly one shows that for all λ ∈ [−ε 0 , ε 0 ] and v ∈ V we have D
Proof. The assertions (i) and (ii) follow from the assertions (i) and (ii) of Lemma B.1, respectively. Proof. Suppose (I − C(0) − D(0))u = 0 for some u ∈ U 0 . Then u ∈ V by Corollary 3.11(ii). Hence, u is a solution of the linearized problem (3.7). But, by the assumption of Theorem 3.1, this problem does not have nontrivial solutions. Proof. Because of Lemma 3.4 the map F 0 : R × U 0 → U 0 , which is defined by
. Hence, from Corollary 3.11(i) and Lemma 3.12 it follows that ∂ u F 0 (0, u 0 ) is an isomorphism from U 0 to U 0 , and the classical implicit function theorem yields that the map s ≈ 0 → T (s)u 0 ∈ U 0 is C ∞ -smooth, i.e., u 0 ∈ U l for all l.
The following two remarks point at two technicalities of our approach:
Remark 3.14 The function v is artificially introduced in (3.14)-(3.15): If (λ, u) is a solution to (3.14)-(3.15) for some v, then it is for any v. 
is Fredholm of index zero from U 0 to U 0 , we proved that u 0 ∈ U l for all l. But, unfortunately, we do not know if
is Fredholm of index zero from U 0 to U 0 for all λ ≈ 0, therefore the choice v = u is not useful for further purposes.
Later on we will take v = u 0 . Using the already known property that u 0 ∈ U l for all l, now we can prove that T (s) (C(0, T (−s)u 0 )T (−s)u + D(0, T (−s)u, T (−s)u 0 )) depends smoothly on s. Moreover, due to Corollary 3.11 the operator
is Fredholm of index zero from U 0 to U 0 . Hence, we can apply Theorem 2.2 to the equation
Remark 3.15
If u is a (classical) solution to (1.2)-(1.4), then u is a solution to (3.14)-(3.15) for any v ∈ U 0 . But we do not know if the converse is true: If a function u ∈ U 0 solves (3.14)-(3.15) for some (and hence for any) v ∈ U 0 , is then u a C 1 -smooth function, and hence a solution to (1.2)-(1.4)? This is the reason why in Theorem 3.1 we suppose that u 0 is a classical solution to (1.2)-(1.4). It seems to be not sufficient to suppose that u 0 is only a continuous function satisfying u 0 − C(λ, v)u 0 − D(λ, u 0 , v) = 0 for some v.
The C 1 -smoothness of u 0 is used in the proof of Lemma 3.9. Because u 0 is C 1 -smooth, the coefficient functions c jk , d jk and d jkl are C 1 -smooth, and therefore one can integrate by parts. Now we represent the problem (1.2)-(1.4) in the setting of Section 2. Define
Then, on the account of Lemma 3.4 and Corollary 3.13, the map
is C ∞ -smooth for all λ ∈ [−ε 0 , ε 0 ], i.e., the condition (2.3) is fulfilled. Moreover, using the definitions (3.12), (3.17) and (3.18) , it is easy to show that the conditions (2.4) and (2.5) are fulfilled. Further, Lemma 3.11 (i) yields the condition (2.8). And finally, Lemmas 3.10, 3.12 and B.1 and Remark B.2 (with U := U 0 ) imply the condition (2.9). Hence, Theorem 2.2 can be applied to the equation u = C(λ, u 0 )u − D(λ, u, u 0 ), and this gives the assertions of Theorem 3.1.
More general boundary conditions
Theorem 3.1 can be generalized to more general boundary conditions of the type 3) appear, for example, in semiconductor laser modeling (see [25, 28, 29, 33] ). Boundary conditions of the type (3.36) appear, for example, in boundary feedback control problems, see [27] for applications.
If (1.3) is replaced by (3.36), then (3.14)-(3.15) is replaced by
and (3.23) is replaced by
In order to have a replacement for Lemma 3.7, we need that there exist ε 1 ∈ (0, ε 0 ] and
Remark that the condition C(0) L(U 0 ) < 1 for all λ ≈ 0 is not sufficient for (3.37), in general, because the map λ → C(λ) is not continuous with respect to the uniform operator norm in L(U 0 ), in general. But another "λ-independent" condition is sufficient for (3. But the definition (3.12) yields that c j (t, x, 0, 0, u 0 ) ≤ 1 for j = 1, . . . , m and c j (t, x, 1, 0, Speaking about solutions to (1.5)-(1.7), we will mean classical solutions again. Let u 0 be a solution to (1.5)-(1.7) with λ = 0. Denote
, η dη
, η dη.
Here and in what follows we denote by ∂ j b (j = 4, 5, 6) the partial derivative of b with respect to the j-th argument, i.e., with respect to u for j = 4, with respect to ∂ t u for j = 5 and with respect to ∂ x u for j = 6. Assume that the linearized problem
does not have a solution u = 0. |u(x, t) − u 0 (t, x)| + max
Remark 4.2 Special cases of equations of the type (1.5) are nonlinear telegraph equations of the type
with a(x, λ) > 0 and a 1 (x, λ) > 0. Then 
x ) = 0, x ∈ (0, 1) with homogeneous Dirichlet boundary conditions. By means of Nash-Moser iterations it was shown that under natural assumptions for all λ ≈ 0 there exists a time-periodic solution close to zero. Using Schauder's fixed point theorem, M.Štědrý [34] generalized this result to the case of bounded domains of any dimension and to differential operators of higher order in x. Both authors did not consider the question of smoothness of the data-to-solution map and the question of time-periodic solutions far from zero.
In [7] W. Craig considered fully nonlinear dissipative wave equations of the type
with homogeneous Dirichlet boundary conditions (as well as their analogues with higher space dimension), where b(t, x, ·) is at least of quadratic order. It was shown (by means of a Liapunov-Schmidt reduction and Nash-Moser iterations) that under natural assumptions there exists a branch of non-trivial time-periodic solutions bifurcating at λ = 0 from the solution u = 0, which can be Lipschitz continuously parameterized by λ ≈ 0. In [14, 15] J. Hale and G. Raugel considered systems of damped autonomous wave equations of the type ∂ with homogeneous Dirichlet or Neumann boundary conditions in an n-dimensional bounded domain Ω. By means of the Leray-Schauder fixed point theorem it was shown that under natural assumptions a non-degenerate periodic orbit persists uniquely under small perturbations of λ. The question of smoothness of the data-to-solution map was not addressed.
In [24] A. Yu. Kolesov and N. Ch. Rozov proved existence of small time-periodic solutions to parametrically excited damped wave equations of the type
x ∈ (0, π) with homogeneous Dirichlet boundary conditions, where 0 < ε << 1 is a small singular perturbation parameter, and f and its first partial derivatives vanish at zero.
Of course, if assumption (4.3) is dropped, then one should expect a solution behavior which is completely different to Theorem 4.1, see, for example, the results of M. Berti and M. Procesi in [5] on periodically forced completely resonant nonlinear wave equations.
Remark 4.4
It is known how to prove a so-called G-invariant implicit function theorems for equivariant equations by means of classical implicit function theorems (see, e.g. [8] ) and how to apply this to periodic solutions of autonomous evolution equations. Hence, Theorem 2.2 can be translated into an equivariant setting (i.e. with T (s)F (λ, u) = F (λ, T (s)u) for all s, λ, u), and Theorems 3.1 and 4.1 can be translated into an autonomous setting (in this case the local uniqueness assertion should be understood modulo time shifts, of course), this will be done in [23] .
There is an essential difference between the autonomous and the nonautonomous cases. In the nonautonomous case the proof of smoothness of the data-to-solution map is essentially simpler if one assumes that the coefficient a(x, λ) is λ-independent (cf. Remark 3.5). This simplification does not occur in the autonomous case, i.e., for equations of the type
The reason is that one should scale the time in order to work in spaces of periodic functions with fixed period. Then, after time scaling, the unknown frequency τ appears explicitely in the main part of the equation, namely
, ∂ x u) = 0, and this way a coefficient dependence appears in the main part of the differential operator even if a(x, λ) is λ-independent.
Proof of Theorem 4.1
In this subsection we will prove Theorem 4.1, hence we will suppose that all its assumptions are fulfilled.
Denote by U 0 the space of all continuous maps v : [0, 1] × R → R 2 such that v(·, x) is 2π-periodic, with the norm 
is a solution to
Hence, (1.5) yields
(4.9) But (4.5) yields also 2a∂ x u = v 1 − v 2 . Hence, (1.7) implies u = J λ 0 v. Inserting this into (4.9), we get the first equation from (4.6). The second one can be proved analogously. Finally, the boundary conditions (4.8) follow directly from the boundary conditions (1.7).
(ii) From (4.6) it follows
(4.10) Let us introduce an artificial linear diagonal term (which depends on a function w ∈ U 0 ) and rewrite the system (4.6) as (cf. (3.13))
Remark that now the partial derivatives ∂ v j f j (t, x, λ, v, w)| v=w do not vanish like in Section 3.2, but they are good enough for our purposes, since they are integral operators:
Moreover, the coefficients c j (cf. (3.12)) read 
for any w ∈ U 1 .
Proof. The proof can be done by means of integration along characteristics like in Section 3.2 for getting equivalence of the PDE problem (1.2)-(1.4) and the system of integral equations (3.14)-(3.15). Now, for λ ∈ [−ε 0 , ε 0 ] and w ∈ U 0 we define linear bounded operators C(λ, w) : 
On the account of (4.2) and (4.13), this is equivalent to
and, because of (4.12), this is equivalent to R 0 (t) = 0 for all t.
Similarly one shows that the condition |c 21 (t, 0, 0)c 12 (τ 2 (t, 0, 1, 0), 1, 0)| = 1 from Lemma 3.7 with m = 1, n = 2 should be replaced by S 0 (t) = 0.
Because of (4.13)-(4.15) and (4.21) the operator D(λ) is the sum of two integral operators
The operator G(λ) is a so-called partial integral operator (with one integration only, but working on functions with two arguments, cf. [3] ) with vanishing diagonal part, while the operator H(λ) is an integral operator. Finally, let us introduce the Banach space V with the norm · V and the Hilbert space H with the scalar product ·, · as follows: 
Proof.
We follow the proof of Lemma 3.9. In particular, the scalar product
Hence, the change of the integration variables t → s by means of t = t j (τ j (s, x, η, 0), x, η, λ) yields lim 
A Appendix
In this appendix we present a simple linear version of the so-called fiber contraction principle (see, e.g., [6, Section 1.11.3 
]):
Lemma A.1 Let U be a Banach space and u 1 , u 2 , . . . ∈ U a converging sequence. Further, let A 1 , A 2 , . . . ∈ L(U) be a sequence of linear bounded operators on U such that there exists c < 1 such that for all u ∈ U it holds A n u ≤ c u for all n = 1, 2, . . . Proof. Because of (A.2) there exists A ∈ L(U) such that for all u ∈ U we have A n u → Au in U for n → ∞. Moreover, (A.1) yields that Au ≤ c u for all u ∈ U. Because of c < 1 there exists exactly one v ∈ U such that v = Av + u, where u ∈ U is the limit of the sequence u 1 , u 2 , . . . ∈ U.
Let us show that v k → v in U for k → ∞. Because of (A. 
A Appendix
In this appendix we present an approach how to verify the assumptions (2.8) and (2.9) of Theorem 2.2. For similar approaches see [26, 31] . Moreover, because of (B.6) and(B.7) the sequence ((I − C(λ n )) −1 D(λ n )) 2 u n is bounded in V . Hence, (B.1) yields that without loss of generality we can assume that it converges in U, i.e., that there exists u * ∈ U such that
Therefore, (B.9) implies u n − u * U → 0. 
