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a b s t r a c t
The fractional Zakharov–Kuznetsov equations are increasingly used in modeling various
kinds of weakly nonlinear ion acoustic waves in a plasma comprising cold ions and hot
isothermal electrons in the presence of a uniformmagnetic field. This has led to a significant
interest in the study of these equations. In this work, solitary pattern solutions of fractional
Zakharov–Kuznetsov equations are investigated by means of the homotopy perturbation
methodwith consideration of Jumarie’s derivatives. The effects of fractional derivatives for
the systems under consideration are discussed. Numerical results and a comparison with
exact solutions are presented.
© 2011 Elsevier Ltd. All rights reserved.
1. Introduction
Fractional calculus is a field of science that deals with integrals and derivatives of any arbitrary real or complex order.
This field may be considered an old and yet novel topic. It is an old topic because the seeds of this theory were planted
over 300 years ago. Since that time the fractional calculus has drawn the attention of many famous mathematicians, but
for many years it was not used in physics and engineering. One possible explanation for such unpopularity could be that
there are multiple nonequivalent definitions of fractional derivatives [1]. Another difficulty is that fractional derivatives
have no obvious geometrical interpretation because of their nonlocal character [2]. However, during the last 10 years, with
the rapid development of nonlinear science, this theory has been developed progressively to date and researchers have
found that derivatives and integrals of non-integer order are suitable for the description of various physical phenomena
such as acoustics, control, continua, damping laws, edge detection, electromagnetism, hydrology, rheology, robotics, signal
processing, thermal engineering, turbulence, and viscoelasticity, andmany other problems [3,4]. For example, the nonlinear
oscillation of an earthquake can be modeled with fractional derivatives [5], or half-order fractional differential models, and
they describe the frequency dependence of damping materials very well [6]. For an interesting history and more scientific
applications of fractional calculus, see [7–19].
Finding accurate and efficient methods for solving fractional differential equations has become an important task.
Recently, a promising analytic approach called the homotopy perturbation method (HPM) has been successfully applied to
solve many kinds of linear and nonlinear functional equations. The HPM, a coupling of the traditional perturbation method
and homotopy in topology, continuously deforms a difficult problem to a simple problem which is easily solved. For more
details about the HPM, the reader is advised to consult the results of the research works presented in [20–25]. In this work,
we consider the nonlinear fractional Zakharov–Kuznetsov equations (for short, called NFZK(m, n, k)) of the form
∂α
∂tα
ξ(t, x, y)+ a ∂
∂x
(ξ(t, x, y))m + b ∂
3
∂x3
(ξ(t, x, y))n + c ∂
3
∂y2∂x
(ξ(t, x, y))k = 0, a, b, c ∈ ℜ, m, n, k ∈ N , (1)
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where ∂
α
∂tα denotes the fractional derivative of order α [1]. Theoretically, α can be any arbitrary number. Here, we consider
0 < α ≤ 1. It is to be noted that in the case of α = 1, Eq. (1) reduces to the classical Zakharov–Kuznetsov equations
[26,27]. Some related attempts at considering the behavior of Zakharov–Kuznetsov equations have beenmade byMunro and
Parkes [28], Inc [29] and Khan et al. [27]. On the basis of these attempts, the aim of the present work is to extend the analysis
of Refs. [29,28] in two directions, i.e.: (i) to find approximate or exact solutions of compact structures of NFZK(m, n, k);
(ii) to include the fractional derivative effects for systemsunder consideration. To achieve these directions, the solution of the
models is formally determined by using the HPM.Moreover, for several cases we have reviewed the numerical convergence,
stability and effects of fractional derivatives on our systems.
The work is organized as follows. Section 2 gives notation and basic definitions. In Section 3 the HPM will be applied
for solving fractional differential equations (FDEs) based on Jumarie’s derivatives. To the best of our knowledge, such an
approach has not been employed for solving equations of this type. In Section 4 we will consider compact structures of
fractional Zakharov–Kuznetsov equations. Finally, Section 5 is devoted to the discussion and conclusions.
2. Notation and preliminaries for the fractional calculus
This section deals with some preliminaries and notation relating to fractional calculus. For more details see [1,2,30,31].
Definition 2.1. A real function f (x), x > 0, is said to be in the space Cα, α ∈ ℜ, if there exists a real number p (>α) such
that f (x) = xpf1(x), where f1(x) ∈ C[0,∞), and it is said to be in the space Cmα , m ∈ N
{0}, if and only if f (m)(x) ∈ Cα .
Definition 2.2. The (left sided) Riemann–Liouville fractional integral of order α > 0 of a function f (x) ∈ Cα, α ≥ −1, is
defined as
Iαx f (x) =

1
0(α)
 x
0
f (τ )
(x− τ)1−α dτ , α > 0, x > 0,
f (x),
(2)
Iαx f (x, t) =
1
0(α)
 x
0
f (s, t)
(x− s)1−α ds, α > 0, x > 0, (3)
where 0(.) is the well-known Gamma function.
Definition 2.3. The (left sided) Riemann–Liouville fractional derivative of f (x), f (x) ∈ Cm−1, m ∈ N
{0}, of order α is
defined as
Dαx f (x) =
dm
dxm
Im−αx f (x), m− 1 < α ≤ m, m ∈ N . (4)
Definition 2.4 (Jumarie Derivative). Let f : ℜ → ℜ, x → f (x), denote a continuous (but not necessarily differentiable)
function, and let h > 0 denote a constant discretization span. Define the forward operator FW by the equality [30,31]
FW f (x) = f (x+ h); (5)
then the fractional difference of order α, α ∈ ℜ, 0 < α < 1, of f (x) is defined by the expression
∆α f (x) = (FW − 1)α f (x) =
∞
k=0
(−1)k

α
k

f [x+ (α − k)h], (6)
and its fractional derivative is
f (α)(x) = Dαx f (x) =
dα f (x)
dxα
= lim
h→0
∆α[f (x)− f (0)]
hα
. (7)
The Jumarie derivative is a new modification of the Riemann–Liouville derivative. It is well known that with the classical
Riemann–Liouville definition of a fractional derivative, the fractional derivative of a constant is not zero. The most useful
alternative which has been proposed for coping with this feature is the so-called Caputo derivative [1]. With this definition,
a fractional derivative would be defined for a differentiable function only. In order to deal with non-differentiable functions,
Jumarie proposed a modification of the Riemann–Liouville definition which appears to provide a framework for a fractional
calculus which is quite parallel with classical calculus. This modification was successfully applied in probability calculus, to
fractional Laplace problems, to fractional variational equations and to many other kinds of linear and nonlinear fractional
differential equations. As a direct consequence, some properties of the Jumarie derivative are:
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Definition 2.5. Assume that function f (x) in Definition 2.4 is not a constant; then its fractional derivative of order α is
defined by the following expression [30,31]:
f (α)(x) = 1
0(−α)
 x
0
(x− ε)−α−1f (ε)dε, α < 0. (8)
For positive α, we will set
f (α)(x) = (f (α−1)(x))′ = 1
0(1− α)
d
dx
 x
0
(x− ε)−α(f (ε)− f (0))dε, 0 < α < 1, (9)
and
f (α)(x) = (f (α−n)(x))(n), n 6 α < n+ 1, n > 1. (10)
Property. Like integer-order differentiation, fractional differentiation is a linear operation:
Dαx (γ f (x)+ ηg(x)) = γDαx f (x)+ ηDαx g(x). (11)
Lemma 2.1. The integral with respect to (dx)α is defined by [30,31] x
0
f (ε)(dε)α = α
 x
0
(x− ε)α−1f (ε)dε, 0 < α ≤ 1. (12)
Lemma 2.2 ([30,31]).
dα
dxα
 u(x)
0
f (ε)(dε)α = 0(α + 1)f (u(x))(u′(x))α, 0 < α ≤ 1. (13)
Lemma 2.3. The fractional integration by parts formula is defined by [30,31] b
a
u(α)(x)v(x)(dx)α = 0(α + 1) [u(x)v(x)]ba −
 b
a
u(x)v(α)(x)(dx)α, 0 < α ≤ 1. (14)
Theorem 2.1. Assume that the continuous function f (x) has a fractional derivative of order α; then the following properties hold:
dα
dxα
Iα f (x) = f (x), Iα d
α
dxα
f (x) = f (x)− f (0), 0 < α ≤ 1. (15)
Proof. See [32]. 
3. Performance evaluation of the HPM approach and Jumarie’s derivative
Consider the following problem:
ξ
(α)
t (x¯, t) = f (ξ(x¯, t), t), α ∈ ℜ, x¯ ∈ ℜn, (16)
subject to the initial and boundary conditions [23,32,33]
ξ (i)(0¯, 0) = σi, B

ξ,
∂ξ
∂xj
,
∂ξ
∂t

= 0, i = 0, 1, . . . , j+ 1, j = 1, 2, . . . , n, (17)
where f is an arbitrary function, ξ (α)t denotes the fractional derivative in the Jumarie sense, the σi are the specified
initial conditions, B is a boundary operator and ξ is assumed to be a causal function of time, i.e., vanishing for t < 0.
Eq. (16) can be rewritten in operator form as
ξ
(α)
t (x¯, t) = υ(x¯, t)− Lξ(x¯, t)− Nξ(x¯, t), (18)
where L is a linear operator while N is a nonlinear operator and υ is a known analytical function. In view of the homotopy
perturbation method, we can construct the following homotopy:
(1− p)ξ (α)t (x¯, t)+ p(ξ (α)t (x¯, t)+ Lξ(x¯, t)+ Nξ(x¯, t)− υ(x¯, t)) = 0, p ∈ [0, 1] , (19)
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or
ξ
(α)
t (x¯, t)+ p(Lξ(x¯, t)+ Nξ(x¯, t)− υ(x¯, t)) = 0, p ∈ [0, 1] . (20)
The homotopy parameter p always changes from zero to unity. If p = 0, Eq. (19) or Eq. (20) becomes ξ (α)t (x¯, t) = 0 and if
p = 1, Eq. (19) or Eq. (20) turns out to be the original fractional differential equation. Now, we use the homotopy parameter
p to expand the solution to the following form:
ξ(x¯, t) = ξ0(x¯, t)+ pξ1(x¯, t)+ p2ξ2(x¯, t)+ · · · + pj−1ξj−1(x¯, t)+ · · · . (21)
For nonlinear problems, let us set N(ξ(x¯, t)) = S(x¯, t). Substituting Eq. (21) into Eq. (20) or Eq. (19) and equating the
terms with identical powers of p, we can obtain a series of equations of the form
M∗ = −L{P∗} − Q ∗ + R∗, (22)
where
M∗ =

(ξ0(x¯, t))
(α)
t
(ξ1(x¯, t))
(α)
t
(ξ2(x¯, t))
(α)
t
...
(ξj−1(x¯, t))(α)t

, P∗ =

0
ξ0(x¯, t)
ξ1(x¯, t)
...
ξj−2(x¯, t)
 , Q ∗ =

0
S0(ξ0(x¯, t))
S1(ξ0(x¯, t), ξ1(x¯, t))
...
Sj−2(ξ0(x¯, t), ξ1(x¯, t), . . . , ξj−2(x¯, t))
 ,
and R∗ = υ(x¯, t)(0, 1, 0, . . . , 0)t .
The functions S0, S1, S2, . . . satisfy the following equation:
N(ξ(x¯, t)) = S(ξ0(x¯, t)+ pξ1(x¯, t)+ p2ξ2(x¯, t)+ · · · + pj−2ξj−2(x¯, t)+ · · ·) =
∞
k=0
Skpk (23)
where
Sς = Sς (ξ0(x¯, t), ξ1(x¯, t), . . . , ξς (x¯, t)). (24)
We aim to establish an effective way of calculating nonlinear operators. To achieve this, by using the algebraic and
trigonometric identities and Taylor expansions we obtain

S0
S1
S2
S3
S4
...
 =

1 0 0 0 0 · · ·
0 ξ1 0 0 0 · · ·
0 ξ2
1
2!ξ
2
1 0 0 · · ·
0 ξ3 ξ1ξ2
1
3! 0 · · ·
0 ξ4
1
2!ξ
2
2 + ξ1ξ3
1
2!ε
2
1ξ2
1
4!ξ
4
1 · · ·
...
...
...
...
... · · ·


N(ξ0)N ′(ξ0)N ′′(ξ0)N ′′′(ξ0)
N (iv)(ξ0)
...

(25)
where
Nn(ξ0) = N (n) ξ0 + ∞
m=1
ξmpm|p=0

, n = 0, 1, 2, . . . . (26)
It is to be noted that other terms can be generated in a similar manner. For more details see [34].
Assume now that n ≤ α < n+ 1, n ≥ 1. Therefore, we have
dn
dtn

(ξ0(x¯, t))
(α−n)
t
(ξ1(x¯, t))
(α−n)
t
...
(ξj−1(x¯, t))(α−n)t
 = −L{P∗} − Q ∗ + R∗. (27)
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Hence, ξi(x¯, t), i = 0, 1, 2, . . . , j+ 1, is obtained in the following form:

ξ0(x¯, t)
ξ1(x¯, t)
...
ξj−1(x¯, t)
 = Iαt

−L{P∗} − Q ∗ + R∗ + I−nt

n−1
k=0
tk
k! (ξ0(0¯, 0))
(k)
t
n−1
k=0
tk
k! (ξ1(0¯, 0))
(k)
t
...
n−1
k=0
tk
k! (ξj−1(0¯, 0))
(k)
t


. (28)
Consequently, we approximate the solution ξ(x¯, t) by the truncated series
φk(x¯, t) =
j−1
k=0
ξk(x¯, t) and lim
k→∞φk(x¯, t) = ξ(x¯, t). (29)
3.1. The main theorems
Theorem 3.1.1. Consider the following equation where y(α) is the Jumarie fractional derivative:
y(α)(x) = f (x), y(a) = ya, 0 < α < 1. (30)
The general solution of Eq. (30) is equivalent to the Volterra integral equation in the following form:
y(x) = ya + 1
0(α)
 x
a
(x− ε)α−1f (ε)dε. (31)
Proof. See [30,31,33]. 
Lemma 3.1.1. Eq. (31) is weakly singular if 0 < α < 1 and is regular if α ≥ 1.
Proof. See [35]. 
Theorem 3.1.2. Consider the fractional differential equation in the following form:
y(α)(x) = f (x)y+ g(x), y(0) = y0, 0 < α < 1. (32)
The general solution of Eq. (32) is
y(x) = Eα
 x
0
f (u)(du)α

y0 + 1
0(α + 1)
 x
0
g(ε)

Eα
 ε
0
f (u)(du)α
−1
(dε)α

, (33)
where Eα is the Mittag-Leffler function Eα(z) with α ∈ ℜ which is defined by the following series representation, valid in the
whole complex plane [31]:
Eα(z) =
∞
k=0
zk
0(αk+ 1) , z ∈ C (34)
and y(α) is the Jumarie fractional derivative.
Proof. See [33]. 
4. Solitary pattern solutions for NFZK equations
The Zakharov–Kuznetsov equation is one of twowell-studied canonical two-dimensional extensions of the Korteweg–de
Vries equation, the other being the Kadomtsev–Petviashvilli equation. In contrast to the Kadomtsev–Petviashvilli equation,
the Zakharov–Kuznetsov equation has so far never been derived in a geophysical fluid dynamics context. Whereas
the Kadomtsev–Petviashvilli equation is valid in isotropic situations, the Zakharov–Kuznetsov equation is valid in an
anisotropic setting which is exactly the case found for rotating fluids where the differential latitudinal dependence of
the rotation rate causes anisotropy between the meridional and the longitudinal directions. Moreover, in contrast to the
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Kadomtsev–Petviashvilli equation, the Zakharov–Kuznetsov equation supports stable lump solitary waves. This makes the
Zakharov–Kuznetsov equation a very attractive model equation for use in the study of vortices in geophysical flows [27].
The fractional Zakharov–Kuznetsov equation is considered as an extension of Zakharov–Kuznetsov equation. In this section,
wewill implement the HPM to construct solutions for compact structures of NFZK equations. In all cases we select the initial
solution as ξ0(t, x, y) = ξ(0, x, y).
Case 1. Consider the NFZK(2, 2, 2) of the form
Dα∗tξ(t, x, y)+
∂
∂x
(ξ(t, x, y))2 + 1
8
∂3
∂x3
(ξ(t, x, y))2 + 1
8
∂3
∂y2∂x
(ξ(t, x, y))2 = 0, 0 < α ≤ 1,
ξ(0, x, y) = 4
3
c sin h2(x+ y),
(35)
where c is an arbitrary constant.
In order to generate the necessary data, a homotopy can be readily constructed as follows:
Dα∗tξ(t, x, y)+ p

∂
∂x
(ξ(t, x, y))2 + 1
8
∂3
∂x3
(ξ(t, x, y))2 + 1
8
∂3
∂y2∂x
(ξ(t, x, y))2

= 0, p ∈ [0, 1]. (36)
On the basis of the homotopy perturbation method, we can obtain a series of equations of the form
Dα∗tξ0(t, x, y) = 0,
Dα∗tξ1(t, x, y) = −
∂
∂x
(ξ0(t, x, y))2 − 18
∂3
∂x3
(ξ0(t, x, y))2 − 18
∂3
∂y2∂x
(ξ0(t, x, y))2, (37)
Dα∗tξ2(t, x, y) = −
∂
∂x
(2ξ0(t, x, y)ξ1(t, x, y))− 18
∂3
∂x3
(2ξ0(t, x, y)ξ1(t, x, y))− 18
∂3
∂y2∂x
(2ξ0(t, x, y)ξ1(t, x, y)),
....
Hence, the first few terms of the HPM can be given by
ξ0(t, x, y) = 43 c sin h
2(x+ y),
ξ1(t, x, y) = 649 c
2 cos h(x+ y) sin h(x+ y) t
α
0(α + 1) −
80
9
c2 cos h(2(x+ y)) sin h(2(x+ y)) t
α
0(α + 1) , (38)
ξ2(t, x, y) = 64c
2 sin h(2(x+ y))tα
9α0(α)
− 80c
2 sin h(4(x+ y))tα
9α0(α)
+ 832c
3 cos h(2(x+ y))t2α
27α0(α)0(α + 1)
− 4480c
3 cos h(4(x+ y))t2α
27α0(α)0(α + 1) +
1600c3 cos h(6(x+ y))t2α
9α0(α)0(α + 1) ,
....
Consequently, the solution ξ(t, x, y) is
ξ(t, x, y) = ξ0(t, x, y)+ ξ1(t, x, y)+ ξ2(t, x, y)+ · · · . (39)
Now, consider the NFZK(2, 2, 2) for α = 1. In this case, we have
∂
∂t
ξ(t, x, y)+ ∂
∂x
(ξ(t, x, y))2 + 1
8
∂3
∂x3
(ξ(t, x, y))2 + 1
8
∂3
∂y2∂x
(ξ(t, x, y))2 = 0,
ξ(0, x, y) = 4
3
c sin h2(x+ y).
(40)
By the same manipulation as in (36), we have
∂
∂t
ξ(t, x, y)+ p

∂
∂x
(ξ(t, x, y))2 + 1
8
∂3
∂x3
(ξ(t, x, y))2 + 1
8
∂3
∂y2∂x
(ξ(t, x, y))2

= 0, p ∈ [0, 1]. (41)
Consequently, as a direct consequence of (28) we obtain
ξ0(t, x, y) = 43 c sin h
2(x+ y),
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Fig. 1. Numerical convergence of the exact solution and the HPM solution.
ξ1(t, x, y) = −
 t
0

∂
∂x
(ξ0(t, x, y))2 + 18
∂3
∂x3
(ξ0(t, x, y))2 + 18
∂3
∂y2∂x
(ξ0(t, x, y))2

dt, (42)
ξ2(t, x, y) = −
 t
0

∂
∂x
(2ξ0(t, x, y)ξ1(t, x, y))+ 18
∂3
∂x3
(2ξ0(t, x, y)ξ1(t, x, y))
+ 1
8
∂3
∂y2∂x
(2ξ0(t, x, y)ξ1(t, x, y))

dt,
ξ3(t, x, y) = −
 t
0

∂
∂x
(2ξ0(t, x, y)ξ2(t, x, y)+ (ξ1(t, x, y))2)+ 18
∂3
∂y2∂x
(2ξ0(t, x, y)ξ2(t, x, y)
+ (ξ1(t, x, y))2)dt + 18
∂3
∂x3
(2ξ0(t, x, y)ξ2(t, x, y)+ (ξ1(t, x, y))2)

,
....
Hence, the first few components are obtained in the following form:
ξ0(t, x, y) = 43 c sin h
2(x+ y),
ξ1(t, x, y) = −83 c
2t sin h(x+ y) cos h(x+ y),
ξ2(t, x, y) = 43 c
3t2(sin h2(x+ y)+ cos h2(x+ y)),
ξ3(t, x, y) = −169 c
4t2 sin h(x+ y) cos h(x+ y), (43)
ξ4(t, x, y) = 49 c
5t4(sin h2(x+ y)+ cos h2(x+ y)),
ξ5(t, x, y) = −1645 c
6t5 sin h(x+ y) cos h(x+ y),
....
4.1. Convergence analysis
By using Taylor series in (43), the solution in series form is given by
ξ(t, x, y) = 4
3
c sin h2(x+ y− ct). (44)
Remark 4.1. The exact solution of Eq. (40) for α = 1was derived in [29], which is in full agreement with the result obtained
in Eq. (44).
Fig. 1 shows the two-dimensional plot obtained using three iterations of the HPMwhich is in close agreementwith the exact
solution of Eq. (35) when α = 1, 0 ≤ x ≤ 3, y = 1, t = 3 and c = 0.001.
Table 1 shows the approximate solutions for Eq. (35) obtained for different values of α, t, x and y using the HPM when
c = 0.001. From the numerical results in Table 1, it is clear that the approximate solutions are in close agreement with the
exact solutions, when α = 1.
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Table 1
Approximate solution for Eq. (35) obtained using the HPM.
t x y α = 0.5 α = 0.75 α = 1 Exact (α = 1) Error (α = 1)
0.1 0.1 0.2 0.000121708 0.000122597 0.000123106 0.000123559 0.0000004530
0.2 0.3 0.4 0.007491360 0.000755687 0.000760256 0.000766758 0.0000065018
0.3 0.5 0.6 0.002257600 0.002294790 0.002323920 0.002376820 0.0000529000
0.4 0.7 0.8 0.005156930 0.005571430 0.005739280 0.006039770 0.0003004900
0.5 0.9 1 0.001125100 0.012553900 0.013559500 0.014226300 0.0006668000
Case 2. Consider the NFZK(3, 3, 3) of the form
Dα∗tξ(t, x, y)+
∂
∂x
(ξ(t, x, y))3 + 2 ∂
3
∂x3
(ξ(t, x, y))3 + 2 ∂
3
∂y2∂x
(ξ(t, x, y))3 = 0, 0 < α ≤ 1,
ξ(0, x, y) = 3
2
c sin h

1
6
(x+ y)

, c ∈ ℜ.
(45)
To solve Eq. (45) we construct the following homotopy:
Dα∗tξ(t, x, y)+ p
∂
∂x
(ξ(t, x, y))3 + 2 ∂
3
∂x3
(ξ(t, x, y))3 + 2 ∂
3
∂y2∂x
(ξ(t, x, y))3 = 0, p ∈ [0, 1]. (46)
Consequently, we will set
ξ0(t, x, y) = 32 c sin h

x+ y
6

,
ξ1(t, x, y) = 21c
3 cos h
 x+y
6

tα
160(α + 1) −
27c3 cos h
 x+yr
6

cos h
 x+y
3

tα
160(α + 1) , (47)
ξ2(t, x, y) = 45c
3 cos h
 x+y
6

tα
320(α + 1) −
81c3 cos h
 x+y
2

tα
320(α + 1) +
105c5 sin h
 x+y
6

t2α
2560(α + 1)2
+
2295c5 sin h

5(x+y)
6

t2α
5120(α + 1)2 −
1863c5 sin h
 x+y
2

t2α
5120(α + 1)2 ,
....
Hence, the solution ξ(t, x, y) is
ξ(t, x, y) =
∞
i=0
ξi(t, x, y). (48)
Remark 4.2. The exact solution of Eq. (45) for α = 1, and subject to the initial condition
ξ(0, x, y) = 3
2
c sin h

1
6
(x+ y)

, (49)
was derived in [29], and is given by
ξ(t, x, y) = 3
2
c sin h

1
6
(x+ y− ct)

. (50)
Remark 4.3. According to (39) and (48), the results reveal that:
1. The solutions continuously depend on the fractional derivatives. For example see Table 1.
2. The stability and convergence of the method for specific α are apparent. For further information related to this subject
see [32].
Fig. 2 shows the two-dimensional plot obtained using three iterations of the HPMwhich is in close agreementwith the exact
solution of Eq. (45) when α = 1, 0 ≤ x ≤ 3, y = 1, t = 4 and c = 0.001.
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Fig. 2. Numerical convergence of the exact solution and the HPM solution.
5. Discussion and conclusions
The basic aim of this study was to extend the works on the solitary patterns for the Zakharov–Kuznetsov equations
with fully nonlinear dispersion. In this work, we extend the analysis of Refs. [29,28] and consider the Zakharov–Kuznetsov
equations with coordinate derivatives of non-integer order 0 < α ≤ 1. These derivatives are defined in the form of
the Jumarie sense and provide more accurate models for systems under consideration and describe the characteristics of
the phenomena very well. The results obtained clearly demonstrate the effect of the purely nonlinear dispersion and the
qualitative changemade in the genuinely nonlinear phenomenon. Moreover, our findings show that the proposed approach
is a very significant tool for finding the solitary solutions for various nonlinear equations, yields a rapid convergence of the
solution series to accurate solutions and provides the solutions in terms of convergent series with easy components in a
direct way without using linearization, perturbation or restrictive assumptions (see Figs. 1 and 2 and Table 1).
Note:Mathematica has been used for programming and computations in this work.
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