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A model for structured document retrieval:
empirical investigations
Mounia Lalmas Ian Ruthven
University of Glasgow
Abstract
Documents often display a structure, e.g., several sections, each with several sub-
sections and so on. Taking into account the structure of a document allows the retrieval
process to focus on those parts of the document that are most relevant to an information
need. In previous work, we developed a model for the representation and the retrieval
of structured documents. This paper reports the first experimental study of the effec-
tiveness and applicability of the model.
1 Introduction
In traditional information retrieval (IR), a document is considered as an atomic entity that
is represented and retrieved as a whole by the system, and is presented to the user as a
query result. Documents, then, constitute the basic information units on which IR systems
are based. However, documents often display a structure, for example determined by the
author. For instance, a document may have several sections, each with several sub-sections
and so on. With a structured document, the representable, and consequently retrievable
units, should be the document components instead of the document because often only parts
of the document are relevant to an information need, and hence should be returned to the
user. Moreover, the representation of a structured document must allow for the retrieval
process to return aggregated components, e.g., a section, a set of sections, or all sections of
the document that are relevant to a query, instead of delivering the whole document.
The requirements for representing and retrieving structured documents have been studied in
[CMF96], and were the basis of a model proposed in [Lal97]. The theory used to build the
model was Dempster-Shafer’s (D-S) Theory of Evidence [Sha76] which provides a sound,
formal framework for considering the intrinsic uncertainty of the representation of docu-
ments and the retrieval process. Furthermore, the theory provides an aggregation operator,
Dempster’s combination rule, that allows the expression of the representation and the un-
certainty of aggregated components.
In [Lal97], we demonstrated the relationships between the requirements of a model for the
representation and the retrieval of structured documents and some of the functions offered by
D-S theory. We described the model based on the theory, and we showed that the model ap-
propriately provides for: (i) representing individual and aggregated document components,
and the uncertainty of their representation; (ii) calculating the relevance of a document or
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document component to a query; and (iii) retrieving document components that are most
relevant to a particular information need.
The next step is to study the effectiveness and applicability of our model. In particular we are
interested in: (i) how well does the model capture the relevance of individual components?
(ii) does Dempster’s combination rule model aggregation appropriately with respect to the
representation of document components? and (iii) what are the experimental behaviours of
the criteria used to select the relevant document components?
To investigate these issues, an implementation and an evaluation of the model were per-
formed. The aim of this paper is to report our initial investigations in implementing and
evaluating our model. At this early stage, we concentrated on two specific tasks:
(i) Implementation of basic features of the model: We discuss some of the problems
in adapting D-S theory of evidence to IR, in particular the difficulties in defining the
notion of uncommitted belief. This leads to a basic implementation that allows us to
investigate a primitive version of our model but does give a good understanding of
how the model could behave in practice.
(ii) Design of an evaluation method for structured document retrieval: Most methods
used to evaluate the effectiveness of IR models are based on non-structured document
retrieval. It was therefore necessary to develop a method to carry out our investiga-
tions. We present an evaluation method for structured document retrieval that allows
the examination of the behaviour of our model under varying conditions.
The paper is organised as follows: We outline the main concepts of D-S theory of evidence
in section 2. We give an overview of the model in section 3. We describe the implementation
of the basic features of our model and discuss the problems encountered in section 4. We
explain the design of our evaluation method in section 5 and we report our experiments in
section 6. The results and their analysis are discussed in section 7. We finish with some
thought for future work in section 8, and conclude in section 9.
2 Dempster-Shafer’s Theory of Evidence
The following explanation of Dempster-Shafer’s Theory of Evidence is based on IR. A more
general view can be found in [Sha76]. D-S theory is based on the view that propositions are
represented as subsets of a given set. Assume that we have a set   of indexing elements
(e.g., terms, phrases, etc.). This set is referred to as a frame of discernment. The powerset of
 
, 
 
, defines a set of potentially overlapping sets, 
		 . Example of propositions
are: “  is relevant to a query”, or “  indexes the document”.
Evidence can be associated with subsets of    . This evidence is assigned to each subset
(proposition) to express the evidence that it is observed or discerned. The evidence is com-
puted based on a density function    ﬁﬀ 	ﬃﬂﬃ called a basic probability assignment
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(bpa):
 
	 and 

 
Any  such that  	 is called a focal element. Each source of evidence (e.g., tra-
ditional weighting scheme or user evidence) may define a different set of focal elements,
referred to as a body of evidence. Given a body of evidence, the total belief in any set  is
found from the sum of all its subsets. This defines a belief function ﬀﬂﬁﬃ! #"$&% '(	*)+-, :
.ﬂﬁ


/
0
 


.ﬂﬁ
 is the total belief committed to A, that is, the total positive effect the body of evi-
dence has on the truth being in  . For sets composed of a single element, .ﬂﬁ 12 will equal
 
.
D-S theory has an operation, Dempster’s rule of combination, for the combination of evi-
dence from a variety of sources. This rule aggregates two bodies of evidence defined within
the same frame of discernment into one body of evidence. More precisely, it computes
a measure of agreement between two bodies of evidence concerning various propositions
discerned from a common frame of discernment. Let  43 and  65 be two bpas associated
to two bodies of evidence defined in " . The new body of evidence is defined by the bpa
 78 43:9; 65 as follows:
 < 43:9= 65>12@?
/ACBED

 43F

HG4 65>1Iﬀ
?
/A>BKJD*L
 43-

MG4 65>IN
3 The model for structured document retrieval
In this work, the structure of a document corresponds to a tree whose nodes are the com-
ponents of the document (e.g., chapters, sections, etc.) and whose edges represent the com-
position relationship (e.g., a chapter contains several sections). The root node of the tree
embodies the whole document, and the leaf nodes comprise the raw content of the docu-
ment (e.g., a text, an image, etc.). A leaf node can be at any granularity, e.g., single term,
phrase, sentence, etc. Any non-leaf node is referred to as an aggregated component (the root
node included), and its information content is defined by the aggregation of its components.
The model does not place any restrictions on the location of relevant components within a
document; that is, the relevance of a document component is only dependent on the number
and relevance of its sub-components, not the order in which they appear.
Next, we describe the model developed for the representation and retrieval of structured
documents: the representation (section 3.1) and retrieval (section 3.2) of structured docu-
ments1.
1See [CMF96, Lal97] for the complete description. Also, the reader should refer to these papers to obtain
explanations for any of the modelling decisions.
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3.1 Representing structured documents
In the model, the information content of a component   is represented by a body of evidence
defined on a frame of discernment  . This frame is defined as a set of indexing terms2. The
focal elements define the propositions (a set of terms) describing the information content of
the component   . A bpa  expresses the uncertainty attached to these propositions. For
any focal element  , 
	 is the belief that the set of terms in  is a good representation
of the information content of the component   .
The computation of the focal elements and their associated bpa depends on whether the
component is a leaf or aggregated. For a leaf component, the two entities are defined from
the indexing process, whereas for an aggregated component, they are determined from the
application of Dempster’s combination rule. More precisely, let   be an aggregated com-
ponent, and let    be its sub-components, where each   is defined by a body of
evidence with bpa  , for ﬀ ﬁﬂ . The body of evidence associated to the component
  is defined with the bpa ﬃ! ﬁ"$###"%'& .
In [Lal97], we show that it was necessary to assign a belief to the frame of discernment, and
this to each leaf component. This is so that any proposition discerned by a leaf component
remains discerned when the component is combined with other components to form aggre-
gated components3. That is, the frame of discernment constitutes itself a focal element. By
having the frame itself as a focal element, the case where some beliefs remain uncommitted
can be captured. In the context of IR, uncommitted beliefs may be used to represent the
uncertainty (overall ignorance) associated to the indexing of a component.
3.2 Retrieval of structured documents
With structured documents, retrieving a leaf component means that only the component is
relevant to the information need, whereas retrieving an aggregated component means that
all its sub-components are relevant to the information need4. Furthermore, several related
components may be retrieved in response to a query. In this case, the adopted approach
is to retrieve the component deeper in the structure. This choice corresponds to the most
specific component of the document that satisfies the information need, but which remains
exhaustive to the information need5. Therefore, the retrieval of structured document needs to
cater for the following: to express the relevance of a document component to an information
need, and to focus on those parts of the document that are most relevant to an information
need. The model uses the criteria of specificity and exhaustivity for this effect.
2This is not specific to the model; the frame may be defined as a set of phrases, logical formulae or any
other indexing features.
3This behaviour is not specific to the way Dempster’s combination rule is used, and has been well acknowl-
edged.
4In the latter case, only the aggregated component could be displayed to the user and then constitutes an
access point from where the user can decide to browse the structure if needed.
5We recall that a document is specific to a query if all its information content concerns the query; a docu-
ment is exhaustive to the query if the document contains all the information required by the query.
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We represent an information need by a set of terms
 
. Let  be a document component with
bpa  . The relevance of this component to the query is expressed by:
	


 




	


 
captures relevance because it is based on all terms sets defining the information
content of the component  that are included in the query set. It also takes into account the
beliefs associated to these sets.
Documents are first fetched based on the exhaustivity criterion. These are any document
whose root component  is such that
	


 ﬁﬀﬃﬂ
since there exists at least a set of terms
that is part of the query set. It was shown in [Lal97] that any root component  such that
	


  ﬂ
is not exhaustive to the query, and hence neither of its sub-components.
A fetched root component  may not be the most specific to the query
 
. All the components
that constitute the document with root  are browsed based on the specificity criteria. In each
branch6, the most specific component to the query
 
is the component "! with the highest
	
#$

 
. The reason is that if all the terms discerned are included in the query set, then all
the component’s information content concerns the query, and vice versa.
With the above strategy, two components may be related (i.e., belong to the same branch).
In this case, the component with the higher relevance is retrieved since it corresponds to
the most specific to the query. If the components have the same relevance, the component
deeper in the structure is retrieved.
4 Implementation of the basic features of the model
In the previous section, we presented a model for the representation and retrieval of struc-
tured documents. The next step is to provide an implementation of the model to investigate
its effectiveness and applicability. In particular, we want to provide answers to the fol-
lowing three questions: (i) does the belief function model appropriately the relevance of a
document component to a query? (ii) does the Dempster combination rule model aggrega-
tion appropriately with respect to the representation of documents? (iii) is our expression
of exhaustivity and specificity adequate; in other words does it allow the retrieval of those
document components that are most specific to the query?
To answer those questions, we must implement the basic features of our model. Four steps
are required: choosing the frame of discernment and focal elements (section 4.1), selecting
how to assign evidence for each focal element (section 4.2), computing the uncommitted
belief for each document component (section 4.3), and deciding how to combine evidence
for each proposition (section 4.4).
6A branch is used to refer to the related components starting from the root component, and ending with a
leaf component, all organised along one ”line” of the document structure.
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4.1 Frame of discernment and focal elements
Other major investigations in the use of D-S to model IR, e.g. [SH93, dSM93], have re-
lied on external knowledge representation such as thesauri, to define how elements interact,
and none have been applied to structured documents and very few have been implemented.
Therefore it is difficult to know how D-S theory behaves in practice. This work starts at a
very basic level to provide an experimental underpinning to more complex representational
techniques. Therefore, the frame of discernment is taken to be the set of indexing terms.
The focal elements, then, correspond to the terms used to index document components, and
the frame itself (the set of all indexing terms).
4.2 Assigning evidence
Let   be a document component with bpa  . The computation of  associated to each
document component presented major problems. None of the formulations we proposed,
[RL97], led to a belief function that models appropriately the relevance of a document com-
ponent to a query. This is due to the fact that a bpa must be normalised: the sum of the bpa
over all subsets of  should equal 1; i.e. all the documents should have an equal sum. For
example, we carried out some experiments, reported separately in [RL97], on non-structured
documents normalising each term according to the following formula7:

	

if   
ﬀ
ﬁﬂﬀﬃ

 !ﬀ
if    "
where #$%
	 is &('*)+
	 or 
),%
	.-/&('*)+
	 weighting functions [vR79], and     means that
the term  occurs in the document component   . The results showed very low effectiveness.
This is because the normalisation tends to give a higher weight to a term appearing in a short
document than a long document. The issue of normalising is an important and controversial
issue in D-S theory. Similar counter-intuitive results have also been found in other D-S
applications (e.g., [Zad96]), and other IR theories (e.g., [CRSvR95]).
As a consequence, we did not normalise the weights. The assignment of bpa  to each
focal element of a component   was calculated as follows: %
	0#$%
	 where #1%
	 is
defined as above.
4.3 Uncommitted beliefs
We also investigated the estimation of the uncommitted beliefs. For example, we tried the
following formulation: 2
4365
%
	+7
2
43

%
	
7For simplicity of notation, we write 8:9<;>=@? instead of 8.9
;AB=(CD? .
Lalmas, Ruthven
The results, also reported in [RL97], showed very low effectiveness. This is because, as
for normalisation, a short document tends to have larger uncommitted belief than a long
document. As a consequence, we did not consider at this stage uncommitted beliefs. This
has some consequences which are discussed in the next section.
4.4 Representing aggregated component
The representation of the aggregated components is a direct application of Dempster’s com-
bination rule. Let us suppose that we have two components (sub-documents)   and   with
respective bpas   and   . Suppose that the uncommitted belief is for each bpa respectively
 and  . Then the bpa associated to the aggregated component is:
	
 














 if ﬁﬀﬂﬃ  and ﬁﬀﬂﬃ  
	


!

	


!#"$	


!
&%

"$	


!
&%
 if  ﬂﬃ  and  ﬂﬃ  
	


!
&%
 if  ﬂﬃ  and ﬁﬀﬂﬃ  
	


!
&%
 if ﬁﬀﬂﬃ  and  ﬂﬃ  
%

&%
 the uncommitted belief '
where ( is defined as follows:
(*) +
,.-
/021
and ,.-/3054

3687:9<;

=6>7:9
However, since we did not take into account the uncommitted beliefs (see previous section),
the formula that we used instead is8:
	











 if <ﬀﬂ?ﬃ  and @ﬀﬂAﬃ  
	


#"B	


! if  ﬂ?ﬃ  and  ﬂAﬃ  
	


 if  ﬂ?ﬃ  and @ﬀﬂAﬃ   
	


 if <ﬀﬂ?ﬃ  and  ﬂAﬃ  '
Two consequences arise with the use of the above formula as the aggregation function.
First, it is always the case that an aggregated component has a higher relevance than its in-
dividual sub-components. Therefore, we cannot determine whether our specificity criterion
is valid or not. Second, the aggregation function is different to that defined by Dempster’s
combination rule, and hence the conclusions drawn from the experimental results may not
be applicable to Dempster’s combination rule. However, as reported in section 7, we can
derive some preliminary conclusions on the effectiveness of our model.
5 Design of evaluation method
In this section we detail our evaluation method for assessing the performance of our model.
As mentioned in the previous section our implementation uses a primitive version of Demp-
8It is was not possible to simply have CEDGF$CIHJFBK because very few terms will have non-null weights in
the aggregated component (see section 3.1).
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ster’s combination rule but it does allow us to perform a first stage in the evaluation of our
model. This section is structured as follows: first we describe the need for a new evaluation
method for structured document retrieval, then we describe our approach to this problem.
In IR, the effectiveness of a model is evaluated by testing the model implemented on stan-
dard test collections. These consist of queries, documents, and relevance judgements. To
evaluate a structured document retrieval model, one would require a number of test collec-
tions, each with relevance assessments for whole documents and each document component.
There are two current problems with this approach. First only one collection of this type ex-
ists, and this collection is not freely available. Secondly, any experimental validation would
require an evaluation of a model’s performance over a number of collections.
Our alternative approach is to generate artificial test collections based on existing test col-
lections. There are two main advantages in using this methodology: first, we can create any
number of test collections, and secondly we can investigate the performance of our model
on retrieval effectiveness by varying the relative similarity of the document components. We
do not want simply to test how well our technique targets relevant components but we also
want to investigate how retrieval effectiveness changes depending on the relative relevance
of different components. This “relativeness” must be made explicit somehow.
We constructed a set of test collections, each based on the standard Cranfield and Cacm
collections. In each collection, each document
 
was combined with another document
 
to form a pseudo-structured document   . The combination criterion was different for each
test collection, and reflected the similarity between
 
and
 
:
 collection one: each document in the collection was combined with the document
most similar to it. The document-document similarity was calculated using the cosine
similarity measure. This simulates the case where each pseudo-structured document
is composed of two sub-components about the same topic.
 collection two: each document in the collection was combined with the document
that is the most different to it with at least one term in common. The dissimilarity was
also calculated using the cosine measure. This simulates the case where the two sub-
components of a document are on different topics (e.g., two articles in a newspaper).
Collections three and four are more specialised:
 collection three: for each query:
– for each relevant document   (as given by the relevance judgements accompa-
nying the test collection),   is the relevant document most similar to   ; and
– for each retrieved, non-relevant document   ,   is the retrieved, non-relevant
document most similar to
 
.
In this case, each pseudo-structured document is composed by adding more relevant
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information to an already relevant component9. Collection one combines documents
according to similarity, whereas this case combines documents according to similarity
and relevance. The sub-components of each relevant document is relevant (see section
7 for more explanation on how this is useful). Note that this gives a different collection
for each query.
  collection four: for each query, for each retrieved document  ,  is the retrieved
document most similar to  . This also gives a different collection for each query.
Collection one matched documents over the whole collection, and collection three
only matched documents over the relevant set. This case is to ensure that any re-
sults obtained from collection three are not due to the document-document similarity
measure being over the relevant documents rather than the whole collection.
The four collection types described here differ in the level of similarity between  and  ,
from a minimal overlap (collection two), through similar (collection one) to similar and
relevant (collection three). Each of the four collection types contain the same number of
documents as the original collections. The constructed collections are intended as a means
of comparing the performance of the aggregation function against standard retrieval. There
still remains the question of how we decide whether a structured document is relevant or not.
In order to directly compare the retrieval effectiveness, we regard a structured document

as relevant if

is relevant. This means that the structured document collections have the
same number of relevance assessments for each query as the original collections.
At present the set-up is intended to provide an investigation into the performance of a basic
implementation of the model on extreme examples of structured document collections. For
example, we would expect the collection two results from a collection of structured docu-
ments whose components were very different in content. It is also intended as a means of
testing whether describing a document as the composition of its components is appropriate
for information retrieval.
6 Experiments
Our experiments are designed to investigate the effectiveness of the model in retrieving
either sub-components or whole documents. We have based our experiments on three cases:
  Case one: Using the  	 weighting scheme on the Cacm collection.
  Case two: Using the  	 weighting scheme on the Cranfield collection.
  Case three: Using the 
   	 weighting scheme on the Cacm collection. The

	
weighting scheme does not take into account document length, only the weights
9We are not suggesting that the material in this pseudo-structured document is coherent, or that it would be
assessed relevant if presented to the user, only that it is combined of two assessed relevant documents.
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attached to the terms. The  	 scheme takes into account the number of times
a term appears relative to the number of terms in the document. This case, then, is
to test whether the aggregation operator is affected by the different weighting scheme
used.
For each query and for each collection we scored the three components of each pseudo-
structured document (the document 
 , and each of its sub-components 
 and  ). The
score of sub-components 
 and  were calculated using the belief function (section 3.2)
based on the  	 or  	 weighting schemes (section 4.2). The score of the structured
document 
 was calculated using the belief function on the weights of the terms in the
aggregated document (section 4.4).
7 Results and analysis
The experiments described in the previous section allow us to construct recall precision
(RP) graphs for each of our three cases and for each collection type described in section 5.
As mentioned in section 5, the structured document collections contain the same number of
documents as the collections from which they were derived.
Figures 1, and 2 summarise our results. For each case, we are comparing the retrieval effec-
tiveness of retrieving a sub-component against retrieving the whole document. In Figures
1 and 2, 	 	 represents the results from retrieving the sub-component 
 . This
is equivalent to standard 	 or  	 retrieval on each collection. The other four lines
represent the results from the four collections described in section 5. As we have not con-
sidered the effect of uncommitted belief so far, this is equivalent to the retrieval score of the
sub-component 
 added to the retrieval score of the sub-component  . The labels for each
line reflect the collections described in section 5.
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Figure 1: RP figures for 	 (lhs) and  	 (rhs) weighting scheme on the Cacm collection
The results using 	 scheme show that for both the Cacm and the Cranfield collections,
the poorest retrieval comes from retrieving a structured document whose components are
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on different topics. The best retrieval performance comes from retrieving a structured doc-
ument whose components are both relevant. This increase in effectiveness is particularly
noticeable when compared against the effectiveness of retrieving a document whose com-
ponents are similar (collection one) or even similar in query terms (collection four) but are
not necessarily relevant.
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Figure 2: RP figures for   weighting scheme on the Cranfield collection
As discussed in section 2, the D-S theory computes a measure of agreement between two
sources of evidence. In our work this is taken to be a measure of coherence between two
document components. As seen in our results, the similarity or coherence between the
documents is a factor in predicting whether to retrieve a document component or the whole
document.
The results from using the   	 weighting scheme suggest that using the aggregation
function at present, results are not affected by the particular weighting scheme used.
Although these results need further investigation on collections of varying size and docu-
ment length, they can be summarised as follows:

 in all cases, retrieving a document containing two relevant components is significantly
better than retrieving only one of the relevant components;

 retrieving a structured document whose components are topically similar is roughly as
effective as retrieving a structured document whose components are topically similar
as regards to a particular query;

 retrieving a structured document whose components are topically similar is about as
effective in terms of recall precision figures as retrieving a sub-component;

 retrieving a structured document whose components are topically dissimilar is never
as effective as retrieving the most relevant sub-component.
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8 Discussion and Future work
In previous work, we proposed a model for the representation and retrieval of structured doc-
uments [Lal97]. This model was expressed using Dempster-Shafer’s Theory of Evidence.
The aim of this paper was to investigate the effectiveness of our model. In particular, we
were interested in the following three issues: Issue 1: the relevance of individual compo-
nents as determined by the belief function; Issue 2: the aggregation of the representation
of components as defined by the D-S combination rule; and Issue 3: the experimental be-
haviour of the criteria used to select the relevant document components.
Due to the normalisation problem (see section 4.2 and [RL97]), the relevance of document
components as computed by the belief function (Issue 1) to queries was not adequately
captured. This must be overcome otherwise, as it is the case in the work reported in this
paper, it becomes difficult, if not impossible, to investigate the other issues 2 and 3 listed
above. Representing a document component by a body of evidence is very expressive (e.g.,
it captures incompleteness, impreciseness, uncertainty), but there are major theoretical and
implementational issues in deciding how these aspects should be captured. For example,
it is not obvious how to implement focal elements, and in particular, how to compute their
associated uncertainty. We are currently carrying two types of experiments to study how to
implement bodies of evidence as an appropriate way to represent documents:
  Type 1: We are investigating different weighting mechanisms on which to base the
bpas. This type of experiments has two aims. The first one is to ensure that the bpas
do indeed capture the beliefs associated to term sets in representing document compo-
nents. The second one is that it is necessary to study more carefully the normalisation
process as imposed by the D-S framework, so that to overcome any counter-intuitive
behaviour as those we observed while carrying out some of our initial experiments.
  Type 2: We are studying different methods that can be used to estimate the uncom-
mitted beliefs, [RL97]. So far, the different formulations that we have tried lead to
very low effectiveness. Therefore, we have ignored them in the implementation of
our model, and as a result, we cannot affirmatively conclude on the effectiveness our
model when implemented.
Regarding Issue 2, as discussed in section 4.3 and above, we did not take into account un-
committed beliefs in the implementation of our model. As a result, the aggregation operation
did not perform as well as expected. At this stage, we should not yet conclude that the ag-
gregation operation as defined in the D-S framework is not appropriate. Further experiments
(of Type 2 above) are necessary to establish this. We have however a better understanding
of the behaviour of the uncommitted belief in the context of IR modelling in the sense that
document length must be better encapsulated when computing uncommitted beliefs.
We do not have at this stage any conclusion regarding Issue 3. This is due to the fact that
as discussed in section 4.4, with the way we implemented the aggregation operation, it is
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never the case that sub-components are retrieved. Therefore, we still do not know whether
our criterion of specificity is valid or not.
9 Conclusion
Dempster-Shafer Theory of Evidence is a theory of uncertainty that captures many features
of IR (e.g., the uncertainty of indexing, the uncertainty of retrieval, and the combination
of evidence). It also allows us to assign different levels of evidence to individual elements
(e.g., indexing terms) and to their conjunction (e.g., a document, or document component).
This theory encapsulates probability theory as a special case and is hence more expressive
than probability theory.
This paper describes some initial attempts to investigate the requirements of implement-
ing an IR system for the representation and retrieval of structured documents based on D-S
theory. This investigation has highlighted some of the difficulties in successfully imple-
menting a D-S based IR system but has also shown that even such a basic implementation
does capture some intuitive aspects of structured document retrieval. In particular, we have
demonstrated that the retrieval of documents whose components are dissimilar will signifi-
cantly reduce retrieval effectiveness and that retrieval of documents whose components are
relevant will significantly increase retrieval performance.
Although it is not possible at this stage to draw clear conclusions on the effectiveness and
the applicability of our model, two major achievements arose from these initial experiments.
First, we now have a clearer understanding of the behaviour of the D-S functions in the
context of IR modelling. We can therefore accomplish in future work a more appropriate
implementation of the functions, thus allowing us to examine the effectiveness of our model.
Second, we developed a method that allowed us to investigate how retrieval effectiveness
changes depending on the relative relevance of different components (e.g., a component with
two relevant sub-components, a component with only one relevant component). Standard
IR evaluation methods would only allow us to to test how well our technique targets relevant
components.
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