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Networked virtual environments (NVEs) have become a popular
and important class of remote rendering applications. But modern
NVEs have several challenging features, including the increasing
geometric complexity and concurrent users. Existing solutions, such
as the mesh-based and video-based approaches, rely heavily on
the rendering capability of either the server or the client. Another
suitable approach is image-based rendering, but a large number of
images are not efficient to utilize. To resolve these challenges, we
propose a new and efficient image-based representation for modern
NVEs, called the sprite tree. A sprite tree organizes multiple reference
images efficiently and compactly for accelerating the rendering of
complex virtual scenes.
This thesis addresses the following problems: (i) how to represent a
complex virtual scene by a sprite tree with low redundancy; (ii) how
to render a target view efficiently by using only the sprites similar to
this view; (iii) how to assess the visual quality of the rendered target
view; and, (iv) how to predict, prefetch, and cache the sprites to be
used in the near future.
First, we introduce the basic insertion and rendering methods with
the sprite tree. We select and insert only dissimilar images based on
vii
SUMMARY
the view similarity criteria, and use only visible sprites after the frus-
tum and back-face culling to render a target view. The results show
that a sprite tree can efficiently organize the pixels from hundreds of
distinctive reference images for the rendering acceleration.
Second, we propose advanced insertion and rendering methods and
also a more efficient no-reference visual quality assessment approach
based on the sprite view similarity measure for the sprite tree. Results
show that the advanced methods largely reduce the lighting artifacts
in the rendered images, and also reduce the redundancy and the tree
size significantly with little loss of the visual quality. We also find out
that the no-reference visual quality assessment approach produces
similar measures as the full-reference approach, which means it is
useful for assessing a large number of images in real time.
Finally, we study the sprite tree in a client/server remote render-
ing system. We propose a view prediction scheme and the sprite
access probability based on the statistical analysis of user traces, in
order to predict and prefetch the sprites needed in the near future.
We also propose a sprite-based prefetching scheme that utilizes the
sprite access probability to prefetch the more likely used sprites in
the predicted views with higher priorities. The same sprite access
probability is also used to replace the least likely used sprites first.
The results show that our prefetching scheme is much more efficient
than the traditional view-based prefetching scheme.
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Networked virtual environments (NVEs) have found the way into daily life with
a number of popular applications such as multiplayer online games (e.g., World
of Warcraft 1, League of Legends 2), social virtual worlds (e.g., Second Life 3),
and virtual heritage (e.g., Google Cultural Institute 4). These modern NVEs have
exhibited several challenging features.
First, modern NVEs are displaying more and more densely distributed 3D
models. These 3D models also have increasing geometric complexity. For
example, the Lucy statue 5 has been scanned and modeled as a detailed 3D mesh
with more than 28 million polygons (see Figure 1.1b). The real-time rendering
of these models thus challenges the capabilities of graphics hardware, since the
traditional visibility culling techniques (e.g., view frustum culling) could not
reduce the rendering complexity much.
Second, modern NVEs may allow the users to create or alter the 3D models in








It is necessary to transfer these new or altered models over the network for
real-time updates, probably requiring a high bandwidth for the transmission.
For example, it requires 324.8 seconds to download the highly compressed 81.2
MB Thai Statue model 6 [79] with an average bandwidth of 2 Mbps.
(a) A snapshot in Second Life (b) Lucy statue
Figure 1.1: The left figure is a snapshot taken in Second Life. The right figure is
a 3D model named “Lucy” from the Stanford 3D Scanning Repository.
Third, modern NVEs may need to support thousands or millions of concurrent
users. For example, as a massively multiplayer online game (MMOG), League
of Legends reported over 7.5 million concurrent players during each day’s peak
play time 7. The Second Life project was motivated to scale its virtual world
to support 50-100 million concurrent users distributed in 60 million regions 8.
Figure 1.1a shows an snapshot 9 taken in Second Life.
Fourth, modern NVEs should be accessible by mobile devices. Compared with
PC machines, ordinary mobile devices are usually with small display screens,
without high-end graphics hardware, under a low bandwidth, and with limited
battery life. These devices may not be fully capable of rendering a virtual scene in







3D models over wireless networks. Take Second Life for example, it endorsed a
cloud-based solution powered by OnLive 10. A powerful cloud-based server is
used to run Second Life and stream the rendered results to the mobile devices.
As such, users can experience Second Life smoothly in full 3D on nearly any
mobile device. Unfortunately, stable bandwidth is required.
Finally, some NVEs may be copyrighted and the downloading of 3D models
in the scene is not allowed, especially when 3D printing becomes popular. For
example, a virtual museum may need to display the ancient objects in 3D without
transferring their 3D forms to the viewers over the network.
Aware of these features, we need efficient representations for showing the 3D
models in modern NVEs. The most common representation used in NVEs is
mesh-based. Mesh-based 3D models have been studied over decades and can
be rendered locally through a dedicated pipeline enhanced by the graphics
hardware. In a typical NVE system, the server transfers 3D meshes to the client
for local rendering, such that the models are shown with good visual quality
and low interaction latency. But these meshes may require a high bandwidth for
real-time downloading and sharing in NVEs due to their geometric complexity,
such as the Thai Statue model 11 as mentioned before. Without high-end graphics
hardware, mobile devices may not render them with an acceptable frame rate.
In addition, it is unsuitable to transfer the copyrighted meshes for the rendering.
Another popular representation can be categorized as video-based. In the NVEs
using this representation, the users explore the virtual scene like watching a
video remotely, since the server renders, encodes, and streams every frame
for the client in real time. The client only needs to download, decode, and
display these frames to the users. These NVEs are also known as remote rendering





devices to show the virtual world smoothly and interactively as long as they
support video decoding, which should be much less expensive than to support
mesh-based rendering, and additionally, mobile devices have H/W decoders
to help reduce the energy consumption; (ii) it requires a reasonable bandwidth
comparable to video streaming; and, (iii) it is suitable to display the copyrighted
3D models remotely, since only the rendered frames are downloaded by the client.
But the NVEs may need to be deployed with powerful remote servers like the
cloud-based servers used in OnLive 12. It may also be difficult to support millions
of concurrent users, since the servers are responsible for all of the rendering
and the downloaded video frames are usually not reusable on the client side.
Moreover, the servers could be overloaded as the rendering complexity of the
virtual scene increases.
As a compromise between the mesh-based and video-based representations, a
third representation is image-based. This representation shows the 3D models as
image samples. Unlike the video frames, these image samples can be reused to
render multiple views, since they contain some 3D information. For example, a
planar impostor [3], or called a billboard, is a texture image mapped to a simple
planar geometry such as a quadrilateral. It is much cheaper to render these
billboards than the 3D models and thus they are used to replace the models
far away from the virtual camera, e.g., a tree or a mountain. Another example
is the images with depth information, which is called the depth images. With
the depth information, pixels in one depth image can be reprojected to render
multiple views based on the 3D image warping algorithm [53, 50]. Moreover,
depth images has been shown useful in rendering the complex virtual scenes in
Second Life [81].
Accordingly, the image-based representations can be suitable for modern NVEs




easily adapt to the increasing number of 3D models in a virtual scene, since
its complexity does not depend on the scene’s geometric complexity. Second,
the downloading and sharing of image samples should require a reasonable
bandwidth comparable to video streaming because they are reusable on the client
side. Third, the same image samples can be downloaded by or shared among
the concurrent users exploring the same virtual scene, since they may share the
viewing content during the tour. Fourth, mobile devices can also access and
explore the NVEs with efficient image-based rendering algorithms [53, 50] that
should be cheaper than running through a geometry-based rendering pipeline.
Finally, the copyrighted 3D models can be shown remotely with only the image
samples downloaded.
In spite of these features, traditional image-based representations do have their
limitations in efficiency. They may need a large number of image samples [29, 12]
to show a complex virtual scene with acceptable visual quality, increasing the
memory and bandwidth requirements for exploring the NVEs. It may also
become computationally intensive if we render too many image samples at the
same time.
Therefore, this thesis proposes a new and efficient image-based representation,
named the sprite tree, for the acceleration of rendering in modern NVEs. Specifi-
cally, a sprite [63] is a group of image pixels extracted from a depth image, and a
sprite tree is an octree storing and organizing the sprites. The main intuition for
proposing the sprite tree is to efficiently organize and utilize a number of image
samples to accelerate the rendering in a complex virtual scene.
1.2 Problem Statement
Ideally, when rendering with a sprite tree, the memory and bandwidth require-
ments should be reduced, by effectively removing the visually redundant sprites
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in the tree. For rendering a target view locally, a compact set of sprites needs to
be identified and selected for the acceleration of rendering without much loss
of visual quality; and, for rendering remotely, the sprites probably used in the
near future should be prefetched and cached. For assessing the visual quality of
rendering with the sprite tree, an efficient approach is also required, especially
when no reference is available.
In this thesis, we thus answer the following questions about rendering with the
sprite tree: (i) how to represent a virtual scene by a sprite tree with as few sprites
as possible; (ii) how to render a target view efficiently with as few sprites as
possible; (iii) how to assess the visual quality of the rendered target view; and,
(iv) how to predict, prefetch, and cache the sprites to be used in the near future.
First, we investigate the structure and basic algorithms of the sprite tree, includ-
ing: (i) how to extract the sprites from a depth image (or called a reference image);
(ii) how to store the sprites in the octree for fast selection and retrieval; (iii) how
to render a target view with the sprite tree; and, (iv) how to assess the visual
quality of the rendered target view with a reference (a ground truth image).
Knowing the basics about the sprite tree, we proceed to two important issues:
selection of reference images for inserting them as sprites into a sprite tree, and
selection of sprites for rendering a target view. The two selections are closely
related in the rendering process: the first selection determines what sprites will
be available during the rendering; and, the second selection determines which
sprites will be chosen for the rendering.
Second, we investigate the selection methods for insertion and rendering on: (i)
how to insert dissimilar reference images, since similar images have much visual
redundancy; (ii) how to select visible sprites for rendering the target view; and,
(iii) whether all these visible sprites are qualified enough for the rendering to
avoid undesirable visual artifacts. We thus consider the similarity and visibility
in these two methods.
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Third, we further enhance the two selection methods by investigating: (i) how
to measure the similarity of a sprite between the perceived appearance in its
own view and that in the target view; (ii) whether this similarity measure can
help reduce the visual artifacts or not; (iii) whether this similarity measure can
help further reduce the redundancy in a sprite tree or not; and, (iv) whether
this similarity measure can help assess the visual quality of the rendered images
with no need of a reference or not. In short, we propose and apply this similarity
measure for improving the performance of rendering with the sprite tree.
Finally, we examine the sprite tree in a remote rendering scenario, by investigat-
ing: (i) what the remote rendering architecture is if using a sprite tree; (ii) how
to compress the sprites for efficient network transmission; (iii) how to model the
access probability of sprites for the prediction of future access; (iv) which sprites
should be prefetched first for the rendering on the client side; and, (v) which
sprites should be discarded when the client’s cache is full.
1.3 Technical Challenges
To address the problems stated in Section 1.2, we now describe the technical
challenges to be resolved in this thesis.
A target view can be reconstructed at the best quality if its image has been
inserted into a sprite tree. But there are too many (or potentially numerous)
target views in a virtual scene. It is undesirable to insert all of their images, since
many of them are very similar and thus visually redundant; otherwise, the sprite
tree would become too large to maintain in the memory or to transfer over the
network. As such, we need to determine whether a reference view is dissimilar
to those views already inserted before inserting it.
For the selection of sprites for rendering, those sprites containing useful infor-
mation for reconstructing the target view need to be considered. A sprite could
7
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be useful if it is visible from the target view. To select the visible sprites, we need
to apply the traditional view frustum culling and back-face culling techniques
with the sprite tree. But it may not be desirable to use all the visible sprites,
because certain visible sprites may be with the lighting conditions unsuitable
for the target view. Therefore, we need to consider both the visibility and the
lighting conditions for selecting a sprite. In other words, we are to measure the
similarity between the view of a sprite (or called the sprite view) and the target
view in terms of two factors: (i) the amount of shared scene information; and,
(ii) the consistency in the lighting conditions. We call this measure as the sprite
view similarity measure (see Section 5.2).
In order to use the sprite tree in a remote rendering system, we need to prefetch
and cache sufficient sprites for the rendering on the client side. It is different
from the selection for insertion, because we have to consider more: network
latency, bandwidth limit, and cache limit. We need to identify which sprites
are more likely used and requested by the client in the near future, and which
sprites are less likely to be reused and thus can be discarded from the cache.
But unlike 3D objects [17, 27], such information can be not predicted simply
according to the location of the sprites, due to the view-dependent nature of
sprites (see Section 6.3.2).
Finally, we need to evaluate the visual quality of the images rendered with the
sprite tree. The popular image quality metrics such as Peak Signal-to-Noise
Ratio (PSNR) and the structural similarity (SSIM) index [75] are not suitable
for 3D synthesized images [8]. There are also methods for assessing the 3D
synthesized images in real world scenes [65, 7]. We need an objective visual
quality assessment approach in a virtual scene, particularly for the images
reconstructed using the 3D image warping algorithm [53, 50]. One way is to
compare the reconstructed image with the ground truth image as a reference,
by measuring how much scene information is reconstructed. But this reference-
8
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based approach requires the ground truth image rendered with 3D models,
which could be computationally expensive and unsuitable for assessing a large
number of reconstructed images. Therefore, we also need a more efficient visual
quality assessment approach with no need of a reference.
1.4 Objectives and Contributions
This thesis aims to accelerate the rendering in networked virtual environments
with the sprite tree. The objectives of this thesis are to:
• propose the sprite tree that organizes the reference image samples as sprites
compactly and accelerates the rendering in a complex virtual scene.
• propose the insertion methods and the rendering methods of the sprite
tree based on similarity measures.
• propose both full-reference and no-reference approaches for assessing the
visual quality of the images rendered with the sprite tree.
• propose the prefetching and caching strategies for using the sprite tree in a
remote rendering scenario.
The sprite tree is a new and efficient image-based representation suitable for
real-time remote rendering systems. It could contribute to the literature of
image-based rendering and remote rendering in the following aspects.
• We propose the sprite tree that significantly accelerates the rendering of
static 3D models in a complex virtual scene. The sprite tree can efficiently
organize the pixels from hundreds of distinctive reference images for the
acceleration of rendering. We also propose the view similarity criteria to
reduce the redundancy in the sprite tree by inserting only the distinctive
reference images. Moreover, we propose to apply the traditional visibility
culling techniques with the sprite tree.
9
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• We propose the sprite view similarity measure to largely reduce the light-
ing artifacts in the rendered images, by considering both the visibility and
lighting conditions in the selection of qualified sprites for rendering. We
also use this measure to further reduce redundant sprites in the sprite tree.
• We propose a reference-based approach for objectively assessing the visual
quality of the images reconstructed by the 3D image warping algorithm [53,
50]. More importantly, we also propose a much more efficient approach for
the images rendered with the sprite tree, providing the assessment results
close to the reference-based approach with no need of a reference.
• We propose the sprite-based prefetching and caching schemes that are
much more efficient than the view-based schemes. The schemes are for
prefetching and caching the most probably used sprites in the predicted
views. We also manage to predict the target views and pre-compute the
access probabilities of sprites based on the statistical analysis of user traces.
1.5 Thesis Organization
The rest of this thesis is organized as follows. Chapter 2 presents a review
of related work on image-based rendering and remote rendering. Chapter 3
introduces the sprite tree and presents its structure, rendering pipeline, and
evaluation methodology. Chapter 4 describes the ways of inserting the reference
images into a sprite tree and rendering with the sprite tree. Chapter 5 presents the
sprite view similarity measure and its applications in rendering with the sprite
tree and visual quality assessment. Chapter 6 introduces a remote rendering
architecture for the sprite tree and presents our prefetching and caching strategies





The sprite tree is an image-based representation, suitable for local and remote
rendering. In this chapter, we will review related work in the area of image-based
rendering and remote rendering.
Section 2.1 introduces the basic concept of image-based rendering and several
popular techniques. Specifically, three popular techniques and their representa-
tions are reviewed, including image impostors, textured depth meshes and 3D
image warping. Through them, we explain both the relations and differences
between the sprite tree and existing representations, and we also point out the
reasons for proposing the sprite tree to accelerate the rendering of complex 3D
virtual scenes. Moreover, for our need to evaluate the visual quality of rendering
with the sprite tree, we review the existing work on image quality assessment
for 3D synthesized images.
Section 2.2 reviews the related work in the area of remote rendering. Three
different approaches are reviewed separately in detail, based on the type of
data that is transmitted from the server to the client. Through these approaches,
we highlight the challenges in remote rendering and explain why we use the
sprite tree for remote rendering. In addition, we also specifically review the
prefetching and caching methods in remote rendering systems.
Table 2.1 gives an overview of the related work.
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Related to Our Work Related Work Main Idea Examples
Sprites
Planar Impostors A texture mapped to a quadrilateral [46]
Billboard Clouds View-independent billboards [22]
Layered Depth Image (LDI) Depth image with multiple layers [63, 58]
Sprite Tree
Textured Depth Mesh 3D/meshed impostor [23, 31, 77, 24]
Hierarchical Image Cache Combines impostor with BSP-tree/kd-tree [64, 61, 60]
LDI Tree Combines LDIs with octree [12]
Rendering Technique 3D Image Warping Warps an image to an arbitrary view [52, 53, 50]
Remote Rendering
Mesh-Based Approach Streams 3D mesh for client-side rendering [62, 27]
Video-Based Approach Streams videos rendered by server [35, 55, 16]
Image-Based Approach Streams carefully-chosen image samples [47, 78, 50, 69]
Prefetching and Caching
View Prediction Predicts future views for prefetching [80, 17, 20, 10]
Caching of 3D Objects Caches 3D objects based on a few metrics [39, 17, 32]
Table 2.1: Overview of the related work.
2.1 Image-Based Rendering
Image-based rendering is a process of sampling and reconstruction of the world.
Since the world can be observed through light rays by eyes or cameras, image-
based rendering can be defined through the same way. Adelson and Bergen
proposed the plenoptic function [1], as a description of these light rays. It is a 7D
function, representing the light rays at every space location (Vx, Vy, Vz), towards
every possible direction (θ, φ), over any range of wavelengths λ and at any time
t (see equation 2.1).
l(7)(Vx, Vy, Vz, θ, φ,λ, t). (2.1)
By capturing an image, samples of the plenoptic function are then recorded
and used to reconstruct the world. However, pure image-based representations
usually require a huge number of image samples, such as Lumigraph [25] and
the light field [42], mosaics and panoramas [71, 72, 56, 14, 52]. In order to make
the data size manageable, a commonly-used strategy is to introduce geometry.
Such geometry could be presented in different forms, such as dense depth
maps, and mesh models. As a fact, many researchers have studied the trade-
off [33, 40] between the image and the geometry in image-based rendering. The
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research topic of this thesis also falls into this category of image-based rendering
techniques. In this section, we review several popular image-based techniques
and their associated representations that use explicit geometry as our work.
Specifically, they are 3D image warping, billboards, textured depth mesh (TDM)
and depth images, described separately in the following sections.
2.1.1 Image Impostors
Image impostors are used to replace a portion of the scene geometry with a pre-
computed image of that scene geometry. This class of impostor-based techniques
are flexible and effective for distant objects [3], non-polygonal objects such as
cloud [26], human crowds [5, 74, 34], and portals [4].
Maciel and Shirley [46] introduced the idea of planar impostors, or called bill-
board. A planar impostor is a texture mapped to a simple planar geometry,
such as a quadrilateral. One the one hand, it is easy to generate and cheap to
display. Thus it accelerates the rendering efficiently. On the other hand, such
impostor trick is easily detectable when the viewer moves around the planar
impostor; therefore, the viewer has to be constrained in a viewing cell, or the
impostors need to be updated frequently according to the viewer’s viewpoint.
Another drawback is the visibility errors due to the replacement of the actual
scene geometry by a flat polygon.
Shade et al. [64] employed image impostors in their representation called hier-
archical image cache to accelerate walkthroughs in virtual environments. Their
method caches images for nodes in a BSP-tree constructed for the scene, and
reuses these images as long as they are valid to the target view. Since the im-
postors can be sorted with the space partitioning tree, correct visibility culling
can be performed. They also proposed an error metric to quantify the difference
between the appearance of the cached impostors and the appearance of the
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corresponding geometry, so that the cached impostors can be updated when
they are found invalid according to the error metric. Schaufler et al. [61] pro-
posed a similar image cache but with a different space partitioning tree – kd-tree.
Later, Schaufler [60] improved this technique by using depth information to
address the visibility issues. But using dynamically-generated impostors in such
hierarchical structures could cause many updates when the view changes fast,
and thus the acceleration performance of the rendering may fluctuate.
Another way to tackle the visibility issue is to make image impostors view-
independent. Decoret et al. proposed billboard clouds [22]. They optimized
image impostors to a set of representative planes given a geometric error thresh-
old. But it takes long time to preprocess billboard clouds, and it requires a
significant amount of texture memory.
Our sprites are similar to image impostors, since they both have a fixed position
and orientation, and they both can be reused. But they are different in the
following aspects. First, a sprite is not rendered to a well-chosen quad plane
as textures, instead, it can be extracted from any reference image. Thus it takes
much less complexity to generate sprites than billboard clouds, and a sprite
tree can also store a number of sprites. Second, our sprite tree also works as an
image cache, but it does not need frequent dynamic updates like the hierarchical
image cache [64, 61]. The reason is that sprites are added incrementally to the
cache as long as they are distinctive, and thus more than one sprite are stored
for each node and proper selections can be done accordingly. Third, a sprite
has a depth map and is warped to the target view with correct depth instead of
texture mapping. Hence the visibility issue is resolved correctly, and the validity
of a sprite is not as limited as planar impostors or billboards. Fourth, a sprite
does not constrain the viewer to certain viewing cells like billboards, because
it can be warped to arbitrary views correctly. But we choose to constrain it to
certain views to ensure suitable lighting for the target view (see Section 5.2).
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2.1.2 Textured Depth Mesh
Textured depth meshes (TDMs) can be seen as impostors augmented with 3D
information, or called 3D impostors or meshed impostors [73]. It is a simplified
mesh of the scene from sampled depth values and mapped with detailed scene
appearance information. In other words, a TDM reduces the polygon count and
approximates the mesh data within a given tolerance. Compared to image im-
postors, TDMs offer a better reconstruction and visibility solving. As impostors,
they were often used to replace the distant geometry [2, 73].
To create a TDM, depth images are usually rendered and triangulated, resem-
bling wrapping a sheet onto the mesh, connecting disjoint objects. When the
viewer looks in-between these disjoint objects, the rubber sheet effect appears.
To address such artifacts, multi-mesh impostors (MMI) [23] managed to con-
trol the visibility errors, by generating multiple layers of textured meshes with
dynamic updates. To eliminate the visibility errors, Jeschke and Wimmer [31]
presented a new algorithm to generate a TDM with a special error bound metric.
They sampled the scene with slicing, creating a layered voxel representation.
Wilson and Manocha [77] also minimized such errors by sampling the geometry
incrementally, generating an incremental textured depth mesh (ITDMs).
Usually, generating a TDM is too slow to be done in real-time, and that is why
TDMs are usually pre-processed. In the latest work by Ghiletiuc [24], a real-
time creation of TDMs is proposed. The TDMs contain multiple layers to avoid
disocclusion errors. In their remote rendering system, the server generates
six multi-layered TDMs for a viewing cell, and transmits TDMs by small tiles
incrementally to the client. Since the TDM creation still takes a longer time than
normal image impostors, they do not create and transmit TDMs for every frame
in order to meet the real-time requirements. Instead, the TDMs are meant to be
reused on the client side.
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Both our work and TDMs are created from depth images, and both of them main-
tain rich scene information similarly to the image cache [64, 61]. The difference
is that we do not create a simplified mesh out of depth image samples. A sprite
tree preserves the original pixels and organizes them in a space partitioning tree.
The visibility resolving relies on 3D image warping, while a TDM relies on the
mesh and multiple layers. Because of the availability of the mesh structure, the
TDM is able to present details like contours better than impostors and sprites.
But for the same reason, it is not convenient or cheap to create a TDM, not to
mention all the efforts to prevent artifacts like the rubber-sheet effect and to
maintain multiple layers of meshed impostors. Moreover, most of the reviewed
work experimented with TDMs on urban scenes, which typically include build-
ings and streets. These objects usually have flat appearances, unlike plants or
sculptures. The effectiveness of TDMs on these objects with complex geometry
is not verified. By contrast, the sprite tree has no such constraints.
2.1.3 3D Image Warping
3D Image Warping [52, 53, 50] is widely adopted for image-based rendering
systems [68, 81, 70]. It is a technique of warping a reference image to an arbitrary
view, by projecting pixels on the reference image plane into the 3D space and
reprojecting them to the target image plane. The key components of 3D image
warping (3D warping or warping for short) are two reference images I1(x1) and
I2(x2) and a mapping function I1(x1)→ I2(x2).
Figure 2.1 shows two rays through the same point X from two centers of projec-
tion C1 and C2. Given the matrix mapping image coordinates to rays, the image
coordinate x1 determines a ray ~d1 = P1x1 through origin C1, likewise, x2 deter-








Figure 2.1: A point X seen from two pinhole cameras with the centers of projec-
tion C1 and C2.
mapping matrixs. As such, the following equation 2.2 can be derived.
X = C1 + α1P1x1 = C2 + α2P2x2 (2.2)
where α1 and α2 are unknown scaling factors for ~d1 and ~d2, making them coinci-
dent with X. A simplified version is shown in equation 2.3:
x2 = δ(x1)P−12 (C1 − C2) + P−12 P1x1 (2.3)
where δ(x1) is the generalized disparity term computed as dividing the focal
length with the depth of a pixel.
With 3D image warping, the image rendered from a given view v1 associated
with its depth map contains enough information to re-render adequately all
the pixels visible by v1 from a different view v2. The major problem with this
technique is that areas occluded in the original reference image but visible in
the target view will cause disocclusion errors, appearing as gaps or tears (also
called exposure gaps). To deal with occlusion problems, both splatting and
mesh are used for reconstruction [50, 49], but they are adequate only when the
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current view is close to the reference view. Since the fundamental problem
of these occlusion artifacts is the missing samples in the reference image, an
approach which provides this missing information would be able to overcome
this problem. Thus multiple reference images [50] taken from different views
are warped and composited for the same view. These reference images must be
carefully chosen [50, 29, 69, 9] so that their warped views can compensate the
missing information for each other. Relative to the above warping process, an
inverse warping process is proposed by McMillan [53]. Starting from each pixel
in the output image, it searches all the reference images to find pixels which could
be warped to the specified position. This inverse warping also reduces occlusion
artifacts but is slow. It is possible to accelerate the process by constructing a
Quadtree over the depth map [48], but the worst-case scenario is not improved
and constructing a Quadtree for each reference image is troublesome.
There is an alternative way to reduce such disocclusion errors, named the layered
depth images (LDI) [63]. LDI generalizes the depth images by associating each
pixel location with possibly several depth pixels, and it can still be warped like
a normal depth image [58]. Due to these extra layers of depth, LDI can reduce
artifacts in a single-layered depth image, but current hardware does not support
the maintenance of multiple samples along the viewing ray per pixel. Moreover,
the fixed resolution of the LDI is a limitation, because it may not be able to
provide an adequate sampling rate for all reference images. An insufficient
sampling rate will cause objects to look blurrier than they look in the reference
image with a sufficient sampling rate. To address this problem, Chang et al. [12]
proposed the LDI tree. The LDI tree organizes the LDIs into an octree structure.
Each depth pixel from a reference image is inserted into the octree node that
tightly contains its 3D location. As each octree node is a 3D cube, the pixel is
warped to the cube face closest to its orientation and given another depth value
(within the cube). Moreover, coarser versions of the pixel are also added to
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the parent octree nodes to get a multiresolution representation. Max [51] used
a similar hierarchical rendering method with the Pre-computed Multi-Layer
Z-Buffers. The hierarchy is built into the model, and his goal is high quality
anti-aliasing, different from the goals of the LDI and the LDI tree.
Relations to Our Work
Our work is more related to this category of image-based rendering techniques.
We adopt 3D image warping and sprites which are extracted from depth images.
We now highlight the relations and differences of our work compared to the LDI
and the LDI tree.
A sprite is between an image and a pixel, which are all single-layered. After being
organized based on octree leaf nodes, sprites within the same node could be
seen as different layers of pixels sampled from different views for the geometry
inside the node, which resembles LDI. Figure 2.2 illustrates the relations between
sprites and an LDI, by showing two sprites and their corresponding LDI. In
this node (the cube as its bounding box), there are two sprites stored, one
with 9 pixels (in red and facing 45◦ to the left cube face) and the other with 4
pixels (in blue and facing 30◦ to the left cube face). These sprite pixels are view
dependent and grouped together in an array. Differently, for an LDI, pixels
are orthographically projected onto the axis-aligned plane of its bounding box
with the closest orientation (as the projection shown in the figure). Only the
projected pixel and its depth are stored in an LDI. Once projected, a pixel cannot
be traced back to the view it originates from. Additionally, pixels projected
to the same LDI grid location and also from the same surface can be merged
as one, eliminating redundant samples. As a comparison, redundant samples
among sprites could not be removed in this way. Instead, we choose to reduce
redundancy from the source, and hence only dissimilar images are inserted (see
Section 4.2.2); and to push it further, we also propose to insert dissimilar sprites
19
2. RELATED WORK






Figure 2.2: An illustration of an LDI and two sprites.
The LDI tree also makes use of the space partitioning tree – Octree. Our efforts
to accumulate and organize multi-resolution samples are in the same spirit, but
there are other differences besides the difference between an LDI and a sprite.
First, the sprite tree only keeps sprites in the leaf node, while the LDI tree keeps
LDIs in parent nodes too. The reason is that we do not need to separate or merge
multi-resolution pixels by taking advantage of the natural hierarchy of an octree.
Instead, it is already enough to maintain different depth levels (see Section 3.2)
of sprites for selecting the sprites useful to the target view. Second, the LDI
tree saves additional low-resolution versions of each pixel on parent nodes and
merges spatially close pixels, disregarding whether the pixels are downsampled
version or not. The sprite tree does not modify or duplicate any pixels during
insertion in order to preserve the original information of images and avoid
resampling issues. For the above reasons, the sprite tree is less complex in terms
of structure and construction and also smaller in size than the LDI tree (see
Section 5.5.1).
There are several disadvantages mentioned by the authors of the LDI and the LDI
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tree about LDIs, which is one of the reasons that we propose sprites and the sprite
tree for rendering complex 3D scenes. First, pixels undergo two resampling
steps from the input image to output image, one at the construction stage of an
LDI when pixels are projected to the grid, and the other at the rendering stage
when an LDI pixel is warped to the output image. This potentially degrades the
image quality. Qu et al. extended LDI to overcome this disadvantage with the
help of O-buffer [59]. It is used to record the position of pixels in LDI and delay
the resampling at the construction stage to the rendering stage. But it involves
storing additional information for each pixel and a two-step warping algorithm
in order to preserve the original pixel information. We, on the other hand, choose
not to do such resampling in our representation. Second, merging of pixels that
fall onto the same LDI grid location only works for diffuse surfaces with little
view-dependent variance. Lischinski et al. [44] proposed to use two collections
of LDIs, one collection for the view-independent scene information while the
other collection for view-dependent scene information. The two components
are combined together to render non-diffusive synthetic scenes. But this method
also increases the complexity to create, maintain, and use the LDIs. We do not
separate view-independent and view-dependent scene information in sprites.
Instead, we choose to handle this problem by selecting only qualified sprites
for the target view (see Section 5.3.2). It is effective because we model the
illumination changes in different sprites or sprite views for such selection ( see
the sprite view similarity measure in Section 5.2).
2.1.4 Image Quality Assessment
Image quality assessment is a challenging problem but also very useful for eval-
uating the rendering techniques or systems. It has been shown that commonly-
used 2D image quality assessment metrics, such as Peak Signal-to-Noise Ratio
(PSNR) and the structural similarity (SSIM) index [75], are not well-adapted
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to assess the quality of 3D synthesized images [8]. The work on assessing 3D
synthesized images is few for either realistic scenes or virtual scene. Shao et
al. [65] proposed a method to objectively measure both the color distortion and
sharpness distortion of edges in the hole area of synthesized images by depth
image based rendering (DIBR) techniques. Instead of focusing on the hole area,
Bosc et al. [7] proposed a wavelet-based metric considering both the shifts in
the warped image and the importance of distortions around humans in the
frequency domain. These methods, however, are designed for applications such
as 3D-TV and free viewpoint video, which deal with realistic scenes captured by
real cameras. For these applications, the image quality model usually relates to
the reproduced depth, 3D image impairment, and visual comfort [54, 15]. Virtual
scenes, on the other hand, contain much fewer details due to the difficulties in
3D modeling. To the best of our knowledge, there is no image quality assessment
approach designed specifically for images rendered by 3D image warping in
virtual scenes.
Since 3D image warping is used with our sprite tree to render complex scenes,
we need an objective image quality assessment approach to evaluate the visual
quality of the rendered images by our method. We target the geometric errors in
a warped image directly, because they are the most noticeable errors compared to
color or sharpness distortions. Two approaches are proposed, one with reference,
i.e., the ground truth image (see Section 3.4.3), and the other without reference
(see Section 5.4.1). Both approaches measure how many scene information is
actually reconstructed for a view.
2.2 Remote Rendering
Network applications like networked virtual environments require shared access
to the geometry database (the virtual scene). There are various challenges to
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ensure interactive remote rendering on the client side, involving the network
latency, the complexity of the virtual scene, the graphics capability of the client
and the quality of the displayed image. These challenges have inspired many
researches. Based on what kind of data is transmitted from the server to the
client, we review the existing work on remote rendering in terms of the following
three approaches: (i) mesh-based approach; (ii) video-based approach; and, (iii)
image-based approach. Since prefetching and caching is commonly used in
remote rendering systems to reduce latency, we also review various prefetching
and caching schemes.
2.2.1 Mesh-Based Approach
In mesh-based remote rendering, the server does not render on behalf of the
clients but streams the 3D meshes to the clients. The clients need to render the
downloaded meshes on their own. Since the downloading time depends on the
network bandwidth and the mesh size, large meshes are not well suited for this
remote rendering approach.
One solution to make the mesh available in time is progressive meshes [28].
It transmits a coarse and low memory substitute of the mesh first and then
progressively steams instructions on how to create more complex representations.
Progressive meshes allow the user to view a simple mesh almost immediately,
since it does not require the entire mesh to be loaded in memory before display.
But they can be time consuming to generate in a preprocessing stage. There are
also works targeting complex virtual environment [62, 27], which presented a
strategy for efficient transmission of meshes in a distributed virtual environment.
In their design, the clients download geometry data based on Levels of Detail
(LOD) in their area of interest (AOI). By only requesting and storing those
meshes currently visible to the client, the amount of data to be transmitted is
significantly reduced. But, depending on the AOI and the scene complexity,
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the geometry data within the AOI may still be unmanageable for certain users,
such as mobile devices with wireless connections. Moreover, mesh-based remote
rendering method assumes the clients have enough rendering capability, which
may not always be true.
We do not prefer the mesh-based remote rendering approach for two reasons:
first, copyrighted 3D models may not allow the downloading; second, clients
may need high-end graphics hardware to support the local rendering of highly
complex 3D scenes.
2.2.2 Video-Based Approach
Different from the mesh-based approach that relies on client-side rendering, the
video-based approach relies on the server-side rendering. In this approach, a
high-end server will render the 3D models and streams videos to the remote
clients. The 2D images rendered by the server can be efficiently compressed with
image and video coding techniques for network transmission. At the same time,
there is no requirement on the clients’ rendering capability, making 3D scene
visualization easy for mobile devices.
Lamberti [36, 35] proposed a hardware-accelerated remote rendering solution
on cluster, emphasizing the parallel rendering. In their earlier work [36], server-
rendered frames were managed as a flow of still pictures and sent to the client,
either compressed or uncompressed. Uncompressed frames do not require
extra decompression time on the client side but consume more bandwidth than
compressed frames. Later, they re-designed their system to produce MPEG
streams [35]. Different from realistic videos, the information of the rendering
process for virtual scenes can be used for a more efficient motion estimation
strategy to encode the rendered frames, and therefore, the following works
proposed to make use of the rendering process for faster video encoding. Cohen-
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Or et al. [19, 55] exploited MPEG-4 in a remote rendering system for mobile
devices and modified it to support multi-layer object-based video encoding.
They used the information of the rendering process to predict the motion vectors
and combined them with a conventional motion search strategy. Unfortunately,
because of the conventional motion searching algorithm, their solution is not
significantly faster. Cheng et al. [16] also exploited MPEG-4 but calculated the
motion vectors on a block basis as part of the rendering process, which is cheaper
than MPEG motion searching procedure.
The shortcoming of the video-based approach is the difficulty to reduce the
interaction delay on the clients. The workload on the server side and on the
client side is highly unbalanced. The clients simply need to display received
frames, while the server needs to render and encode videos in real time. As
a result, the server can be easily overwhelmed if there are too many clients
requesting at the same time. Therefore, we adopt the following image-based
remote rendering approach to alleviate the burdens of concurrent rendering
support for clients on the server side.
2.2.3 Image-Based Approach
As reviewed in Section 2.1, image-based rendering techniques can reduce the
complexity of 3D rendering by replacing parts of the geometry with images.
Using images as an intermediate representation for the virtual scene, it is then
possible to decouple the rendering process from the requirement of geometry
data and distribute rendering work to both the server and the client. The
difficulty is to trade-off between the rendering quality and the interaction latency.
One way to ensure interactive rendering is for the server to transmit residual or
difference images only, meanwhile, a simplified 3D model is stored on the client.
The client renders a low-quality image with the local 3D model and receives a
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compressed residual image from the server for each frame [41]. The difference
image is added to the low-quality image by the client before display. A similar
system [18] improved this idea by enabling the client to extrapolate reference
views on their own. As such, the server only needs to transmit some data for
preventing accumulated errors when necessary. Another improvement [47] is
to select and transmit a small number of pixels to correct the most significant
areas instead of transmitting the entire difference image. The disadvantage of
this method is that a simplified 3D model has to be cached on the client side,
resulting in similar disadvantages in the mesh-based approach.
The requirement of the 3D model on the client can be eliminated by using 3D
warping (see Section 2.1.3). More specifically, the server renders the 3D model
accurately into depth images, and selects a few to transmit to the client. The
client can then warp the depth images (called reference images) to its view by
itself. Since only warping is performed by the client, light clients such as PDAs
can be benefited significantly in this kind of remote rendering systems [13].
As mentioned before in Section 2.1.3, disocclusion errors may appear when
using 3D warping. Residual images generated and sent by the server can correct
these errors, but an image-based renderer is needed on both the server and the
client [78]. The two renderers are synchronized and both have to generate a
partially filled warped image. Additionally, the server has a model renderer
to generate a residual image according to the warped image for the client to
complete the derived image. A similar system [6] was proposed for mobile
devices. The rendering work on the server side, however, is actually increased
to improve the rendering quality of warping, due to the lack of 3D models on
the client side.
Another way to reduce disocclusion errors is to choose reference images carefully,
considering that the choice of reference images is critical to the resulting image
quality. In the real-time remote display system briefly described by Mark et
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al. [50], two reference images are chosen to reconstruct the user’s view, with one
near a previous reference view and the other near a future reference view. But,
as they mentioned, errors due to occlusions cannot always be avoided by two
reference images, especially when the two reference views are too apart or there
are many occluders in the scene. Hudson and Mark [29] proposed to use three
sets of reference images with different centers of projection, and each set has
four images forming four faces of a cube. The three centers of projection form a
triangle that contains the view to be rendered. But twelve images in total have to
be warped for each user’s view, while some of them may not be very useful for
the reconstruction. Different from the above two works, Shi et al. [69] proposed
to predict a future reference view that is used with a main reference view and
more importantly can compensate for the warping errors. But this prediction
depends on the future camera motion. In order to reduce this dependence, all
possible motions have to be considered, resulting in more reference images to be
generated. Instead of using reference views along the user path, Bouatouch et
al. [9] proposed a camera placement algorithm for urban scenes. They tried to
select a relatively small set of camera positions to capture reference images so
that disocclusion errors are avoided. But this algorithm only applies to street
networks and cannot be generalized to other 3D virtual scenes. In short, it is a
hard task to provide a general solution for the camera placement or reference
image selection.
We do not focus on a camera placement algorithm or a small number of chosen
reference views to reduce disocclusion errors in our work. Instead, we propose to
store many reference images in a sprite tree and select carefully only those pixels
useful to the target view for warping. These reference views can come from the
user movement or those previously well-chosen reference views [50, 29, 69, 9].
With these reference images accumulated in the sprite tree, the useful pixels
required often will be available when they are needed again, since the user
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movement has certain patterns [43, 66]. As such, we increase the probability
that useful pixels are available to reduce disocclusion errors, compared to a few
chosen reference images. Our method and the camera placement method [9]
share certain characteristics. We also select a relatively small set of views and
save their images, however, we believe the history user movement or requests
are good enough to find these views.
Moreover, we also use the 3D model to avoid reconstruction errors as the
works [41, 18, 47] reviewed earlier. Differently, it is not a simplified model
of the entire scene that is stored on the client but the 3D models of simple flat
objects, such as walls, floors, and other building structures. These objects often
occupy a large area on the screen in a view but have simple geometry, unlike
detailed objects such as plants. Considering the growing graphics capability of
mobile devices, we let the clients render these objects with the geometry on their
own, while the complex objects are rendered with a sprite tree for acceleration.
2.2.4 Prefetching and Caching
In the existing real-time remote rendering systems, prefetching and caching are
usually enabled to shorten the interaction latency on the client side. We also use
this technique for the sprite tree to be used in a remote rendering system, and
thus we now review several works related to the prefetching and caching for
remote rendering systems.
For prefetching, a circular area of interest [27] can be used to know in advance
which data will be needed. Depending on the radius of the area of interest, the
amount of data found in this area could be large. Further selection [27] is needed
to reduce the bandwidth consumption. Another way for prefecthing is to predict
the next view and find the data required by this view, which is more manageable
than an area. Zhi et al. [80] predicted the next view by extrapolating the current
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view and the previous view, while Chim et al. [17] considered more than one
past views. They proposed three different schemes [17] to predict the next view
according to the previous W camera movements that are put in a window of size
W for prefetching 3D objects. If the camera’s linear speed and angular speed are
known, the next view can also be predicted by extrapolating the current position
and the speed [20]. These methods would work for regular movements, but the
prediction errors could become unacceptable in case of abrupt changes.
For caching, an area of interest can also be used [39]. This area is centered at the
user’s current position, and its size can be dynamically changed to control the
cache size. Additionally, several factors can be taken into account at the same
time to better suit the streaming of 3D objects. Chim et al. [17] considered both
the distance between the 3D object and the viewer and the angle between the
object and the viewer’s line of sight in an access score. The object with the lowest
access score is selected for cache replacements. Jia et al. [32] employed an even
more complex preservation metric for prefetching 3D objects, combining three
factors: visual saliency, reusability and relevance.
Unlike the above works, Boukerche et al. [10, 11] proposed to prepare all possible
next views in a buffering scheme for their panoramic rendering system. The
server schedules the requested images according to their assigned priorities,
which is based on the number of steps to reach their views. The advantage is
that their buffering and scheduling mechanism for all possible next views could
handle abrupt view changes. But, at the same time, the number of images to
transmit can be large, especially in case of frequent client updates. Lazem et
al. [37] compared this buffering method with the prediction method proposed
by Chim et al. [17]. After studying the random walk and the changing circular
pattern [17], they found that the buffering method only performs better when the
virtual environment has low levels of detail and small movements; otherwise,
the prediction method performs better.
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Sprites in our sprite tree are different from images and 3D objects. Their visibility
and reusability cannot be determined similarly to that of 3D objects or images.
The above methods may not be applicable to the sprite tree. Therefore, we study
two of the above prediction methods for the sprite tree (see Chapter 6), called
as MULTI-DIR [10, 11] and REMAIN-DIR [20] for brevity. Both methods are
simplified variations of the reviewed works. Based on their advantages, we
also propose a third method HIST-PROB, which predicts multiple next views by
considering history views. Moreover, we propose to prefetch and cache sprites
based on their own characteristic. Specifically, we use the access probability of a
sprite (called as the sprite probability for short) as a cue. It is different from the
visibility and reusability but largely depends on them and other characteristics.
Since the sprite probability is not a direct measure for these characteristics, it
will not be affected by the particular combination or computation of measures
such as the access code [17] and the preservation metric [32].
2.3 Summary
We reviewed the related work of the sprite tree in the image-based rendering area
and the remote rendering area, since our work contributes to both of them. We
introduced three popular image-based rendering techniques that closely related
to our work, including 3D image warping that is the technique we adopted. We
also reviewed the existing work on image quality assessment for evaluating
the images rendered by 3D image warping. Following that, we discussed three
remote rendering approaches and highlighted the reasons why we choose the
image-based approach. In addition, various methods for prefetching and caching
in remote rendering systems are also reviewed.
In chapter 3, we will introduce the basics of the sprite tree, including its structure,





Given a virtual scene, we can render it from a target view, through the tradi-
tional geometry-based rendering pipeline that usually includes the following
stages: model-view transformation, projection transformation, clipping, and
rasterization. As a result, an image with depth information (or, a depth image) is
rendered and shown. The more realistic the image is to be, the more computing
capabilities and resources are required, and thus the longer the time is taken to
go through the rendering pipeline.
Image-based rendering is another way that efficiently reuses the rendered views
(or images) for the rendering, which could lower the requirements of computing
resources. As one of the popular image-based rendering techniques, 3D image
warping with depth images [53, 50] has been useful and efficient in rendering
complex virtual scenes, because its rendering complexity depends on the res-
olution of depth images instead of the 3D geometry data. This acceleration is
possible because a depth image preserves the essential visual details for the
visible 3D objects in a target view. These visual details stay appropriate for
nearby views, and therefore, we can reuse the depth image of a target view in
the rendering of nearby views.
These reusable views (or depth images) are called the source views (or images) or
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reference views (or images). A target view is rendered in the way that it is recon-
structed by warping the pixels of its nearby reference images with the 3D image
warping algorithm [53]. The quality of the reconstruction, however, depends
on the availability and choice of the reference views. The key for a desirable
reconstruction quality is to ensure sufficient details about the scene from the
target view are captured in the reference images. If not, visible surfaces from
the target view that are occluded in the reference views would not be rendered,
causing disocclusion errors (also called exposure errors [53]). Using multiple
reference images [50, 68] could remove the disocclusion errors effectively, but
many pixels in these images may be visually redundant. In addition, the number
of reference images should be limited [68] for an acceptable interaction latency,
if these images are rendered in real time. Therefore, using 3D image warping
poses several problems and challenges to be resolved in the thesis, as follows.
First, it is necessary to manage the reference images in a container for efficient
insertion and retrieval, as more and more reference images are inserted and
stored. It would be costly to render these reference images in real time. A natural
way is to group them spatially in the 3D space. But an image is in the 2D space
and consists of a lot of pixels. We can first project these pixels back to the 3D
space and then decide how to group them.
Second, similar images (or pixels) need to be recognized, as more reference
images are inserted and reused. As such, we can keep a compact set of distinctive
reference images (or pixels) by ignoring the visually redundant images (or
pixels), effectively reducing the storage space and the insertion time. More
importantly, we can select only a few reference images (or pixels) very similar to
the target view for its reconstruction, reducing the rendering time with little loss
of reconstruction quality.
Third, we need an approach to assess the visual quality of the reconstructed image
of the target view. We can simply compare it with a ground truth image of the
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target view, which is rendered through the geometry-based rendering pipeline.
But a ground truth image may be expensive to render and thus not always
available. If a large number of reconstructed images are to be assessed with
no ground truth image, a more efficient approach is thus needed for the visual
quality assessment.
Finally, we need to decide which images (or pixels) are to be prefetched and
cached, if the reference images are to be downloaded from a remote server. It is
an important decision in a resource-constrained remote rendering scenario. For
example, a server remotely assists the image-based rendering of a complex scene
on an ordinary mobile device via a wireless network. With limited network
bandwidth and limited cache size, we thus investigate how to prefetch and cache
only the images (or pixels) that are the most probably used in the near future.
Accordingly, for accelerating the image-based rendering both locally and re-
motely, our goals are to: (i) propose a container structure for spatially grouping
the pixels of the reference images; (ii) propose similarity measures for avoiding
the insertion of redundant images (or pixels) and selecting the images (or pixels)
similar to the target view; (iii) assess the visual quality of the reconstructed
image with or without the ground truth; and, (iv) propose a prefetching and
caching scheme in a resource-constrained remote rendering scenario.
For the above goals, we briefly introduce our approaches in the following.
First, we propose a container structure called the sprite tree for the reference
images. A sprite tree is an octree organizing the sprites. A sprite [63] is a group
of image pixels with depth extracted from the image of a reference view, and
we also refer to this reference view as the sprite view of the sprite. One sprite
is inserted into one octree node, depending on where the pixels of this sprite
are projected back to the 3D space. With more and more distinctive sprites
inserted, the sprite tree becomes more capable of rendering more target views
in the virtual scene. As an image-based representation, it also becomes more
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representative for the virtual scene. To render a target view, we traverse the
sprite tree to select the sprites for reconstructing this target view using the 3D
image warping algorithm [53]. More details about inserting reference images
into the sprite tree and rendering with the sprite tree are presented in Section 4.2
and Section 4.3.
Second, we propose a similarity measure: sprite view similarity (see Section 5.2).
The sprite view similarity measure is used to determine how similar the sprite
view of a sprite is to the target view. If they are similar, this sprite is qualified to
reconstruct the target view (see Section 5.3.2). Another application of the sprite
view similarity is to determine distinctive sprites for insertion (see Section 5.3.1).
If a sprite is similar to an existing sprite in the sprite tree, it is considered
redundant and can be discarded.
Third, we propose two approaches for the visual quality assessment: reference-
based (see Section 3.4.3) and no-reference-based (see Section 5.4.1). The reference-
based approach compares the reconstructed image with the ground truth image.
The no-reference-based approach is based on the sprite view similarity measure
with no need of the ground truth; and, more importantly, it is faster than the
reference-based approach and achieves comparable performance.
Finally, we propose a prefetching and caching scheme (see Chapter 6) that
evaluates and exploits the probabilities of the sprites for future use. The more
probable a sprite is used for the next target view, the earlier this sprite is to be
prefetched and cached.
The sprite tree has many interesting applications. One direct application is to
alleviate the server load in a remote rendering system. The server maintains
a sprite tree and streams the sprites to the clients upon requests. It can thus
support more clients, with no need of rendering with the geometry for each
client or streaming the geometry data to them. This application also benefits the
resource-constrained clients. The clients can cache and reuse the sprites in a local
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sprite tree for the local rendering, reducing the interaction latency and server
rendering load. Moreover, the rendering with sprites, even in a complex virtual
scene, does not require high-end graphics hardware. If without a central server,
clients with more capabilities and resources can similarly assist the rendering
of other clients with their own sprite trees, leading to a peer-to-peer remote
rendering system similar to the work [81].
Another application is to “crowdsource” the sprites from a large number of
clients navigating the same virtual scene. Consequently, an enriched sprite tree
is easily built for the virtual scene. This sprite tree can be shared with and reused
by new clients. In this application, clients with more capabilities contribute more
sprites to the sprite tree. Moreover, a third application is to remotely display
a copyrighted 3D model without the model being downloaded, since only the
sprites are being transmitted and rendered.
In this chapter, Section 3.2 introduces the structure of the sprite tree. We propose
our rendering methodology with the sprite tree in Section 3.3 and the evaluation
methodology in Section 3.4, respectively. Section 3.5 summarizes the chapter.
More technical details of the sprite tree are presented in the following chapters.
Figure 3.1 gives an overview of the main topics in this thesis.
3.2 Structure of Sprite Tree
A sprite tree is a combination of sprites and octree. Such combinations of an
image-based representation and a hierarchical spatial partitioning tree is not a
new idea. LDIs [63, 12] and billboards [46, 64, 61] have also been combined with
a spatial partitioning tree for rendering. In this section, we describe the structure
of the sprite tree in detail.
The initial sprite tree is a preprocessed octree, used to subdivide the 3D space of

































Figure 3.1: An overview of the main topics in this thesis.
As mentioned earlier, a sprite is a group of image pixels with depth rendered
from the same viewpoint. In other words, each sprite corresponds to a view and
consists of an array of depth pixels with their original index in the image which
they originate from, as shown in the following representation:
DepthPixel:
Index: integer




Pixels[N]: array of DepthPixel
The level of the octree determines the size of a leaf node and the complexity of
the sprite tree. An octree with more levels can lead to better accuracy of frustum
culling, but it also decomposes sprites to be smaller, meaning more sprites need
to be processed in their insertion and selection processes. In the evaluations, we
set the level of the sprite tree to be seven as a trade-off.
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A sprite in a leaf node only contains depth pixels whose 3D positions are located
in the bounding box of that leaf node. Since sprites in the same node are rendered
from different views, the resolution of a sprite depends on the view and the
position of the node. The more distant a node is from the viewing position of
a view, the smaller the projected area the node has on the screen, and thus a
smaller sprite with greater depth is rendered from that view for this node. For
rendering the geometry in a particular node from a target view, only sprites with
a certain depth range are sufficient and needed. This depth range should be
comparable to the depth range of the node perceived from the target view. We
choose to store the depth range with each sprite instead of sampling resolution or
density for the following reason. The depth information can be directly acquired
from the depth map of any reference image. It can also be easily estimated for
any object visible to the target view using only the rough position of the object, in
order to select suitable sprites. This advantage of the depth information makes
the organization and the selection of sprites easier and cheaper.
To find sprites with comparable depth for a target view, we can match the desired
depth range with the depth range of each sprite in a leaf node, but this requires
storing such depth range for each sprite and requires searching. We, therefore,
adopted another method that assigns levels to sprites. Specifically, sprites are
distinguished by levels within each leaf node according to the minimum depth
values of their pixels. The viewing range [ZN , ZF] defined by the near plane ZN
and the far plane ZF of the camera is divided into a fixed number of uniform
sub-ranges, each of which corresponds to a level. A sprite, once created, will
be stored on the level whose sub-range its minimum depth value falls into. In
this way, given a desired depth range, we can directly refer to the corresponding
levels that cover this depth range to retrieve sprites. We choose the minimum
depth values of a sprite to determine levels, but the maximum depth or the
average depth could also be used for this purpose.
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3.3 Rendering Pipeline with Sprite Tree
We now briefly introduce the rendering pipeline with the sprite tree, i.e., the






Figure 3.2: The rendering pipeline with the sprite tree.
There are three main processes in the rendering pipeline as shown in Figure 3.2:
(i) traversal and culling: to traverse the tree until leaf nodes are reached based on
the frustum culling for the target view; (ii) selection: to select useful sprites from
the leaf node in the frustum for the target view; and, (iii) warping: to warp the
selected sprites to the target view.
Because a sprite tree is built from an octree, the first process traversal and culling
is straightforward, and its goal is to find the leaf nodes in the frustum of the
target view. The process starts from the root node of the sprite tree, and traverses
each child node as long as the bounding box of the child node is not outside the
frustum of the target view. The traversal stops at leaf nodes, and each leaf node
in the frustum will be searched for sprites in the second process.
The second process selection is to find a set of sprites that are considered useful
to reconstruct the target view. Its goal is to reduce the number of sprites that
have to be warped, because it is undesirable to waste time on warping sprites
contributing little or nothing to the reconstruction of the target view. Several
characteristics of the sprites can be used to determine such usefulness. One of
them is the visibility of a sprite, which describes whether the scene information
sampled from that sprite view is visible in the target view. Considering the
visibility, only the visible sprites will be selected. Another characteristic is the
depth level that the sprite is stored on (see Section 3.2), which suggests how far
away the sprite is rendered from the sprite view. Considering the depth level,
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only the sprites with comparable depth to the target view will be selected. We
will discuss more for this selection process in Section 4.3 and Section 5.3.2.
The third process warping is to use Equation 2.3 to project the pixels in the selected
sprites from the second process to the target view, i.e., 3D image warping (see
Section 2.1.3). The goal is to reconstruct the visible information from the target
view with pixels from these sprites. After projecting each pixel to the target
view, four pixel positions closest to the reprojected position on the target view
plane are updated. In other words, each warped pixel will influence four pixel
positions (a form of splatting [76, 53]). By updating a pixel position, the newly
projected pixel will replace the old pixel only when its depth is smaller than that
of the old pixel. In this way, the visibility of all the warped pixels to the target
view is correctly resolved.
After going through the above processes, a target view is reconstructed with the
sprite tree, with a reconstructed image as the output.
In the next section, we introduce the evaluation methodology of our rendering
methods with the sprite tree.
3.4 Evaluation Methodology
It is important to evaluate the rendering methods of a sprite tree, because we
need to find out: (i) whether the sprite tree makes it feasible to render a complex
virtual scene; (ii) how much the sprite tree could accelerate the rendering; and,
(iii) whether the visual quality loss is acceptable. Therefore, the evaluation
method, the performance metrics, and the data sets including the virtual scene
and the user traces are important. Since they are consistent in all the evaluations
presented in this thesis, we present the evaluation methodology in this section




We apply the following methodology for the evaluation of the sprite tree.
First, a complex virtual scene with dense, distinctive, and static 3D objects
is required. It is unlike an open scene with sparse objects or an urban scene
with duplicate building objects, where simple image-based representations like
billboards may be good enough. This scene could pose challenges to traditional
geometry-based rendering, if there are 3D objects densely distributed in the view
frustum. The challenges are even bigger if these objects have a high geometric
complexity (e.g., with millions of small polygons). With this challenging scene,
we show that a sprite tree can render dense 3D objects efficiently, because it
is image-based and its rendering complexity does not depend on the scene’s
geometric complexity.
Second, we simulate multiple users walking through the scene independently.
The user traces can be collected from a real-world networked virtual environ-
ment or generated from a mobility model. There are several human mobility
models such as SLAW [38] and SAMOVAR [67]. Each view captured from a user
trace is a reference view or a target view. A reference view is rendered with the
geometry as depth images to be inserted into a sprite tree, and a target view is
to be reconstructed with the sprite tree. As such, we show that the sprite tree
can assist the rendering of the target views in a target user trace. We also refer to
these users as the target users.
Third, we evaluate the performance of the sprite tree in two scenarios: local
rendering and remote rendering. In the local rendering scenario, we focus on
(i) how efficient and how compact a sprite tree is built; (ii) how well and how
fast the target view can be reconstructed with the sprite tree; and, (iii) how
different the sprite tree is from other image-based representations such as the




Operating System 64-bit Linux PC
Memory (RAM) 16 GB
CPU Intel i7 CPU
CPU Cores 8
CPU Clock (GHz) 3.4
NVIDIA GPU Graphics Card GeForce GTX 760 2
NVIDIA GPU CUDA Cores 1152
NVIDIA GPU Clock (MHz) 980 – 1033
Table 3.1: The rendering hardware used in this thesis.
caching schemes with the sprite tree. Different settings are experimented for
comparisons in both scenarios. We thus show that the sprite tree is capable of
accelerating 3D rendering in both local and networked virtual environments.
Finally, several performance measurements are used in our evaluation: (i) tree
size: measures the number of pixels in a sprite tree; (ii) frame time: measures the
time spent on rendering a target view; (iii) visual quality: measures how well a
target view is reconstructed with a sprite tree; and, (iv) prefetching effectiveness:
measures how many sprites required for a predicted view are prefetched, re-
placed wrongly and not cached in the remote rendering scenario. Note that,
all the evaluations in this thesis are done with the rendering hardware shown
in Table 3.1. CUDA is a parallel computing platform and programming model
invented by NVIDIA 1. We use the CUDA toolkit 6 to exploit the massive parallel
computing capabilities of the graphics processing unit (GPU). With these set-
tings, we can render a ground truth image through the traditional rasterization
pipeline using OpenGL, enabling both view frustum culling and display lists.
In addition, our settings of the virtual scene and the user traces are described in
Section 3.4.2. We also introduce a reference-based approach for visual quality






We now introduce the data sets used in our evaluation, including the virtual
scene and the user traces mentioned above.
Virtual Scene
We use a 3D virtual scene San Miguel 3, modeled by Guillermo M. Leal Llaguno
of Evolución Visual, Mexico. The scene has 2.5 million unique polygons and is
rendered with 10.7 million polygons using the object instancing technique. We
render this scene with a 60◦ vertical field of view at a resolution of 1280× 720.
A headline is used with the camera to light the scene. This scene is mainly a
courtyard within a building, crowded with tables and chairs (see Figure 3.3a) as
well as distinctive plants (see Figure 3.3b and Figure 3.3c). If placing a camera
in the courtyard, many objects in the viewing direction are densely distributed
within the view frustum, meaning the geometry complexity is high even after
the frustum culling.
Among all the static objects in the scene, the building architectures including
walls, windows, pillars, and the ground are seen as background objects, while
the rest of objects such as tables and plants are foreground objects. The reason to
separate foreground objects and background objects is that, these background
objects have simple geometry and can be rendered easily, but they may generate
a large number of pixels. The cost of storing pixels from background objects are
not worth the savings in rendering cost. After such separation, the foreground
objects contain about 90% of the geometry in the whole scene. It means that 90%
of the geometry will be replaced with the sprite tree for rendering. In this way,
we will then be able to evaluate how much rendering time is saved and how







Figure 3.3: Three views in the virtual scene San Miguel.
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this virtual scene with the sprite tree instead of the geometry.
Note that there are no transparent objects or common graphics effects like
shadows in the rendering of this virtual scene. We have not considered these
effects with the sprite tree, and currently, the separation of the foreground and
background images may also have restricted them. Based on some existing
techniques [30, 21, 45], we could apply these effects to our rendering system.
User Trace
We use synthetic user traces in our evaluation. There are several human mobility
models that contain the mobility characteristics [66, 43] (e.g., distributions of
flight length and pause time, popularity of areas) in virtual scenes, such as the
SLAW [38] mobility model and the SAMOVAR [67] mobility model. We used the
SLAW model to generate synthetic user traces. The generation code is available
from the authors 4 and BonnMotion 5.
In the SLAW model, there are several parameters that can be adjusted, such as
the size of the scene area, the number of waypoints, the minimum and maximum
pause time of the user, the duration of the trace, and the number of simultaneous
users. We adjust only these five parameters in the SLAW model according to the
scene San Miguel. Specifically, we make the following settings: (i) we constrain
the user movements in the courtyard because there are much fewer objects
outside that area, and thus the size of the scene area is set to the size of the
courtyard; (ii) the number of waypoints is set to 100, and Figure 3.4 shows an
example of 100 waypoints generated by SLAW for the courtyard area of the
scene San Miguel; (iii) the minimum and maximum pause time are set to 10
seconds and 60 seconds respectively; and, (iv) the duration of the trace is set to





Figure 3.4: A waypoint map with 100 waypoints generated by the SLAW mobil-
ity model, shown from the top view of the courtyard in the model San Miguel.
As an example, Figure 3.5 shows one user traces simulated with the above
setting. Since the simulated synthetic traces only have user positions, we convert
the trace to views by adding a viewing direction to each user position in the
following ways: for a user position p1, its viewing direction is the vector r1 =
p2 − p1 pointing from itself to the next user position p2; for a user position p1
with viewing direction r1 added, if the angle between its viewing direction r1
and the viewing direction r2 of its next user position p2 is larger than a threshold
α, additional views are interpolated between the two user positions by turning
the viewing direction r1 by α degrees every time until reaching the direction
r2. We set α to 10 degrees in our evaluations. Figure 3.6 shows an example of
such conversion, in which the dots represent the user positions and the arrows
represent the converted views.
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Figure 3.5: The trajectory of one simulated user.
Figure 3.6: An example of converting the synthetic mobility traces to synthetic
traces with views. The dots represent user positions in the synthetic mobility
trace, and the arrows represent the converted views.
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Table 3.2: Three types of errors existing in the reconstructed images.
Types Features
I. Missing Pixels
whose depth does not match and is smaller than
the corresponding ground truth pixel.
II. Ghost Pixels
whose depth does not match and is greater than
the corresponding ground truth pixel.
III.Color-distorted Pixels
whose depth match with the corresponding
ground truth pixel but the color does not match.
3.4.3 Visual Quality Assessment
The visual quality of the reconstructed views is an important performance
measure in our evaluations. Traditional image quality metrics such as PSNR
and SSIM [75] are not suitable for assessing reconstructed images by 3D image
warping [8]. We propose to assess the visual quality by quantifying how many
pixels are reconstructed for a target view. This approach requires to compare the
reconstructed image with the ground truth image rendered with the geometry.
We, thus, call it the reference-based visual quality.
Recall that only the foreground objects are rendered using sprites (see Sec-
tion 3.4.2). We assess the visual quality after the sprites for the foreground
objects are warped to the target view in a reconstructed image and before that
image is merged with the background image. Similarly, the ground truth image
for comparison are also rendered for the foreground objects only. The reason is
that background objects will be exactly the same in the final reconstructed image
and the corresponding ground truth image, which will improve the quality
measurement unfairly.
Various degrees of errors exist in the reconstructed image. No matter geometric
or not, they are not distinguishable by colors. Table 3.2 shows the three types of
errors in the warped images.
To determine whether the depth values match, a small constant δ is used. Depth
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d(x) of pixel x matches its corresponding ground truth pixel xG when |d(x)−
d(xG)| ≤ δ. Type I error appears when certain detail is occluded in the selected
sprites for warping but visible in the target view. Type II error is caused by
resampling inaccuracy, because each pixel has to be resampled to the target
viewing grid. Usually, the detail might not be missing, but misplaced to a
nearby location on the viewing plane. Because of the misplacement, it could
also cause type I error at the location where the misplaced pixel should be. If
splatting is used in warping, then type II error would be very common, because
splatting updates more than one pixel locations on the target viewing plane for
each warped pixel. The last one, type III error, is often caused by warping a
sprite whose illumination is not consistent with the illumination in the target
view. Although it is not our current focus for assessing visual quality, we
do take actions to avoid this type of error by selecting qualified sprites with
correct lighting based on the sprite view similarity (see details in Section 5.2 and
Section 5.3.2).
Type I error is the most noticeable to human eyes among these three, and is thus
what we focus in the visual quality assessment. In order to measure the visual
quality in terms of the type I error, we simply count how many pixels in the
ground truth image are not missing in the reconstructed image after rendering a
target view vt with the sprite tree S, that is to say, we count in the reconstructed
image, the number W(vt, S) of pixels whose depth values match the depth values
of their corresponding pixels in the ground truth image. For normalization, this
number is divided by the total number Z(vt) of pixels in the ground truth image.
This computation of reference-based visual quality for reconstructing a target





This reference-based approach targets directly how many pixels are recon-
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structed with a sprite tree for a target view. It is straightforward and objective,
but requires the intermediate depth maps including only the foreground objects
for both the reconstructed image and the ground truth image. As such, it is only
applicable in those scenarios where these depth maps are available. Additionally,
although this approach is not particularly slow, rendering too many images does
take a long time. If there are many images to be assessed, it is also not preferred.
We, therefore, propose a cheaper and faster visual quality assessment approach
in Chapter 5, which requires no depth maps and thus no rendering of the target
views. Instead, it exploits the correlation between the available sprites and the
visual quality of the reconstructed view.
3.5 Summary
The sprite tree is a new and efficient image-based representation for rendering
complex virtual scenes. In this chapter, we gave an overview of our approaches
of using the sprite tree to resolve several image-based rendering challenges.
We also introduced the structure of the sprite tree that is capable of holding
multiple reference images and grouping their pixels spatially for reuse. The
rendering methodology of the sprite tree was proposed, highlighting the two
selection methods of sprites: one for reference image insertion and the other for
target view reconstruction. Finally, we presented our methodology of evaluation,
including the requirements and our settings of the virtual scene and the user
traces. In addition, a reference-based approach of visual quality assessment was
proposed to assess how well a target view is reconstructed with a sprite tree.
In the next chapter, we will follow the rendering methodology and introduce
the technical details about: (i) how to insert distinctive reference images into a





Rendering with Sprite Tree
4.1 Overview
In Chapter 3, we proposed the sprite tree that is a new and efficient image-based
representation for a virtual scene. We also introduced its structure, rendering
methodology, and evaluation methodology. In this chapter, we present the
technical details: (i) how to build a sprite tree, including how to insert a reference
image and how to select only the distinctive reference images with a view
similarity measure; and, (ii) how to render the virtual scene with a sprite tree,
including how to select the visible sprites using the traditional view frustum
culling and back-face culling techniques. The experiments are conducted for the
evaluation of both the insertion and rendering methods. The results show that
rendering with the sprite tree is much faster than rendering with the geometry
without much loss of visual quality.
In the following, Section 4.2 and Section 4.3 introduce the insertion and render-
ing methods with the sprite tree, respectively. We evaluate these methods in
Section 4.4. Section 4.5 summarizes the chapter.
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4.2 Insertion
We now explain how the sprites from a reference image are inserted into a sprite
tree and how to select reference images for the insertion.
4.2.1 Inserting A Reference Image
Before the insertion of a reference image I, an octree must be built for the scene
as the initial sprite tree with no sprites (see Section 3.2). We project each pixel
x in the image I into the 3D space by equation 4.1 presented by McMillan [53],
where C is the camera position, P is the mapping matrix from image space to
rays, and δ is the disparity.




The sprite tree is traversed from the root to leaf nodes for each projected pixel.
By checking whether the bounding box of the traversed node contains the 3D
location X of pixel x, we find the leaf node o that the pixel x falls within. After all
the pixels from image I are processed in the above way, those pixels falling into
the same node are grouped into a sprite. The minimum depth of these pixels
is also computed for assigning levels to sprites. We denote a sprite as s(o, v), in
which o indexes the leaf node and v is the view of image I. Then we locate the
level l(o, v) for the sprite s(o, v) with the minimum depth.
This insertion process performs two tasks, which decomposes the image into
sprites and attaches these sprites to the octree leaf nodes they are located in. It is
also possible to decompose images based on the bounding boxes of the objects
or organize sprites by a different space partitioning tree such as a k-d tree. We
choose the octree for its simplicity and decompose the images naturally using
the octree subdivision.
As mentioned in Section 3.4.2, we do not insert pixels from the background
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objects. That is why only the pixels from the foreground objects are inserted
using the method described above. To separate the pixels from foreground and
background objects, we render them separately into two depth images using
multiple render buffers. The foreground image is used for insertion, and the
two images are merged for display. With this setting, a sprite tree can be built by
servers or capable clients without interrupting their rendering tasks.
Figure 4.1a and Figure 4.1b shows an example of a reference view rendered into
a background image and a foreground image. After inserting the foreground
image into the sprite tree, four of the sprites created are also shown: Figure 4.1c
and Figure 4.1d are two sprites created for the table and one of the chairs;
Figure 4.1e is a sprite for one of the plants at the left; and Figure 4.1f is a sprite
for the chair back at the left corner.
(a) Background Image (b) Foreground Image
(c) (d) (e) (f)
Figure 4.1: An example of a reference view rendered into a background image
and a foreground image. (c)-(f) are four of the sprites created after inserting the
foreground image into the sprite tree.
Figure 4.2 shows an example of inserting sprites. It displays a simple scene with
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a red sphere located in the leaf node o1 and a wireframe sphere located in the
leaf node o2. For clarity, the bounding boxes of parent nodes are not drawn.
The reference image I(v1) rendered at the view v1 results in two sprites for the
two leaf nodes, i.e., the two sphere, so is the reference image I(v2) rendered
at the view v2. Because the view v1 is a closer view of the red sphere than the
view v2, the minimal depth of the corresponding sprite s(o1, v1) corresponds to a
different level from that of the sprite s(o1, v2). Therefore, the two sprites s(o1, v1)
and s(o1, v2) are stored on different levels in node o1. By contrast, the wireframe
sphere is at similar distances from v1 and v2, and thus the corresponding sprites







Figure 4.2: A Scene of two spheres, with two views generating four sprites.
4.2.2 Selecting Reference Images for Insertion
We now describe how to select a compact set of reference images to insert into a
sprite tree. It is necessary to avoid inserting the reference images from similar
views, because similar views usually share much viewing content. For example,
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if the reference images are captured from a user trace, successive views along the
trace are usually similar due to the spatial and temporal coherence. Therefore,
by inserting only a few dissimilar reference views, we can still reconstruct the
views of the user trace with the sprite tree. Note that, we will use the phrases
“inserting view(s)” and “inserting image(s)” interchangeably from now on.
For this purpose, we define the view similarity by two criteria: (i) the distance
d(v1, v2) between the camera positions of two views v1, v2 is less than threshold e;
and, (ii) the angle a(v1, v2) between their viewing directions is less than another
threshold θ. In other words, two views are considered similar if they are spatially
close and looking in similar directions. Figure 4.3 illustrates the above criteria:
the arrow in the middle represents a view v. Another view vt is considered
similar to v, if its viewing position is inside the circle with a radius e and its
viewing direction is between the left arrow and the right arrow. An image will
be inserted only when its view is different from that of any reference image
already inserted according to these two criteria. Only dissimilar views are thus
used for building the sprite tree. Note that this view similarity does not consider
the scene complexity or the existing sprites, because what we need now for
the selection of reference images is indeed a simplistic measure that is cheap
to compute. In Section 5.2, we will propose a more sophisticated way to insert
reference images by considering the similarity between the sprites to be inserted
and the existing sprites based on the sprite view similarity measure.
By adjusting θ and e, we control the density of sprites and thus the size of the
sprite tree. Figure 4.4 shows two examples of selecting dissimilar reference
views based on the view similarity criteria. There are 28 views selected with the
thresholds e = 2 and θ = 20 in Figure 4.4a. After the thresholds are adjusted to
e = 5 and θ = 50, only 12 views are selected because the thresholds are enlarged
and more views are considered similar.
Moreover, sprites are accumulated in the sprite tree, as more and more dissimilar
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Figure 4.3: The view similarity criteria.
reference images are inserted. One can view a sprite tree as a cache for the pixels
stored, using which the previously rendered pixels can be reused later. In a
networked virtual environment, a sprite tree serves as a storage for reusable
sprites, as multiple users navigate through the interesting views in the virtual
scene. Such capability of “crowdsourcing” image samples is also an advantage
of the sprite tree.
4.3 Rendering
We now introduce how to render a target view with a sprite tree. Given a target
view, the process starts with the frustum culling. From the root node, only those
children nodes not culled will be traversed recursively until that the leaf nodes
are reached. After reaching a leaf node, the minimum and maximum depth
values of the node to the target view are computed through its bounding box.
Each of the depth values corresponds to a level. Sprites on the two levels and
levels between are considered adequate to represent the geometry inside the
node for the target view. By comparing the levels first, we ensure that the pixels
used for warping are originally rendered at a comparable depth. If no such
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(a) e = 2 and θ = 20
(b) e = 5 and θ = 50
Figure 4.4: Two examples of selecting reference images based on the view sim-
ilarity criteria. Solid arrows represent selected views, while dashed arrows
represent views not selected.
sprites are available in the sprite tree, we could choose sprites on other levels
instead. But it may cause problems. For instance, using the sprites of higher
resolutions could increase the rendering cost and lead to aliasing problems, while
using the sprites of lower resolutions could generate more small holes than using
nothing. Hence we choose not to use the sprites on the levels other than the
comparable ones. As a consequence, it leads to one limitation of our work, that
is the rendering quality may be unacceptable when there are insufficient sprites
preserved. Fortunately, finding more useful reference images is not a problem
for networked virtual environments, since they can serve thousands of users
daily in a single virtual region [43].
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After locating an in-view leaf node o and the levels of sprites, each sprite s(o, v)
on these levels will be tested for visibility from the target view vt. Since the
visibility of each pixel in a sprite is handled by 3D image warping, we only
test the visibility of a sprite as it is a planer billboard, using the back-face
culling technique. Figure 4.5 shows an illustration of this technique. The plane
represents a sprite s(o, v) in the node o, and it has a fixed orientation~n opposite
to the viewing direction of the sprite view v(o). We compute the product of the
vector~n and the vector~r which points from the position of the target view vt to
the center of the node o. If the product~n ·~r < 0, the sprite is considered visible
from the target view vt, otherwise not visible.
Figure 4.5: An illustration for determining the visibility of a sprite.
These visible sprites will be sent to the GPU for warping. The warping is done
in a way similar to that proposed by McMillan [53], but in a sprite-based manner
instead of an image-based manner. After warping, the warped image is merged
with the background image rendered with the geometry on GPU before display.
4.4 Evaluation




The evaluation is done in a local rendering scenario using the virtual scene San
Miguel and the SLAW mobility model (see Section 3.4.2). We first simulate five
users, resulting in five synthetic user traces. A sprite tree is built with reference
images rendered for these traces according to the insertion method described in
Section 4.2. Since the view similarity criteria (see Section 4.2.2) is used to select
dissimilar reference images for the insertion, different view similarity thresholds
e (in meters) and θ (in degrees) will lead to different sprite trees. We thus vary
the thresholds to the following three settings: (i) e = 4 and θ = 40; (ii) e = 3
and θ = 30; and, (iii) e = 2 and θ = 20. For each sprite tree built with the above
settings, we measure the tree size in terms of the number Nimages of inserted
reference images and the total number Ntotal of pixels in the sprite tree.
We select dissimilar views from another five-user mobility simulation as the
target views. The selection is also based on the view similarity criteria with
thresholds set to e = 3 and θ = 20, as a result, 210 target views are selected for
the rendering. As can be seen in Figure 4.6, these 210 dissimilar target views are
scattered in the scene, which is representative for showing how well and how
fast target views in the virtual scene can be reconstructed with the above sprite
trees. For these target views, we measure the average number Nwarped of pixels
warped for one target view, the average frame time Tf rame, and the average
reference-based visual quality Qvisual . The measurement Nwarped shows how
many pixels in the selected sprites are used to reconstruct one target view, which
also determines the time spent on warping and thus affects the frame time Tf rame.
The measurement Qvisual is the average visual quality of the reconstructed view
computed by Equation 3.1 using the reference-based visual quality assessment
approach (see Section 3.4.3).
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Figure 4.6: Dissimilar views selected as the target views.
4.4.2 Experiment Results
Table 4.1 shows the tree size is more than doubled as the view similarity thresh-
olds are tightened, because more views are considered dissimilar and inserted
into the sprite tree. This finding is reflected in both Nimages and Ntotal , which
increase from 57 to 301 and from 12 million to 69 million respectively, as the
view similarity thresholds decrease from e = 4 and θ = 40 to e = 2 and θ = 20.
e θ Nimages Ntotal Nwarped Tf rame Qvisual
4 40 57 12, 269, 922 711, 178 33.16 ms 0.62
3 30 127 30, 293, 144 1, 776, 402 36.97 ms 0.75
2 20 301 69, 070, 185 3, 765, 586 44.30 ms 0.81
Table 4.1: Performance measurements of building and rendering with the sprite
trees. Each row corresponds to a sprite tree. Nimages is the number of inserted
reference images; Ntotal is the total number of pixels in the sprite tree; Nwarped is
the average number of pixels warped for one target view; Tf rame is the average
frame time; and, Qvisual is the average reference-based visual quality.
60
4.4. EVALUATION
As more and more views are inserted into the sprite tree, more sprites are
available for reconstruction. As can be seen in Table 4.1, the average number
Nwarped of pixels warped for one target view and the average frame time Tf rame
both increase as the tree size increases. Thanks to warping more sprites, the
average visual quality Qvisual also increases from 0.62 to 0.81.
The increasing visual quality can be seen in Figure 4.7. Most of the plants
and the tables are not reconstructed, resulting in a low visual quality 0.27. In
Figure 4.7b, the quality improves to 0.44, but the plants on the wall are still
not reconstructed. Finally, in Figure 4.7c, most of the objects are reconstructed
thanks to the more enriched sprite tree, with a higher visual quality reaching
0.84. The same findings can be observed from the two different tables at the
front in Figure 4.7e, Figure 4.7f, and Figure 4.7g.
Although the visual quality is high in the setting e = 2 and θ = 20, there are
artifacts in the reconstructed images. Notice that the ivy leaves on the wall
are a little blurrier and darker in Figure 4.7c than in the ground truth image in
Figure 4.7d, so are the chair backs and the yellow tablecloth of the left front table,
and the white tablecloth on the right front table in Figure 4.7g. Take the white
tablecloth for example. It has lost the dark shades from the lighting, compared
to the ground truth image in Figure 4.7h. This lighting artifacts appear because
multiple sprites with different lighted colors for the same objects are used for
warping. More specifically, warping pixels originating from the same position on
the same surface with different lighted colors will end up with one warped pixel
of the smallest depth occluding others. As a result of this visibility resolving
by 3D image warping, the surface is correctly reconstructed, but probably by
warped pixels with different lighted colors from different views.
Comparing Figure 4.7c with Figure 4.7d and Figure 4.7g with Figure 4.7h, we
can see that the visual quality can be acceptable by storing more sprites, with the
view similarity thresholds adjusted accordingly in the insertion. In addition, the
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average frame time measured for rendering the target views with the geometry
(the ground truth, see Section 3.4.1 and Table 3.1) is 98.70 ms, which is twice the
frame time of rendering with the largest sprite tree of the three. It suggests that
rendering with the sprite tree can accelerate 3D rendering of the complex virtual
scene, while the visual quality can also be maintained acceptable.
4.5 Summary
We introduced the insertion and rendering methods with the sprite tree. For
the insertion of reference images, we suggested the view similarity criteria
for selecting and inserting only the images that are dissimilar to the already-
inserted ones. The experiment results showed that inserting more distinctive
reference images leads to a larger sprite tree, better rendering quality, and
slightly longer frame time. We can thus make a trade-off between the size and
the rendering quality of the sprite tree by adjusting the thresholds of the view
similarity criteria. For rendering, we applied the view frustum culling and
back-face culling techniques for selecting the visible sprites. The experiment
results showed rendering with the sprite tree is much faster than rendering with
3D geometry based on the measured frame time.
In the next chapter, we will propose the sprite view similarity measure that
considers both the visibility and the lighting conditions when selecting the
qualified sprites for the target view reconstruction, which reduces the lighting
artifacts in the reconstructed images. We also extend its applications to improve
the insertion method and the visual quality assessment approach.
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(a) e = 4, θ = 40, RVQ: 0.27 (b) e = 3, θ = 30, RVQ: 0.44
(c) e = 2, θ = 20, RVQ: 0.84 (d) Ground Truth
(e) e = 4, θ = 40, RVQ: 0.55 (f) e = 3, θ = 30, RVQ: 0.79
(g) e = 2, θ = 20, RVQ: 0.82 (h) Ground Truth
Figure 4.7: Examples of two reconstructed views using the sprite trees built
with different view-similarity thresholds e and θ in the insertion. The mea-





Similarity in Sprite Tree
5.1 Overview
In Chapter 4, we introduced how to build a compact sprite tree by inserting only
the distinctive reference images. To render a target view with the sprite tree,
the view frustum culling and back-face culling techniques are applied to select
the sprites visible from the target view. The experiment results showed that
our approach accelerated the rendering of a complex virtual scene significantly
without much loss of visual quality. But some lighting artifacts were visible in
the reconstructed images, since we considered only the visibility of a sprite for
the selection. It would be better if we also considered the consistency of the
lighting conditions between the sprite view and the target view. Specifically,
we first need to address the problem: how to measure the similarity of a sprite
between the perceived appearance in its own view and that in the target view.
Second, we investigate how to use this measure to reduce the lighting artifacts.
Third, considering that we would also be able to determine whether two sprites
are similar with this measure, we need to find out whether this measure can help
reduce the redundant sprites. Fourth, this measure could connect the similarity
of sprites to the target view and the quality of reconstructing the target view
with these sprites. Therefore, we also investigate whether this similarity measure
can help assess the visual quality of the reconstructed images.
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To address the above problems, we propose a measure called the sprite view simi-
larity in this chapter. It considers both the visibility and the lighting conditions
for the selection of sprites. This measure has several important applications.
First, it can be used to select only the visible sprites whose lighting conditions
are suitable for the target view’s reconstruction. Second, we can insert only the
distinctive sprites rather than a whole reference image, based on the similarity
between the to-be-inserted sprite and the already-inserted sprites. Third, we
can also efficiently assess the visual quality of the reconstructed image using
this measure without any reference, since the quality largely depends on the
availability and the selection of qualified sprites. The experiment results on these
applications of the sprite view similarity show that, (i) the sprite tree becomes
more compact since the redundancy in the sprite tree is further reduced; (ii)
the lighting artifacts are largely reduced in the reconstructed images; and, (iii)
the visual quality assessment approach with this measure provides very similar
assessment results as the reference-based approach, even though no reference or
rendering is required.
In the following, Section 5.2 presents the technical details of the sprite view
similarity measure; Section 5.3 introduces the applications of this measure;
Section 5.5 evaluates these applications, and Section 5.6 summarizes the chapter.
5.2 Sprite View Similarity
We now describe how to model the sprite view similarity. Specifically, for an
octree leaf node o visible from the target view vt, given a sprite s(o, v) in node
o, we compute the sprite view similarity SML(o, v, vt) between the view v of
that sprite s(o, v) and the target view vt with respect to the node o. We call the
view v(o) as the sprite view. If this sprite view v(o) is similar to the target view vt
with respect to the node o, i.e., SML(o, v, vt) = 1, this sprite s(o, v) is considered
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qualified and can be selected for rendering the geometry in node o for view vt.
The key idea for the sprite view similarity SML(o, v, vt) is to quantify the amount
of shared content in the sprites for the node o. Since the lighting intensity affects
pixel colors, even sampling the same surface with the same amount of pixels from
two different views, the color of the surface might be different enough to cause
warping artifacts (see Section 4.4.2). For this reason, we consider the lighting
conditions in the sprite view similarity measure. Also importantly, to make the
measure independent of the geometry in a node o, we use a dodecahedron with
the same radius as the bounding box of the node o to represent the geometry
inside. Ideally, a sphere would be the least biased object to adopt here, and it
also has all directions of normal vectors for us to observe the lighting changes
from different views, however, it is too computationally expensive. We minimize
the computational cost of computing the sprite view similarity measure by
three ways: first, to approximate the calculation of the shared sphere area
by counting the number of shared faces of a regular polyhedron; second, to
approximate the lighting intensity of a face by calculating the lighting intensity
of the face center; and third, to determine the visibility of a face by checking
the visibility of its center point only. Among the five regular polyhedrons,
octahedron, dodecahedron, and icosahedron are all good candidates. We choose
dodecahedron to trade off between accuracy and computational cost.
As mentioned above, we will use a dodecahedron as an approximation of ge-
ometry in each node. The calculation of sprite view similarity SML(o, v, vt) for
the target view vt and the sprite view v(o) with respect to node o will start with
placing a dodecahedron object into the axis-aligned bounding box of node o
with no change in rotation. The following steps will be carried out.
First, we compute the illumination I( f , v) at the center point of face f as per-
ceived in the view v. Let f to be a face index of the dodecahedron, where
f = 0, 1, · · · , 11; N( f ) to be the unit normal vector of the face f , pointing from
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the dodecahedron center outwards (inwards) if the viewing position is outside
(inside) the dodecahedron; E( f , v) to be the unit vector pointing from the center
point of the face f to the viewing position of the view v; L( f ) to be the light
direction from the center point of the face f to the light source. See Figure 5.1 for
these vectors. How the illumination I( f , v) is calculated depends on the lighting
Figure 5.1: Vectors that affect surface lighting.
model. Take the Phong model [57] as an example, the illumination I( f , v) is
calculated by equations 5.1:
R( f , v) = −L( f )− 2 · (N( f ) · (−L( f ))) · N( f ), (5.1a)
I( f , v) = IA + ID ·
(
N( f ) · L( f ))+ IS ·max {R( f , v) · E( f , v), 0}α, (5.1b)
where, IA is the ambient intensity, ID is the diffuse intensity, IS is the specular
intensity, and α is the shininess. Similarly, we also compute the illumination
I( f , vt) at the face f as perceived in the view vt. Note that there is no need to
consider the view-independent ambient intensity in this computation of the
illumination, so is the diffuse intensity when it is not affected by the light setting
such as a headlight.
Second, we compute the visibility F( f , v) = 1 if the center point of face f is
visible from the view v; otherwise, F( f , v) = 0. Similarly, F( f , v, vt) = 1 if the
center point of face f is visible from both views v and vt. Note that F( f , v) and
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F( f , v, vt) are the same visibility function that can take different number of views
as input variables.
Finally, we determine the sprite view similarity SML(o, v, vt) = 1 if the following
criteria is both satisfied (otherwise, SML(o, v, vt) = 0):




F( f , v, vt) ≥ σ (5.3)
Table 5.1: Examples for the setting of threshold σ.
∑11f=0 F( f , vt) 1 2 3 4 5 6
σ example I 1 2 3 4 5 6
σ example II 1 2 3 3 4 5
Criteria 5.2 constrains the lighting intensity difference of the shared polyhe-
dron faces from the two views for the sprite view similarity, while criteria 5.3
constrains the number of shared polyhedron faces. The threshold σ depends
on the number of visible faces from the target view vt, which is ∑11f=0 F( f , vt)
(for dodecahedron, the maximum visible faces are 6). Table 5.1 shows two
examples of σ setting: example I ensures a strict constraint, in which visible
faces from the sprite view v has to match all the visible faces from vt, that is,
∑11f=0 F( f , v, vt) = ∑
11
f=0 F( f , vt); and, example II is a little looser, which is also
used in our experiments.
In our simulations, we determine these thresholds manually according to the
following heuristic: if two sprite views are similar, (i) the angle between the
two rays from the viewing positions to the node center would be small, and
more common polyhedron faces would be visible to the two views, and (ii)
the illumination difference of each shared polyhedron face from the two views
would also be small.
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Note that, it is not accurate to compute the sprite view similarity by simplifying
the geometry as a dodecahedron, since the actual geometry could be much
more or much less complex. To improve the accuracy, we could compute the
simplification based on the geometry and the actual material, but at the same
time, we would need to store and maintain the simplified geometry and material
data along with the sprite tree. In a remote rendering scenario, it means that
both the server and the client need to store and maintain these data. Unlike
assuming a polyhedron, such maintenance could be expensive. For this reason,
we propose a cheaper simplification, which results in the satisfying results (see
Section 5.4.2 and Section 5.5.1).
5.3 Applications to the Rendering and Insertion
An important factor of the performance of a sprite tree is the selection of sprites.
In the insertion of reference images, there could be similar sprites in two dissimi-
lar views determined by the view similarity criteria (see Section 4.2.2). Inserting
views without considering the similarity in sprites could potentially increase the
redundancy in the sprite tree. This redundancy might further affect the number
of sprites selected for reconstructing a target view and also the total storage size
required by the sprite tree. Similarly, selecting a sprite without considering the
similarity between the sprite view and the target view can lead to the lighting
artifacts (see Section 4.4.2). In other words, the sprite view similarity measure
can be applied in the following two tasks: (i) to avoid inserting the sprites similar
to the existing sprites in the sprite tree; and, (ii) to select the sprites whose sprite
views are similar to the target view for reconstruction. We will present the above
two applications of the sprite view similarity in the following sections.
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5.3.1 Insertion
In Section 4.2.2, we insert reference images from dissimilar views, because
similar views share much viewing content. It is still probable that similar sprites
exist in dissimilar views. For example, a sprite s(o, v1) is stored in the node o
after inserting a view v1, while the node o is also visible from another view v2
dissimilar to v1. It is possible that the sprite view v1(o) is similar to the view
v2 with respect to the node o, i.e., SML(o, v1, v2) = 1 (see Section 5.2). It means
the sprite s(o, v1) is qualified to reconstruct the sprite view v2(o). In this case,
the sprite s(o, v2) is redundant to the existing sprite s(o, v1) if the view v2 is also
inserted. As such, we use the sprite view similarity measure for the insertion of
reference images to reduce redundant sprites as follows.
For a reference image rendered at view vr to be inserted into the sprite tree
S, the sprite tree S is traversed for this view vr. We denote the set of visible
leaf nodes from view vr as G(vr). For each node o ∈ G(vr), the minimum and
maximum depth are computed using its bounding box for finding the level
l(o, vr) that the sprite s(o, vr) will be stored on. Among the set S(o, vr) of sprites
on the level l(o, vr) in node o, we search for a sprite s(o, v) ∈ S(o, vr) that is
considered qualified to reconstruct the sprite view vr(o), i.e., the sprite view
similarity SML(o, v, vr) = 1. If at least one of such sprite s(o, v) are found, we
say the sprite s(o, vr) is redundant to the existing sprites in the sprite tree S and
thus unnecessary to be inserted. We mark all such nodes G(vr, S) = {o|o ∈
G(vr), ∃s(o, v) ∈ S(o, vr), SML(o, v, vr) = 1} for which the corresponding sprite
s(o, vr) is redundant, so that no sprite from vr will be inserted to them during
the insertion. The other sprites from view vr for nodes in the set G(vr)−G(vr, S)
are inserted.
Figure 5.2 (same as Figure 4.2 in Section 4.2.1) illustrates the above insertion
process. There are two views v1 and v2 in the figure, each having two sprites
(one sprite of the red sphere and the other of the wireframe sphere). If using
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Figure 5.2: A Scene of two spheres, with two views generating four sprites.
the view similarity criteria (see Section 4.2.2), the two views are dissimilar and
all their sprites will be inserted into the sprite tree as described in Section 4.2.1.
But there could be redundant sprites. For example, the sprites of the wireframe
sphere in both views can be so similar that one can reconstruct the other. In
order to insert only the distinctive sprites and avoid the redundant ones, we
propose to use our sprite view similarity criteria. After the sprites s(o1, v1) and
s(o2, v1) of the two spheres from the view v1 are inserted, we can identify that
the sprite s(o2, v2) of the wireframe sphere from v2 is similar and thus redundant
to the inserted sprite s(o2, v1) of the same sphere according to the sprite view
similarity (SML(o2, v2, v1) = 1). As a result, the sprite s(o2, v2) is not inserted.
By contrast, the sprite s(o1, v2) of the red sphere is not similar to the inserted
sprite s(o1, v1) and is thus inserted. As such, three sprites are inserted using the
sprite view similarity measure, less than that using the view similarity criteria.
In the above way, reference images can be inserted without considering their
view similarities. Meanwhile, sprites are inserted greedily as long as they are
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not redundant. Because only redundant sprites are reduced, the sprites inserted
earlier and capable of reconstructing these redundant sprites are still preserved
in the sprite tree. Therefore, the visual quality of the output image is not affected
significantly, while the sprite tree is smaller.
5.3.2 Rendering
It has been shown that using all the visible sprites to reconstruct a target view
(see Section 4.3) can cause lighting artifacts (see Section 4.4.2). We now present
a different selection method based on the sprite view similarity measure for
rendering with a sprite tree. Using this measure, only the sprites with enough
visibility and consistent lighting to the target view are considered qualified to be
selected for reconstruction.
The rendering process is the same as that in Section 4.3, except the part of se-
lecting visible sprites using the back-face culling technique. Instead of checking
visibility based on the traditional technique, we measure the sprite view similar-
ity between the sprite view and the target view. If they are similar, the sprite is
selected for reconstructing the target view.
Figure 5.3 shows an example of rendering a target view with the sprite tree.
After locating the octree leaf nodes visible in the target view, qualified sprites
are searched in each leaf node. Only five leaf nodes are shown for example, and
their approximate projected areas on the target image plane are plotted as five
red rectangles layered on the image. The available sprites in these nodes are
selectively shown in the five gray dashed rectangles. In this case, one qualified
sprite for each of these nodes is selected (marked by red edges instead of gray)
and warped (represented by red arrows pointing from the selected sprite to the
corresponding projected area) to the target view. This warped image is then
merged with the rendered background as the reconstructed image.
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Figure 5.3: An example of rendering a target view with the sprite tree.
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5.3.3 Evaluation
We now present the evaluations of applying the sprite view similarity (or SVS
for short) measure to the rendering and insertion methods of the sprite tree.
First, we compare between the two rendering methods: one is based on the
SVS measure (see Section 5.3.2, called the similarity-based rendering method) and
the other is based on the traditional culling techniques (see Section 4.3, called
the culling-based rendering method). We evaluate whether the similarity-based
rendering method provides better visual quality than the culling-based rendering
method, since it considers both the visibility and the lighting conditions when
selecting the qualified sprites.
Second, we compare between the two insertion methods: one is based on the
SVS measure (see Section 5.3.1, called the sprite-based insertion method), and the
other is based on the view similarity criteria (see Section 4.2.2, called the view-
based insertion method). The sprite-based insertion method should reduce more
redundant sprites and lead to a smaller sprite tree. Given two sprite trees built
with different insertion methods, we first compare their size and then render the
same set of target views to see whether the rendering time and the visual quality
are affected by the reduction of sprites.
Similarity-Based vs. Culling-Based Rendering
As mentioned before, we compare the two rendering methods of the sprite tree:
similarity-based and culling-based. For the comparison, we render the same 210
dissimilar target views (see Figure 4.6 and Section 4.4.1), with the same sprite tree
built using the view-based insertion method whose view similarity thresholds
are e = 2 and θ = 20 (see Section 4.2.2). The visual quality of each reconstructed
image is compared to its ground truth image rendered with 3D geometry as the
reference (i.e., the reference-base approach (RVQ), see Section 3.4.3).
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Rendering Method Nwarped Tf rame Qvisual
Culling-Based (A) 3, 765, 586 44.30 ms 0.81
Similarity-Based (B) 1, 317, 264 38.88 ms 0.76
Percentage Difference ( (A−B)A ) 65% 12% 6%
Table 5.2: Performance measurements of the rendering methods for the sprite
tree and their percentage differences. Nwarped is the average number of pixels
warped for one target view; Tf rame is the average frame time; and, Qvisual is the
average visual quality.
Table 5.2 shows the average number Nwarped of pixels warped for one target view,
the average frame time Tf rame, and the average visual quality Qvisual of the two
rendering methods. It also highlights the percentage difference between the mea-
surements of the two methods. As shown, Nwarped drops significantly from 3.7
million to 1.3 million when using the similarity-based rendering method, which
is 65% fewer, since this method additionally considers the lighting conditions
for the selection of qualified sprites. The reduction of qualified sprites also leads
to a slight decrease (about 6%) in the average visual quality Qvisual , which can
be explained with Figure 5.4 and Figure 5.5.
Figure 5.4 shows one of the target views reconstructed by the two rendering
methods. Their visual quality (RVQ) is both high (more than 0.8) and similar, but
their rendered objects appear different. By a visual comparison, the reconstructed
image (Figure 5.4b) of the similarity-based rendering method is with higher
fidelity to the ground truth image (Figure 5.4c), which can be seen from two
details including the ivy leaves on the wall and the three chair backs around the
table. In general, the rendered objects in Figure 5.4b have no noticeable lighting
artifacts when compared with those in Figure 5.4a, as the result of avoiding
the sprites with unsuitable lighting conditions. Section 4.4.2 has discussed the
lighting artifacts introduced by the culling-based rendering method.
Figure 5.5 shows the rendering results of another target view. When using the
similarity-based rendering method, some parts of the rendered objects may
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disappear in the reconstructed image if the sprites with correct (or suitable)
lighting conditions are unavailable in the sprite tree. For example, parts of the
table and its chairs at the left front disappear in Figure 5.5b but not in Figure 5.5a.
But we can still see that Figure 5.5a renders these objects with noticeable lighting
artifacts when compared with the ground truth image (see Figure 5.5c).
Furthermore, we can avoid the disappearance of rendered objects by lowering
the sprite view similarity criteria (see Section 5.2) in the similarity-based method,
since the disappeared objects may be more noticeable than the lighting artifacts
in terms of rendering errors. As such, the sprites with unsuitable lighting condi-
tions are also used, if no better sprite is available in the sprite tree. Figure 5.15a
shows an example of such compromise: the table at the left bottom of the image
is rendered with the sprites with unsuitable lighting conditions, if compared
with the ground truth image in Figure 5.15b.
Therefore, the similarity-based rendering method achieves better visual quality
in terms of lighting conditions and is also flexible for adjustment.
Sprite-Based vs. View-Based Insertion
For the comparison, two sprite trees are built with different insertion methods:
sprite-based and view-based. The rendering methods are the same based on
the SVS measure, as suggested in Section 5.3.3. We insert the reference images
from the same synthetic user traces that are generated by the SLAW mobility
model [38] simulating five users (see Section 3.4.2). The size of the two sprite
trees are compared in terms of the total number Ntotal of pixels in sprites. Their
rendering performance is also measured and averaged over the same 210 target
views (see Figure 4.6), including: the average number Nwarped of pixels warped
for one target view, the average frame time Tf rame, and the average visual quality
Qvisual assessed by the reference-based approach (see Section 3.4.3).
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(a) Culling-Based Rendering, RVQ: 0.84
(b) Similarity-Based Rendering, RVQ: 0.88
(c) Ground Truth
Figure 5.4: First example of a reconstructed view using the culling-based ren-
dering and the similarity-based rendering with the same sprite tree.
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(a) Culling-Based Rendering, RVQ: 0.82
(b) Similarity-Based Rendering, RVQ: 0.72
(c) Ground Truth
Figure 5.5: Second example of a reconstructed view using the culling-based
rendering and the similarity-based rendering with the same sprite tree.
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Figure 5.6: The sprite tree size (i.e., the total number of pixels).
Insertion Method Ntotal Nwarped Tf rame Qvisual
View-Based (A) 69, 070, 185 1, 317, 264 38.88 ms 0.76
Sprite-Based (B) 49, 724, 435 638, 775 37.76 ms 0.72
Percentage Difference ( (A−B)A ) 28% 52% 3% 6%
Table 5.3: Performance measurements of the insertion methods for the sprite
tree and their percentage differences. Ntotal is the number of total pixels in the
sprite tree; Nwarped is the average number of pixels warped for one target view;
Tf rame is the average frame time; and, Qvisual is the average visual quality.
Figure 5.6 shows the tree size (in pixels) grows more slowly when using the
sprite-based insertion method, as more and more reference images are inserted.
Moreover, the final tree using the sprite-based insertion method contains only
about 50 million pixels in total, which is much smaller than the 70 million
pixels in the other tree. The reason is that the sprite-based method ignores the
redundant sprites while the view-based method inserts the dissimilar images
without considering the redundancy of sprites among them.
Furthermore, as shown in Table 5.3, the number Nwarped of pixels warped is also
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(a) View-Based Insertion, RVQ: 0.88
(b) Sprite-Based Insertion, RVQ: 0.83
(c) Ground Truth
Figure 5.7: An example of a reconstructed view by the similarity-based rendering
with the sprite trees using different insertion methods.
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28% smaller when using the sprite-based insertion method, since the redundancy
among these pixels (or their sprites) is reduced as well. Only about 0.64 million
pixels (fewer than the number of pixels in a 1280× 720 image) are selected and
warped, which is 52% fewer compared to the 1.32 million pixels (almost two
1280× 720 images) if using the view-based insertion method. The resulting
frame time also decreases from 38.88 ms to 37.76 ms.
A smaller sprite tree is easier to maintain in the memory or transfer over the
network. With a smaller and more compact sprite tree, the sprite-based insertion
method still leads to an average visual quality (0.72) close to the quality (0.76)
of using the view-based insertion method. An example of a reconstructed
view is shown in Figure 5.7, with similar visual quality achieved by the two
insertion methods: sprite-based (0.83) and view-based (0.88). Therefore, the
sprite-based insertion method reduces the size and the redundancy of the sprite
tree significantly without much loss of the visual quality.
5.4 Application to the Visual Quality Assessment
We have shown that the sprite view similarity can be applied to the insertion and
rendering methods of the sprite tree. It helps select dissimilar sprites for insertion,
reducing the redundancy, and it also helps select qualified sprites for rendering,
reducing the lighting artifacts. Because of the connection between the selected
sprites and the quality of the reconstructed view, we can also measure how well
a target view is reconstructed using a specific set of sprites by considering their
similarities to the target view.
In this section, we present another application of the sprite view similarity
measure, that is to evaluate the visual quality of the reconstructed view without
any reference or rendering.
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5.4.1 No-Reference Visual Quality Assessment
Although the reference-based visual quality (see Section 3.4.3) objectively mea-
sures how much scene information is reconstructed in a target view, it requires
the rendering of both the reconstructed image and the ground truth image. This
requirement increases the difficulty of assessing a large number of images for a
complex scene in a short time. A fast approach independent of the rendering
would be more preferable. In this section, we propose a visual quality assess-
ment approach based on the sprite view similarity measure that does not need
any reference or rendering.
The basic idea is to evaluate the visual quality based on how many sprites are
available for the reconstruction. Recall that two factors are considered for the
sprite view similarity measure (see Section 5.2): illumination and visibility. The
visibility factor is modeled by the visibility of dodecahedron faces in two views.
A sprite view v(o) is similar to a target sprite view vt with respect to the node o,
when enough visible dodecahedron faces in the sprite view v(o) are also visible
from the target view vt. If the illumination of these visible faces is also consistent
between the sprite view and the target view, we say that, the sprite s(o, v) is
qualified to reconstruct the target view vt. But it is not clear that the sprite s(o, v)
alone is enough to reconstruct all the visible scene information in the node o
from the target view vt. In order to connect the number of qualified sprites to the
state of reconstruction for the visual quality assessment, we make the following
assumption. The target view vt is “fully reconstructed” with respect to the node
o when the following conditions in Inequality 5.4 are satisfied; otherwise, it is
not “fully reconstructed”.
 |S(o, vt)| ≥ Nd, d(o, vt) > ∆|S(o, vt)| ≥ Nc, otherwise. (5.4)
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where S(o, vt) includes all the qualified sprites found in the node o for the target
view vt, d(o, vt) is the distance between the viewing point of view vt and the
center of node o, Nc and Nd are two thresholds for the number of qualified
sprites, and Nc > Nd.
In other words, for those distant nodes (d(o, vt) > ∆), we assume the target view
vt is fully reconstructed with respect to the node o when at least Nd qualified
sprite are available, while at least Nc qualified sprites are needed for those close
nodes. In the experiment, we choose Nc = 2 and Nd = 1, for the following
considerations. First, close objects present many details, and it is more probable
that they can be reconstructed by more than one sprite. This strategy is in the
same spirit of that two reference images from both the left and right of the
target view can be used to reduce disocclusion errors [50, 68]. Second, sprites
of distant objects project fewer pixels onto the screen, and they are more prone
to be occluded. Therefore, one sprite is most likely enough, considering we
also use strict thresholds in the sprite view similarity measure to select qualified
sprites (refer to Section 5.2). Moreover, the experiment results are good with
these parameters (see Section 5.4.2).
We then find out the set G(vt) of all the nodes visible from the target view vt
and the set G(vt, S) of nodes regarding which the target view vt is “fully recon-




This approach calls for only one traversal of the sprite tree per view. Given a
sprite tree and a target view, it assesses the visual quality of the target view fast
without rendering. For the same reason that images are not rendered, it is not
expected to be as accurate as the reference-based visual quality.
84
5.4. APPLICATION TO THE VISUAL QUALITY ASSESSMENT
5.4.2 Evaluation
In this section, We evaluate the two visual quality assessment approaches: one
is based on the sprite view similarity measure and requires no ground truth
image as a reference (see Section 5.4.1, called the no-reference-based approach or
NRVQ for short), and the other requires a reference (see Section 3.4.3, called the
reference-base approach or RVQ for short). The two approaches are compared in
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Figure 5.8: Comparison of the two visual quality assessment approaches.
We now compare the two visual quality assessment approaches: NRVQ and
RVQ. First, we prepare about 18, 000 reference views from five synthetic user
traces (see Section 3.4.2) for the insertion into an empty sprite tree. Second, every
time after inserting 100 reference views, we regularly render the same 210 target
views (see Figure 4.6), based on the fact that the visual quality of reconstructed
images is closely related to the number of inserted sprites. Finally, we assess
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the rendering quality for each target view by the two approaches and show the
results averaged over all the target views in Figure 5.8.
Figure 5.8 shows the average results of visual quality assessed by the two ap-
proaches, as the sprite tree grows with more and more reference images inserted.
The figure shows that: (i) both visual quality curves increase very quickly at
the beginning; (ii) the increasing speed slows down as more and more qualified
sprites are available in the tree; and most importantly, (iii) both curves are very
close, especially after 6000 reference images are inserted, showing that NRVQ
produces assessment results comparable to those of RVQ. Note that, RVQ re-
quires the ground truth image rendered with 3D geometry and thus takes at
least one frame time (about 70 milliseconds), while NRVQ requires no rendering
but only one traversal of the sprite tree and thus takes negligible time. Therefore,
NRVQ is much faster than RVQ and gives similar assessment results.
Figure 5.9 shows an example with highly similar NRVQ and RVQ results. It
displays one of the target views reconstructed at two different time points of
insertion: one is at the beginning and the other is at the end. In Figure 5.9a, two
tables on the right are missing as well as some tree leaves above. Since these
objects are not near the viewer like the first table from the left, similarity-based
visual quality is 0.63, similar to the simulation-based visual quality 0.61. In
Figure 5.9b, high visual quality is achieved, judged by comparing to the ground
truth in Figure 5.9c. Both similarity-based and simulation-based methods give
high quality, 0.88 and 0.81 respectively. Based on the observations in general,
the visual difference between rendered images with visual quality measured
between 0.8 and 1.0 is small enough to ignore.
There are some minor differences between the two curves at the beginning,
where the NRVQ approach produces higher assessments than the RVQ approach
with an average difference about 0.05 before the visual quality reaches 0.65. But
the two approaches yield highly similar results after that. The reason is that
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the sprites closer to the viewer occupy a bigger screen area than those in the
distance. The NRVQ approach does not consider this effect due to the lack of
ground truth images, but the RVQ approach does. Take Figure 5.10a for example,
NRVQ measures 0.53, indicating that qualified sprites are available in 53% of the
visible nodes. But one or more of the other 47% nodes contain the ivy leaves on
the wall, which happen to be close to the viewer. As such, RVQ measures 0.29
that is smaller than that (0.53) of NRVQ, since the ivy leaves occupy a big screen
area but are not reconstructed by sprites. If in the opposite situation where most
of the missing sprites are far away from the viewer, RVQ may give a greater
assessment result than that of NRVQ. For example, given the missing plants
near the background window in Figure 5.10b, RVQ measures 0.83 that is greater
than that (0.71) of NRVQ.
5.5 Evaluation of Rendering Quality
After presenting and evaluating the three applications of the sprite view similar-
ity (SVS for short), we have shown that the SVS measure can be used to enhance
the insertion methods, the rendering methods, and also the visual quality assess-
ment approach. We now evaluate the rendering quality of the enhanced sprite
tree as follows.
Using the insertion and rendering methods based on the SVS measure, we
compare the sprite tree with the LDI tree in terms of rendering quality and tree
size. Especially, for the visual comparison of rendering quality, we first insert
the same test views into both trees and then compare the lighting conditions of
their reconstructed images.
Finally, we compare the rendering with the sprite tree based on the SVS measure
and the rendering with 3D geometry.
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(a) NRVQ: 0.63, RVQ: 0.61
(b) NRVQ: 0.88, RVQ: 0.81
(c) Ground Truth
Figure 5.9: First example of using the NRVQ and RVQ approaches.
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(a) NRVQ: 0.53, RVQ: 0.29
(b) NRVQ: 0.71, RVQ: 0.83
(c) Ground Truth
Figure 5.10: Second example of using the NRVQ and RVQ approaches.
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5.5.1 LDI Tree vs. Sprite Tree
We now compare the sprite tree with the LDI tree, using the insertion and
rendering methods based on the SVS measure. The comparisons are in terms of
rendering quality and tree size. For the visual comparison of rendering quality,
we first insert the images of the same three test views into both empty trees, as
shown in Figure 5.11a. The three test views are looking at the same table and
its chairs from the left (Figure 5.11b), the right (Figure 5.11c), and the middle
side (Figure 5.12a), respectively. They show different lighting conditions of the
rendered objects, such as the chair backs and the yellow tablecloth.
We then compare between the reconstructed images of the middle test view
rendered by the sprite tree and the LDI tree. Ideally, since the image of the
middle view has been inserted, both trees are expected to fully reconstruct and
render the middle view. As expected, the resulting image (Figure 5.12b) of the
sprite tree is highly similar to the ground truth image (Figure 5.12a), but the
resulting image (Figure 5.12c) of the LDI tree is not. In the image (Figure 5.12c) of
the LDI tree, darker and lighter colors are inconsistently shown on the chair backs
and the tablecloth. Obviously, besides the image samples from the middle view,
samples from the other two test views are also warped and mixed together in
the resulting image of the LDI tree, leading to these noticeable lighting artifacts.
Therefore, we can better select the suitable image samples for the rendering
using the sprite tree. When both the suitable and unsuitable image samples are
available, it is critical to identify and select only the suitable ones. LDI tree is a
pixel-based representation. Pixels are stored independently in an LDI without
the information of their original views. Without such information, the LDI tree
could not identify the suitable image samples similar to the target views. In
contrast, the sprite tree can preserve and utilize the view information of image
samples (inserted as the sprites) for the consideration of lighting conditions. As
the result, the image samples from the left and the right test views can be avoided
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based on the sprite view similarity measure. In this way, only the samples from
the middle view are correctly selected for the rendering.
For the comparison of tree size, Figure 5.13 shows the total number of pixels
in both the sprite tree and the LDI tree, with the same set of reference images
inserted. The size of the sprite tree grows to 30 million pixels, while the size of
the LDI tree grows to 52 million pixels that is approximately 1.7 times larger. The
reasons are that the LDI tree maintains the pixel samples of LDIs with multiple
sampling rates. These sampling rates correspond to the octree levels. The
traversal needs to reach only the octree level with the sampling rate comparable
to the target view. For each pixel to be inserted to an LDI in an octree node,
it will also be inserted to the parent LDI in the parent octree node. But such
insertion method would finally lead to a huge LDI tree. In contrast, the sprite
tree maintains the pixels in sprites with only their original sampling rate.
5.5.2 Comparison with the Geometry-Based Rendering
We now compare the rendering with the sprite tree and the rendering with the
3D geometry (the ground truth, see Section 3.4.1 and Table 3.1). Two sets of
synthetic user traces are used, each of which simulates five users and contains
about 18, 000 views. One set is used to build a sprite tree with the sprite-based
insertion method and the other set is used as the target views of the target users.
We render these target views with the sprite tree and with the geometry of the
virtual scene (as the ground truth). The similarity-based rendering method is
used with the sprite tree.
Figure 5.14 plots the average frame time of the two rendering methods for each
target user. We can see that rendering with the sprite tree requires about 40
ms on average and is about 30 ms faster than rendering with the geometry.
Moreover, the frame time of using the sprite tree among different target users
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Figure 5.11: Testing views for evaluation: (a) a top view of the scene with three
white arrows indicating the testing views, (b) left testing view, and (c) right
testing view. The middle testing view is shown in Figure 5.12a.
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Figure 5.12: Rendered images of the middle testing view as indicated in Fig-
ure 5.11a: (a) ground truth image, (b) rendered with the sprite tree, and (c)
rendered with the LDI tree.
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Number of Reference Images
Sprite Tree
LDI Tree
Figure 5.13: The total number of pixels in the sprite tree and the LDI tree.
is not as fluctuating as that of geometry, because the complexity of rendering
with the sprite tree does not depend on the geometry complexity as perceived in
the target views. Additionally, the average visual quality measured by NRVQ is
0.82, which is acceptable based on our observations.
Figure 5.15 shows four representative frames in acceptable quality, as the exam-
ples of the rendered images with the sprite tree. As shown, the rendered images
are highly similar to the ground truth images with two exceptions. One is that
the table at the bottom left in Figure 5.15a has incorrect lighting conditions, as
mentioned and explained in Section 5.5.1. The other is that the rendered objects’
silhouettes are thicker and with more edge aliasing. These can be noticed from
the plants in the flowerpot in Figure 5.15a, the plant in Figure 5.15c, and the
chair backs in Figure 5.15e and Figure 5.15g. This is caused by the splatting after
a pixel is warped to the resulting image. We use a simple splatting method by
updating four pixel positions closest to the position of the warped pixel. In other
words, the influence area of any warped pixel is a 2× 2 pixel area. Despite this
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Figure 5.14: Comparison of the frame time between rendering with the sprite
tree and rendering with the 3D geometry.
problem, splatting is an effective technique to resolve the visibility issues in 3D
image warping, although it could not resolve all of them and also affects the
smoothness of lighted colors on a surface. Without splatting, there would be
more holes in the resulting image.
Figure 5.16 shows another four rendered images with more rendering errors.
There are mainly two types of rendering errors. First, objects may look blurry in
some close-up views such as in Figure 5.16a. For the plant in the middle, most
of its leaves are not rendered sharply for two reasons. The first reason is that
there are many small leaves occluding one another in this plant. If no sprite
from the image of the target view is available, other sprites from the nearby
views may have some leaves occluded, resulting in incomplete leaf edges in
the reconstructed image. The second reason is splatting. Since the plants with
dense and small leaves are full of edges, splatting for one leaf may overlap with
other leaves and replace their pixels wrongly. Such blending blurs details even
more. In short, the edge aliasing is more severe for this type of objects. Second,
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Figure 5.15: Examples of rendered images in acceptable quality. The left columns
are the rendered images with the sprite tree, and the right columns are the ground
truth images rendered with the geometry.
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Figure 5.16: Examples of rendered images with more rendering errors. The left
columns are the rendered images with the sprite tree, and the right columns are
the ground truth images rendered with the geometry.
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parts of objects disappear in the close-up views (Figure 5.16c, Figure 5.16e,
and Figure 5.16g). Compared with the ground truth image (Figure 5.16d), it
is obvious that there is a part of plant leaf not rendered in Figure 5.16c. The
reason is that there is no sprite qualified for rendering the missing leaf in this
target view. It is possible that a low-resolution sprite is available, but it is not
considered qualified to deliver satisfying resolution and may lead to many small
holes. In Figure 5.16c, disappearance of the plant leaf does not hurt the harmony
in the image. But this is not the case for Figure 5.16e and Figure 5.16g. Both
images have some parts of a table and a chair missing in an unpleasant way.
There is more to discover about the above mentioned errors. According to
observations during the experiments, many errors happen to those objects near
the walls of the courtyard, besides those close-up views of certain objects. Those
spots are less visited than the center of the courtyard by the simulated user traces,
therefore less sprites are saved, leading to the higher probability that qualified
sprites could not be found in the sprite tree. As a comparison, acceptable quality
is achieved for those views popularly visited, such as the views in Figure 5.15e
and 5.15g which are around the center of the courtyard.
5.6 Summary
We proposed several advanced methods for using the sprite tree based on
the sprite view similarity measure, including the similarity-based rendering
method, the sprite-based insertion method, and the no-reference-based visual
quality assessment (NRVQ) approach. The experiment results showed that: (i)
the similarity-based rendering method reduces both the lighting artifacts and
the number of warped pixels; (ii) the sprite-based insertion method reduces
the redundancy and the size of the sprite tree significantly with little loss of
rendering quality; and, (iii) the NRVQ approach is much faster than the reference-
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based (RVQ) approach and gives similar assessment results, which makes it
useful in the case when a lot of reconstructed images require visual quality
assessment in real time.
We also compared the rendering with the sprite tree to other renderings with
the LDI tree and with 3D geometry. The experiment results showed that: (i)
the sprite tree is much smaller than the LDI tree with the same reference image
inserted, and its rendering can better reconstruct the target view with suitable
lighting conditions; and, (ii) rendering with the sprite tree is much faster than
rendering with the geometry without much loss of visual quality. In other
words, the sprite tree accelerates the rendering of a complex virtual scene with
reasonable visual quality.
In the next chapter, we will propose a client/server remote rendering system




Prefetching and Caching with Sprite Tree
6.1 Overview
In Chapter 5, we proposed the advanced methods for the insertion of reference
images, the rendering with the sprite tree, and the no-reference-based visual
quality assessment based on the sprite view similarity measure. Experiment
results showed that the tree size is reduced significantly without much loss of
visual quality, and the number of warped pixels and lighting artifacts are also
reduced. These efforts also make the sprite tree an appropriate representation for
remote visualization of networked virtual environments (NVEs). Therefore, we
explore more potential of the sprite tree in the prefetching and caching schemes
for remote rendering in this chapter. More specifically, we address the following
problems: (i) what a remote rendering architecture suitable for the sprite tree
looks like; (ii) how the sprites are compressed and transmitted over the network;
and, (iii) which sprites to prefetch in priority and which sprites to discard for
cache replacement.
We use a client/server remote rendering architecture for the sprite tree. The
server builds and updates a sprite tree regularly, and responds to the client
by sending the requested sprites. On the client side, four main tasks are to
be done during every frame, including rendering the current view, predicting,
prefetching, and caching the sprites needed for the next view. Prefetching and
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caching are effective for reducing the network latency. For linearly accessible
content like video frames, it is straightforward to predict the future frames
accurately for prefetching, but it is more complicated for non-linear content.
For a 3D object streaming and rendering system, the streamed 3D objects are
non-linear content in nature. There are several cues for determining which 3D
content to be cached: visibility [20], visual saliency [32], and distance and angle
between the objects and the target view [17]. Similarly, sprites are also non-linear
content, because they are organized spatially and accessed non-linearly. But
sprites are different from 3D objects in at least one way: each sprite is a part of
one view (called the sprite view in Section 5.2), while a 3D object itself is view-
independent. This makes differences when deciding which content is visible
from the target view for the purpose of prefetching and caching. For the 3D
objects, frustum culling is usually sufficient. For the sprites, besides the frustum
culling, we also need to check whether the sprite view is similar enough to the
target view (see Section 5.3.2). A sprite can be unqualified if the two views are
dissimilar, even it is in the target frustum. The view-dependent nature of sprites
poses challenges to the prefetching and caching schemes of remote rendering.
We focus on the tasks of prediction, prefecthing, and caching. For prediction,
besides two basic schemes called MULTI-DIR [10, 11] and REMAIN-DIR [20], we
propose a prediction scheme named HIST-PROB that predicts multiple possible
views in the next step based on a statistical analysis of user traces. The proposed
scheme exploits the captured mobility patterns in history views. Only the sprites
required for these possible views need to be prefetched. For prefetching, we pro-
pose a sprite-based prefetching scheme by prioritizing the sprites based on their
probabilities to be accessed (called the sprite probability for short). This scheme
retrieves the most probable sprites among predicted views with high priority. By
using the sprite probability as the prefetching priority, experiment results show
significant improvement on the visual quality over the traditional view-based
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prefetching method. For caching, we also exploit the sprite probability for a new
caching strategy named Least Probably Used (LPU) which discards the least
probable sprites first. The results show that the sprite probability is a desirable
and effective cue for prefetching and caching with the sprite tree.
6.2 Remote Rendering Architecture
We now describe a remote rendering architecture that is suitable for the sprite
tree. The objective is to support the remote rendering of complex virtual scenes
on resource-constrained devices with a sprite tree, surviving limited bandwidth
and maintaining acceptable quality. It adopts the client/server model. The
server builds and maintains a sprite tree for the complex foreground objects
in a virtual scene, such as plants and the furniture, while the clients request
sprites from the server and render these foreground objects with sprites by 3D
image warping. For those simple background objects, such as walls and grounds,
clients download them from the server beforehand and render them with the
geometry in real time. Figure 6.1 shows our designs for the server side and the
client side of this architecture.
On the server side, two main tasks are to: (i) send the sprites responding to the
client’s request, and, (ii) maintain and update the sprite tree regularly.
First, the server will pack, compress, and send the requested sprites, when
it receives a prefetching request from the client. We can use standard image
compression methods such as JPEG 2000, since a sprite is essentially a part of an
image. But the pixels in a sprite are not stored sequentially. For each pixel, we
record its index, color, and depth. A pixel is indexed by y×width+ x, where (x, y)
is the position of this pixel in the image with the width. Given multiple sprites,
the indices of all pixels of these sprites are first differentially encoded and then
losslessly compressed by the Lempel-Ziv-Markov chain algorithm (LZMA). Both
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Figure 6.1: The proposed remote rendering architecture for the sprite tree.
the RGB color values and the depth values are packed and compressed using
the JPEG 2000 compression method. On the client side, the compressed data can
be decompressed, unpacked, and restored as individual sprites accordingly. The
measurement of our compression method is shown in Table 6.1 in Section 6.4.
Second, the server also updates its sprite tree regularly based on the client’s
requests. When the client sends a request along with its current view information,
the server quickly assesses whether the current sprite tree can render this view
with acceptable visual quality or not, based on our no-reference-based visual
quality assessment approach (see Section 5.4.1). If not, the server will render this
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view and insert the image to update the sprite tree accordingly.
On the client side, four main tasks need to be done during every frame: rendering
the current view, predicting, prefetching, and caching the sprites needed for the
next view. Since rendering with the sprite tree has been discussed in Chapter 3
and Chapter 5, we focus on the other three tasks in this chapter. Among them,
predicting,prefetching, and caching are closely related. A desired prediction scheme
will highlight those views most likely to be visited in the near future by the
client, which helps identify those sprites needed soon but not yet cached. A
desired prefetching scheme then allows the client to obtain these sprites within
the bandwidth limit in advance, while a desired caching algorithm utilizes the
limited memory to retain those sprites useful for both current and future views
as much as possible.
Since the sprites in the client’s cache come from the server, the cache itself is a
partial sprite tree compared to what is on the server. This local tree serves as
both the cache structure and the rendering representation for the client. Initially,
the client will download the tree trunk of the sprite tree on the server, i.e. an
empty sprite tree, besides the background geometry.
6.3 Prefetching and Caching
In this section, we will discuss the three tasks: prediction, prefetching and
caching in the remote rendering architecture with details.
6.3.1 View Prediction
View prediction in our proposed system is a task to predict the next view vt+1 for
a client after its current view vt at time t for the purpose of enabling prefetching of
sprites to shorten the remote rendering latency. The next view is the consecutive
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view immediately reachable from the current view based on the current speed.
There are two types of prediction: (i) predicting a next view by averaging a
few past views [17, 80]; and, (ii) predicting one or more than one next view by
following possible future paths [20, 10, 11]. The first type of prediction counts on
the past view profile, and the predicted view is an averaged of a few past views.
Because only one next view is predicted, the probability of false predictions is
high. This might not be a problem for prefetching 3D objects, since there might
still be a large overlap between viewing content if the predicted view is adjacent
to the real next view. However, this is not the case for the sprite tree. Since the
sprites’ qualification to reconstruct a view depends on the sprite view similarity
measure, most of the predicted sprites might be useless when the predicted view
is just in the neighboring area of the real next view. The prefetching performance
would be unexpected. Unlike the first type which looks into the past, the second
type of prediction looks into the future by assuming a few paths the viewer
might take. For example, one can assume the camera’s linear speed and angular
speed remain for the next view, or even more thoroughly, predict all possible next
views based on every possible future path. If only one view is predicted as in
the first type of prediction, the probability of false predictions for the sprite tree
remains. But this probability is lowered if every possible next view is predicted.
It thus provides more flexibility to choose which sprites to prefetch in order to
increase the cache hit for the next view.
Therefore, we study three view prediction schemes to work with the sprite tree,
including (i) MULTI-DIR [10, 11] predict all the possible next views; (ii) REMAIN-
DIR [20] predict the next view by assuming the previous linear speed and
angular speed of the camera remain; (iii) HIST-PROB: predict views according
to statistical popularity found in a large number of history views. The first
two schemes are based on the existing work, while the third HIST-PROB is
an improved scheme considering the advantages of the other two. Figure 6.2
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illustrates simple examples for the three prediction schemes, while we will







Figure 6.2: Examples for the three prediction schemes: HIST-PROB, MULTI-DIR,
REMAIN-DIR. The dotted arrow (marked as vt−1) represents the previous view,
the dashed arrow (marked as vt) represents the current view, and the solid
arrows (marked as vt+1) represent the predicted views.
MULTI-DIR
In this prediction scheme, the prediction is based on the model of camera control.
Usually during the navigation in a virtual scene, the possible changes of the
camera’s next viewing position and direction are constrained. Therefore, all the
possible next views can be enumerated as predicted views. For example, if the
camera control allows moving forward a fixed distance or turning left/right a
fixed degree at a time, then the predicted next views vt+1 of a view vt are the
three as shown in Figure 6.2: one view ahead, one view turning left, and one
view turning right. Note that, one of the predicted view on the right coincides
with the previous view vt−1, since one of the possible next moving directions is
to turn backwards. These three views are considered equally probable to be the
next view.
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REMAIN-DIR
In this prediction scheme, there is no knowledge about the history, except its
previous view vt−1. The prediction is based on one assumption, that is the
movement from the previous view vt−1 to the current view vt remains for the
next view. Take the scenario in Figure 6.2 as an example. The viewer turns left
certain degrees from its previous view vv−1 to the current view vt. Assuming
this movement direction remains, the next view vv+1 will be the one when the
viewer keeps turning left from the current view. Therefore, unlike the previous
three schemes, there is always only one next view predicted.
HIST-PROB
In this prediction scheme, firstly, a set of distinctive views VD are computed from
the history views using the view similarity criteria presented in Section 4.2.2.
The thresholds e and θ in the view similarity criteria are chosen according to the
average linear and angular speed so that it takes about one step on average to
change from one distinctive view to its closest distinctive view. These history
views come from a large number of user traces collected by the server in the
virtual scene.
Secondly, the temporal relation between two distinctive views are computed
as follows. For each user trace V in the set of history views, the distinctive
view corresponding to each view v ∈ V in the trace is found out, and the
temporal relation between two successive view vt ∈ V and vt+1 ∈ V is passed
on to their corresponding distinctive views, such that the distinctive view vj ∈
VD corresponding to view vt+1 is connected to the distinctive view vi ∈ VD
corresponding to vt+1 as the next view of vi. In addition, the occurrences n(vi, vj)
of such relation between vi and vj is incremented by one.
After all the user traces in the history are preprocessed in the above way, the
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temporal relations between any two distinctive views are known. By this means,
in order to predict next view for a target view v, we first find its distinctive
view vi ∈ VD, and the next views VD(vi) recorded for this distinctive view are
all considered possible to be the next view of view v; then, the top m views in
VD(vi) whose occurrences n(vi, vx), vx ∈ VD(vi) are the largest are predicted.
For example, in Figure 6.2, the top 2 next views recorded for the distinctive view
corresponding to view vt are predicted. The number m is adjustable according
to the network condition. For an instance, if the bandwidth is not sufficient,
m = 1 is probably better; if the bandwidth is sufficient, then m > 1 could be set
to schedule prefetching for more possible future views. For comparison with the
prediction scheme MULTI-DIR, we set m to be the same number of next views
predicted in MULTI-DIR. Note that, since the client predicts the next views by
itself, the set of distinctive views are to be downloaded by the client first. At the
same time, the client downloads the sprite tree trunk and background objects.
Discussion
To sum up, HIST-PROB takes both the past view profile and the multiple pre-
diction features in the two types of existing prediction schemes, for two rea-
sons. First, the camera movements in virtual environments exhibit certain
patterns [43, 66], for example, users like to travel between and around a few
preferred spots in the scene and certain areas are more popularly visited. These
patterns will be captured in history views, and it would be helpful to extract
such information for the use of prediction. Second, predicting more than one
views could help highlight a tight area of future interests, and therefore increase
the probability to find the required sprites for the next view.
On the one hand, HIST-PROB is similar to REMAIN-DIR in the aspect that it
also focuses more on certain specific paths; and, HIST-PROB is also similar to
MULTI-DIR in the aspect that it considers more than one possibility. On the
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other hand, the differences between HIST-PROB and other predictions include:
first, a much larger number of history views are required than just a few past
views; and second, the next view is not estimated according to the history views
or possible future paths, but it is predicted in a statistical way from those more
probable next views for the current view in the history view profile. Such a large
number of history views are not hard to acquire, since the server in popular NVE
applications such as Second Life could serve thousands of users daily in a single
virtual region [43].
6.3.2 Sprites Prefetching
With the next views predicted, sprites required by these predicted views can be
scheduled for prefetching. For convenience, we call these sprites the predicted
sprites. We propose to assign a prefetching priority to each predicted sprite. As
such, sprites are scheduled according to their priorities. The higher the priority
of a sprite is, the more ahead it is put in the prefetching queue. If it is not possible
to prefetch all predicted sprites due to limited bandwidth, the assignment of
priorities to these sprites will determine the performance of prefetching.
To prefetch the sprites that are the most probably accessed and required by future
views, we propose the following two ways for computing the sprite priorities.
One basic way is to compute the view probability. The view probability is the
probability for a view to be seen in the virtual scene. As such, each predicted
view has a probability value as its priority. If a sprite is required by multiple
predicted views, its priority will equal to the highest priority of these predicted
views. In this way, sprites can be grouped view-wise and thus prefetched
together as a group. We call this way as the view-based prefetching.
But these predicted views may share some common sprites that they require.
Unlike 3D objects, we could not determine whether any sprite is shared by
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different views simply by their locations, due to their view-dependent nature.
Take a simple scenario of three views in Figure 6.3 as an example. View v1 finds
two qualified sprites s1 and s2, while both sprites are also required by the view v2
one step behind view v1; another view v3 close to view v1 also shares the sprite s1
and finds a third sprite s3 qualified to it only. In this case, sprites s1, s2, and s3 are
required by different number of views, which could not be determined simply
by the location of the sprites. When all the three views are predicted and their
required sprites are to be fetched, it is reasonable to prefetch these three sprites
with different priorities. In this case, sprite s1 is shared by all the three views
and thus should be prefetched first. In light of this situation, it is necessary to
consider the prefetching problem based on individual sprites instead of views.
Therefore, another advanced way is to compute the sprite access probability (or
sprite probability for short) for each sprite and to use the probability value as the
priority. Specifically, the sprite probability is the probability for a sprite to be
accessed by views. We call this way as the sprite-based prefetching.
In the following sections, we first present how to compute the view probability
and the sprite probability, and then describe our prefetching scheme based on
the priority of sprites.
View Probability and Sprite Probability
Independent from the model of camera control, we can compute the empirical
probability of views as the view probability as follows. First, a large number of
views visited in history must be collected. Then similar views in the collection
are detected and removed based on our view similarity criteria presented in
Section 4.2.2, resulting in a set of distinctive views VD. This step is the same
process mentioned in Section 6.3.1. It means we now also compute the probability
of a distinctive view besides the temporal relation between two distinctive views.
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Figure 6.3: An illustration of three views sharing different numbers of sprites.
If two views are found similar, they belong to the same distinctive view and this
distinctive view has occurrences counted as two. Second, the occurrences of each
distinctive view are counted, and divided by the total number of history views
to get its probability, as shown in Equation 6.1, in which n(v) is the occurrence





The sprite probability is calculated based on the view probability. It can be pre-
computed once the probabilities of distinctive views are known and the sprite
tree is built. Given the distinctive views VD and their probabilities p(v), v ∈ VD,
the probability p(o, vs) of a sprite s(o, vs) to be accessed in the sprite tree S is
computed as the sum of the probabilities of all the distinctive views it is qualified
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to, which is shown in Equation 6.2.
p(o, vs) = ∑
v∈VD
p(v), (6.2)
where the sprite view similarity SML(o, v, vs) = 1 (see Section 5.2) between v
and vs(o).
Prefetching based on Priority
We now describe how to prefetch sprites according to their priorities. At time
t, once the next views for view vt are predicted, the client will traverse its local
sprite tree to identify which sprites are qualified to the predicted views, that
is to find the set Spredict of predicted sprites, as well as the availability of each
predicted sprite in the cache. To determine which sprites in Spredict could be
prefetched under the cache limit Lcache and the prefetch limit Lpre f etch (both limits
are measured in number of sprite pixels), the following two steps are done.
First, we find out whether all the predicted sprites Spredict can be contained in the
cache within the cache limit Lcache, that is whether #(Spredict) > Lcache (function
#(·) computes the pixel number of a set of sprites). If the local cache cannot
contain all the predicted sprites, sprites with the lowest priority are discarded
from Spredict until the remaining sprites can be contained, such that #(Spredict)−
#(Sdiscard) ≤ Lcache where Sdiscard is the set of discarded sprites. A subset of
sprites in Spredict − Sdiscard may be already in the cache, and they are marked as
“predicted” so that they will not be wrongly discarded in the cache replacement
stage after this prediction at time t. The rest of sprites in Spredict − Sdiscard that are
not cached will be scheduled for prefetching, denote as Sremote.
Second, we find out whether the size of sprites Sremote exceeds the prefetch limit
Lpre f etch. If it does exceed, i.e., #(Sremote) > Lpre f etch, sprites with the lowest
priority will be removed from Sremote until the prefetch limit is met. The rest of
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sprites in Sremote are then the sprites will be put in the prefetching request sent
to the server, denote as Spre f etch. Note that in order to utilize the prefetch quota
as much as possible, sprites in Sremote are selected into Spre f etch greedily instead
of just discarding sprites with the least priorities from Sremote. In other words,
when sprites are being selected for prefetching according the prefetch limit in
the descending order of their priorities, a sprite will be skipped if the remaining
prefetch quota is not sufficient for this sprite, while the sprites queued after it
and with lower priorities will continuously being selected if the left prefetch
quota is sufficient for them. The same greedy selection is also done in the first
step during finding the predicted sprites that can be contained in the cache.
Algorithm 6.1 describes the above prefetching process.
6.3.3 Caching Strategies
As the number of cached sprites increases, the cache size grows. Given the
cache size limit Lcache, we need to discard and replace certain cached sprites from
the local cache for accommodating the newly prefetched sprites whenever the
cache space is exhausted. The cache replacement decision is made by the client
after the next views are predicted and before the prefetched sprites Spre f etch are
inserted into the local sprite tree. We denote Scache as the set of cached sprites.
Certain cached sprites in Scache that are not predicted have to be discarded to
make room for the new sprites Spre f etch, if there is insufficient cache space where
#(Spre f etch) + #(Scache) > Lcache.
To determine which cached sprites are to be discarded, we can use the two
commonly-used caching strategies: Least Recently Used (LRU) and Least-
Frequently Used (LFU). LRU keeps track of the time of latest usage and discards
the least recently used sprites, while LFU records the frequency of usage and
discards the least frequently used sprites.
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Algorithm 6.1 Prefetch sprites from predicted sprites
1: procedure PREFETCH(Spredict, Spre f etch, Lcache, Lpre f etch)
2: sort Spredict according to their priorities in the descending order
3: for each sprite in Spredict do
4: if Lcache is larger than the size of the current sprite then
5: deduct this size from the Lcache
6: if the current sprite is not cached then
7: add this sprite to Sremote
8: else
9: mark this sprite as predicted to avoid being discarded wrongly
10: end if





16: if #(Sremote) > Lpre f etch then
17: for each sprite in Sremote do
18: if Lpre f etch is larger than the size of the current sprite then
19: add the current sprite to Spre f etch
20: deduct this size from the Lpre f etch






27: Spre f etch = Sremote
28: end if
29: end procedure
Moreover, we propose a third strategy, Least Probably Used (LPU), based on
the sprite probability (see Section 6.3.2). LPU stores the sprite probability and
discards the least probable sprites. Unlike the time stamp used in LRU or the
frequency used in LFU, the sprite probability in LPU is pre-computed based on
the view probability analyzed from a large number of user traces. Therefore, it
will not change from time to time, once the sprite tree is built.
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6.4 Evaluation
We now present the evaluations for the prefetching and caching strategies with
the sprite tree.
6.4.1 Experimental Setup
We simulate a client/server remote rendering system with a sprite tree. On the
server side, the sprite tree is built for the scene San Miguel from 18,384 distinctive
views using the sprite-based insertion (see Section 5.3.1) for remotely assisting
the client-side rendering. These distinctive views are selected based on the view
similarity criteria (e = 0.5 and θ = 5) from 1000 12-hour-long synthetic user
traces generated by the SLAW [38] mobility model. With these distinctive views,
the view probability and the sprite probability can be computed accordingly
(see Section 6.3.2). Five users are simulated with the SLAW mobility model to
play the role of clients. On the client side, the similarity-based rendering (see
Section 5.3.2) is used with the local sprite tree for the target view reconstruction.
The client will predict its next views, prefetch sprites for the next views from the
server, and cache sprites in the local sprite tree.
As mentioned in Section 6.2, we also need to pack, compress, and send the index,
color, and depth values of each pixel of multiple requested sprites. Table 6.1
shows the measurement of our compression method with two preferences. We
compress the complete sprite tree for the measurement, which contains more
than 65 million pixels in total. The first compression preference gives a better
quality (higher PSNR values) but a higher bit rate (in bits per pixel) if compared
with the second one. The bit rates of index values are the same in both pref-
erences, because the index values are losslessly compressed. We use PSNR to
measure the quality of the RGB color and depth components of each decom-
pressed sprite by comparing it with the ground truth. The color and depth PSNR
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Total Rate Index Rate Color Rate Depth Rate Color PSNR Depth PSNR
10.39 bpp 1.46 bpp 7.20 bpp 1.70 bpp ≥ 46.36 dB ≥ 59.20 dB
5.43 bpp 1.46 bpp 2.40 bpp 1.55 bpp ≥ 37.10 dB ≥ 59.20 dB
Table 6.1: Measurement of the compression of a sprite tree with two preferences.
“Rate” is the bit rate, where we use the unit “bpp” to denote “bits per pixel”. The
PSNR values measure the quality of the RGB color or depth component of each
decompressed sprite by comparing it with the ground truth.
columns show the minimum PSNR values, indicating both preferences provide
reasonable quality (> 37 dB) in these components even with different bit rates.
Note that, we suggest encode the depth component with a higher bit rate to
ensure higher precision in the 3D image warping process.
For the evaluation of prefetching and caching schemes, we test the cache limit
on the client side with the ratios 5%,10%,20% of the total size of the complete
sprite tree, as shown in Table 6.2. The prefetch limit is related to the amount
of available bandwidth. Given that the bit rate is 5.43 bpp or 10.39 bpp (see
Table 6.1) and the prefetching is done at every step of view change (one step per
second), the prefetch limits (in number of pixels) in Table 6.2 correspond to a
bandwidth range of 14 KB/s – 869 KB/s (with 5.43 bpp) or 26 KB/s – 1662 KB/s
(with 10.39 bpp). For each experiment, one of the values listed in the table is
used for each variable.
Variables Varied Values in the Experiments
Cache Size Limit 5%, 10%, 20%
Prefetch Limit (pixels) 20K, 40K, 80K, 160K, 320K, 640K, 1280K
View Prediction Scheme HIST-PROB, MULTI-DIR, REMAIN-DIR
Prefetching Method view-based, sprite-based
Caching Strategy LRU, LFU, LPU
Table 6.2: Variables adjustable in the simulated remote rendering system.
We used two performance metrics to evaluate the prefetching and caching
schemes in the proposed architecture: (i) visual quality, measured by our no-
reference-based method (see Section 5.4.1). It measures the visual quality of the
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reconstructed images on the client side; and, (ii) prefetching effectiveness, which
measures the number of required sprites at the time of rendering, including
three sources: fetched – the sprites required now and already fetched in cache,
replaced – the sprites required now and fetched in cache before but was replaced
thus not cached, and not fetched – the sprites required now but are not fetched
in cache. The composition of required sprites shows the effectiveness of each
prefetching and caching scheme. We will average the measurements over the
five simulated clients with these two performance metrics.
First, we compare the three view prediction schemes presented in Section 6.3.1.
Using the same prefetching scheme and the same caching strategy, we evaluate
whether the HIST-PROB scheme leads to better visual quality and prefetching
effectiveness measures on the client side than the MULTI-DIR and REMAIN-DIR
schemes, under different cache size limits and prefetch limits.
Second, we compare the two prefetching schemes presented in Section 6.3.2.
With different prediction schemes, we evaluate whether the sprite-based prefetch-
ing results in better prefetching effectiveness measures than the view-based
prefetching, since the sprite-based prefetching is based on the popularity of
individual sprites instead of individual views.
Finally, we evaluate the three caching strategies: LPU, LRU, and LFU (see
Section 6.3.3), to find out whether the sprite probability is also an effective cue
for caching as it is for prefetching.
6.4.2 Comparison of View Prediction Schemes
We now compare the three prediction schemes: HIST-PROB, MULTI-DIR, and
REMAIN-DIR (see Section 6.3.1). Specifically, for MULTI-DIR, the left, right
and forward views all one step away are predicted for each target view, while
for HIST-PROB, the most probable three views (m = 3 see Section 6.3.1) are
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predicted in order to be comparable to MULTI-DIR. REMAIN-DIR predicts one
view assuming the previous moving direction remains. We fixed sprite-based
prefetching and LRU for this comparison. Note that, the prefetching priority
is assigned differently in three prediction schemes as follows. For HIST-PROB,
the sprite probability (see Section 6.3.2) is used as prefetching priority, since the
statistics of the distinctive views are available; for MULTI-DIR, the priority is
randomly chosen between [0, 1] for each sprite, because the predicted views are
considered equally probable to be the next view, so are their predicted sprites;
for REMAIN-DIR, the priority is also randomized between [0, 1].
Figure 6.4a and Figure 6.4b plot the average visual quality and the average
composition of required sprites achieved with 10% cache size limit. Comparing
HIST-PROB and MULTI-DIR, it shows HIST-PROB has higher visual quality and
more fetched sprites than MULTI-DIR until the prefetch limit reaches as high as
640K pixels. It means, prefetching the sprites for the more probable predicted
views according to history is more effective under lower bandwidth; but when
the bandwidth is sufficient to prefetch more sprites other than those from the
most probable views, MULTI-DIR would be able to fetch most of the required
sprites for all possible next views, and therefore it will beat HIST-PROB, as well
as REMAIN-DIR, as expected.
Comparing REMAIN-DIR to the other two schemes, it leads to similar visual
quality as HIST-PROB for two reasons. First, the synthetic traces based on
SLAW generate many straight flights between hot spots in the virtual scene,
therefore, it would be quite accurate most of the time to assume the previous
moving direction. This same pattern is also captured by history views, thus
reflected in the HIST-PROB prediction. As such, HIST-PROB would probably
predict similar views as REMAIN-DIR does, resulting in similar performance
measures. This also explains why predicting all possible views in MULTI-DIR
suffers on lower bandwidth. With limited bandwidth used to prefetch sprites in
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Figure 6.4: Average visual quality and average composition of required sprites
using different prediction schemes.
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all next directions instead of the more probable ones, these prefetched sprites
not only fail to increase visual quality (see Figure 6.4a for MULTI-DIR) but also
get replaced often before they actually contribute (see Figure 6.4b for MULTI-
DIR). The above finding also highlights the benefit of the knowledge on the user
mobility pattern for prediction. Second, REMAIN-DIR only predicts one view.
Because of this, the prefetched sprites are fewer than the other two, causing less
replacements in the cache. That is why, in Figure 6.4b, the number of replaced
sprites is smaller in REMAIN-DIR than that in MULTI-DIR.
In addition, even though the HIST-PROB and REMAIN-DIR have similar visual
quality due to the above two reasons, HIST-PROB causes much fewer replaced
sprites in the cases of smaller prefetch limits, as shown in Figure 6.4b. This is
facilitated by the knowledge of the sprite probability based on history views.
It indicates that, there are certain sprites for the next views that have higher
probabilities to be required and reused recently than others. Prefetching them
first will effectively increase visual quality under limited bandwidth and also
reduce the number of replaced sprites.
The above findings are also consistent with the results at 5% and 20% cache size
limit. The difference is that the achieved visual quality before prefetch limit 160K
is about 0.05 smaller at 5% cache size limit, and about 0.05 higher at 20% cache
size limit. At 20% cache size limit, the visual quality at prefetch limits 80K and
160K are already acceptable based on observations in the experiments conducted
in Section 5.5. Increasing the cache size can reduce the bandwidth requirement.
6.4.3 Comparison of Sprite-based and View-based Prefetching
We now compare the sprite-based prefetching with the view-based prefetching.
For the same reason mentioned before, the prefetching priority is assigned dif-
ferently for the three prediction schemes. For sprite-based prefetching, the same
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setting used in Section 6.4.2 remains the same, while for view-based prefetching,
the following setting is used. For HIST-PROB, the probability of a view (see
Section 6.3.2) is used as priority; For MULTI-DIR, the priority of a predicted view
is randomized between [0, 1], for the reason that the predicted views are equally
probable to be the actual next view; For REMAIN-DIR, a constant priority is
assigned to the predicted view, since there is only one predicted view. This
comparison is done for each prediction scheme with LRU used.
Figure 6.5 plots the measurements of the two performance metrics with HIST-
PROB used for prediction. As can be seen in Figure 6.5a, sprite-based prefetching
yields much better visual quality than view-based prefetching. This is supported
by Figure 6.5b and Figure 6.5c, where the former figure shows higher ratio of
fetched sprites than the latter. Additionally, the ratio of sprites required now
but replaced before is much lower in sprite-based prefetching than view-based
prefetching. Considering the same prediction and caching strategies are used,
this finding implies that prioritizing sprite prefetching by sprite probability
retrieves more sprites that would be reused longer, while the sprites prefetched
in view-based prefetching are much less useful and get replaced often. This
finding can also be concluded from experiment results of cases using MULTI-DIR
and REMAIN-DIR as prediction.
In general, the visual quality increases as the prefetch limit increases for both
sprite-based and view-based methods, shown in Figure 6.5a. However, the
increasing speed slows down eventually, due to the high bandwidth available,
meaning most sprites required are prefetched successfully. Furthermore, all
the histogram groups for different cache limits in Figure 6.5b exhibit a first-
increase-then-decrease trend in the number of replaced sprites. The reason can
be attributed to the two opposite influences of increasing the prefetch limit.
On the one hand, the more sprites could be prefetched with higher prefetch
limit, the higher visual quality can be achieved. This is the positive influence
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of increasing the prefetch limit. On the other hand, the more sprites to prefetch,
the more sprites in cache have to be discarded due to the cache limit. This
will potentially decrease the achievable visual quality, and is thus the negative
influence of increasing the prefetch limit. Therefore, with these two factors on
visual quality and the number of replaced sprites, the achieved performance
might fluctuate, while the fluctuation direction depends on which influence is
greater. The fact that the number of replaced sprites first increases but then
decreases may indicate that the negative influence is first bigger but then smaller
than the positive influence.
6.4.4 Comparison of Caching Strategies
We now evaluate three caching strategies: LRU, LFU, and LPU (see Section 6.3.3).
In order to highlight the effect of caching strategies, we focus on the case with
5% cache size limit, because much fewer replacements need to be done if the
local cache size is big enough, such as 10% or 20% cache size limit. We use the
sprite-based prefetching for this comparison.
Figure 6.6 plots the achieved visual quality of LPU, LFU and LRU for three
prediction schemes in the case of 5% cache size limit. We can see in the first group
of the histogram for HIST-PROB prediction, that three caching strategies perform
similarly with negligible differences. In other words, no matter discarding the
least recently used sprites, or least frequently used, or least likely used, the
performance is the same for HIST-PROB. Considering that HIST-PROB ensures
more probable sprite prefetched first, these sprites might also have relatively
high frequency to be reused recently, otherwise they could be discarded by
LRU and LFU causing bigger differences in the visual quality. What is more,
for MULTI-DIR and REMAIN-DIR, the differences between the three caching
methods are more noticeable when the prefetch limit is lower than 320K, with
LPU being the best of three. It means the sprites prefetched before with MULTI-
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Figure 6.5: Average visual quality and average composition of required sprites




































Figure 6.6: Average visual quality using different caching strategies.
DIR or REMAIN-DIR are replaced more using LFU or LRU, when compared
with using LPU. Since MULTI-DIR and REMAIN-DIR do not consider the sprite
probability, it indicates that the sprite probability is closely related to and also
consistent with both the frequency and the timing of the sprite usage. As such,
we can see that the sprite probability is also a reasonable and desirable cue for
caching sprites as it is for prefetching sprites in the remote rendering system.
6.5 Summary
We studied the sprite tree in a client/server remote rendering system for three
tasks: prediction, prefetching, and caching. First, we proposed a view prediction
scheme HIST-PROB that predicts multiple possible views in the next step based
on a statistical analysis of user traces. Only the sprites required for these possible
views need to be prefetched. Results showed that our prediction scheme can
better predict and preserve the sprites qualified for rendering in the next view.
Second, we also proposed a sprite-based prefetching method that utilizes the
sprite probability. If a sprite is more probably used, it will be prefetched with
a higher priority. It improved the visual quality and cache hits significantly
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when compared with the traditional view-based prefetching method. Finally,
the sprite probability is also used in our caching strategy (LPU) that replaces
the least likely used sprites. The results indicated that the sprite probability is a





The sprite tree is a new and efficient image-based representation for networked
virtual environments (NVEs). Experiment results have shown that the sprite tree
can significantly accelerate the rendering in complex virtual scenes.
This thesis focused on the following issues of rendering with the sprite tree: (i)
how to represent a complex virtual scene by a sprite tree with low redundancy;
(ii) how to render a target view efficiently by using only the sprites similar to
this view; (iii) how to assess the visual quality of the rendered target view; and,
(iv) how to predict, prefetch, and cache the sprites to be used in the near future.
To address these issues, this thesis mainly: (i) proposed the view similarity crite-
ria to reduce the redundancy in the sprite tree by inserting only the distinctive
reference images; (ii) proposed the sprite view similarity measure to largely
reduce the lighting artifacts in the rendered images and improve the efficiency
of both insertion and rendering; (iii) proposed two effective and efficient visual
quality assessment approaches with or without a reference; and, (iv) proposed
the sprite-based prefetching and caching schemes that are much more efficient
than the view-based schemes.
The work presented in this thesis is the first to propose the sprite tree represen-
tation and elaborate its rendering and evaluation methods. We summarize the




This thesis focuses on proposing an image-based representation called the sprite
tree to accelerate the rendering of complex virtual scenes. We first gave an
overview about the sprite tree and our approaches to render with the sprite tree.
Then we introduced the rendering pipeline and also the methodology to evaluate
the sprite tree. We presented our settings of the virtual scene, the user traces,
and a reference-based approach to measure the visual quality of a reconstructed
view rendered with the sprite tree. The rest of the thesis is presented as follows.
First, we introduced the basic insertion and rendering methods with the sprite
tree. For the insertion of reference images, the view similarity criteria are used
to select and insert only dissimilar images. The experiment results showed
that inserting more distinctive reference images will build a larger sprite tree,
better rendering quality, and slightly longer frame time. We can thus make a
trade-off between the size and the rendering quality of the sprite tree through the
adjustment of the view similarity criteria thresholds. For the rendering with the
sprite tree, we applied the view frustum culling and back-face culling techniques
to select visible sprites only. The results on the measured frame time showed
that the sprite tree does accelerate the traditional rendering of 3D geometry.
Second, we proposed advanced methods based on the sprite view similarity
measure for the insertion and rendering with the sprite tree. We also applied this
measure to visual quality assessment and presented a more efficient approach
without the rendering of reference or target images. The experiment results
showed that the advanced rendering method reduces both the lighting artifacts
and the number of warped pixels, and the advanced insertion method reduces
the redundancy and the size of the sprite tree significantly with little loss of
visual quality. Additionally, we also found that the proposed no-reference visual
quality assessment approach gives similar assessment results, which makes
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it useful in the case when a lot of reconstructed images require visual quality
assessment in real time. Furthermore, we compared the rendering with the sprite
tree to the renderings with LDI tree and with 3D geometry. The experiment
results showed that the sprite tree accelerates the rendering of a complex virtual
scene with reasonable visual quality.
Third, we studied the sprite tree in a client/server remote rendering system for
the prediction, prefetching, and caching tasks. We first proposed a view predic-
tion scheme HIST-PROB that predicts multiple next views based on a statistical
analysis of the user traces in order to find the sprites needed prefetching. The
experiment results showed that our prediction scheme can better predict and
preserve the required sprites in the next views. Following that, we proposed
a sprite-based prefetching method that utilizes the sprite probability, so that a
sprite more likely used will be prefetched with a higher priority. The experiment
results showed that it improves the visual quality and cache hits significantly
in the comparison with the traditional view-based prefetching method. Finally,
we also applied the sprite probability to our caching strategy called LPU that
replaces the least likely used sprites. The results indicated that the sprite proba-
bility is a reasonable and desirable cue for prefetching and caching sprites in the
remote rendering system.
Note that, we assume the availability of a large number of reference images. It
leads to one limitation of the sprite tree: the rendering quality may be unac-
ceptable when there are insufficient reference images. Fortunately, finding more
reference images is not a problem for networked virtual environments, since they
can serve thousands of users daily in a single virtual region [43]. Additionally,
we have not considered common real-time graphics effects, such as shadows
and transparent objects. Currently, the insertion and rendering methods may
have restricted the rendering of these effects. We could apply these effects to our




There are several interesting problems that have not yet been addressed in our
work. We describe them in this section as the future work.
7.2.1 Sprite Tree for Animated Objects
In virtual environments, there are usually static objects and animated objects.
Depending on the complexity of the animation, it can also be expensive to render
real-time animated objects in networked virtual environments. Therefore, it
might not be enough to ensure interactive rendering by just accelerating the
rendering of static objects. We have shown that the sprite tree is effective for
complex static objects, but its support for animated objects is not yet studied.
In 3D animations, the 3D mesh is usually available, and there are various types
of animations and animation techniques. The presentation of animations is
always a sequence of images being displayed successively to create an illusion of
movements. These successive images are highly similar to each other to present
smooth movements. Moreover, due to the high cost of animation, the animation
for a type of movement is usually reused. For example, the animation of a
human walking only needs to compute the sequence of movements in one step.
This step can be repeated as long as needed and whenever the walking should
happen. Due to this repeatability, it is thus possible to extend the sprite tree to
save and reuse sprites for rendering animated objects. But there are also several
new challenges to be resolved.
First, sprites belonging to an animated object should be identified and separated
from the sprites of static objects. Such separation is crucial to maintain the
consistency of the scene information, but it is not straightforward to do for the
following reasons: (i) the 3D location of the animated object may be changing and
thus needs tracking; (ii) the animated object may be occluded by other objects
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in the scene; and, (iii) the animated object may interact with other objects, for
example, the animation of a man sitting down on a chair requires the interaction
between the man and the chair.
Second, for the same object, sprites should be organized according to the timing
of their views, because sprites captured at different timing may contain different
appearances of the object. Challenges are posed due to the following conditions:
(i) at the same moment, several sprites can be captured from different views and
needs to be synchronized; (ii) sprites captured at the same moment by differ-
ent views may have very different resolutions and thus need to be organized
accordingly; and, (iii) there may be several different animations that need to be
separately organized with both the above two conditions considered.
Third, since the animation sequence contains a lot of temporal and spatial
coherence, it would save space and time if we can exploit them for building
and using the sprite tree. Such coherence is already exploited for computing
the animations. For example, one of the animation technique is to compute key
frames first and let the computer interpolates (or tweening) frames in-between.
But how to exploit the coherence with sprites and 3D image warping is unclear.
Fourth, the complexity of the sprite tree could increase because of animated
objects. As a result, the following four tasks are also more complicated and
challenging: (i) the selection of reference images; (ii) the selection of qualified
sprites for the target view; (iii) the visual quality assessment; and, (iv) the
prefetching and caching of sprites. It is unclear whether the costs and the
rendering performance of using the sprite tree will still be acceptable.
For the above reasons, it is unclear how to apply the sprite tree to accelerate the
rendering of animated objects.
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7.2.2 Sprite Tree for Real Physical Environments
The real-time rendering of both virtual environments and real physical envi-
ronments are popular nowadays. Although cameras with depth sensing are
not yet prevalent in real life, it is attractive to conveniently reconstruct the 3D
world we live in by images only. Moreover, the production of depth images
for real physical environments is getting easier and cheaper, because mobile
sensors are being enhanced significantly. Soon, mobile phones will be able to
capture depth information accurately. Project Tango 1 from Google is one of
such exciting ongoing developments. Then it will be feasible for anybody to
reconstruct their environment using pictures captured with depth from their
phones. Hence applying the sprite tree to real physical environments is going to
be interesting and useful. But real physical environments also require realistic
reconstruction, which is challenging considering the following problems.
First, the quality of depth images is not guaranteed, because they are subject to
the influences of human behavior and various devices. In other words, there
are much more variables for the action of taking a picture in real physical
environments than in virtual environments. In virtual environments, the images
are computer-generated, and thus rendered “perfectly” as in no blur or noise.
The images taken by different cameras will also be exactly the same as long as
the views are the same. But these outcomes are not true for real cameras. As a
result, the quality of depth images taken by real cameras can be different from
time to time and from device to device. Therefore, the selection of reference
images has to be highly different from that in virtual environments.
Second, the depth images could also capture unwanted objects or motions, such
as a man walking through, a car driving off, or the camera operators themselves.




reconstructed environment. Therefore, they should be excluded during the
construction of the sprite tree. But it is unclear how to identify them accurately
and efficiently considering that they could be anything.
The idea to use the sprite tree for an efficient reconstruction of real physical
environments is appealing and feasible, and there are also many new challenges
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