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Abstract
BERT has achieved impressive performance in
several NLP tasks. However, there has been
limited investigation on its adaptation guide-
lines in specialised domains. Here we focus
on the legal domain, where we explore sev-
eral approaches for applying BERT models to
downstream legal tasks, evaluating on multi-
ple datasets. Our findings indicate that the
previous guidelines for pre-training and fine-
tuning, often blindly followed, do not always
generalize well in the legal domain. Thus we
propose a systematic investigation of the avail-
able strategies when applying BERT in spe-
cialised domains. These are: (a) use the orig-
inal BERT out of the box, (b) adapt BERT by
additional pre-training on domain-specific cor-
pora, and (c) pre-train BERT from scratch on
domain-specific corpora. We also propose a
broader hyper-parameter search space when
fine-tuning for downstream tasks and we re-
lease LEGAL-BERT, a family of BERT models
intended to assist legal NLP research, computa-
tional law, and legal technology applications.
1 Introduction
Pre-trained language models based on Transform-
ers (Vaswani et al., 2017), such as BERT (Devlin
et al., 2019) and its variants (Liu et al., 2019;
Yang et al., 2019; Lan et al., 2019), have achieved
state-of-the-art results in several downstream NLP
tasks on generic benchmark datasets, such as
GLUE (Wang et al., 2018), SQUAD (Rajpurkar et al.,
2016), and RACE (Lai et al., 2017).
Typically, transfer learning with language mod-
els requires a computationally heavy step where
the language model is pre-trained on a large corpus
and a less expensive step where the model is fine-
tuned for downstream tasks. When using BERT,
the first step can be omitted as the pre-trained mod-
els are publicly available. Being pre-trained on
Figure 1: The three alternatives when employing BERT for
NLP tasks in specialised domains: (a) use BERT out of the box,
(b) further pre-train BERT (FP), and (c) pre-train BERT from
scratch (SC). All strategies have a final fine-tuning step.
generic corpora (e.g., Wikipedia, Children’s Books,
etc.) BERT has been reported to under-perform in
specialised domains, such as biomedical or scien-
tific text (Lee et al., 2019; Beltagy et al., 2019).
To overcome this limitation there are two possible
strategies; either further pre-train (FP) BERT on
domain specific corpora, or pre-train BERT from
scratch (SC) on domain specific corpora. Conse-
quently, to employ BERT in specialised domains
one may consider three alternative strategies before
fine-tuning for the downstream task (Figure 1): (a)
use BERT out of the box, (b) further pre-train (FP)
BERT on domain-specific corpora, and (c) pre-train
BERT from scratch (SC) on domain specific corpora
with a new vocabulary of sub-word units.
In this paper, we systematically explore strate-
gies (a)–(c) in the legal domain, where BERT adap-
tation has yet to be explored. As with other spe-
cialised domains, legal text (e.g., laws, court plead-
ings, contracts) has distinct characteristics com-
pared to generic corpora, such as specialised vocab-
ulary, particularly formal syntax, semantics based
on extensive domain-specific knowledge etc., to
the extent that legal language is often classified as
a ‘sublanguage’ (Tiersma, 1999; Williams, 2007;
Haigh, 2018). Note, however, that our work con-
tributes more broadly towards a better understand-
ing of domain adaptation for specialised domains.
Our key findings are: (i) Further pre-training (FP)
or pre-training BERT from scratch (SC) on domain-
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Corpus No. documents Total Size in GB Repository
EU legislation 61,826 1.9 (16.5%) EURLEX (eur-lex.europa.eu)
UK legislation 19,867 1.4 (12.2%) LEGISLATION.GOV.UK (http://www.legislation.gov.uk)
European Court of Justice (ECJ) cases 19,867 0.6 ( 5.2%) EURLEX (eur-lex.europa.eu)
European Court of Human Rights (ECHR) cases 12,554 0.5 ( 4.3%) HUDOC (http://hudoc.echr.coe.int)
US court cases 164,141 3.2 (27.8%) CASE LAW ACCESS PROJECT (https://case.law)
US contracts 76,366 3.9 (34.0%) SEC-EDGAR (https://www.sec.gov/edgar.shtml)
Table 1: Details on the training corpora used to pre-train the different variations of LEGAL-BERT. All repositories have open
access, except from the Case Law Access Project, where access is granted to researchers upon request.
specific corpora, performs better than using BERT
out of the box for domain-specific tasks; both strate-
gies are mostly comparable in three legal datasets.
(ii) Exploring a broader hyper-parameter range,
compared to the guidelines of Devlin et al. (2019),
can lead to substantially better performance. (iii)
Smaller BERT-based models can be competitive to
larger, computationally heavier ones in specialised
domains. Most importantly, (iv) we release LEGAL-
BERT, a family of BERT models for the legal do-
main, intended to assist legal NLP research, com-
putational law, and legal technology applications.1
This family includes LEGAL-BERT-SMALL, a light-
weight model pre-trained from scratch on legal
data, which achieves comparable performance to
larger models, while being much more efficient
(approximately 4 times faster) with a smaller envi-
ronmental footprint (Strubell et al., 2019).
2 Related Work
Most previous work on the domain-adaptation
of BERT and variants does not systematically ex-
plore the full range of the above strategies and
mainly targets the biomedical or broader scien-
tific domains. Lee et al. (2019) studied the ef-
fect of further pre-training BERT-BASE on biomed-
ical articles for 470k steps. The resulting model
(BIOBERT) was evaluated on biomedical datasets,
reporting performance improvements compared
to BERT-BASE. Increasing the additional domain-
specific pre-training to 1M steps, however, did not
lead to any clear further improvements. Alsentzer
et al. (2019) released Clinical BERT and Clini-
cal BIOBERT by further pre-training BERT-BASE
and BIOBERT, respectively, on clinical notes for
150k steps. Both models were reported to out-
perform BERT-BASE. In other related work, Belt-
agy et al. (2019) released SCIBERT, a family of
BERT-based models for scientific text, with em-
phasis on the biomedical domain. Their models
were obtained either by further pre-training (FP)
1All models and code examples are available at: https:
//huggingface.co/nlpaueb.
BERT-BASE, or by pre-training BERT-BASE from
scratch (SC) on a domain-specific corpus, i.e., the
model is randomly initialized and the vocabulary
was created from scratch. Improvements were re-
ported in downstream tasks in both cases. Sung
et al. (2019) further pre-trained BERT-BASE on text-
books and question-answer pairs to improve short
answer grading for intelligent tutoring systems.
One shortcoming is that all previous work does
not investigate the effect of varying the number of
pre-training steps, with the exception of Lee et al.
(2019). More importantly, when fine-tuning for the
downstream task, all previous work blindly adopts
the hyper-parameter selection guidelines of Devlin
et al. (2019) without further investigation. Finally,
no previous work considers the effectiveness and
efficiency of smaller models (e.g., fewer layers) in
specialised domains. The full capacity of larger
and computationally more expensive models may
be unnecessary in specialised domains, where syn-
tax may be more standardized, the range of topics
discussed may be narrower, terms may have fewer
senses etc. We also note that although BERT is
the current state-of-the-art in many legal NLP tasks
(Chalkidis et al., 2019c,a,d), no previous work has
considered its adaptation for the legal domain.
3 LEGAL-BERT: A new family of BERT
models for the legal domain
Training corpora: To pre-train the different vari-
ations of LEGAL-BERT, we collected 12 GB of
diverse English legal text from several fields (e.g.,
legislation, court cases, contracts) scraped from
publicly available resources (see Table 1).
LEGAL-BERT-FP: Following Devlin et al. (2019),
we run additional pre-training steps of BERT-BASE
on domain-specific corpora. While Devlin et al.
(2019) suggested additional steps up to 100k, we
also pre-train models up to 500k to examine the ef-
fect of prolonged in-domain pre-training when fine-
tuning on downstream tasks. BERT-BASE has been
pre-trained for significantly more steps in generic
corpora (e.g., Wikipedia, Children’s Books), thus it
Figure 2: Train losses for all LEGAL-BERT versions.
is highly skewed towards generic language, using a
vocabulary of 30k sub-words that better suits these
generic corpora. Nonetheless we expect that pro-
longed in-domain pre-training will be beneficial.
LEGAL-BERT-SC has the same architecture as
BERT-BASE with 12 layers, 768 hidden units and
12 attention heads (110M parameters). We use this
architecture in all our experiments unless other-
wise stated. We use a newly created vocabulary of
equal size to BERT’s vocabulary.2 We also exper-
iment with LEGAL-BERT-SMALL, a substantially
smaller model, with 6 layers, 512 hidden units, and
8 attention heads (35M parameters, 32% the size
of BERT-BASE). This light-weight model, trains
approx. 4 times faster, while also requiring fewer
hardware resources.3 Our hypothesis is that such a
specialised BERT model can perform well against
generic BERT models, despite its fewer parameters.
4 Experimental Setup
Pre-training Details: To be comparable with
BERT, we train LEGAL-BERT for 1M steps (approx.
40 epochs) over all corpora (Section 3), in batches
of 256 samples, including up to 512 sentencepiece
tokens. We used Adam with learning rate of 1e−4,
as in the original implementation. We trained all
models with the official BERT code4 using v3 TPUs
with 8 cores from Google Cloud Compute Services.
Legal NLP Tasks: We evaluate our models on
text classification and sequence tagging using three
datasets. EURLEX57K (Chalkidis et al., 2019b) is
a large-scale multi-label text classification dataset
2We use Google’s sentencepiece library (https://
github.com/google/sentencepiece.)
3Consult Appendix C for a comparison on hardware re-
sources as well as training and inference times.
4github.com/google-research/bert
of EU laws, also suitable for few and zero-shot
learning. ECHR-CASES (Chalkidis et al., 2019a)
contains cases from the European Court of Human
Rights (Aletras et al., 2016) and can be used for
binary and multi-label text classification. Finally,
CONTRACTS-NER (Chalkidis et al., 2017, 2019d)
is a dataset for named entity recognition on US con-
tracts consisting of three subsets, contract header,
dispute resolution, and lease details. We repli-
cate the experiments of Chalkidis et al. (2019c,a,d)
when fine-tuning BERT for all datasets.5
Tune your Muppets! As a rule of thumb
to fine-tune BERT for downstream tasks, De-
vlin et al. (2019) suggested a minimal hyper-
parameter tuning strategy relying on a grid-
search on the following ranges: learning rate
∈ {2e−5, 3e−5, 4e−5, 5e−5}, number of train-
ing epochs ∈ {3, 4}, batch size ∈ {16, 32} and
fixed dropout rate of 0.1. These not well justified
suggestions are blindly followed in the literature
(Lee et al., 2019; Alsentzer et al., 2019; Beltagy
et al., 2019; Sung et al., 2019). Given the rela-
tively small size of the datasets, we use batch sizes
∈ {4, 8, 16, 32}. Interestingly, in preliminary ex-
periments, we found that some models still underfit
after 4 epochs, the maximum suggested, thus we
use early stopping based on validation loss, with-
out a fixed maximum number of training epochs.
We also consider an additional lower learning rate
(1e−5) to avoid overshooting local minima, and
an additional higher drop-out rate (0.2) to improve
regularization. Figure 4 (top two bars) shows that
our enriched grid-search (tuned) has a substantial
impact in most of the end-tasks compared to the
default hyper-parameter strategy of Devlin et al.
(2019).6 We adopt this strategy for LEGAL-BERT.
5 Experimental Results
Pre-training Results: Figure 2 presents the train-
ing loss across pre-training steps for all versions
of LEGAL-BERT. LEGAL-BERT-SC performs much
better on the pre-training objectives than LEGAL-
BERT-SMALL, which was highly expected, given
the different sizes of the two models. At the end of
its pre-training, LEGAL-BERT-SMALL has similar
loss to that of BERT-BASE pre-trained on generic
corpora (arrow in Figure 2). When we consider the
additional pre-training of BERT on legal corpora
5For implementation details, see Appendices A and B.
6In the lease details subset of CONTRACTS-NER, the opti-
mal hyper-parameters fall in the ranges of Devlin et al. (2019).
Figure 3: End-task results on development data across all datasets for LEGAL-BERT-FP variants.
Figure 4: Perplexities (PPT) and end-task results on test data across all datasets and all models considered. The reported results
are averages over multiple runs also indicated by a vertical black line in each bar. The transparent and opaque parts of each bar
show the minimum and maximum scores of the runs, respectively. A star indicates versions of LEGAL-BERT that perform better
on average than the tuned BERT-BASE.
(LEGAL-BERT-FP), we observe that it adapts faster
and better in specific sub-domains (esp. ECHR
cases, US contracts), comparing to using the full
collection of legal corpora, where the training loss
does not reach that of LEGAL-BERT-SC.
End-task Results: Figure 3 presents the results of
all LEGAL-BERT-FP variants on development data.
The optimal strategy for further pre-training varies
across datasets. Thus in subsequent experiments on
test data, we keep for each end-task the variant of
LEGAL-BERT-FP with the best development results.
Figure 4 shows the perplexities and end-task re-
sults (minimum, maximum, and averages over mul-
tiple runs) of all BERT variants considered, now on
test data. Perplexity indicates to what extent a BERT
variant predicts the language of an end-task. We
expect models with similar perplexities to also have
similar performance. In all three datasets, a LEGAL-
BERT variant almost always leads to better results
than the tuned BERT-BASE. In EURLEX57K, the
improvements are less substantial for all, frequent,
and few labels (0.2%), also in agreement with the
small drop in perplexity (2.7). In ECHR-CASES,
we again observe small differences in perplexities
(1.1 drop) and in the performance on the binary
classification task (0.8% improvement). On the
contrary, we observe a more substantial improve-
ment in the more difficult multi-label task (2.5%)
indicating that the LEGAL-BERT variations bene-
fit from in-domain knowledge. On CONTRACTS-
NER, the drop in perplexity is larger (5.6), which
is reflected in the increase in F1 on the contract
header (1.8%) and dispute resolution (1.6%) sub-
sets. In the lease details subset, we also observe an
improvement (1.1%). Impressively, LEGAL-BERT-
SMALL is comparable to LEGAL-BERT across most
datasets, while it can fit in most modern GPU cards.
This is important for researchers and practition-
ers with limited access to large computational re-
sources. It also provides a more memory-friendly
basis for more complex BERT-based architectures.
For example, deploying a hierarchical version of
BERT for ECHR-CASES (Chalkidis et al., 2019a)
leads to a 4× memory increase.
6 Conclusions and Future Work
We showed that the best strategy to port BERT to a
new domain may vary, and one may consider either
further pre-training or pre-training from scratch.
Thus, we release LEGAL-BERT, a family of BERT
models for the legal domain achieving state-of-art
results in three end-tasks. Notably, the performance
gains are stronger in the most challenging end-tasks
(i.e., multi-label classification in ECHR-CASES and
contract header, lease details in CONTRACTS-NER)
where in-domain knowledge is more important. We
also release LEGAL-BERT-SMALL, which is 3 times
smaller but highly competitive to the other versions
of LEGAL-BERT. Thus, it can be adopted more eas-
ily in low-resource test-beds. Finally, we show that
an expanded grid search when fine-tuning BERT for
end-tasks has a drastic impact on performance and
thus should always be adopted. In future work, we
plan to explore the performance of LEGAL-BERT
in more legal datasets and tasks. We also intend to
explore the impact of further pre-training LEGAL-
BERT-SC and LEGAL-BERT-SMALL on specific le-
gal sub-domains (e.g., EU legislation).
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A Legal NLP datasets
Bellow are the details of the legal NLP datasets we
used for the evaluation of our models:
• EURLEX57K (Chalkidis et al., 2019b) con-
tains 57k legislative documents from EURLEX
with an average length of 727 words. All docu-
ments have been annotated by the Publications
Office of EU with concepts from EUROVOC.8
The average number of labels per document is
approx. 5, while many of them are rare. The
dataset is split into training (45k), develop-
ment (6k), and test (6k) documents.
• ECHR-CASES (Chalkidis et al., 2019a) con-
tains approx. 11.5k cases from ECHR’s public
database. For each case, the dataset provides
a list of facts. Each case is also mapped to
articles of the Human Rights Convention that
were violated (if any). The dataset can be used
for binary classification, where the task is to
identify if there was a violation or not, and for
multi-label classification where the task is to
identify the violated articles.
• CONTRACTS-NER (Chalkidis et al., 2017,
2019d) contains approx. 2k US contracts from
EDGAR. Each contract has been annotated
with multiple contract elements such as ti-
tle, parties, dates of interest, governing law,
jurisdiction, amounts and locations, which
have been organized in three groups (con-
tract header, dispute resolution, lease details)
based on their position in contracts.
B Implementation details and results on
downstream tasks
Below we describe the implementation details for
fine-tuning BERT and LEGAL-BERT on the three
downstream tasks:
EURLEX57K: We replicate the experiments of
Chalkidis et al. (2019c), where a linear layer
with L (number of labels) sigmoid activations
was placed on top of BERT’s [CLS] final rep-
resentation. We follow the same configuration
for all LEGAL-BERT variations.
8http://eurovoc.europa.eu/
ECHR-CASES: We replicate the best method of
Chalkidis et al. (2019a), which is a hierarchi-
cal version of BERT, where initially a shared
BERT encodes each case fact independently
and producesN fact embeddings ([CLS] rep-
resentations). A self-attention mechanism,
similar to Yang et al. (2016), produces the
final document representation. A linear layer
with softmax activation gives the final scores.
CONTRACTS-NER We replicate the experiments
of Chalkidis et al. (2019d) in all of their
three parts (contract header, dispute resolu-
tion, lease details). In these experiments, the
final representations of the original BERT for
all (sentencepiece) tokens in the sequence are
fed to a linear CRF layer.
We again follow Chalkidis et al. (2019c,a,d) in
the reported evaluation measures.
C Efficiency comparison for various
BERT-based models
Training Inference
Model. Params T HU AH Max BS Speed Speed
BS = 1 BS = max BS = 1
BERT-BASE 110M 12 768 12 6 1.00× 1.00× 1.00×
ALBERT. 12M 12 768 12 12 1.26× 1.21× 1.00×
ALBERT-LARGE 18M 24 1024 12 4 0.49× 0.37× 0.36×
DISTIL-BERT 66M 6 768 12 16 1.66× 2.36× 1.70×
LEGAL-BERT 110M 12 768 12 6 1.00× 1.00× 1.00×
LEGAL-BERT-SMALL 35M 6 512 8 26 2.43× 4.00× 1.70×
Table 2: Comparison of BERT-based models for different
batch sizes (BS) in a single 11GB NVIDIA-2080TI. Resource
efficiency of the models mostly relies on the number of hidden
units (HU ), attentions heads (AH) and Transformer blocks
T , rather than the number of parameters.
Recently there has been a debate on the over-
parameterization of BERT (Kitaev et al., 2020;
Rogers et al., 2020). Towards that directions most
studies suggest a parameter sharing technique (Lan
et al., 2019) or distillation of BERT by decreasing
the number of layers (Sanh et al., 2019). How-
ever the main bottleneck of transformers in mod-
ern hardware is not primarily the total number
of parameters, misinterpreted into the number of
stacked layers. Instead Out Of Memory (OOM) is-
sues mainly happen as a product of wider models
in terms of hidden units’ dimensionality and the
number of attention heads, which affects gradient
accumulation in feed-forward and multi-head at-
tention layers (see Table 2). Table 2 shows that
LEGAL-BERT-SMALL despite having 3× and 2×
the parameters of ALBERT and ALBERT-LARGE
has faster training and inference times. We expect
models overcoming such limitations to be widely
adopted by researchers and practitioners with lim-
ited resources. Towards the same direction Google
released several lightweight versions of BERT.9
9https://github.com/google-research/
bert
