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ABSTRACT OF DISSERTATION

A THEORETICAL AND EXPERIMENTAL STUDY OF CHARGE TRANSPORT IN
ORGANIC THERMOELECTRIC MATERIALS AND CHARGE TRANSFER STATES
IN ORGANIC PHOTOVOLTAICS

Applications of organic electronics have increased significantly over the past two
decades. Organic semiconductors (OSC) can be used in mechanically flexible devices with
potentially lower cost of fabrication than their inorganic counterparts, yet in many cases
organic semiconductor-based devices suffer from lower performance and stability.
Investigating the doping mechanism, charge transport, and charge transfer in such materials
will allow us to address the parameters that limit performance and potentially resolve them.
In this dissertation, organic materials are used in three different device structures to
investigate charge transport and charge transfer. Chemically doped π-conjugated polymers
are promising materials to be used in thermoelectric (TE) devices, yet their application is
currently limited by their low performance. Blending two polymers is a simple way to
change the TE properties of the film. Here we use an analytical model to calculate the TE
properties of polymer blends, which takes into account energetic disorder, energetic offsets
between mean energy of states of the two polymers, and localization length. These
calculations show that the TE performance of polymer blends can exceed the individual
polymers when there is a small (e.g., 0.1-0.2 eV) offset between the mean of the density of
states (DOS) distributions of the two polymers, the polymer with the higher energy DOS
has a wider DOS distribution and a larger localization length (mobility), and the polymers
are homogeneously mixed. We show these improvements are achievable by experimentally
testing TE properties of selected polymer blends. These sets of polymers are selected with
variations in electrical mobility, ionization energy and degree of crystallinity to cover a
range of possibilities explored in the calculations. Further, to investigate the effect of
dopant size in polymers, we use organic electrochemical transistors to investigate the effect

of anion size on polaron delocalization and the thermoelectric properties of single
polymers. This device structure allows us to control the charge carrier concentration with
minimizing the effects on the film morphology. Another application of OSC is in organic
photovoltaics (OPVs), where they can potentially provide a cheap and flexible source of
solar energy, yet they currently suffer from low performance and stability. In OPVs,
fluorination of donor molecules is a proven strategy for increasing the performance of OPV
donor materials. Herein, we investigate the charge transfer state energy between the
electron donor anthradithiophene (ADT) and the electron acceptor C60 upon halogenation
of the ADT molecule. Interfacial energetics and charge transfer state energies between
donor and acceptor are crucial to the PV performance of these devices. We probe interfacial
energetics of donor/acceptor interfaces with ultraviolet photoemission spectroscopy (UPS),
charge transfer state energies with sensitive external quantum efficiency (EQE) both in
bilayer and bulk heterojunction device structures. These measurements coupled with DFT
calculations allow us to explain that in bulk-heterojunction OPVs the halogenated ADT
derivatives will likely increase charge recombination due to lower energy CT states present
in the mixed phase. Therefore, the less favorable energy landscapes observed upon
halogenation suggest that the benefits of fluorination observed in many OPV material
systems may be more due to morphological factors.
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CHAPTER 1. INTRODUCTION TO ORGANIC SEMICODUCTOR
1.1

Brief History and Recent Applications

Studies on electrically conductive organic materials started as early as the 1840s by
scientists such as F.F. Runge, C.J. Fritzsche, W. H. Perkin, F. Beissenhirtz1,2 working on
aniline compounds (such as aniline purple and aniline blue) that led to a discovery in 1862
by Henry Letheby who showed an organic compound (molecules based on carbon and
hydrogen bonds), polyaniline prepared by anodic oxidation of aniline, can show electrical
conductivity.3 In work done in the 1960s by Kallmann and Pope, anthracene crystals
showed current flow by injection of charge carriers with a biased electrode.4,5 The need to
inject charge carriers is due to the nature of semiconductors in that they are intrinsically
electrical insulators and extra charge carriers are needed for them to become electrically
conductive. A decade later, in the 1970s, works led by three scientists, Alan J. Heeger,
Alan G. MacDiarmid and Hideki Shirakawa showed that doped polyacetylene can become
electrically conductive (conductivity over 100 S/cm), which led to them winning the Nobel
Prize in chemistry in 2000 "for the discovery and development of conductive polymers."6–
9

Although the electrical conductivity of these newly founded materials were much smaller

than many metals (105 S/cm), this is the beginning to show that organic materials and
particularly polymers can be electrically conductive, which opened up a new field of study
with interesting and important applications, such as the prevalence of organic light emitting
diodes in smart phones and televisions.
With the discovery of electrically conductive polymers, organic semiconductors
(OSCs) started to gain the attention of many researchers around the world. In the beginning
these materials demonstrated poor stability and performance in various devices, such as
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photovoltaics, transistors, and light emitting diodes due to low electrical conductivity (or
mobility) or high density of defects. After a few decades of work focused largely on
synthesizing and processing new materials, mainly consisting of thiophenes, in the 1990s
the performance of OSC materials reached a level where they could be used in electronic
devices.10 Nowadays, we can see OSCs are used next to inorganic materials to improve the
performance and reduce the cost of many devices and in some devices the OSCs play the
main role. The most common application of OSCs in our daily lives is organic lightemitting diodes (OLED), with the first practical device with brightness over 1000 cd/m2
and luminous efficiency of 1.5 lm/W with driving voltage below 10 V was made in 1987.11
The next application of OSCs is found in organic field effect transistors (OFET), when H.
Koezuka, A. Tsumura and T. Ando, researchers from Mitsubishi Electric, showed that a
polythiophene material can show a source-drain current that increases by a factor of 102103 upon application of a gate voltage.12,13 Nowadays we can see OSCs in our displays,
sensors (OFET and organic biosensors) and many other emerging applications (e.g.,
printable solar cells).14,15 Organic solar cells, or organic photovoltaics (OPVs), started with
a low power conversion efficiency (PCE), less than 1%, from the works done in 1986 by
C. W. Tang on copper phthalocyanine and a perylene tetracarboxylic derivative,16 in 1991
by M. Hiramoto on three-layered OPVs using a perylene tetracarboxylic derivative and
metal-free phthalocyanine,17 and in 1992 by N. S. Sariciftci on a polymer bulkheterojunction cell composed of Buckminsterfullerene and poly[2-methoxy-5-(2ethylhexyloxy)-1,4-phenylenevinylene],18 to recently where they have shown a great
improvement in PCE up to 17.5% from Ulsan National Institute of Science and
Technology.19–21 OPVs now show performance that is approaching that of silicon based
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solar cells, and many companies including Epishine Co., OPVIUS GmbH, infinityPV,
Raynergy Tek, Heliatek, Phillips 66 and others have started working on mass production
of OPV panels through vapor or solution deposition.22,23 One of the most recent
applications of OSCs is in organic electrochemical transistors (OECTs) for sensors, and
especially bio-sensors where organic materials are often less harmful for living
organisms.24–26 Organic thermoelectric generators (OTEGs), where a temperature
difference is converted to electricity (and vice versa) is a fairly new application of OSCs
that has received the attention of many researchers and recently shown a significant
performance improvement.27–29 Most of this new progress and studies on OSCs are due to
their unique properties such as mechanical flexibility and the ease and low-cost fabrication
process. Another very interesting property of OSCs is their tunability of properties by a
simple change in chemical structure, which is often not possible in inorganic materials.
Although these are great advantages for OSCs, they still lack efficiency, stability, and the
solid understanding of charge transport and electronic properties that exists for many
inorganic semiconductors.

1.2

General Chemistry and Physics of Organic Semiconductors

1.2.1

Materials; sp, sp2 and sp3 orbitals and conjugation of orbitals

Organic semiconductors are mainly composed of carbon-carbon and carbonhydrogen bonds and sometimes mixed with heteroatoms such as sulfur, oxygen, and
nitrogen. Carbon’s (C) atomic number is 6, with 6 neutrons and 6 protons in its nucleus
and 6 electrons in its orbitals for its neutral state. In the periodic table, C is in Group 14
with other well-known elements in the world of electronics, including silicon (Si),
3

germanium (Ge), tin (Sn) and lead (Pb). A carbon atom by itself has 4 electrons in its
valence shell with a 2s2 2p2 (or 2s22px12py1) electronic configuration shown in Figure 1.1
(a) and the shapes of these orbitals are shown in Figure 1.1 (b). ACD/ChemSketch from
Advanced Chemistry Development, Inc. was used to draw the orbitals.30 In methane, CH4,
one C atom is bonded to 4 hydrogen (H) atoms. This covalent bond between C and H causes
hybridization of orbitals or, in other words, it causes the orbitals to mix. If we denote the
wavefunction of each orbital in the 2nd shell in a C atom with ψs, ψpx, ψpy and ψpz, the new
four wave functions representing orbitals can be shown as below:
1
𝜓𝑠𝑝31 = (𝜓𝑠 + 𝜓𝑝𝑥 + 𝜓𝑝𝑦 + 𝜓𝑝𝑧 )
2

(1.1)

1
𝜓𝑠𝑝32 = (𝜓𝑠 + 𝜓𝑝𝑥 − 𝜓𝑝𝑦 − 𝜓𝑝𝑧 )
2

(1.2)

1
𝜓𝑠𝑝33 = (𝜓𝑠 − 𝜓𝑝𝑥 + 𝜓𝑝𝑦 − 𝜓𝑝𝑧 )
2

(1.3)

1
𝜓𝑠𝑝34 = (𝜓𝑠 − 𝜓𝑝𝑥 − 𝜓𝑝𝑦 + 𝜓𝑝𝑧 )
2

(1.4)

So, all these states are 25% s orbital and 75% p orbital. All these states are
degenerate, so each orbital is going to be occupied by one electron. The new electronic
configuration and orbital shape is shown in Figure 1.1 (c) and (d). These new orbitals are
called sp3 orbitals. 31,32
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Figure 1.1 (a) Electron configuration of a C atom. (b) Shape of s and p electronic orbitals.
Colors show the phase of the wave function. (c) Electronic configuration of C atom in CH4.
(d) shape of 4 sp3 orbital.
Now let’s remove one H atom from CH4 and replace it with another C with bonds
to H to form ethane, C2H6. Figure 1.2 (a) is showing the schematics of forming a new
molecular orbital (MO), σ bonding orbital, and σ* anti-bonding. The two vertically oriented
sp3 orbitals on both C atoms in ethane are already filled with two electrons and therefore
they will not form any bonds. On the other hand, when these orbitals are not filled, as in
ethene, a π-bond can form between the vertically oriented orbitals of both carbons, which
leads to a double bond between carbons that is 67% p orbital and 33% s orbital. The wave
function for such orbitals is written as:

1
𝜓𝑠𝑝21 = √ (𝜓𝑠 + √2𝜓𝑝𝑥 )
3

(1.5)

1
1
3
𝜓𝑠𝑝22 = √ (𝜓𝑠 − √ 𝜓𝑝𝑥 + √ 𝜓𝑝𝑦 )
3
2
2

(1.6)
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1
1
3
𝜓𝑠𝑝23 = √ (𝜓𝑠 − √ 𝜓𝑝𝑥 − √ 𝜓𝑝𝑦 )
3
2
2

(1.7)

This new hybridization is termed sp2 and is made from mixture of two p orbitals
and one s orbital with leaving one p orbital free for each carbon atom. In this case each H
atom forms a bond with one sp2 orbital and carbons form one σ bond with each other
through sp2 orbitals and another with the remaining p orbital, creating new MOs, π bonding
and π* anti-bonding. The schematics of bonds are shown in Figure 1.2 (b). In case of ethyne
(acetylene), C2H2, where C atoms are bonded with a triple bond, s and p hybridization lead
to a sp hybridization with wave functions shown below which is now 50% p orbital and
50% s orbital:

1
𝜓𝑠𝑝1 = √ (𝜓𝑠 + 𝜓𝑝𝑥 )
2

(1.8)

1
𝜓𝑠𝑝2 = √ (𝜓𝑠 − 𝜓𝑝𝑥 )
2

(1.9)

In this case, there will be two p orbitals left for each C atoms to form π bonds.
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Figure 1.2 (a) showing overlap of two sp3 orbitals forming a σ orbitals and σ bonding and
σ* anti-bonding orbitals. (b) showing overlap of two sp2 orbitals forming a π orbitals which
form a π bonding and π* anti-bonding.

This p-orbital overlap can be extended by having more carbons in a chain. Structure
of 1,3-Butadiene, C5H8 and its π bonding and anti-bonding orbitals are shown in Figure 1.3
(a). In case all the p orbitals have the same phase, the formed π orbital is going to be
delocalized over all 4 C atoms. This large delocalization of π orbitals is the reason that
OSCs are good electrically conductive material. Similar delocalization of π orbitals can
happen in a ring of six C atoms. As shown in Figure 1.3, benzene (C6H6) forms a larger
(delocalized) π orbital. Adding other electron withdrawing components such as thiophene
rings, can further extend the delocalization of π-orbitals, or even more extended
conjugation of π orbitals can be formed by polymerizing these molecules (e.g.,
polythiophene). Polymers are large molecules that are composed of small repeating units
(monomers).
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Figure 1.3 Chemical structure and MO of (a) 1,3-Butadiene and (b) benzene. For Benzene
only bonding MOs are shown.

1.2.2

Energetics of Organic Semiconductors

In this section we discuss the energetics of OSCs. Starting from the outermost shell
of a single C atom, orbital s is filled, and orbital p is occupied by two electrons. The energy
diagram of s and p orbitals of the second shell in a C atom is shown in Figure 1.4 (a). C
orbitals can go through s-p hybridization. The energy diagram of sp3, sp2 and sp orbitals is
shown in Figure 1.4 (b-d).

Figure 1.4. energy diagram of (a) s and p orbitals, (b) sp3, (c) sp2 and (d) sp orbitals.
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In methane, overlap of sp3 orbitals from the C atom with s orbitals from H atoms
form σ and σ* bonds. The energy diagram of such bonds is shown in Figure 1.5 (a). The
energy of states in new MO of methane is lower than each sp3 orbital in C atom and s
orbital in H atom so electrons first fill the σ MO and leave the σ* empty. In ethene with a
double bond for C atoms, one sp2 and one p orbital from each C atom are overlapping to
form the bonds between them. As discussed, there will be σ, σ*, π and π* orbitals form
between the two carbon atoms. The energetics of these bonds are shown in Figure 1.5 (b).
These details of energetic diagrams with more accurate energetic states can be found
elsewhere.33 Ethyne with a triple bond between carbons will have a similar situation as
shown in Figure 1.5 (c).

Figure 1.5 Energetic diagram of σ, σ*, π and π* orbitals in (a) methane, (b) ethane and (c)
ethyne. The accurate energetics can be found elsewhere.33
All these MO energy diagrams have some properties in common, which are (1) π
MO is the highest occupied state energy, (2) π* is the lowest unoccupied state. These states
are especially important in electronics as electrons (or holes) in these states are weakly
bound and can move in the material easier than other more-strongly bound electrons. These
9

MOs are called the highest occupied molecular orbital (HOMO) and lowest unoccupied
molecular orbital (LUMO). There are a few other important parameters that we should
define here. Vacuum level energy (Evac) is energy level of an electron positioned out of
film at rest with zero kinetic energy. The minimum energy required to remove one electron
from the molecule or solid film to vacuum is the ionization energy (IE). Based on
Koopman’s theorem under closed-shell Hartree–Fock calculations,34 the IE is the
difference between the energy of HOMO and Evac (with assuming nuclear relaxation is
negligible). Koopmans’ theorem is an approximation because the correct definition of the
ionization energy is the difference between the total energies of the N-1 electron and N
electron states. The minimum energy gained by adding an electron to a molecule or solid
film is defined as the electron affinity (EA) and is the difference between the energy of the
LUMO and Evac (assuming nuclear relaxation is negligible).35–37 Schematics of these
energetics are shown in Figure 1.6 (a). In electronics we mostly deal with solid state
materials where many molecules are near each other and they will feel each other’s electric
fields. Going from gaseous sate to solid state the IE reduces and EA increases by some
energy, which is called the polarization energy.33,38 The schematics of gas to solid transition
is shown in Figure 1.6 (a) and (b). By forming a solid, three more parameters become
crucial. As electrons are fermions and obey Fermi-Dirac statistics, the Fermi energy (EF)
is defined as the energy at which the probability of finding an electron is 50%. Work
function (WF) is defined as the energy required to remove one electron from the Fermi
energy out to vacuum, i.e., the WF is the difference between Evac and EF. The energy
difference between HOMO and LUMO is called the transport gap energy (Etg). It is
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important to mention the equivalent name for HOMO and LUMO in crystalline materials
is valence band and conduction band.

Figure 1.6 Shows schematic of energy diagram of an organic semiconductor if (a) gas phase
and (b) in solid state

1.2.3

Charge Carrier Injection

In OSCs, Etg is usually less than 4 eV and greater than 1 eV which still makes it an
insulator at room temperature. The reason is, as shown in Figure 1.6 (b), electrons fully
occupy the states at lower energy. For the charge carrier to jump to another state and
thereby conduct charge, the targeted state should be unoccupied, but the unoccupied states
are now at energies above Etg. So, although the occupied and unoccupied states are spatially
on top of each other, they are at different energies. The energy gap is large enough that the
charge carrier cannot jump to the unoccupied states. For these materials to conduct
electricity, there is a need to add electrons to unoccupied states or remove electrons from
(add holes to) occupied states. These extra charge carriers can be introduced by various
11

methods, but here we focus on three different charge-carrier creation methods. The first
method is by shining light to excite an electron from HOMO to LUMO, as shown in Figure
1.7 (a). In this method, the electron excited to the unoccupied state acts as a charge carrier
that can easily move between other unoccupied states around it; although, this excited
electron can also relax back to its ground state in the HOMO because of the columbic
attraction to the hole it left in the occupied states distribution. For these systems, by having
other materials with appropriate energetic alignment around this light absorbing organic
semiconductor the electron and hole may separate and get apart from each other to the
desired electrodes. This mechanism will be discussed in more details in Chapter 3. In the
second method, which is referred to as chemical doping, another molecule is added to the
semiconductor that accepts (or donates) an electron from the semiconductor and leaves a
hole (or an electron) as a charge carrier. In most cases, removing an electron from the
semiconductor requires that the dopant’s EA is larger than the organic semiconductor’s IE,
while adding an electron requires that the dopant’s IE is smaller than the organic
semiconductor’s EA, as shown in Figure 1.7 (b) and (c). In this doping process the DOS
changes and new states are introduced within the gap, which reduces Etg and in some cases
the gap completely closes.39 This method and these new states in the band gap is going to
be discussed in detail in Chapter 4 and 5. The other method of charge-carrier introduction,
which is the basis of OFETs, is by inducing charge carriers into the channel or active area
of device by applying a bias to a gate electrode, similar to a capacitor. The applied electric
field at the gate, causes the fermi energy to shift towards HOMO (or LUMO) in thin film
and so inject holes (or electrons) into the film. In some other device structures, like OECTs,
similar to OFETs by applying a bias to the gate electrode the charge carrier are induced
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into the channel, but another molecule (counter ion) is also injected into the channel to
balance the charges. This effectively increases the capacitance effect and reduces the
applied bias voltage to the gate electrode. This method will be discussed in more detail in
chapter 5.

Figure 1.7 (a) Schematic of charge injection by photon absorbance. (b) and (c) Show charge
injection by chemical doping. (b) is p-doped and (c) is n-doped.

1.3

Charge Transport in Organic Semiconductors

Charge transport in OSCs is usually described as occurring through hopping
between localized sites. The reason for the hopping behavior is that charge carriers are
mostly localized on their states and the amount of wave function overlap between the states
and their energetic differences mostly determine their hopping rate. There are two theories
that are commonly used to describe the charge transport and hopping rate (ν) in OSCs. First
is the Miller-Abrahams model and the second is based on Marcus theory, as shown
below:32,40–42
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𝑟𝑖𝑗

𝜈𝑀𝐴 = {

𝜈0 𝑒 − 𝛼
𝜈0
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(1.10)

𝐸𝑗 > 𝐸𝑖
2

𝜈𝑀𝑎𝑟𝑐𝑢𝑠 =

J02
ℏ

√

1
4𝜋𝜆𝐾𝐵 𝑇

𝑟𝑖𝑗
𝑒− 𝛼

[−

𝑒
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4𝜆𝐾𝐵 𝑇

(1.11)

ν0 is a prefactor with units of 1/s that partially includes the strength of wavefunction
overlap, rij is the distance between initial cite i with energy Ei, and final cite j with energy
Ej, α is the localization length, which is an indication for amount of wave function size and
overlap between two sites, J0 is transfer integral connecting sites i and j, λ is relaxation
energy, KB is Boltzmann constant and T is absolute temperature. The most accurate charge
transport modeling involves heavy simulation of large section of materials which is both
expensive and time consuming. In these simulations, to have an accurate prediction of
electronic properties, the defined system of states should have as large as possible number
of sites, over 1000 sites.43–46 Meanwhile these sites should be a good representation of the
actual organic molecule. These complicated codes for simulating a dynamic system with a
large number of sites may takes days to be processed and yet the codes still need more
optimization and experimental data to correct for a certain parameter.44,47,48 The attempts
to model the charge transport in OSCs with analytical equations also faces many problems
such as the difficulty in modeling connectivity between crystalline and amorphous regions,
various effects of dopants on charge transport such as aggregation, doping efficiency,
columbic interaction between dopant and OSC and morphologic effects of dopant on the
film. Also, some studies show, π-conjugated polymers can show band type behavior or a
combination of band type and hopping type behaviors which makes it more difficult to

14

model these transitions without modifying the models to account for morphology. We will
discuss the charge transport in more details in chapter 4.

1.4

Dissertation Structure

1.4.1

Chapter 2: Instrumental Setups and Methods of Measurements

Chapter 2 is focused on the instruments. This includes the LabVIEW codes, details
of hardware setup that was designed in this lab, calibration methods and finally the process
of using them. This chapter also includes details for sample preparations used in the
dissertation and other instrument details that were used to take measurements. This chapter
consists of two main parts; first is OPV related instrumentation and the second is TE related
instruments.
Photoemission spectroscopy instrumentation and analysis is explained and then
inverse photoemission spectroscopy (IPES) is explained in more detail, which mostly
focuses on LabVIEW codes and instrument connections. Next the LabVIEW codes for
characterizing OPV performance under solar simulated irradiation is discussed. Later,
setup for measuring external quantum efficiency is explained in detail including each part
of the instrument. It follows by LabVIEW code and calibration data. Next, sample
preparation and measurements of UV-Vis absorbance, Grazing Incidence Wide-Angle Xray Scattering (GIWAXS) setup is explained briefly. Finally, device fabrication for OPV
devices is discussed.
In the second part, instrumentation for measuring Seebeck coefficients and
electrical conductivity is discussed, followed by the setup for measuring TE properties in
OECTs. This part includes the schematics of design, calibrations, and LabVIEW codes.
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Raman spectroscopy, UV-Vis-NIR and FTIR spectroscopy and film fabrication is
explained after.
1.4.2

Chapter 3: Effect of Donor Halogenation on Interfacial Energetics and Charge
Transfer State Energies in Model OPVs
In this chapter the effect of halogenation on interface energetics at donor-acceptor

heterojunctions in OPVs is investigated.49 Halogenation and in particular fluorination, is a
commonly used method to manipulate the energetics, stability, and morphology of OSCs.
In OPVs, fluorination of electron donor molecules or polymers at appropriate positions has
led to improved performance and stability. In this chapter ultraviolet photoemission
spectroscopy, EQE measurements of charge-transfer (CT) states, and density functional
theory calculations are applied to systematically investigate the effects of halogenation on
the bulk solid-state energetics of model anthradithiophene (ADT) materials, their
interfacial energetics with C60 (acceptor), and the energetics of various ADT:C60 blend
compositions. To probe the effect of blend concentration on the morphology of the films
we conducted GIWAXS on all blend compositions. For the ADT:C60 blends, the GIWAXS
and UPS data lead us to conclude that halogenated ADT derivatives tend to form crystalline
aggregates within C60 at even relatively low concentrations, or in other words halogenation
leads to less miscibility with C60. We show that non-halogenated ADT molecules show
higher energy CT states in blends with C60 and lower energy CT states in the ADT/C60
bilayers. However, this trend is reversed in the halogenated ADT/C60 systems, wherein the
CT state energies of ADT:C60 blends are lower than those in the bilayers. In bulkheterojunction photovoltaics, the lower energy CT states present in the mixed phase with
the halogenated ADT derivatives will likely decrease the probability of charge separation
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and increase charge recombination. The less favorable energy landscapes observed upon
halogenation suggests that the benefits of fluorination observed in many OPV material
systems may be more due to morphological factors.

1.4.3

Chapter 4: Thermoelectric Power Factor Enhancement in Polymer Blend

In this chapter we mainly focus on the theoretical calculation of charge transport.
We use Miller-Abrahams jump rate to model the charge-carrier mobility, electrical
conductivity and Seebeck coefficient of amorphous π-conjugated polymers by modifying
models developed by Arkhipov and Bässler. In this mode a gaussian distribution is
assumed for DOS of the polymer where the width of gaussian distribution is representing
the degree of disorder of the polymer and the area under the gaussian distribution represents
the total number of states in the polymer. Here there is another parameter, localization
length representing an average wavefunction overlap between the states. We first study the
effect of these parameters on TE properties of a single polymer and later the effect of
polymer blends on TE properties is studied by adding another gaussian density of state
(DOS) next to the initial one. In these calculations the parameters related to one polymer
were fixed while the parameters for the other polymer were varied. The parameters that are
varied for the second polymer are width of DOS, localization length and the relative mean
energy of its DOS. In all the calculations we assume a homogeneous mixture of polymers
and a constant number of charge carriers at a constant temperature. With these assumptions,
we show the results produced by these models suggest a power factor improvement can be
realized in polymer blends. Later we experimentally probe the TE properties of some
selected polymer sets chosen based on the theoretical calculations and widely varying
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electronic properties of the polymers.50 We show power factors in an appropriate polymer
blend are demonstrated to exceed the power factors of the individual polymers by nearly
two-fold.
1.4.4

Chapter 5: Effect of Anion Size and Fluorination on Polaron Formation, Polymer
Crystallinity, and Thermoelectric Properties in Organic Electrochemical
Transistors
In this chapter we focus on the thermoelectric properties of regiorandom and

regioregular Poly(3-hexylthiophene) and a diketopyrrolopyrrole (DPP) based polymer in
the OECT device structure. In the OECT devices the counterions from the dielectric
penetrate the polymer film to balance the induced charges in the channel. By varying the
chemical composition of the dielectric we vary the size of the counterions from a small
anion

(Cl

with

1.6

Å in

radius) to

a much larger anion

(tetrakis[3,5-

bis(trifluoromethyl)phenyl]borate with 7.9 Å in radius). We first look at the
spectroelectrochemistry absorbance spectra to determine how the anions penetrate the
crystalline region vs the amorphous region and compare the polaron energy at different
doping levels. Here we hypothesize that larger anions have smaller columbic interaction
with the polaron so the polaron can be more delocalized.
1.4.5

APPENDIX 1: LabVIEW

In this section there are pictures and short explanations of the LabVIEW codes that
control the instruments measuring various parameters such as solar cell characteristics,
Seebeck coefficient, TE properties of OECT, and EA.
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1.4.6

APPENDIX 2: Calculating Surface coverage using XPS

In this section we explain how surface coverage of surface ligands on MAPbI3
perovskite films can be measured and calculated using XPS. Here we used a model to
calculate the attenuation length of different photoelectrons of existing elements in the
perovskite film and surface ligands. The attenuation length of the photoelectrons through
the film are uniform, so by increasing the probing angle (with respect to the film normal)
we can vary the probing depth. By comparing the results from three different angles we
can estimate the surface coverage of the surface modifiers on the film.
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CHAPTER 2. INSTRUMENTAL SETUPS AND METHODS OF MEASUREMENTS
2.1

Photoemission Spectroscopy

In Chapter 1 we defined the HOMO, LUMO and EF (or IE, EA and WF) in OSCs
and mentioned their importance in determining electronic transport properties of these
materials. There are a few methods that can be used to measure these energetics, including
photoemission spectroscopy, cyclic voltammetry, and contact potential difference
measurements with Kelvin probe.35,36 In cyclic voltammetry the HOMO and LUMO is
approximated by the oxidation and reduction potential of film with respect to a reference.
Here, the HOMO and LUMO energies measured are influenced by electrolytes and the
solvent they are immersed in. On the other hand, Kelvin probe measurements provide an
accurate measurement of the WF, but no information about the IE or EA. In the work
reported in this dissertation, ultraviolet photoemission spectroscopy (UPS) is used to
measure IE and WF and inverse photoemission spectroscopy (IPES) is used to measure
EA. In the following section we discuss how these instruments operate with a brief
explanation of LabVIEW codes used for IPES. In the last part we introduce X-ray
photoemission spectroscopy (XPS) that is used to measure the binding energies of core
electrons, which are often used to determine the stoichiometry of the elements composing
the material and can be used as a complimentary measurement to show the dipole moment
contribution.51 More details about photoemission spectroscopy can be found elsewhere.52–
55

One matter about the notations, here WF is used to show work function, while many

other references will use φ or Φ. We have reserved this Greek letter for future chapters.
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2.1.1

Ultraviolet photoemission Spectroscopy

UPS measurements work based on a simple mechanism known as the photoelectric
effect. A photon with enough energy to knock out a valence electron (usually in the vacuum
ultraviolet range of 10-30 eV), is incident on the material. Upon absorbing the coming
photons, some of the electrons leave the film in all angles away from the film, which are
called photoelectrons. Assuming electrons are not scattered inelastically in the film, the
photoelectrons’ kinetic energy (KE) out of the film purely depends on their binding energy
(EBi) and WF of the film and can be calculated by equation below:
𝐾𝐸 = 𝐸𝑃ℎ − 𝐸𝐵𝑖 − 𝑊𝐹

(2.1)

Where EPh is energy of the photon (EPh=hν; h is Planck’s constant, ν is frequency
of photon). Let’s start our discussion with metals. In metals, there is no band gap and some
electrons are at the EF. Electrons at EF have zero binding energy (EB = 0 eV with respect to
EF) and so photoelectron coming from states at the EF have the maximum KE (minimum
EBi corresponds to KEmax). For electrons at energy states below EF, the stronger the electron
is bound in the materials, the less energy the photoelectron will have. The energetic
schematics of electrons and photoelectrons are shown in Figure 2.1 (a) and (b). The KE of
the photoelectron is measure by an electrostatic analyzer shown in Figure 2.1 (c) and is
converted to EBi using Equation (2.1) that is shown in Figure 2.1 (d). In plotting the binding
energy, we use the convention that more positive EBi is plotted towards left and more
negative EBi to the right and zero EBi is at EF.
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Figure 2.1 Energetic schematics of electrons and photoelectrons in/from a metal at absolute
zero. The curve is showing DOS with blue regions indicating occupied states. (a) shows a
case with electron as the EF and (b) the case for electron at states lower than EF. (c) is
showing collected KE spectrum and (d) is showing EBi spectrum. These spetra doesn’t
resemble the UPS due to the contribution of inelastically scattered electrons.
For a more realistic analysis and spectrum we should consider the analyzer,
scattering in the film and Fermi-Dirac statistics. In the electrical measurements it is
important to follow the electrical connections and in particular the ground, especially if the
analyzer is electrically isolated from the sample the loss in energy cannot be determined
when the photoelectron is absorbed by the analyzer. To resolve this issue in the UPS
measurements, both the analyzer and the film are connected to the ground. By doing so, EF
of both will be the same to equilibrate the charges and so the local vacuum around sample
and analyzer will shift accordingly. This is also necessary because the electron leaving the
film should be replaced and the extra electron absorbed by the analyzer should be removed.
Therefore, the KE measured by the analyzer will be:
𝐾𝐸 = 𝐸𝑃ℎ − 𝐸𝐵𝑖 − 𝑊𝐹𝑆𝑎𝑚𝑝𝑙𝑒 − (𝑊𝐹𝐴𝑛𝑎𝑙𝑦𝑧𝑒𝑟 − 𝑊𝐹𝑆𝑎𝑚𝑝𝑙𝑒 )
And by rearranging above equation, EBi is calculated by equation below:
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(2.2)

𝐸𝐵𝑖 = 𝐸𝑃ℎ − 𝐾𝐸 − 𝑊𝐹𝐴𝑛𝑎𝑙𝑦𝑧𝑒𝑟

(2.3)

The schematics of how grounding both analyzer and sample help calculating the
EBi is shown in Figure 2.2. This simple and important trick makes the measurements
independent of knowing work function of the sample and we just need to determine the
work function of analyzer. Later it will be explained why the exact value is not needed and
the system can be calibrated by measuring the spectrum of a clean metal. The other great
aspect is that EF of the sample is always at EBi = 0 eV.

Figure 2.2 Energetics of sample and detector with respect to each other when they are (a)
electrically isolated and (b) when they both grounded.
Most electrons will scatter before leaving the materials. The KE of these scattered
photoelectrons are smaller than ones that were not scattered inelastically, assuming that the
electrons came from states of identical energy. This will result in a large counting of
photoelectrons at lower kinetic energies that don’t represent any states in the DOS of the
sample. This lower KE will translate to a lower EBi in the spectrum. Figure 2.3 shows the
measured spectrum of a 50 nm thick gold thin film. As explained, the spectrum doesn’t
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represent the DOS of gold because of scattering, though some strong features of the DOS
show up. Going towards the lowest KE or highest EBi in the spectrum, there is a sharp cutoff
called the secondary electron cutoff (SECO). With assumption these are the photoelectron
with KE = 0 eV, their EBi calculates as:
𝐸𝐵𝑖 = 𝐸𝑃ℎ − 𝐾𝐸 − 𝑊𝐹 = 𝐸𝑃ℎ − 𝑊𝐹

(2.4)

So WF is equal to:
𝑊𝐹 = 𝐸𝑃ℎ − 𝐸𝐵𝑖 |𝑆𝐸𝐶𝑂

(2.5)

Because of these scattering there are few information that can be extracted from the
middle parts of spectrum, so in most presented figure for UPS measurements, only the
SECO and around EBi = 0 eV part of spectrum is shown.
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Figure 2.3 UPS spectrum of 50nm gold. Darker blue represents the DOS of gold and light
blue represents the scattered electron that show up in spectrum. The DOS of gold shown
in dark blue is just a representation for showing the differnece between the actual DOS and
UPS spectrum.
In the actual experiments there is always a bias voltage applied to the sample with
respect to the analyzer. As the KE of photoelectrons at SECO is 0, they often don’t reach
the analyzer and secondary electrons generated in the analyzer interfere with these
photoelectrons; therefore, a negative constant known bias is applied, Vbias, to the sample to
boost their KE (in the measurements presented in this dissertation Vbias is -5V). By applying
this bias, Equation (2.2Error! Reference source not found. updates to:
𝐾𝐸 = 𝐸𝑃ℎ − 𝐸𝐵𝑖 − 𝑊𝐹𝐴𝑛𝑎𝑙𝑦𝑧𝑒𝑟 − 𝑉𝑏𝑖𝑎𝑠
(2.6)
= 𝐸𝑃ℎ − 𝐸𝐵𝑖 − 𝑊𝐹𝐴𝑛𝑎𝑙𝑦𝑧𝑒𝑟 − (−5)
Now let’s focus on the energies around EF. Figure 2.4 shows regions around EF
±0.5 eV. For metal and semi-metal samples, the shape of the spectrum at EF should obey
Fermi-Dirac distribution shape. So, there is an attempt to fit Fermi-Dirac equation to this
spectrum shown below:
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𝑓1 (𝐸) =

𝐴1
𝐸−𝐸𝐹
𝑒 𝐾𝐵 𝑇 +

(2.7)
1

Where E is energy, KB is Boltzmann constant, T is the temperature in Kelvin and
A1 is a constant to fit to the spectrum. But analyzer will also induce some distortion which
usually is represents by a Gaussian convolution shown in equation below:
∞

1

𝑓2 (𝐸) = 𝐴2 ∫ (
−∞

𝑒

𝜔−𝐸𝐹
𝐾𝐵 𝑇

)(
+1

1
√2𝜋Δ

𝑒

−

(𝐸−𝜔)2
2Δ2 ) 𝑑𝜔

(2.8)

Where Δ is width of the Gaussian distribution representing the instrument
broadening or resolution. There has been a line multiplied by these equations to account
for scattering and simply a better fit. So, equations will change to:
𝑓3 (𝐸) =
∞

𝑓4 (𝐸) = 𝐴2 ∫ (
−∞

𝐴1 (𝑎𝐸 − 𝑏)
𝐸−𝐸𝐹
𝑒 𝐾𝐵 𝑇

(𝑎𝜔 − 𝑏)
𝜔−𝐸𝐹
𝑒 𝐾𝐵 𝑇

(2.9)

+1
1

)(
𝑒
√2𝜋Δ
+1

−

(𝐸−𝜔)2
2Δ2 ) 𝑑𝜔

(2.10)

Where a and b are fitting parameters and A1 and A2 in Equations (2.9 and (2.10 is
extracted from Equations (2.7 and (2.8 respectively. The fits are shown in Figure 2.4 and
the fitting parameter are presented in Table 2.1. For Equation (2.10), T is forced to have
values above 290K otherwise the fitting will show lower temperature with compensation
of higher Δ. As shown in Table 2.1, EF is between 0.01-0.03 eV (the difference shows up
by multiplying a line to equations), but we know this value should be 0 eV. To correct for
this value, we assume the WF of the analyzer has been changed and needs to be corrected.
To have a better calibration more spectrums from different regions of the film is needed.
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Figure 2.4 UPS spectrum of 50nm gold showing the region around EF. Solid lines showing
fits to the spectrum using the Equations (2.7),(2.8),(2.9) and (2.10).
Table 2.1 Fitting parament for the fits shown in Figure 2.4
Eqn #
EF (eV)
T (K)
A1/A2
Δ (eV)
a (1/eV)
(2.7
0.0110
492.669 0.836862
(2.8
0.0116
349.991 0.833632 0.04468
(2.9
0.0317
336.317 0.836862
-0.59098
(2.10
0.0310
290.008 0.833632 0.030002 -0.58223

b
-0.814761
-0.82187

For a semiconductor, EF is in the middle of the band gap where there is no state for
UPS to detect. UPS spectrum of 64 nm C60 is shown in Figure 2.5 (a). SECO is shown in
Figure 2.5 (b) and HOMO onset in Figure 2.5 (c). To extract WF and HOMO, first a
horizontal line is fit to the background and then in both cases, a line is fitted to the onset
(shown in dashed red line). For the HOMO onset the fitted line starts approximately 2/3
from the top. The intercepts of these two lines with the background are the desired onsets.
Using Equation (2.5), WF = 4.44 eV (with EPh = 10.2 eV) and so IE = 4.44 + 1.975 = 6.415
eV. In all the analysis this method is used to determine WF, HOMO onset and IE.
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Figure 2.5 (a) UPS spectrum of 64 nm C60, (b) zoomed in view of the SECO region and (c)
HOMO onset region.
2.1.1.1 Source, Analyzer, sample preparations and other
considerations
The VUV source producing the photons is a H Lyman-α source emitting at 10.2 eV
vs. the typical VUV source emitting at 21.22 eV. The advantage of using this low energy
VUV lamp is less degradation for organic materials. The details about the source structure
and how photon is produced can be found elsewhere.56–59 The analyzer is an 11-inch
diameter (180°) hemispherical electron energy analyzer with a multichannel plate detector,
PHI 5600 from RBD Instruments, connected to UHV chamber (10-9-10-10 Torr). In this
type of analyzer, there is an important parameter called pass energy (PE) and is defined as
the KE spread of the photoelectrons entering the hemisphere. PE is set by an electrostatic
lens system at the entrance of the hemisphere. Relative energy resolution (ΔE/E, E is the
energy of photoelectron entering the hemisphere) in these types of analyzers roughly
depend on the average radius and exit slit width of the hemisphere and is a constant value
for all the coming photoelectrons. So, higher the energy of the incoming electron results in
the higher ΔE (lower absolute energy resolution). In other word, in the first order
approximation, intrinsic resolving power become proportional to PE. So, lowering the PE
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results in higher resolution (less broadening) but at the same time this causes a lower signal.
This effect is most effective in XPS where KE of photoelectron (~1000 eV) is much higher
than the photoelectron generated of a VUV source (1-10 eV). In the UPS measurement in
this work PE is set to 5.85 eV. All the samples have been deposited on the glass coated
with ITO to ensure the electrical connection between film and the chamber. Here we are
using a monochromatic source, but in the work done by Sato et.al. by varying light source
energy, they could probe the low density states (impurity/trap states) in the gap.60

2.1.2

Inverse Photoemission spectroscopy

The process of IPES is opposite of what it is for UPS. In this process, electrons with
a known kinetic energy are directed toward the material and are absorbed by the film and
directly occupy one of the unoccupied states. By occupying these states, the electron will
lose energy equal to the binding energy of that state with respect to vacuum plus the kinetic
energy of the electron. This lost energy can be emitted in the form of a photon. So, electrons
absorbed by states closer to EF emit photons with higher energy. By counting the photons
with a photomultiplier tube (PMT) and varying the initial kinetic energy of electrons the
density of unoccupied states of a material can be constructed. The schematics of the process
are shown in Figure 2.6.
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Figure 2.6 Energetic schematics of electrons in a metal. The curve is showing DOS with
blue regions indicating occupied states. (a) shows a case where the electron falls into a state
at the EF and (b) shows the case for electron absorbs at states higher than EF.
Our setup is designed based on the setup proposed by H. Yoshida.61 In our setup,
the kinetic energy of electron is varied between 20 – 30 V and PMT is probing photons in
certain wavelength using optical band pass filter (214 nm, 254 nm, or 280 nm and in energy
scale 5.79 eV, 4.88 eV, or 4.43 eV). Therefore, to detect any signal, the energy of the
photon should be the same as the optical band pass filter. During the measurement, a -20
V bias is applied to the sample to reduce the energy of the coming electrons. To extract the
density of unoccupied states of the sample from a signal measured from the PMT, we have
to consider two processes. First, we have to find a reference for the kinetic energy of the
electron with respect to sample by probing the sample current and second, take account for
the energy of the optical filter to convert it into the binding energy of state in the sample.
The details can be found elsewhere62 and the of LabVIEW codes running these setups can
be found in APPENDIX 1.
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2.1.2.1 IPES instrumental detail
The electron gun is a Kimball Physics ELG-2 with a BaO cathode. The PMT is
R585 from Hamamatsu Photonics which is coupled with a data acquisition system to count
the photons. During the measurement the sample is connected to a -20 V bias to reduce the
kinetic energy of electrons and stop them for damaging the sample and all the samples are
fabricated on an ITO coated glass to ensure electrical connection between film and ground.
The measurement is done in UHV chamber with pressure in range of 10-10 Torr. More
details can be found elsewhere.62–64

2.1.3

X-ray photoemission spectroscopy

The process of this measurement is similar to what happens in UPS. The difference
is that the photon energy is high enough to excite the electrons from the core levels of
individual atoms. Therefore, one of the primary applications of XPS is to determine the
atomic composition of the film. The binding energies of these core electrons also depend
on the type of bonds between elements. Another application of XPS can be determining
the surface coverage of a monolayer on top of another material. The detail of surface
coverage calculation can be found in APPENDIX 2.
For acquiring the elements constructing the material usually a wide scan range
(called a survey scan) from 0 to 1000 eV binding energy is recorded. A sample of a survey
scan of regiorandom poly(3-hexylthiophene) (RRa-P3HT) is shown in Figure 2.7 (a). RRaP3HT is composed of just carbon and sulfur atoms with a 1 to 10 ratio (9% carbon and
91% sulfur). As expected, the only elements showing in the survey are carbon and sulfur.
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For a homogenous film the number of electrons per second (the measured value)
for an individual peak can be calculated using the equation below:65
𝐼 = 𝑛𝑓𝜎𝜃′𝑦𝜆𝐴𝑇

(2.11)

Where n is the number of atoms of the element per cm3 of the sample, f is the x-ray
flux in photons/cm2sec, σ is the photoelectric cross-section for the atomic orbital of interest
in cm2, θ′ is an angular efficiency factor for the instrumental arrangement based on the
angle between the photon path and detected electron, y is the efficiency of the photoelectric
process, λ is the mean free path or attenuation length of the photoelectrons in the sample,
A is the area of the sample from which photoelectrons are detected, and T is the detection
efficiency for electrons emitted from the sample. We can rewrite Equation (2.11) to:
𝑛 = 𝐼/𝑓𝜎𝜃′𝑦𝜆𝐴𝑇 = 𝐼/𝑆𝐹

(2.12)

Where SF is called sensitivity factor and it is a parameter that converted the
measured peak area to the numbers of atoms in the detected volume to account for varying
X-ray absorbance cross-sections, inelastic mean free paths, and analyzer transmission. This
parameter mainly depends on the instrumental parameter so by normalizing SF of an
element, such as F to 1, the SF of rest of the elements can be determined with respect to F.
A list of SF of elements can be found elsewhere.65 For two or more elements in a
homogenous film, the concentration of each element can be calculated from equation
below:
𝑋𝑖 =

𝑛𝑖
𝐼𝑖 /𝑆𝐹𝑖
=
Σ𝑛𝑗 Σ𝐼𝑗 /𝑆𝐹𝑗

(2.13)

Where Xi is atomic concentration of element i. In most cases since there is a
instrumental broadening of signal, I is determined by integrating the area of signal peak.
To determine the atomic concentration of RRa-P3HT, a smaller area scan is performed just
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for the peaks with highest intensity of each element. Carbon just has one peak around 285
eV representing 1s orbital. Sulfur has two peaks, representing 1s and 2p orbitals with 2p
having higher intensity around 165 eV. The results for the small area scans of these two
regions is shown in Figure 2.7 (b) and (c). Sulfur 2p consists of two peaks, 2p1/2 and 2p3/2.
Each subscript is indicating different total angular momentum quantum number j (j = l+s).
The results show 8.5% sulfur instead of 9%, which this can be result of excess carbon due
to organic contamination. This small variation from the actual value (0.5%) is a pretty
reasonable measurement even without surface contamination
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Figure 2.7 (a) XPS survey of Regiorandom Poly(3-hexylthiophene) on ITO coated glass.
Small area scan for (b) S 2p and (c) C1s region of same film.
2.1.3.1 XPS instrumental detail
All XPS measurements were performed with a PHI 5600 hemispherical electron energy
analyzer in UHV system with an Al Kα source at1486.6 eV or Mg Kα source at 1253.6 eV.
2.2

Photovoltaic device fabrication and characterizing

2.2.1

Substrate and substrate cleaning

Substrates are 1mm thick glass slides, coated with a patterned thin layer of indium
tin oxide (ITO) (Tinwell Tech., 15 Ω/sq). For cleaning, all the substrates are put in a plastic
holder. The cleaning procedure is sequential sonication in aqueous detergent (sodium
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dodecyl sulfate, Sigma-Aldrich), acetone and 2-propanol each for 15 minutes. Between
sonication in aqueous detergent and acetone, the substates are rinsed in deionized water
multiple times to clean off the remaining detergents. The solvents were refreshed every 2
weeks or earlier. After drying with nitrogen, substrates were exposed to UV−ozone
treatment for 10 min to remove organic contaminants. The fabrication process was always
started immediately after the last step. This cleaning procedure is applied for all other
substrates unless it is mentioned otherwise.
2.2.2

PV Device fabrication process

First a hole transporting layer was deposited on top of a clean substrate. Poly(3,4ethylenedioxythiophene) polystyrene sulfonate (PEDOT:PSS, CLEVIOS P VP AI 4083)
was filtered and was spun-cast at 5000 rpm for 50 s and then annealed on a hot plate at 130
°C for 15 min in air. Active layer is made from anthradithiophene (ADT, synthesized
process can be found elsewhere49) as donor and Buckminsterfullerene (C60, Nano-C,
99.5%) as acceptor. For bilayer devices, 25 nm of ADT was deposited at a rate of 0.5 Å/s
and 40 nm C60 was deposited at a rate of 1 Å/s. For blend films, ADT and C 60 were codeposited at different rates (0.02−1.0 Å/s) to satisfy desired blend ratios with a total
thickness of 50 nm. Electron transporting layer was 10 nm bathocuproine (BCP, TCI,
>99.0%) deposited at 0.5 Å/s. Finally, electrodes were 100 nm aluminum (Al, 99.99%,
Angstrom Engineering) deposited at 1−3 Å/s through a shadow mask that defined four cells
of 0.1 cm2 area and four cells of 0.2 cm2 area per substrate. All thermally evaporated
materials were deposited at a typical pressure of 1 × 10−7 mbar. The schematics of patterned
ITO, HTL, active layer, ETL and Al electrodes is shown in Figure 2.8. Note that in the case
where PEDOT:PSS was used as HTL, the sides are scratched off so Al electrode can have
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a direct contact with ITO. In case were none of the layer were spun cast, there was no need
for scratching off the extra materials.

Figure 2.8 Device fabrication process.

2.2.3

Device characterization

Solar cell performance was measured using a solar simulator (ABET Technologies,
11002) at 100 mW/cm2 illumination (AM 1.5G). The intensity was adjusted to 100
mW/cm2 using a photodiode calibrated with a KG5 filter (ABET Technologies). A 2450
Keithley SourceMeter controlled by LabVIEW was used to characterize the PV devices.
The detail of LabVIEW code can be found in APPENDIX 1.
2.3

External quantum efficiency (EQE)

Sensitive EQE measurements were performed in a homemade setup with
schematics shown in Figure 2.9. Sensitive EQE measurements were taken at short-circuit
conditions under focused monochromatic (CM110, Spectral Products) illumination from a
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150 W tungsten−halogen light source (ASBN-W, Spectral Products) chopped by an optical
chopper (MC2000, Thorlabs) at 84 Hz. Multiple optical filters were used to prevent
unwanted light harmonics in the range of PV device absorbance from interfering with the
measurement. The current from the PV device was amplified with a current to voltage
amplifier (RDM-Apps) and further amplified with a lock-in amplifier (SR830, Stanford
Research Systems). A calibrated silicon photodiode (FDS100) and a calibrated germanium
photodiode (FDG03) purchased from Thorlabs were used to measure the incident light
intensity at each wavelength. The uncertainty in the absolute EQE is estimated at ±7% due
primarily to the uncertainty associated with the photodiode calibration (±5%), light source
intensity fluctuations, and small variations in alignment.

Figure 2.9 Sensitive EQE setup schematics.
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2.4

UPS fitting procedure to stepwise deposition of C60 on ADT

For each step in the stepwise deposition of C60 on any of the ADT molecule, the
pure X-ADT spectrum was shifted on the x-axis and multiplied or divided by a constant
number so it matches the HOMO peak of X-ADT at each step (X-ADT fit), or as much of
the HOMO peak as extends out past the C60 HOMO. In the next step, the pure X-ADT fit
spectrum was subtracted from the C60 on X-ADT spectrum. The resultant spectrum
represents the contribution of C60 in the step, with some variation likely resulting from
increased disorder in the X-ADT layer upon C60 deposition. The HOMO onsets for both
X-ADT and C60 are then used to determine the IEs at each step. Figure S2 shows an
example where the C60 HOMO onsets were extracted from UPS spectra of 2Å, 20Å and
80Å C60 on H-ADT. The figures on the right show the onset of H-ADT in each step and
the shifts in the HOMO onset vs. the pure H-ADT film without C60.
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Figure 2.10 Example of H-ADT/C60 stepwise deposition with UPS spectra for 2Å (a, b),
20Å (c, d) and 80Å (e, f) C60 on H-ADT. Plots b, d and f show zoomed in regions of the
spectrum where the H-ADT onset appears. In all figures the solid black line is pure HADT, solid red line is 160Å C60 on H-ADT which represents pure C60, solid blue line shows
spectrum of 2, 20 and 80 Å of C60 on top of H-ADT, hollow black circles show the shifted
and rescaled H-ADT spectrum (H-ADT fit) and hollow red circles show the spectrum of
the H-ADT fit subtracted from the 2, 20 and 80 Å C60 on H-ADT, which represents the
contribution of C60.
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2.5

Grazing Incidence Wide-Angle X-ray Scattering (GIWAXS)

Films of Cl-ADT and H-ADT (50 nm thick) were prepared by thermal evaporation
at a rate of 0.5 Å/s on silicon wafers with a 300 nm thick oxide layer. Grazing incidence
wide-angle X-ray scattering (GIWAXS) measurements were performed at D-line, CHESS
at Cornell University. The X-ray beam, with a wavelength of 1.155 Å and a wide band pass
(1.47%), was incident on the films at an angle of 0.15°. A PILATUS 200K detector was
placed 90 mm from the sample to record the images.

2.6

Density functional theory calculations

Density functional theory calculations were carried out using the Gaussian 09 Rev.
E.01 suite at the optimally tuned OT-ωB97X-D/6-31G(d,p) level. Omega tuning was
carried out via non-empirical gap tuning of monomers for each ADT of interest and C60
that were geometry optimized at the ωB97X-D/6-31G(d,p) level. The final ω value was
obtained as an average over this set. ω values ranged from 0.1538 to 0.1754 bohr-1 with a
final value of 0.1637 bohr-1 used in the calculations; using a single ω for all molecular and
complex calculations allows us to directly compare molecular orbital energies and state
energies across all systems explored. Individual molecular geometries were then reoptimized at this level inside of a diethylether PCM (ε=4.24) prior to being placed in dimer
configurations. All TD-DFT calculations were completed using the PCM model with a
diethylether medium. These calculations have been done by Sean M. Ryno, E. Kirkbride
Loya and professor Chad Risko.
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2.7

Quadrupole calculations

Molecular quadrupole tensors were determined via the generalized distributed
multipole analysis using the GDMA 2.2.11 program.66 Density matrices used for analysis
were determined at the ωB97xd/6-31G(d,p) level using the Gaussian09 Rev. E.01 program
with default ω value using structures optimized at the same level. An atom-centered
approach was used including all atoms within the respective molecules and multipoles
calculated to the hexadecapole to recreate the molecular electrostatic potential. These
calculations have been done by Sean M. Ryno, E. Kirkbride Loya and Professor Chad
Risko.

2.8

Thermoelectric device fabrication and characterizing

2.8.1

Substrate and substrate cleaning

Substrates are 1 mm thick glass slides. For cleaning, all the substrates are put in a
plastic holder. The cleaning procedure is sequential sonication in aqueous detergent
(sodium dodecyl sulfate, Sigma-Aldrich), acetone and 2-propanol each for 15 minutes.
Between sonication in aqueous detergent and acetone, the substates are soaked in deionized
water for multiple time to clean off the remaining detergents. The solvents were refreshed
every 2 months or earlier. After drying with nitrogen, substrates were exposed to
UV−ozone treatment for 10 min to remove organic contaminants. The fabrication process
was always started immediate after the last step. This cleaning procedure is applied for all
other substrates unless it is mentioned otherwise.
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2.8.2

Thermoelectric Device fabrication process

Doped polymer solutions were prepared with a total polymer concentration of 5
mg/mL and a total dopant concentration of 1.16 mg/mL under a nitrogen environment in a
glovebox (typically <0.1 ppm H2O and O2). Chloroform was degassed prior to use to
remove oxygen using three freeze-pump-thaw cycles. Polymer solutions were stirred over
night at 400-500 rpm at 35 °C. The dopant was then added to reach a doping concentration
of 5 mole % dopant relative to the repeat unit of P3HT. Based on a polymer density of
ca.1.2 g/cm3 and the density of Mo(tfd)3 as 2.26 g/cm3, this doping concentration is equal
to ca. 10% by volume for all polymers. This concentration by volume was the same for all
solutions to ensure the number of dopants in the solution per unit of volume is kept
constant. The mixed solution of polymer and dopant was stirred at 400-500 rpm at 35 °C
for an hour. To make the polymer blend solutions, stock solutions of the doped polymers
were combined to make solutions with the desired polymer ratios. The polymer ratios are
all given as weight ratios. 10×20 mm2 glass slides were cleaned with sonication in aqueous
detergent (sodium dodecyl sulfate, Sigma-Aldrich), deionized water, acetone, and 2propanol each for 15 min. After drying them with nitrogen, they were exposed to UVozone treatment for 10 minutes to remove any remaining organic contamination. The clean
substrates were transferred to the nitrogen filled glovebox and films were spun cast at 1000
rpm for 30 seconds with a 3 second ramp time. For the films used for Seebeck
measurements, a Q-tip wet with degassed chloroform was used to clean the doped polymer
from regions where electrodes and bismuth were deposited. The film used for electrical
conductivity were used as spun cast. Bismuth (100 nm, as temperature reference) and gold
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(50 nm, as electrodes) were thermally evaporated under vacuum with a shadow mask. The
schematics of the process is shown in Figure 2.11.

Figure 2.11 Device fabrication schematics for Seebeck coefficient measurement.

2.8.3

Materials

Mo(tfd)3 was synthesized and supplied by the Marder group at the Georgia Institute
of Technology according to a previously reported procedure.67 The synthesis of PDPP-4T
and PDPP-T-TT-T was performed by the Mei group at Purdue University and also followed
previous references.68,69 RR-P3HT and RRa-P3HT were purchased from Rieke metals.
Bismuth was purchased from Kurt J.Lesker with 99.99% purity. Gold coins with 99.99%
purity were thermally evaporated to form electric contacts. Anhydrous degassed
chloroform (DriSolv, Ethanol stabilized, 99.8%) was used as a solvent.
2.8.4

Device characterizing

The Seebeck coefficient was measured with a custom built setup.70 The details of
the Seebeck measurement geometry and system can be found in our previous publication.70
The voltage across the polymer film and Bismuth film was measured by two Keithley 2100
multimeters and the temperature of the hot block was resistively heated and controlled with
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a TC200 Thorlab temperature controller. Sheet resistance was measured with a four-point
probe setup consisting of Signatone S302-4 and Keithley 2450 source meter. To calculate
electrical conductivity, film thickness was measured with a Dektak D6M/32 profilometer
1

(𝜎 = 𝑅 𝑡, σ is electrical conductivity, 𝑅◻ is sheet resistance and t is thickness of film).
◻

2.9

Photothermal Deflection Spectroscopy (PDS)

2.9.1 PDS Device fabrication process
RR-P3HT and RRa-P3HT solutions were prepared with 20 mg/mL polymer
concentrations and PDPP-4T and PDPP-T-TT-T were prepared with 10 mg/mL polymer
concentration in degassed chloroform. The solutions were stirred at 450 rpm and 35 °C
overnight. The solutions were spun cast on cleaned quartz substrates at 800 rpms for 30
seconds in the nitrogen filled glovebox. The samples were sealed in moisture resistant
packaging in the glovebox and transferred to Dr. Stephen Johnson at Transylvania
University for PDS measurements.
2.9.2

PDS characterizing

PDS is a highly sensitive technique to measure optical absorption in thin films.71
Chopped, monochromatic light from a 300 W Xe light source was coupled into a
monochromator with ± 4 nm wavelength resolution and focused onto the sample surface
to cause a periodic temperature change in the focal spot region. The sample was immersed
in a fluid (Fluorinert FC72) with a high thermo-optic coefficient and the periodic
temperature change of the sample caused a corresponding temperature and index of
refraction change in the fluid. A CW probe beam from a HeNe laser passed through the
fluid and across the sample surface, deflecting along its path as it encounters variations in
index of refraction. The probe beam position was monitored by a quadrant-cell photodiode
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that was fed into a lock-in amplifier to measure the periodic deflection.

Spectral

measurements were achieved by varying the excitation wavelength over the range of
interest. The schematic figure and picture of the setup is shown in Figure 2.12. Long-pass
optical filters were installed at the input and output of the monochromator to reduce
undesired wavelengths at the sample surface. The excitation beam was chopped at 9 Hz
for these measurements; further details of the PDS apparatus used in this study can be
found elsewhere.72

Figure 2.12 Schematic of the PDS setup.

PDS measurements are in good agreement with the optical absorbance. The Urbach
energies were extracted using Equation (2.14) to fit the sub-gap region of the PDS
spectrum.73
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𝐴𝑏𝑠 = 𝑎0

𝐸−𝐸𝑔
𝑒 𝐸𝑢

(𝐸 < 𝐸𝑔 )

(2.14)

Where Abs is absorbance, a0 is a constant, E is the energy of the absorbed photon,
Eg is the band gap energy and Eu is Urbach energy.
2.10 Film fabrication for absorbance spectroelectrochemistry

Polymers were dissolved in chlorobenzene (CB) and stirred at 400-500 rpm at 35 °C
overnight. The concentration of P3HT in the CB is 15 mg/ml and PDPP-4T is 7 mg/ml.
ITO coated (Sheet resistance = 70 – 100 ohms/sq) alkaline earth boro-aluminosilicate glass
were purchased from Delta Technologies and were sequentially cleaned with sonication in
aqueous detergent (sodium dodecyl sulfate, Sigma-Aldrich), deionized water, acetone, and
2-propanol each for 15 min. Substrates were dry with nitrogen and exposed to UV-ozone
treatment for 10 minutes. Substrates then were transferred to nitrogen filled glovebox and
films were spun cast at 1000 rpm for 60 seconds with 3 seconds ramp time. Next, the films
were transferred to a petri dish to be seated for an hour with a few drops of CB in them.
Then the films were annealed at 120 °C for 10 minutes.
2.11 UV-Vis-NIR absorption spectroelectrochemistry in liquid electrolyte

Absorption spectroelectrochemistry was measured with two different systems in
two different environments. UV-Vis absorbance was measured with an Ocean Optics QE
Pro high-performance spectrometer in the nitrogen filled glovebox in the range between
350 to 1100 nm and UV-Vis-NIR was measured by Agilent high performance Cary 5000
UV-Vis-NIR spectrophotometers in the air in range between 250 to 3300 nm. A quartz
cuvette was used to hold the electrolytes and the film during the measurements as shown
in Figure 2.13. All the measurements were performed by a Versastat 4 potentiostat with
platinum counter electrode and 10mM Ag(NO3) reference electrode with difference
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counter ions in acetonitrile. All the potential is reported with respect to Ag/Ag+. Working
electrode voltage was ramped up from -100 mV to 1200 mV with respect to the reference
electrode with 50 mV steps. The electrolyte concentration was kept at about 10mM in
acetonitrile.

Figure 2.13 Schematic of absorption spectroelectrochemistry setup

2.12 UV-Vis-NIR absorption spectroelectrochemistry on solid state

In this method, similar to absorption spectroelectrochemistry in liquid electrolyte,
the measurements are performed by an Ocean Optics QE Pro high-performance
spectrometer in the nitrogen filled glovebox. Fabrication of polymer film is explained in
section 2.10. After polymer film fabrication, a layer of polymeric ionic liquid is spun cast
on top of polymer at 1000 rpm for 60 seconds and annealed at 120 °C for 60 minutes. Later
another ITO coated glass was pushed on top of the film and held by two clips as shown in
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Figure 2.14 (a). The two ITO coated glass pieces were then connected to a 2450 Keithley
source meter with two alligator clips shown in Figure 2.14 (b). By applying voltage, the
counter ions are forced to penetrate the polymer film. Since the penetration of the counter
ions are very slow, before absorbance measurements there was a couple of minutes delay
till the current through the film equals the leakage current.

Figure 2.14 (a) Schematic of device for UV-Vis-NIR absorption spectroelectrochemistry
on solid state and (b) absorption spectroelectrochemistry setup.
2.13 Raman spectroelectrochemistry

Raman spectroelectrochemistry was measured with a thermo scientific DXR
Smart-Raman. The device structure is similar to absorption spectroelectrochemistry on
solid state devices explained in the previous section.

2.14 Temperature dependent thermoelectric measurement on OECT

2.14.1 Film fabrication and device structure
Two different glass slides were used in these experiments; first is 1″ × 3″ ×1 mm
glass microscope slides (VWR) and second is 3" × 3-1/4" × (0.19 - 0.25) mm optical grade
borosilicate glass. In this dissertation the first one is referred to as a thick substrate and
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second one thin substrate. Each substrate is cut into 1″ × 1″ and sequentially sonication in
aqueous detergent (sodium dodecyl sulfate, Sigma-Aldrich), DI water, acetone and 2propanol each for 15 minutes and then exposed to UV-ozone for 10 minutes and moved to
nitrogen filled glove box for gold and polymer deposition.
Two different device structures are used in this section; one is for calibration and
measuring temperature dependent Seebeck coefficient of chemically doped polymer and
the other is for measuring temperature dependent thermoelectric properties of polymers in
OECT device structure. For the first case, 2 nm Cr followed by 50 nm gold is thermally
deposited in 106-107 Torr vacuum on glass substrate with a shadow mask. Next 100 nm Bi
is deposited using another mask shown in Figure 4.15. Later, polymer is drop cast on the
active area region shown in Figure 4.15. During the measurement, 1, 2, 3 and 4 are
connected to a voltmeter and 5 and 6 is connected to a power supply for applying heat.
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Figure 2.15 Device structure for measuring temperature dependent thermoelectric
properties of chemically doped polymers.
For fabricating device for OECT other masks are used. First a 2 nm Cr followed 50
nm gold is thermally deposited using a shadow mask shown in Figure 2.16. The distance
between the first electrode and the heater line is set to 1 mm, the heater line is 200 μm and
the other gold lines are 50 μm. In the figure below the distance between the gold lines are
50 μm. In other devices the distance can change to 100, 150 and 200 μm.

Figure 2.16 schemetics of gold deposition of the first layer for OECT device
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The complete process of fabrication of the OECT device is shown in Figure 2.17
(a-e). The polymer films are spun cast on the substrate at 4000 rpm for 60 seconds with 3
seconds ramp time. Next, the films were transferred to a petri dish to be sealed for an hour
with a few drops of CB in them. Then the films were annealed at 120 °C for 10 minutes.
Then PIL was drop cast on top of active area. Then, a Q-tip wet with acetone and CB is
used to clean off the extra polymer and PIL so the film is only in the active area shown in
Figure 2.17 (c) and there is no contact to other electrodes. Next 50 nm gold is deposited as
shown in Figure 2.17 (d) to form the gate contact on top of the active area and the contacts
for measuring pins to the electrode. Finally, 100 nm Bi is deposited as shown in Figure
2.17 (e). The final structure of the OECT device is shown in Figure 2.17 (f). There are a
total of four electrodes labeled as source and drain. During Seebeck coefficient
measurement the two middle electrodes are used and for resistance measurement all four
are used as four wire resistance measurements.
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Figure 2.17 (a-e) Schematics of OECT device fabrication. (f) Cross sectional view of an
OECT device.
2.14.2 setup for temperature dependent TE properties measurements
We used a custom-built vacuum chamber to measure temperature dependent TE
properties of OECTs, as shown in Figure 2.18 and Figure 2.19. A multi stage Peltier
module (TE-2-(127-127)-1.15) with operating temperature rated from -40°C to 80°C is
coupled with a TC-48-20 controller and MP-3176 thermistor all purchased from TE
Technology, Inc. are used to control the temperature of the substrates. The Peltier module
is thermally connected with the base of the chamber where 4 cooling fluid lines set at 10°C (with Neslab RTE-140 Recirculating Chiller) are responsible for additional cooling
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and heat removal. Since the cooling fluid is in contact with the whole chamber the
temperature of the fluid is higher than -10 °C. Two electrical feedthroughs (Belilove
Company–Engineers) are used to bring the electrical wires into the vacuum chamber.
Noctua NT-H1 thermal paste was used to ensure good thermal contact between the Peltier
module and aluminum stage. The pressure is kept at 1-4 Torr during the measurement to
minimize the water exposure and oxidation. Thermal conductivity of air at this pressure
drops by 20% comparing to atmospheric pressure, so the effect of low vacuum on TE
properties measurement is neglegible.74 For controlling the OECT a dual-channel source
meter unit, Keithley 2614B was used and for measuring the thermoelectric voltage of
polymer and bismuth two Keithley 2100 (6½-digit resolution multimeter) was used.
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Figure 2.18 (a) Schemetics of vacuum chamber for measuring TE properties of OECT. (b)
outside view and (c) inside view of vacuum chamber.
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Figure 2.19 The vacuum chamber and all the measureing instruments connected.
Figure 2.20 (a) is showing the aluminum stage on top of the Peltier module. There
is a cut in the bottom of the chamber so the Peltier module can fit into it. There is also a
similar cut under the aluminum stage, so it fits to the Peltier module. Between each part
Noctua NT-H1 thermal paste is used for good thermal conduction. Figure 2.20 (b) shows
the top view of the aluminum stage and the four posts. The posts are for holding the black
measuring stage. On the aluminum stage there is a thermistor held with aluminum tape and
a slit placed in the middle. Figure 2.20 (c) shows that the slit is directly under the active
area of the measurement. In the next section the importance of position of the slit is going
to be discussed. Figure 2.20 (d) and (e) shows the measuring stage which has some gold
spring loaded pins for contacting the device.
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Figure 2.20 (a) Peltier module and aluminum stage. (b) and (c) Top view of aluminum
stage with susbstrate on it. (d) and (e) Bottom and top view of the measuring stage .
2.14.3 Calibration and temperature dependent Seebeck coefficient measurement
The schematic of the device used for calibration is shown in Figure 2.21 (a). Here
there are two Bi film deposited on left and right side for a side by side comparison.
Temperature gradient is provided by Joule heating of the on-chip heater line with sourcing
current to pin 7 and 8. The current is applied by applying a constant voltage of 2, 4, 8, 10
and 15 V. Using the equation ΔT=ΔVBi/SBi and knowing SBi at 27°C is -64.4±2.6 μV/K70,
the temperature across pin 1 and 2 contacts on bismuth is calculated. Figure 2.21 (b) shows
the thermoelectric voltage and temperature gradient across the pin 1 and 2 as different

56

voltages are applied to the heater line. At each heater line power increment, the temperature
(following ramp-up) is averaged to obtain a single value.

Figure 2.21 (a) Schematic of the device structure. (c) Thermoelectric voltage of bismuth as
function of time with varying applied heater line power (each step corresponds to a
different power input and the applied voltage is shown next to each step). The temperature
gradient is calculated based on the voltage of the bismuth film.

Based on a previous report,75 the temperature dependent Seebeck coefficient of 100
nm Bi films, thermally evaporated, is linear between 100 and 400 K and can be
approximated as SBi=-0.123×T+S0.75 S0 (equal to -25.3 μV/K) was calculated by knowing
the Seebeck coefficient of Bi film at room temperature. Additionally, we observed the
expected linear dependence of the temperature gradient with respect to the power applied
to the on-chip heater line (P ∝V2), as shown in Figure 2.22 (a).76 To further check the
linearity of temperature gradient in the active area, temperature gradient between pin 3-1,
3-2, 3-1 and 1-2 was measured at -29°C shown in Figure 2.22 (b). As shown in Figure 2.22
(b), the temperature gradient across pins 3 and 2 was equal to sum of temperature gradient
between pins 1 and 2 and pins 1 and 3.
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Figure 2.22 (a) Temperature gradient versus applied voltage to heater line squared at
different temperatures. (b) Temperature gradient versus applied voltage to heater line
squared for different channel length and position in tha active area in the slit.
To check the effect of vacuum we switch our pump to a turbo pump capable of
achieving pressures around 10-6 Torr. Because of poor fittings and seals for high vacuum
and pipes with small diameters used in this chamber the pressure will reach to 10-3 Torr
and likely to only reach 10-2 Torr in chamber. The higher vacuum increased the temperature
gradients with the same input heater line power by 10-15%. The small increase is expected
to be due to small decrease in the vacuum. Next for testing the efficiency of thermal
conductance of heat paste, we tried two other thermal pads, IC Graphite Thermal pad and
Thermal Grizzly Minus pad 8. Thermal conductivity of Noctua NT-H1 thermal paste is 8
W/mK, thermal conductivity of Thermal Grizzly Minus pad is 8W/mK and thermal
conductivity of IC Graphite pad is 35W/mK. Using thick glass substrate, at 650 mW (10
V) power to the heater line the temperature gradients are as follows: IC Graphite is 10.8
°C, Grizzly minus 8 is 6.8 °C and paste is 3.7 °C. This measurement suggests that using a
high thermal conductive pad causes a lower thermal resistance between the film and
aluminum stage and results in a greater temperature gradient. The other advantage of using
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pad over paste is that every time after changing the substrate the residual paste should be
cleaned off with IPA vs. pads that do not need any cleaning.
Another variable considered was the thickness of the glass slide. By decreasing the
thickness of glass from a 1mm (1000 μm) to 100-200 μm, the temperature gradient
increases by 85%. Next, we tried to look at the effect of slit size and position on the
temperature gradient. Dr. Maryam Shahi and Prof. Joseph Brill from the University of
Kentucky performed a simulation using MATLAB software to probe the temperature
gradient on the glass slide. Figure 2.23 (a) shows temperature profile of glass substrate
with different position of heater line. 0 mm indicates the current position of the heater line.
The edges of the slits are at 1 mm and -8 mm. As shown in the Figure 2.23 (a), the more
heater line is in the center of the slit the higher the temperature gradient would be with a
constant power input to the heater line. Figure 2.23 (b) shows the temperature profile of
glass substrate with a smaller slit for different thickness of glass. Smaller slit and thinner
glass substrate results in a higher temperature gradient as expected.
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Figure 2.23 (a) Temperature profile of glass substrate for a 1mm thick glass substrate with
9 mm slit for different position of heater line. (b) Temperature profile of glass substrate
with 5 mm slit and heater line positioned at -1 mm for different thickness of glass. In both
figure the temperature of susbtrate is at 293 K and temperature heater line at 321 K.
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CHAPTER 3. EFFECT OF DONOR HALOGENATION ON INTERFACIAL
ENERGETICS AND CHARGE TRANSFER STATE ENERGIES IN MODEL OPVS
This chapter is reprinted with permission from A. Abtahi et. al., “Effect of
Halogenation on the Energetics of Pure and Mixed Phases in Model Organic
Semiconductors Composed of Anthradithiophene Derivatives and C60”, J. Phys. Chem. C
2018, 122, 9, 4757–4767, Copyright © 2018 American Chemical Society49
3.1

Introduction

Organic photovoltaics (OPVs) present a promising means to harvest solar energy
through lightweight, flexible, portable, and environmentally friendly modules. The record
power conversion efficiency (PCE) of OPVs has increased from 5 to 13% over the last
decade,77,78 yet further gains are necessary to enable widespread deployment. As record
PCEs have seemingly plateaued,78 despite considerable research effort, the largely
Edisonian approaches employed thus far appear unlikely to enable further appreciable
gains. Rather, more fundamental molecular and morphological design principles must be
discovered and utilized. One molecular design strategy that has led to higher efficiencies
in bulk-heterojunction OPVs is the replacement of select hydrogen atoms on the electron
donor molecules or polymers with fluorine atoms.79–89 Given the widely observed
beneficial effects of fluorination, it is important to identify the underlying mechanisms
behind device performance improvements to further advance the design of OPV materials.
Fluorination influences many properties across varying length scales that help
determine the performance of an OPV material system, from the molecular orbital energies
through material morphology and topology to OPV-specific device properties.79,82,87,89–104
One of the primary motivations for fluorination of donor polymers in OPVs is to alter the
ionization energy, and thereby influence the open-circuit voltage.81,97,98,105 From a
morphological point of view, fluorination of donor polymers can improve phase-purity in
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the bulk-heterojunction film and promote the formation of crystalline polymer regions.100
Fluorination at appropriate positions can also increase the planarity of π-conjugated
polymer backbones and alter intermolecular packing,79,96,101,102,106 which can lead to higher
charge-carrier mobilities. In one report, Tumbleston et al. suggested that fluorination alters
the molecular orientations and associated intermolecular interactions between polymers
and fullerenes from edge-on with the non-fluorinated polymers to face-on with fluorinated
polymers.104 Such changes in the intermolecular interactions at the donor-acceptor (D-A)
interface are likely to impact the energy landscape that is critical to photocurrent
generation, including the processes of charge separation and recombination. Here, the
energy landscape refers primarily to the relative energies of holes and electrons (i.e., sites)
at and away from D-A interfaces. Additionally, fluorination will affect intramolecular
ground- and excited-state dipoles. For example, Carsten et al. reported an increase in OPV
performance as the difference between the ground- and excited-state dipole moment of the
donor polymer repeat unit increased due to fluorination at selected positions.89,95
The critical processes of charge separation and recombination occur primarily at
interfaces between electron donor and electron acceptor molecules or polymers; therefore,
changes in intermolecular interactions and the energy landscape that arise from fluorination
are expected to influence the probability of charge separation, charge recombination
dynamics, and the performance of the PV material system. In a bulk-heterojunction
system, the energy landscape will include the site energies for holes and electrons within
pure D or A phases, at interfaces between pure D and A phases, and in mixed phases of D
and A. Beneficial energy landscapes for promoting charge separation and reducing charge
recombination would have lower energy states for holes and electrons within the pure D
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and A phases and higher energy states for holes and electrons at D-A interfaces, or in D-A
mixed phases; thus, a thermodynamic driving force would exist for interfacial chargetransfer states to separate. Charge separation also appears to be more efficient at interfaces
between pure D and A phases,107–109 thus it should be advantageous when the lowest energy
charge-transfer (CT) states occur between these pure phases as opposed to in mixed D-A
phases. Given the importance of the D-A interfacial energy landscape, there is a rapidly
growing body of experimental and theoretical work investigating the impact of sD-A
interfacial energetics on charge separation and PV performance,110–113 and how these
energetics are determined at the molecular level.113–123In this manuscript, we show how
fluorination and chlorination of model anthradithiophene (X-ADT) derivatives impact the
energy landscape at planar D-A interfaces and in mixed phases of varying D and A
composition, where C60 is used as the acceptor. We view this contribution as a step in
determining if changes in energy landscapes upon fluorination are a primary factor for
many of the observed increases in OPV performance.
Several theoretical models have been employed to investigate the influence of the
interfacial energy landscape on charge separation and recombination in OPVs.110–112,117,124
Many of these studies find that changes in the interfacial energy landscape account in part
for how charge separation can be so efficient in OPV materials. For example, kinetic Monte
Carlo simulations show that the probability of charge separation depends heavily on the DA interfacial energy landscape,110–112 with interfacial energy offsets of 150 to 300 meV
being necessary to explain the high internal quantum efficiencies observed in some OPV
materials. Experimentally, cascade energy landscapes have been created in an effort to
promote charge separation and minimize charge recombination, with decreased charge
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recombination leading to higher VOC values.112,125–127 More recently, ultrafast
spectroscopic measurements show that the migration of holes from higher to lower energy
sites can occur within about 100 fs of excitation.128 These ultrafast spectroscopy
measurements suggest that in bulk-heterojunction PVs with optimized morphologies,
charge separation is in part driven by the migration of holes from higher energy states at
D-A interfaces into lower-energy sites within pure D phases. 128 The combined theoretical
and experimental evidence suggests energetics at interfaces and within phases of varying
composition play a key role in driving charge separation in OPV devices.
In addition to work on energy cascades, there is an increasingly large body of work
on the effects of intermolecular interactions, packing arrangements, and morphology on
the energy landscape. Theoretical works have used a wide variety of methods,114 including
microelectrostatic

simulations,116,124,129

density

functional

theory

(DFT)

calculations,119,124,130–132 and Green’s functions theory within the GW approximation and
the Bethe−Salpeter equation (GW-BSE).121 These calculations suggest that the energy
landscape at D-A interfaces changes considerably depending on the intermolecular
interactions present. Due to significant differences in the electrostatic interactions and
polarization energies, different intermolecular arrangements can result in shifts of the
interfacial dipole and CT state energy of several hundred meV. Optical, photoelectron,
and electrochemical spectroscopies provide additional support for these findings.91,122,133–
137

Considering both the theoretical and experimental support for these shifts in energetics

at D-A interfaces and in mixed phases relative to the pure materials, combined with their
potential impact on OPV device performance, it is important to identify the molecular
factors giving rise to such energetics.

Systematically controlling intermolecular
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interactions and energetics will provide a powerful tool to improve the performance of
OPV systems.
Here, four model ADT derivatives that can be thermally evaporated with C60 were
chosen to investigate the influence of halogenation on the energy landscape at interfaces
and in mixed phases in OPV devices (Figure 3.1). Importantly, each of these derivatives
can be thermally evaporated to form well-defined layered structures with known molecular
orientations, thus providing the potential for clean interfaces with C60 that reduce the
number of unknown variables in the systems. To probe the effects of fluorination, and
halogenation in general, at levels commonly used in efficient donor polymers (i.e., one to
two fluorine atoms per repeat unit), we compare end-substituted ADT derivatives with
hydrogen, methyl, fluorine, and chlorine, as depicted in Figure 3.1. To probe the interfacial
energetics between phases of pure materials, we use ultraviolet photoelectron spectroscopy
(UPS) during stepwise deposition of C60 on top of the varying ADT derivatives combined
with external quantum efficiency (EQE) measurements of the CT states in bilayer PV
devices. To probe the energetics in the mixed phases, we use UPS measurements of blend
films with varying X-ADT:C60 composition and EQE measurements of the CT state
energies in PV cells based on these X-ADT:C60 blends. To provide molecular-level details,
these experimental results are compared with results from density functional theory (DFT)
calculations at the optimally tuned OT-ωB97X-D/6-31G(d,p) level, where a continuum
dielectric (ε=4.24) is used to represent the majority C60 environment of the mixed phase.
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Figure 3.1 Chemical structures of C60 and ADT derivatives used in this work.

3.1

Interfacial Energetics

The results of the UPS measurements are displayed in Figure 3.2 (a-f) for the
stepwise deposition of C60 on H-ADT, F-ADT, and Cl-ADT, while the deposition of C60
on CH3-ADT is shown in Figure 3.3. The ionization energies, HOMO onsets vs. the
Fermi energy, and work functions extracted from these measurements are displayed
schematically in Figure 3.4 and quantitatively in Figure 3.5. In Section 2.4,
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Figure 2.10 shows example UPS spectra demonstrating how both the H-ADT and
C60 IEs were extracted from the H-ADT/C60 bilayer spectra. Replacing only the two
terminal H atoms on the long-axis of the H-ADT molecule with F or Cl atoms results in an
increase in the ionization energy (IE) of nearly 1.5 eV, from ca. 4.7 eV for CH3-ADT and
H-ADT to 5.83 and 6.21 eV for Cl-ADT and F-ADT, respectively. The dramatic increase
in IE between the non-halogenated and halogenated ADT derivatives is in part attributed
to the tip-on orientation of the ADT derivatives on the substrate and the differing
quadrupoles (see below) along the long axis of the molecule. These tip-on orientations are
confirmed by grazing incidence wide angle X-ray scattering (GIWAXS) measurements for
H-ADT and Cl-ADT, as displayed in Figure 3.6; the tip-on orientation of F-ADT was
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previously reported.138 Crystal structures, as determined from single-crystal X-ray
diffraction measurements and displayed in Figure 3.7, show that the ADT derivatives all
adopt a similar herringbone packing structure with the main variation occurring in d001,
which increases from 14.35 Å for H-ADT to 16.82 Å for Cl-ADT.
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Figure 3.2 UPS spectra showing the secondary electron cut-off (a, c, e) and HOMO onset
(b, d, f) regions for H-ADT/C60, F-ADT/C60, and Cl-ADT/C60 bilayers during stepwise C60
deposition. The UPS measurements were recorded with a H Lyman-α source emitting at
10.2 eV.59
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Figure 3.3 UPS spectra showing the secondary electron cut-off (a) and HOMO onset (b) regions
for a CH3-ADT/C60 bilayer during stepwise C60 deposition.

Figure 3.4 Resulting energy diagrams for CH3-ADT/C60 (a), H-ADT/C60 (b), F-ADT/C60
(c) and Cl-ADT/ C60 (d) bilayers during stepwise C60 deposition.
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Figure 3.5 HOMO onsets vs. Fermi energy of ADT derivatives (a) and C60 (b), Ionization
energies of ADT derivatives (c) and C60 (d) and work functions (e) as a function of C60
thickness. Dashed lines show an approximate trend for the points. Solid lines simply have
connected the points in the graph.
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Figure 3.6 GIWAXS measurements of H-ADT:C60 (a,c,e,g) and Cl-ADT:C60 (b,d,f,h)
blends with different ratio of C60. Pure X-ADT (a,b), 9:1 (c,d), 1:1 (e,f) and 1:9 (g,h)
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Figure 3.7 Crystal structures for H-ADT, F-ADT, and Cl-ADT in order from left to right.
The crystal structure for H-ADT is taken from Mamada, et al.139 and the structures for FADT and Cl-ADT were experimentally determined in our laboratories using single crystal
X-ray diffraction.
DFT calculations of the isolated ADT derivatives show that the HOMO of H-ADT
lies 0.13 eV and 0.19 eV higher than the HOMOs of Cl-ADT and F-ADT, respectively.
While this trend does mirror the UPS measurements, the overall difference is greatly
reduced; experimentally, we measure differences of 1.1 and 1.48 eV between the IEs of HADT and Cl-ADT or F-ADT, respectively. These large differences are most likely
explained by the fact that we are comparing gas-phase calculations to macroscopic solidstate experimental measurements. We contend that the significant differences in the
molecular quadrupoles, as listed in Table 3.1, are key factors for the massive difference in
IEs between the CH3 or H terminated ADTs and the Cl or F terminated ADTs.140,141 A
quintessential example demonstrating the effect of quadrupole sign and resulting surface
dipole on IE is the large (up to 0.6 eV) change in IE for the same molecule as the molecular
orientation changes from edge-on to face-on.93,140 In our X-ADT series the long-axis
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quadrupole along the conjugated core shifts from large and positive for CH 3-ADT (29.55
D-Å) to significantly smaller and positive H-ADT (13.99 D-Å) to increasingly negative for
F-ADT (-17.53 D-Å) and Cl-ADT (-21.80 D-Å), indicating that the ends of the molecules
shift from positive charge to negative charge. Additionally, we see the normal component
of the quadrupole (i.e., that due to the π-electron cloud) is largely reduced from HADT/CH3-ADT (-23.92/-30.01 D-Å) to F-ADT/Cl-ADT (-8.24/-6.69 D-Å) indicating that
the π electron density is being pulled from the conjugated core to the halogenated end
groups. Using the trends from our DFT calculated quadrupoles, the molecular orientations
determined by GIWAXS, and the formulas presented in the work by the Koch group,140,141
we predict that the IEs of H-ADT and CH3-ADT will be less than Cl-ADT and F-ADT
based purely on quadrupolar and surface dipole/orientation effects. Alternative models,142–
144

whereby orientation dependent variations in IEs are attributed primarily to how

molecular orientations affect the polarization energies in thin films without explicitly
accounting for surface dipoles, should also predict a lower IE of H-ADT and CH3-ADT vs.
Cl-ADT and F-ADT based primarily on the tip-on orientations and quadrupolar
interactions.
Table 3.1 Molecular quadrupole principal components for H-ADT, CH3-ADT, F-ADT,
and Cl-ADT determined via distributed multipole analysis of the ωB97X-D/6-31G(d,p)
density matix. θXX, θYY, and θZZ correspond to the molecular long axis, short axis, and
normal axis, respectively. All data are given in units of Debye-Angstroms.
System
θXX
θYY
θZZ
H-ADT

13.99

9.93

-23.92

CH3-ADT

29.55

0.46

-30.01

F-ADT

-17.53

25.77

-8.24

Cl-ADT

-21.80

28.49

-6.69
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The UPS results and plots of energy levels presented in Figure 3.2, Figure 3.3,
Figure 3.4and Figure 3.5 show that the dipole at the X-ADT/C60 interface varies as CH3ADT > H-ADT > F-ADT = Cl-ADT. Here, the interface dipole is taken as the shift in the
work function between the pure X-ADT film and the film with 40 Å C60. In the case of HADT the interface dipole points towards the ADT side, following the convention used in
most UPS studies with the interface dipole pointing towards the positive end. Initially, we
expected that the interface dipole for F-ADT and Cl-ADT would point in the opposite
direction as H-ADT and CH3-ADT, owing to the greater electronegativity of the F and Cl
atoms and the predicted effects on the molecular quadrupole. Indeed, this assumption is
supported by the sign change in the long-axis quadrupole component from theoretical
calculations. Instead, we find that there is almost no interface dipole between the
halogenated ADTs and C60, and the small 0.04 eV dipole points in the same direction as
the CH3-ADT/C60 and H-ADT/C60 interface dipoles.
The energy landscapes displayed in Figure 3.4and Figure 3.5 show that the CH3ADT/C60 and H-ADT/C60 interfacial energetics appear more favorable for dissociating
interfacial charge-transfer states. Here, the HOMO of H-ADT bends away from the Fermi
level as C60 is deposited. This, combined with the shift in vacuum level, leads to an increase
in the IE of H-ADT from 4.73 eV without C60 to 4.96 eV with 20 Å C60. Furthermore, the
HOMO of C60 bends upwards at the interface with H-ADT. Assuming that the LUMO
parallels the HOMO for C60, this upward bending of the HOMO at the interface would
mean that the LUMO also bends upwards at the interface. Accordingly, it is more
energetically favorable for both holes in H-ADT and electrons in C60 to move away from
the interface. By contrast, for the halogenated ADTs the energy landscape is nearly flat,
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with a small amount of unfavorable upward bending of the X-ADT HOMOs and downward
bending of the C60 LUMO at the interface. Contrary to our expectations, these bilayer
studies indicate that halogenation leads to a less favorable energy landscape for charge
separation in the halogen-ADT/C60 systems. These interfacial energetic shifts most likely
arise primarily from a combination of interfacial electrostatic interactions (e.g.,
quadrupole-induced dipole) and interfacial disorder. For example, it was shown through
both experiment and theoretical calculations that interfacial energetic disorder may
contribute to interfacial energetic shifts,

145,146

while theoretical calculations have shown

how interfacial electrostatic interactions can lead to shifts in energy states at donoracceptor interfaces.38,124,147,148
To further probe interfacial energetics in the materials, we fabricated bilayer OPV
devices and utilized sensitive EQE measurements to probe the CT state absorbance, with
the EQE and current-voltage characteristics presented in Figure 3.8. The bilayer OPV
results show higher short-circuit current densities (JSC) for the H-ADT/C60 devices as
compared to the F-ADT/C60 and Cl-ADT/C60 devices. This increased JSC for H-ADT/C60
bilayers is consistent with a more favorable energetic landscape for charge separation.
However, due to the number of variables that can influence JSC (e.g., exciton diffusion
length, charge carrier mobilities, absorption coefficients, charge-transfer state dissociation
probability) it is not possible to definitively say whether the increased JSC for H-ADT/C60
devices arises from the more favorable energetic landscape.
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Figure 3.8 a) Sensitive EQE of H-ADT/C60, F-ADT/C60 and Cl-ADT/C60 bilayer PV
devices. The fit to the CT states is shown with dashed lines. b) Current density vs. voltage
characteristics in the dark and under AM1.5G illumination.
The CT absorbance bands in the EQE spectra are fit with Equation (3.1).149 Here,
ECT is the charge-transfer state energy; f is related to the electronic coupling between the
molecules in the CT state, the internal quantum efficiency, and the number of CT states;
and λ is related to energetic disorder and the reorganization energy.

149,150

As shown in

Figure 3.8 (a), the CT state energy of the H-ADT/C60 bilayer is 0.87 eV, compared to 1.52
eV for the Cl-ADT/C60 bilayer. Only a small edge of the CT state absorbance is evident in
the Cl-ADT/C60 bilayer, which makes it difficult to accurately determine all fitting
parameters. However, regardless of what values of λ and f are used, ECT remains near 1.52
eV as shown in Figure 3.9. The F-ADT/C60 bilayer CT state is higher in energy than the
Cl-ADT/C60 CT state, but with most of the CT absorbance buried under the C60 absorbance
we cannot accurately quantify ECT.

𝐸𝑄𝐸𝐶𝑇 ∝

𝑓
𝐸√4𝜋𝜆𝑘𝑇

exp (−
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(𝐸𝐶𝑇 + 𝜆 − 𝐸)2
)
4𝜆𝑘𝑇

(3.1)

Figure 3.9 EQE of Cl-ADT/C60 bilayer PV device. This graph shows fitting with different
λ and f values yield similar CT state energies
Typically, as the CT state primarily involves the HOMO of the donor and LUMO
of the acceptor, ECT will vary directly with the IE of the donor if the same acceptor is used.
Notably, this is a simplified approximation as it does not account for polarization energy
differences between the different donors and C60. Based on the pure H-ADT and Cl-ADT
IEs, it is predicted that the H-ADT/C60 and Cl-ADT/C60 CT state energies differ by 1.1 eV,
which is 0.45 eV greater than the observed 0.65 eV difference in CT state energies. This
discrepancy further supports the interfacial energetic shifts as observed in the UPS
measurements. In these UPS measurements the H-ADT IE increases at the interface with
C60, while the EA of C60 decreases. These changes in interfacial energetics result in a larger
energy difference between the H-ADT HOMO and C60 LUMO at the interface. Based on
the HOMO and LUMO levels of H-ADT and C60 at a C60 thickness of 20 Å, our UPS
measurements predict that ECT for H-ADT/C60 will be 1.12 eV and ECT for Cl-ADT/C60
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will be 1.75 eV. With these energetic shifts accounted for, the measured ECT difference of
0.65 eV agrees well with the predicted ECT difference of 0.63 eV. These results highlight
the importance of accounting for the interfacial energetics in determining ECT.
To obtain further insight into these charge transfer states we used time-dependent density
functional theory (TDDFT) calculations to evaluate the CT state energies for a tip-on
ADT:C60 configuration. Our results follow the same general trends observed in the
experimental data; H-ADT:C60 possesses the lowest ECT at 3.20 eV, while F-ADT:C60 and
Cl-ADT:C60 have larger ECTs of 3.49 and 3.61 eV, respectively. The absolute values of
these calculated results are significantly higher than the experimentally measured ECT
values due to only accounting for a single X-ADT molecule and single C60 per
configuration. As has previously been demonstrated, expanding the system to include
multiple donor and acceptor molecules leads to decreased ECT values through
delocalization and polarization effects,131,151,152 though the trends are not fully consistent
within a given computational method for a broad set of materials.
3.2

Blend Energetics

Blend PV cells and blend films for UPS measurements were fabricated to further
experimentally probe the effects of halogenation on material energetics. Specifically, these
measurements were carried out to simulate the mixed phases that are present in BHJ PVs.
H-ADT and CH3-ADT display similar trends in ECT and IE values with varying X-ADT:C60
composition, as do F-ADT and Cl-ADT (see Figure 3.10,Figure 3.11, Figure 3.12, Figure
3.13 and Table 3.2). Thus, we primarily focus our discussion on H-ADT:C60 and ClADT:C60 blends. The blends were initially fabricated with both donor rich (9:1 XADT:C60) and acceptor rich (1:9 X-ADT:C60) compositions. As shown by the data in
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Figure 3.10 and Figure 3.12 and Table 3.2, the H-ADT blends show relatively large
changes in IE and ECT between the blends of both compositions and the pure
material/bilayers, with the lowest energy states for holes, electrons, and CT states lying in
the pure H-ADT phase, pure C60 phase, and at interfaces between these pure phases,
respectively. This trend is in agreement with previous reports, where IEs, oxidation
potentials, and CT energies increase in mixed phases.91,122 Whereas, the Cl-ADT blends
show similar IEs and ECT values in blends of both compositions and the pure
materials/bilayers.

Figure 3.10 EQE of H-ADT/C60 (a) and Cl-ADT/C60 (b) bilayers, 9:1, and 1:9 blends with
fits to the CT state component indicated by dashed lines.
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Figure 3.11 EQE spectra of CH3-ADT:C60 blend and bilayer devices with the fits to the CT
band shown with dashed lines.
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Figure 3.12 UPS spectra of H-ADT:C60 (a,b), CH3-ADT:C60 (c,d) and Cl-ADT:C60 (e,f) at
1:9 and 9:1 ratios. Plots a,c and e show the SECO regions whereas plots b,d and f show
the HOMO onset regions.
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Figure 3.13 EQE spectra of F-ADT:C60 bilayer and blend films (a). The 1:49 F-ADT:C60
blend shows the appearance of a new low-energy CT band. EQE spectra of H-ADT blend
films (b).
Table 3.2 Summary of experimentally measured CT state energies, λ, f, and IEs.
Device/Materi
al all
H-ADT Bilayer
H-ADT
9:1
Blend
H-ADT
1:9
Blend
H-ADT
1:19
Blend
H-ADT
1:49
Blend
Cl-ADT Bilayer
Cl-ADT
9:1
Blend
Cl-ADT
1:9
Blend
Cl-ADT
1:19
Blend
Cl-ADT
1:49
Blend
F-ADT Bilayer
F-ADT
1:19
Blend
F-ADT
1:49
Blend
CH3-ADT
bilayer
CH3-ADT 9:1
CH3-ADT 1:9

ECT* (eV)

λ (eV)

f ×10-3 (eV2)

IE# of X-ADT
(eV)
4.73

IE# of C60 (eV)

0.87

0.5

0.066

1.07

0.5

0.099

4.89

5.94

1.46

0.1

4.313

5.51

6.37

1.48

0.16

0.198

5.55

6.475

1.48
1.52

0.17
0.3

0.047
0.155

5.83

6.45
6.46

1.53

0.25

0.042

5.85

6.61

1.6

0.25

5.85

5.8

6.49

1.4

0.13

0.295

5.54

6.43

1.39
1.62

0.18
0.25

0.03
0.035

-

6.45

6.21

6.4

1.56

0.25

1.479

5.77

6.2

1.04

0.5

0.002

-

6.4

0.89
1.05
1.38

0.5
0.5
0.18

0.008
0.052
0.557

4.7

6.35

5.45

6.41

*Uncertainty in ECT is ±0.03 eV. #Uncertainty in IEs is ±0.05 eV.
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6.42

In the donor-rich blends with a 9:1 X-ADT:C60 ratio by volume, the IE of Cl-ADT
remains the same as it is in the pure state (ca. 5.85 eV), while the IE of H-ADT increases
from 4.73 eV in the pure state to 4.89 eV in the 9:1 blend. More drastically, the IE of C60
decreases from 6.42 eV for pure C60 to 5.94 eV in the 9:1 H-ADT blend and increases to
6.61 eV in the 9:1 Cl-ADT blend. Qualitatively, these are similar trends as observed in
energetics for the X-ADT/C60 bilayer interfaces, i.e., the IE of H-ADT and C60 increase and
decrease, respectively, at the H-ADT/C60 interface, while the IE of Cl-ADT and C60 show
more minimal changes at the Cl-ADT/C60 interface. In the acceptor-rich blends with a 1:9
X-ADT:C60 ratio, both the IE of Cl-ADT and C60 remain close to their values in the pure
materials; however, the IE of H-ADT increases by nearly 0.8 eV to 5.5 eV. These changes
in IEs may arise due to the expected mixture of ADT orientations now present in the film
and the molecular orientation effects on the surface dipole,140,141 and due to the differing
polarization energies afforded by the surrounding C60 molecules.
To further probe energetics in the blend materials, we again performed sensitive
EQE measurements on the PV cells and fit the CT state region according to Equation (3.1),
as shown in Figure 3.13. The extracted ECT values follow a similar trend as predicted from
the UPS measurements of the IEs. Here, ECT increases from 0.87 eV to 1.46 eV in going
from the H-ADT bilayer to the 1:9 blend, which largely parallels the increasing IE of HADT. Similarly, as the Cl-ADT and C60 IEs varied little between the bilayers and blends,
the ECT values for Cl-ADT:C60 blends and bilayers display similar ECT values ranging from
1.52 to 1.6 eV.
One explanation for the significant difference in energetics between the H-ADT:C60
and Cl-ADT:C60 blends is the difference in donor aggregation behavior. For example, one
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reason that Cl-ADT may remain the same in bilayer and blend films could be that Cl-ADT
has a strong tendency to aggregate and form small crystallites. In this case, the energetics
of Cl-ADT are likely to be similar between the blends and bilayers. On the other hand, HADT may be well dispersed in the 1:9 blend, thus resulting in a significant change in
energetics relative to the pure polycrystalline material. To determine if aggregation is
responsible for the nearly constant ECT value in the Cl-ADT:C60 blends, we compare the
GIWAXS data for H-ADT and Cl-ADT in the 1:9 C60 blends, as shown in Figure 3.6. For
both blends we do not observe any diffraction spots or rings from the ADT derivatives.
The diffraction rings that are evident are from C60.153 However, small clusters of a handful
of molecules are likely to be invisible to GIWAXS, but these small aggregates are likely
to show different energetic properties than dispersed single molecules. To further examine
if small scale aggregation may be occurring in the 1:9 Cl-ADT:C60 blends, we prepared PV
devices with 1:19 and 1:49 ratios. With 19 and 49 times more C60 than Cl-ADT (by
volume), the Cl-ADT molecules are more likely to be molecularly dispersed in the C60
matrix than in the 1:9 blend. Surprisingly, in both higher-ratio Cl-ADT:C60 blend devices
a lower energy CT state clearly emerges in the EQE spectrum, as shown in Figure 3.14 (a).
The most likely explanation for the appearance of this new lower-energy CT state is that
the Cl-ADT transitioned from being primarily in small clusters in the 1:9 blend to being
primarily molecularly dispersed in the 1:19 and 1:49 blends. The CT state in both blends
is 0.13 eV lower than in the bilayer device. To the best of our knowledge, this is the first
example where ECT decreases in moving from donor/C60 bilayers to blends. To verify that
this trend was not unique to Cl-ADT devices, we also prepared blend devices with F-ADT
at 1:19 and 1:49 F-ADT:C60 ratios. As evident in Figure 3.13, the 1:49 F-ADT:C60 blend
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shows the appearance of a low energy CT state at 1.04 eV that is not apparent in the bilayer
devices.

Figure 3.14 EQE spectra of Cl-ADT:C60 blend and bilayer PVs with fits to the CT absorbance
band shown (a), and UPS spectra of pure C60, Cl-ADT:C60, and F-ADT:C60 blends at a 1:19 ratio
(b). In the UPS spectra the binding energy is referenced to the vacuum level at 0 eV.

The energetics in the 1:19 and 1:49 blend films with Cl-ADT and F-ADT were
further investigated by UPS. In the 1:49 blends the signal from the ADT derivatives is
below our limit of detection, as shown in Figure 3.15, but in the 1:19 blends a clear signal
from the ADT derivatives is apparent. Figure 3.14(b) shows the UPS spectra of these 1:19
blends on a semi-log plot, with the spectra shifted by the work functions to put the vacuum
levels at 0 eV. In agreement with the EQE measurements of the CT states, both F-ADT
and Cl-ADT show lower IEs in these blends with C60. Fitting of these spectra with a linear
y-axis shows IEs for F-ADT and Cl-ADT of ca. 5.77 and 5.54 eV, which are 0.44 and 0.29
eV lower than in the pure F-ADT and Cl-ADT films, respectively. Overall, this
combination of CT state measurements and IE measurements clearly shows that both
energies are lowered in these dilute X-ADT:C60 blends.
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Figure 3.15 UPS spectra for pure C60, Cl-ADT:C60 1:19 and 1:49 blend, and F-ADT:C60
1:19 and 1:49 blend. The data are plotted with the vacuum level at 0 eV.
We turn again to TDDFT calculations to determine if the opposite trends in ECT in
going from bilayers to blends observed for the non-halogenated and halogenated ADT
derivatives may in part arise due to the molecular arrangement of the CT state (tip-on for
bilayer vs. all orientations present in the blend) and associated electrostatic interactions. In
the bilayer systems, GIWAXS shows that Cl-ADT molecules are oriented tip-on with
respect to the substrate and deposited C60 layer. Although we assume that the CT states are
predominantly tip-on for the bilayers based on the GIWAXS measurements, we note that
GIWAXS is a bulk measurement and is not specific to molecules at the surface (where the
CT states will form) or molecules in amorphous regions. TDDFT results show the face-on
and edge-on orientations have larger CT state oscillator strengths (Table 3.3), and thus
these face-on and edge-on CT complexes are expected be the dominant contributors to the
CT absorbance in the low donor blends. Therefore, the CT absorbance band is viewed as
representing the tip-on orientation in the bilayers and the face-on and edge-on orientations
for the dilute blends. Looking at the orientation dependence of the CT state energy in H86

ADT:C60 and Cl-ADT:C60 complexes (Figure 7 and Table 3.3), the calculated ECT values
do show a strong dependence on the molecular orientation. However, the dependence of
the CT state energy of these dimers alone are insufficient to fully explain the experimental
results.

For example, the calculated CT state energies of all

X-ADT:C60 tip-on

configurations are 0.71 to 0.89 eV higher than for the face-on configurations; yet,
experimentally the tip-on CT states (bilayers) are lower in energy than the face-on CT
states (blends) for the CH3-ADT:C60 and H-ADT:C60 systems. This disagreement suggests
that orientation effects alone cannot explain the observed experimental data. Rather,
polarization and delocalization effects due to gross changes in the molecular environments
must be accounted for and are likely responsible for the shifts in CT energies when
comparing the bilayer and blend configurations.
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Table 3.3 Calculated ECT and oscillator strengths (f) values of X-ADT:C60 complexes with
varying orientations. Details of calculations are provided in the Methods section of the
main document.
X-ADT and orientation ECT (eV)
f
H-ADT:C60 face-on

2.49

0.0155

H-ADT:C60 tip-on

3.20

0.0012

H-ADT:C60 edge-on

2.71

0.0179

Cl-ADT:C60 face-on

2.72

0.0252

Cl-ADT:C60 tip-on

3.61

0.0000

Cl-ADT:C60 edge-on

2.94

0.0254

CH3-ADT:C60 face-on

2.46

0.0205

CH3-ADT:C60 tip-on

3.21

0.0146

CH3-ADT:C60 edge-on

2.91

0.0299

F-ADT:C60 face-on

2.69

0.0229

F-ADT:C60 tip-on

3.49

0.0017

F-ADT:C60 edge-on

2.83

0.0181

Figure 3.16 Schematic of the intermolecular orientations investigated in the DFT
calculations.
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3.3

Conclusion

The dipole at the X-ADT/C60 interface does not reverse in direction when the
terminal hydrogen atom is substituted by either fluorine or chlorine, rather this dipole is
reduced from 0.15 to 0.04 eV. Whereas previous theoretical calculations indicated more
favorable energy landscapes for charge separation when C60 is interacting with the more
electronegative part of a molecule, our UPS measurements indicate that the energy
landscape is more favorable for charge separation when C60 is interacting with a more
electropositive end group, e.g., hydrogen. Furthermore, our measurements of blend
material systems indicate that halogenation of ADT molecules can lead to lower CT state
energies in the mixed phase relative to at interfaces between pure phases. However, the
halogenated compounds appear to have a high propensity to aggregate, with the
molecularly dispersed phase only evident at ADT concentrations of around 5% and below.
In this ADT material system, the less favorable energy landscape for high PV performance
upon halogenation suggests that commonly observed performance improvements in OPV
materials upon fluorination are not due to energetics, and thus may be attributed more to
morphological effects. For example, lower fullerene miscibility in the donor phase and
vice versa, or a more favorable intermolecular arrangement between donor and acceptor
(e.g., face-on).104 Furthermore, as the energetics will likely vary with molecular orientation,
fluorination may lead to more favorable energy landscapes for BHJ PVs if a face-on donoracceptor orientation is adopted at the interfaces between donor rich and acceptor rich
domains. Future directions involve seeing if these same trends apply to high-performing
fluorinated polymers used in BHJ PVs.
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CHAPTER 4. THERMOELECTRIC POWER FACTOR ENHANCEMENT IN
POLYMER BLEND
This chapter is reprinted with permission from A. Abtahi et. al., “Designing πconjugated polymer blends with improved thermoelectric power factors”, J. Mater. Chem.
A, 2019,7, 19774-19785, Copyright © 2019 Royal Society of Chemistry50

4.1

Introduction

Increasing energy efficiency and providing continuous power for remote sensors or
wearable electronic devices is a continuously growing challenge. Thermoelectric (TE)
devices are an appealing technology to address this challenge, as these devices can convert
waste heat produced by various mechanical, chemical, biological and other processes into
electricity.154–156 Inorganic TE materials such as bismuth chalcogenides and lead telluride
have been studied for half a century and show relatively high performance over a wide
temperature range, but the high cost of materials and device fabrication, as well as their
rigid form factors, have limited their practical use.157,158 OSCs, and particularly 𝜋conjugated polymers, are emerging as promising alternative TE materials for low grade
waste heat recovery owing to the use of potentially low-cost materials and fabrication
methods, mechanical flexibility, and low weight.27,29,159–163
The maximum energy conversion efficiency achievable by a TE device is
proportional to the thermoelectric figure of merit ZT, 𝑍𝑇 = 𝑇

𝑆2𝜎
𝜅

, where S is the Seebeck

coefficient, σ the electrical conductivity, 𝜅 the thermal conductivity and 𝑇 the
temperature.164 The Seebeck effect refers to the electromotive force created by a
temperature difference across a material, with S defined as the electrical potential
difference induced by a 1 𝐾 temperature differential (with units of volt per Kelvin). The
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Seebeck coefficient is determined by the average energy of charge carriers (with respect to
the Fermi energy) contributing to the electrical conductivity at a certain temperature. Since
polymers are generally poor thermal conductors, and have similar thermal conductivity
(0.1-0.3 Wm-1K-1),162,165–169 the power factor (P=S2σ) is the primary metric that must be
improved to increase the efficiency of organic TE devices.
Most intrinsic 𝜋-conjugated polymers have low electrical conductivities, which
limits their TE performance. By introducing additional charge carriers in π-conjugated
polymers, typically through molecular doping, σ increases significantly and they can reach
reasonably high TE performance, with record ZT values in the range of 0.1-0.42 at room
temperature, with some uncertainty due to potential artifacts arising from the Seebeck
coefficient measurement geometry.162,170,171 Increasing the charge carrier concentration, as
is typically accomplished through increasing the dopant concentration, can lead to higher
σ, but the increase in σ typically comes at the expense of S. This trade-off between σ and
S limits the power factor.163,168,172,173 Commonly, σ in π-conjugated polymers varies much
more drastically than S, which has driven extensive efforts to increase σ by choosing
different dopants,27,162,168,170,172,174–177 manipulating the doping method,163,178,179 designing
new

polymer

structures,27,180,181

or

varying

the

material

processing

conditions.159,160,168,172,173
Another method to improve the power factor of both organic and inorganic TE
materials is through manipulating the density of states (DOS),182–184 such as may be
accomplished by blending two different polymers or a polymer with carbon nanotubes or
graphene.185,186 These blend systems provide a potential means to surpass the power factors
of the individual materials imposed by the trade-off between σ and S. The idea with
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polymer blends is that by adding a polymer with a different energetic distribution of states
to the initial polymer, the energy difference between the Fermi energy and the transport
states can be more controllably adjusted and even increased. To date, this approach has
primarily led to higher Seebeck coefficients in blends of π-conjugated polymers, but not
significantly higher power factors. Previously Zuo et al.43 showed that by blending
different polymers the Seebeck coefficient in the blend can surpass S of the individual
polymers. In their work, blends of P3HT0.1:PTB70.9 and P3HT0.05:TQ10.9 reached S of
≈1100 μVK-1 and ≈2000 μVK-1, which surpassed S for the single polymers (SP3HT=142
μVK-1, SPTB7=469 μVK-1 and STQ1=1560 μVK-1). Conceptually, the polymer with the lower
energy states can pin the Fermi energy, which results in the other polymers DOS lying
further from the Fermi energy. When the polymer with the lower energy states is included
at a low concentration, a significant amount of transport may occur through the material
with states at higher energies with respect to the Fermi energy. Thus, the charge carriers
contributing to σ have a higher average energy and S increases.43,182,183
The Seebeck coefficient is not only determined by the distribution of the mobile
charge carriers relative to the Fermi energy; rather, it is determined by how the charge
carriers in these different energy states contribute to the total electrical conductivity. In
other words, S is determined by the energy dependence of σ. Thus, the Seebeck coefficient
should increase as the mobility of higher energy charge carriers increases relative to the
mobility of lower energy charge carriers. Polymer blends provide an ideal platform for
systematically manipulating the energy dependence of charge transport through blending
polymers with different transport energies and charge-carrier mobilities. In this work we
combine theory and experiments to investigate how the mobility ratio between the
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polymers, combined with the energy offsets between the DOS distributions and the width
of the DOS distributions, contribute to the Seebeck coefficient, electrical conductivity, and
the power factor in polymer blends. Notably, processing conditions, dopant choice,
polymer structures, and film morphology will also all influence the thermoelectric
properties in these blends, but they are beyond the scope of this current work.
From the theoretical side, we apply a slightly modified version of the model
introduced by Arkhipov and Bässler to model how transport occurs in a single polymer and
in polymer blends.187 In this model we use the Miller-Abrahams jump rate equation to
account for jump distance and energetic differences between localized states, combined
with Gaussian disorder, to model charge carrier transport in OSCs.40 Using this model, we
primarily focus on how the width of the DOS, the localization length, and the energy offset
between the DOS of the different polymers in the blend impact S, σ, and the power factor.
We find that in a single polymer a narrow DOS is the most important requirement for
achieving high power factors. Calculations of polymer blends show that power factors can
be improved over both individual polymers. For this improvement to be realized, the
polymer with its DOS centered at a higher energy should have a higher localization length
and broader DOS than the polymer with its DOS centered at a lower energy.
Experimentally, we investigate 3 different polymer blend systems, where in each blend the
ratio of the two polymers is varied from 1:0 to 0:1. Our experimental results are in
agreement with theoretical predictions and show that power factors in polymer blends can
indeed exceed those of the individual polymers at the same doping concentrations.
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4.2

Theoretical model

Since the discovery of electrically conducting polymers,

many groups have

investigated charge transport in disordered systems using different models of transport
mechanisms.27,42,44,178,183,187–195,195–207 In π-conjugated polymers, charge transport occurs
through jumping between localized states that are typically described as having a Gaussian
distribution, especially at high charge-carrier concentrations when most of the low energy
trap states are populated.44,60,187,190,194,208,209 The jump rate between these states depends on
both the spatial distance, localization length, and energy difference between an occupied
starting state and the nearby unoccupied target states.44,187,190,195,196 Using the generalized
Einstein equation we can calculate the average charge-carrier mobility as a function of the
energy of the charge carrier and from there we can calculate σ and S.187,200
The Gaussian DOS is given by Equation (4.1):

𝑔(𝐸) =

𝑁𝑡
√2𝜋∆

𝑒𝑥𝑝[−

(𝐸 − 𝐸0 )2
]
2∆2

(4.1)

Where g(E) is the distribution of states as a function of energy, Nt is the total number
of states per unit volume, Δ is the width of the DOS, and E0 is the mean energy of all states.
Nt for most polymers is usually in the range of 1020-1021 cm-3 and Δ, which is a
characteristic of the energetic disorder,73 is in the range of a few KBT (KB is the Boltzmann
constant).73,190,194,200,209 We use the Miller-Abrahams jump rate equations to explain the
jump rate (ν) between states, as given by Equation (4.2):40,188,190
𝜐(𝑟𝑖𝑗 , 𝐸𝑖 , 𝐸𝑗 ) = 𝜐0 𝐸𝑥𝑝[−𝑅(𝑟𝑖𝑗 , 𝐸𝑖 , 𝐸𝑗 )] = 𝜐0 𝐸𝑥𝑝 [−2

𝑟𝑖𝑗
𝛼

−
(4.2)

(𝐸𝑗 −𝐸𝑖 )+|𝐸𝑗 −𝐸𝑖 |
2 𝐾𝐵 𝑇

]
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Where ν0 is the attempt to jump frequency, R the hopping parameter, α the
localization length, rij the jump distance, and Ei and Ej are energies for the starting and final
states of a charge carrier. The localization length defines the decay length between wave
functions of localized states, which for polymers are generally in the range of 1 to 5 Å.
184,190,195,206,207,210,211

To make a connection between α and the DOS, we define a parameter

called the intrinsic length a (a=Nt-1/3). The intrinsic length has the same units as α, as it is
defining an average length between localized states. In a polymer, α is expected to be
smaller than a.190,194,195,200,209,210 In the model introduced by Arkhipov and Bässler, which
we use in this work to calculate the energy dependent mobility of charge carriers, the
average number of available hoping sites for a charge carrier starting at energy Ei whose
hopping parameter is smaller than R is calculated by Equation (4.3).
𝑅

𝑛(𝐸𝑖 , 𝑅) = 4𝜋 ∫

𝛼
2

𝑟 2 𝑑𝑟 ∫

0

2
𝐸𝑖 +𝐾𝐵 𝑇 (𝑅−𝑟 )
𝛼

𝑔𝑢 (𝐸𝑗 , 𝐸𝐹 )𝑑𝐸𝑗

−∞
𝑅

= 4𝜋 [∫

𝛼
2

𝐸𝑖

𝑟 2 𝑑𝑟 ∫ 𝑔𝑢 (𝐸𝑗 , 𝐸𝐹 )𝑑𝐸𝑗

0

𝑅

+∫

𝛼
2

2

−∞

𝑟 𝑑𝑟 ∫

0

2
𝐸𝑖 +𝐾𝐵 𝑇 (𝑅−𝑟 )
𝛼

(4.3)

𝑔𝑢 (𝐸𝑗 , 𝐸𝐹 )𝑑𝐸𝑗 ]

𝐸𝑖

The first term can be integrated separately and the second term can be simplified
by changing the order of integration:
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1 𝛼 3 𝐸𝑖
𝑛(𝐸𝑖 , 𝑅) = 4𝜋 [ (𝑅 ) ∫ 𝑔𝑢 (𝐸𝑗 , 𝐸𝐹 )𝑑𝐸𝑗
3
2
−∞
𝐸𝑖 +𝐾𝐵 𝑇 (𝑅)

+∫

𝑔𝑢 (𝐸𝑗 , 𝐸𝐹 )𝑑𝐸𝑗 ∫

𝐸𝑖

𝐸𝑗 −𝐸𝑖
𝛼
(𝑅−
)
2
𝐾𝐵 𝑇

𝑟 2 𝑑𝑟]

0

1 𝛼 3 𝐸𝑖
= 4𝜋 [ (𝑅 ) ∫ 𝑔𝑢 (𝐸𝑗 , 𝐸𝐹 )𝑑𝐸𝑗
3
2
−∞

(4.4)
3

𝐸𝑖 +𝐾𝐵 𝑇 (𝑅)

𝐸𝑗 − 𝐸𝑖
1 𝛼
)) ]
𝑔𝑢 (𝐸𝑗 , 𝐸𝐹 )𝑑𝐸𝑗 ( (𝑅 −
3 2
𝐾𝐵 𝑇

+∫
𝐸𝑖

=

4𝜋
𝛼 3 𝐸𝑖
(𝑅 ) [∫ 𝑔𝑢 (𝐸𝑗 , 𝐸𝐹 )𝑑𝐸𝑗
3
2
−∞
𝐸𝑖 +𝐾𝐵 𝑇 R

(1 −

+∫
𝐸𝑖

𝐸𝑗 − 𝐸𝑖 3
) 𝑔𝑢 (𝐸𝑗 , 𝐸𝐹 )𝑑𝐸𝑗 ]
𝑅 𝐾𝐵 𝑇

Further simplification will lead to (4.5).
𝜋

𝐸

𝐸 +𝐾𝐵 𝑇 𝑅

𝑖
𝑛(𝐸𝑖 , 𝑅) = 6 𝛼 3 𝑅 3 (∫−∞
𝑔𝑢 (𝐸𝑗 , 𝐸𝐹 )𝑑𝐸𝑗 + ∫𝐸 𝑖
𝑖

𝑔𝑢 (𝐸𝑗 , 𝐸𝐹 ) (1 −
(4.5)

𝐸𝑗 −𝐸𝑖 3
𝐾𝐵 𝑇 𝑅

) 𝑑𝐸𝑗 )

Here, gu(E,EF) is the density of unoccupied states and EF is the Fermi energy. The
density of unoccupied states is calculated using the Fermi-Dirac distribution:
𝑔𝑢 (𝐸, 𝐸𝐹 ) = 𝑔(𝐸)(1 − 𝑓𝐹𝐷 (𝐸, 𝐸𝐹 ))

(4.6)
𝐸−𝐸𝐹

Where fFD is the Fermi-Dirac distribution (𝑓𝐹𝐷 (𝐸, 𝐸𝐹 ) = (1 + 𝐸𝑥𝑝( 𝐾

𝐵𝑇

Fermi energy can be determined by solving the following equation:
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))−1). The

∞

𝑁𝐶 = ∫ 𝑔(𝐸) 𝑓𝐹𝐷 (𝐸, 𝐸𝐹 ) 𝑑𝐸

(4.7)

−∞

Where NC is the total number of charge carriers per unit volume. For simplicity, in
this study we neglect the effect of backwards jumps.187 By using a Poisson distribution, the
average hopping parameter ˂R˃

and average squared jump distance ˂r2˃ can be

calculated. The probability density of hopping with hopping parameter R is shown by
Poisson distribution as below:

𝑃(𝐸𝑖 , 𝑅) =

𝜕𝑛(𝐸𝑖 , 𝑅) −𝑛(𝐸 ,𝑅)
𝑖
𝑒
𝜕𝑅

(4.8)

So, the average hopping parameter is equal to:
∞

∞

〈𝑅〉(𝐸𝑖 ) = ∫ 𝑅 𝑃(𝐸𝑖 , 𝑅) 𝑑𝑅 = ∫ 𝑅
0

0

𝜕𝑛(𝐸𝑖 , 𝑅) −𝑛(𝐸 ,𝑅)
𝑖
𝑒
𝑑𝑅
𝜕𝑅

(4.9)

Using integration by parts we arrive at:

〈𝑅〉(𝐸𝑖 ) = −𝑅𝑒

−𝑛(𝐸𝑖 ,𝑅)

∞
∞
∞
−𝑛(𝐸𝑖 ,𝑅)
| − ∫ (−𝑒
) 𝑑𝑅 = ∫ 𝑒 −𝑛(𝐸𝑖 ,𝑅) 𝑑𝑅
0
0
0

(4.10)

First term is zero at both limits ( lim 𝑛(𝐸𝑖 , 𝑅) = ∞), so average 𝑅 is simply equal
𝑅→∞

to:
∞

〈𝑅〉(𝐸𝑖 ) = ∫ 𝑒 −𝑛(𝐸𝑖 ,𝑅) 𝑑𝑅

(4.11)

0

Average squared jump distance is equal to:
𝛼
〈𝑅〉(𝐸𝑖 )
2

〈𝑟 2 〉(𝐸𝑖 ) =

2
𝐸 +𝐾𝐵 𝑇 (〈𝑅〉(𝐸𝑖 )−𝑟 )
𝛼 𝑔 (𝐸 , 𝐸 )𝑑𝐸
𝑢 𝑗 𝐹
𝑗
𝛼
2
〈𝑅〉(𝐸𝑖 )
𝐸 +𝐾 𝑇 (〈𝑅〉(𝐸𝑖 )−𝑟 )
2 𝑟 2 𝑑𝑟 ∫ 𝑖 𝐵
𝛼 𝑔 (𝐸 , 𝐸 )𝑑𝐸
4𝜋 ∫0
𝑢 𝑗 𝐹
𝑗
−∞

4𝜋 ∫0

𝑖
(𝑟 2 ) 𝑟 2 𝑑𝑟 ∫−∞
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(4.12)

Using the same methods as in Equations (4.3) and (4.4), 〈r2〉(E) is simplified to:
〈𝑟 2 〉(𝐸𝑖 ) =
5
𝐸𝑗 −𝐸𝑖
𝐸 +𝐾𝐵 𝑇 〈𝑅〉(𝐸𝑖 )
)
𝑔𝑢 (𝐸𝑗 ,𝐸𝐹 )(1−
𝑑𝐸𝑗
𝐾𝐵 𝑇 〈𝑅〉(𝐸𝑖 )
𝑖
3
𝐸𝑗 −𝐸𝑖
𝐸𝑖
𝐸 +𝐾 𝑇 〈𝑅〉(𝐸𝑖 )
) 𝑑𝐸𝑗
𝑔𝑢 (𝐸𝑗 ,𝐸𝐹 )𝑑𝐸𝑗 +∫𝐸 𝑖 𝐵
𝑔𝑢 (𝐸𝑗 ,𝐸𝐹 )(1−
∫−∞
𝐾𝐵 𝑇 〈𝑅〉(𝐸𝑖 )
𝑖
𝐸

3
20

(〈𝑅〉(𝐸𝑖 ))2 𝛼 2

𝑖 𝑔 (𝐸 ,𝐸 )𝑑𝐸 +∫ 𝑖
∫−∞
𝑢 𝑗 𝐹
𝑗 𝐸

(4.13)

From there we calculate the energy dependent mobility, μ(E), using the Einstein
relationship.
𝑒𝜐0

𝜇(𝐸) = 𝐾

𝐵𝑇

〈𝑟 2 〉(𝐸) 𝐸𝑥𝑝[−〈𝑅〉(𝐸)] (1 − 𝑓𝐹𝐷 (𝐸, 𝐸𝐹 ))

(4.14)

Where e is the elementary charge. Using the energy dependent mobility, the
average charge-carrier mobility and electrical conductivity can be calculated with
Equations Error! Reference source not found.) and Error! Reference source not
found.).
1

∞

𝜇̅ = 𝑁 ∫−∞ 𝑔(𝐸) 𝑓𝐹𝐷 (𝐸, 𝐸𝐹 )𝜇(𝐸) 𝑑𝐸
𝐶

∞

∞

𝜎 = 𝑒𝑁𝐶 𝜇̅ = ∫−∞ 𝜎(𝐸)𝑑𝐸 = 𝑒 ∫−∞ 𝑔(𝐸) 𝑓𝐹𝐷 (𝐸, 𝐸𝐹 )𝜇(𝐸) 𝑑𝐸

(4.15)

(4.16)

The Seebeck coefficient is proportional to the average energy (with respect to the
Fermi energy) of conducting charge-carriers weighted by their contribution to the total
electrical conductivity, as given by Equation (4.17).
1

∞ 𝜎(𝐸)

𝑆 = 𝑇𝑒 ∫−∞

𝜎

1

(𝐸 − 𝐸𝐹 )𝑑𝐸 = 𝑇𝑒 (𝐸𝑇 − 𝐸𝐹 )

(4.17)

Here, the transport energy, ET, is the average energy of charge carriers weighted by
their contribution to the total electrical conductivity. To allow more direct comparison
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between π-conjugated polymers with varying charge-carrier mobility and DOS
distributions, the total density of charge carriers is kept constant in further calculations.
The other two remaining parameters, the localization length and DOS width, are variable.
To make the calculations as comparable as possible, we keep the ratio between the average
distance between states (a) and α constant in our initial calculations.
4.3

Single polymer

Figure 1a and b show the results of calculations performed with Equations Error!
Reference source not found.) and (4.17) as a function of the width of the DOS and α. The
intrinsic length is calculated such that the total number of states is between 1×1020 and
𝑎

𝑎

1×1021 cm-3 and α adjusted such that 𝛼 equals 10. Changing the 𝛼 ratio does affect the trends
in TE properties. Higher localization lengths for the same DOS width lead to higher
electrical conductivity, while a narrower DOS width for the same localization length will
also lead to higher electrical conductivity. As Figure 4.1 shows, as the electrical
conductivities increase the effect of both localization length and DOS width on the Seebeck
𝑎

coefficient and electrical conductivity become smaller. For ratios of 𝛼 larger than 3, trends
in the Seebeck coefficient are as explained in the main text, i.e., higher disorder and smaller
localization lengths will result in higher Seebeck coefficients. By going to ratios of

𝑎
𝛼

smaller than 3, the Seebeck coefficient will increase as the DOS width decreases and the
localization length decreases. The reason for this is that at high charge carrier concentration
in a broader DOS there are more charge carriers located at energies below the Fermi energy.
In the situation where the localization length is small compared to the intrinsic length
(which defines the total number of states), the charge carriers in the low energy states are
partially trapped and cannot contribute to the transport, but if the localization length is large
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enough, in theory, they can contribute to the transport. In this case, these low energy charge
carriers decrease the Seebeck coefficient. To maintain consistency with previous work 190
𝑎

and prevent changes in trends due to the 𝛼 ratio, we maintain

𝑎
𝛼

> 3 in all calculations

presented in the paper. Additionally, the trends in the Seebeck coefficient for

𝑎
𝛼

> 3 are

consistent with trends found with Monte Carlo simulations, where the Seebeck coefficient
increases with increasing energetic disorder.195 Figure S2 highlights how the
influences the power factor. As we mentioned above, for

𝑎
𝛼

𝑎
𝛼

ratio

> 3 the trends in the power

𝑎

factor are the same as we explained above. However, when 𝛼 < 3, as the DOS narrows the
power factor still increases, but as the localization length increases the power factor
decreases for a constant DOS width within all DOS widths examined.
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Figure 4.1 Seebeck coefficient vs. electrical conductivity. Parameters are 𝑁𝐶 =
3 × 1019 𝑐𝑚−3, 𝜐0 = 1012 𝑠 −1, 𝑎 has values of 1, 1.18, 1.35, 1.52 and 1.7 nm
(corresponding to 𝑁𝑡 = 10, 6.09, 4.06, 2.85 and 2.06 × 1020 𝑐𝑚−3 ), and ∆ has values of
ranging from 1 to 6 𝐾𝐵 𝑇. 𝛼 is chosen such that the ratio between 𝑎 and 𝛼 is constant for
𝑎
each figure, 𝛼 is 10 for (a), 7 for (b), 5 for (c), 3 for (d), 2 for (e) and 1 for (f).
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Figure 4.2 Power factor vs. electrical conductivity. Parameters are 𝑁𝐶 = 3 × 1019 𝑐𝑚−3,
𝜐0 = 1012 𝑠 −1, 𝑎 has values of 1, 1.18, 1.35, 1.52 and 1.7𝑛𝑚 (corresponding to 𝑁𝑡 = 10,
6.09, 4.06, 2.85 and 2.06 × 1020 𝑐𝑚−3), ∆ has values of 1-6 𝐾𝐵 𝑇. 𝛼 is chosen in such way
𝑎
that the ratio between 𝑎 and 𝛼 is constant for each figure, 𝛼 is 10 for (a), 7 for (b), 5 for (c),
3 for (d), 2 for (e) and 1 for (f).
The results presented in Figure 4.3 (a) show that as the DOS narrows for a particular
localization length σ increases and S decreases. Additionally, as α increases for a given
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DOS width, σ increases and S decreases. Figure 4.3 (b) shows that the power factor
increases by approximately two orders of magnitude as the DOS width of the polymer
decreases from 6 to 1 KBT, which is primarily attributed to the change in σ. A more specific
discussion follows to rationalize the various trends, but in general the modeling shows that
for a single polymer it is most beneficial to have a narrow DOS.73,195,200 Although the
trends are accurate, the absolute value of the electrical conductivity will depend heavily on
the value of ν0.

Figure 4.3 (a) Seebeck coefficient and (b) power factor as a function of electrical
conductivity for varying DOS widths (indicated by color) and localization lengths
(indicated by symbol). Here NC=3×1019 cm-3, ν0=1012 s-1, a has values of 1, 1.18,1.35, 1.52
and 1.7nm (correspondent to Nt=10, 6.09, 4.06, 2.85 and 2.06 ×1020 cm-3), Δ has values of
1-6KBT and α values of 1,1.18, 1.35, 1.52, and 1.7 Å. For each point, the intrinsic length
is chosen so αa =10. (c) Schematic illustration comparing average transport energy of two
DOS distributions with the same α but different DOS widths. (d) Schematic illustrating
how α affects the average transport energy.

The increase in σ with narrowing of the DOS is rationalized by considering that on
average there will be more available states nearby that are energetically accessible for a
charge carrier to jump to. To put it more quantitatively, according to Equation (4.2) a
smaller energetic offset in a jump will lead to an exponential increase in the jump rate. The
decrease in S with decreasing width of the DOS can be explained by considering that charge
carriers at lower energies will contribute more to the electrical conductivity in a narrow
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DOS. As illustrated in Figure 4.3 (c), when the DOS is narrow the average transport energy
is lower since there are more lower energy states available for the carriers to move through.
By contrast, when the DOS is wide charge carriers are forced to move through higher
energy states more often due to a lack of nearby lower energy states.
Figure 4.3 (a) also shows that as the localization length increases for a particular
DOS width, σ increases and S decreases. The increase in σ is rationalized by the increased
available sites to hop to (i.e., the charge carrier can access more states due to the larger
localization length), while the decrease in S arises from a lowering of the average transport
energy due to the ability to access more lower energy states from a given site. Figure 4.3
(d) illustrates two cases, one with a larger localization length (blue arrows) and one with a
smaller localization length (red arrows). If these two polymers have the same DOS width,
the one with the larger localization length will allow a charge carrier to access more states
around it.

As a result, in the polymer with the larger localization length transport will

occur on average through lower energy states and S will be smaller. Regardless of the DOS
width, going from a localization length of 1 Å to 1.7 Å results in a similar S change of ca.
150 μVK-1. By contrast, the changes in electrical conductivity resulting from the increased
localization length are much more pronounced when the DOS is broader.
The primary variable influencing the power factor is the DOS width, which is
consistent with previous findings.200,201 As the DOS width decreases from 6 to 1 KBT, the
power factor increases by a factor of 100. Interestingly, the trend in power factor with
localization length variations is not consistent across the varying DOS widths. For a broad
DOS the greatest localization length leads to the highest power factor, whereas for a narrow
DOS the smallest localization length gives rise to the highest power factor. This trend
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arises due to the larger influence of the localization length on σ for the broad DOS relative
to the narrow DOS. For a broad DOS (6 KBT), as the localization length increases from 1
to 1.7 Å, σ increases by a factor of 10 and S decreases by a factor of 1.6. As a result of the
large changes in σ, the power factor increases with localization length when the DOS is
broad. On the other hand, for the narrow DOS (1 KBT) as the localization length increases
from 1 to 1.7 Å, σ increases by a factor of 1.7 and S decreases by a factor of 1.9. Owing
to the dependence of the power factor on S2, the increase in electrical conductivity with
increasing localization length is outweighed by the decrease in the Seebeck coefficient and
the power factor reaches a maximum at lower localization lengths when the DOS is narrow.
4.4

Polymer blends

Our model of polymer blends expands upon the single polymer model described in
previous section. The two polymers are treated as a homogenous blend and the total density
of states is described by Equation (4.18).
𝑁

𝑡,𝐴
𝑔𝑏𝑙𝑒𝑛𝑑 (𝐸) = 𝐶𝐴 𝑔𝐴 (𝐸) + 𝐶𝐵 𝑔𝐵 (𝐸) = 𝐶𝐴 √2𝜋∆
𝐸𝑥𝑝 [−

(𝐸−𝐸0,𝐴 )

𝐴

𝑁

𝑡,𝐵
𝐶𝐵 √2𝜋∆
𝐸𝑥𝑝[−
𝐵

2∆𝐴

2

2

]+

(4.18)

2

(𝐸−𝐸0,𝐵 )
2∆𝐵

2

]

Where C is the concentration of polymer and the indices A and B refer to the
different polymers in the blend (CA+CB=1). The average number of available hoping sites
is described with Equation (4.19).
𝜋

𝐸

𝑖
𝑛(𝐸𝑖 , 𝑅) = 6 𝑅 3 (𝐶𝐴 𝛼𝐴 3 ∫−∞
𝑔𝑢,𝐴 (𝐸𝑗 , 𝐸𝐹 )𝑑𝐸𝑗 +

(4.19)
𝐸 +𝐾𝐵 𝑇 𝑅
𝑔𝑢,𝐴 (𝐸𝑗 , 𝐸𝐹 ) (1
∫𝐸 𝑖
𝑖

𝐸𝑗 −𝐸𝑖 3

−𝐾

𝐵𝑇
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𝑅

) 𝑑𝐸𝑗 ) +

𝜋
6

𝐸

𝐸 +𝐾𝐵 𝑇 𝑅

𝑖
𝑅 3 (𝐶𝐵 𝛼𝐵 3 ∫−∞
𝑔𝑢,𝐵 (𝐸𝑗 , 𝐸𝐹 )𝑑𝐸𝑗 + ∫𝐸 𝑖
𝑖

𝑔𝑢,𝐵 (𝐸𝑗 , 𝐸𝐹 ) (1 −

𝐸𝑗 −𝐸𝑖 3
𝐾𝐵 𝑇 𝑅

) 𝑑𝐸𝑗 )

The first term correlates with polymer A and second term is for polymer B.
Unoccupied states are denoted as gu,A or gu,B, (𝑔𝑢,𝑖 (𝐸, 𝐸𝐹 ) = 𝑔𝑖 (𝐸)(1 − 𝑓𝐹𝐷 (𝐸, 𝐸𝐹 ))). The
Fermi energy is derived from Equation (4.7), but instead of Equation (4.1), Equation
(4.18)is used. For simplicity, the DOS in the blends is treated as a linear combination of
the individual polymer DOS, which neglects any broadening or energetic shifts that may
occur as a result of interactions between the different polymers. Experimentally, ultraviolet
and inverse photoelectron spectra of organic semiconductor blends have been fit well with
a linear combination of the two individual pure materials, albeit the energies of the
individual components can shift in the blends.122,212 Equations (4.10) and (4.12) are used
to find the average jump parameter and the average squared jump distance. These
parameters are then used to calculate the energy dependent mobility using Equation (4.14),
followed by the charge carrier mobility, σ, and S using Equations Error! Reference source
not found., Error! Reference source not found. and (4.17).
According to Equation (4.19), the localization length of initial states is neglected,
i.e., the available hopping sites are determined based on the energy distribution and
localization length of the final states. Since we have two different polymers, the hopping
parameter for a jump from polymer A to B should be different from a jump from polymer
A to A. To more appropriately account for jumps between polymer A and polymer B, we
have extended Equation (4.19) to include the probability of the charge carrier starting from
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polymer A or polymer B and an effective localization length that accounts for jumps
between polymer A and polymer B, as discussed briefly in the next section.
The equations for modeling the polymer blends include 10 independent variables
at a constant temperature: CB, Nt,A, Nt,B, ΔA, ΔB, E0,B ˗ E0,A (ΔE0), αA, αB, NC and ν0. To make
the results as directly comparable as possible, we keep the concentration of charge carriers
constant at 3×1019 cm-3 and ν0=1012 s-1, as we did for a single polymer. The concentration
of polymer B is varied from 0 to 100% in increments of 2.5%, which provides sufficient
resolution to display general trends. The total number of states in the polymer blends is
kept constant, which leaves 5 independent variables, ΔA, ΔB, αA, αB and ΔE0. The DOS
width is varied between 1.5 and 6 KBT and α between 1 and 5 Å. The DOS width and α of
polymer A are kept constant near the middle of the range, ΔA=2.5 KBT and α=2.5 Å. The
DOS width and α of polymer B are varied through the specified ranges and ΔE0 is set to
0.15eV. These parameters allow analysis of a wide range of scenarios with varying DOS
widths and charge-carrier mobility ratios.
When two polymers are blended together the Fermi energy relative to the individual
polymers DOS distributions will vary, and thereby the average transport energy of the
charge carriers will change. This variation in the Fermi energy obtained through blending
two polymers together was the motivation for the Katz group’s initial work on polymer
blend thermoelectrics.182 Figure 4.4 and Figure 4.5 depict how the Fermi energy changes
as the polymer blend composition changes when ΔB is broad (6 KBT) and narrow (1.5
KBT), respectively, with a constant ΔE0 of 0.15 eV. As is evident, when the DOS of
polymer B is broad, there is minimal change in the Fermi energy as the concentration of
polymer B increases. Alternatively, when the DOS of polymer B is narrow there is a
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relatively large change (0.18 eV) in the position of the Fermi energy as the blend
composition is varied. Accounting for the Fermi energy relative to the DOS in these two
situations, when ΔB is broad the charge carriers will be relatively distributed between the
two polymers; however, when ΔB is narrow most charge carriers will remain on polymer
A. Thus, polymer A will dominate charge transport until polymer B reaches high
concentrations. Intuitively, it can be expected that when one polymer dominates charge
transport it is unlikely that the power factor in the blends will improve over the single
polymers. Thereby, we expect that the most likely scenario to show an improved power
factor for the blends is one where the Fermi energy changes gradually and charge carriers
are distributed over both polymers.

Figure 4.4 Fermi energy as a function of polymer concentration for added polymer with
the same, narrower and broader DOS width at 0.15 and 0.3 eV offset. The Fermi energy of
pure polymer A is set to be zero. Fitting parameters are Nt,A=Nt,B= 1×1021 cm-3, ΔA=2.5
KBT, ΔB=1.5, 2.5 and 6 KBT, ΔE0=0.15 and 0.3 eV, T=300 K and NC=3×1019 cm-3.
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Figure 4.5 DOS of two polymer blends with varying compositions. In (a) the polymer with
its DOS centered at higher energies has a broader DOS than the polymer with its DOS
centered at lower energies and in (b) the polymer with the higher energy DOS has a
narrower DOS. In both cases the DOS distributions of the polymers display a 0.15 eV
energy offset.
Figure 4.6 shows how the calculated S, σ, and power factor vary as a
function of the DOS width and α of polymer B. Here, the DOS width and α of polymer A
are kept constant at 2.5 KBT and 2 Å, respectively. In pure polymer A S is 190 μVK-1 and
σ is 0.005 Sm-1, while in pure polymer B S is 377, 240, and 217 µV/K and σ is 6.2×10-8
Sm-1, 0.035 Sm-1 and 0.12 Sm-1 for localization lengths of 1, 4, and 5 Å, respectively. The
primary findings from these calculated parameters are 1) when the DOS of polymer B is
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narrow, the Seebeck coefficient in the blend can exceed that of either polymer by ca. 60%;
2) the Seebeck coefficient improvements in the blend are higher when polymer B has a
larger delocalization length; 3) electrical conductivity improvements are only seen when
polymer B has a broad DOS (6KBT) and a large localization length; and 4) power factors
in the blend can surpass the power factors of the pure polymers when polymer B has a
broad DOS and larger localization length.

Figure 4.6 (a) Seebeck coefficient, (b) electrical conductivity and (c) power factor of
polymer blend systems. Polymer A has fitting parameters of αA=2 Å, Nt,A= 6.1×1020 cm-3,
ΔA=2.5 KBT and E0,A=0 eV and polymer B has fit parameters of αA=1,4 and 5 Å, Nt,B=
6.1×1020 cm-3, ΔA=1, 2.5 and 6 KBT and E0,B=0.15 eV (ΔE0=0.15 eV). Other fit parameters
are ν0=1012s-1, T=300 K and NC=3×1019 cm-3.
When polymer B has a narrower DOS and higher localization length, an
improvement in S appears in the blends. This observation is similar to results presented by
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Zuo et al.43 and J. Sun et al.213 The improvements are more pronounced when the DOS of
polymer B is narrower and the localization length of polymer B is greater. These trends
can be rationalized by considering the energy separation between the Fermi energy and the
available states in polymer B combined with the charge transport properties of polymer B.
As highlighted in Figure 4.5, the energetic separation between the DOS of polymer B and
the Fermi energy increases as ΔB becomes narrower. When the electronic states in polymer
B are further separated from the Fermi energy and have higher localization lengths than
states in polymer A, the average energy (transport energy) of charge carriers that contribute
to conduction increases. In other words, when states at higher energies with higher chargecarrier mobilities are introduced S increases. The transport and Fermi energies for the
blends with varying DOS width and α, as shown in Figure 4.7, highlight how both DOS
width and α impact the transport energy relative to the Fermi energy and thereby the
Seebeck coefficient.
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Figure 4.7 Transport energy in polymer blends with varying compositions. In (a) the
polymer with its DOS centered at higher energies has a broader DOS (ΔB =6 KBT) than the
polymer with its DOS centered at lower energies and in (b) the polymer with the higher
energy DOS has a narrower DOS (ΔB =1.5 KBT). In both cases the DOS distributions of
the polymers display a 0.15 eV energy offset. To calculate transport energy from equation
9, Polymer A parameters are αA=2Å, Nt,A= 6.1×1020 cm-3, ΔA=2.5 KBT and E0,A=0 eV and
parameters for Polymer B are Nt,B= 6.1×1020 cm-3, αB=1Å (Dashed green line) and 5Å
(Dashed orange line) and E0,B=0.15eV (ΔE0=0.15eV) and the common parameters are
ν0=1012s-1, T=300K and NC=3×1019 cm-3

Although the Seebeck coefficient in the blends increases as ΔB decreases, the
opposite is true for σ. As highlighted in Figure 4.5, the separation between the DOS of
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polymer B and the Fermi energy increases with decreasing DOS width, and thus there are
less charge carriers populating the states on polymer B. On the other hand, Figure 4.6 (b)
shows that when ΔB is broad (6 KBT) the electrical conductivity of the blend can slightly
exceed the electrical conductivity of either of the two pure polymers. As a result of the
increased electrical conductivity and Seebeck coefficient trend, the power factor for blends
with a ΔB of 6KBT and αB of 4-5 Å exceed those of either of the individual polymers. For
the parameters examined in Figure 4.6, the highest power factor gains in the blend relative
to the two polymers independently is ca. 20% and occurs for ΔB=6KBT and αB=5 Å.
A more complete analysis of how the TE properties of polymer blends vary as a
function of polymer concentration (x-axis) and mobility ratio of added polymer (y-axis) to
̅
𝜇

the host polymer (𝜇̅𝐵) is displayed in Figure 4.8. Here, we compare TE properties based on
𝐴

the mobility ratio since it is an experimentally measurable parameter and therefore provides
a more concrete guide for selecting polymers. As displayed in Equations (4.3) and (4.14)
the charge-carrier mobility in a single polymer increases as α increases or the DOS narrows.
In these calculations, polymer A has a localization length of 2 Å and DOS width of 2.5
KBT with Nt,A= 6.1×1020 cm-3 (aA=1.18 nm) which gives a ratio of

𝑎
=
𝛼

5.9. The maximum

of the DOS for polymer B is located at 0.15 eV above the maximum of the DOS of polymer
A. To study the effects of energetics and localization length on the TE properties, the total
number of states and charge carrier density are kept constant in all calculations. A wide
range of localization lengths (from 0.9 to 5 Å) for polymer B are used so the ratio of 𝛼𝑎 will
range from 3.5 to 18. As discussed, 𝛼𝑎 ratios above 3 lead to reasonable results. Each column
in Figure 4.8 represents a constant DOS width for polymer B and varying localization
lengths. For a constant ΔB, the localization length is the parameter that affects the mobility.
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Thus, higher localization lengths correspond to higher mobility and higher mobility ratios
between polymers B and A.
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Figure 4.8 (a,b) Seebeck coefficient, (c,d) electrical conductivity, and (e,f) power factor
calculated for polymer blends. Polymer A fitting parameters are αA=2Å, Nt,A= 6.1×1020
cm-3, ΔA=2.5 KBT and E0,A=0 eV. Each column has a different DOS width for polymer B,
ΔB=1.5 KBT (a,c,e), and ΔB=6KBT (c,d,f). The other parameters for polymer B are Nt,B=
6.1×1020 cm-3 and E0,B=0.15eV (ΔE0=0.15eV) and the common parameters are ν0=1012s-1,
T=300K and NC=3×1019 cm-3. The results for ΔB=2.5KBT can be found in Figure 4.9.
Dashed lines correspond to the data presented in Figure 3. One data line for ΔB=6KBT was
less than 10-3, which is out of the range shown in the heat map.

115

Figure 4.9 (a) Seebeck coefficient, (b) electrical conductivity, and (c) power factor
calculated for polymer blends. Polymer A fitting parameters are αA=2Å, Nt,A= 6.1×1020
cm-3, ΔA=2.5 KBT and E0,A=0 eV and fitting parameters for Polymer B are Nt,B= 6.1×1020
cm-3, ΔB =2.5 KBT and E0,B=0.15eV (ΔE0=0.15eV) and the common parameters are
ν0=1012s-1, T=300K and NC=3×1019 cm-3. Dashed lines correspond to calculations from
Fig3. One data line was less than 10-3, so it has been cut from the heat map.
Focusing on the Seebeck coefficient, Figure 4.8 a shows that blending a polymer
with a narrower DOS width at higher energies will lead to up to a 58% improvement in S
in the blends compared to the pure polymers. The gain in S in the blends relative to the
pure polymers increases as the charge-carrier mobility of polymer B increases. This result
is in line with expectations, as the relative contribution of the higher energy charge carriers
to σ increases as the mobility of those higher energy charge carriers increases. As ΔB
increases to 2.5 KBT (Figure 4.9), the increase in S in the blends becomes smaller, and at
6KBT S no longer increases for the blends. For this wide DOS, the Seebeck coefficient
changes gradually to lower values as the concentration of polymer B is increased with
mobility ratios above 1. However, when the mobility ratio decreases below 1 the Seebeck
gradually increases to higher values as the concentration of polymer B is increased. These
trends arise due to the influence of localization length on transport and the Seebeck
coefficient, as discussed previously and highlighted in Figure 4.1 (d).
The electrical conductivity varies more drastically across the blend composition
space when ΔB is smaller and when the mobility ratio is further from 1. Furthermore, σ
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varies over a much greater range than the Seebeck coefficient, as discussed previously in
regards to Figure 4.6. Therefore, in the blends with ΔB of 1.5 and 2.5 the electrical
conductivity changes more drastically and dominates the power factor, which results in
maximum power factors occurring for either pure polymer A or pure polymer B. On the
other hand, when ΔB is 6 KBT the maximum power factors are reached with a mixture of
both polymer A and polymer B.

Overall, these models show that power factor

enhancements over pure polymers should be attainable in polymer blends with the right
combination of energy offset, DOS widths, and charge-carrier mobility differences.
4.5

Effective localization length

In case of charge transfer between two localized states with localization length of
αA and αB, we treat the jump rate with the following equation:

𝜈 ∝ 𝐸𝑥𝑝 [−

𝑟𝑖𝑗
𝑟𝑖𝑗
2 𝑟𝑖𝑗
2 𝑟𝑖𝑗
] × 𝐸𝑥𝑝 [− ] = 𝐸𝑥𝑝 [−
] = 𝐸𝑥𝑝 [−
]
2 𝛼𝐴 𝛼𝐵
𝛼𝐴
𝛼𝐵
𝛼𝑒𝑓𝑓
𝛼𝐴 + 𝛼𝐵

(4.20)

αeff represents an effective localization length for a jump between two localized
states with different localization lengths. Here we assume the localization length of each
individual polymer is the same in the blend as in the pure materials. If a charge carrier is
located on polymer A initially, the average number of available hoping sites for such charge
carrier starting at energy Ei whose hopping parameter is smaller than R can be written as:
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𝐸𝑖
𝜋 3
3
𝑛𝐴 (𝐸𝑖 , 𝑅) = 𝑅 𝐶𝐴 𝛼𝐴 (∫ 𝑔𝑢,𝐴 (𝐸𝑗 , 𝐸𝐹 )𝑑𝐸𝑗
6
−∞
𝐸𝑖 +𝐾𝐵 𝑇 𝑅

+∫
𝐸𝑖

𝐸𝑗 − 𝐸𝑖 3
) 𝑑𝐸𝑗 )
𝑔𝑢,𝐴 (𝐸𝑗 , 𝐸𝐹 ) (1 −
𝐾𝐵 𝑇 𝑅
(4.21)

𝐸𝑖
𝜋 3
3
+ 𝑅 𝐶𝐵 𝛼𝑒𝑓𝑓 (∫ 𝑔𝑢,𝐵 (𝐸𝑗 , 𝐸𝐹 )𝑑𝐸𝑗
6
−∞
𝐸𝑖 +𝐾𝐵 𝑇 𝑅

+∫
𝐸𝑖

𝐸𝑗 − 𝐸𝑖 3
) 𝑑𝐸𝑗 )
𝑔𝑢,𝐵 (𝐸𝑗 , 𝐸𝐹 ) (1 −
𝐾𝐵 𝑇 𝑅

And if the charge carrier is located on polymer B, the same parameter for such
charge carrier can be calculated as:

𝑛𝐵 (𝐸𝑖 , 𝑅) =

𝐸𝑖
𝜋 3
𝑅 𝐶𝐴 𝛼𝑒𝑓𝑓 3 (∫ 𝑔𝑢,𝐴 (𝐸𝑗 , 𝐸𝐹 )𝑑𝐸𝑗
6
−∞
𝐸𝑖 +𝐾𝐵 𝑇 𝑅

𝑔𝑢,𝐴 (𝐸𝑗 , 𝐸𝐹 ) (1 −

+∫
𝐸𝑖

𝐸𝑗 − 𝐸𝑖 3
) 𝑑𝐸𝑗 )
𝐾𝐵 𝑇 𝑅
(4.22)

𝐸𝑖
𝜋
+ 𝑅 3 𝐶𝐵 𝛼𝐵 3 (∫ 𝑔𝑢,𝐵 (𝐸𝑗 , 𝐸𝐹 )𝑑𝐸𝑗
6
−∞
𝐸𝑖 +𝐾𝐵 𝑇 𝑅

+∫

𝑔𝑢,𝐵 (𝐸𝑗 , 𝐸𝐹 ) (1 −

𝐸𝑖

𝐸𝑗 − 𝐸𝑖 3
) 𝑑𝐸𝑗 )
𝐾𝐵 𝑇 𝑅

We can define the parameter n in the polymer blend based on the weighted
probability of finding the charge carrier in either polymer:
𝑛(𝐸𝑖 , 𝑅) = 𝐶𝐴′ 𝑛𝐴 + 𝐶𝐵′ 𝑛𝐵

(4.23)

here C'A and C'B are the probabilities of finding a charge carrier on polymer A and
B, respectively, which can be calculated as below:
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∞

𝐶𝐴′

∫ 𝐶𝐴 𝑔𝐴 (𝐸)𝑓𝐹𝐷 (𝐸, 𝐸𝐹 )𝑑𝐸
= −∞
𝑁𝐶

(4.24)

∞

𝐶𝐵′

∫ 𝐶𝐵 𝑔𝐵 (𝐸)𝑓𝐹𝐷 (𝐸, 𝐸𝐹 )𝑑𝐸
= −∞
= 1 − 𝐶𝐴′
𝑁𝐶

(4.25)

Further we can calculate TE properties using Equations (4.11), (4.13), (4.15), (4.16)
and (4.17). Figure 4.10 compares the calculations without (a,c,e) and with (b,d,f) an
effective localization length is included. As shown in Figure 4.10, including an effective
localization length in the calculations has a large impact on TE properties of the blend
system, particularly at lower concentrations of polymer B with ΔB equal to 1.5KBT,
2.5KBT. In the model introduced here, we added a weighted probability to account for
whether the charge carriers start from polymer A or polymer B based on their energetics.
As shown in Figure 4.3, when polymer B has a narrower DOS centered at higher energies
than polymer A, the charge carriers will mostly be localized on polymer A rather than
polymer B. Therefore, the probability of a charge carrier to jump from polymer B to
another site on polymer B is reduced for two reasons. First, the probability of the charge
carrier starting on polymer B is low, and second, the unoccupied states on polymer B are
at higher energies. This will cause a drop in the Seebeck coefficient and electrical
conductivity in Figure 4.10 (b) and d at low concentrations of polymer B. In the case that
polymer B has a broader DOS width, the Seebeck coefficient in the blend will not change
as much since the probability of finding a charge carrier on polymer A or B will be
comparable to the concentrations of polymer A or B in the blend. Accounting for jumps
between polymers with this method has a larger impact on electrical conductivity,
particularly in the case where αB is larger, e.g., 5 Å. The drop in σ rises from the effective
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localization length that is smaller than αB (αA is 2Å, αB is 5Å and so αeff is 2.86Å). The
drop in electrical conductivity is significant enough that it reduces the improvement in
power factor from 26% to 3%.
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Figure 4.10 (a,b) Seebeck coefficient, (c,d) electrical conductivity and (e,f) power factor
of polymer blend systems calculated as described in the paper (a,c,e) and calculated based
on an effective α as described in the SI (b,d,f). Polymer A has fitting parameters of αA=2
Å, Nt,A= 6.1×1020 cm-3, ΔA=2.5 KBT and E0,A=0 eV and polymer B has fitting parameters
of αA=1,4 and 5 Å, Nt,B= 6.1×1020 cm-3, ΔA=1, 2.5 and 6 KBT and E0,B=0.15 eV (ΔE0=0.15
eV). Other fit parameters are ν0=1012s-1, T=300 K and NC =3×1019 cm-3.
By including an effective localization length and accounting for the probability of
a charge carrier starting on polymer A or B, the modeled TE properties in polymer blends
changes, especially the magnitude of power factor improvement. To determine if we could
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achieve the same improvement when an effective localization length is accounted for, we
probed additional combinations where the two mentioned effects are minimized. To
increase the contribution of polymer B to charge carriers conduction, the DOS width of
polymer B can be increased or the energetic offset between the two DOS decreased. As is
shown in Figure 4.11 (a, d) and g, by increasing the DOS width of polymer B from 6KBT
to 7KBT, similarly large power factor improvements in the blends are achievable again.
Similarly, Figure 4.11 (h) suggests by reducing the energetic offset from 0.15 eV to 0.1 eV
we can reproduce the power factor improvement. The other effect from this revised model
is that the effective localization length is some number between αA and αB, so by reducing
the difference we can reduce the effect of αeff. As Figure 4.11(i) shows, by reducing the
difference between the two localization lengths from 2Å to 1Å, we can reproduce the power
factor improvement. In this section we show that by differentiating between hopping
between two different polymers, the parameters where power factor improvements are
observed shift slightly. These variations still follow the same trends which are reported in
manuscript with one additional comment, the localization length between two polymers
should not be overly different.

121

b)

250
With Effective localization length

0

20

40
60
80
Polymer B Concentration

240
With Effective localization length

0

0.08
0.04

0.00
0

20

40
60
80
Polymer B concentration

100

20

40
60
80
Polymer B Concentration

0.08
0.04

0.00
0

4
3
2
1

0
0

20

40
60
80
Polymer B Concentration

100

250
With Effective localization length

0

20

40
60
80
Polymer B concentration

100

20

40
60
80
Polymer B Concentration

100

-1 -2

6
4
2
0
0

20

40
60
80
Polymer B Concentration

100

A = 2.5 KBT
A = 3 Å
E0 = 0.15 eV

0.12
0.08
0.04

0.00

i)

-3

-1 -2

5

300

f)

h) 8

6

B = 1 Å B = 1.5 KBT
B = 4 Å B = 2.5 KBT
B = 5 Å B = 6 KBT

350

100

A = 2.5 KBT
A = 2 Å
E0 = 0.1 eV

0.12

-3

Power factor (10 Wm K )

Electrical Conductivity (S/m)

Electrical Conductivity (S/m)

280

e)
A = 2.5 KBT
A = 2 Å
E0 = 0.15 eV

0.12

g) 7
-1 -2

320

100

d)

-3

Seebeck coefficient V/K

300

Electrical Conductivity (S/m)

350

c)

B = 1 Å B = 1.5 KBT
B = 4 Å B = 2.5 KBT
B = 5 Å B = 6 KBT

360

Power factor (10 Wm K )

Seebeck coefficient V/K

B = 1 Å B = 1.5 KBT
B = 4 Å B = 2.5 KBT
B = 5 Å B = 7 KBT

400

Power factor (10 Wm K )

Seebeck coefficient V/K

a) 450

0

20

40
60
80
Polymer B concentration

100

8
6
4
2
0
0

20

40
60
80
Polymer B Concentration

100

Figure 4.11 (a, b, c) Seebeck coefficient, (d, e, f) electrical conductivity and (g, h, i) power
factor of polymer blend systems. Each column presents slight variations in parameters
where power factor improvements in the blends are expected. In figures a, b, d, e, g and h
polymer A has fitting parameters of αA=2 Å, Nt,A= 6.1×1020 cm-3, ΔA=2.5 KBT and E0,A=0
eV and figures c, f and i all parameters for polymer A are same except for localization
length which the value is αA=3 Å. Polymer B has fit parameters of αA=1,4 and 5 Å, Nt,B=
6.1×1020 cm-3, ΔA=1, 2.5 and 6 KBT (6 KBT for figure a, d and g) and E0,B=0.15 eV
(ΔE0=0.15 eV, for figure b, e and h the value is ΔE0=0.1 eV). Other fit parameters are
ν0=1012s-1, T=300 K and NC =3×1019 cm-3.
Based on Figure 4.10 and Figure 4.11, we conclude that including these additional
parameters to account for jumps between polymers A and B changes the absolute values
of the TE properties and results in maximum TE power factors in the blends occurring with
slightly different parameters, but they do not change the general trends or resulting
conclusions.
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4.6

Experimental results

We selected polymers for this study with varying charge-carrier mobilities,
ionization energies (IE), and extents of disorder, as shown in Figure 4.12. Regioregular and
regiorandom poly(3-hexylthiophene) (RR-P3HT and RRa-P3HT, respectively) are
structurally similar polymers with charge-carrier mobilities that differ by several orders of
magnitude and IEs that differ by ca. 0.2 eV.177,214 The hole mobility of RR-P3HT can reach
0.1 cm2V-1s-1 and we have measured its IE to be 4.56±0.05 eV.215 On the other hand, RRaP3HT has a lower hole mobility of 10-5-10-4 cm2V-1s-1 and a higher IE of 4.73±0.05 eV.216
The other two polymers are based on diketopyrrolopyrrole (DPP) and thiophene units and
show high hole mobilities of ca. 1 cm2V-1s-1,69,217 and have similar IEs of 5.03±0.05 and
5.09±0.05 eV for PDPP-4T and PDPP-T-TT-T, respectively. With PDPP-4T and PDPP-TTT-T both having relatively high IEs, we use the dopant molybdenum tris-[1,2bis(trifluoromethyl) ethane-1,2-dithiolene] (Mo(tfd)3),218 which we recently measured by
inverse photoemission spectroscopy to have an EA of 5.59 eV.177 All polymer blends are
doped at ca. 10% by volume in an attempt to maintain similar charge-carrier
concentrations. In this series of blends, PDPP-4T serves as the host polymer and the
polymer blended with PDPP-4T is varied. The measured S and σ values for the three
different blend systems are presented in Figure 6.
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Figure 4.12 (a) Molecular structure of polymers and dopant, RR-P3HT, RRa-P3HT, PDPP4T, PDPP-T-TT-T and Mo(tfd)3. (b) Ionization energy (IE) of polymers and electron
affinity (EA) of dopant177. Normalized (c) secondary cutoff and (d) HOMO onset regions
of undoped polymers measured by ultraviolet photoemission spectroscopy (UPS).
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Figure 4.13 (a,c,e) Seebeck coefficient and electrical conductivity and (b,d,f) power factor
as a function of PDPP-4T concentration in polymer blend. The blends are PDPP-4T:RRP3HT (a,b) and PDPP-4T:RRa:P3HT (c,d) and PDPP-4T:PDPP-T-TT-T (e,f). Dashed
lines are the fits to the model as calculated with Equations (4.16) and (4.17). The fitting
parameters can be found in Table 4.1.
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Table 4.1 fitting parameters for each polymer in each individual blend system
PDPP-4T:RR-P3HT

𝜈0

Polyme
r

Δ
(KBT)

α (Å)

a (nm)

Nt
(1020
cm-3)

NC
(1019
cm-3)

a/𝛼

E0

(1015 s1
)

PDPP4T

4

2.8

1.4

3.64

6

5

0

3.52

RRP3HT

1.2

2

1.5

2.96

12

12.5

-0.15

44.8

NC
(1019
cm-3)

a/𝛼

E0

PDPP-4T:RRa-P3HT
Polyme
r

Δ
(KBT)

α (Å)

a (nm)

Nt (1020
cm-3)

PDPP4T

4

2.5

1.4

3.64

6

5.6

0

5.43

RRaP3HT

2

1.2

1.5

2.96

12

12.5

-0.15

2.41

NC
(1019
cm-3)

a/𝛼

E0

𝜈0 (1015
s-1)

PDPP-4T:PDPP-T-TT-T
Polyme
r

Δ
(KBT)

α (Å)

a (nm)

Nt (1020
cm-3)

PDPP4T

3.5

2.5

1.35

4.06

6

5.4

0

4.06

PDPPT-TT-T

4.5

1.8

1

10

1.5

10

0.08

2.83

𝜈0 (1015
s-1)

In the first case, PDPP-4T is blended with RR-P3HT. Here, there is a large offset
between the IEs of the two polymers and the higher IE polymer, PDPP-4T, has a hole
mobility that is approximately an order of magnitude greater than that of RR-P3HT. In the
second case, PDPP-4T is blended with RRa-P3HT. In this case there is a large energy
offset between the two polymer IEs and the lower IE polymer, RRa-P3HT, has a hole
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mobility that is three to four orders of magnitude lower than that of PDPP-4T. In the final
case PDPP-4T is blended with PDPP-T-TT-T. In this blend the IE difference between the
polymers is small and both polymers display similar charge-carrier mobilities. PDPP4T:RR-P3HT follows one of the theoretically predicted guidelines for observing enhanced
PFs in the blends, i.e., the polymer with the higher IE has a charge-carrier mobility that is
an order of magnitude higher than that of the mobility in the lower IE polymer. According
to the theoretical modeling, the other two blends do not have electronic properties that
would lead to enhanced power factors.
The PDPP-4T:RR-P3HT blend indeed shows an improvement in power factor, as
the blend with 85% PDPP-4T displays a power factor that is nearly double that of the pure
polymers. At 10% doping by volume, pure PDPP-4T displays an electrical conductivity
(52 Sm-1) that is four times lower than pure RR-P3HT (223 Sm-1) at the same doping ratio.
In this blend the increase in S and decrease in σ are more comparable, which means that
neither parameter will overwhelm the power factor. These more gradual changes lead to a
higher power factor in the blend than in either of the two pure materials. The fitting
parameters shown in Table 4.1 suggest RR-P3HT has a narrower DOS (1.2 KBT compared
with 4 KBT) with slightly higher localization length (2.8Å>2Å) located at lower energies.
The ratio in the DOS width (3.3) is similar to the scenario shown in the second column of
Figure 4.8 (2.4), and as modeled for the higher mobility ratios there is an increase in the
power factor.
Next, we examine the other two blend systems that are not expected to give rise to
higher power factors. For the PDPP-4T:RRa-P3HT blend system, the charge-carrier
mobility of RRa-P3HT is 3 to 4 orders of magnitude smaller than that in PDPP-4T, and
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thus the contribution of PDPP-4T is likely to dominate over RRa-P3HT in determining the
power factor. Indeed, the 3+ order of magnitude difference in the electrical conductivity
and the higher Seebeck coefficient for PDPP-4T leads to PDPP-4T dominating transport
and the power factor in the blends. The fitting parameters for the PDPP-4T and RRa-P3HT
blends (Table 4.1) suggest that PDPP-4T has a broader DOS with higher localization length
at higher energies.
The final blend system we examine is PDPP-4T:PDPP-T-TT-T, where there is
almost no charge-carrier mobility difference. Surprisingly, the electrical conductivity of
PDPP-T-TT-T is much smaller than that of PDPP-4T (0.9 Sm-1 compared to 31.8 Sm-1).
Increasing the ratio of PDPP-4T in the blend leads to a constant decrease in S from 404
μVK-1 to 204 μVK-1, which opposes the changes in electrical conductivity. The large
Seebeck coefficient and low electrical conductivity in pure PDPP-T-TT-T suggests a low
charge-carrier concentration and high total number of states, which agrees with the fitting
parameters (Nt,PDPP-T-TT-T=1021cm-3 and NC,PDPP-T-TT-T=1.5×1019cm-3 or

𝑁𝐶,𝑃𝐷𝑃𝑃−𝑇−𝑇𝑇−𝑇
𝑁𝑡,𝑃𝐷𝑃𝑃−𝑇−𝑇𝑇−𝑇

=

1.5%). Furthermore, the fitting parameters for these two polymers suggest we have blended
two polymers with almost similar disorder and similar localization length with 0.08 eV
energetic offset. This scenario can be best represented by the calculated data in Figure 4.9
when the mobility ratio is small, and as predicted by the model there is not any
improvement in the power factor.
The theoretical fitting to the experimental data from the manuscript and the revised
version from this section where αeff is applied are shown in Figure 4.14 to show how
accounting for jumps between polymer A and B alters the results. Figure 4.14 shows that
using an effective localization length has a minimum effect on PDPP-4T:RRa-P3HT and
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PDPP-4T:PDPP-T-TT-T blend systems. The effect is minimized in PDPP-4T:PDPP-T-TTT blends because PDPP-T-TT-T has a similar DOS width with a small energetic offset
compared to PDPP-4T. The new theoretical approach doesn’t change the trend in PDPP4T:RRa-P3HT blend because RRa-P3HT already has very small localization length, so the
effect on the power factor is negligible. As we can see in Figure 4.14 (a,b), using the same
parameters as Table 4.1 with the new theoretical approach applied the calculated data
deviates more from the experimental data and does not show as much improvement in the
power factor for the reasons explained previously. However, as shown in Figure 4.15,
reducing the energetic offset from 0.15 to 0.1eV between PDPP-4T and RR-P3HT does fit
the experimental data well and shows a similar improvement in power factor as the data
reported in the manuscript.
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Figure 4.14 (a,c,e) Seebeck coefficient and electrical conductivity and (b,d,f) power factor
as a function of PDPP-4T concentration in the polymer blend. The blends are PDPP4T:RR-P3HT (a,b) and PDPP-4T:RRa:P3HT (c,d) and PDPP-4T:PDPP-T-TT-T (e,f).
Darker dashed lines with shorter dashes are the fits to the model as calculated with
Equations (4.16) and (4.17) and lighter dashed lines with longer dashes are the fits to the
model accounting for effective localization length. The fitting parameters can be found in
Table 4.1.

Figure 4.15 (a) Seebeck coefficient and electrical conductivity and (b) power factor as a
function of PDPP-4T concentration in the PDPP-4T:RR-P3HT blend when E0 is reduced
from 0.15 eV (see Figure 4.14) to 0.10 eV. Dashed lines are the fits to the model as
calculated with accounting for effective localization length with the fitting parameters
listed in Table 4.1, except here E0 =0.1 eV.
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Photothermal deflection spectroscopy (PDS) measurements,71,72 as shown in Figure
4.16, were carried out in an effort to obtain experimental evidence into the DOS widths for
the different polymers.73 From these PDS spectra the Urbach energy was extracted, where
the Urbach energy provides a quantitative measurement of the extent of disorder.
Unfortunately, the polaron absorbance in the polymers extends beyond the limits of the
PDS system and therefore the un-doped polymers were investigated. In the un-doped
polymers, the Urbach energies of RR-P3HT, PDPP-4T, and PDPP-T-TT-T are similar at
42 to 45 meV, whereas RRa-P3HT is significantly higher at 170 meV. Considering that
the Urbach energy should reflect the DOS width, these values are in disagreement with the
values extracted through fitting the experimental data with the theoretical model.

We

suspect that this discrepancy arises from the PDS measurements being performed on the
un-doped polymers.

Adding chemical dopants has previously been shown both

experimentally and theoretically to significantly alter the relative disorder and DOS widths
in the polymers.201–203,209 Experimentally probing disorder in these doped systems is a
direction that we will pursue in future work.
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Figure 4.16 (a) PDS spectrum of all undoped polymers on a logarithmic scale and their
𝐸−𝐸𝑔

Urbach energies extracted from 𝐴𝑏𝑠 = 𝑎0 𝑒 𝐸𝑢 (E<Eg). (b) PDS (dashed) and UV-Vis (solid
line) spectrum of undoped polymers which shows the agreement between two
measurements. The dip in absorbance at the absorbance edge is due to polymer
photoluminescence.

There are three additional fitting parameters that differ between the polymers and
have major contributions to the observed experimental trends. These include the total
density of states, the density of charge carriers and attempt to jump frequency. The total
number of states is equal to the total number of states that have some contribution to charge
transport. The total number of states is highest for PDPP-T-TT-T (10×1020cm-3) and lowest
for RRa-P3HT (2.96×1020cm-3) and their value can be affected by multiple parameters,
including morphological factors that restrict transport or the presence of energetic traps.
Despite keeping the concentration of the dopant constant (Table 4.2) in the films, the
concentration of charge carriers is not the same for all polymers. RR-P3HT and RRa-P3HT
have the highest charge carrier concentration (12×1019cm-3) versus PDPP-4T (6×1019cm3

) and PDPP-T-TT-T (1.5×1019cm-3). There are a few possible reasons for these

differences, such as dopant aggregation219,220 or lower energetic offsets between the EA of
the dopant and IE of the polymer,43 both of which can decrease the doping efficiency. The
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extracted charge-carrier concentration does correspond with the doping efficiency
expected based purely on the IE of the polymers, with the carrier concentration decreasing
as the polymer IE increases; however, it is difficult to experimentally verify the exact
concentration of charge carriers. Attempt to jump frequency should be in order of 1011-1013
s-1 (i.e., order of phonon vibration frequency), but the fitting parameters used to fit to our
experimentally measured electrical conductivity are about two orders of magnitude higher.
The number of electronic states per unit volume were calculated based on the density and
molecular weight of the polymer and dopant using Equations (4.26) and (4.27)
−1

𝑁𝑑 = (𝛾

−1

𝑀𝑊𝑝 𝑀𝑊𝑑
+
)
𝜌𝑝
𝜌𝑑

𝑁𝐴

(4.26)

𝑁𝐴 𝑥

(4.27)

−1

𝑀𝑊𝑝
𝑀𝑊𝑑
𝑁𝑝 = (
+𝛾
)
𝜌𝑝
𝜌𝑑

Where 𝑁𝑑 is the number of dopant molecules per unit volume, 𝑁𝑝 the maximum
number of aromatic rings in the polymer backbone per unit volume of polymer, 𝑁𝐴 is
Avogadro’s number, 𝑀𝑊𝑝 is the molecular weight of a repeat unit in the polymer, 𝑀𝑊𝑑
the molecular weight of dopant, 𝜌𝑝 the density of polymer, 𝜌𝑑 the density of dopant, 𝛾 the
ratio of dopant molecules to polymer repeat units and 𝑥 is equal to the number of aromatic
rings in the polymer repeat unit. The total number of states is always smaller than the
maximum number of aromatic rings contributed by the polymer (𝑁𝑡 ≤ 𝑁𝑝 ) and the number
of charge carriers are always smaller than the number of dopants (𝑁𝐶 ≤ 𝑁𝑑 ). Table 4.2
shows these parameters for the four polymers we used in this study.
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Table 4.2 The molecular weight of a polymer repeat unit and the density of polymers
(estimated) and dopant. 𝛾 is extracted from solution preparation and concentration of
dopant and maximum number of states are calculated using equation S15 and S16.
𝑁𝑝
𝑁𝑑
𝑀𝑊
material
𝜌 (𝑔⁄𝑐𝑚3 )
𝛾%
𝑥
19
−3
(𝑔⁄𝑚𝑜𝑙 )
(10 𝑐𝑚 ) (1020 𝑐𝑚−3 )
PDPP-4T

1024.6

1.2

32

6

20.2

37

PDPP-TTT-T

1110.71

1.2

35

6

20.3

35

RR-P3HT

166.28

1.2

5.3

1

20.3

38

RRaP3HT

166.28

1.2

5.3

1

20.3

38

Mo(tfd)3

774.43

2.27

To calculate the number of charge carriers in the polymer blends, we used Equation
(4.28):
𝑁𝐶,𝐵𝑙𝑒𝑛𝑑 = 𝐶𝐴 𝑁𝐶,𝐴 + 𝐶𝐵 𝑁𝐶,𝐵

(4.28)

𝑁𝐶,𝐵𝑙𝑒𝑛𝑑 is the number of charge carriers in the blend, 𝐶𝐴 and 𝐶𝐵 are the
concentrations of polymer A and B and 𝑁𝐶,𝐴 and 𝑁𝐶,𝐵 are the number of charge carriers for
pure polymer A and pure polymer B.
Predicting a correct prefactor for electrical conductivity has been a challenge for
analytical models.

44,183,221,222

Here we have used a linear combination 𝜈0 of two pure

polymers to fit to blend systems. To estimate the attempt to jump frequency in the blend
system we have used a similar equation:
𝜗0,𝐵𝑙𝑒𝑛𝑑 = 𝐶𝐴 𝜗0,𝐴 + 𝐶𝐵 𝜗0,𝐵
Where
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(4.29)

𝜗0,𝐴 =

𝜗0,𝐵 =

𝜎𝐸𝑥𝑝,𝐴
𝜎𝑇ℎ𝑒𝑜𝑟𝑦,𝐴

𝜎𝐸𝑥𝑝,𝐵
𝜎𝑇ℎ𝑒𝑜𝑟𝑦,𝐵

(4.30)

(4.31)

𝜎𝐸𝑥𝑝 is the experimentally measured electrical conductivity and 𝜎𝑇ℎ𝑒𝑜𝑟𝑦 is the
theoretical electrical conductivity assuming 𝜗0 in Equation (4.14) is equal to 1012s-1.
AFM images of these polymer blends, as displayed in Figure 4.17, show large
aggregates in both pure PDPP-T-TT-T and PDPP-4T films and in the blends at or above a
PDPP-4T composition of 0.5. These aggregates are absent in the undoped polymer, and
thereby we suspect that they are dopant rich, either consisting entirely of the dopant or
consisting of highly doped polymers that are rendered insoluble upon heavy doping.223
Dopant aggregation would also agree with lower carrier concentration in these DPP
containing polymers as compared to both P3HT polymers. The morphology of the films
can play a large role in determining the thermoelectric performance, particularly in polymer
blends.184 Importantly for comparison purposes, the blend systems in this work show
similar aggregated morphologies at higher (>0.5) PDPP-4T compositions where the
increased power factors are observed for the RR-P3HT:PDPP-4T blends. The analytical
model presented provides a nice framework for understanding the thermoelectric properties
of polymer blends, but moving forward it will be important to experimentally investigate
the morphologies in detail and incorporate the influence of morphology into the theoretical
model. For example, the current analytical model may be expanded to include a
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perturbation of the probability of hopping between the two polymers (C'A and C'B) based on
the morphology.

Figure 4.17 AFM on polymer blend system of RR-P3HT:PDPP:4T (a-f), RRaP3HT:PDPP-4T (g-l) and PDPP-T-TT-T:PDPP-4T (m-r). Concentration of PDPP-4T in
blend system is shown at top each column. Figures g, h and i have different scale which
are separated by the red box.

4.7

Conclusion

The results presented show that polymer blends are capable of reaching higher
power factors than either of the individual polymers. For higher power factors to be
realized in the blend, the polymer with its DOS centered at higher energies should have a
broader DOS and higher charge-carrier mobility. Furthermore, the electrical conductivities
of the two polymers should not be drastically different, as this leads to the polymer with
the higher electrical conductivity dominating charge transport and minimizing the
influence of the other polymer. From a simple experimental viewpoint of selecting
candidate polymers, the polymers should have similar electrical conductivities (within an
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order of magnitude) and Seebeck coefficients (within a factor of two), and the polymer
with the higher IE should have a higher mobility.
In terms of guiding the design of thermoelectric polymers, our results indicate that
polymers with low energetic disorder (i.e., a narrow density of states distribution) and large
localization lengths should be targeted for both polymer blends and pure polymers. In the
case of blends, increases in performance should be obtainable regardless of the DOS width
and localization length of the lower energy polymer, so long as the polymer with the higher
energy DOS has a broader DOS and comparable or larger localization length. There are
numerous factors that this work did not account for, such as the morphology of the polymer
blends and the effects of blending polymers together on the width of the DOS of each
individual polymer, that are likely to be important in determining the thermoelectric
performance of polymer blends. Future work that accounts for morphology, doping
induced disorder, and polymer interactions will be helpful in further guiding the design of
polymer blend thermoelectrics.
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CHAPTER 5. EFFECT OF ANION SIZE AND FLUORINATION ON POLARON
FORMATION, POLYMER CRYSTALLINITY, AND THERMOELECTRIC
PROPERTIES IN ORGANIC ELECTROCHEMICAL TRANSISTORS
5.1

Introduction

π-conjugated polymers (CPs) have shown promising potential for use in
thermoelectric (TE) applications, where heat can be converted into electricity and vice
versa, due to their potential inexpensive fabrication process, mechanical flexibility, large
area application and their light weight nature.27–29,50,162,171,176,224–226 However, the
performance must be increased to enable commercial applications. The performance of TE
materials is determined by a unitless figure of merit, ZT, which is defined as ZT=TσS2/κ,
where T is absolute temperature, σ is the electrical conductivity, S is the Seebeck
coefficient and κ is thermal conductivity.227 Since CPs have the advantage of low thermal
conductivity,162 increasing the power factor , PF= σS2, is currently the primary focus for
optimization of CP TEs. The common approach to improve PF is by increasing σ with
increasing charge carrier concentration by adding dopants with the expense of a decrease
in S.50,178,205,228 Understanding the variables that affect charge transport in CPs can help to
minimize this trade-off.
Doping of OSCs is a method to enhance the charge-carrier mobility, charge-carrier
density, and thereby the electrical conductivity.226,229–232 A common way to dope CPs is by
adding a dopant molecule to the CP to oxidize or reduce the polymer. The enhancement of
electrical conductivity in such systems depends on various factors, including the doping
method,

doping

efficiency,178,179

dopant

aggregation,

and

dopant

size

and

structure.44,177,231–235 In the process of oxidizing or reducing the CP, polarons and/or
bipolarons are formed on the CP backbone. These polarons and/or bipolarons are typically
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delocalized over multiple aromatic units of the polymer, which is a key factor in
determining charge-carrier transport properties in CPs.39,236–242 This delocalization
involves different extents of interchain and intrachain contributions and the amount of
delocalization that occurs will have a huge effect on determining the charge-carrier
mobility in the polymer.239–245 For example, in >98% regioregular poly(3-(2′ethyl)hexylthiophene) P3EHT the mobility is around 10-5 cm2V-1s-1,246 yet in regioregular
Poly(3-hexylthiophene) (RR-P3HT) the mobility can reach up to 10−1 cm2V-1s-1.247248 Both
of these polymers are semi-crystalline and share the same backbone, but they show large
differences in the extent of polaron delocalization, and particularly in the interchain
direction.239 In RR-P3EHT the polaron is delocalized over 4.8 thiophene units in the
intrachain direction (Nintra) and only 1.1 units in the interchain direction (Ninter). By
contrast, 100% RR-P3HT with similar crystallinity displays a more 2D polaron with
Nintra=3-4.8 and Ninter=1.8-2.8.239,243,244 The high-mobility polymer poly(3-([2,2′:5′,2′′terthiophen]-5-yl)-2,5-bis(6-dodecyloctadecyl)-2,5-dihydropyrrolo[3,4-c]pyrrole-1,4dione-6,5′′-diyl) (P(DPP6DOT2-T)) also shows significant polaron delocalization in both
the interchain and intrachain direction (Nintra=3.8-4.3 and Ninter=2.3-3.3).240 By contrast, in
the work done by Milner’s group242245241, in the crystalline region of P3HT the polaron was
calculated to be mostly localized along the chain with a negligible activation energy in this
direction, 0.25 × 10-5 eV and larger activation energy, 0.09 eV for interchain hopping due
to the calculated small delocalization in the interchain direction. In general, these works
highlight how important the degree of polaron delocalization is in both the inter- and intrachain directions for determining charge transport behavior and how there is still
disagreement and uncertainty regarding the extent of polaron delocalization.
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In addition to the polymer conformation and morphology, the dopant size also
affects polaron delocalization and the electrical conductivity.177,235,240,249–251 Here, the
general idea is that larger dopants can increase the distance between the charges on the
dopant and polymer; thereby, reducing Coulombic interactions between the charges and
increasing charge-carrier delocalization on the CP. Liang et.al. showed that that larger
dopants, such as molybdenum tris-[1,2-bis(trifluoromethyl) ethane-1,2- dithiolene]
(Mo(tfd)3), lead to more delocalized polarons than smaller dopants, such as FeCl3, which
results in higher electrical conductivity and improved TE performance.177 Increasing
dopant size to increase charge-carrier delocalization was a primary goal in the work done
by Aubry et. al.,249 where a large spherical dopant, DDB-F72 (a pseudoicosahedral
dodecaborane

core

with

each

vertex

functionalized

with

a

3,5-

bis(trifluoromethyl)benzyloxy substituent) with a diameter of 2 nm was developed and
compared with 2,3,5,6-tetrafluoro-7,7,8,8-tetracyanoquinodimethane (F4TCNQ), which
has a smaller size with a length of 0.8 nm and width of 0.4 nm. The larger DDB-F72 dopant
led to nearly an order of magnitude higher electrical conductivity in RR-P3HT when
compared to F4TCNQ. 251 Although these works strongly support the impact of dopant size
on charge-carrier delocalization, more quantitative conclusions are difficult due to
competing variables such as different doping efficiencies and significantly different
polymer morphologies.
Organic electrochemical transistors (OECTs) provide an ideal platform for
developing a more definitive understanding of counterion size effects on charge-carrier
delocalization and TE properties of CPs. Multiple groups have shown that OECTs provide
a viable and well-controlled platform for studying TE properties of CPs.201,252,253 Using
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OECT has some advantages over using field effect transistors in studying TE properties
such as; the counter ions penetrate into the bulk of the film so more representative
measurements of TE properties can be achieved, because of high capacitance of ionic
liquid, with lower gate voltage more counter ions can penetrate into the film and so
measurements can be done for higher charge-carrier concentration. Using OECTs to probe
the effect of counterion size on TE properties of CPs has several advantages; including (1)
direct control of charge carrier concentration by adjusting the gate voltage , (2) minimal
impact on disturbing the CP morphology relative to chemical doping and (3) the electron
affinity (EA) of anions becomes irrelevant in the doping process as the charge-carrier
concentration is controlled by the gate voltage. In this study we used UV-Vis-NIR
absorbance spectroelectrochemistry to probe polaron delocalization and ion penetration
into crystalline region versus amorphous region. Tuning the polaron delocalization by
varying the anion size can help us to gain a better understanding of charge transport in
doped CPs and potentially provide guidelines for improvement of thermoelectric power
factors.
5.2

Materials and device structure

In this study we selected 3 p-type polymers, Regiorandom P3HT (RRa-P3HT) and
regioregular P3HT (RR-P3HT) and PDPP-4T. RRa-P3HT and RR-P3HT are two wellknown and well-studied polymers with charge carrier mobilities that are different by
several orders of magnitude. Hole mobility of RR-P3HT can reach up to 0.1 cm2V-1s-1 vs.
the RRa-P3HT with hole mobilities in the range of 10-5 to 10-4 cm2V-1s-1.215,216 The other
key difference between these two polymers is their structure. RRa-P3HT forms a fully
amorphous structure vs. RR-P3HT shows a system of both crystalline and amorphous
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phases. This difference in morphology is apparent in the UV-Vis-NIR absorbance, Raman
spectra and GIWAXS measurements.216,254–256 PDPP-4T is a high mobility (1 cm2V-1s-1)
polymer with semi-crystalline structure.69,217,257,258 The structure of polymers are shown in
Figure 5.1.

Figure 5.1 Chemical structure of RR-P3HT, RRa-P3HT and PDPP-4T with their IE and
hole mobility.
As shown in Figure 5.2 (a), OECT device structure consists of source and drain
electrodes, gate electrodes, CP, and polymeric ionic liquid (PIL) as the gate dielectric. Here
we used poly(diallyldimethylammonium) as PIL with chloride as the smallest anion which
has been used as OECTs before and the chemical structure is shown in Figure 5.2 (b).259 X
can be replaced by another anion. A list of anions we used in this work is shown in Figure
5.2 (c-h). Here we are using chloride (Cl-) with radius 1.6 Å, tetrafluoroborate (BF4-) with
radius 2.6 Å, hexafluorophosphate (PF6-) with radius 2.9 Å, tetraphenylborate (BPh4-) with
radius 4.4 Å, tetrakis(4-fluorophenyl)borate (B(PhF)4-) with radius 7 Å, tetra(p-tolyl)borate
(B(PhMe)4-) with radius 7.1 Å, tetrakis(4-chlorophenyl)borate (B(PhCl)4-) with radius 7.9
Å, tetrakis(pentafluorophenyl)borate (B(PhF5)4-) with radius 7 Å and tetrakis[3,5bis(trifluoromethyl)phenyl]borate (B(Ph(CF3)2)4-) with radius 7.3 Å.260 All of the anions
here are bulky anions and they cover a range from 1.6 Å to 7.9 Å in radius. These selections
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of polymers with the anions allow us to systematically study the effect of anion size and
electrostatic charge of the anion on the polaron formation in the crystalline and amorphous
regions of polymers.

Figure 5.2 (a) Schematics of OECT device. (b) Chemical structure of PIL. (c-h) Chemical
structure of anions and their radii, Cl-, BF4-, PF6-, BPh4-, B(PhF)4-, B(PhCl)4-, B(PhMe)4-,
B(PhF5)4- and B(Ph(CF3)2)4-.

5.3

Absorbance spectroelectrochemistry

Here we used absorbance spectroelectrochemistry to probe the penetration of anion
from the electrolyte into amorphous and crystalline regions of the polymer film as potential
is applied. Using absorbance spectra, we also probe the polaron concentration with respect
to neutral peak of the polymer and polaron energy as a function of applied potential.
Absorbance spectroelectrochemistry of RRa-P3HT with 5 different anions is shown in
Figure 5.3. Surprisingly, the anions containing fluorine have a higher doping efficiency
observed in Figure 5.3 (b), (c) and (e).
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Figure 5.3 Absorbance spectroelectrochemistry of RRa-P3HT with different anions, (a)
Cl-, (b) BF4-, (c) PF6-, (d) BPh4- and (e) B(Ph(CF3)2)4-. Each color represents a different
applied potential with respect to reference electrode, Ag/Ag+. The dashed lines are showing
the part of data that has been cut out because of high absorbance of acetonitrile in those
regions.
Figure 5.4 showing the absorbance spectroelectrochemistry of RR-P3HT with Cl-,
BF4-, PF6-, BPh4- and B(Ph(CF3)2)4- anions. RR-P3HT has a strong absorbance shoulder at
about 600 nm indicating the crystalline region of the polymer. Similarly, as RRa-P3HT,
the anions with the fluorine atom in their structure had a higher doping efficiency.
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Figure 5.4 Absorbance spectroelectrochemistry of RR-P3HT with different anions, (a) Cl-,
(b) BF4-, (c) PF6-, (d) BPh4- and (e) B(Ph(CF3)2)4-. Each color represents a different applied
potential with respect to reference electrode, Ag/Ag+. The dashed lines are showing the
part of data that has been cut out because of high absorbance of acetonitrile in those regions.
To have a good comparison between the spectra, we find the ratio between the
polaron peak intensity to neutral absorbance peak of P3HT. Figure 5.5 shows the applied
potential (vs Ag/Ag+) vs polaron to neutral peak intensity ratio of RRa-P3HT and RRP3HT. As shown, anions containing fluorine have a much higher doping efficiency by
almost one order of magnitude. Between BF4-, PF6- and B(Ph(CF3)2)4-, smaller anions have
higher doping efficiency. To further see the effect of fluorine atoms in the doping efficiency
we will compare these results with B(PhCl)4-, B(PhMe)4-, B(PhF5)4- where we have Cl,
methyl group or 4 more fluorine atoms. As expected, for RRa-P3HT at about 400 mV the
polaron start to form which is 150 mV higher than for RR-P3HT. This is due to lower IE
of crystalline regions of RR-P3HT vs the amorphous regions of RRa-P3HT.
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Figure 5.5 Applied potential (vs Ag/Ag+) vs polaron to neutral peak of polymer for (a)
RRa-P3HT and (b) RR-P3HT for 5 anion, Cl-, BF4-, PF6-, BPh4- and B(Ph(CF3)2)4-.
Figure 5.6 shows the polaron absorbance region of RRa-P3HT and RR-P3HT. In
both polymers and at same polaron concentrations, the larger anion leads to a polaron with
its absorbance edge at lower energy. We suspect this is due to the smaller columbic
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interaction between the larger anion and the polaron which causes the polaron to be more
delocalized and show a lower absorbance energy.
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Figure 5.6 Absorbance spectroelectrochemistry of poloron absorbance region of (a,b) RRaP3HT and (c,d) RR-P3TH vs photon energy. (a,c) Showing the poloron absorbance for
concnetrioan of poloron to P3HT neutral peak around 0.1 and (b,d) concentraion of 1. In
both polymer Cl- and BPh4- couldn’t reach concetration of 1 even at 1200 mV.
To determine if the anion size affects the degree of anion penetration into the
crystalline region vs amorphous region, we looked at the absorbance region of RR-P3HT
neutral peak shown in Figure 5.7 (a) at 500 mV applied potential with respect to Ag/Ag+.
As indicated in Figure 5.7 (b) the larger anion shows a shift in the neutral state peak
position of RR-P3HT to lower energy. This lower energy absorbance may indicate that the
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larger anions could be selectively bleaching the higher-energy amorphous regions and
resulting in a peak shift towards lower energy.
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Figure 5.7 Absorbance spectroelectrochemistry of (a) RR-P3HT and (b) neutral peak of
P3HT absorbance region at 500 mV applied potentian with respect to Ag/Ag+.
5.4

Conclusion

By looking at the absorbance edge of polarons in spectroelectrochemical data from
various anions for both RR-P3HT and RRa-P3HT, we concluded that larger anions cause
the polarons to form at lower energies. Also, we concluded that fluorinated anions have
higher doping efficiency comparing to non-fluorinated anions. In absorbance spectrums of
RR-P3HT using larger anions, as anions penetrate into the film, the neutral peak intensity
of P3HT shifts towards the lower energies. These trends for larger anions suggest that they
prefer to enter the amorphous region earlier than crystalline region of P3HT due to their
size.
In summary, as expected, larger anions will have less columbic interaction with
polarons and lead to lower energy polaron, this causes the polaron to be more delocalized
and potentially improve the electrical conductivity. Similarly, larger anions prefer to
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penetrate and dope the amorphous region first which may also lead to a higher Seebeck
coefficient as charge careers at these higher energy states become more delocalized. More
experiments needed to be done to confirm this delocalization of polarons such as Raman
spectroelectrochemistry to look at the stretching modes on thiophenes and measuring
Seebeck coefficient in OECT devices.
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APPENDICES
APPENDIX 1. LabVIEW

In this section the LabVIEW codes for various setups is discussed.
First is LabVIEW code for IPES setup. This code was mainly a modification to the
main LabVIEW codes provides by the company for controlling the electron gun. The
modification was done to be able to count the sample current and PMT signal as the
electron gun energy is changing without disrupting the codes which run the electron gun
and ensure its safety parameters. The modified LabVIEW diagram is shown in Figure A1.1.
The block diagram was too large and complicated to be shown here.

Figure A1.1 LabVIEW diagram for IPES. (a) controlling the electron gun and (b) measured
figures from left to right PMT counts/Sample current, Sample current and PMT counts
all vs. energy of electron.
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Second is presented the LabVIEW code for the PV characterizing.

Figure A1.2 LabVIEW diagram for PV characterizing. (a) controlling the Keithley 2450
for voltage sweep and (b) block diagram of calculating FF and PCE and (c) block diagram
of initializing the Keithley and applying the voltage and measuring the current.
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Third is presented the LabVIEW code for the EQE measurements shown in Figure
A1.3. In this code first the light source is calibrated with a silicon and germanium
photodiode. First Lock-In-Amplifier, filter wheel and monochromator are initialized to
check for a good connection. Then the range and steps for changing the wavelength of
monochromator is selected. A text file containing the photodiode calibration should be
loaded to the program before the start. The code will export a file that should be used in
another LabVIEW code (Figure A1.3 (d)) to measure the EQE of the sample. The
parameter to measure EQE is similar to one for light source calibration.
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Figure A1.3 LabVIEW diagram for EQE measurement. (a) Controlling Lock-in-Amplifier,
filter wheel and monochromator to calibrate the light source using a photodiode. (b) and
(c) block diagram for part (a). (d) LabVIEW diagram for measuring EQE using the
calibration.

156

APPENDIX 2. Calculating Surface coverage using XPS

Adapted with permission from S. M. Park, A. Abtahi, A. M. Boehm, and K. R.
Graham, “Surface Ligands for Methylammonium Lead Iodide Films: Surface Coverage,
Energetics, and Photovoltaic Performance”, ACS Energy Lett. 2020, 5, 7, 2265. Copy right
© 2020 American Chemical Society.64
XPS can be used to estimate he surface coverage of a functional group or surface
ligand on a substrate using a substrate overlayer model.261 The substrate overlayer model
is used to convert XPS peak area ratios of one element form the overlay and from the
substrate into a fractional monolayer coverage based upon the surface ligand (overlayer)
structure.262–264 As shown in Equation (5.1), the ratio of XPS peak areas arising from the
𝑦

𝑥
overlayer (𝐼𝑂𝑉
) and the substrate (𝐼𝑆𝑢𝑏 ) are related to the fractional coverage (Φ) of the

overlayer, where the overlayer is the surface ligand layer and the substrate is MAPbI3.
𝑦

𝑥
Here, 𝐼𝑂𝑉
and 𝐼𝑆𝑢𝑏 correspond to XPS peaks from elements that are unique to the overlayer

or substrate, respectively.

𝑥
𝐼𝑂𝑣
𝑦

𝐼𝑆𝑢𝑏

𝑥
𝑆𝐹𝑥 𝜌𝑎,𝑂𝑣

= 𝑆𝐹𝑦

𝑦

𝜆𝑥
𝑂𝑣
𝑦

𝜌𝑎,𝑆𝑢𝑏 𝜆𝑆𝑢𝑏

𝑑
𝐶𝑜𝑠(𝛽)
𝜙 (1−exp[− 𝑥 𝑂𝑣
])
𝜆
𝐶𝑜𝑠(𝜃)
𝑂𝑣,𝑠𝑒𝑙𝑓
(𝑑

1−𝜙+𝜙 exp[− 𝑦𝑂𝑣
𝜆

+𝐷) 𝐶𝑜𝑠(𝛽)

𝑆𝑢𝑏,𝑂𝑣

𝐶𝑜𝑠(𝜃)

]

(5.1)

]

In equation (1), ρa,ix is the atomic density of an element (x or y) from the overlayer
(Ov) or substrate (Sub), λix is the attenuation length of an element x in an infinitely thick
layer i, SFx is the sensitivity factor of element x, dOv is the thickness of the layer from which
photoelectrons of element x are passing through, D is the thickness of the region where the
photoemitted electrons of interest in the overlayer are emitted from, λxOv,self is the
attenuation length of photoelectrons from element x passing through the overlayer itself,
λySub,Ov is the attenuation length of photoelectrons from element y passing through the
surface ligand layer with length of dOv+D, and the electron take-off angle (θ) is the angle
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between the detector and the substrate surface normal. β indicates the tilt angle of the ligand
with respect to the surface normal, which shortens dOv and D by their product with Cos(β).
Self-assembled monolayers (SAM) typically do not stand straight up and so a title angle,
β, is included.
For simplicity here we assume the surface ligand to be Octylphosphonic acid
(OPA) and substrate to be MAPbI3. By following the work done by Gao at. el.265 we can
approximate the ratio of atomic densities by assuming they bind to Pb atoms. We expect
that all ligands except for the ammonium containing ligands will indeed bind to Pb. In case
of a cubic crystal structure, Figure A2. (a), for each unit cell (3 iodide and 1 Pb) there will
be 1 ligand adsorption cite. As shown in Figure A2.1 (b) and (c), by assuming a tetragonal
crystal structure for MAPbI3 (100 and 001 face), for each unit cell there can be 2 Pb atoms
on the surface that can bind to 2 ligands (i.e., one ligand per Pb atom) at 100% coverage.
In each unit cell there are a total of 12 iodide atoms and for each PA containing ligand there
are 3 oxygen atoms (total of 6 oxygens for a unit cell).:

𝐶𝑢𝑏𝑖𝑐

𝑃𝑏𝐼2

:

𝑂
𝜌𝑎,𝑚𝑜𝑑𝑖𝑓𝑖𝑒𝑟
𝐼
𝜌𝑎,𝑀𝐴𝑃𝑏𝐼3

3
𝐴𝑟𝑒𝑎×𝑑𝑃𝐴 𝐶𝑜𝑠(𝛽)
3
𝐴𝑟𝑒𝑎×𝑎𝑐𝑢𝑏𝑖𝑐

=

𝜌𝑂
𝑀𝐴 𝑃𝑏 𝐼
𝑇𝑒𝑡𝑟𝑎𝑔𝑜𝑛𝑎𝑙1002 2 2 : 𝜌𝑎,𝑚𝑜𝑑𝑖𝑓𝑖𝑒𝑟
𝐼
𝑎,𝑀𝐴𝑃𝑏𝐼3

=

𝑂

𝑃𝑏 𝐼 𝜌
𝑇𝑒𝑡𝑟𝑎𝑔𝑜𝑛𝑎𝑙0012 4 : 𝜌𝑎,𝑚𝑜𝑑𝑖𝑓𝑖𝑒𝑟
𝐼
𝑎,𝑀𝐴𝑃𝑏𝐼3

=

=𝑑

(5.2)

𝑃𝐴 𝐶𝑜𝑠(𝛽)

6
𝐴𝑟𝑒𝑎×𝑑𝑃𝐴 𝐶𝑜𝑠(𝛽)
12
𝐴𝑟𝑒𝑎×√2 𝑎𝑐𝑢𝑏𝑖𝑐

6
𝐴𝑟𝑒𝑎×𝑑𝑃𝐴 𝐶𝑜𝑠(𝛽)
12
𝐴𝑟𝑒𝑎×2 𝑎𝑐𝑢𝑏𝑖𝑐

𝑎𝑐𝑢𝑏𝑖𝑐

=

√2 𝑎𝑐𝑢𝑏𝑖𝑐
2 𝑑𝑃𝐴 𝐶𝑜𝑠(𝛽)

=𝑑

𝑎𝑐𝑢𝑏𝑖𝑐

𝑃𝐴 𝐶𝑜𝑠(𝛽)

]

(5.3)

(5.4)

In these equations dPA is the length of phosphonic acid (PA) group, acubic is the
lattice unit cell length for a cubic MAPbI3 crystal structure, which equals 0.635 nm, and
Area is the cross sectional area of the particular plane for the unit cell. The details of the
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length of modifiers are shown in Figure S6 on average, we use a ratio of 0.9 𝑑

𝑎𝑐𝑢𝑏𝑖𝑐

.

𝑃𝐴 𝐶𝑜𝑠(𝛽)

Sensitivity factors for I 3d5/2 and O 1s are 6.206 and 0.711 respectively.264

Figure A2.1 (a) MAPbI3 cubic crystal structure with the (001) and (002) planes shown in
pink. MAPbI3 tetragonal crystal structure showing the (b) (100) and (4̅00) planes and (a)
the (001) and (004̅) planes. Pb atoms are shown in black, I in orange and MA molecule in
green. The indicated planes were used in surface coverage calculations.

The attenuation lengths can be approximated by equation (S4).266,267
𝜆 = 0.316 × 1012 (𝜌

𝐴

𝐦𝑁

)1/2 [

𝐸
𝐸
27

𝑍 0.45 (3+ln )

+ 4]

(5.5)

Where A is the atomic molar mass in g mol-1, ρm is mass density in kg m-3, N is
Avogadro’s number, Z is the total atomic number of the layer and E is kinetic energy of
the element of interest.
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We are probing the integrated intensity of the I 3d5/2 photoelectrons from MAPbI3
and the oxygen signal from the OPA ligand. The equation for calculating surface coverage
is shown below:
𝑑𝑂𝑐𝑡𝑦𝑙 𝐶𝑜𝑠(𝛽)

𝜆 𝐼𝐼

𝑂
𝐼𝑃𝐴

𝑀𝐴𝑃𝑏𝐼3

=

𝑆𝐹𝑂

𝑂
𝜌𝑎,𝑃𝐴

𝜙 (1−exp[− 𝑂
𝜆

𝜆𝑂
𝑃𝐴

𝐼
𝑆𝐹𝐼 𝜌𝑎,𝑀𝐴𝑃𝑏𝐼

3

𝑂𝑐𝑡𝑦𝑙 𝐶𝑜𝑠(𝜃)

𝜆𝐼𝑀𝐴𝑃𝑏𝐼

3

𝑑

])

𝐶𝑜𝑠(𝛽)

(5.6)

1−𝜙+𝜙 exp[− 𝐼𝑂𝑃𝐴
]
𝜆
𝐶𝑜𝑠(𝜃)
𝑂𝑃𝐴

The photoelectrons generated from O in the PA group are attenuated by λ OPA, and
photoelectrons from I generated in MAPbI3 are attenuated by λIMAPbI3. Oxygen’s signal is
further attenuated by passing through the octyl group with dOctylCos(β) thickness and
attenuation length of λOOctyl, and the iodide signal is attenuated by passing though OPA
with dOPACos(β) thickness. We note that this modeling is based on a flat surface and local
variations in surface roughness can result in deviations in the modeled vs. actual surface
coverage. The calculated IO/II ratios as a function of surface coverage of the OPA ligand is
displayed in Figure A2.2.
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Figure A2.2 (a) Calculated I0/II vs. surface coverage (Φ) for varying tilt angles (β) and takeoff angles (θ) for OPA.
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