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Abstract
We consider a two-machine open shop problem in which the job processing times are controllable and can be compressed while
incurring additional costs. We show that the problem of minimizing a linear compression cost function for a given upper bound
on the makespan can be solved in O(n) time. For the bicriteria problem of minimizing the makespan and compression cost, we
propose an O(n log n) algorithm that finds all breakpoints of the efficient frontier.
c© 2006 Elsevier B.V. All rights reserved.
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1. Introduction
We consider a two-machine open shop scheduling model with controllable processing times, which is a
generalization of the classical open shop model with fixed processing times. The problem can be stated as follows.
A set of jobs N = {1, . . . , n} has to be processed by machines A and B in an arbitrary order. A usual scheduling
requirement stipulates that a machine cannot process more than one job at a time, and a job is never processed on
more than one machine at a time. Job preemption is not allowed. For the two operations of each job j ∈ N that are
to be processed on machines A and B, there are given “normal” processing times a j and b j , respectively. Processing
times can be compressed at the expense of consuming additional resources. The compressed processing times a j and
b j cannot be less than the minimum processing times a j and b j , respectively, i.e.
a j ≤ a j ≤ a j and b j ≤ b j ≤ b j .
If the actual processing times a j and b j are determined for all the jobs j ∈ N , then the schedule that minimizes
the makespan can be found by the well-known O(n)-time algorithm due to Gonzalez and Sahni [6], and the optimal
value of the makespan is given by
Cmax = max
{∑
j∈N
a j ,
∑
j∈N
b j ,max
{
a j + b j | j ∈ N
}}
.
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Compressing job j may decrease the makespan, but it implies an increase in the cost incurred for consuming
additional resources. The compression cost K is expressed in terms of a penalty function, which depends on the unit
compression costs α j and β j , and the compression amounts x j = a j − a j and y j = b j − b j of the two operations of
job j on machines A and B:
K =
∑
j∈N
(
α j x j + β j y j
)
. (1)
The objective is to find the optimal compression amounts x j and y j , j ∈ N , in order to minimize the makespan Cmax
and the compression cost K .
Prior work in the area of scheduling with controllable processing times focused on single-stage systems; see,
e.g., the survey paper by Nowicki and Zdrzalka [16]. For shop models, it is known that the two-machine flow shop
problem is NP-hard (see [9,16]) and the two-machine open shop problem can be reduced to linear programming
(see [3]). Approximation and heuristic algorithms for flow shop and job shop problems with controllable processing
times were suggested in [4,7,10–12,14,15].
In this paper we consider the two-machine case of the open shop problem and study a single criterion problem of
minimizing the cost function K for a given threshold value of the makespan C , and a bicriteria problem of minimizing
K and Cmax simultaneously. Extending standard notation for scheduling problems [13], we denote the first problem
by O2|contr,Cmax ≤ C |K and the second one by O2|contr| (Cmax, K ).
We show in Section 2 that the single criterion problem can be solved in O(n) time. The properties of an optimal
schedule are studied in Section 3. Based on these properties, we develop in Section 4 an algorithm that solves the
bicriteria problem in O(n log n) time.
2. Single criterion problem
In this section we study the two-machine open shop problem O2|contr,Cmax ≤ C |K of minimizing the
compression cost function K under the constraint that Cmax ≤ C , where C is a given constant. We consider the
case that C ≥ C , where C is the smallest possible makespan achievable if all the jobs are fully compressed:
C = max
{∑
j∈N
a j ,
∑
j∈N
b j ,max
{
a j + b j | j ∈ N
}}
; (2)
otherwise the problem makes no sense.
The algorithm by Gonzalez and Sahni [6] constructs an optimal schedule in which each machine has at most one
idle interval within [0,Cmax]. In order to simplify the discussion, we introduce an artificial job n + 1 such that the
minimum processing times of both operations are equal to 0 and the maximum processing times are sufficiently large
an+1 = bn+1 = 0, an+1 = bn+1 =
n∑
j=1
(
a j + b j
)
,
so that job n + 1 can fill in an idle interval on each machine in any schedule achieving this at no cost:
αn+1 = βn+1 = 0.
Clearly, the problem with the artificial job n + 1 is equivalent to the original one and we can limit our search to
schedules that satisfy
n+1∑
j=1
a j =
n+1∑
j=1
b j = C. (3)
In what follows, we assume that N = {1, 2, . . . , n, n + 1}.
For the problem of minimizing the cost function K for a given value of the makespan C we introduce the following
linear programming formulation with variables u j = a j − a j and v j = b j − b j representing the decompression
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amounts of job j on machines A and B from the minimum processing times a j and b j :
LP(AB) : maximize
∑
j∈N
(
α ju j + β jv j
)
subject to
∑
j∈N
(
a j + u j
)
= C, (I)
∑
j∈N
(
b j + v j
)
= C, (II)
(
a j + u j
)
+
(
b j + v j
)
≤ C, j ∈ N , (III)
0 ≤ u j ≤ a j − a j , j ∈ N , (IV)
0 ≤ v j ≤ b j − b j , j ∈ N . (V)
Constraints (I) and (II) imply that the total load of each machine equals C , condition (III) guarantees that the total
processing time of any job is no larger than C , and inequalities (IV) and (V) indicate that the decompression of each
operation does not exceed its upper bound.
It is easy to see that ignoring constraint (III), problem LP(AB) can be decomposed into the following two
continuous knapsack problems:
LP(A) : maximize
∑
j∈N
α ju j
subject to
∑
j∈N
(
a j + u j
)
= C,
0 ≤ u j ≤ a j − a j , j ∈ N ,
LP(B) : maximize
∑
j∈N
β jv j
subject to
∑
j∈N
(
b j + v j
)
= C,
0 ≤ v j ≤ b j − b j , j ∈ N .
The solutions uA = (uA1 , . . . , uAn , uAn+1) and vB = (vB1 , . . . , vBn , vBn+1) to problems LP(A) and LP(B) can be
found by the O(n)-time algorithm due to Balas and Zemel [1]. Clearly, if uA and vB do not violate constraint (III),
then they determine the solution to problem LP(AB). Otherwise constraint (III) is violated for exactly one job, say
k, which is called critical. We show that in this case constraint (III) holds as an equality for job k in the solution to
problem LP(AB).
Theorem 1. If for the solutions uA and vB to problems LP(A) and LP(B) constraint (III) does not hold and k is a
job such that(
ak + uAk
)
+
(
bk + vBk
)
> C, (4)
then there exists a solution (u∗, v∗) = (u∗1, . . . , u∗n, u∗n+1, v∗1 , . . . , v∗n , v∗n+1) to problem LP(AB) that satisfies(
ak + u∗k
)+ (bk + v∗k ) = C. (5)
Proof. Suppose k is a critical job and solution (˜u, v˜) to problem LP(AB) satisfies the inequality(
ak + u˜k
)+ (bk + v˜k) < C.
We demonstrate that another solution (u∗, v∗) to problem LP(AB) exists for which (5) holds and the value of the
objective function F (u, v) =∑ j∈N (α ju j + β jv j ) of the maximization problem LP(AB) at the solution (u∗, v∗) is
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no less than that at the solution (˜u, v˜):
F
(
u∗, v∗
) ≥ F (˜u, v˜) . (6)
Consider a linear segment in R2n+2 given by (u (λ) , v (λ)) such that
u j (λ) = λu˜ j + (1− λ) uAj ,
v j (λ) = λv˜ j + (1− λ) vBj ,
j ∈ N , 0 ≤ λ ≤ 1. The end points (uA, vB) = (u (0) , v (0)) and (˜u, v˜) = (u (1) , v (1)) lie in different half-spaces
defined by the hyperplane
(
ak + uk
)+ (bk + vk) = C :(
ak + uk (0)
)+ (bk + vk (0)) > C,(
ak + uk (1)
)+ (bk + vk (1)) < C.
Hence there exists λ∗, 0 < λ∗ < 1, such that(
ak + uk
(
λ∗
))+ (bk + vk (λ∗)) = C.
Define (u∗, v∗) = (u (λ∗) , v (λ∗)). It is easy to verify that all the constraints (I)–(V) are satisfied for (u∗, v∗), and in
addition
F
(
u∗, v∗
) = λ∗F (˜u, v˜)+ (1− λ∗) F (uA, vB) .
Since (˜u, v˜) is the solution to the maximization problem LP(AB) while uA and vB are the solutions to the relaxed
problems LP(A) and LP(B),
F
(
uA, vB
)
≥ F (˜u, v˜) .
Hence (6) holds, and Theorem 1 is proved. 
Using the condition that
u˜k + v˜k < u∗k + v∗k < uAk + vAk ,
we formulate the following corollary that will be used in the next section to describe the structure of an optimal
schedule.
Corollary 2. For the solution (u∗, v∗) to problem LP ′(AB) defined in Theorem 1 neither
u∗k = 0, v∗k = 0 (both operations of job k are fully compressed),
nor
u∗k = ak − ak, v∗k = bk − bk (both operations of job k are fully decompressed).
It follows from Theorem 1 that, if for uA and vB condition (4) holds, then we can limit our search to schedules that
satisfy the equality(
ak + uk
)+ (bk + vk) = C (7)
in addition to the constraints of problem LP(AB).
We demonstrate that problem LP(AB) combined with (7) can be reduced to the following linear programming
problem defined for variables u j , v j , j ∈ N \ {k}:
LP ′(AB) : maximize
∑
j∈N\{k}
(
α′ju j + β ′jv j
)
subject to
∑
j∈N\{k}
(
a j + u j
)
+
∑
j∈N\{k}
(
b j + v j
)
= C, (I′)
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j∈N\{k}
(
a j + u j
)
≤ min {bk,C − ak} , (II′)
∑
j∈N\{k}
(
b j + v j
)
≤ min {ak,C − bk} , (III′)
0 ≤ u j ≤ a j − a j , j ∈ N \ {k} , (IV′)
0 ≤ v j ≤ b j − b j , j ∈ N \ {k} , (V′)
where the objective function coefficients are given by
α′j = α j + βk, β ′j = β j + αk, j ∈ N \ {k} . (8)
Having found the solution to LP ′(AB), the optimal values of uk and vk are determined from the formulae:
uk =
∑
j∈N\{k}
(
b j + v j
)
− ak, (9)
vk =
∑
j∈N\{k}
(
a j + u j
)
− bk . (10)
Theorem 3. Linear programming problem LP(AB) combined with (7) is equivalent to the linear programming
problem LP ′(AB) combined with (9) and (10).
Proof. It is easy to verify that the objective function coefficients α′j and β ′j of problem LP ′(AB) are obtained by
substituting (9) and (10) in the objective function of problem LP(AB) and removing the constant terms.
To show that the constraints of the two problems are equivalent we prove that (I)–(V) together with (7) imply
(I′)–(V′) together with (9) and (10) and vice versa.
1. (I)–(V) and (7) imply (I′)–(V′) and (9)–(10).
Constraint (9) can be obtained by subtracting (7) from (II), while (10) can be obtained by subtracting (7) from (I).
Constraint (I′) is the sum of (I) and (II) minus (7).
Constraint (II′) follows from the following two relations:
– the difference of (I) minus (7) combined with the upper bound vk ≤ bk − bk from (V),
– equality (I) combined with the lower bound uk ≥ 0 from (IV).
Similarly, constraint (III′) follows from the following two relations:
– the difference of (II) minus (7) combined with the upper bound uk ≤ ak − ak from (IV),
– equality (II) combined with the lower bound vk ≥ 0 from (V).
Box inequalities (IV′), (V′) are the same as (IV), (V) for j ∈ N \ {k}.
2. (I′)–(V′) and (9)–(10) imply (I)–(V) and (7).
Constraint (7) can be obtained by adding (I′), (9) and (10).
Constraint (I) is the sum of (I′) and (9), while (II) is the sum of (I′) and (10).
For j ∈ N \ {k}, inequality (III) is dominated by (I′).
For j = k, inequality (III) reduces to (7).
For j ∈ N \ {k}, box inequalities (IV)–(V) and (IV′)–(V′) are the same.
For j = k, the lower bound of (IV) follows from (9) + (I′) combined with (II′) and the upper bound of (IV) follows
from (9) and (III′).
Finally, for j = k, the lower bound of (V) follows from (10) + (I′) combined with (III′) and the upper bound of (V)
follows from (10) and (II′).
Theorem 3 is proved. 
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Problem LP ′(AB) is known as the continuous generalized upper bound resource allocation problem, which
is solvable in O(n) time [8]. Thus our original problem LP(AB) reduces to solving LP(A) and LP(B) and, if
necessary, LP ′(AB). Summarizing, we can formulate the solution algorithm as follows.
Algorithm ‘Optimum Processing Times’
Step 1. Find solutions uA, vB to problems LP(A), LP(B).
Step 2. If uA and vB satisfy constraint (III), then return u∗ = uA, v∗ = vB .
Step 3. Else determine a critical job k, formulate LP ′(AB) and find its solution u′j , v′j , j ∈ N \ {k}. Use (9) and (10)
to obtain u′k, v′k and return u∗ = u′, v∗ = v′.
Since Steps 1 and 3 involve two O(n) algorithms from [1,8] and Step 2 verifies n+1 inequalities, the running time
of the above algorithm is O(n).
3. The properties of an optimal schedule
In this section we study the properties of an optimal schedule for problem O2|contr, Cmax ≤ C |K . Based on these
properties, we design an efficient algorithm for solving the bicriteria problem O2|contr| (Cmax, K ) in the following
section.
It is known [8] that the constraints of problems LP(A), LP(B) and LP ′(AB) are submodular and each problem
can be solved by a greedy algorithm (see, e.g., [5]). The algorithm starts with zero values of all the variables u j ,
v j , j ∈ N . In each iteration, it selects the ‘most profitable variable’ that corresponds to the largest coefficient in the
objective function and increases it by the maximum amount so that none of the constraints is violated. The process
continues with the variable corresponding to the next largest coefficient, etc.
We distinguish between two types of optimal schedules depending on whether or not a critical job exists. A schedule
of Type 1 does not possess a critical job and can be found by solving problems LP(A) and LP(B); a schedule of
Type 2 has a critical job and can be found by solving problem LP ′(AB).
Consider an optimal schedule of Type 1. Problem LP(A) deals with the operations on machine A. In accordance
with the greedy approach, they are considered in the order
αi1 ≥ αi2 ≥ · · · ≥ αin ≥ αin+1 = 0, (11)
and are decompressed one by one by the maximum amount without violating any of the constraints of LP(A).
Similarly, for LP(B), the operations on machine B are considered in the order
β j1 ≥ β j2 ≥ · · · ≥ β jn ≥ β jn+1 = 0, (12)
and are decompressed one by one by the maximum amount without violating any of the constraints of LP(B).
In the resulting schedule, the operations with the maximum compression costs on machines A and B are fully
decompressed, the operations with the smallest costs are fully compressed, and on each machine one operation at
most is partially compressed. Using the sequences (11) and (12) for machines A and B, respectively, we specify the
compressed and decompressed operations as follows:
Type 1 schedule
Machine A: i1, i2, . . . , i`−1 , i`, i`+1, . . . , in, in+1,
decompressed (partially)
compressed
compressed
Machine B: j1, j2, . . . , jm−1 , jm, jm+1, . . . , jn, jn+1,
decompressed (partially)
compressed
compressed
where `,m ≥ 1. Observe that if ` = 1 or m = 1, then the set of fully decompressed operations is empty for the
corresponding machine.
Consider now an optimal schedule of Type 2 corresponding to problem LP ′(AB) to which we pass when a com-
bination of the optimal solutions to problems LP(A) and LP(B) provides an infeasible solution to LP(AB) with a
critical job k. As with the greedy approach, the largest decompression amounts are found by considering operations
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of the jobs from N \ {k} one by one in non-increasing order of the coefficients α′j and β ′j . Due to (8), in the resulting
schedule, the jobs from the set N \ {k} with the maximum costs α j and β j are fully decompressed, the jobs with
the smallest costs are fully compressed, and on each machine one job at most from N \ {k} is partially compressed.
Observe that the optimal decompression amounts of the two operations of job k are determined from (9)–(10) after
the greedy algorithm terminates. As with Corollary 2, the two operations of job k cannot be fully compressed or fully
decompressed simultaneously. Hence, the three possible cases representing the structure of an optimal schedule of
Type 2 can be described as follows:
Type 2(a) schedule
A: i1, i2, . . . , i`−1 , i` = k, i`+1, . . . , i`+q , i`+q+1, i`+q+2, . . . , in, in+1,
decompressed (partially)
compressed
decompressed (partially)
compressed
compressed
B: j1, j2, . . . , jm−1 , jm = k, jm+1, . . . , jm+r , jm+r+1, jm+r+2, . . . , jn, jn+1,
decompressed (partially)
compressed
decompressed (partially)
compressed
compressed
Type 2(b) schedule
A: i1, i2, . . . , i`−1 , i` 6= k, i`+1, . . . , in+1,
decompressed (partially)
compressed
compressed
B: j1, . . . , jm−1 , jm = k, jm+1, . . . , jm+r , jm+r+1, jm+r+2, . . . , jn+1,
decompressed (partially)
compressed
decompressed (partially)
compressed
compressed
Type 2(c) schedule
A: i1, . . . , i`−1 , i` = k, i`+1, . . . , i`+q , i`+q+1, i`+q+2, . . . , in+1,
decompressed (partially)
compressed
decompressed (partially)
compressed
compressed
B: j1, j2, . . . , jm−1 , jm 6= k, jm+1, . . . , jn+1,
decompressed (partially)
compressed
compressed
where `,m ≥ 1 and q, r ≥ 0. Observe that if q = r = 0, then a schedule of Type 2(a) has a structure similar to
that of Type 1. In a schedule of Type 2(b), the operation of job k on machine A is either fully compressed or fully
decompressed. Similarly, in a schedule of Type 2(c), the operation of job k on machine B is either fully compressed
or fully decompressed.
We assume that in the schedule of Type 2(b) i` 6= k; otherwise it is equivalent to a schedule of Type 2(a) with
q = 0. Similarly, in the schedule of Type 2(c) jm 6= k; otherwise it is equivalent to a schedule of Type 2(a) with r = 0.
4. Bicriteria problem
Consider the bicriteria problem O2|contr| (Cmax, K ) of minimizing Cmax and K simultaneously. A solution to a
bicriteria problem is the set of Pareto optimal points in the (C, K )-space, where C = Cmax denotes the makespan
and K is the compression cost function (1). A schedule S′ is called Pareto optimal if there exists no schedule S′′ such
that C(S′′) ≤ C(S′) and K (S′′) ≤ K (S′), where at least one of these relations holds as a strict inequality. The set
of Pareto optimal points is given by the break-points of the so-called efficient frontier; see [17] for definitions and a
state-of-the-art survey of multicriteria scheduling.
We start with compressing all operations to their minimum processing times a j and b j , j ∈ N , and finding
the first Pareto optimal point
(
C0, K 0
)
with the smallest makespan C0 = C given by (2). In general, in an
optimal schedule some jobs can be decompressed without increasing the makespan. The optimal decompression
amounts u j , v j that minimize the compression cost K can be found in O(n) time by applying algorithm ‘Optimum
Processing Times’ from Section 2 to a single-criterion problem O2|contr,Cmax ≤ C0|K . Denote the found
schedule by S0, optimal decompression amounts by u0j and v
0
j , j ∈ N , and determine the compression cost
K 0 =∑ j∈N (α j (a j − a j − u0j)+ β j (b j − b j − v0j)). Observe that the structure of that schedule can be of Type 1
or Type 2 (a–c).
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Consider now the problem O2|contr,Cmax ≤ C ′|K with a larger makespan value C ′ > C0. Let S′ be the
corresponding optimal schedule. Both schedules S′ and S0 can be constructed by a greedy approach described in
Section 3 so that decompression amounts of all the operations in S′ are no smaller than those in S0 and at least one
pair of operations i, j is decompressed further on machines A and B, respectively. Depending on the type of schedule
S0, this pair of operations is given by
(i, j) =

(i`, jm) , if S0 is of Type 1, 2(b) or 2(c),(
i`+q+1, jm
)
, if S0 is of Type 2(a) and α′i`+q+1 ≥ β ′jm+r+1 ,
(i`, jm+r+1) , if S0 is of Type 2(a) and α′i`+q+1 < β
′
jm+r+1 ,
(13)
where α′i`+q+1 and β
′
jm+r+1 represent the combined costs defined by (8):
α′i`+q+1 = αi`+q+1 + β jm ,
β ′jm+r+1 = β jm+r+1 + αi` .
It follows that given the initial Pareto optimal point
(
C0, K 0
)
, the next break-point of the efficient frontier
(
C1, K 1
)
can be found by decompressing the operations i and j specified by (13) on machines A and B. Due to (3), in both
schedules S0 and S1 machines A and B are permanently busy in the time intervals
[
0,C0
]
and
[
0,C1
]
, respectively,
so that a transition from S0 to S1 is performed by decompressing operations i and j by the same amount z:
u1i = u0i + z,
v1j = v0j + z,
with the makespan increasing by z:
C1 = C0 + z.
This guarantees that for schedule S1 condition (3) remains satisfied.
In what follows we consider problem LP(AB) and determine the largest possible decompression amount z such
that constraints (I)–(V) are observed. Note that due to the equivalence of problems LP(AB) and LP ′(AB) in the
presence of a critical job (which is characterized by (7) or (9)–(10)), the same formula for z guarantees that the
constraints of problem LP ′(AB) are satisfied as well.
Constraints (I)–(II) hold for S1 due to the observation that (3) remains satisfied.
Constraints (IV)–(V) are satisfied if
0 ≤ u0i + z ≤ ai − ai ,
0 ≤ v0j + z ≤ b j − b j ,
or equivalently,
z ≤ min
{
ai −
(
ai + u0i
)
, b j −
(
b j + v0j
)}
.
The decompression of operations i , j does not cause violation of constraint (III) if these operations correspond to
different jobs. Otherwise, e.g., if i = j , only one constraint from (III) is affected, namely(
ai + u0i + z
)
+
(
bi + v0i + z
)
≤ C0 + z,
which gives an additional upper bound on the decompression amount z:
z ≤ C0 −
((
ai + u0i
)
+
(
bi + v0i
))
.
Summarizing, we conclude that as the processing times of operations i and j grow, the structure of the
corresponding schedule may change, and the situation that such a change takes place determines the next break-point
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of the efficient frontier. A possible structural change occurs for
z =
min
{
ai −
(
ai + u0i
)
, b j −
(
b j + v0j
)}
, if i 6= j,
min
{
ai −
(
ai + u0i
)
, bi −
(
bi + v0i
)
,C0 −
((
ai + u0i
)
+
(
bi + v0i
))}
, if i = j,
(14)
and it is associated with one of the following three events:
Event 1: an operation of a non-critical job becomes fully decompressed;
Event 2: an operation of a critical job becomes fully decompressed;
Event 3: in a schedule without a critical job, a decompressible job becomes critical.
Event 1 may happen for a schedule of any type. As a result, the schedule type does not change but a new operation
replaces i or j for further decompression.
Event 2 may happen for any Type 2 schedule, so that a schedule of Type 2(a) is transformed into Type 2(b) or 2(c),
while a schedule of Type 2(b) or 2(c) is transformed into Type 1.
Finally, Event 3 may occur only for a schedule of Type 1 if the operations of the same job i = j are being
decompressed. The resulting schedule can be of Type 2(a), 2(b) or 2(c).
This structural change corresponds to a new break-point
(
C1, K 1
)
for which a pair of decompressible operations
i , j should be updated. Since the structure of the resulting schedule S1 is of Type 1 or Type 2, we can proceed in a
similar way constructing the subsequent break-points
(
C2, K 2
)
, . . . , (Cg, K g) that satisfy
C0 < C1 < C2 < · · · < Cg,
K 0 > K 1 > K 2 > · · · > K g = 0.
The algorithm that performs the transition from one break-point to another can be formulated as follows.
Algorithm ‘Transition from (Ch, K h) to (Ch+1, K h+1)’
Given: Pareto optimal point
(
Ch, K h
)
and the corresponding schedule Sh of Type 1 or Type 2 with actual processing
times a j , b j , j ∈ N .
Step 1. Select a pair of jobs i , j to be decompressed on machines A, B in accordance with (13) considering schedule
Sh instead of S0.
Step 2. Determine the decompression amount z
z =
min
{
ai − ai , b j − b j
}
, if i 6= j,
min
{
ai − ai , bi − bi ,Ch − (ai + bi )
}
, otherwise,
and decompress job i on machine A and job j on machine B:
ai := ai + z, b j := b j + z.
Step 3. Set Ch+1 := Ch+z, K h+1 := K h−(αi + β j ) z, h := h+1 and update i`, i`+q+1, jm and jm+r+1, if required.
All the steps of the algorithm require O (1) time, given the job orders (11) and (12). Each time one operation on
machine A or B becomes fully decompressed or one of the n jobs becomes critical. Thus the total number of break-
points does not exceed 3n + 1. Taking into account that job orders (11) and (12) can be found in O(n log n) time, the
overall time complexity of constructing all the break-points of the efficient frontier is O(n log n).
5. Conclusions
We presented the O(n)-time algorithm for solving the single criterion open shop problem with controllable
processing times and the O(n log n)-time algorithm for its bicriteria counterpart.
The single criterion problem O2|contr,Cmax ≤ d|∑(α j x j + β j y j ) is closely related to the late-work problem
O2‖∑(α j X j + β jY j ) studied in [2]. In the latter problem, the jobs have fixed (uncontrollable) processing times
and a common due date d . The late work of a job j is defined as the amount of work X j and Y j executed on the two
machines after the due date d . The objective is to minimize the total late work
∑n
j=1(α j X j + β jY j ). Observe that in
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the late-work model [2] the late parts X j and Y j of the two operations of job j are included in a schedule, while in the
model with controllable processing times studied in the current paper the two operations of job j are compressed by
the amounts x j and y j so that the corresponding parts of lengths x j and y j are not included in a schedule.
It was shown in [2] that in the case of unit penalties α j = β j = 1, j = 1, . . . , n, the late-work problem is solvable
in O(n) time, while in the case of arbitrary penalties it is NP-hard.
Another relevant problem is the open shop problem with controllable machine speeds, for which varying the speed
of a machine causes the processing times of all operations on that machine to change by the same factor. As shown
in [19], the latter problem is solvable in O(n) time.
Observe that in the case of a flow shop, the two-machine problem with controllable processing times is NP-hard [9,
16]; its counterpart with total late work is NP-hard as well, even in the case of unit penalties α j = β j = 1, while the
two-machine problem with controllable machine speeds is solvable in O(n log n) time [18].
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