The branching fractions of D ± s meson decays serve to normalize many measurements of processes involving charm quarks. Using 298 pb −1 of e + e − collisions recorded at a center of mass energy of 4.17 GeV, we determine absolute branching fractions for eight D ± s decays with a double tag technique. In particular we determine the branching fraction B(D 
The branching fractions of D ± s meson decays serve to normalize many measurements of processes involving charm quarks. Using 298 pb −1 of e + e − collisions recorded at a center of mass energy of 4.17 GeV, we determine absolute branching fractions for eight D chain demands that the relevant normalizing branching fractions be known precisely to reduce systematic uncertainties. Most D + s branching fractions are presently obtained by combining measurements of ratios with a single absolute branching fraction of one decay mode, thus introducing strong correlations and compounding uncertainties. In this Letter we present the first simultaneous high-statistics determination of multiple D + s absolute branching fractions, using a technique with significantly different systematic uncertainties from pre-vious branching fraction measurements, which results in precision better than current world averages by a factor of two. The eight decays considered in this analysis are D 
where y i and y are the ST yields and y i is the DT yield. Using ǫ i , ǫ, and ǫ i from Monte Carlo simulations, we can solve for the branching fractions and N D * s D s :
In practice, to maximize the statistical power of the analysis, the parameters N D * s D s and B i are simultaneously optimized using a maximum likelihood fit to the observed yields, where the ST yields use Gaussian likelihood functions and the considerably smaller DT yields use Poisson likelihood functions. The statistical properties of the fit were checked with pseudoexperiments.
The CLEO-c detector is a modification of the CLEO III detector [9, 10, 11, 12] . The silicon strip vertex detector was replaced by a six layer vertex drift chamber. The charged particle tracking system, consisting of the vertex chamber and a 47-layer central drift chamber, operates in an axial 1 T magnetic field, and provides a momentum resolution σ p /p ∼ 0.6% at p = 1 GeV/c for tracks traversing every layer. Photons are detected in an electromagnetic calorimeter consisting of 7784 CsI(Tl) crystals, which achieves an energy resolution σ E /E ∼ 5% at 100 MeV. Two particle identification (PID) systems are used to distinguish charged kaons and pions: the central drift chamber, which provides specific ionization measurements (dE/dx), and, surrounding this chamber, a cylindrical Ring Imaging Cherenkov (RICH) detector. The combined PID system achieves π ± and K ± identification efficiency exceeding 85% with fake rates less than 5% over the kinematic range of interest [13] . The detector response is modeled with a detailed geant-based [14] Monte Carlo simulation, with initial particle trajectories generated by evtgen [15] and final state radiation produced by photos [16] . The initial state radiation spectrum is modeled using cross-sections for D * s D s production at lower energies determined during a CLEO-c scan of this region [7] .
Charged tracks are required to be well-reconstructed and, except for K 0 S daughters, to be consistent with originating at the interaction point. The initial selection requires track momentum > 50 MeV/c. Candidate K ± and π ± tracks are chosen using dE/dx and RICH information, using the same criteria as the CLEO-c D 0 /D + absolute branching fraction analysis [13] . Charged kaons must have momentum above 125 MeV/c. Neutral kaon candidates are reconstructed in the K 0 S → π + π − decay. The two pions have no PID requirements, and a vertex fit is done to allow for the K 0 S flight distance. The pion pair is required to have an invariant mass within 6.3 MeV/c 2 of the nominal K 0 S mass. We form π 0 and η candidates using pairs of isolated electromagnetic showers, keeping combinations within three standard deviations of the nominal masses; for further use a kinematic fit constrains the candidates to the nominal mass. Candidate η ′ mesons are reconstructed by combining η candidates with π + π − pairs; the pions are subject to the standard pion PID requirements, and the reconstructed η ′ mass must be within 10 MeV/c 2 of the nominal value.
We use several samples of simulated events to obtain efficiencies, study background shapes, and cross-check the analysis. A "generic" decay models a physical D s decaying into any of its final states; the branching fractions and intermediate resonant components used for various final states are motivated by Particle Data Group (PDG) averages [8] . A "signal" decay is one in which the simulated D s always decays to a final state of interest, with the same ratio of resonant components as in generic decays. We obtain efficiencies from samples with either one signal and one generic decay (ST modes) or two signal decays (DT modes 
where ( ple, in our Monte Carlo the final state Systematic uncertainties for the simulation of track, K 0 S , π 0 , and η reconstruction and PID efficiencies are determined using partial versus full reconstruction of events in CLEO-c's ψ(2S ) and ψ(3770) datasets; the methods are shared with the D 0 /D + branching fraction analysis [13] . Tracking efficiencies are verified using ψ(3770) → DD events for π ± and K ± , and using ψ(2S ) → π + π − J/ψ for π ± . Good agreement is found, and an uncertainty of 0.3% per track is used, correlated among all tracks, with an additional uncertainty of 0.6% per kaon added in quadrature. Systematic effects in the PID efficiency are studied using ψ(3770) → DD events; in general data has slightly lower efficiency than the simulations and corrections are applied. Because the corrections are momentum-dependent this is also affected by the uncertainty on the intermediate resonant states. The corrections applied range from (−0.2 ± 0.2)% for π + η to (−3.7 ± 1.4)% for
Neutral kaon efficiencies are verified using DD events and the D + s → K 0 S K + mode; a systematic uncertainty of 1.9% per K 0 S candidate is used. The π 0 efficiency is checked with ψ(2S ) → π 0 π 0 J/ψ decays, and the η efficiency with ψ(2S ) → ηJ/ψ events. In both cases there are discrepancies between data and the simulation, and relative corrections of (−3.9 ± 2.0)% per π 0 and (−5.7 ± 4.0)% per η are applied. The nominal signal lineshapes used in the ST yield fits are derived from the simulation, and the backgrounds are either linear or quadratic. We determine systematic uncertainties in the yields by relaxing each assumption separately: the mass resolution is allowed to vary by an overall scale factor, and the background is parameterized by a second-order polynomial if the nominal fit uses a linear one, or vice versa. The size of the resulting excursions vary from 0.2% (
for background shape and 0.1% (K 0 S K + ) to 10.3% (π + η) for width. The efficiency for a reconstructed DT event to lie in the signal region depends on the mass resolutions for both candidates. Errors in modeling the resolution will thus cause errors in the DT efficiency which are correlated with the ST signal lineshape uncertainties. To estimate this effect we use the best fit results from the ST width check to determine the changes expected in the DT efficiency. The difference due to each decay mode is taken as a systematic uncertainty competely correlated with the corresponding ST uncertainty. The range of these effects is 0-8%.
In addition, we consider mode-dependent systematic uncertainties arising from our modeling of average D * s D s event multiplicity and detector noise (0-3%), the final state radiation spectrum generated by photos (0.2-1.2%), and our simulation of initial state radiation (0-0.8%).
Peaking backgrounds in ST events are found to be negligible compared to the size of the background shape uncertainties. Very small crossfeeds (of order 0.5% or less) are expected between various DT modes and are included in the fit; peaking DT backgrounds from other sources mostly arise from D * D * reflections and are again found to be negligible. Systematic uncertainties are propagated to the final results by altering fit inputs (efficiencies and yields) with appropriate correlations and noting the variations in the results. The analysis was validated on a simulated generic sample of open 
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We have separate yields and efficiencies for D . Most systematic uncertainties cancel in this ratio; the ones that remain are due to charge dependence in tracking and PID, and the dependence of the ST yields on the signal lineshape and background parametrization. The obtained branching fractions, branching ratios, and CP asymmetries are shown in Table I . The values we obtain are consistent with the world averages [8] and significantly more precise than any previous absolute measurements of D s branching fractions. This is also the first result where all eight modes are measured simultaneously; the PDG fit combines many disparate branching ratio results. No significant CP asymmetries are observed. We additionally obtain the number of D * s D s events N D * s D s = (2.93 ± 0.14 ± 0.06) × 10 5 , which gives σ D * s D s (4.17 GeV) = (0.983 ± 0.046 ± 0.021 ± 0.010) nb; in order, the uncertainties are statistical, systematic due to this measurement, and for the cross-section, systematic due to luminosity measurement [13] . The cross-section is consistent with earlier CLEO-c results obtained via a scan of this energy region [7] .
A quantity conventionally termed B(D Table II. operationally it is measured by making kinematic selections on the kaon pair in D + s → K − K + π + events and assuming a pure φ → K − K + signal. However, the Dalitz plot for this mode shows the presence of a significant broad scalar component under the φ peak, whose contribution to the observed yield varies from less than 5% to over 10% depending on the φ candidate selection criteria. Figure 3 shows + ) is ill-defined at this level of precision without a full amplitude analysis, we do not report it. We instead provide partial branching fractions for windows centered on the φ mass which do not assume a specific resonant composition of the decay.
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