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1. INTRODUCTION 
Th is  paper  is concerned  w i th  the existence of solutions for the boundary  mul t iva lued prob lem 
wi th  impuls ive effects as 
y'(t) eF(t,y(t)) ,  tC J=[0 ,  T], t• tk ,  k=l , . . . ,m,  
y (t~+) =I~ (y (t;)), k=l, ,~, 
L(y(0), y(T)) = 0, 
(i) 
(2) 
(3) 
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where F : J × ~ ---* 2 ~ is a compact convex valued multivalued map and L : ]~2 _~ 1~ is a 
single-valued map, 0 = t0 < tl < .. .  < t,~ < tm+l = T, Ik E C(]~,]~) (k = 1,2 . . . .  ,m), are 
bounded, and y(t-~) and y(t +) represent the left and right limits of y(t) at t = t~, respectively. 
The method of upper and lower solutions has been successfully applied to study the existence 
of multiple solutions for initial and boundary value problems of first-order impulsive differential 
inclusions with nonlinear boundary conditions. This method has been used only in the context of 
single-valued impulsive differential equations. We refer to the monographs by Lakshmikantham 
et al. [1] and Samoilenko and Perestyuk [2] and of papers by Cabada and Liz [3], Frigon and 
O'Regan [4], Liu [5,6], and Liz and Nieto [7]. Very recently, this method was applied for impulsive 
initial and boundary value problems for differential inclusions by Benchohra and Boucherif [8] 
and Benchohra et al. [9]. Let us mention that other methods like the nonlinear alternative, 
such as in the papers of Benchohra and Boucherif [10,11], Frigon and O'Regan [12], and the 
topological transversality theorem in Erbe and Krawcewicz [13], have been used to analyze first- 
and second-order impulsive differential inclusions. 
This paper will be divided into three sections. In Section 2, we will recall briefly some basic 
definitions and preliminary facts which will be used throughout Section 3. In Section 3, we shall 
establish an existence theorem for (1)-(3). The result of the present paper generalizes to the 
multivalued case some results from the papers by Liz [14] and Cabada and Liz [3], and also 
extends to the impulse case certain results in the paper by Benchohra and Ntouyas [15]. Our 
approach is based on a combination of a fixed-point heorem for condensing multivalued maps 
due to Martelli [16] with the concept of lower and upper solutions. 
2. PREL IMINARIES  
In this section, we introduce notations, definitions, and preliminary facts which are used 
throughout he paper. Let I be an open real interval. AC(I,  ]~) is the space of absolutely 
continuous functions y : I --+ JR. The condition 
y < ?7 if and only if y(t) < y(t), for all t E I ,  
defines a partial ordering in AC(I, ~). If a, ~ e AC(I, 1~) and a < ~, we denote 
= {y e < y(t) < Z(t)}. 
C([0,T] ,~) is the Banach space of all continuous functions from [0,T] into ~ with the norm 
Ilyll = sup{ly(t)l  : 0 < t < T}. 
L I ( J ,~)  denotes the Banaeh space of functions y : J ~ E which are Lebesgue integrable and 
normed by 
T P 
IlyllL1 = ]0 ly(t)l dt. 
Let (X, t '  ]) be a Banach space. A multivalued map G : X ~ 2 X has convex (closed) values if 
G(x) is convex (closed) for all x E X. G is bounded on bounded sets if a(B) is bounded in X 
for each bounded set B of X (i.e., supzeB{sup{ly[ : y e G(x)}} < ce). 
G is called upper semicontinuous (u.s.c.) on X if for each x0 E X the set G(xo) is a nonempty, 
closed subset of X, and if for each open set N of X containing G(xo), there exists an open 
neighbourhood M of x0 such that G(M) C N. G is said to be completely continuous if G(B) is 
relatively compact for every bounded subset B C X. 
If the multivalued G is completely continuous with nonempty compact values, then G is u.s.c. 
if and only if G has a closed graph (i.e., x~ > x,, y~ ~ y., y~ C G(x~) imply y. e G(x.)). 
G has a fixed point if there is x C X such that x E G(x). 
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In the following, CC(]R) denotes the set of all nonempty compact, convex subsets of ~. 
A multivalued map G : g ---4 CC(]R) is said to be measurable, if for each x E R, the function 
Y : g - -~ R defined by 
Y(t)  = d(x, G(t)) = inf{Ix - z l :  z E G(t)} 
is measurable. For more details on multivalued maps, see the books of Deimling [17] and Hu and 
Papageorgiou [18]. 
An upper semicontinuous map G : R ~ 2 e is said to be condensing [19] if for any bounded 
subset B _C X with a(B)  ¢ 0, we have a(G(B)) < a(B), where a denotes the Kuratowski 
measure of noncompactness [19]. 
We remark that a completely continuous multivalued map is the easiest example of a condensing 
map. 
DEFINITION 2.1. A multivalued map F : J x R ---+ 2 ~ is said to be L1-Carath&odory if 
(i) t , -  > F(t, y) is measurable for each y E ]~; 
(ii) y ~-* F(t, y) is upper semicontinuous for almost all t E J; 
(iii) for each q > O, there exists Cq E L I ( J ,N+) such that 
I I F ( t ,y ) l l=sup{ Iv l :vEF( t ,y )}  <¢q(t) ,  fo ra11[y l<_qandfora lmosta l l te J .  
In order to define the solution of (1)-(3), we shall consider the following spaces: 
Ft = {y :  [0, T] ---* ~ : Yk E C(Jk, R), k -= 0 , . . . ,  rn, and there exist 
y( tk )  and y( t+) ,  k= 1 , . . . ,m,  with Y( tk )  ----y(t+)}, 
which is a Banach space with the norm 
Ilylla -- max{llYkll~, k = 0 , . . .  ,~} ,  
where Yk is the restriction of y to Jk =[tk,  tk+l], and ]lYI]k = suptEj~ ly(t)l, k = 0,...,  m. 
Let us start by defining what we mean by a solution of problem (1)-(3). 
DEFINITION 2.2. A fimction y E ~2 n AC((tk,tk+~),lR), k = 0, . . .  ,m, is said to be ~ solution 
of (1)-(3) if y satis~es the inclusion y'(t) E F(t, y(t)) a.e. on J -  {t l , . . . ,  tm} and the conditions 
y(t +) = Ik(y(t-~)), k = 1 , . . . ,  m, and L(y(O), y(T)) = O. 
For any y E f~, we define the set 
SF, y = {v e LI( J , ]R):  v(t) e F(t ,y(t ) )  for a.e. t E J} .  
The following concept of lower and upper solutions for (1)-(3) was introduced by Benchohra nd 
Boucherif [8] for initial value problems for impulsive differential inclusions of first order. These 
will the basic tools in the approach that follows. 
DEFINITION 2.3. A function a E AC((tk , tk+l) ,R) ,  k = 0, . . .  ,m is said to be a lower solution 
of (I)-(3) if there exists vl e nl( J , l~) such that vl(t) e F(t, a(t)) a.e. on J, a'(t) < vt(t) a.e. 
on J, a(t +) <_ Ik(a( t ; ) ) ,  k = 1,. . .  ,m, and n(a(O),a(T))  < O. 
Similarly, a function fl E AC((tk,  tk+l), ]I{), k = 0 . . . .  , m is said to be an upper solution 
of (1)-(3) if there exists ~2 E L I ( J ,R )  such that v2(t) ~ F(t,Z(t)) a.e. on J, p'(t) >>_ v~(t) a.e. 
on J, fl(t +) >_ Ik(~(tk)) ,  k = 1,. . .  ,m, and L(fl(0),Z(T)) _> 0. 
The following lemmas are crucial in the proof of our main theorem. 
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LEMMA 2.4. (See [20].) Let I be a compact red  interval and X be a Banach space. Let F 
be a multivalued map satisfying the Carathgodory conditions with the set of LLselections SF 
nonempty, and let F be a linear continuous mapping from L I ( I , X)  to C ( I , X ) . Then the operator 
P o SF :  C(I, X)  ~ CC(C(I, X)), y, ~ (F o SF)(y) := F(SF, y) 
is a closed graph operator in C( I ,  X) x C(I, X). 
LEMMA 2.5. (See [16].) Let N : X ~ CC(X) be a u.s.c, and condensing map. / f  the set 
A4 := {y E X : y e AN(y) for some 0 < )~ < 1} 
is bounded, then N has a fixed point. 
3. MAIN  RESULT  
We are now in a position to state and prove our existence result for problem (1)-(3). For the 
study of this problem, we first list the following hypotheses: 
(H1) F : J 'x ~ ----+ 2 ~ is an LLCarathdodory multivalued map; 
(H2) there exist a and fl E AC((tk,tk+l),I~), k ---- 0 , . . . ,m,  lower and upper solutions for 
problem (1)-(3) such that a _< fl; 
(H3) L is a continuous ingle-valued map in (x, y) e [c~(0), 9(0)] x [a(T), fl(T)] and nonincreasing 
in y e [a(T), fl(T)]; 
(H4) 
a (t +) < min Ik(y) <_ max Ik(y) ~ fl (t+),  k = 1, . . . ,  ra. ~,[~(,;),~(~;)] ~[~(,;),~(~;)] 
THEOREM 3.1. Assume that Hypotheses (H1)-(H4) hold. Then problem (1)-(3) has at least one 
solution y such that 
a(t) <_ y(t) < fl(t), for all t e J. 
PROOF. Transform problem (1)-(3) into a fixed-point problem. Consider the following modified 
problem: 
y'(t) + y(t) e Fl(t,y(t)), a.e. t e J, t • tk, k=l , . . . ,m,  
y( t+)=Ik ( r ( t~,y ( t~) ) ) ,  k= l , . . . ,m,  
y(0) = ~- (0, y(0) - L (~(0), ~(T))) ,  
(4) 
(5) 
(6) 
where Fl(t,y) = F(t,'c(t,y)) + T(t,y), 7(t,y) = max(a(t),min(y, fl(t))), and y(t) = T(t,y). A 
solution to (4)-(6) is a fixed point of the operator N : ~t ~ 2 a defined by 
{ /0 } N(y)= hef~:h( t )=y(O)+ [g(s)+ff l (s)-y(s)]ds+ E Ik(T( t ; ,y( t -~)) )  , o<t~t  
where g E S~,9 and 
G,~ = {~ e s ~,~ : ~(t) >__ ~l(t), a.e. on AI and ~(t) ___ ~2(t) a.e. on &},  
S~,~ = {v e LI( J ,R):  v(t) C F(t,~(t)) for a.e. t e J} ,  
d l  = {t e J :  y(t) < ~(t) ___ 9(t)}, A2 = {t e J :  ~(t) _< ~(t) < y(t)}. 
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REMARK 3.2. 
(i) For each y E ~, the set S 1 is nonempty (see [20]). F,y 
(ii) For each y E ~ the set S~,~ is nonempty. Indeed, by (i) there exists v E S ~ Set F,y" 
W ~- VlXA1 -~ V2)(.A2 Av VXAa, 
where 
1073 
and 
]IF1( t, Y)II <- ¢(t) + max (sup la(t)I, sup tfl(t)t~ . 
\tEJ tEJ / 
(ii) By the definition of ~- it is clear that 
<y(0) <_Z(0), 
a(t +) < Ik(T(tk,y(tk))) <~(t+), k= l , . . . ,m. 
We shall show that N satisfies the assumptions of Lemma 2.5. The proof will be given in 
several steps. 
STEP 1. N(y) is convex for each y E ~. 
Indeed, if hi,h2 belong to N(y), then there exist gl,g2 C S~.,~ such that for each t E J we have 
hi(t)=y(O)+ [gi(s)+9(s)-y(s)]ds+ ~ Ik(T(t~,y(t-~))), i=1 ,2 .  
O<tk<t 
Let 0 < d < 1. Then, for each t E J we have 
(dhl+( l -d)h2)(t )= [eg l ( s )+(1-a )g2(s )+~(s) -y (s ) ]es+ ~ Ik(-r(t~,y(t~))). 
o<tk<t  
Since S~'1,~ is convex (because F1 has convex values), then 
dhl + (1 - d)h2 E N(y). 
STEP 2. N maps bounded sets into bounded sets in ~. 
Indeed, it is enough to show that for each q > 0 there exists a positive constant g such that for 
each y E Bq = {y E ~:  Ilylia -< q} one has I]N(y)lIa < g. 
Letting y E B e and h E N(y), then there exists g E ~1 such that for each t E J we have 
/o h(t)=y(O)+ [g(s)+~(s)-y(s)]ds+ ~ Ik(T(t-~,y(t~))). O<tk<t 
A3 = {t E J: ~(t) <_ y(t) <_/~(t)}. 
Then, by decomposability, w E S~,~. 
REMARK 3.3. 
(i) Notice that F1 is an LLCarathdodory multivalued map with compact convex values, and 
there exists ¢ E L l(J, R) such that 
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By (H1), we have for each t E Y 
lh(t)L <_ ly(0)L + [Jg(s)L + I~(s)l + ly(s)l] ds + ~ LIk(~r(tk,y(tk)))l 
O<tk<t 
_< max(l~(0)L, IZ(0)I) + llCqLIL1 + Tmax (q, snp I~(t)l, sup IZ(t)l~ + Tq 
\ tE J  tE J  / 
f~ 
+ Emax(q,l~(tk)l,lfl(t-k)l). 
k=l  
In particular, if £ = max(l~(0)l, I#(0)l) + [ICqllL1 + rmax(q, sup~j  I~(t)l, supt~j I#(t)l) + Tq + 
~k~__l max(q, l~(t~)l, I#(t~)t), then IIN(y)lla <- e. 
STEP 3. N maps bounded set into equicontinuous sets of f~. 
Let ul,u2 E J, ul < u2, and Bq be a bounded set of f~ as in Step 2. Letting y E Bq and 
h c: N(y), then there exists g E S},9 such that for each t C J we have 
I* h(t)=y(O)+ [g(s)+fj(s)-y(s)] ds+ ~ Ik(T(t'~,y(t-~))). O<tk<t 
Then, 
/? ( ) Ih(u2) - h(u~)l _< Cq(s) ds + (u2 - ul) max _q, sup Ic~(t)l, sup I#(t)l + (u2 - ut)q 
t \ tE J  tC J  
+ ~ max(q, ia(t-;)l,l#(t~)l). 
v,1 <tk <u2 
As u2 ~ ul,  the right-hand side of the above inequality tends to zero. 
As a consequence of Steps 1-3 together with the Arzela-Ascoli theorem, we can conclude that 
N : f~ > 2 a is a completely continuous multivalued map, and therefore, a condensing map. 
STEP 4. N has a closed graph. 
Let y~ --~ y,, h~ e N(y~), and hn ~ h,. We shall prove that  h, E N(y,). 
hn e N(y~) means that there exists g~ C S~,~ such that for each t C J 
/0' h~(t)=y~(O)+ [g~(~)+~(~) -W(s ) ]  ds+ ~_, Ik(r(t[,y,~(tk))). O<tk <t  
We must prove that there exists g, E ~1.  such that for each t E J 
/0' h,(t) =y, (0)+ [g , (~)+~,(s ) -y , (~) ]  ds+ ~_, Ik(~-(tk,y,(tk))). 0<tk<t  
Since r and Ik, k = 1 , . . . ,  m are continuous, we have 
( ) h~-y~(O)- ~ ,  Ik(~-(t~,y,~(tk)))-- fj~(s)-y~(s)ds 
O<tk<t 
( /o* - h. -y . (O) -  ~ ,  Ik(~(t-~,y.(t~)))- ~.(s)-y.(s)ds --~0, asn--.oo. O<tk <t 
Consider the linear continuous operator 
F :  L I ( J ,R )  ~ C( J ,R) ,  
1' g ~- ,  (rg)(t) = g(s) ds. 
From Lemma 2.4, it follows that F o SF is a closed graph operator. 
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Moreover, we have that 
O<tk <t 
Since Yn ~ y., it follows from Lemma 2.4 that 
( z )/: h, ( t ) -y , (O) -  [9 , ( s ) -y , ( s ) ]  ds-  ~_~ Ik(~-(tk,y,(tk))) = g,(s)ds, O<tk<t 
some g. E ~l,y.. for 
STEP 5. Now it remains to show that the set 
A / / :={yE~:yEAN(y) ,  for some0<A<l}  
is bounded. 
Let y C A//. Then, y ~ AN(y) for some 0 < A < 1. Thus, for each t E J, 
[ ; ] y( t )  = A y (0)  + [g(s)  - ~(s )  - y (s ) ]  ds + F,  z~ (~ (t;, y ( t~) ) )  . 
0<tk<t 
This implies by (H2)-(H4) that for each t E J, we have 
/o ly(t)l _< ly(O)l + [Ig(s)l+lg(s)l+ly(s)l] ds+ [Ik(T(t~,y(tk)))[ k=l  
< max(Ic~(O)l, I~(0)[) + II¢tlL~ + Tma~ (sup [a(t)l, sup I~(t)l~ + ly(s)[ ds 
\ tE J  tC J  fl 
m 
+ Emax( la ( tk ) l , l~( tk ) l ) .  
k=l 
Set 
zo = max(Ic~(O)l, I¢~(o)1) + II¢IIL~ + rmax (sup Ic~(t)l, sup I~(t)l + ~max (la (t;-)I, I~ (t;-)I)" 
\ tE J  tE J  k=l 
Using Gronwall's Lemma (see [21, p. 36]) we get for each t C J 
ly(t)l <_ zo + zo e t-" ds 
< zo +zo  (e t - 1 ) .  
Thus, 
Ityll~ ~ zo + zo (e T - 1) .  
This shows that A4 is bounded. 
Set X := gt. As a consequence of Lemma 2.5, we deduce that N has a fixed point which is a 
solution of (4)-(6). 
STEP 6. The solution y of (4)-(6) satisfies 
c~(t) < y(t) <_ ~(t), for all t C J. 
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Let y be a solution to (4)-(6). \Ve prove that 
y(t) <_ fl(t), for all t e J. 
+ - + - 
Assume that y - fl attains a positive maximum on It k ,tk+l] at f~ E It k ,tk+l] for some k = 
0 , . . . ,  m; that is, 
(Y -  fl) (fk) = max{y( t ) - -  f l(t): t e It +, tk+t] ,  k =0, . . . ,m} > 0. 
We distinguish the following cases. 
+ - 
CASE 1. I f tk  E (t k ,tk+l] there exists t~ E [t+,fk) such that 
0 < y(t) - fl(t) <_ y(fk) - fl(tk), for all $ e [t~, fk]. 
By the definition of % one has 
y'(t) + y(t) e F(t, fl(t)) + fl(t), a.e. on ItS, tk]. 
Thus, there exists v(t) E F(t,  fl(t)) a.e. on ItS, tk], with v(t) <_ v2(t) a.e. on ItS, tk] such that 
y'(t) + y(t) = v(t) 4- fl(t), a.e. on ItS, tk]. 
An integration on [t~, fk] yields 
Y (fk) - Y (t~) = (v(s) - y(s) 4- fl(s)) ds 
< (v2(s) - (y(s) - fl(s))) ds. 
Using the fact that fl is an upper solution to (1)-(3), the above inequality yields 
y (fk) - Y (t'k) <_ fl (fk) - fl (t'k) - (y(s) - /3(s) )  ds 
< Z G)  - Z (t;).  
Thus, we obtain the contradiction 
y (fk) - y ( t ; )  < - G) .  
CASE 2. fk = t +, k = 1 , . . . ,m.  Then, 
fl (t + ) < Ik (r (t~, y (t~) ) ) < j3 (t+ ) , 
which is a contradiction. Thus, 
y(t) < fl(t), for all t e [0, T]. 
Analogously, we can prove that 
y(t) > a(t), for all t E J. 
This shows that problem (4)-(6) has a solution in the interval [a, 8]. 
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Finally, we prove that every solution of (4)-(6) is also a solution to (1)-(3). We only need to 
show that 
c~(0) < y(0) - L (~(0), ~(T)) < ~(0). 
Notice first, that we can prove 
_< y(T) < 
Suppose now that y(0) - L(~(0), 9(T)) < a(0). Then, y(0) = c~(0) and 
y(O) - L(ay(T) ,  ~(0)) < a(0). 
Since L is nonincreasing in y, we have 
a(O) < a(O) - L(a(O), a(T)) < a(O) - L (a(0), ~(T)) < a(0), 
which is a contradiction. Analogously, we can prove that 
y(0) - L (~(0), ~(T)) < fl(0). 
Then y is a solution to (1)-(3). 
REMARK 3.4. Observe that if L(x, y) = ax - by - c, then Theorem 3.1 gives an existence result 
for the problem 
y'(t) e F(t ,y(t)) ,  te J=[0 ,  T], t • tk, k= l , . . . ,m,  
y ( t+)=Ik (y ( t -~) ) ,  k= l , . . . ,m,  
ay(O)  - by (T )  = c, 
with a, b _> 0, a + b > 0, which includes the periodic case (a = b = 1, c = 0) and the initial and 
the terminal problem. 
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