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Abstract. In this paper, we consider the periodic tiling problem which
was proved undecidable in the Euclidean plane by Yu. Gurevich and I.
Koriakov, see [3]. Here, we prove that the same problem for the hyper-
bolic plane is also undecidable.
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1 Introduction
A lot of problems deal with tilings. Most of them are considered in the setting
of the Euclidean plane. A certain number of these problems turn out to be
undecidable in this frame, thanks to the facility to simulate the computation of
a Turing machine in this setting. The most famous case of such a problem is the
general tiling problem proved to be undecidable by Berger in 1966, see [1]. In
1971, R. Robinson gave a simplified proof of the same result, see [13]. Sometimes,
the general problem is simply called the tiling problem. The reason of these
different names lies in the fact that several conditions were put on the problem,
leading to different settings, and a dedicated proof was required each time when
the problem turned out to be undecidable. Among these variations, the most
well-known is the origin-constrained problem, proved to be undecidable by
Wang in 1958, see [15].
The general tiling prolem consists in the following. Given a finite set of tiles T ,
is there an algorithm which says whether it is possible to tile the plane with copies
of the tiles of T or not? The origin-constrained problem consists in the same
question to which a condition is appended: given a finite set of tiles T and a tile
T0 ∈ T , is there an algorithm which says whether i is possible or not to tile the
plane with copies of the tiles of T or not, the first tile being T0? In the general
problem there is no condition on the first tile: it can be a copy of any tile of T .
There are a lot of variants of these problems and the reader is referred to
[13], where an account is given on several such conditions.
The periodic tiling problem is a bit different question. Given a finite set of
tiles T , is there a way to tile the plane with copies of T in a periodic way? The
problem was proved undecidable for the Euclidean plane by Yu. Gurevich and I.
Koriakov in 1972. Now, it turns out that the notion of period is well defined in
the Euclidean plane, but it is not clear how to define it in the hyperbolic plane.
As many authors do, we shall consider that a tiling of the hyperbolic plane is
periodic if it is unchanged under a non trivial shift.
The general tiling problem for the hyperbolic plane was raised by R. Robin-
son in his 1971 paper, see [13]. In 1978, R. Robinson proved that the origin-
constrained problem is undecidable in the hyperbolic plane, see [14]. The general
tiling problem for the hyperbolic plane remained pending a long time. In 2006,
the present author proved that the tiling problem with an intermediate condi-
tion, so called generalized origin-constrained problem is undecidable, see
[7,8]. Recently, the present author proved the general tiling problem to be unde-
cidable in the hyperbolic plane, see [9,12]. At the same time, J. Kari established
the same result, using a completely different approach, see [4].
In this paper, we prove that:
Theorem 1 The periodic domino problem is undecidable in the hyperbolic plane.
The solution combines the construction given in [9,12] with an argument of
[11] and a construction given in [6].
In the next section, section 2, we very sketchilly remind the solution to the
tiling problem which we have given in [9,12,10]. In section 3, we prove the theo-
rem.
2 The interwoven triangles
The solution of the domino problem which we now consider takes place in the
tiling {7, 3} of the hyperbolic plane. It consists in delimiting infinitely many re-
gions of infinitely many sizes in which the simulation of the same Turing machine
is performed.
The construction takes place in the tiling {7, 3} of the hyperbolic plane, in
which we define a particular tiling, the mantilla. In this tiling, we implement
a construction which is based on what we call the abstract brackets, which
is a construction on the line. We lift the intervals which are defined by the
construction up to triangles in the Euclidean plane, with parallel legs whose
heights lie on the same line. In this way, we can see the previous intervals as a
projection of the triangles on the line of their heights. Then, we implement these
triangles in the mantilla.
First, we sketchily describe the tiling {7, 3} of the hyperbolic plane and the
mantilla.
2.1 The tiling {7, 3} of the hyperbolic plane
The tiling {7, 3} is obtained from the regular heptagon with an interior angle
of
2pi
3
by reflection in its edges and, recursively, by reflection of the images in
their edges. The existence of the tiling is a corollary of Poincare´’s theorem on a
sufficient conditions for tiling the hyperbolic plane by triangles. It is enough to
consider the rectangluar triangle of the hyperbolic plane with the acute angles
pi
7
and
pi
3
. Below, figure 2 illustrates the tiling {7, 3}.
In [2], we introduced a way to exhibit a generating tree of the tiling which
is basically the same as the generating tree of the pentagrid, the tiling {5, 4} of
the hyperbolic plane. This tiling is constructed by a process, similar to the one
used for constructing the tiling {7, 3}, but it is used with the regular rectangluar
pentagon. This tree is called the standard Fibonacci tree, simply Fibonacci
tree in the sequel, see [5] for more details on this tree.
Figure 1 The tiling {7, 3} of the hyperbolic plane in the Poincare´’s disc model.
The way to exhibit the Fibonacci tree is based on the mid-point lines, which
we introduced in [2]. As suggested by their name, these lines join the mid-points
of two consecutive edges of a heptagon, see figure 2. It turns out that the angular
sector determined by two rays obtained by two mid-point lines meeting at a mid-
point C, joining the two mid-points of the two other edges which meet at C,
exactly contains a set of tiles spanned by a Fibonacci tree. This structure will
play an important roˆle in what follows.
2.2 The mantilla
In the ternary heptagrid, a ball of radius n around a tile T0 is the set of tiles
which are within distance n from T0 which we call the centre of the ball. The
distance of a tile T0 to another T1 is the number of tiles constituting the shortest
path of adjacent tiles between T0 and T1. We call flower a ball of radius 1.
Figure 2 Left-hand side: the standard Fibonacci trees which span the tiling {7, 3} of
the hyperbolic plane. Right-hand side: the mid-point lines.
The mantilla consists in merging flowers in a particular way. Call petals of
a flower the tiles which are around the central tile of the ball. The idea is that
petals will be shared by flowers. In fact, each petal belongs to exactly three
flowers. It is not very difficult to devise tiles which force such combinations.
Figure 3 indicates the basic tiles for that purpose.
α β
Figure 3 Left-hand side: the tile for the centres of the flowers. Right-hand side: the
tile for the petals.
Technically, we number the sides of the centres from 1 up to 7, turning clock-
wise or counter-clockwise around the tile. Of course, this induces corresponding
marks on the edges of the petals which are in contact with a centre. The effect
of such a numbering is to prevent tiles (α) to alone tile the plane. With the
numbering, we are forced to put tiles (β) around a tile (α).
There are several types of flowers, depending on the position of the red ver-
tices of the petals around the centre of the flower. Among the possible solutions,
we select three kind of flowers, namely F -, G- and 8-flowers which are below
illustrated by figure 4.
In the same figure, we can see the sectors attached to each kind of flower.
For F - and G-flowers, a sector is determined by the centre, the petals around
the centre which are below the red vertices which are at distance 1 from the
centre, and the two rays issued from these red vertices and which immediately
cross an 8-centre. For an 8-flower, the sector is defined by the union of the four
F -sectors which are just below the centre of the flower. Now, the sectors can be
split in terms of F -, G- and 8-sectors only. Figure 4 indicates these splittings.
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Figure 4 Splitting of the sectors defined by the flowers. From left to right: an F -
sector, G-sector and 8-sector.
Now, we can define an important notion: say that an F -son of a G-flower is a
seed. By definition, it is the root of a Fibonacci tree which is determined by the
two rays issued from the mid-point of the edge shared by the two petals which
contain the red vertices at distance 1 from the centre. The leftmost picture of
figure 4 indicates the construction of such a tree which we call a tree of the
mantilla. The set of tiles which are included in the angular sector determined
by the rays is called the area of the tree, and the rays are called its borders.
We shall also call border the set of tiles which are in contact with the rays. The
trees of the mantilla have a very important property, see [7,8]:
1. Consider two trees of the mantilla. Their borders never meet. Either their
areas are disjoint or the area of one contains the area of the other.
A second property allows us to define horizontals in this setting. This con-
sists in considering that the seeds are black nodes in the sense of Fibonacci trees.
As poved in [9,12], all other seeds inside such a tree are also black nodes and
the 8-centres contained in the tree are also black nodes. Number the edges of
an F - or 8-centre clockwise with the edges 1 and 7 between the two red vertices
at distance 1 in an F -flower and sharing the single red-vertex in the case of
an 8-flower. Then, we connect the edges 2 and 6. When an F -flower is a white
node, we connect the edges 1 and 6 or the edges 2 and 7. For G-flowers, we
also number the edges from 1 to 7, but counter-clockwise. There are two kinds
of G-flowers, depending on their position in the flower: one is on the left-hand
side, the other on the right-hand side and they are called Gr- and Gℓ-flowers
respectively. For Gℓ flowers, we connect the edges 2 and 6, when it is a black
node, the edges 1 and 6, when it is white. For a Gr-flower, we also connect the
edges 2 and 6, when it is a black node, but the edges 2 and 7 when it is white. We
call isoclines the maximal paths crossing exactly once consecutive connected
edges and only them. The isoclines constitute the horizontals which will be used
in the computing areas.
Now, we define the verticals. Note that an 8-flower has a reflection axis
which consists of the line which passes through the red vertex at distance 1 and
through the mid-point of the centre which we call the main reflection axis of
the 8-flower. Call verticals the rays which start from the centre of an 8-flower
and go on along the main reflection axis of the 8-flower and which do not pass
through the red vertex of the flower. It is not difficult to see that a vertical
belongs to the border of a sector. Now, verticals have an important property, see
[9,12]:
2. Consider a tree of the mantilla T . Let v a vertical which starts from an
8-flower belonging to the area of T . Then, for any tree of the mantilla whose
area A is contained in that of T , v does not meet A.
2.3 The abstract brackets
By this name, we call the following process of construction of intervals on the
line, illustrated by figure 5 which is performed by successive generations.
The generation 0 consists of points on a line which are regularly spaced. The
points are labelled R, M , B, M , in this order, and the labelling is periodically
repeated. An interval defined by an R and the next B, on its right-hand side, is
called active and an interval defined by a B and the next R on its right-hand
side is called silent. The generation 0 is said to be blue.
R B
B R
B M
M M M MBR
M M BR MM M BR M M BR M M BR
MR B M MR B M MR M MR B M MR B M MR B M MR B M MR B
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M
M
MMM
Figure 5 The silent and active intervals with respect to mid-point lines. The light
green vertical signals send the mid-point of the concerned interval to the next generation.
The colours are chosen to be easily replaced by red or blue inan opposite way. The ends
X and Y indicate that the figure can be used to study both active and silent intervals.
Blue and red are said opposite. Assume that the generation n is defined. For
the generation n+1, the points which we take into consideration are the points
which are still labelled M when the generation n is completed. Then, we take at
random an M which is the mid-point of an active interval of the generation n,
and we label it, either R or B. Next, we define the active and silent intervals
in the same way as for the generation 0. The active and silent intervals of the
generation n+1 have a colour, opposite to that of the generation n.
When the process is achieved, we get an infinite model. The model has
interesting properties, see [9,12,10].
In an interval of the generation n, consider that a letter of a generation m,
m ≤ n, which is inside an active interval is hidden for the generations k, k ≥ n+1.
Also, a letter has the colour of its generation. Now, we can prove that in the
blue active intervals, we can see only one red letter, which is the mid-point of
the interval. However, in a red active interval of the generation 2n+1, we can
see 2n+1+1 blue letters.
Cut an infinite model at some letter and remove all active intervals which
contain this letter. What remains on the right-hand side of the letter is called a
semi-infinite model which is also called a cut of an infinite model.
It can be proved that in a semi-infinite model, any letter y is contained in at
most finitely many active intervals, see [10].
2.4 The interwoven triangles in the Euclidean plane
As indicated in the introduction, we lift up the active intervals as triangles in
the Euclidean plane. The triangles are isoceles and their heights are supported
by the same line, called the axis, see figure 6.
Figure 6 An illustration for the interwoven triangles.
We also lift up silent intervals of the infinite model up to again isoceles
triangles with their heights on the axis. To distinguish them from the others,
we call them phantoms. We shall speak of trilaterals for properties shared by
both triangles and phantoms.
We have very interesting properties for our purpose.
3. Triangles of the same colour do not meet nor overlap: they are disjoint or
embedded. Phantoms can be split into towers of embedded phantoms with the
same mid-point and alternating colours. Trilaterals can meet by a basis cutting
the half of leg which contains the vertex.
From these properties, we prove in [10] that:
4. The interwoven trilaterals can be obtained by a tiling of the Euclidean plane
which can be forced by a set of 190 tiles.
3 The tiling problem in the hyperbolic plane
We sketchily remember the implementation of the interwoven triangles in the
hyperbolic plane.
To this purpose, note that the inclusion between areas of trees of the mantilla
defines a partial order. We call threads the maximal sequences of totally ordered
trees of the mantilla. Threads are indexed by IN or by ZZ. When it is indexed
by ZZ, the thread is called an ultra-thread. From [8], we know that two ultra-
thread coincide, starting from a certain index. We also noticed in [8] that there
can be realizations of the mantilla with ultra-threads as well as without them.
Now, in the hyperbolic plane, we implement different cuts of the same in-
finite model of the abstract brackets, taking a thread as the guideline for the
realization of interwoven triangles.
The idea is that the triangles will be defined by the borders of trees of the
mantilla as legs and by a piece of an isocline as the basis. Now, the isoclines will
play the roˆles of the letters in the abstract brackets.
In [10], we proved that if the isocline which passes through a seed S is num-
bered 0, the closest seed inside the area of the tree defined by S is on the
isocline 5. Accordingly, we number the isoclines periodically from 0 up to 19.
We select the isoclines 0, 5, 10 and 15 to play the roˆles of the letters. These iso-
cline are needed for the construction of the generations. Once the generation 0
is installed, the further generations are obtained by the algorithm suggested by
the figures 5 and 6, see [9,12,10] for a precise description. Sketchily, the seeds
grow legs until a green line is met. The green line is stopped by a triangle but
not by a phantom. Afterwards, the leg go on growing until they meet the basis
of their colour. For red triangles, we proceed, at the same time, to the detection
of the free rows which are the isoclines corresponding to a free letter in a red
active interval. For this process, the legs of the triangle diffuse a horizontal red
signal outside the triangle and this, already from the generation 1. Accordingly,
a row is free in a given red triangle T if and only if there is no horizontal red
signal on the considered isocline inside T .
Due to the presence of several trilaterals on the same interval of isoclines
inside a given trilateral in the hyperbolic plane, it is needed to synchronize the
processes which occur along different threads. In particular, when the threads
merge, the processes may also merge, as they implement the same cut of the
same infinite model.
To do this, we decide that triangles and phantoms of a given generation
will have their basis and their roots on the same isoclines. Note that this is
already the case of the generation 0. We simply extend this property to all the
generations. To obtain this result, we decide that all bases of a given isocline
merge into a unique basis signal which runs over the whole isocline. Now, the
difference will be made by the presence of a horizontal upper signal of the colour
of the trilateral, above the basis signal, on the same isocline. It may be realized
as another channel on the same tiles, at a higher level than the channel used
by the basis signal. Now, for coherence with the detection of the free rows in a
red triangle, the vertices of the trilaterals also emit a horizontal signal of their
colour but, this time, in a lower position: below the basis signal, again on the
same isocline. The signals emitted by the legs of triangles at points which are
neither the vertex nor the corner, are also of the colour of the triangle, but they
are upper horizontal signals.
Moreover, the signals have a laterality given by the leg which they cross
when they are of the same colour. Also, we allow signals of opposite lateralities
to meet when they come from directions which are opposite to their lateralities.
The other case of meeting is ruled out, except for the lower signals, where such
a meeting is realized by the vertex itself. With these indications, a leg always
know to which kind of basis it has to deal when it meets one of them.
Now, we select the red triangles and forget the others as well as the phantoms.
The free rows and the verticals inside the triangle will be used to implement the
space-time diagram of a Turing machine. As in Berger’s and Robinson’s proof, we
consider the same Turing machine starting from an empty tape, whose simulation
is performed in each computing area.
When the Turing machine does not stop, the computation is stopped by the
basis of the concerned triangle, as its area is finite. As we have areas of infinitely
many sizes, this allows to tile the plane. If the Turing machine halts, in one of
the areas, the halting state will be called by the Turing machine. It is easy to
associate to this state a tile which blocks the continuation of the tiling.
4 The periodic tiling problem
In [11], we proved that the finite tiling problem is undecidable. In fact, we shall
use similar tiles to construct a periodic tiling of the hyperbolic plane when the
simulated Turing machine halts. What is performed in [11] is that we have tiles
which adapts to the halting tiles in order to encapsulate the computing area in
a closed signal which runs along the legs and the basis of the concerned triangle.
Before going on, we shall remark an important property. Consider again an
F -son of a G-centre. Then, replace the right-hand side ray by another one which
delimits what we shall call a black tree. Such a tree is obtained by the same
rules as for a standard Fibonacci tree, but its root is a black node. Technically,
the root of a tree of the mantilla is also a black node, but everything happens as
if we apply a white-node rule to the root and we change all white nodes which
are on the right-hand side border into black node. In fact, a tree of the mantilla
can be realized as a stack of black trees and standard Fibonacci trees which we
shall call white trees to simplify the denotation. Now, with black trees we have
the same properties as for the white ones: for any black trees of the mantilla,
either their areas are disjoint or the area of one contains the area of the other.
Accordingly, we can repeat the same construction process by replacing all trees
of the mantilla by black trees. We refer the reader to [11] for a figure representing
the tiles of such a border.
Accordingly, when the simulated Turing machine halts, we may construct
two encapsulated areas B and W where the whole computation of the machine
takes place. The areaW will be called white and the area B will be called black.
Moreover, from what we have noticed, both areas have the same height. Now,
we shall make four super-prototiles with such computing areas. The border of
an area has an interior side and an exterior one. It is not difficult to see that
the difference can be noticed by the orientation of the tiles with respect to their
father: number the edges of a tile counter-clockwise from 1 to 7, giving the
number 1 to the edge which is shared by the father. Then the left-hand side
border always go from the edge 1 to the edge 4 and the right-hand side border
always go from the edge 1 to the edge 5. The difference between a black and a
white tree is performed by the root. If the left-hand side border is also defined
from the edge 1 to the edge 4 in the root, then the right-hand side border goes
from the edge 2 to the edge 6 for a white tree and it goes from the edge 7 to the
edge 4 for a black tree.
This distinction will allow us to look at the border as two-sided: one side is
interior and the other is exterior. Now we shall consider that the left- and right-
hand side borders of B are black inside and white outside. Now, from W , we
shall make three copies, W1, W2 and W3. For W1, W2 and W3, the inside of the
borders is always white. ForW1, the outside of the left-hand and right-hand side
borders is black. For W2, the outside of the left-hand side border is black and
that of the right-hand side border is white. For W3, the outside of the left-hand
side border is white and that of the righ-hand side border is black.
Now, we consider B, W1, W2 and W3 as super-prototiles with which we
shall construct a periodic tiling. In [6], we have considered sets of tiles which we
called quarters and bars. A quarter of size n, denoted by Qn, is the set of tiles
spanned by a standard Fibonacci tree restricted to its first n levels. A bar of
size n, denoted by Rn, is defined in the same way as a quarter but with a black
Fibonacci tree. In [6], we proved that Qn+m can be split into Qn and f2n copies
of Qm and f2n−1 copies of Rm. Note that f2n is the number of white nodes on
the level n of a standard Fibonacci tree and that f2n−1 is the number of black
nodes. In fact, the property comes from the fact that the trees rooted at two
consecutive nodes of the same level of a Fibonacci trees are disjoint and that
there is no node inbetween. Now, we can take m = n and repeat the process as
long as we wish. Using the property also proved in [6] that the hyperbolic plane
can be viewed as the union of a growing sequence of quarters, we can construct
the periodic tiling as follows.
Initial step:
Take a tile of the tiling {7, 3} which will be called the origin. Take a copy
of W2, and place it in such a way that the root of the copy of W2 coincides
with the origin. Call this just defined region of the tiling T0. The root of this
copy of W2 is also called the top of T0 and its bottom border is called the
bottom border of T0. Now, we define copies of B and Wi, with i ∈ {1, 2, 3}
which we call R0 and Q
i
0 respectively. We define the roots and the bottom
borders of these regions as we did for T0.
Now, in what follows, a particular roˆle will be played by the node of the
last level of W2 whose coordinate is a term of the Fibonacci sequence. Call
it the junction point. Now, on the tiling {7, 3}, draw the line which passes
throught the mid point of the origin and through the junction point of T0.
Call it the axis. This line is simply an auxiliary tool in our construction.
Induction step:
Assume that Tn is constructed, as well as regions Rn and Q
i
n
, which have
the following particularity: the left- and right-hand side borders of Qi
n
also
have an outside and an inside parts and the outside and inside part of
the left- and right-hand side borders of Qi
n
have the same colour as the
correpsonding elements of Wi, for each i ∈ {1, 2, 3}.
Then, take a copy of W2 and put it above Tn in such a way that the top
of Tn is the middle son of the junction point of W2. Now, on the bottom
border ofW2, proceed as follows, starting from the leftmost node: if we have
a black node, place a copy of Rn, then a copy of Q
1
n; if we have a white
node, place copies of Rn, Q
2
n
and Q3
n
, in this order. This is the first step:
we get a set of tiles which is alike a copy of Qm for an appropriate m. Now,
consider the bottom border of this region, and proceed as follows, starting
from the leftmost node: if we have a black node, place a copy of B, then
a copy of W1; if we have a white node, place copies of B, W2 and W3, in
this order. Now, we get a new region Tn+1 which strictly contains Tn: the
tiles which belong to the border of Tn do not meet the tiles which belong
to the border of Tn+1. Now, we construct Rn+1 and Q
i
n+1 in a similar way,
starting from, respectively Rn and Q
i
n
and completing them by two rows
of copies of B and Wi’s which are placed as above indicated.
Now, it is plain that ∪
n∈IN
Tn is the hyperbolic plane. Also, from the construc-
tion, it is plain that this tiling is invariant under the shift along the axis which
transforms the origin in the middle son of the junction point of T0.
To complete the proof, assume that the simulated Turing machine does not
halt.
If there is a solution, the tiles for the border of the super-tiles always admit
near them a seed S which is of the generation 0: hence, it does not bear the
root of a copy of a super-tile. Next, we know that the computation goes on
endlessely, thanks to the construction of [9,12,10]: as the halting state cannot
be met, the occurrence of tiles of the border of super-tiles cannot be triggered
inside the tree of the mantilla rooted at S. If the tiling would be periodic, then
from the invariance under a shift, we would easily get that as S does not contain
tiles of the border of a super-tile, this is also the case for the whole plane. Now,
this means that we have a solution of the tiling constructed in [9,12,10] and,
as we know, such a solution cannot be periodic. Indeed, a shift should keep the
isoclines globally invariant and then, there is no shift which would match the
triangles of a certain generation and those which are of a higher generation. But
this contradicts the assumption of a periodic solution. Accordingly, if the Turing
machine does not halt, there is no periodic solution. The just produced argument
indicates that in this case there are solutions, but they are not periodic.
This completes the proof of theorem 1.
5 Conclusion
I hope that this paper shows the interest of the construction given in [9,12,10].
As indicated in [11], there is still much work to do in this domain.
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