We want to find the convex combination S of iid Bernoulli random variables that maximizes P(S ≥ t) for a given threshold t. Csóka conjectured that such an S is an average if t ≥ p, where p is the success probability of the Bernoulli random variables. We prove this conjecture for a range of p and t.
We study tail probabilities of convex combinations of iid Bernoulli random variables. More specifically, let β 1 , β 2 , . . . be an infinite sequence of independent Bernoulli random variables with success probability p, and let t ≥ p be a real number. We consider the problem of maximizing P( c i β i ≥ t) over all sequences c 1 , c 2 , . . . of non-negative numbers such that c i = 1. By the weak law of large numbers, the supremum of P( c i β i ≥ t) is equal to 1 if t < p. That is why we restrict our attention to t ≥ p.
As a motivating example, consider a venture capitalist who has a certain fortune f to invest in any number of startup companies. Each startup has an (independent) probability p of succeeding and a return r on investment. If the capitalist divides his fortune into a (possibly infinite!) sequence f i of investments, then his total return is rf i β i . Suppose he wants to maximize the probability that the total return reaches a threshold d. Then we get our problem with t = d rf . It has a how-to-gamble-if-you-must [5] flavor: the capitalist places stakes c i on a sequence of simultaneous bets. There is no need to place stakes higher than t. The way to go all out, i.e., bold play, is to place a stake of t on 1 t bets, but this is not a convex combination. That is why we say that placing stakes of 1 1 t is bold play.
In a convex combination c i β i we order c 1 ≥ c 2 ≥ c 3 ≥ . . .. We denote the sequence (c i ) by γ and write S γ = c i β i . We study the function
It is non-decreasing with p and non-increasing with t.
The following has been conjectured by Csóka [4] , who was inspired by some well known open problems in combinatorics:
Conjecture 1. For every p and t there exists a k ∈ N such that π(p, t) is realized by c i = 1 k if i ≤ k and c i = 0 if i > k for some k ∈ N. In other words, the maximal probability is realized by an average.
If the conjecture is true, then π(p, t) is a binomial tail probability and we need to determine the optimal k. We are able to settle the conjecture for certain parameter values, as illustrated in Figure 1 below. Figure 1 . The shaded region represents all (p, t) for which we are able to settle the conjecture. In all these cases bold play is optimal. Our results can be divided into three parts: favorable odds p > 1 2 , high threshold t ≥ 1 2 , and unfavorable odds p < 1 2 .
Properties of π(p, t)
The function π(p, t) is defined on a region bounded by a rectangular triangle. It is easy to compute its value on the legs of the triangle: π(0, t) = 0 and π(p, 1) = p. It is much harder to compute the value on the hypothenuse.
For the upper bound we follow an argument posted by Tao on the internet [16] . The following Paley-Zygmund type inequality for random variables of zero mean was proved in [10, lemma 2.2] and extended in [11] :
Applying this to S γ − p we have
and by Tao's computation we have
Since P(S γ < p) is bounded away from zero, π(p, p) is bounded away from one.
The lower bound follows from bold play. Let k ∈ N be such that 1
The upper bound and the lower bound for π(p, p) as in the proof of Proposition 1. In corollary 1 we find π( 1 2 , 1 2 ) = 3 4 , which is on the graph for the lower bound. If conjecture 1 is correct, then theorem 5 implies that the lower bound gives the actual value of π( 1 k , 1 k ) for k ∈ N, which are at the tops of the zigzag.
We say that a sequence γ is finite if c i = 0 for some i, and infinite otherwise.
Proof. Suppose that γ is infinite. We prove that S γ is a continuous random variable if P(S γ ∈ C) = 0 for all countable C. According to Jessen and Wintner's law of pure type [2, Theorem 3.5], S γ is either discrete or continuous. Let (c i j ) be a subsequence such that c i j > 2 ∞ k=j+1 c i k . Let I be the set of all i j and let J be its complement. Then S 1 = I c i β i and S 2 = J c i β i are independent and S γ = S 1 + S 2 is either discrete or continuous. By our choice of c i j , S 1 has the property that its value determines the outcomes of all β i . In particular, S 1 is a continuous random variable. Therefore S 1 + S 2 cannot be discrete, it has to be continuous. It follows that P(S γ ≥ 1) = P(S γ > 1).
Denote a truncated sum by S γ,n = i≤n c i β i . By monotonic convergence P (S γ > 1) = lim n→∞ P(S γ,n > 1) and it follows that P(S γ ≥ 1) can be approximated by tail probabilities of finite convex combinations.
Proof. Let γ n = (c n,i ) i be such that P(S γn ≥ t) is increasing and converges to π(p, t). By a standard diagonal argument we can assume that (c n,i ) n is convergent for all i. Let c i = lim n→∞ c n,i and let γ = (c i ) i . Then γ is a non-increasing sequence which adds up to
Observe that γ cannot be the all zero sequence, since this would imply that c n,1 → 0 and
We first prove that π(p, t) ≤ P(S γ ≥ t − cp). Fix an arbitrary > 0. Let i 0 be such that j≥i 0 c j < 4 and c i 0 < 4 . Let n 0 be such that
and
By Chebyshev's inequality, we conclude that P (T n ≥ cp + ) < for sufficiently small . It follows that
By taking limits → 0 and n → ∞ we conclude that
Therefore, π(p, t) = P(Sγ ≥ t) and all inequalities are equalities.
Favorable odds
We consider the case 1 2 ≤ p < t. In this case, bold play comes down to placing a single stake c 1 = 1. We say that
We say that two intervals I and J are separate if I ∪ J is not an interval. If F is a family of sets, then we write F for the union of all elements in F.
Lemma 2. Let F be a family of k intervals of length k in Z/nZ. Let G be a family of intervals of length a ≤ n − k such that I ∩ J = ∅ for each I ∈ F and J ∈ G. Then |G| ≤ a.
If we identify an interval with its initial element, then G is contained in an intersection of k intervals of length k + a − 1. The complement of G contains a union of k intervals of length n − k − a + 1. By the previous lemma, the complement contains at least n − a elements. Therefore, G contains at most a elements.
Proof. By induction. The statement is obvious if k = 1.
and a set of cardinality ≥ a. The union of the two sets has cardinality ≤ b, therefore their intersection has cardinality ≥ (k − 1)a − (k − 2)b + a − b. 
Proof. This is essentially the same statement, but now for a probability measure instead of a counting measure.
Then bold play is optimal.
Proof. Bold play assures a probability p of reaching t. We need to prove that P(S γ ≥ t) ≤ p for arbitrary γ. By proposition 2 we may assume that γ is finite. It suffices to prove that P(S γ ≥ t) ≤ p for rational p, since π(p, t) is monotonically decreasing in p.
Let n be the number of non-zero coefficients in γ and let p = a b . Let X i be a sequence of n independent discrete uniform U {0, b − 1} random variables,
Think of X i as an assignment of coefficient c i to a random element j ∈ {0, . . . , b − 1} = Z/bZ. Let w(j) be the sum of the coefficients -the weight -that is assigned to j. Then Y 0 = w(0) + · · · + w(a − 1), i.e., Y 0 is the weight of [0, a). Instead of [0, a) we could also have selected any interval
Let Ω be the sample space of the X i and fix ω ∈ Ω. Let J = {j : Y j (ω) ≥ t} ⊂ Z/bZ. We need to prove that |J| ≤ a. We may assume that |J| ≥ a and we need to prove that it is in fact equal to a. By lemma 3 k l=0 (la + J) has cardinality ≥ (k + 1)a − kb. In other words, there are at least (k + 1)a − kb indices i such that all [i, i + a), [i + a, i + 2a), . . . , [i + ka, i + (k + 1)a) have weight ≥ t. The intersection of these k + 1 intervals is equal to
and by lemma 4 this interval has weight ≥ (k + 1)t − k.
This theorem takes care of the upper right hand block of figure 1 . A zigzag of triangles along the hypothenuse remains. Numerical results of Csóka [4] suggest that bold play is optimal for all of these triangles, except for the one touching on {(p, p) : 1 2 ≤ p ≤ 2 3 }.
High threshold
We now consider the case t > 1 2 and p ≤ 1 2 . Let γ be finite with n non-zero coefficients. Think of γ as a measure on [n] = {1, 2, . . . , n}. More specifically, γ(V ) is the sum of the coefficients c i with i ∈ V . Let Γ t be the family of all subsets such that γ(V ) ≥ t. Think of the n Bernoullis as selecting a subset of [n] at random. In particular, V is selected with probability p(V ) = p |V | (1 − p) n−|V | . In this setting, our problem becomes a linear optimization problem, in which we want to find the family Γ t that maximizes V ∈Γt p(V ).
If t > 1 2 then Γ t is an intersecting family: it has no elements that are disjoint. Two standard examples of intersecting families are F 1 , the family of all V such that 1 ∈ V , and F >n/2 , the family of all subsets of cardinality |V | > n/2. The problem of maximizing p(F) = V ∈F p(V ) for an intersecting family was initiated by Fishburn et al [7] .
Theorem 3 (Fishburn et al). If p ≤ 1 2 then p(F) is maximized by F 1 . If p ≥ 1 2 and n is odd, then p(F) is maximized by F >n/2 . Proof. Following [7] . At most one of V and V c can be in F. If p ≤ 1 2 , then p(V ) ≥ p(V c ) if |V | ≤ |V c |. To maximize p(F), we need to select the set of smallest cardinality from each pair V, V c and F 1 does that. If p ≥ 1 2 then we have to make the opposite choice for the same reason. If n is odd, F >n/2 does that.
We note in passing that this result has been generalized to t-intersecting families, see [6] . Corollary 1. π(p, t) = p if p ≤ 1 2 and t > 1 2 . Proof. The maximizing family F 1 corresponds to Γ t with γ = (1, 0, . . . , 0) . This takes care of the upper left-hand block in figure 1 .
The case p ≥ 1 2 does not completely carry over to our setting. The family F >n/2 corresponds to the sequence (2t/(n + 1), . . . , 2t/(n + 1)) which converts to a convex combination only if t ≤ n+1
2n . Furthermore, unlike F 1 the coefficients depend on n. Theorem 3 thus implies that if n is the largest odd number such that t ≤ n+1
2n , then among all finite γ that have no more than n non-zero coefficients, an average of n+1 2 Bernoullis gives the maximal P(S γ ≥ t). This implies that bold play is not optimal for the triangle touching on {(p, p) :
2 then bold play is optimal. Proof. In this case, bold play corresponds to γ = ( 1 2 , 1 2 , 0, . . .). For an arbitrary γ = (c 1 , c 2 , . . .) we have
. .) then P(S γ ≥ 1 2 | β 1 = 0) = P(Sγ ≥ 1 2(1−c 1 ) ) ≤ p by theorem 3. We find that P(S γ ≥ 1 2 ) ≤ p + (1 − p)p with equality for bold play. This takes care of the boundary between the two left-hand blocks in figure 1.
Unfavorable odds
A family of sets F ⊂ [n] has matching number k, denoted by ν(F) = k, if the maximum number of pairwise disjoint V ∈ F is equal to k. In particular, F is intersecting if and only if ν(F) = 1. F u is u-uniform if all its elements have cardinality u. According to the Erdős matching conjecture [1, 8] , the maximum cardinality |F u | of a u-uniform family such that ν(F u ) ≤ k is either attained by F u k , the family of all V containing one or more elements from {1, . . . , k}, or by F j [(k+1)u−1] , the family containing all u-subsets from {1, . . . , (k + 1)u − 1}. Frankl [8] proved that F u k has maximum cardinality if n ≥ (2k + 1)u − k. This result was sharpened in [9] to n ≥ 5 3 ku − 2 3 k for sufficiently large k. The actual bound is conjectured to be n > (k + 1)u. If this is true, then the shaded region in figure 1 in the lower left-hand block would look like the region in the upper right-hand block. Theorem 4. If p < 1 2k+1 and 1 k+1 < t ≤ 1 k then bold play is optimal. Proof. We need to prove that P(S γ ≥ t) ≤ 1 − (1 − p) k for finite γ = (c 1 , c 2 , . . .). Let n be an arbitrarily large n such that c j = 0 if j > n. As before, Γ t is the family of V ⊂ [n] such that γ(V ) ≥ t. It has matching number k = 1 t . We have
where |Γ j t | denotes the number of subsets of cardinality j. By Frankl's result, we can put a bound on |Γ j t | if 2(k + 1)j − k ≤ n. For larger j we simply bound by n j . In this way we get that P(S γ ≥ t) is bounded by
Binomial tails
If conjecture 1 holds, then we need to only consider averagesX k and determine the optimal k. This is a classical problem. In 1693 John Smith asked which of the following events was most likely: fling at least one six with 6 dice, or at least two sixes with 12 dice, or at least three sixes with 18 dice. The problem was communicated by Samuel Pepys to Isaac Newton, who computed the probabilities. Chaundy and Bullard [3] gave a very nice description of the history of this problem (more can be found in [14, 15] ).
Theorem 5 (Chaundy and Bullard). Suppose p = t = 1/k for some k ∈ N. Then P(X nk ≥ t) is maximal for n = 1. Even more so, P(X nk ≥ t) > P(X n k ≥ t) if n < n .
If conjecture 1 holds, then this theorem implies that bold play is optimal if p = t = 1 k . Jogdeo and Samuels [13] showed how results such as theorem 5 can be derived from a theorem of Hoeffding [12] . Proof. (of Theorem 5). The event X n k ≥ t corresponds to {S ≥ n } for the number of successes S in n k trials of success probability t = 1/k. By Hoeffdings theorem, P(S ≥ n ) < P(Z ≥ n ) if Z is the number of successes in n k trials, nk of which have probability t, (n − n) have probability 1, and all other have probabilty 0. Now observe that P(Z ≥ n ) = P(X nk ≥ t).
It is surprisingly difficult to extend Chaundy and Bullard's theorem to other binomial tails.
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