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En este proyecto se han desarrollado un conjunto de algoritmos de
visio´n artificial, que permiten a los robots el seguimiento de objetos,
la deteccio´n de movimiento y la navegacio´n por entornos no cono-
cidos. En cuanto a los algoritmos de seguimiento, se han utilizado
te´cnicas ya conocidas como SURF, meanshift o template matching
y un me´todo propio: Colormax. La deteccio´n de movimiento se rea-
liza a trave´s de optical flow. Para la navegacio´n se han creado dos
me´todos nuevos para arquitecturas reactivas. NaviOtsu, que se basa
en la umbralizacio´n por el me´todo Otsu para evitar obsta´culos, y
NaviColor, que utiliza la distribucio´n de colores del entorno para
elegir el camino ma´s adecuado.
La implementacio´n de los algoritmos esta´ basada en la librer´ıa
OpenCV y e´stos se han integrado dentro de una interfaz multipla-
taforma que simplifica su uso y permite que sean utilizados por
cualquier robot. Se incluyen tambie´n estad´ısticas y comparativas
entre los algoritmos desarrollados para comprender las ventajas e
inconvenientes que ofrece cada uno.
Por u´ltimo, se ha realizado una demostracio´n del software en un
pequen˜o robot humanoide y se han comprobado los resultados de
utilizar los algoritmos en una plataforma real.





In this project there have been developed a set of vision algo-
rithms that allow object tracking, motion detection and navigation.
The algorithms of tracking have been designed using popular te-
chniques like SURF, meanshift or template matching and one new
method: Colormax. Motion detection is achieved by using optical
flow. There have been designed two new methods for reactive navi-
gation architectures. NaviOtsu, which is based on Otsu thresholding
to avoid obstacles and NaviColor, that uses environment colors dis-
tribution to choose the best appropriate path.
Algorithms implementation are based on the OpenCV library
and they have been integrated into a multi-platform interface, which
makes more friendly and useful their use in robots. It also includes
statistics and comparisons between algorithms and their advantages
and disadvantages.
Finally, a software demostration has been accomplished by using
a small humanoid robot and have proven the results of using the
algorithms in real environtments.
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Cap´ıtulo 1
Introduccio´n
En este cap´ıtulo se ofrece una introduccio´n a la visio´n por compu-
tador, a trave´s de ejemplos de proyectos de varias universidades y
empresas. Tambie´n se detallan los objetivos que se esperan conse-
guir una vez terminado este proyecto. Por otro lado y para finalizar
el cap´ıtulo, se desglosa la estructura del documento.
1.1. Sobre la visio´n artificial
La visio´n artificial, o por computador, es una rama de investiga-
cio´n que estudia como extraer informacio´n de una imagen y hacer
que una ma´quina la entienda o ejecute una determinada tarea con
e´xito. Si bien esta disciplina se inicio´ en los an˜os 60, no fue hasta
los 80, con el desarrollo de ordenadores ma´s potentes, cuando se
convierte en un campo emergente de estudio [21].
Enmarcada a veces como un subcampo de la inteligencia artificial
[18], lo cierto es que sus aplicaciones potenciales abarcan una gran
variedad de sistemas. Como se puede comprobar en la siguiente lista,
la visio´n artificial es aplicable en pra´cticamente cualquier industria
que necesite extraer o procesar informacio´n del entorno.
Control de calidad en industrias. Este fue uno de los prime-
ros usos y tambie´n de los ma´s extendidos actualmente. Desde
distinguir productos alimenticios en buen o mal estado, hasta
la clasificacio´n de material industrial como tornillos y tuercas.
Vigilancia y seguridad. Un campo tambie´n con gran expe-
riencia, especialmente en la deteccio´n de movimiento. La ma-
yor´ıa de ca´maras de seguridad modernas incluyen pequen˜os
programas para detectar el acceso no autorizado en espacios
controlados.
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Navegacio´n y guiado de veh´ıculos, ya sea terrestres, ae´reos
o mar´ıtimos. Todav´ıa en pruebas de laboratorio en la mayor´ıa
de los casos, es uno de los campos con ma´s posibilidades de
verse implantado a corto plazo. En algunos pa´ıses, se permite
actualmente incluso la circulacio´n por carretera de veh´ıculos
auto´nomos sin conductor.
Interaccio´n humano-robot. Imprescindible para construir
futuros robots con capacidades avanzadas. Desde la localizacio´n
de personas, hasta encontrar medicamentos, las posibilidades
son infinitas.
Realidad aumentada. Las aplicaciones mo´viles han sido las
pioneras en este terreno. Acciones como mostrar la ubicacio´n
de un restaurante, o la tienda de moda ma´s cercana usando
como base la ca´mara del tele´fono, son funciones habituales hoy
en d´ıa.
Seguimiento de trayectorias. Un ejemplo ser´ıa el famoso
ojo de halco´n de los partidos de tenis. Este permite reconstruir
el movimiento de la pelota en el aire, en tiempo real.
Biometr´ıa. El reconocimiento de caras es ya una realidad en
la electro´nica actual. Tanto es as´ı que el sistema operativo An-
droid de Google en su versio´n 4.0 (llamado Ice Cream Sand-
wich) ha introducido el desbloqueo del tele´fono a trave´s del
reconocimiento de la cara del duen˜o del terminal.
En el mundo de la robo´tica, esta disciplina ha servido para con-
tribuir notablemente a facilitar la integracio´n de robots en entornos,
no so´lo urbanos, sino incluso dome´sticos. Buena prueba de ello es el
nacimiento de los llamados robots sociales, como por ejemplo Maggie
[20] (figura 1.1) cuyo desarrollo corre a cargo del grupo de investi-
gacio´n Robotics Lab perteneciente a la Universidad Carlos III
de Madrid. Estos robots se disen˜an pensando en la interaccio´n con
humanos, lo que ser´ıa imposible sin un sistema de visio´n adecuado.
De este mismo grupo de investigacio´n han surgido trabajos de vi-
sio´n relacionados con robots asistenciales como ASIBOT [23]. Otra
l´ınea de investigacio´n de la misma universidad, a cargo del Labo-
ratorio de sistemas inteligentes, busca completar un sistema de
ayuda a la conduccio´n, llamado IvvI, basa´ndose principalmente en
las ima´genes obtenidas de las ca´maras [3].
Utilizados tambie´n en un veh´ıculo, pero en este caso extraterres-
tre, se encuentran los sistemas de navegacio´n de los Mars Rover de
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Figura 1.1: Maggie, el robot social de la UC3M c©UC3M
la NASA [17] (figura 1.2(a)). Una de las dificultades del funciona-
miento de estos robots se basa en la inmensa distancia que separa
la Tierra y Marte. Esto hace que la teleoperacio´n sea pra´cticamente
imposible y tengan que ser bastante auto´nomos. Tambie´n por parte
de la NASA tenemos el robot R2 Robonaut [2](figura 1.2(b)). Su
misio´n consiste en ayudar a los astronautas en tareas peligrosas pa-
ra el ser humano, ya sea en los transbordadores espaciales o en la
Estacio´n Espacial Internacional (ISS por sus siglas en ingle´s). La
versio´n 1 de este robot contiene un sistema de visio´n este´reo que
filtra las ima´genes mediante un me´todo (laplaciana de gausianas)
que enfatiza los bordes de los objetos. Esto facilita la reconstruccio´n
3D de las ima´genes.
Un ejemplo que demuestra el claro potencial de la visio´n por
computador lo tenemos en Stanley [22] (figura 1.3).
Este veh´ıculo creado por la Universidad de Stanford y equipa-
do con mu´ltiples ca´maras, gano´ en 2005 el DARPA Grand Challenge.
Esta carrera, organizada por DARPA (Defense Advanced Research
Projects Agency), tiene como objetivo que veh´ıculos auto´nomos via-
jen a trave´s de los Estados Unidos hasta un determinado punto sin
intervencio´n humana. Para conseguir el premio (2 millones de do´la-
res), se tuvo que dotar a Stanley de ca´maras que creaban un mapa
3D del entorno, lo que unido a un GPS permit´ıa la navegacio´n sin
ayuda.
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(a) Mars Rover (b) R2 Robonaut
Figura 1.2: Ejemplos de robots espaciales que utilizan sistemas de visio´n artificial
c©NASA
Figura 1.3: Stanley, veh´ıculo ganador del DARPA Grand Challenge 2005
c©Stanford University
Viendo los u´ltimos ejemplos expuestos, podr´ıa parecer que esta
disciplina se centra principalmente en el a´mbito de la navegacio´n.
Nada mas lejos de la realidad. Como podemos ver en el ejemplo si-
guiente, la manipulacio´n de objetos es perfectamente asumible uti-
lizando ca´maras de v´ıdeo. Un robot avanzado en esta l´ınea es Justin
de la agencia aeroespacial alemana DLR (figura 1.4). Puede ejecu-
tar tareas complejas (como ca´lculos de trayectorias de pelotas en
tiempo real) basa´ndose en su sistema de visio´n.
Con estos ejemplos se ha intentado hacer una panora´mica general
de algunos de los proyectos ma´s punteros del mundo de la tecnolog´ıa
que necesitan, completa o parcialmente, de un elemento de visio´n
artificial que les ayude a extraer informacio´n del entorno. Contribuir
en esta rama de conocimiento es un reto desde el punto de vista
te´cnico y social, pues su desarrollo puede suponer grandes mejoras
en las condiciones de funcionamiento de las ma´quinas actuales, lo
que conllevar´ıa a un aumento de la seguridad, la comodidad y la
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Figura 1.4: Justin, un avanzado manipulador mo´vil c©DLR
accesibilidad para los usuarios. Es por esto que en este proyecto se
va a recorrer un pequen˜o camino que espero ayude y anime a otros
en el futuro a involucrarse en este campo.
1.2. ASROB, ECRO y motivacio´n del proyecto
La idea de crear un conjunto de algoritmos que permitiesen la
navegacio´n auto´noma surgio´ dentro de la Asociacio´n de Robo´tica
UC3M o ASROB [13] (figura 1.5).
Figura 1.5: Logotipo de la asociacio´n de robo´tica de la UC3M c©ASROB
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Los miembros de la asociacio´n se involucran en los proyectos
que all´ı se desarrollan y, en concreto, uno de los proyectos fue el
origen de este trabajo. Actualmente (2012) la asociacio´n cuenta
con cuatro l´ıneas principales de investigacio´n: UAV (figura 1.6(a)),
mini-humanoides (figura 1.6(b)), impresoras 3D (figura 1.6(c)) y el
aqu´ı citado, ECRO (figura 1.7).
(a) UAV (b) Robonova
(c) Impresora 3D
Figura 1.6: L´ıneas de investigacio´n ASROB
Esta l´ınea de investigacio´n, el proyecto ECRO (Earth Civil RO-
bot o robot civil de tierra), trata el tema de la robo´tica terrestre.
Una de las caracter´ısticas de ECRO es la utilizacio´n de una ca´mara
Kinect que, junto a varios algoritmos de visio´n artificial, le permiten
circular sin colisionar con el entorno. Fue esta idea de navegacio´n
reactiva la que, unida a la te´cnica de control Visual Servo (usar
los sensores de visio´n para controlar el movimiento del robot) [14],
desemboco´ en los algoritmos que se presentan en este proyecto.
1.3. Objetivos
Uno de los objetivos, no ya de contenido, sino de forma, es uti-
lizar en la medida de lo posible el mayor nu´mero de herramientas
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Figura 1.7: ECRO, plataforma para investigacio´n en en el campo de la robo´tica
terrestre c©ASROB
libres y multiplataforma. Con ello se busca que el software que se
genere pueda ser compatible con cualquier robot que pretenda utili-
zarlo. Por ello se utiliza OpenCV para la programacio´n y Qt para la
interfaz. Cualquier ordenador puede utilizar estas librer´ıas sin tener
requisitos especiales.
Dentro ya de la parte te´cnica o de programacio´n, se busca conse-
guir tres conjuntos de algoritmos: Seguimiento, navegacio´n y detec-
cio´n de movimiento. En cuanto a seguimiento, se quieren conseguir
6 algoritmos, y que cada uno de las cua´les se base en un principio
distinto, buscando abarcar un amplio espectro de funcionalidades:
Meanshift
Camshift
Bu´squeda de ma´ximos globales de color
Template matching
SURF con bu´squeda de centroide
SURF con ca´lculo de transformacio´n de perspectiva
La deteccio´n de movimiento hace uso de los principios del flujo
o´ptico. Se pretende que, a trave´s de e´ste, se acoten los puntos que
var´ıan en la imagen, permitiendo la localizacio´n de los elementos
dina´micos. Se quieren desarrollar tambie´n dos algoritmos de navega-
cio´n completamente nuevos, que permitan al robot cierta autonomı´a
en su movimiento a trave´s del ana´lisis de colores.
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Otro objetivo es tambie´n que el software consuma pocos recursos
para permitir su ejecucio´n en tiempo real. Pensando en la accesibili-
dad y en la comodidad del usuario, se pretende disen˜ar una interfaz
fa´cil e intuitiva, a trave´s de botones indicativos y un apartado de
instrucciones de uso.
Como objetivo final, se propone probar en una plataforma robo´ti-
ca real (un robot humanoide) el software conseguido y analizar los
resultados.
1.4. Estructura del documento
A continuacio´n y para facilitar la lectura del documento, se de-
talla el contenido de cada cap´ıtulo.
En el cap´ıtulo 1 se realiza una introduccio´n, se explica la moti-
vacio´n y el origen del proyecto y se muestra, a trave´s de ejem-
plos reales, el mundo de la visio´n artificial.
En el cap´ıtulo 2 se hace un repaso de las herramientas in-
forma´ticas utilizadas. Entre ellas destaca la librer´ıa de visio´n
artificial, la de creacio´n de interfaces y la de comunicaciones.
En el cap´ıtulo 3 se presenta y explica el software surgido del
proyecto. Estos son la interfaz RETINA y la librer´ıa Travis.
En el cap´ıtulo 4 se desarrollan los fundamentos de los algorit-
mos de seguimiento. Las matema´ticas involucradas en el pro-
ceso son tambie´n descritas.
En el cap´ıtulo 5 se explican los algoritmos de deteccio´n de mo-
vimiento y los principios del flujo o´ptico.
En el cap´ıtulo 6 se presentan me´todos para la navegacio´n reac-
tiva de robot mo´viles. Aqu´ı se introducen dos me´todos, pero en
especial destaca Navicolor, un nuevo algoritmo de navegacio´n
reactiva innovador, disen˜ado para este proyecto.
En el cap´ıtulo 7 se muestra el co´mo y el por que´ de la imple-
mentacio´n de los algoritmos en un robot real. En nuestro caso,
la plataforma utilizada ha sido el HOAP-3. Se ofrece tambie´n
documentacio´n de una demostracio´n con el robot y un ana´lisis
estad´ıstico de varios algoritmos de reconocimiento a trave´s una
experimento.
Para finalizar, se aportan unas conclusiones y se pincelan posi-
bles trabajos futuros derivados de e´ste. Se adjunta tambie´n la
bibliograf´ıa utilizada para las referencias.
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Como anexo se ofrece la documentacio´n generada de la librer´ıa
Travis. El generador automa´tico de documentacio´n Doxygen ha
sido el elegido para este propo´sito.




A continuacio´n se presentan las herramientas que han servido
para construir este proyecto. Gracias a la comunidad del software
libre, estas librer´ıas se encuentran a disposicio´n de todo el mundo y
permiten un avance muy ra´pido en el desarrollo de aplicaciones. Des-
tacar que, aparte de libres en cuanto al acceso al co´digo, son tambie´n
gratuitas, lo que las hace ma´s atractivas para los desarrolladores.
2.1. Librer´ıa OpenCV
OpenCV (figura 2.1) es una librer´ıa que contiene funciones de
visio´n artificial. Fue lanzada en 1999 y estaba desarrollada inicial-
mente por Intel, aunque ahora su desarrollo esta´ mantenido por
Willow Garage (figura 2.3) [8].
Figura 2.1: Logotipo de OpenCV c©AdiShavit
Esta´ licenciada bajo la Licencia BSD, por lo que entra en la deno-
minacio´n de software de co´digo abierto (open source en ingle´s). Esta
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licencia permite que la librer´ıa pueda ser utilizada para uso personal
o comercial, sin ninguna limitacio´n, ma´s alla´ del reconocimiento de
los autores.
Originariamente desarrollada sobre C, desde finales de 2009 cuen-
ta con una interfaz mejorada, basada en C++. Si por algo ha desta-
cado esta librer´ıa es por la gran cantidad de herramientas que pone
a disposicio´n del programador en el campo de la visio´n por compu-
tador, incluso en tiempo real, como se puede ver en la figura 2.2.
Entre sus a´reas de aplicacio´n, destacamos:




Funciones 3D y este´reo
Aprendizaje automa´tico (a´rboles de decisio´n, clasificadores ba-
yesianos, redes neuronales...)
Figura 2.2: Funciones de OpenCV c©WillowGarage
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Otra de las caracter´ısticas a destacar de OpenCV es su cara´cter
multiplataforma. Oficialmente esta´ soportado por Windows, Linux,
Mac OS, Android, iOS, Maemo, FreeBSD y OpenBSD. Esto permite
su implantacio´n en pra´cticamente cualquier sistema informa´tico.
Figura 2.3: Logotipo de Willow Garage c©Willow Garage
Por u´ltimo, y por hacer evidente la relacio´n entre OpenCV y
el mundo de la robo´tica, decir que esta librer´ıa es el paquete de
visio´n artificial principal en ROS (Robot Operating System), un
meta-sistema operativo, tambie´n mantenido por Willow Garage, es-
pecialmente pensado para el mundo de la robo´tica.
2.2. Librer´ıas Qt
Qt Creator es un entorno de desarrollo integrado para el desa-
rrollo de aplicaciones basadas en las librer´ıas Qt (figura 2.4). Fue
creado por Trolltech (ahora Qt Development Frameworks y perte-
neciente a Nokia), responsables tambie´n de toda la librer´ıa Qt. Al
igual que suced´ıa con OpenCV, una gran ventaja de este software
es su disponibilidad multiplataforma.
Figura 2.4: Logotipo de Qt c©Nokia
Contiene dos editores, uno de co´digo (lenguaje C++) similar a
cualquier editor con funciones avanzadas (autocompletado, marcado
en colores, etc) y otro editor para disen˜ar interfaces gra´ficas (tambie´n
llamado Qt Designer).
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Para facilitar la integracio´n en proyectos que impliquen utilizar
ambos editores, este programa ofrece un sistema de eventos conoci-
do como Signals and slots. Este paradigma de programacio´n divide
las interacciones del usuario con la interfaz en dos mecanismos de
comunicacio´n diferenciados. Cuando el usuario modifica, altera o in-
fluye en la interfaz con una accio´n cualquiera genera una Signal, la
cual estara´ conectada a una slot, que es, por as´ı decirlo, la conse-
cuencia o el cambio que se vera´ en la interfaz. Las posibilidades que
ofrece este sistema son muchas y facilitan la creacio´n de interfaces,
ahorrando co´digo y tiempo.
2.3. YARP
YARP (Yet Another Robot Platform) es un conjunto de protoco-
los y herramientas (se puede ver en la figura 2.5) para interconectar
los elementos involucrados en la robo´tica, especialmente robo´tica hu-
manoide. YARP es, al igual que el resto de herramientas utilizadas,
software libre. Sus componentes se pueden dividir en tres partes:
libYARP OS : interfaz con el Sistema Operativo
libYARP sig : se encarga de tareas de procesado de sen˜al
libYARP dev : interfaz con los dispositivos
Figura 2.5: Mo´dulos de YARP a trave´s de Doxygen
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El principal desarrollador es Paul Fitzpatrick perteneciente al
MIT (Massachusetts Institute of Technology). La pra´ctica totali-
dad del co´digo esta´ desarrollado en C++. Estas librer´ıas han sido
utilizadas en nuestro proyecto para establecer las comunicaciones
entre el ordenador que ejecuta la interfaz, y los robots que sirven de
plataforma.
Si por algo destaca esta librer´ıa es por su pequen˜o taman˜o (ape-
nas unos pocos megabytes) y su bajo consumo de memoria. Esto
hace posible su uso, en nuestro caso, de manera inala´mbrica con un
pequen˜o robot humanoide de memoria limitada (HOAP-3: 512 MB).
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Cap´ıtulo 3
Software desarrollado
Como resultado del trabajo de programacio´n del proyecto, dos
conjuntos de software han sido completados. El primero de ellos,
RETINA, es la aplicacio´n gra´fica y, por otro lado, se ha implemen-
tado Travis como librer´ıa de C++.
3.1. RETINA
Para facilitar la integracio´n de los algoritmos de visio´n artificial
que se iban a desarrollar, desde el principio se penso´ en hacer una
interfaz gra´fica que los agrupara a todos. Este es el origen de RETI-
NA (figura 3.1). El nombre proviene de Robotic Environment for
Tracking Issues and Navigation Applications cuya traduccio´n
del ingle´s ser´ıa: Entorno de robo´tica para problemas de seguimiento
y aplicaciones de navegacio´n.
Este programa esta´ basado en las librer´ıas OpenCV y la interfaz,
basada en Qt, contiene varias herramientas, cada una de las cuales
engloba los algoritmos desarrollados en ese campo.
Sampling (Muestreo): Provee de unos elementos gra´ficos que
facilitan la visualizacio´n de la ca´mara del robot y permiten la
captura de instanta´neas que son automa´ticamente guardadas
en la galer´ıa del programa. Una vez guardadas, las ima´genes
esta´n listas para su uso desde el resto de las herramientas.
Searching (Bu´squeda o rastreo): Contiene los algoritmos de
bu´squeda y seguimiento de objetos, adema´s de ofrecer una caja
de texto donde seleccionar las ima´genes con las que trabajar.
El sistema verifica que la imagen pedida existe y so´lo entonces
permite seleccionar los algoritmos, que son:
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Figura 3.1: Pantalla inicial de RETINA
• Meanshift: Su funcionamiento hace uso del color del ob-
jeto para su rastreo.
• Camshift: Es una modificacio´n de Meanshift que an˜ade el
cambio del taman˜o de la regio´n de bu´squeda en el rastreo.
• Colormax: Tambie´n basado en la bu´squeda por color, con
la diferencia de que no esta´ basado en los algoritmos ante-
riores. Para encontrar el color pedido, este me´todo analiza
los colores de la imagen (a trave´s de herramientas como
el histograma y el espacio de color HSV) y despue´s sen˜ala
aquellas zonas de mayor correspondencia con el color ori-
ginal.
• Template matching: La correlacio´n normalizada es usa-
da aqu´ı para la comparacio´n de ima´genes (regiones de p´ıxe-
les en escala de grises).
• SURF+Centroid: Esta famosa y moderna te´cnica es uti-
lizada para hallar el centroide del objeto a buscar.
• SURF+Homography: Podr´ıamos considerar este me´to-
do como una extensio´n o modificacio´n del anterior, en la
que se ha an˜adido el ca´lculo de la homograf´ıa y la transfor-
macio´n de perspectiva para conseguir unos resultados ma´s
fiables.
Motion (Movimiento): Una versio´n de las implementaciones
del flujo o´ptico (conocida como Lucas-Kanade piramidal, ba-
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sada en Lucas-Kanade [16]) es la elegida en este proyecto para
la deteccio´n de movimiento.
Navigation (Navegacio´n): La navegacio´n es uno de los pun-
tos fuertes del proyecto ya que se han completado dos algorit-
mos novedosos para arquitecturas reactivas de navegacio´n. Es-
tas arquitecturas no calculan en base a mapas, sino que eligen
direccio´n en tiempo real, en funcio´n de las entradas sensoriales:
• NaviOtsu: Se inspira en una antigua te´cnica de umbrali-
zacio´n [19]. Se ha pensado para entornos donde el suelo y
los obsta´culos tengan distinto color. Con estos supuestos,
se propone que la eleccio´n del camino a seguir se haga usan-
do una imagen binarizada (p´ıxeles completamente blancos
o negros) donde la direccio´n correcta comparte color con
el suelo.
• NaviColor: De manera ma´s innovadora que en el caso
anterior, aqu´ı se lleva un paso ma´s alla´ el ca´lculo de los co-
lores. Con la imagen original y los colores del suelo, se crea
una imagen en escala de grises (tambie´n llamada backpro-
jection) donde a cada pequen˜a regio´n se le asigna un color
en funcio´n del parecido que tiene e´sta con la distribucio´n
de colores original del suelo. Se llega as´ı a una distincio´n
ma´s fina que en el caso binario anterior, y se puede elegir
una direccio´n ma´s adecuada.
Estos dos algoritmos son nuevos en su concepcio´n y suponen
un interesante nuevo punto de vista en la navegacio´n reactiva
basada en la visio´n artificial.
Info: Contiene informacio´n de licencias e instrucciones de uso
(figura 3.2).
Aunque no es visible desde la interfaz, el programa contiene una
galer´ıa donde se almacenan las ima´genes capturadas en la pestan˜a de
muestreo (sampling). El resto de herramientas acceden a esa carpeta
directamente cuando buscan una imagen (existe un campo habilita-
do en la interfaz para escribir el nombre de la imagen) con la que
realizar los ca´lculos.
Por u´ltimo, destacar que RETINA se ha licenciado bajo la licen-
cia de co´digo abierto GNU Lesser General Public License, LGPL
v3, lo que permite su reutilizacio´n en cualquier otro proyecto de
software libre o privativo.
20 CAPI´TULO 3. SOFTWARE DESARROLLADO
Figura 3.2: Ventana info de RETINA
3.2. Librer´ıa Travis
Paralelo al desarrollo de Retina, se hac´ıa necesario organizar, op-
timizar y comentar todos los algoritmos generados durante el pro-
yecto. Esta librer´ıa contiene todos los algoritmos que se integraron
en Retina, pero sin adaptar a los requerimientos de la interfaz en
Qt, conservando toda la potencia de OpenCV.
Figura 3.3: Logotipo de Travis
Tener que integrar OpenCV con Qt, hace que se pierdan algunas
funcionalidades, sobre todo las relacionadas con las ventanas de in-
formacio´n complementaria y la interaccio´n con el rato´n. Es por ello
3.2. LIBRERI´A TRAVIS 21
que surge Travis (TRAcking in VISion, seguimiento en visio´n) (fi-
gura 3.3). Otra ventaja de no depender de una interfaz es la mayor
rapidez en la ejecucio´n y el menor consumo de memoria.
Travis se puede utilizar en cualquier otro proyecto ya que, al igual
que Retina, esta´ licenciado bajo la licencia de co´digo abierto GNU
Lesser General Public License, LGPL v3. El co´digo fuente esta´ dis-
ponible para todo el mundo en internet a trave´s de SourceForge:
https://sourceforge.net/projects/travislibrary/
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Cap´ıtulo 4
Seguimiento de objetivos
Seguimiento es el conjunto de funciones ma´s extenso del progra-
ma y tambie´n el primero en ser explicado en el informe. Aparte
de la introduccio´n al tema, se desglosan los fundamentos teo´rico-
matema´ticos de cada uno de los algoritmos.
4.1. Acerca del seguimiento de objetivos
El seguimiento de objetivos es, posiblemente, uno de los puntos de
mayor intere´s de la visio´n artificial aplicado al mundo de la robo´tica.
Conocer la situacio´n de, por ejemplo, una persona e interactuar con
ella es imprescindible si se pretende una colaboracio´n entre humanos
y robots en el futuro.
La aplicacio´n de los algoritmos de seguimiento no queda relegada
al simple uso de seguir un objeto mostrado. La posibilidad de en-
contrar un objeto sin tenerlo delante en el momento de la bu´squeda,
permitira´, por ejemplo, que un robot encuentre un medicamento, las
llaves, o incluso pueda coger un libro de una estanter´ıa. Para ello
se necesitara´ que el robot haya visto en algu´n momento el objeto a
buscar y lo haya almacenado en su memoria, o que puedan consul-
tar, en tiempo real, bases de datos en la nube (internet) donde este´n
almacenadas ima´genes de objetos, para despue´s compararlas con el
entorno que le rodea.
Centra´ndonos en el proyecto aqu´ı desarrollado, se presentan va-
rios algoritmos de reconocimiento con funciones y principios distin-
tos. Tres de estos algoritmos (Meanshift, Camshift y Colormax) se
basan en la bu´squeda por color, usando como referencia una selec-
cio´n del usuario. Esta caracter´ıstica los hace indicados para rastrear
elementos de colores fuertes, uniformes y que destaquen del entorno.
Otro de los me´todos (Template matching) realiza una compa-
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racio´n directa entre ima´genes. Los dos u´ltimos (SURF+Centroid y
SURF+Homography) realizan sus funciones mediante la compara-
cio´n de puntos claves entre los objetos.
A continuacio´n, y empezando por los algoritmos basados en color,
se procede a detallar las caracter´ısticas de cada uno.
4.2. Meanshift
Este algoritmo fue propuesto por primera vez por Fukunaga and
Hostetler [12], y ma´s tarde adaptado por Cheng [10] para aplicarlo
al ana´lisis de imagen. La idea fundamental de esta te´cnica, ma´s
alla´ de la demostracio´n matema´tica que se explica en los art´ıculos
citados, consiste en encontrar ma´ximos locales o “picos” de color en
las ima´genes. A estos picos se asocian todos los p´ıxeles cercanos cuyo
valor de color es parecido. De esta manera se consigue segmentar
la imagen en regiones de color similares y uniformes. La ecuacio´n
matema´tica de Meanshift se define de la siguiente manera:
Sea S un conjunto finito de datos de muestra.
Sea K un kernel de una transformacio´n lineal (eq. (4.1)). Es
decir el nu´cleo (o kernel), esta´ formado por el subconjunto de
todos los vectores del dominio que tiene por imagen al vector
nulo del codominio.
Ker(T ) = vV |T (v) = 0W (4.1)
Siendo V y W dos espacios vectoriales, T una funcio´n entre
ellos y T : V → W una transformacio´n lineal (una aplicacio´n
entre dos espacios vectoriales que preserva las operaciones de
suma de vectores y producto por un escalar).
La imagen de una transformacio´n lineal es el conjunto de ele-
mentos en un espacio de caracter´ısticas (W o codominio) que
se corresponden con otros elementos en el otro espacio de ca-
racter´ısticas de la transformacio´n (V o dominio) (eq. (4.2)).
Im(T ) = wW |∃vV |T (v) = w (4.2)
Sea s una ventana local de p´ıxeles alrededor de x, o posicio´n
actual.
Y sea w : S −→ (0,∞) una funcio´n de pesos.
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La media ponderada de la densidad (entendida como densidad




La diferencia m(x)-x es lo que se conoce como Meanshift y esta
estimacio´n se repite hasta que m(x) converge [11].
(a) Referencia (b) RETINA-Meanshift
Figura 4.1: Rastreando con Meanshift
La implementacio´n del algoritmo en OpenCV esta´ contenida en
la funcio´n del mismo nombre. E´sta analiza los fotogramas de entrada
y busca el color indicado. Una vez encontrado, lo sigue en su movi-
miento manteniendo el taman˜o de la regio´n a buscar (figura 4.1(b)).
Su eficiencia es alta para regiones con colores fuertes y uniformes,
que destaquen del fondo. Un inconveniente se encuentra si el ob-
jeto desaparece de la imagen momenta´neamente, pues el algoritmo
pierde el rastro y es dif´ıcil que lo recupere.
4.3. Camshift
Partiendo de Meanshift, surge una adaptacio´n de la implemen-
tacio´n original, ma´s enfocada al seguimiento de objetos. A esta mo-
dificacio´n se la conoce como Camshift [1]. Aunque los algoritmos
tienen los mismos fundamentos, la principal diferencia entre ambos
es que Camshift utiliza distribuciones de probabilidad adaptativas,
por lo que las distribuciones son recalculadas en cada fotograma.
Esto conlleva que el taman˜o de los segmentos var´ıe constantemente.
Explicado de otra forma, se tiene una imagen extra´ıda de una
ca´mara de v´ıdeo. Si se selecciona una pequen˜a zona para rastrear,
Camshift empezar´ıa con un a´rea de bu´squeda del mismo taman˜o,
pero en el siguiente fotograma, recalcular´ıa el taman˜o de este a´rea
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(a) Referencia (b) RETINA-Camshift
Figura 4.2: Camshift. La distribucio´n de probabilidad adaptativa, modifica el
a´rea de bu´squeda
para englobar todos los colores parecidos. Esto hace que si el objeto
se aleja o acerca de la ca´mara, el algoritmo recalcula el taman˜o del
recuadro para adaptarse a la nueva situacio´n (figura 4.2(b)). En este
mismo caso Meanshift no hubiera cambiado el a´rea de bu´squeda.
Otra ventaja que ofrece este me´todo, pero ya a nivel de progra-
macio´n, es que permite indicar hacia donde ha de dirigirse el a´rea
de bu´squeda, en caso de que se pierda el rastro. Esto permite deter-
minar el centro de la imagen como punto objetivo.
4.4. Colormax
Los algoritmos vistos hasta ahora son, por as´ı decirlo, implemen-
taciones te´cnicas de funciones matema´ticas complejas. Sin embargo,
el algoritmo ahora presentado, ha sido desarrollado buscando unir
pequen˜as funciones sencillas que combinadas conforman una herra-
mienta muy u´til para buscar objetos de colores fuertes y uniformes.
A continuacio´n se presentan los pasos que sigue esta te´cnica.
Primero, la imagen (figura 4.3(a)) se convierte al espacio de co-
lor HSV, donde H significa hue (color), S se refiere a saturacio´n
y por ultimo V a valor (intensidad o luz).
Seguidamente, se calcula el histograma de la variable color,
de la seleccio´n a buscar. El histograma es una representacio´n
gra´fica de la frecuencia con la que se presentan ciertos valores
(en nuestro caso, colores).
Luego se calcula la backprojection. Esto es una imagen en escala
de grises dividida en pequen˜as regiones. Para cada pequen˜a
regio´n, se asigna un co´digo de colores en funcio´n de la similitud
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con el histograma a comparar. El color blanco significar´ıa un
alto parecido de colores, y negro se refiere a la ausencia de
parecido de color.
Por u´ltimo se busca el ma´ximo global (regio´n ma´s clara) y
se elige ese punto como el objeto a buscar (figura 4.3(b)). En
RETINA, la precisio´n es seleccionable mediante una barra des-
lizante.
(a) Referencia (b) RETINA-Colormax
Figura 4.3: Colormax, algoritmo desarrollado con pequen˜as funciones combina-
das.
La ventaja que presenta este me´todo es que si en algu´n momento
se pierde el rastro del objeto a buscar, e´ste se puede recuperar. Esto
se consigue porque en cada fotograma del v´ıdeo se analizan todos
los p´ıxeles en busca del color seleccionado, por lo que si, en algu´n
momento el objeto vuelve a aparecer en la imagen, sera´ encontrado
inmediatamente. Esto supone una gran ventaja, pues no hay que
preocuparse acerca de obsta´culos que impidan la visio´n temporal
del objeto.
Por otro lado, y desde el punto de las desventajas, Colormax se
hace inadecuado para el control de servomotores en un robot. Esto
es debido a que el algoritmo no tiene en cuenta la posicio´n anterior
en la que se encontraba, por lo que podr´ıa ordenar movimientos
aleatorios en el motor si detecta el color en dos puntos opuestos de
la pantalla con demasiada rapidez.
4.5. Template matching
Este me´todo es, por as´ı decirlo, el ma´s sencillo de todos los algo-
ritmos de seguimientos utilizados en el programa. Su funcionamiento
se basa en la correlacio´n normalizada (eq (4.4)).






(f(x, y)− f)(h(x, y)− h)
σfσt
(4.4)
Donde n es el nu´mero de p´ıxeles y f y h son las medias de los
valores de la intensidad de las ima´genes (referencia y fotograma).
Cada σ corresponde a la desviacio´n esta´ndar de cada imagen.
La correlacio´n se utiliza como medida de similitud entre ima´ge-
nes basa´ndose en el valor de gris de los p´ıxeles que las forman. La
normalizacio´n se usa para compensar los cambios en el valor de la
intensidad (iluminacio´n) en los p´ıxeles. Para evitar esto se usa el
valor medio de la intensidad de todos los p´ıxeles.
(a) Referencia Captura (b) Referencia Subimagen
(c) Template Matching
Figura 4.4: Etapas de bu´squeda en Template Matching
Para la comparacio´n se parte de una imagen como, por ejemplo,
la foto de un objeto (figura 4.4(a)). El usuario indica mediante un
recuadro, la zona de la imagen a buscar o referencia (figura 4.4(b)).
Entonces, se compara esa referencia con subima´genes obtenidas de
los fotogramas capturados por la ca´mara de v´ıdeo. Si alguna regio´n
del fotograma supera el umbral de confianza programado, esta zona
se recuadra (figura 4.4(c)).
Este me´todo tiene serias limitaciones. La principal es que es un
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me´todo no invariante a la escala o a la rotacio´n, por lo que no
permite que el objeto se encuentre con una rotacio´n distinta a la de
la referencia ni que su taman˜o sea distinto. Dicho de otra forma el
objeto del v´ıdeo tiene que estar a la misma distancia a la que se le
hizo la captura de referencia y con el mismo a´ngulo de giro.
Es por estos inconvenientes por los que esta te´cnica no debe ser
usada como me´todo u´nico de rastreo. Su funcio´n deber´ıa estar ma´s
enfocada a la confirmacio´n del cumplimiento de la tarea.
4.6. SURF + Centroid (centroide)
SURF es un descriptor y detector de puntos de intere´s de rotacio´n
y escala invariante [5]. Este algoritmo es una variante, ma´s ra´pida,
de SIFT (Scale-invariant feature transform) [15]. Su funcionamiento
se basa en la extraccio´n de puntos invariantes de la imagen. La
principal diferencia con su predecesor SIFT consiste en el uso de
ima´genes integrales lo que aumenta la rapidez en los ca´lculos.
Estas ima´genes integrales o tablas de a´reas sumadas (del ingle´s
summed area table) son ima´genes en las cua´les cada punto (x,y) es
la suma del valor de todos los p´ıxeles que le rodean por arriba y por
la izquierda (fig. 4.5).
Figura 4.5: Imagen integral como suma del valor de sus vecinos de la zona
superior e izquierda
SURF se centra en el reconocimiento de regiones (blob detection
en ingle´s) y dentro de este grupo, pertenece a los me´todos basados
en extremos locales o de puntos de intere´s.
Para empezar la deteccio´n, ambos (SURF y SIFT) utilizan una
te´cnica denominada Scale-Space consistente en replicar la imagen y
convolucionarla con filtros gaussianos (o paso bajo) que eliminan el
ruido y hacen que la imagen parezca ma´s “borrosa”. Un ejemplo de
funcio´n gaussiana se puede ver en la eq. (4.5).




Donde a,b y c son constantes reales (con a > 0).
Despue´s, en SIFT, se detectan los puntos caracter´ısticos (aquellos
que esta´n presentes en todas las re´plicas) usando una variante de la
laplaciana de gausianas, llamada diferencia de gaussianas (eq. (4.6)).
D(x, y, σ) = L(x, y,Kiσ)− L(x, y,Kjσ) (4.6)
Siendo L(x, y, kσ) la convolucio´n de la imagen original, I(x, y)
con un filtro gaussiano G(x, y, kσ) (eq. (4.7)).
L(x, y,Kσ) = G(x, y,Kσ) ∗ I(x, y) (4.7)
En SURF en cambio, se crea una pila de ima´genes de la misma
resolucio´n y se utiliza el determinante del Hessiano o DoH (eq. (4.8))
escalado por un factor σ que var´ıa para cada imagen de la pila.
El Hessiano o matriz Hessiana es una matriz nxn que contie-
ne las segundas derivadas parciales y se utiliza normalmente para
encontrar ma´ximos y mı´nimos locales en funciones multivariable.
A este determinante del Hessiano escalado tambie´n se le denomina
operador de Monge-Ampere´.
DoH(σ)(u) = σ4det(Hgσ∗u) = σ4((Dxxgσ∗u)x(Dyygσ∗u)−(Dxygσ∗u)2)
(4.8)
Donde:
u es la imagen
g es el filtro gaussiano
σ es un factor de escalado
Una vez obtenidos los puntos, se codifican usando un descriptor
(un co´digo u´nico), que tiene en cuenta la orientacio´n de los puntos
en funcio´n de sus vecinos. Para obtener este descriptor se calculan
las Haar wavelet de los vecinos de un punto de intere´s. Una Haar
wavelet es la unio´n de una secuencia de funciones cuadradas. Estas
funciones cuadradas, en este caso, representan el signo de la Lapla-
ciana alrededor del punto.
El descriptor final es la suma de las Haar wavelet de las distintas
subregiones que forman los vecinos del punto de intere´s.
Por u´ltimo, se repiten los mismos pasos en la segunda imagen y
se calculan las distancias eucl´ıdeas (similitudes) entre los puntos.
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Figura 4.6: Ejemplo de rastreo usando SURF + Centroid
En nuestro programa se ha utilizado este algoritmo para conocer
la posicio´n de los puntos clave de la imagen, y una vez hallados cal-
cular la media de sus posiciones (coordenadas). Con ello se pretende
situar el centroide del objeto buscado. La implementacio´n se resume
en:
Cargamos la imagen que servira´ de referencia (el objeto a bus-
car).
Convertimos esta imagen a escala de grises. Esto es debido
a que la implementacio´n de SURF en las librer´ıas OpenCV
so´lo funciona con ima´genes en escala de grises si se utiliza un
comparador de fuerza bruta (BruteForceMacther). Tambie´n se
reduce de taman˜o a 320x240 para asegurarnos que la referencia
es ma´s pequen˜a que la imagen en la que buscar.
Calculamos los puntos clave de la referencia y sus descriptores.
Para cada fotograma de la salida de v´ıdeo se siguen los mismos
pasos anteriores.
Se comparan los descriptores de ambas ima´genes y se calculan
las coordenadas medias de todos los puntos.
Por u´ltimo se representan los resultados, el centroide (figura
4.6).
Hay que destacar la alta tasa de acierto de este me´todo, incluso
con obstruccio´n parcial de la vista, objetos rotados o con distin-
to taman˜o. Su limitacio´n proviene del propio ca´lculo de la media.
Cuando varios puntos no apuntan al lugar deseado, el centroide se
desplaza fuera del objeto.
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4.7. SURF + Homography (homograf´ıa)
En este me´todo se utiliza el mismo algoritmo SURF explicado
antes, es decir, se calculan los mismos descriptores, pero en este
caso se ha utilizado un comparador distinto al de fuerza bruta. El
comparador usado es de tipo FLANN (fast library for approximate
nearest neighbours). Esto nos ofrece varias ventajas:
Permite el tratamiento de ima´genes a color. Esto no afecta al
rendimiento del algoritmo pero de cara al operador el resultado
es ma´s sencillo de interpretar.
El comparador FLANN de OpenCV permite el acceso a la dis-
tancia eucl´ıdea obtenida de la comparacio´n. Esto nos permite
trabajar so´lo con aquellos puntos ”de calidad”, con distancias
pequen˜as (lo que indica gran similitud).
Figura 4.7: Ejemplo de rastreo usando SURF + Homography
Adema´s de este cambio en el comparador y aprovechando las ven-
tajas ya comentadas, se puede implementar una extensio´n adicional,
el ca´lculo de la orientacio´n a trave´s de la homograf´ıa. La homograf´ıa
(transformacio´n geome´trica entre dos figuras planas) es una matriz
que representa el cambio de perspectiva. La ejecucio´n discurre de la
siguiente manera:
Hasta la comparacio´n de los descriptores el proceso es pra´cti-
camente igual al me´todo anterior, a excepcio´n de la conversio´n
a escala de grises, que aqu´ı no es necesaria.
Se calcula la mı´nima distancia del punto de mayor calidad y
se eliminan de la lista de puntos aquellos cuya distancia sea K
veces mayor que la mı´nima. Por defecto K tiene un valor de 2,
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pero en RETINA este valor puede ser modificado mediante el
control deslizante de la precisio´n.
Con los mejores puntos se calcula la homograf´ıa mediante RAN-
SAC (RANdom SAmple Consensus). Este me´todo puede esti-
mar modelos matema´ticos a partir de conjuntos de datos que
contienen puntos singulares u outliers (figura 4.8).
Figura 4.8: Ransac permite estimar modelos a pesar del ruido c©Wikipedia
Por u´ltimo se calcula transformacio´n de perspectiva y se mues-
tra en pantalla (figura 4.7).
El resultado obtenido es visualmente superior y, adema´s, existen
ma´s aplicaciones potenciales. Se puede pensar, por ejemplo, en la
correccio´n o estabilizacio´n de una imagen mediante la comparacio´n
de patrones o en un robot al que se le indique una referencia relativa
a un objeto y deba orientarse.
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Cap´ıtulo 5
Deteccio´n de movimiento
La siguiente herramienta en ser documentada es la deteccio´n de
movimiento. El flujo o´ptico es la base en la que se fundamenta el
software. En la introduccio´n se presentan las aplicaciones ma´s co-
munes y los objetivos a alcanzar.
5.1. Introduccio´n
La deteccio´n de movimiento esta´ ı´ntimamente relacionada con
las aplicaciones de vigilancia y seguridad. Desde hace muchos an˜os,
existen sistemas, tanto meca´nicos, como electro´nicos e informa´ticos
que permiten tener controlada una zona de personas u otros ele-
mentos no deseados. Es por ello que la literatura es amplia en este
sentido y no se ha avanzado mucho u´ltimamente en esta direccio´n.
En cambio otros usos s´ı se esta´n viendo bastante desarrollados,
especialmente los que involucran sistemas de control de tra´fico. Se ha
encontrado un gran mercado por explotar en el uso de detectores de
movimiento, que unidos a esquemas de la carretera introducidos en
el software, permiten conocer el estado de las carreteras en tiempo
real. Ya sea un atasco, un accidente o incluso un conductor en sentido
contrario, las ca´maras pueden avisar en tiempo real a los organismos
pertinentes.
En nuestro caso, los objetivos no son tan ambiciosos y se pretende
simplemente implementar un sistema de deteccio´n de movimiento
ba´sico en un robot. Esto le permitir´ıa por ejemplo, seguir una pelota
en movimiento, o mantener la cabeza (si es un humanoide) atenta
al foco de movimiento en una habitacio´n. Para ello se han utilizado
las herramientas basadas en el Optical Flow.
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5.2. Optical flow
Optical Flow es el patro´n de movimiento causado por el movi-
miento entre observador y lo observado (figura 5.1). Esta te´cnica de
deteccio´n de movimiento ha sido portada a OpenCV [6]. Para cum-
plir sus objetivos, este me´todo local utiliza una ecuacio´n diferencial
que relaciona el desplazamiento del nivel de gris en un p´ıxel entre
dos fotogramas. Como se ve en la eq. (5.1), conocida como la ecua-
cio´n de restriccio´n del flujo o´ptico, se asume que la intensidad var´ıa























= Ixu+Iyv+It = 0 (5.1)
Figura 5.1: Representacio´n de Optical Flow c©Huston SJ, Krapp HG
Para que este modelo funcione, primero se crea un mapa de pun-
tos relevantes en la primera imagen. Estos puntos, que despue´s sera´n
evaluados para comprobar su desplazamiento, permiten tambie´n a
trave´s de algunos ca´lculos, medir la velocidad (normal) de los obje-
tos.
Se ha de hacer especial hincapie´ en que la velocidad que se puede
detectar es la normal. Esto es debido al problema de la apertura
(figura 5.2).
Este problema va unido al flujo o´ptico y dice que no se puede
saber la velocidad verdadera de una regio´n, sino que solamente se
puede conocer la componente normal de e´sta. Si no existe una va-
riacio´n (un gradiente) de intensidades en el objeto, no se pueden
distinguir puntos concretos y por lo tanto no se sabe la velocidad
real. En la figura 5.2 se puede comprobar como parece que el objeto
negro se desplaza en diagonal hacia abajo. El problema es que, al ser
uniforme, no se puede saber si se mueve en alguna otra direccio´n.
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Figura 5.2: Problema de la apertura
Para solucionar este problema, cada autor ha impuesto unas res-
tricciones adicionales al problema. En nuestro caso, utilizamos la
implementacio´n de Lucas-Kanade.
5.2.1. Lucas-Kanade
Lucas-Kanade es un me´todo diferencial para el ca´lculo del flujo
o´ptico [16]. Las restricciones adicionales que impone incluyen asumir
que la intensidad no var´ıa para un mismo p´ıxel, y que el movimiento
alrededor de un p´ıxel es constante y lento. Con ello y aplicando mı´ni-
mos cuadrados, determina el desplazamiento de los puntos locales
(figura 5.3).
Para optimizar el ca´lculo de mı´nimos cuadrados no lineales, Lucas-
Kanade utiliza una aproximacio´n del me´todo Gauss-Newton (un
me´todo iterativo para encontrar el mı´nimo de una funcio´n). La fun-





[I(W (x; p))− T (x)]2 (5.2)
Donde:
I(x) es la imagen con la que se compara. Se tiene tambie´n que
x = (x, y)T , o lo que es lo mismo: x es un vector columna que
contiene las coordenadas de los p´ıxeles.
T (x) es la plantilla o modelo a comparar (en el caso del ca´lculo
del Optical Flow, es una subregio´n de I(x)).
W (x; p) es el conjunto de deformaciones expresado de la si-





El vector de para´metros p = (p1, p2)T son las traslaciones o
desplazamientos.
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Una vez aplicado el me´todo de Gauss-Newton, la funcio´n o´ptima




















Donde la iteracio´n para calcular 4p (variacio´n del desplazamien-
to o velocidad) discurre de la siguiente manera:
Se deforma la imagen I con W para obtener I(W (x; p)).
Se calcula el error en la imagen: (H(x)− I(W (x; p))).
Se deforma el gradiente ∇I con W (x; p).
Se evalu´a el Jacobiano ∂W
∂p
en torno a (x; p) (el punto original
ma´s la traslacio´n).
Se calcula el descenso ma´s ra´pido (steepest descent): ∇I ∂W
∂p










Se calcula 4p usando toda la eq. (5.3).
Se actualizan los para´metros: p← p+4p
Estas iteraciones suceden de manera continua hasta que p conver-
ge. Normalmente se asume que el algoritmo ha convergido cuando
‖ 4p ‖≤ ε, siendo ε un umbral introducido por el usuario. Si asu-
mimos:
v = 4p
A = ∇I ∂W
∂p
b = (H(x)− I(W (x; p)))
La funcio´n o´ptima se puede expresar como: v = (ATA)−1AT b
lo que por un lado es una ecuacio´n ma´s manejable, y por otro nos
permite introducir el concepto de matriz de segundo momento.
Al conjunto ATA se le conoce como matriz de segundo momento
(second-moment matrix en ingle´s) o tensor estructural (structure
tensor) de la imagen en un punto. Este tensor estructural indica la
direccio´n predominante del gradiente de los vecinos del punto.
Uno de los problemas inherentes al me´todo de Lucas-Kanade es
su cara´cter local, lo que le impide ser preciso para movimientos
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Figura 5.3: Detectando movimiento con Lucas-Kanade
ra´pidos. Es por ello que existen alternativas o modificaciones de
este algoritmo. En nuestro caso, se utilizo´ una versio´n derivada del
me´todo, conocido como Lucas-Kanade piramidal.
5.2.2. Lucas-Kanade piramidal
En este caso [7] la estimacio´n se realiza sobre una pira´mide de la
imagen. Las distintas re´plicas de las pira´mides no son sino sucesivas
reducciones de la escala de la imagen original. Puestas unas encima
de otras en orden decreciente de resolucio´n, parecen una pira´mide,
de ah´ı el nombre (figura 5.4). Para reducir la resolucio´n, o dicho
de otra manera, para suavizar o emborronar la imagen se utiliza la
convolucio´n con filtros gaussianos.
Figura 5.4: Pira´mide de ima´genes
Para realizar sus ca´lculos, se tiende a elegir esquinas y puntos
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de mucha textura. Estos puntos, presentes en todas las re´plicas con
distintas resoluciones, permiten un algoritmo robusto a movimientos
ra´pidos, usando las ima´genes de menor resolucio´n, pero tambie´n
preciso en los detalles, con las ima´genes de mayor taman˜o.
Normalmente este proceso se suele asociar con algu´n tipo de filtro,
debido a que arrastra los fallos cometidos en etapas anteriores y es
ma´s sensible al ruido.
Cap´ıtulo 6
Navegacio´n
El u´ltimo de los me´todos a desarrollar ha sido un tema amplia-
mente tratado en la robo´tica, como se mostrara´ en la seccio´n 6.1.
Se incluye una explicacio´n de los fundamentos teo´ricos de los algo-
ritmos usados, as´ı como las ventajas de cada uno. Es en este tema
donde se introduce el algoritmo Navicolor, disen˜ado espec´ıficamente
para este proyecto.
6.1. Sobre las arquitecturas en navegacio´n
La navegacio´n ha sido, desde los principios de la robo´tica, uno
de los temas ma´s estudiados por todas las universidades y empresas
del mundo. Desde los algoritmos planificados de los inicios, pasan-
do posteriormente por las arquitecturas reactivas, y actualmente
desarrolla´ndose junto a los me´todos h´ıbridos (planificacio´n de com-
portamientos reactivos), la cantidad de posibilidades es enorme, y
simplemente resumirlo llevar´ıa cientos de pa´ginas.
Es por ello que simplemente definiremos algunos conceptos pa-
ra entender co´mo funciona RETINA. Por as´ı decirlo, existen dos
grandes formas tradicionales de implementar los algoritmos de na-
vegacio´n: planificados y reactivos.
Los planificados se basan en el ca´lculo de trayectorias en funcio´n
de mapas y modelos del entorno en el que se movera´n los robots.
Entre otros problemas de estos sistemas, destacar que no son in-
munes a cambios en el entorno, y de hecho no pueden funcionar en
espacios dina´micos. El reca´lculo de los mapas en tiempo real, suele
ser inasumible desde un punto de vista computacional.
Por otro lado, las arquitecturas reactivas, no tienen ningu´n mapa
previo, sino que utilizan la informacio´n de los sensores para ir modi-
ficando su trayectoria en tiempo real y en entornos cambiantes [9].
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La ventaja frente a los algoritmos planificados es que e´stos permiten
la inclusio´n de las ma´quinas en entornos desconocidos y/o dina´mi-
cos. Los me´todos aqu´ı disen˜ados, entrar´ıan dentro de la categor´ıa de
algoritmos reactivos.
A continuacio´n se presentan dos algoritmos, disen˜ados espec´ıfica-
mente para este proyecto, que basa´ndose en la distincio´n de colores,
permiten mantener una trayectoria que evite colisiones con las pare-
des, circulando por un camino libre de obsta´culos. Esto se consigue
comparando el color de la zona inferior de la imagen (el suelo) con
otras muestras obtenidas del entorno.
6.2. NaviOtsu
El primero de los algoritmos propuestos, se llama NaviOtsu en
honor a Nobuyuki Otsu, quien en 1979 invento´ un me´todo de um-
bralizacio´n basado en la estad´ıstica (Me´todo Otsu) [19]. Diferenciar
entre los objetos y el entorno es lo que se conoce como segmenta-
cio´n y existen varios me´todos para llevarlo a cabo (crecimiento de
regiones, split and merge, etc), entre ellos se encuentran los de um-
bralizacio´n. E´stos permiten decidir que´ p´ıxeles pertenecen al objeto
deseado y cuales al entorno binarizando la imagen en funcio´n de un
valor l´ımite (umbral). En nuestro caso la umbralizacio´n se puede
considerar dina´mica porque el ca´lculo del umbral se hace para cada
fotograma.
El me´todo de Otsu considera el histograma de la imagen como
una suma de dos gausianas, una correspondiente al fondo y otra al
objeto de intere´s. Con esta distribucio´n, calcula cua´l de todos los
posibles umbrales (entre 0 y 255) maximiza el cociente formado por






Donde Q(t) es la funcio´n umbral y cada σ es una varianza. Una
es la varianza externa entre las dos gausianas y la otra representa
la dispersio´n interna. Cada σ se calcula como una suma ponderada
entre el valor de cada gausiana.
En las figuras 6.1(a) y 6.1(b) se puede observar la salida que
genera el programa al ejecutar este algoritmo dentro de RETINA.
Por un lado tenemos la pantalla que ver´ıa el operador (figura 6.1(a)).
Es en esta pantalla donde se indica, mediante un recuadro de color
amarillo, la direccio´n con menos obsta´culos. Por otro lado, podemos
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ver la imagen con la que el ordenador har´ıa los ca´lculos de navegacio´n
(figura 6.1(b)).
(a) NaviOtsu (b) Binary Image-Otsu
Figura 6.1: Navegacio´n a trave´s del me´todo NaviOtsu
Para entender co´mo funciona, se puede decir que con la imagen
binarizada (figura 6.1(b)), se crean cuatro subima´genes: una en la
zona inferior, y tres en la franja horizontal media correspondientes a
izquierda, centro y derecha. El valor del recuadro inferior se compara
con los de los tres superiores y se escoge el ma´s parecido. Este se
corresponde con la direccio´n elegida.
6.3. NaviColor
El segundo me´todo implementado, llamado NaviColor, se basa
en una herramienta bastante conocida, como es el calculo del histo-
grama y la backprojection, pero aplicado de manera novedosa a la
navegacio´n. Su funcionamiento se detalla a continuacio´n:
Inicialmente, se tiene una imagen en el espacio de colores RGB.
Este espacio es el habitual en muchos sistemas, y sus iniciales
se corresponde en ingle´s con los colores a los que representan
(R = red = rojo, G = green = verde y B = blue = azul).
Se selecciona una pequen˜a regio´n en la zona baja de la imagen
original, donde se supone que se encuentra el suelo. Se extrae
ese recuadro para crear una subimagen.
Se transforma la subimagen al espacio de color HSV y se calcula
el histograma de la variable H (hue o color). Este histograma
representa la distribucio´n de colores en la subimagen.
Con la distribucio´n de colores obtenida se crea una backprojec-
tion de la imagen original. Una backprojection no es ma´s que
44 CAPI´TULO 6. NAVEGACIO´N
una imagen en escala de grises donde cada pequen˜a regio´n ad-
quiere un color en funcio´n de su parecido con la distribucio´n
de colores con la que se compara (ma´s blanco cuanto ma´s se
parece).
Una vez obtenida la nueva imagen en escala de grises, se selec-
cionan cuatro pequen˜os recuadros (izquierda, centro, derecha
y suelo) y se comparan los niveles de gris de la subimagen del
suelo con los del resto de recuadros. Esta comparacio´n se lle-
va a cabo comparando los histogramas con el me´todo de la








• H1 y H2 son los histogramas a comparar y d la distancia
entre ellos (entendiendo distancia como similitud).
• I es el nu´mero de p´ıxeles de cada uno de los niveles de
gris de la imagen. Normalmente este valor tiene un rango
(0-255).
Por u´ltimo, aquel recuadro que ofrezca una mayor similitud
sera´ elegido como direccio´n a seguir.
En las figuras 6.2(a) y 6.2(b) se puede ver la implementacio´n
del me´todo Navicolor, a trave´s de un ejemplo de uso en la interfaz
RETINA.
(a) NaviColor (b) Backprojection-Color
Figura 6.2: Navegacio´n usando el me´todo NaviColor
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Como se puede suponer, existe una fuerte dependencia del color
del suelo y su iluminacio´n. Si el color de la zona inferior de la ima-
gen coincide con el de las paredes, el robot no podra´ distinguirlos,
errando al elegir direccio´n. Tambie´n la iluminacio´n juega un papel
importante, pues para analizar la distribucio´n de colores se necesi-
ta una luz adecuada y suficiente. De lo contrario el histograma del
color se desvirtuar´ıa.
Asumiendo estas consideraciones, el algoritmo resulta muy u´til y
se ejecuta con bastante rapidez, pudiendo ser ejecutado en tiempo
real sin retardos de ningu´n tipo. Adema´s, sometiendo a la backpro-
jection a una serie de filtros para eliminar el posible ruido existente,
las superficies adquieren tonos uniformes, y los resultados son muy
aceptables.
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Cap´ıtulo 7
Resultados experimentales
Una vez analizadas las funcionalidades de los algoritmos, se quer´ıan
probar en una plataforma real que permitiese poner en pra´ctica el vi-
sual servo del que se hablo´ al principio. Para trabajar con entornos
no ideales, hay que asumir simplificaciones que permitan adaptar
aquellos me´todos teo´ricos no pensados para ambientes con ruido.
Algunos de los algoritmos, especialmente los relativos a la navega-
cio´n, encajar´ıan con la plataforma ECRO para realizar las pruebas.
Lamentablemente, el ECRO en su estado actual, no tiene disponible
un me´todo ra´pido para montar los componentes e iniciar el sistema.
El proceso es lento y engorroso, por lo que se tuvo que descartar
como banco de pruebas. Finalmente, y debido a sus caracter´ısticas
te´cnicas, se eligio´ un robot humanoide (HOAP-3).
Como paso previo a la demostracio´n en el robot, se realiza a
continuacio´n una ana´lisis estad´ıstico de los algoritmos, a trave´s de
curvas ROC.
7.1. Ana´lisis estad´ıstico
Para comprobar la efectividad de los me´todos se propone la ela-
boracio´n de unas pruebas estad´ısticas basadas en una serie de expe-
rimentos y su posterior ana´lisis. Se evaluara´n algunos de los algorit-
mos de reconocimiento de objetos.
7.1.1. Disen˜o del experimento
La prueba consistira´ en el reconocimiento de una serie de ob-
jetos, en base a unas capturas previas que realizara´ la ca´mara. A
continuacio´n se muestran las condiciones del experimento:
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Objetos a encontrar
Los algoritmos se sometera´n a dos conjuntos de pruebas. El pri-
mer conjunto se hara´ con un objeto de color uniforme y llamativo
(figura 7.1) que no se confunda con el entorno. El segundo conjun-
to se realizara´ con un objeto con mucha textura, dibujos y colores
mezclados (figura 7.2).
Las capturas previas de los objetos se hara´n sobre un fondo de
color uniforme (preferiblemente blanco) e intentando que el objeto
ocupe la mayor parte posible del espacio de la imagen.
Figura 7.1: Objeto de color llamativo
Figura 7.2: Objeto con textura
Influencia de la luz
Para evitar la influencia de la luz, la misma prueba se reali-
zara´ siempre en el mismo entorno para todos los algoritmos.
Muestreo y toma de valores
Las muestras (capturas de imagen) se tomara´n de manera au-
toma´tica por el ordenador a intervalos regulares. Como cada algo-
ritmo tiene un tiempo de procesamiento distinto, estos intervalos
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se han ajustado para dar aproximadamente el mismo nu´mero de
capturas por minuto.
Se realizara´n tres repeticiones de cada serie, asignando un umbral
distinto de precisio´n en cada medida. La duracio´n de cada prueba
individual sera´ de 20 s/prueba.
Por u´ltimo y con objeto de realizar un ana´lisis posterior, se to-
mara´n muestras negativas (sin el objeto) para cada serie en las mis-
mas condiciones anteriores.
Umbral de e´xito
Un resultado se considerara´ positivo o exitoso, cuando en la cap-
tura de imagen el algoritmo haya identificado correctamente el ob-
jeto mediante su sen˜alizacio´n.
En cambio, el resultado de la captura sera´ fallido o negativo si
en la captura no se sen˜ala al objeto, si no se sen˜ala a ningu´n objeto
o si se sen˜ala a un lugar erro´neo.
7.1.2. Evaluacio´n de resultados: Curvas ROC
El ana´lisis de los resultados se llevara´ a cabo mediante las curvas
ROC. Las curvas ROC (acro´nimo de Receiver Operating Charac-
teristic, o Caracter´ıstica Operativa del Receptor) son un me´todo
gra´fico de evaluacio´n de un clasificador binario (acierto/fallo) en
funcio´n del umbral de clasificacio´n.
Para cada uno de los umbrales y con las capturas positivas (con
objeto) y las negativas (sin objetos), se elaborara´ una matriz con los
verdaderos positivos, los falsos positivos, los verdaderos negativos y
los falsos negativos de la manera que se ilustra en la figura 7.3.
Figura 7.3: Matriz de confusio´n
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Con estos resultados se obtienen dos para´metros: el ratio de falsos








V P + FN
(7.2)
Donde:
RFP es el Ratio de Falsos Positivos
FP son los Falsos Positivos
VN son los Verdaderos Negativos
RVP es el Ratio de Verdaderos Positivos
VP son los verdaderos positivos
FN son los falsos negatvos
Con estos datos se elabora una gra´fica (ejemplo en figura 7.4)
donde el eje y corresponde al RVP y el eje x al RFP. Despue´s
se representan los resultados de las ecuaciones para cada umbral y
uniendo estos puntos se forma una recta cuyo ana´lisis simplificado
indica que cuanta ma´s a´rea se encuentre debajo de la curva, mejor
es el clasificador.
7.1.3. Resultados e interpretacio´n
A continuacio´n se muestran los resultados obtenidos y la inter-
pretacio´n que se extrae de ellos.
Incompatibilidades y consideraciones previas
Debido al disen˜o propuesto del experimento y al uso de las curvas
ROC como me´todo de ana´lisis, existen varias incompatibilidades con
los algoritmos:
Meanshift: Este algoritmo, por la manera en la que fue creado,
no contiene un sistema o variable para poder variar la precisio´n,
por lo que no es posible medir su respuesta a distintos umbrales.
Camshift: Al ser un me´todo derivado de Meanshift, adolece del
mismo problema que e´ste.
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Figura 7.4: Curvas ROC: Ejemplo
Template Matching: Esta funcio´n fue concebida originalmente
para detectar patrones en elementos esta´ticos, y fue en este pro-
yecto donde se adapto´ para trabajar en entornos dina´micos. Por
este motivo, los resultados aqu´ı mostrados se puede considerar
sesgados o intencionados, ya que el nu´mero de aciertos o fallos
que obtenga el algoritmo dependera´n directamente del nu´mero
de veces que el objeto se encuentre en la misma posicio´n que
la captura original.
Por otro lado y de manera previa a la exposicio´n de resultados,
indicar que estos sera´n, de manera general, peores que los obtenidos
normalmente en este tipo de ana´lisis.
El motivo esta´ en el funcionamiento de las curvas ROC. Es-
tas esta´n pensadas para evaluar clasificadores binarios, y en este
proyecto se usan as´ı, salvo por una particularidad: la localizacio´n.
El obsta´culo adicional para nuestros algoritmos es tener que situar
adema´s correctamente el objeto en el espacio, no so´lo indicar que
esta´ presente. Por ello existe una cierta desviacio´n hacia resultados
negativos en el ana´lisis.
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Colormax
Colormax fue puesto a prueba en el experimento ya explicado,
con los siguientes resultados:
Figura 7.5: Curvas ROC: Colormax-Pieza color
Para la pieza a color (figura 7.5) este me´todo ofrece buenos re-
sultados, especialmente cuando aumentamos la precisio´n, ya que de
esta forma aumenta el nu´mero de verdaderos negativos, al ignorar
puntos que se parezcan ligeramente al original.
Figura 7.6: Curvas ROC: Colormax-Pieza textura
En cambio, y como se puede ver en la figura 7.6, el resultado para
una pieza de mucha textura es erro´neo. Esto era de esperar, ya que
el algoritmo no puede centrarse en un color y hace una mezcla de
los presentes en la imagen, no consiguiendo as´ı situar el objeto de
ninguna manera.
7.1. ANA´LISIS ESTADI´STICO 53
Template Matching
Para este algoritmo y debido a su construccio´n interna, so´lo se
evaluo´ para una de las ima´genes, ya que el resultado ser´ıa similar.
Figura 7.7: Curvas ROC: Template Matching
Como se puede observar (figura 7.7) el resultado es similar a
lanzar una moneda al aire. Adema´s, y como ya se ha comentado,
las curvas esta´n altamente influenciadas por la distancia a la que se
encuentra la pieza.
Algoritmos basados en SURF
Los me´todos basados en la extraccio´n de caracter´ısticas usados
en este proyecto tienen la misma base, y solamente var´ıan en la
interpretacio´n final. Por ello so´lo se evaluara´n los resultados de uno
de ellos, siendo estos extensibles al otro.
Figura 7.8: Curvas ROC: SURF-Pieza color
Como era de esperar, los aciertos al intentar buscar una pieza
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que so´lo destaca por su color son nulos. En la figura 7.8 se puede
comprobar que la extraccio´n de caracter´ısticas no tiene cabida en
una sistema de deteccio´n por color.
Figura 7.9: Curvas ROC: SURF-Pieza textura
En cambio si la pieza contiene cierta textura, o al menos la su-
ficiente para extraer alguna caracter´ıstica, la eficiencia de SURF
mejora (figura 7.9). Al aumentar la exigencia del filtro, se eliminan
muchos falsos positivos, pero a su vez disminuyen los verdaderos
positivos, haciendo ma´s dif´ıcil situar el objeto en el lugar correcto.
7.2. El robot HOAP-3
Para la demostracio´n se eligio´ el robot humanoide HOAP-3. Di-
sen˜ado por Fujitsu, este pequen˜o robot de 60 cm y 8.8 Kg. de peso
(figura 7.10(a)), resulta perfecto para la investigacio´n, pues esta´ pen-
sado como un sistema de co´digo abierto. De hecho, porta en su in-
terior el sistema operativo libre RT-Linux.
En cuanto a su anatomı´a, posee 28 grados de libertad (6 por pie, 5
por brazo, 1 en la cintura, 1 por mano y 3 en el cuello) lo que permite
una gran cantidad de movimientos. Tambie´n viene equipado con un
procesador Pentium M a 1.1 Ghz, un mo´dulo Wifi, leds, dos ca´maras,
altavoces y micro´fonos. etc. Para la navegacio´n y la interaccio´n, el
HOAP-3 tiene sensores de presio´n, de aceleracio´n y de distancia.
7.3. Descripcio´n de la demostracio´n
Entre los objetivos principales de la demostracio´n, se pretende
que el robot identifique objetos y almacene una captura de ellos. Des-
pue´s, y usando los algoritmos disen˜ados en este proyecto, el HOAP-3
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(a) (b)
Figura 7.10: HOAP-3 en distintas posturas c©Fujitsu
tendr´ıa que ser capaz de rastrear los objetos que se le indiquen, en
base a su color. Como confirmacio´n de que ha encontrado el obje-
to, el robot deber´ıa ser capaz de girar la cabeza en la direccio´n del
movimiento del objeto.
En cuanto a los algoritmos de deteccio´n de movimiento, se preten-
de que el robot pueda capturar movimiento a trave´s de sus ca´maras
y seguir el foco de movimiento.
Todo el proceso, desde la captura inicial de los objetos por la
ca´maras del robot, hasta la ejecucio´n de los algoritmos, tiene que
poder ser gestionado y controlado por RETINA, la interfaz desarro-
llada en este proyecto.
Con estas metas como gu´ıas, se obtendr´ıa un ejemplo completo
que unido a la interfaz creada, completar´ıa un sistema amigable en
el que probar distintos algoritmos de visio´n artificial.
7.3.1. Documentacio´n de la demostracio´n
La pruebas se llevaron a cabo en una de las naves disponibles
en el edificio Agust´ın de Betancourt del campus de Le´ganes de la
Universidad Carlos III de Madrid (figura 7.11).
Para documentar la demostracio´n se instalo´ una ca´mara fija que
grababa al robot en todo momento. Por otro lado, un software cap-
turaba la pantalla del ordenador donde se estaba ejecutando RETI-
NA. Esta versio´n de la interfaz es una modificacio´n de la original
para adaptarla al sistema de comunicaciones del HOAP-3 (basado
en YARP) y para asegurar el control de los servos del motor.
La primera demostracio´n consistio´ en ejecutar el sistema de de-
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Figura 7.11: HOAP-3 preparado para la demostracio´n
teccio´n de movimiento. Para ello una persona agitar´ıa una pelota
delante del robot. Este responder´ıa girando la cabeza hacia el lado
en el que se encontrar´ıa el objeto (figura 7.12).
Figura 7.12: Demostracio´n: deteccio´n de movimiento
La interfaz adaptada muestra el punto de vista del robot (figura
7.13). Desde esta misma interfaz, y usando las ca´maras del robot,
se tomaron las capturas iniciales de los objetos usados en la prueba.
En cuanto a los algoritmos de seguimiento, se probaron dos de
ellos: Camshift y Meanshift. Template matching fue descartado de-
bido a los bajos resultados de rendimiento que ofrecio´ en las es-
tad´ısticas, y Colormax ofrece un resultado aceptable para confirmar
la presencia del objeto deseado, pero no uno consistente para ejecu-
tar una trayectoria de movimiento. Para los comandos de tipo visual
servo, interesan algoritmos que tengan en cuenta el resultado de los
fotogramas anteriores, para as´ı poder realizar trayectorias suaves y
7.3. DESCRIPCIO´N DE LA DEMOSTRACIO´N 57
Figura 7.13: RETINA versio´n HOAP-3: Detectando Movimiento
no movimientos ra´pidos y aleatorios que podr´ıan comprometer la
estructura y la electro´nica del robot.
Figura 7.14: Demostracio´n: rastreo por color I
En las pruebas de los algoritmos de bu´squeda por color, y al
igual que en el caso anterior con la deteccio´n de movimiento, desde
la interfaz RETINA se puede observar co´mo el algoritmo identifica
un objeto y su rastreo posterior (figura 7.15).
Como se puede comprobar en las figuras 7.14 y 7.16, los objetos
utilizados para la demostracio´n var´ıan en color y forma. Esto es
as´ı para demostrar la independencia de estas variables en la prueba.
Como conclusiones de esta demostracio´n, podemos decir que el
resultado general fue positivo. Los u´nicos inconvenientes fueron los
derivados de la iluminacio´n (quiza´ excesiva) de la nave, lo que difi-
cultaba al programa la distincio´n de objetos claros del fondo.
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Figura 7.15: RETINA versio´n HOAP-3: Camshift
Figura 7.16: Demostracio´n: rastreo por color II
La resolucio´n ma´xima (320x240) y la frecuencia de fotogramas
que puede ofrecer el robot esta´ muy limitada, lo que tambie´n fue
un factor limitante en el proceso. Es por ello que en las figuras 7.15
y 7.13 se aprecia un espacio vac´ıo entre la ima´gen del v´ıdeo y los
botones. RETINA esta´ adaptada para trabajar a resoluciones de
640x480.
Por otro lado, los algoritmos de navegacio´n no fueron probados
en el humanoide, debido a la propia estructura de e´stos. Segu´n han
sido disen˜ados, su funcio´n es dotar a robots mo´viles (con ruedas) de
un me´todo de navegacio´n reactiva ra´pida para circular por entornos
con paredes, obsta´culos, etc. Sin embargo, el HOAP-3 es un huma-
noide y su movimiento es claramente distinto al esperado por estos
algoritmos.
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Figura 7.17: Robot dando un paso hacia adelante c©UCMERCED
Un robot mo´vil, suponiendo uno comu´n con ruedas y una ca´mara
al frente, puede circular sin variar la altura de la ca´mara. En su
recorrido, y a pesar de que haya curvas o cambios de velocidad, la
perspectiva que obtiene es siempre la misma, pudiendo tomar como
referencia el suelo constantemente.
En un robot humanoide, sin embargo, el movimiento se realiza
dando pequen˜os pasos. Estos pasos implican una serie de movimien-
tos que var´ıan el a´ngulo y la altura de la ca´mara, perturbando la
medida (ejemplo en la figura 7.17). Es por estos motivos que los
algoritmos de navegacio´n no esta´n incluidos en esta demostracio´n.
Un v´ıdeo de la demostracio´n esta´ disponible en el siguiente enlace:
http://www.youtube.com/watch?v=jHHmHztbuYU
60 CAPI´TULO 7. RESULTADOS EXPERIMENTALES
Conclusiones
Se presentan a continuacio´n las conclusiones extra´ıdas de la rea-
lizacio´n de este proyecto, as´ı como una aproximacio´n a las posibles
extensiones que se podr´ıan construir utilizando este trabajo como
base.
7.4. Conclusio´n
Una vez finalizado el proyecto y mirando con perspectiva, po-
demos extraer varias conclusiones acerca del trabajo y de la visio´n
artificial.
Con respecto a la visio´n artificial, destacar que se ha avanzado
mucho u´ltimamente, y el potencial de sus aplicaciones aumenta con
cada nueva caracter´ıstica que se desarrolla. De hecho, la visio´n por
computador es ya un elemento imprescindible en la robo´tica (y espe-
cialmente en la humanoide). No se concibe actualmente disen˜ar un
robot, sin incluir algu´n elemento que permita la captura de ima´ge-
nes.
Centra´ndonos en los algoritmos aqu´ı expuestos, podemos concluir
que cada algoritmo aborda con bastante solvencia su funcio´n, con-
siguiendo unos resultados aceptables (teniendo en cuentas las consi-
deraciones previas de cada uno de ellos). Si bien tambie´n es cierto,
que ninguno puede abarcar todas las situaciones (bu´squeda por co-
lor y forma de manera conjunta). En cuanto a la interfaz gra´fica se
ha conseguido un entorno amigable y multiplataforma, que permite
incluir algoritmos que hagan uso de la visio´n artificial de los robots.
De todo el trabajo desarrollado, destacar especialmente la parte
de navegacio´n, y en especial Navicolor. Este algoritmo es original
de este proyecto, y es una caracter´ıstica innovadora en la navega-
cio´n reactiva. Mediante el ana´lisis de colores del entorno, permite la
circulacio´n de robots mo´viles sin colisionar con obsta´culos.
Por otra parte, destacar que gracias a las magnificas librer´ıas
disponibles en la comunidad del software libre, el desarrollo de apli-
caciones, incluso aquellas con interfaz gra´fica, se hace muy ra´pido y
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sencillo. El uso de un lenguaje comu´n (C++ en las librer´ıas aqu´ı uti-
lizadas) facilita la integracio´n de todos los componentes necesarios
en el mismo programa. Esto ayuda adema´s en la reduccio´n del con-
sumo de memoria, que habr´ıa aumentado si hubiese habido que usar
traductores o pasarelas entre lenguajes. Para hacer una contribucio´n
a la comunidad cient´ıfica y a la del software libre, todo el co´digo ge-
nerado en este proyecto se ha liberado. Con esto se espera poder
ayudar a las personas que quieran ver y usar el co´digo.
Las conclusiones se resumen en que se han usado una serie de
algoritmos efectivos en sus objetivos, se han integrado dentro de una
interfaz atractiva y funcional, e incluso se ha conseguido aportar una
nueva herramienta al campo de la navegacio´n reactiva. Todo ello
con un ana´lisis estad´ıstico asociado e implementado en un robot
humanoide que ha servido para hacer demostraciones de uso.
7.5. Desarrollos futuros
Un posible desarrollo o trabajo derivado de este proyecto, ser´ıa la
adicio´n de un complemento 3D. En estos momentos, y gracias a al-
gunas novedades como la ca´mara Kinect de Microsoft Corporation,
se ha desarrollado un gran intere´s en la visio´n tridimensional. Como
no pod´ıa ser de otra manera, el mundo de la robo´tica se ha pues-
to en cabeza en esta l´ınea de investigacio´n, pues los beneficios son
abrumadores. La manipulacio´n de objetos y la navegacio´n en robots
mo´viles son los principales beneficiados de esta tecnolog´ıa. Adema´s,
la comunidad del software libre ha liderado este movimiento a trave´s
de la liberacio´n de varias librer´ıas a tal efecto. La principal y ma´s
conocida es OpenKinect / libfreenect, la cual ofrece una integra-
cio´n muy completa al mundo 3D. Es por ello que la inclusio´n de un
mo´dulo 3D en Retina ser´ıa una paso adelante en la mejora de los
algoritmos actuales.
Otra posible l´ınea de investigacio´n ser´ıa la mejora, a nivel interno,
de los algoritmos aqu´ı usados. Algunas funciones tienen limitacio-
nes que podr´ıan ser cubiertas implementando nuevos me´todos, o
combinaciones de varios. Por poner un ejemplo, se podr´ıa crear un
algoritmo de fuerza bruta que partiese de template matching y ana-
lizase posibles rotaciones o cambios de escala. El reto en este caso es
hacerlo eficiente y manejable por un ordenador convencional. Tam-
bie´n en este apartado ser´ıa posible pensar en unas posibles etapas
previas a los algoritmos. Algo parecido a un filtro que adaptase la
imagen a cada algoritmo de manera adecuada.
De manera ma´s informal, es posible incluir RETINA en algu-
7.5. DESARROLLOS FUTUROS 63
na plataforma mo´vil en forma de aplicacio´n (conocidas ahora como
apps). Gracias a los kits de desarrollo (SDK en ingle´s) proporcio-
nados por los principales fabricantes de sistemas operativos mo´vi-
les (Apple y Google en este momento), la creacio´n de aplicaciones
esta´ en auge y el desarrollo de e´stas es ra´pido para los programadores
acostumbrado a los lenguajes usados (Java en Android, Objective-C
en iOS).
La dificultad en este caso, estriba en el alto consumo de memoria
de RETINA y el gasto de bater´ıa que supondr´ıa, retos estos que se
tendr´ıan que solventar con imaginacio´n y esfuerzo.
De esta manera se cubren los trabajos derivados de este proyecto
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Se muestra a continuacio´n la documentacio´n del co´di-
go de la librer´ıa Travis, realizada con un generador de
documentacio´n automa´tico. En nuestro caso, el docu-







• void OptFlowDetec ()
• void NaviOtsu ()
• void NaviColor ()
• void SearchColor (int option, int accuracy, Rect selection, IplImage ∗selectedImage)
• void TemplateMatching (int accuracy, Rect selection, IplImage ∗selectedImage)
• void SurfCentroid (int accuracy, IplImage ∗selectedImage)
• void SurfHomography (int accuracy, IplImage ∗selectedImage)
1.1.1 Detailed Description
Travis (TRAcking VISion library)
Author: Santiago Morante
Copyright (c) 2012 Universidad Carlos III de Madrid (http://www.uc3m.es)
License: LGPL v3 or later. License available at GNU (http://www.gnu.org/licenses/lgpl.html)
For more license information see attached files: LicenseOpencv.txt and LicenseTravis.txt
1.1.2 Function Documentation
1.1.2.1 void NaviColor ( )
Navigation by checking color floor and finding similar on 3 directions.
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1.1.2.2 void NaviOtsu ( )
Reactive navigation by dinamic Otsu thresholding method.
1.1.2.3 void OptFlowDetec ( )
This function detects moving areas on live video.
1.1.2.4 void SearchColor ( int option, int accuracy, Rect selection, IplImage ∗ selectedImage )
This function contains 3 methods to follow objects by color.
Parameters
option is the algorithm selector (1 = Camshift,2 = Meanshift,3 = Colormax).
accuracy is the required precission (1 = Low, 2 = Medium, 3 = High).
selection is the rectangle that contains colors to find.
selectedIm-
age
is the image to select color to track.
1.1.2.5 void SurfCentroid ( int accuracy, IplImage ∗ selectedImage )
Object recognition by using SURF algorithm. It also indicates the most probably cen-
troid.
Parameters
accuracy is the required precission (1 = Low, 2 = Medium, 3 = High).
selectedIm-
age
is the template image to be found.
1.1.2.6 void SurfHomography ( int accuracy, IplImage ∗ selectedImage )
Object recognition by using SURF algorithm. It also calculates the homography.
Parameters
accuracy is the required precission (1 = Low, 2 = Medium, 3 = High).
selectedIm-
age
is the template image to be found.
1.1.2.7 void TemplateMatching ( int accuracy, Rect selection, IplImage ∗ selectedImage )
It finds similar images using a template.
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Parameters
accuracy is the required precission (1 = Low, 2 = Medium, 3 = High).
selection is the rectangle that contains small image to find.
selectedIm-
age
is the image to select small image to track.
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