Abstract. Automated reasoning of inductive theorems is considered important in program verification. To verify inductive theorems automatically, several implicit induction methods like the inductionless induction and the rewriting induction methods have been proposed. In studying inductive theorems on higher-order rewritings, we found that the class of the theorems shown by known implicit induction methods does not coincide with that of inductive theorems, and the gap between them is a barrier in developing mechanized methods for disproving inductive theorems. This paper fills this gap by introducing the notion of primitive inductive theorems, and clarifying the relation between inductive theorems and primitive inductive theorems. Based on this relation, we achieve mechanized methods for proving and disproving inductive theorems.
Introduction
Term rewriting systems (TRSs) provide an operational model of functional programming languages. TRSs also give a theoretical foundation of algebraic specification languages [8, 9] . In algebraic specification, many interesting properties of programs can be formally dealt with as inductive theorems, characterized by the initial algebra semantics [10, 12, 13, 14, 24] . The concept of inductive theorems is extremely important in practical applications. In fact, most data structures used in functional programming are inductive structures such as list and tree structures. As a result, most properties that a program must guarantee are formalized as inductive theorems.
In order to verify programs, automated reasoning for proving and disproving inductive theorems is very important. Hence many inductive reasoning methods in TRSs, called implicit induction methods (the inductionless induction and the rewriting induction methods), have been studied [6, 7, 11, 16, 21, 22, 23] .
Higher-order functions, which can treat functions as values, provide a facility of high-level abstraction and more expressive power. Unfortunately, TRSs cannot express higher-order functions directly. For this reason, the first-author proposed simply-typed term rewriting systems (STRSs) [17] . In STRSs, the M ap-function, which is one of the most typical higher-order function, is represented as follows:
M ap(f, N il) → N il M ap(f, x :: xs) → f (x) :: M ap(f, xs)
In this paper, we study inductive theorems on STRSs for automated reasoning and these characterization. We found that the class of the theorems shown by known implicit induction methods does not coincide with that of inductive theorems, and the gap between them is a barrier in developing mechanized methods for disproving inductive theorems. We fill this gap by introducing the notion of primitive inductive theorems, and clarifying the relation between inductive theorems and primitive inductive theorems. Based on this relation, we achieve mechanized methods for proving and disproving inductive theorems.
The main contributions of the paper are:
(1) We give a notion of primitive inductive theorem (Definition 4.1), and characterize inductive theorems by primitive ones (Theorem 4.6).
(2) We show that the existing implicit induction methods (the inductionless induction [23] and the rewriting induction methods [16] ) can be naturally extended to STRSs for proving/disproving primitive inductive theorems (Theorem 5.2, 5.7 and 6.2).
(3) We show that the implicit induction methods are also applicable for proving inductive theorems (Theorem 5.2 and 5.7), because every primitive inductive theorem is an inductive theorem (Theorem 4.2).
(4) For disproving inductive theorems, implicit induction methods do not work well because some inductive theorems are not a primitive inductive theorem. To overcome the difficulty, we present a sufficient condition for inductive theorems to coincide with primitive inductive theorems (Theorem 4.17) . Under this sufficient condition, the implicit induction method is applicable for disproving inductive theorems (Theorem 6.3).
(5) To give a justification of our definition of inductive theorems, we design a higher-order equational logic, and show that the notion of inductive theorems is characterized by the initial extensional semantics (Theorem 7.10).
The remainder of this paper is organized as follows. The next section gives the preliminaries needed later on. In Section 3, we give the definition of inductive theorems. In Section 4, we give the notion of primitive inductive theorems, and characterize inductive theorems by primitive inductive theorems. We also present a sufficient condition for inductive theorems to coincide with primitive inductive theorems. In Section 5, we study automated reasoning for proving inductive theorems. In Section 6, we also study automated reasoning for disproving inductive theorems. In Section 7, we study higher-order equational logic, and show that the notion of inductive theorems is characterized by the initial extensional semantics.
Untyped Term Rewriting System
Untyped term rewriting systems (UTRSs) introduced in [17] 1 , which can express higher-order functions directly, are term rewriting systems without arity-typed constraints. In this subsection, we introduce some notions of UTRSs needed later on.
Let Σ be a signature, that is a finite set of function symbols, which are denoted by F, G, . . .. Let V be an enumerable set of variables with Σ ∩ V = ∅. Variables are denoted by x, y, z, f, . . .. Atom is a function or variable symbol denoted by a, a , . . .. The set T (Σ, V) of (untyped) terms constructed from Σ and V is the smallest set such that (t 1 , . . . , t n )) = a. Var (t) is the set of variables in t. A term is said to be closed if no variable occurs in the term. The set of closed terms is denoted by T (Σ). The size |t| of t is the number of function symbols and variables in t.
A substitution θ is a mapping from variables to terms. We may write θ as {x 1 
. . , t m ). For simplicity, we identify θ andθ. We write tθ instead of θ(t). A context is a term which has a special symbol , called a hole, at a leaf position. We can also inductively define context as follows: is a context; a(. . . , 
Note that we use the standard representation for list structures by symbols :: and N il. We often write lists in infix form. For example, :: (x, :: (y, N il)) is written as x :: y :: N il. Then we have the following reduction relation sequence.
Simply-Typed Term Rewriting System
A simply-typed version of a UTRS is called a simply-typed term rewriting system (STRS) [17] . A set of basic types (sorts) is denoted by B. The set T of simple types is generated from B by the constructor →, that is, T :: 
First-Order Term Rewriting System and Equational Logic
The first-order term rewriting system (TRS) is the usual term rewriting system. In this subsection, we introduce some notions needed later on. All results stated in this subsection can be found in [4] . We suppose that each symbol F ∈ Σ is associated with a natural number n, denoted by ar(F ) = n. We also suppose that ar(x) = 0 for any variable x. A term a(t 1 , . . . , t n ) ∈ T (Σ, V) is said to be a first-order term if ar(a) = n and each t i is also first-order term. We denote the set of first-order terms by T ar (Σ, V), and the set of closed first-order terms by T ar (Σ). In the first order setting, closeness coincides with groundness. Since is the only suffix 2 It is a natural extension of groundness of first-order framework, because all first-order closed terms are basic. It is also useful for our purpose, because our inductive reasoning methods on STRSs are based on properties of closed basic-typed terms (cf. Theorem 5.2, 5.7 and 6.3).
context, an equivalence relation on first-order terms is a congruence relation whenever it is closed under contexts.
A first-order equation is a pair (s, t) of first-order terms, written as s = t. We define V ar(s = t) by V ar(s) ∪ Var (t). Let E be a set of first-order equations. We denote by * ↔ E the congruence relation generated from E. A first-order equation s = t is said to be a theorem in E, denoted by E s = t, if it is deducible by inference rules in Fig.1 except for (Functionality)-rule. A first-order equation s = t is said to be an inductive theorem in E, denoted by E ind s = t, if it is deducible by inference rules in Fig.1 . Note that (Functionality)-rule is a kind of meta-rule, and proof trees may be infinitely branching. A is a mapping which maps each F ∈ Σ of arity n to a n-ary function
. . , t n ). In the case of V = ∅, the term algebra is said to be the ground term algebra, denoted by T ar (Σ).
Let A, Σ A be a Σ-algebra. An equivalence relation ∼ on A is said to be a congruence relation if it is monotonic, that is,
A is a Σ-algebra and ∼ is a congruence relation on A.
It is known that the quotient algebra A/∼ is well-defined as a Σ-algebra. Clearly, * ↔ E is a congruence relation on T ar (Σ, V), and thus
is also a Σ-algebra, called a quotient ground term algebra.
Let
Let s = t be a first-order equation, A a Σ-algebra and σ an assignment into A.
Let A be a Σ-algebra and E be a set of first-order equations. We say that A is a model of E, denoted by A |= E, if A |= s = t for all s = t ∈ E. We say that s = t is a semantic consequence of E, denoted by E |= s = t, if A |= s = t for any model A of E. We denote by Alg Σ (E) the class of all models of E.
Proposition 2.4 ([4])
Let E be a set of first-order equations and s = t be a first-order equation. Then the following properties are equivalent.
. . , φ(a n )) for any F ∈ Σ and a i ∈ A. We denote by Hom(A, B) the class of all homomorphisms from A to B. Let K be a class of Σ-algebra. An algebra I ∈ K is said to be an initial algebra in K if for any A ∈ K there exists a unique homomorphism from I to A, that is, |Hom(I, A)| = 1.
Proposition 2.5 ([4])
Let E be a set of first-order equations and s = t be a first-order equation. The quotient ground term algebra T ar (Σ)/ * ↔ E is an initial algebra in the class Alg Σ (E). Moreover the following properties are equivalent.
We often use the property (2) to define inductive theorems.
Inductive Theorems
Basic ingredients of the theory of algebraic specification are equational logic and its semantics is based on Σ-algebra [10, 12, 13, 14, 24] . Algebraic specifications for higher-order languages were studied in [19, 20] . In this section, based on Meinke's formulation [19] , we give a syntax of a higher-order equational logic on STRSs, and define inductive theorems in STRSs.
Definition 3.1 A simply-typed equation, written by s = t, is a pair of simply-typed terms with the same types (τ (s) = τ (t)). We also denote V ar(s) ∪ Var (t) by V ar(s = t).
Note that STRSs are often regarded as simplytyped equation sets.
Next we define theorems and inductive theorems in the higher-order equational logic by using inference rules displayed in Fig.2 . Definition 3.2 Let E be a set of simply-typed equations. A simply-typed equation s = t is said to be a theorem in E, denoted by E s = t, if it is deducible by the inference rules in Fig.2 except for (Functionality) and (Extensionality)-rules. A simply-typed equation s = t is said to be an inductive theorem in E, denoted by E ind s = t, if it is deducible by the inference rules in Fig.2 .
The differences of inference rules between first-order and higher-order settings are as follows: (Monotonicity) and (Functionality)-rules are modified, and (Extensionality)-rule is added.
Example 3.3 Consider the following STRS R with
Note that the transformation from Rev to F rev is a typical example of program optimization. Both Rev and F rev in R represent the same listreverse function, and we have
However the notion of theorems do not equate Rev and F rev, that is, 
Primitive Inductive Theorems
In this section, we give the notion of primitive inductive theorems, and study the relation between primitive inductive theorems and inductive theorems.
Characterizing Inductive Theorems by Primitive Inductive Theorems
The notion of primitive inductive theorems is a natural extension of the property (2) in Proposition 2.5.
Definition 4.1 Let R be a set of simply-typed equations. A simply-typed equation s = t is said to be a primitive inductive theorem in R, denoted by
If an equation s = t has a basic type then we have
is the only suffix context having a basic-typed hole. Since the notion of primitive inductive theorems is a natural extension of the property (2) in Proposition 2.5, one might think that the simply-typed version of Proposition 2.5 would be obtained. However this is not true; the inverse of Theorem 4.2 does not hold. From this example, some readers might guess that inductive theorems coincide with the monotonic closure of primitive inductive theorems. However, this is also not true.
Example 4.4
We consider the following STRS R:
where τ (I) = τ (I ) = N → N and τ (Apply) = (N → N ) → N → N . Suppose that X is the monotonic closure of primitive inductive theorems in R, that is, X is the smallest set such that R pind s = t implies s = t ∈ X, and
. . , t n ). Then Apply(I , x) = Apply(I, x) ∈ X follows from R pind I = I, and Apply(I, x) = x ∈ X holds. However X is not transitive because of Apply(I , x) = x / ∈ X. Since R ind Apply(I , x) = x, the monotonic closure X of primitive inductive theorems cannot characterize inductive theorems. We prove that R ind s = t implies R n pind s = t for some n by induction on the depth of the proof tree of R ind s = t. Suppose that s = t is deduced by an inference rule from a subproof P , and E (possibly empty) is the consequence of P . In the case that the inference rule is either (Assumption) or (Reflexivity), R pind s = t. In other cases, R n pind E for some n follows from the induction hypothesis, hence R n+1 pind s = t.
Sufficient Condition
We are now going to explore a sufficient condition for the inverse of Theorem 4.2. This condition plays an important roll for disproving inductive theorems (see Section 6) .
Before we present the condition, we prepare several notions and lemmas. In the following, we assume Σ is partitioned into D and C, that is, Σ = D ∪ C and D ∩ C = ∅. Elements of D are called defined symbols, and those of C are called constructors. (C, D) , and denote the set of all basic-typed values by Val B (C, D) . An STRS R is said to be quasi-reducible, denoted by QR(R), if any basic-typed term F (t 1 , . . . , t n ) is not a normal form whenever t 1 , . . . , t n ∈ Val (C, D) and F ∈ D. F (t 1 , . . . , t n ) is reducible whenever t 1 , . . . , t n ∈ PVal (C, V h ) and F ∈ D. C[u 1 , . . . , u n ] is reducible, which implies the reducibility of t. Thus t / ∈ GNF (R). 
Definition 4.7 A term t ∈ T (Σ) is said to be a value if root(t ) ∈ C for any t ∈ Sub B (t). We denote the set of all values by Val

Definition 4.8 A term t ∈ T (C, V h ) is said to be a pseudo-value if any variable occurrence is at a leaf position. We denote all pseudo-values by PVal (C, V h ). An STRS R is said to be strongly quasi-reducible, denoted by SQR(R), if any basictyped term
Lemma 4.10 If SQR(R) then GNF (R) ⊆ Val B (C, D).
Proof. From the definitions of GNF and Val B , we have GNF (R) ⊆ T B (Σ) and Val B (R) ⊆ T B (Σ). Hence it suffices to show t / ∈ Val B (C, D) ⇒ t / ∈ GNF (R) for all t ∈ T B (Σ). Suppose that t ∈ T B (Σ) and t / ∈ Val B (C, D). Let u be a minimal size term in
Definition 4.11 An STRS R is said to be sufficient complete, denoted by SC (R), if ∀t ∈ T B (Σ). ∃v ∈ Val
B (C, D). t * → R v.
Lemma 4.12 If GWN (R) and SQR(R) then SC (R) holds.
Proof. Let t ∈ T B (Σ). By GWN (R), t
Definition 4.13
If ord(τ (c)) ≤ 2 for any c ∈ C then we say that the set C of constructors has a first-order structure.
Note that for any simply-typed term c(t 1 , . . . , t n ) with c ∈ C, each t i is of basic types whenever C has a first-order structure.
Lemma 4.14 If C has a first-order structure then
Val B (C, D) = T B (C).
Proof. Val B (C, D) ⊇ T B (C) is trivial. Assume that Val B (C, D)\T B (C) = ∅. Let t be a minimal size term in Val B (C, D) \ T B (C), and t ≡ a(t 1 , . . . , t n ). We have a ∈ C because of t ∈ Val B (C, D). Since C has a first-order structure, each t i is of basic types, and hence ∀i. t i ∈ Val B (C, D). From the minimality of t, each t i is in T B (C). Hence a(t 1 , . . . , t n ) ∈ T B (C).
It is a contradiction. 
follows from the condition (b).
For each t i of higher-order types, let
where f i is a fresh variable. Let σ = {f i := t i | t i is of higher-order types }.
Now we have
By the condition (c), there exist l → r ∈ R and σ such that lσ ≡ a(u 1 , . . . , u n ). Hence, we have 
Proof. We show that
for any closed substitution θ c and ground suffix con- This theorem plays an important role in the implicit induction methods for disproving inductive theorems (Theorem 6.3).
Proving Inductive Theorems
Implicit induction methods are intended to prove inductive theorems. In the first-order setting, two kind of implicit induction methods are known: inductionless induction and rewriting induction [6, 7, 11, 16, 21, 22, 23] . In this section, we formulate some methods to prove primitive inductive theorems using the results in [16, 23] . These methods are also successfully applied to prove inductive theorems using Theorem 4.2.
Inductionless Induction
In this subsection, we state how to apply the inductionless induction method in [23] to STRSs. 
Based on this proposition, we show an abstract theorem for proving inductive theorems.
Theorem 5.2
Let R and R be STRSs, and E be a set of equations. Suppose that all of the following conditions hold:
Then R pind E and hence R ind E.
Proof. From the condition (i), we have →
We prepare a lemma for checking GNF (R) ⊆ GNF (R ).
Lemma 5.3 Let
Example 5. 4 We consider the following STRS R:
Ap(N il, xs) → xs Ap(x :: xs, ys) → x :: Ap(xs, ys)
Based on Theorem 5.2, we prove that the following equation is an inductive theorem in R:
M ap(f, Ap(xs, ys)) = Ap(M ap(f, xs), M ap(f, ys))
Let R be the union of R and the above equation. We can prove SN (R) by the recursive path order in [18] , and CR(R ) by the critical pair criterion. Hence GWN (R) and GCR(R ) hold. Since SQR(R) hold, and for any l → r ∈ R there exists l ∈ Sub B (l) such that root(l ) ∈ D, the inclusion GNF (R) ⊆ GNF (R ) follows from Lemma 5.3. Therefore conditions (i)-(iv) of Theorem 5.2 hold and thus the equation above is an inductive theorem in R.
Example 5.5 We consider the following STRS R:
In the way similar to Example 5.4, we can prove:
Rewriting Induction
In this subsection, we apply the rewriting induction method, proposed in [22] and formalized in [16] , to STRSs. 
Theorem 5.7 Let R and R be STRSs, and E be a set of equations. Suppose that all of the following conditions hold:
Then R pind E and R ind E. By using the rewriting induction, we can also prove inductive theorems in Example 5.4 and 5.5.
Disproving Inductive Theorems
For program verification, not only proving inductive theorems but also disproving ones is important. In this section, we present an automated reasoning method for disproving inductive theorems, based on the methods proposed in [11, 21] and formalized in [16] . 
Then we have *
Based on this abstract result, we design implicit induction methods for disproving primitive inductive theorems. Theorem 6.2 Let R and R be STRSs, and E be a set of equations. Suppose that all of the following conditions hold:
Then we have R pind E.
Proof. From Proposition 6.1, we have
We have already presented a sufficient condition of primitive inductive theorems to be inductive theorems (Theorem 4.17). It means that R pind E guarantees R ind E provided that R satisfies conditions (a)-(e) of Lemma 4.15. From this fact, we can use the implicit induction method to disprove inductive theorems. Theorem 6.3 Let R and R be STRSs, and E be a set of equations. Suppose that in addition to the properties (i),(ii),(iii) and (iv) in Theorem 6.2, all of the following properties hold:
(vi) C has a first-order structure, and
Then we have R ind E.
Proof. From Theorems 6.2 and 4.17. Note that GSN (R ) implies GSN (R).
Example 6.4 Let R be the following STRS:
where D = {Add} and C = {0, S}. We prove We can prove SN (R ) by the recursive path order in [18] , and CR(R) by the critical pair criterion. Hence GSN (R ) and GCR(R) hold. The condition (iv) holds because S(0) ∈ GNF (R) and S(0) / ∈ GNF (R ). Therefore we have R ind Add(0) = S. Example 6.5 Let R be the following STRS: We can prove SN (R ) by the recursive path order in [18] , and CR(R) by the critical pair criterion. Hence GSN (R ) and GCR(R) hold. The condition (iv) holds because F ∈ GNF (R) and F / ∈ GNF (R ). Therefore we have R ind ∀(I, xs) = Ands (M ap(I, xs) ).
Characterizing Inductive Theorems
Algebraic specification is based on equational logic whose semantics is given on Σ-algebra [10, 12, 13, 14, 24] . Higher-order theories have also been considered in [19, 20] .
In Section 3, we gave a syntax of a higher-order equational logic, and the definition of inductive theorems based on Meinke's formulation [19] . To justify our definition, we should give a semantic counter parts and show that our inductive theorems can be characterized by the initial extensional semantics, because our framework (STRSs) is different from Meinke's one.
Syntax
From this subsection to subsection 7.3, we study higher-order equational logic on untyped systems (UTRSs). For any set E of untyped equations and an untyped equation s = t, we define E s = t and E ind s = t as similar to ones in simply-typed systems except for type constraints.
Here we prepare for a lemma needed later on. 
Initial Extensional Model
In first-order algebraic specification, inductive theorems are characterized by the initial algebra semantics, that is, characterized in T ar (Σ)/ * ↔ E , which is an initial algebra in Alg Σ (E).
The initial algebra semantics cannot characterize inductive theorems in higher-order settings, because the extensionality is built in the syntax. In this subsection, we show that there exists an initial extensional model, which characterizes inductive theorems. For any t @ ∈ T @ (Σ), we denote its interpretation by [ 
Let s = t be an equation and E be a set of equations. We denote by Alg * E @ ψ ψ 
Simply-Typed Systems
In algebraic specification, type information is very important and useful. In this last subsection, we discuss how to incorporate our previous results based on untyped systems into simply-typed systems. Since our higher-order equational logic is designed independently of type structure, it is easy to combine with type systems. To be precise, we need the following simply-typed constraint for a Σ @ -algebra A:
• there exists a type attachment τ A on A such that -τ A (F A ) = τ (F ) for any F ∈ Σ, and -τ A (@ A (a 1 , a 2 )) = β if τ A (a 1 ) = α → β and τ A (a 1 ) = α.
We also restrict σ to run over all the assignments with
• τ A (σ(x)) = τ (x) for any x ∈ V when defining |= @ for simply typed case. Under the simply-typed constraint and the restriction for assignments, any properties in this section still holds on simply-typed systems. Hence inductive theorems with simply-typed systems can be characterized by the initial extensional semantics, and the simply-typed version of Proposition 2.5 is obtained.
Theorem 7.10
Let E be a set of simply-typed equations and s = t be a simply-typed equation. We define s @ E t @ as E ind s = t. Then the quotient ground term algebra T @ τ (Σ)/ E is an initial algebra in the class of all extensional model of E. Moreover the following properties are equivalent.
(1) T @ τ (Σ)/ E |= @ s = t (2) E n pind s = t for some n (3) E ind s = t This theorem shows that inductive theorems can be characterized by the initial extensional semantics.
Concluding Remarks
Under simply-typed systems, higher-order theories have also been studied in [19, 20] . Our syntactical definition is based on one in [19] , and Σ @ -algebra is based on one in [20] . However, for initial algebra semantics, minimality (w.r.t. subalgebra relation) is required in [19] , and reachability is required in [20] . On the other hand, our algebra does not require any such restrictions. It is a future subject to study why such a difference comes out. Moreover, since our algebra is designed independently of type structure, it is so easy to combine with arbitrary type systems. It is important to incorporate not only simply-typed systems but also complicated ones like polymorphic-typed systems.
We would feel that our proving and disproving methods for primitive inductive theorems (Theorem 5.2, 5.7 and 6.3) were natural extensions of results in [23, 16] . Since these approach can apply only for the class of primitive inductive theorems, it is a critical problem for disproving inductive theorems. To overcome the difficulty, we presented a sufficient condition which guarantees that inductive theorems and primitive ones coincide (Theorem 4.17). The sufficient condition is indispensable for disproving inductive theorems (Theorem 6.3).
A higher-order Knuth-Bendix procedure and its application to inductionless induction were implemented by the first author Kusakari, as a postdoctorate sub-theme at the Japan Advanced Institute of Science and Technology (JAIST) in 1999. Example 5.4, which presents an application to inductionless induction (Theorem 5.2), was presented at that time. Results similar to these with respect to inductionless induction were also presented in 2003 by Aoto, Yamada and Toyama [1] . Unfortunately, all of the above results confused the difference between inductive theorems and primitive inductive theorems, and erroneously used the term "inductive theorems". In this paper, we make a clear distinction between the concepts of inductive theorems and primitive inductive ones. At the request of Toyama, Kusakari presented a lecture on the results in this paper to Aoto and Yamada in August 2003. In the following year, Aoto, Yamada and Toyama presented results on the automated proving of inductive theorems [2] using a formalization different from our results.
