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Equivalent Properties of CD Inequality on Graph
Yong Lin∗, Shuang Liu
Abstract
We study some equivalent properties of the curvature-dimension conditions CD(n,K)
inequality on infinite, but locally finite graph. These equivalences are gradient estimate,
Poincare´ type inequalities and reverse Poincare´ inequalities. And we also obtain one
equivalent property of gradient estimate for a new notion of curvature-dimension conditions
CDE ′(∞, K) at the same assumption of graphs.
Keywords: Heat kernel, semigroup, CD(n,K), CDE ′ inequality.
1 Introduction
1.1 Preliminaries
Let G = (V,E) be a finite or infinite graph. We allow the edges on the graph to be weighted,
we consider a symmetric weight function ω : V × V → [0,∞), the edge xy from x to y has
weight ωxy > 0. In this paper, we assume this weight function is symmetric(ωxy = ωyx).
Moreover we assume the graph is connected, which implies the weight function satisfies
ωmin = inf
x,y∈V
ωxy > 0.
And the graph we are interested is locally finite,
m(x) :=
∑
y∼x
ωxy <∞, ∀x ∈ V.
Given a positive and finite measure µ : V → R+ on graph. We denote by V R the space of
real functions on V . Let ℓp(V, µ) = {f ∈ V R : ∑x∈V µ(x)|f(x)|p < ∞}, 1 ≤ p < ∞, be the
space of ℓp integrable functions on V with respect to the measure µ. If for any f, g ∈ ℓ2(V, µ),
let the inner product as 〈f, g〉 =∑x∈V µ(x)f(x)g(x), then the space of ℓ2(V, µ) is a Hilbert
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space. For p = ∞, let ℓ∞(V, µ) = {f ∈ V R : supx∈V |f(x)| < ∞} be the set of bounded
functions. For every function f ∈ ℓp(V, µ), 1 ≤ p ≤ ∞, defining the norm by
‖f‖p =
(∑
x∈V
µ(x)|f(x)|p
) 1
p
, 1 ≤ p <∞ and ‖f‖∞ = sup
x∈V
|f(x)|.
The µ−Laplacian ∆ : V R → V R on G is the linear operator, defined by, for any x ∈ V ,
∆f(x) =
1
µ(x)
∑
y∼x
ωxy(f(y)− f(x)).
It will be useful to introduce an abbreviated notation for ”averaged sum”,∑˜
y∼x
h(y) =
1
µ(x)
∑
y∼x
ωxyh(y) ∀x ∈ V.
If f ∈ ℓ∞(V, µ), under the assumption of locally finite, it is known immediately that for any
x ∈ V , ∆f(x) is the sum of finite terms. The two most natural choices are the case where
µ(x) = m(x) for all x ∈ V , which is the normalized graph Laplacian, and the case µ ≡ 1
which is the standard graph Laplacian. Furthermore, in this paper we assume
Dµ := max
X∈V
m(x)
µ(x)
<∞.
1.2 Curvature-dimension inequalities
In this subsection we introduce the notion of the curvature-dimension inequalities on graphs.
A graph is a metric space with a proper distance, such as its natural graph distance. Metric
spaces play a important role in many fields of mathematics. If admitting all kinds of singu-
larities, metric spaces constitute natural generalizations of manifolds, and they provide rich
geometric structures too. We regard graphs as discretizing Riemannian manifolds. For many
fundamental results in geometric analysis on metric space, the crucial ingredients are bounds
for the Ricci curvature of the underlying manifolds as pinoeered by Barkry and Emery [BE].
On a Riemannian manifold, Bochner’s identity is given by
1
2
∆|∇f |2 = 〈∇f,∇∆f〉+ ‖Hessf‖22 + Ric(∇f,∇f),
which is establishes an important connection between Ricci curvature and analytic prop-
erties of a manifold. An immediate consequence of the Bochner’s identity is that on an
n-dimensional manifold whose Ricci curvature is bounded from below by K one has
1
2
∆|∇f |2 ≥ 〈∇f,∇∆f〉+ 1
n
(∆f)2 +K|∇f |2,
which is called the curvature-dimension inequality. It can be used as a substitute for the
lower Ricci curvature bound on metric spaces by Bakry and Emery from [BE].
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Bakry and Ledoux [BL] even manage to generalize the above curvature-dimension in-
equality to Markov operators on general measure spaces when the operator satisfies a chain
rule type formula. Unfortunately such a formula cannot hold in a discrete setting. In fact,
only the function u2 and u
1
2 satisfy the chain rule from [LY10] and [BHL+] on graphs, which
is probably one of the most crucial observation to start researches in this field.
First we need to recall the definition of two bilinear forms associated to the µ−Laplacian.
These notations are from the paper [LY10] and [BHL+].
Definition 1.1. The gradient form Γ is defined by
2Γ(f, g)(x) = (∆(f · g)− f ·∆(g)−∆(f) · g)(x)
=
1
µ(x)
∑
y∼x
ωxy(f(y)− f(x))(g(y)− g(x)).
We write Γ(f) = Γ(f, f).
Similarly,
Definition 1.2. The iterated gradient form Γ2 is defined by
2Γ2(f, g) = ∆Γ(f, g)− Γ(f,∆g)− Γ(∆f, g).
We write Γ2(f) = Γ2(f, f).
Definition 1.3. The graph G satisfies the CD inequality CD(n,K) if, for any function f
Γ2(f) ≥ 1
n
(∆f)2 +KΓ(f).
Definition 1.4. We say that a graph G satisfies the CDE ′(x, n,K), if for any positive
function f : V → R+, we have
Γ˜2(f)(x) ≥ 1
n
f(x)2 (∆ log f) (x)2 +KΓ(f)(x).
We say that CDE ′(n,K) is satisfied if CDE ′(x, n,K) is satisfied for all x ∈ V .
2 Heat semigroup on graph
In this section we are interested in the positive solution of the heat equation
∆u = ∂tu
on graphs. And we focus on the heat kernel pt(x, y), a fundamental solution of the heat
equation defined by, if for any bounded initial condition u0 : V → R, the function
u(t, x) =
∑
y∈V
µ(y)pt(x, y)u0(y) t > 0, x ∈ V
3
is differentiable in t, satisfies the heat equation, and if for any x ∈ V , limt→0+ u(t, x) = u0(x)
holds.
Follow the paper [WR], we definite the heat kernel for the above ∆ we introduced on the
infinite but locally finite graph G = (V,E). For any subset U ⊂ V denotes always a finite
subset, we denote by
◦
U = {x ∈ U : y ∼ x, y ∈ U} the interior of U . The boundary of U is
∂U = U \
◦
U . We consider the Dirichlet problem (DP),
∂tu(t, x)−∆Uu(t, x) = 0, x ∈
◦
U, t > 0,
u(0, x) = u0(x), x ∈
◦
U ,
u |[0,∞)×∂U= 0.
where ∆U : ℓ
2(
◦
U, µ)→ ℓ2(
◦
U, µ) denotes the Dirichlet Laplacian on
◦
U .
The operator ∆U is a generator of the heat semigroup Pt,U = e
t∆U ,t > 0. According to
spectral graph theory, we can find the easy knowing, et∆Uφi = e
−tλiφi. We can define the
heat kernel pU(t, x, y) for the finite subset U by
pU(t, x, y) = Pt,Uδy(x), ∀x, y ∈
◦
U
where δy(x) =
∑n
i=1〈Φi, δy〉Φi(x) =
∑n
i=1Φi(x)Φi(y). It is easy to know the heat kernel
satisfies
pU(t, x, y) =
n∑
i=1
e−λitφi(x)φi(y), ∀x, y ∈
◦
U.
Let U ⊂ V , k ∈ N be a sequence of finite subsets with Uk ⊂
◦
Uk+1 and ∪k∈NUk = V . Such
a sequence always exists and can be constructed as a sequence Uk = Bk(x0) of metric balls
with center x0 ∈ V and radius k. The connectedness of our graph G implies that the union
of these Uk equals V . In the following, we will write pk for the heat kernel pUk on Uk, and
define pk(t, x, y) as a function on (0,∞)× V × V by,
pk(t, x, y) =
{
pUk(t, x, y), x, y ∈
◦
Uk;
0, o.w.
For any t > 0, x, y ∈ V, we let
pt(x, y) = lim
k→∞
pk(t, x, y),
pt(x, y) is the heat kernel what we want and does not depend on the choice of the exhaustion
sequence Uk. For completeness, we conclude all properties we will use in this paper of the
heat kernel pt(x, y) as follows.
Remark 1. For t, s > 0, ∀x, y ∈ V , we have
1. pt(x, y) = pt(y, x)
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2. pt(x, y) ≥ 0,
3.
∑
y∈V µ(y)pt(x, y) ≤ 1,
4. limt→0+
∑
y∈V µ(y)pt(x, y) = 1,
5. ∂tpt(x, y) = ∆ypt(x, y) = ∆xpt(x, y)
6.
∑
z∈V µ(z)pt(x, z)ps(z, y) = pt+s(x, y)
So far now, we can obtain some properties of the operator Pt defined by, for any bounded
function f ∈ ℓ∞(V, µ),
Ptf(x) = lim
k→∞
∑
y∈V
µ(y)pk(t, x, y)f(y) =
∑
y∈V
µ(y)pt(x, y)f(y).
Proposition 2.1. For any bounded function f, g ∈ ℓ∞(V, µ), and t, s > 0, for any x ∈ V ,
1. Pt is a bounded operator and a contraction,
2. Pt ◦ Psf(x) = Pt+sf(x),
3. ∆Ptf(x) = Pt∆f(x).
Proof. The first one immediately comes from the definition of Ptf and item 3 in Remark 1.
For any bounded function f ∈ ℓ∞(V, µ), and any x ∈ V , notice limk→∞ pk(t, x, y) does
not depend on the choice of the exhaustion sequence Uk, so
Pt ◦ Psf(x) = lim
k→∞
∑
y∈V
µ(y)pk(t, x, y)
∑
z∈V
µ(z)pk(s, y, z)f(z)
= lim
k→∞
∑
z∈V
µ(z)
(∑
y∈V
µ(y)pk(t, x, y)pk(s, y, z)
)
f(z)
= lim
k→∞
∑
z∈V
µ(z)pk(t+ s, x, z)f(z)
= Pt+sf(x).
Notice the function f is bounded, there exists a constant C > 0, such that for any x ∈ V ,
supx∈V |f(x)| ≤ C, we have∑
y∈V
∑
z∼y
|ωyzpt(x, y)f(z)| ≤ DµC
∑
y∈V
µ(y)pt(x, y) ≤ DµC <∞,
and ∑
y∈V
∑
z∼y
| − ωyzpt(x, y)f(y)| <∞.
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Then,
∆Ptf(x) = ∆x
(∑
y∈V
µ(y)pt(x, y)f(y)
)
=
∑
y∈V
µ(y)∆ypt(x, y)f(y)
=
∑
y∈V
∑
z∼y
ωyz(pt(x, z)− pt(x, y))f(y)
=
∑
y∈V
∑
z∼y
ωyzpt(x, z)f(y)−
∑
y∈V
∑
z∼y
ωyzpt(x, y)f(y)
=
∑
y∈V
∑
z∼y
ωyzpt(x, z)f(y)−
∑
y∈V
∑
z∼y
ωyzpt(x, z)f(z)
=
∑
y∈V
∑
z∼y
ωyzpt(x, z)(f(y)− f(z))
= Pt∆f(x).
This ends the proof of Proposition 3.1.
We need to clear up that the operator Pt above is the heat kernel of the heat semigroup
et∆.
Proposition 2.2. For any bounded function f, g ∈ ℓ∞(V, µ), and t > 0, for any x ∈ V ,
Ptf(x) = e
t∆f(x).
Proof. Consider the function
v(t, x) = Ptf(x)− et∆f(x),
we are going to show that v = 0.∑
x∈V
µ(x)v2(t, x) =
∑
x∈V
µ(x)
∫ t
0
∂τv
2(τ, x)dτ
= 2
∑
x∈V
µ(x)
∫ t
0
v(τ, x)∆v(τ, x)dτ
= 2
∫ t
0
∑
x∈V
µ(x)v(τ, x)∆v(τ, x)dτ
= −2
∫ t
0
∑
x∈V
µ(x)Γ(v(τ, ·))(x)dτ ≤ 0,
it follows v = 0. The interchange of summation and integration in the calculation is justified
by Tonelli’s Theorem as the iterated integral are finite since Pt and e
t∆ are contractions.
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3 Main results
In many papers, such as [BL] and [W], they have proved equivalent semigroup properties
for curvature-dimension condition on Riemannian manifold, if assuming the semigroup be a
diffusion semigroup, that is, the operator ∆ satisfies the chain role. But as what this paper
says before, it doesn’t hold in discrete setting. In this section, we will introduce the similar
results on graphs at the assumption of CD(n,K). Moreover, we obtain one of the equivalent
semigroup properties, the gradient bound, if the graph satisfies the condition CDE ′(∞, K).
For a connected and locally finite graph G = (V,E), for any 0 ≤ s < t, x ∈ V , any
positive and bounded function 0 < f ∈ ℓ∞(V, µ), we know Pt−sf , Γ(Pt−sf) and Γ(
√
Pt−sf)
are all bounded and their boundaries are not related with s, because of the boundness of the
operators Pt and Γ.
We also need the following Lemma from [HLLY] to clarify that Γ(
√
f, ∆Ptf
2
√
Ptf
) is bounded
if f is bounded.
Lemma 3.1. For any positive and bounded solution 0 < u ∈ ℓ∞(V, µ) to the heat equation on
G, if the graph satisfies the condition CDE ′(n,K), then the function ∆u
2
√
u
on G is bounded.
Consider the following three functions, φ(s, x) = Ps(Pt−sf)
2(x), ϕ(s, x) =
Ps (Γ(Pt−sf)) (x), ψ(s, x) = Pt(Γ(
√
Pt−sf))(x).
Lemma 3.2. For any 0 ≤ s < t, x ∈ V , the following assertions are true,
∂sφ(s, x) = 2Ps (Γ(Pt−sf)) (x),
∂sϕ(s, x) = 2Ps(Γ2(Pt−sf))(x),
∂sψ(s, x) = 2Ps(Γ˜2(
√
Pt−sf))(x).
Proof. For any 0 ≤ s < t, x ∈ V ,
∂sφ(x, s) = ∂s
∑
y∈V
µ(y)ps(x, y)(Pt−sf)
2(y)
= lim
k→∞
∂s
∑
y∈V
µ(y)pk(s, x, y)(Pt−sf)
2(y)
= lim
k→∞
∑
y∈V
µ(y)∂s
(
pk(s, x, y)(Pt−sf)
2(y)
)
= lim
k→∞
∑
y∈V
µ(y)pk(s, x, y)
(
∆(Pt−sf)
2(y)− 2Pt−sf∆Pt−sf(y)
)
= Ps
(
∆(Pt−sf)
2 − 2∆(Pt−sf)Pt−sf
)
(x)
= 2Ps(Γ(Pt−sf))(x).
For any t > 0, and any positive function f ∈ ℓ∞(V, µ), the interchange of limitation and
deviation in the second step of the above calculation is for the convergence of summation is
uniform with respect of s on compact subsets of (0,∞). The interchange of summation and
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deviation in the third step of the above calculation is because pk(s, x, y) is non-zero only for
finitely many items. And in the forth equality,∑
y∈V
µ(y)∂s
(
pk(s, x, y)(Pt−sf)
2(y)
)
=
∑
y∈V
µ(y)∆pk(s, x, y)(Pt−sf)
2(y)−
∑
y∈V
µ(y)2pk(s, x, y)Pt−sf(y)∆Pt−sf(y)
=
∑
y∈V
µ(y)pk(s, x, y)∆(Pt−sf)
2(y)−
∑
y∈V
µ(y)2pk(s, x, y)Pt−sf(y)∆Pt−sf(y)
=
∑
y∈V
µ(y)pk(s, x, y)
(
∆(Pt−sf)
2(y)− 2Pt−sf(y)∆Pt−sf(y)
)
,
We can summarise from the above proof, for any positive and bounded functional fs ∈
ℓ∞(V, µ), we have
∂sPs(fs)(x) = Ps(∆fs + ∂sfs)(x).
From that, we can simply obtain the following results,
∂sϕ(s, x) = ∂sPs (Γ(Pt−sf)) (x)
= Ps (∆Γ(Pt−sf) + ∂sΓ(Pt−sf) (x)
= Ps (∆Γ(Pt−sf)− 2Γ(Pt−sf,∆Pt−sf) (x)
= Ps (Γ2(Pt−sf)) (x),
where,
∂sΓ(Pt−sf)(x) =
1
2
∂s
∑˜
y∼x
(Pt−sf(y)− Pt−sf(x))2
=
∑˜
y∼x
(Pt−sf(y)− Pt−sf(x))(∂sPt−sf(y)− ∂sPt−sf(x))
= 2Γ(Pt−sf, ∂sPt−sf)(x)
= −2Γ(Pt−sf,∆Pt−sf)(x).
Furthermore,
∂sψ(s, x) = ∂sPs(Γ(
√
Pt−sf))(x)
= Ps
(
∆Γ(
√
Pt−sf) + ∂sΓ(
√
Pt−sf)
)
(x)
= Ps
(
∆Γ(
√
Pt−sf)− 2Γ(
√
Pt−sf,
∆Pt−sf
2
√
Pt−sf
)
)
(x)
= 2Ps(Γ˜2(
√
Pt−sf))(x).
That ends the proof.
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3.1 The equivalent properties of CD condition
In this subsection, we introduce one of the main results in this paper, including the gradient
estimate, Poincare´ inequalities and reverse Poincare´ inequalities at the assumption of CD
inequality. The proof is close to Feng-Yu Wang from [W]. Recently, the following gradi-
ent estimate of (1) for finite graphs by Liu- Peyerimhoff [LP], and for unbounded Laplace
operator by Hua-Lin [HL], has been proved for n =∞.
Theorem 3.1. For any K ∈ R, t ≥ 0, and any positive and bounded function 0 < f ∈
ℓ∞(V, µ), the condition CD(n,−K) is equivalent to each of the following statements:
1. Γ(Ptf) ≤ e2KtPt(Γ(f))− 2n
∫ t
0
e2KsPs (Pt−s∆f)
2
ds.
2. Γ(Ptf) ≤ e2KtPt(Γ(f))− e2Kt−1Kn (Pt∆f)2 .
3. Ptf
2 − (Ptf)2 ≤ e2Kt−1K Pt(Γ(f))− e
2Kt−1−2Kt
K2n
(Pt∆f)
2
.
4. Ptf
2 − (Ptf)2 ≥ 1−e2KtK Γ(Ptf) + e
−2Kt−1+2Kt
K2n
(Pt∆f)
2
.
Proof. First, we prove the condition CD(n,−K) implies the item (1). For 0 ≤ s ≤ t,
consider this functional
e2Ksϕ(s) = e2KsPs (Γ(Pt−sf)) ,
from Lemma 3.2, if the graph satisfies CD(n,−K), then we have
∂se
2Ksϕ(s) = 2e2KsPs (Γ2(Pt−sf) +KΓ(Pt−sf))
≥ 2e2KsPs
(
1
n
(∆Pt−sf)
2
)
=
2e2Ks
n
Ps(∆Pt−sf)
2,
integrating the above inequality from 0 to t with respect to s, the left side of the above
inequality is equal to e2KtPt(Γ(f))− Γ(Ptf), from Proposition 2.1, we know the fact ∆Pt =
Pt∆, then we have
Γ(Ptf) ≤ e2KtPt(Γ(f))− 2
n
∫ t
0
e2KsPs(Pt−s∆f)
2ds.
Then, we introduce the proof of item (1) implies (2). Ps satisfies the Cauchy-Schwartz
inequality, and from Proposition 2.1, we obtain
Ps(Pt−s∆f)
2 ≥ (Ps(Pt−s∆f))2 = (Pt∆f)2, (3.1)
so,
Γ(Ptf) ≤ e2KtPt(Γ(f))− 2
n
(Pt∆f)
2
∫ t
0
e2Ksds
= e2KtPt(Γ(f))− e
2Kt − 1
Kn
(Pt∆f)
2
.
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Furthermore, we prove (2) implies (3) and (4). From Lemma 3.2, we have
∂sφ(s) = 2Ps (Γ(Pt−sf)) ,
integrating the above equality from 0 to t, the left side of the above inequality is equal to,
φ(t)− φ(0) = Ptf 2 − (Ptf)2.
the right side is not that trivial, from the properties of Pt in Proposition 2.1, item (2) and
the inequality (3.1), we have
2Ps (Γ(Pt−sf)) ≤ 2Ps
(
e2K(t−s)Pt−s(Γ(f))− e
2K(t−s) − 1
Kn
(Pt−s∆f)
2
)
= 2e2K(t−s)Pt(Γ(f))− 2e
2K(t−s) − 1
Kn
Ps (Pt−s∆f)
2
≤ 2e2K(t−s)Pt(Γ(f))− 2e
2K(t−s) − 1
Kn
(Pt∆f)
2
,
integrating this equality from 0 to t, we obtain
Ptf
2 − (Ptf)2 ≤ e
2Kt − 1
K
Pt(Γ(f))− e
2Kt − 1− 2Kt
K2n
(Pt∆f)
2
,
that implies that (3) is true.
On the other side,
2Ps (Γ(Pt−sf)) ≥ 2
e2Ks
Γ(Ptf) +
2
e2Ks
e2Ks − 1
Kn
(Ps∆Pt−sf)
2
= 2e−2KsΓ(Ptf) + 2
1− e−2Ks
Kn
(Pt∆f)
2,
integrating this equality from 0 to t, we obtain
Ptf
2 − (Ptf)2 ≥ 1− e
2Kt
K
Γ(Ptf) +
e−2Kt − 1 + 2Kt
K2n
(Pt∆f)
2
,
then item (4) is true too.
Finally, we give the proof that (3) or (4) imply the condition CD(n,−K). Form Propo-
sition 2.2, we have
Pt = e
t∆ =
∞∑
k=0
tk∆k
k!
.
From that, we obtain
Ptf
2 = f 2 + t∆f 2 +
t2
2
∆2f 2 + o(t2),
(Ptf)
2 =
(
f + t∆f +
t2
2
∆2f + o(t2)
)2
= f 2 + t2(∆f)2 ++2tf∆f + t2f∆2f + o(t2),
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so,
Ptf
2 − (Ptf)2 = 2tΓ(f) + t2
(
1
2
∆2f 2 − (∆f)2 − f∆2f
)
+ o(t2)
= 2tΓ(f) + t2
[(
1
2
∆2f 2 −∆(f∆f)
)
+
(
∆(f∆f)− (∆f)2 − f∆2f)]+ o(t2)
= 2tΓ(f) + t2 (∆Γ(f) + 2Γ(f,∆f)) + o(t2).
On the other side,
e2Kt − 1
K
Pt(Γ(f)) = (2t+ 2Kt
2 ++o(t2)) · (Γ(f) + t∆Γ(f) + +o(t))
= 2tΓ(f) + 2t2(∆Γ(f) +KΓ(f)) + o(t2),
and,
e2Kt − 1− 2Kt
K2n
(Pt∆f)
2 =
2t2
n
(∆f)2 + o(t2).
From item (3) and the above three equalities, we can obtain,
2tΓ(f) + t2 (∆Γ(f) + 2Γ(f,∆f))− 2tΓ(f)− 2t2(∆Γ(f) +KΓ(f)) + 2
n
t2(∆f)2 + o(t2) ≤ 0,
from some simple computation, we have
t2
(
−2Γ2(f)− 2KΓ(f) + 2 1
n
(∆f)2
)
+ o(t2) ≤ 0,
let the both side of the above inequality divide by t2, and then t → 0, then we obtain
CD(n,−K) inequality.
Similarly, item (4) implies CD(n,−K) inequality too. Due to Γ is bilinear, we have
Γ(Ptf) = Γ(f + t∆f + o(t)) = Γ(f) + t
2Γ(∆f) + 2tΓ(f,∆f) + o(t2),
substituting it to the right side of the item (4),
1− e−2Kt
K
Γ(Ptf) +
e−2Kt − 1 + 2Kt
K2n
(Pt∆f)
2
= (2t− 2Kt2 + o(t2)) (Γ(f) + t2Γ(∆f) + 2tΓ(f,∆f) + o(t2))+ 2
n
t2(∆f)2 + o(t2)
= 2tΓ(f) + 2t2
(
2Γ(f,∆f)−KΓ(f) + 1
n
(∆f)2
)
+ o(t2).
combining with (4), with simply calculates, we will obtain the condition CD(n,−K).
Let K → 0 or n→∞ in Theorem 3.1, we can obtain the following two corollaries.
Corollary 3.2. For any positive and bounded function 0 < f ∈ ℓ∞(V, µ), the condition
CD(n, 0) is equivalent to:
11
1. Γ(Ptf) ≤ Pt(Γ(f))− 2n
∫ t
0
Ps (Pt−s∆f)
2
ds.
2. Γ(Ptf) ≤ Pt(Γ(f))− 2tn (Pt∆f)2 .
3. −2tΓ(Ptf) + 2t2n (Pt∆f)2 ≤ Ptf 2 − (Ptf)2 ≤ 2tPt(Γ(f))− 2t
2
n
(Pt∆f)
2
.
Corollary 3.3. For any positive and bounded function 0 < f ∈ ℓ∞(V, µ), the condition
CD(∞,−K) is equivalent to:
1. Γ(Ptf) ≤ e2KtPt(Γ(f)).
2. 1−e
2Kt
K
Γ(Ptf) ≤ Ptf 2 − (Ptf)2 ≤ e2Kt−1K Pt(Γ(f)).
3.2 The equivalent properties of CDE ′ condition
In this subsection, we let the dimension of graph be ∞, and prove the gradient of the graph.
Theorem 3.4. For any K ∈ R, and any positive and bounded function 0 < f ∈ ℓ∞(V, µ),
the condition CDE ′(∞,−K) is equivalent to:
Γ(
√
Ptf) ≤ e2KtPt(Γ(
√
f)).
Proof. For any 0 ≤ s ≤ t, consider the functional
e2Ksψ(s) = e2KsPs(Γ(
√
Pt−sf)), 0 ≤ s ≤ t,
from Lemma 3.1, we have
∂se
2Ksψ(s) = 2e2KsPs(Γ˜2(
√
Pt−sf) +KΓ(
√
Pt−sf)).
Applying the condition CDE ′(∞,−K) to the function √Pt−sf , we obtain
Γ˜2(
√
Pt−sf) ≥ −KΓ(
√
Pt−sf),
then for any x ∈ V , ∂tψ(t) ≥ 0 is true. that is, the functional e2Ksψ(s) is not decreasing
with respect of t, so, ψ(0) ≤ ψ(t), that is
Γ(
√
Ptf) ≤ e−2KtPt(Γ(
√
f)).
On the other side, we need prove the assertion that Γ(
√
Ptf) ≤ e2KtPt(Γ(
√
f)) implies
the condition CDE ′(∞,−K), as follows.
when t = 0, the proof is trivial;
when t 6= 0,
0 ≤ lim
t→0+
1
2t
[e2KtPt(Γ(
√
f))− Γ(
√
Ptf)]
= lim
t→0+
1
2
[2Ke2KtPt(Γ(
√
f)) + e2Kt∆Pt(Γ(
√
f))− 2Γ(
√
Ptf, ∂t
√
Ptf)]
= lim
t→0+
1
2
[2Ke2KtPt(Γ(
√
f)) + e2Kt∆Pt(Γ(
√
f))− 2Γ(
√
f,
∆Ptf
2
√
Ptf
)]
=
1
2
∆(Γ(f)) +KΓ(
√
f)− Γ(
√
f,
∆f
2
√
f
)
= Γ˜2(
√
f) +KΓ(
√
f),
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that is the condition CDE ′(∞, K) is true.
This ends the proof.
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