Health care spending on children in the United States continues to rise, yet little is known about how this spending varies by condition, age and sex group, and type of care, nor how these patterns have changed over time.
The NHEA divides total personal health care spending into 10 mutually exclusive types of care, which include hospital care, physician and clinical services, nursing facility care, and pharmaceutical spending, among others. To better align the NHEA personal health care spending accounts with patients' encounter-level data, spending fractions from the Medical Expenditure Panel Survey and methods described by Roehrig 22 were used to split these 10 categories into the 6 types of personal health care tracked in this study: inpatient care, ambulatory care, emergency departments, nursing facilities care, dental care, and retail pharmaceuticals. 23 Ambulatory care included health care in urgent care facilities, and pharmaceuticals only included prescribed medicine that was purchased in a retail setting rather than that provided during an inpatient or ambulatory care visit. Together, health care spending incurred through these 6 types of care constituted between 84.0% and 85.2% of annual personal health care spending from 1996 to 2013. 21 Spending on over-the-counter pharmaceuticals, nondurable and durable medical devices, and home health made up the remainder of the personal health care spending.
Estimating Spending by Age, Sex, and Condition
After the type of care was determined, the encounter-level data were split by sex and age. Spending was placed into 5 age groups: younger than 1 year, 1 to 4 years, 5 to 9 years, 10 to 14 years, and 15 to 19 years. Finally, these data were also split across 150 health conditions (eAppendix 3 in the Supplement). Of the 150 conditions, 135 were based on the disease categories used in the Global Burden of Disease 2013 study. 24 The remaining 15 conditions are associated with large amounts of health care spending but are not underlying causes of health burden and are thus excluded from the Global Burden of Disease study. 24 Examples of these additional categories include well-person visits, routine dental visits, and pregnancy and postpartum care.
The spending estimates for each type of care were scaled to reflect the adjusted annual health care spending reported by the NHEA. This procedure is common among health care spending researchers, as no single data source offers a census of spending in all health care settings. 22, 25 This scaling procedure assumes that the spending captured in the data used for this study was representative of spending in the total population. The encounter-level spending estimates were adjusted so that all spending estimates are reported in inflation-adjusted 2015 US dollars.
Addressing Data Nonrepresentativeness
On average, comorbidities make health care more complicated and more expensive. [27] [28] [29] Attributing all of the resources used in a health care encounter to the primary diagnosis biases the estimates and ignores type and intensity of care provided. 20 To account for the presence of comorbidities, a regression-based method was used to adjust health care spending. 19 As a consequence, conditions that are routinely accompanied by costly comorbidities coded as secondary diagnoses decreased after the comorbidity adjustment, while conditions routinely considered comorbidities increased after adjustment. Thus, the adjusted spending estimates reflect the spending attributed to each condition, rather than simply tracking spending attributed to primary diagnoses (eAppendix 4 in the Supplement).
In addition to this comorbidity adjustment, several other adjustments were performed to improve the accuracy of spending estimates (eAppendix 4 in the Supplement). First, health care charges, rather than spending, were reported in a primary data source used to measure inpatient care spending. 30 Because actual spending is generally a fraction of the charge, charge data were adjusted to reflect spending using a regression-based adjustment. 30 Second, to address concerns associated with undersampled rare conditions, a Bayesian hierarchical model was applied. For most types of care, 2 data sources were combined to generate spending estimates with complete time and age trends and to leverage the strength of each data source. This method allows us to make more granular estimates than what would be possible with a single data source, such as the Medical Expenditure Panel Survey. 23 The model was used independently for each condition, sex, and type of care combination. The third adjustment addressed the fact that ambulatory and inpatient care data sources used for this study underestimate spending at specialty mental health and substance abuse facilities. To address this problem, spending on these types of care was split into portions that reflect mental health and substance abuse spending and scaled to an appropriate total estimated using spending reported by the US Substance Abuse and Mental Health Services Administration. 31 This adjustment ensured that the total spending on mental health and substance abuse in these settings was commensurate with official US records.
Quantifying Uncertainty
Uncertainty intervals were quantified by bootstrapping the underlying encounter-level data 1000 times. The estimation process was completed for each bootstrap sample independently, and 1000 estimates were generated for each condition, age, sex, year, and type. The estimates reported in this article are the mean of these 1000 estimates. An uncertainty interval was constructed using the 2.5th and 97.5th percentiles. The intervals were not calibrated to reflect 95% CIs and are included only as an indicator of relative confidence. eAppendix 1 and eAppendix 5 in the Supplement provide additional information about all the methods used for this analysis.
Statistical Analysis
We compared spending estimates by condition, age, and sex, across 6 types of care. We then summarized spending by focusing on (1) the largest 20 conditions leading to children's health care spending in 2013; (2) aggregated spending by age, type of care, and condition categories for 2013; (3) spending per child by age and type for 2013; and (4) changes and percent changes in spending per child by condition, type, and age between 1996 and 2013. Stata version 13.1 (StataCorp), R version 3.3.1, and Python version 3.5.1 were used for these analyses.
Results
Aggregated Results by Age, Type of Care, and Condition
In 2013, $233.5 (uncertainty interval [UI] , 226.9-239.8) billion was spent on children's personal health care. (All spending estimates are reported in inflation-adjusted 2015 US dollars.) Figure 1 shows how spending on children's health care was simultaneously split by age, condition, and type of care. In 2013, 30.4% (UI, 28.8-32.4) of total children's personal health care spending was spent on inpatient care, while 38.6% (UI, 37.1-40.3) and 7.8% (UI, 6.8-8.7) was spent on ambulatory care and retail pharmaceuticals, respectively. Spending on infants younger than 1 year was the largest portion of spending on children's personal health care, comprising 21.6% (UI, 19.9-23.5) of the total amount spent on children's health care. Spending on noncommunicable and long-term diseases was $111.0 (UI, 106.7-114.5) billion, amounting to 3.5-fold more than the $31.5 (UI, 29.7-33.9) billion spent on communicable, infectious, and nutritional disorders. Nearly $23.7 (UI, 22.4-25.2) billion was spent on injuries and $58.7 (UI, 54.9-63.8) billion on nonillness conditions, such as wellnewborn care, well-child care, and preventative dental care.
Largest Health Conditions Leading to Children's Personal Health Care Spending
The Table highlights the top 20 health conditions leading to children's personal health care spending. In 2013, spending for these 20 most costly conditions accounted for 78.0% (UI, 74.9-81.1) of all personal health care spending on children. Well-newborn care, with $27.9 (UI, 24.2-32.2) billion spent on infants younger than 1 year in inpatient settings, received the most health care spending. Attentiondeficit/hyperactivity disorder (ADHD) was the second largest condition causing children's health care spending, with $20.6 (UI, 17.3-23.5) billion in 2013. Of this spending, 60.6% (UI, 55.4-63.9) was spent on boys aged 5 to 14 years. Of total ADHD spending, 63.9% (UI, 51.0-76.1) was spent on ambulatory care, while 35.4% (UI, 26.3-44.4) was spent on retail pharmaceuticals. Well-dental care, which includes general examinations, x-rays, and orthodontia, was the third largest condition. Figure 2 highlights personal health care spending per child by age group and type of care. Spending per infant younger than 1 year was much larger than spending on all other age groups, at $11 741 (UI, 10 799-12 765). Of this spending, 79.8% (UI, 72.2-88.3) took place in inpatient care facilities. Of inpatient care spending, 69.3% (UI, 60.1-79.9) was spent on well-newborn care, while 15.1% (UI, 12.4-17.6) was spent on neonatal conditions. The remaining 4 age groups each received roughly 15% to 25% of the amount spent on infants younger than 1 year, and most of this spending was for ambulatory care rather than inpatient care. Figure 3 shows personal health care spending for children and spending per child by age, sex, and condition, highlighting the substantial amount of health care spending in 3 key areas: (1) communicable diseases and well-newborn care during the first year of life; (2) mental health and behavioral disorders-primarily ambulatory
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Trends in Personal Health Care Spending on Children
Personal health care spending on children and adolescents 19 years and younger grew 56.2% (UI, 49.5-62.3) from $149.6 (UI, 144.1-155.5) billion in 1996 to $233.5 (UI, 226.9-239.8) billion in 2013. Per child, this was an annualized growth of 2.5% (UI, 2.1-2.7). Figure 4 highlights the types of care, conditions, and age groups with the greatest increases per child. Among types of care, ambulatory care and inpatient care increased the most during this period. Together, these 2 types of care accounted for 70.0% (UI, 62.6-76.5) of all increases in health care spending on children between 1996 and 2013. Among all conditions, well-newborn care, preterm birth complications, and ADHD increased the most in absolute terms per child during this period. Well-newborn care alone added $12.9 (UI, 10.8-14.7) billion to the children's health care spending total. In relative terms, though, autism spectrum disorder grew substantively more than all other conditions, with an annualized growth rate of 21.8% (UI, 17.0-26.4). Finally, annualized growth in spending per child across all age groups was roughly the same, with growth rates ranging from 2.8% (UI, 2.4-3.2) for infants younger than 1 year to 1.8% (UI, 1.4-2.1) for children aged 1 to 4 years. Because infant spending was much greater than the other age groups in 1996, the spending growth per child was much greater in absolute terms for this age group.
Discussion
Summary of Key Findings
To our knowledge, this is the most comprehensive study to date that produces national estimates of personal health care spending for the general population of children in the United States. These estimates describe patterns of spending by condition, age and sex group, type of care, and time. Children's health care spending accounted for 8.4% (UI, 8.2-8.6) of total health care spending in 2013, amounting to $233.5 (UI, 226.9-239.8) billion. 19 The largest health conditions leading to health care spending include well-newborn, ADHD, and well-dental care, together accounting for $66.7 (UI, 72.2-61.0) billion spent in 2013. Between 1996 and 2013, annual health care spending on children overall grew by 56.2% (UI, 49.5-62.3) or $83.9 (UI, 75.9-90.7) billion, fueled by growth in ambulatory and inpatient spending and by growth in wellnewborn and ADHD care spending. Each of the 3 columns reflect the $233.5 billion of children's health care spending disaggregated in this study. The length of each bar reflects the relative share of the $233.5 billion attributed to that age group, condition category, or type of care. Spending estimates are reported using inflation-adjusted 2015 US dollars. Communicable diseases include nutrition deficiencies. DUBE indicates diabetes, urogenital, blood, and endocrine diseases.
Comparison With Past Research and Contribution
Previous studies have proposed estimates for children's health care spending, but to our knowledge, none have provided such granular estimates over a long period for all major payers. The Centers for Medicare and Medicaid Services estimates spending on the population 18 years and younger to be $276 billion in 2012, compared with our estimate of $233.5 (UI, 226.9-239.8) billion in 2013. 32 The Health Care Cost Institute provides health care spending estimates for those covered by employer-based insurance but excludes all other payers, including government insurance, such as Medicaid. Furthermore, these estimates do not allow for granular condition-level comparisons. McCormick et al 33 have produced 11 annual reports of health care on children in the United States between 2000 and 2015, but they do not report a comprehensive set of estimates by condition.
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Our total and condition-specific spending estimates are an improvement on previous studies and move the field forward for several reasons. We combine information from 183 data sources rather than relying on a single data source and scale spending estimates (across all ages) to reflect official US estimates. This results in a complete time series of granular spending estimates for 150 conditions, disaggregated by age, sex, and type of care from 1996 to 2013.
Our study was not designed to examine whether the increases have been appropriate or whether the proportion of child to adult health care spending was equitable. Instead, this study explained spending and changes in spending in order to elucidate important health system patterns and to provide evidence for policy makers who plan children's health care and pediatric health systems. Addressing the lack of an integrated child health care data system focused on financing could be an important aspect of improving the American pediatric health care infrastructure. 35 Through a wideranging set of data that splits health care spending into granular categories, researchers, policy makers, and health care clinicians have a foundation to explore important associations among trends in health care spending, use, and disease burden.
Implications for Research and Policy
Newborn Care
On average, $11 741 (UI, 10 799-12 765) was spent on health care per infant younger than 1 year in 2013. Most health care spending for these infants occurred in the inpatient setting. Well-newborn care, which was almost exclusively associated with uncomplicated delivery, accounted for 69.3% (UI, 60.1-79.9) of inpatient Increased spending on mental health and behavioral disorders caused 24.8% (UI, 19.9-29.4) of the increases in children's personal health care spending, and 15.4% (UI, 12.9-17.5) was due to increases in well-newborn care. Within the mental health and behavioral disorders category, spending on ADHD pharmaceuticals, especially for boys aged 5 to 14 years, was the largest source of spending increases. This aligns with past research that indicated a growth in diagnostics and treatments of ADHD among this age group since the early 2000s. 37 These findings call for greater research on increased costs associated with ADHD care, effectiveness of ADHD interventions, and cost-effective strategies for children with ADHD.
Ambulatory Well-Child Care
Growth in spending on ambulatory well-child care has been much slower than growth in spending on inpatient well-newborn care. Despite being the presumptive cornerstone of pediatric health care, well-child care was still only the sixth largest condition in 2013. Wellchild care in the ambulatory setting amounted to $8.5 (UI, 7.1-10.4) billion spent across all ages, representing 3.7% (UI, 3.0-4.4) of total children's health care spending. This translates to an average of $101.5 (UI, 84.5-123.3) per child that was spent on well-child care in ambulatory care settings. Preventing adult disease and establishing 
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Spending on Children's Personal Health Care in the United States environments and patterns that promote lifelong health are the primary purposes of pediatric health care. Whether well-child care is currently constructed and funded at levels that allow effective pursuit of these goals remains unclear. Moreover, it is also unclear whether increases in pediatric health care spending have occurred in ways that are strategically or rationally designed to contribute to lifelong health on a population level. Increases in spending have flowed to inpatient well-newborn care for reasons that should be investigated further, but increases have also flowed to relatively common and long-term physical and developmental issues (eg, ADHD, asthma, and autism) that are likely to have some population-level importance for adult health. Data elucidating which areas have not yet benefited from increases such as these may be helpful in evaluating the societal usefulness of spending trends and allocation of resources.
Limitations
While the IHME Disease Expenditure 2013 project produces granular spending estimates using standardized methods across time, these data have important limitations. First, the survey data underlying some of the spending estimates were not fully representative of the US population, as they excluded some small segments of the population, such as incarcerated persons. Second, reliance on survey data means that data on rare conditions or exceptionally expensive health system encounters were underreported. Similarly, administrative data are dependent on coding and diagnosis patterns that are popular among physicians and hospital administrators. To address these concerns, the IHME Disease Expenditure 2013 project leveraged multiple data sets to build on the strengths of each data source. Still, these methods do not eliminate the need for a more representative and comprehensive health care surveillance system. Third, the underlying data prevented stratification by race, socioeconomic status, payer, geographic region, or medical complexity. Complex medical cases that are sometimes covered by Medicaid comprise a large fraction of children's health care spending. 37 A small percentage of children make up the vast majority of health care spending in inpatient settings. 12 While it is clinically and politically relevant to understand the differences between medically complex and nonmedically complex health care spending, this study was unable to do so. Ongoing research is encouraged to understand how health care spending varies across these dimensions.
Finally, spending data reported in this study reflect only direct health care spending and do not account for indirect societal costs associated with care, such as parental forgone earnings or child care costs. Spending data in this study are based on health system payments, except for inpatient spending, where charges are used as the data input. While this study uses a charge-to-payment ratio to adjust these charges, the development of a nationally comprehensive database of health care payments would improve the accuracy of these estimates. 38 
Conclusions
Describing health care spending and changes in health care spending is an essential first step in elucidating health system patterns and providing evidence for policy makers who plan children's health care and pediatric health systems. The next step should be analyzing the factors driving increased health care spending and determining whether changes in particular subcategories of spending have been associated with improvements in processes or outcomes. It is crucial to understand whether spending increases have been appropriate or misguided and how we might target spending increases and reductions now and in the future. Role of the Funder/Sponsor: The funders had no role in the design and conduct of the study; collection, management, analysis, and interpretation of the data; preparation, review, or approval of the manuscript; and decision to submit the manuscript for publication. 
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eAppendix 1. Overview of methodology
The objective of this research was to comprehensively measure and describe spending on pediatric health care in the United States (US) using granular, politically and clinically useful categories. We produced annual estimates for 1996 through 2013. These estimates were created to be as comprehensive as possible, and they aggregate to reflect the official US government estimates of US health spending, as reported in the National Health Expenditure Accounts (NHEA). 2 These estimates were produced to reflect actual spending on health, also known as expenditure or payments, rather than charges made by medical providers. In many cases, charges are not paid in full and tracking these would be an overestimate of the resources actually spent on health care [3] [4] [5] . Spending estimates were adjusted for inflation using the economy-wide consumer price index from the International Monetary Fund, and were reported in 2015 dollars. 6 In addition to health spending, volume of health goods or services was also estimated -measured as the number of visits, beddays, or prescriptions filled.
This research focused on personal health care spending. Personal health care spending is defined in the NHEA as "the total amount spent to treat individuals with specific medical conditions," and in 2013 was 84.8% of total US health spending. For this study, personal health care spending was disaggregated into 6 types of care, including inpatient care, ambulatory care, retail pharmaceuticals, emergency department care, and nursing facilities care, and dental care.
The overarching research strategy was to use microdata to inform spending and volume estimates at the most granular level possible. For the disaggregation of personal health care spending, microdata consisted of administrative records, insurance claims, or household surveys that report health spending by cause of illness or reason for the health care event, type of good or service, and demographic information. These sources provided data at the patient, encounter, or claim level. In most cases, spending and volume estimates were disaggregated into age-, sex-, cause -, type of care-, and year-specific categories. For the disaggregation of government public health activities, government budget documents and public agency justification documents were used.
To provide a comprehensive yet granular set of health spending estimates, health spending was split into categories defined by simultaneously applying three distinct frameworks. These three frameworks reflect demography, epidemiology, and the type of health care provided.
1. Demography: Health spending and volume of goods and services were estimated for both sexes and for 5 age groups, <1, 1-4, 5-9, 10-14, and 15-19. 2. Epidemiology: Health spending and volume of goods and services were estimated for 158 causes.
The cause list for this project was based on the Global Burden of Disease (GBD) 2013 study. 7 GBD 2013 classified causes of health burden at five different levels of disaggregation. Level III classification was extracted from GBD 2013 for this study. This included 144 causes of health burden. In addition to these, 14 other categories were added. Four risk factors for other underlying health causes were added because it was clear that there is substantial spending on the treatment of these risk factors, and this spending is to prevent a wide set of causes of illness. These additional causes are spending on hypertension, hyperlipidemia, obesity, and tobacco cessation. In addition to these, seven causes were added that were not associated with health burden (and are therefore not considered by GBD) but were associated with health spending. Examples of these causes were well-person care, pregnancy and postpartum care, and well-dental care. Finally, this project also tracked spending on three impairments. These impairments -heart failure, septicemia, and renal failure -are not underlying causes of health burden, but rather consequences of other underlying causes. Spending on these causes was tracked because they represent large portions of health spending and are of political interest. A description and full list of causes and how they map to the International Classification of Diseases version 9 (ICD-9) are provided in section three of this appendix. 3. Types of goods or services: Health care spending and volume of goods and services were estimated for six types of goods and services: ambulatory care, inpatient care, emergency department care, nursing care, dental care, and prescribed retail pharmaceuticals. Definitions for these types of goods and services were designed to reflect the underlying microdata.
• • Dental care: Dental care included preventative and curative health care at a dental facility. For dental care, volume was measured as the number of visits to a dental facility.
• Prescribed retail pharmaceuticals: Prescribed retail pharmaceuticals (pharma) included all prescription medicines purchased in a retail pharmacy setting. This category excluded any medications consumed in inpatient, ambulatory, long-term and emergency settings during a visit. It also excluded over-the-counter (non-prescribed) medications and therapeutic devices. For prescribed retail pharmaceutical, volume was measured as the number of prescriptions filled. The cause of illness is captured by the diagnoses reported by an individual who held the prescription, not by an Anatomical Therapeutic Chemical (ATC) classification system or medication code.
For all estimates, uncertainty was propagated using a bootstrapping method.
Statistical models were used when necessary to generate a complete set of estimates, combine data sources, and adjust the data for known biases. The population weighted estimates derived from the microestimates were compared and scaled to reflect the total health expenditure for each type of care and year. A brief summary of each step, including the types of care impacted, the effect of the process, and the motivating purpose of the process are described in This section of the appendix describes the data sources used for this study. Many of these methods are specific to an individual data source, as they examine the process of extracting data and making it comparable to other sources. Tables 2.1 summarizes the primary data sources and years of data used for this study.
• The National Health Expenditure Accounts (NHEA) is a primary data source used to provide macroestimates of annual health spending. Produced annually by the Office of the Actuary at the US Centers for Medicare and Medicaid Services (CMS), the NHEA constitutes official estimates of total healthcare spending in the US, dating back to 1960. 2 In addition to reporting total health spending, the NHEA reports health spending by type of good and services, source of funding, and type of sponsor. Data from the National Health Expenditures tables were used. This data "measures annual U.S. expenditure for health care goods and services, public health activities, government administration, the net cost of health insurance, and investment related to health care" This study focused on generating annual spending and volume estimates that could be scaled to reflect these type-specific spending totals. Scaling to NHEA totals was necessary because no single source of microdata fully captured the NHEA type-specific envelope, due to incomplete sampling frames and biases associated with small samples. This study assumes that the portion of NHEA directly accounted for in the microdata is proportional to the portion of NHEA not accounted for in the microdata, unless otherwise adjusted. These NHEA data were extracted from the CMS website.
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• The Medical Expenditure Panel Survey (MEPS) was a primary microdata source used to estimate the distribution of annual health spending across age, sex, and disease groups. 9 MEPS is produced by the US Agency for Healthcare Research and Quality (AHRQ), and provides data on the frequency of health services, health status and conditions, payments, and methods of payment for health services. MEPS draws from an annual survey sample of between 21,000 and 37,000 non-institutionalized civilians. Survey weights included in the data were used throughout this study to make MEPS estimates nationally representative. For each health system encounter, MEPS reports information on both payments and causes of health system encounter using the International Classification of Disease version 9 (ICD9). ICD9 codes were truncated by AHRQ to include only the first three digits of codes that are often four or five digits long. To address this, three digit codes were assigned four-or five-digit codes probabilistically for patientlevel data and proportionally for aggregated data. Probabilities for this re-assignment were generated from data sources that include four-and five-digit codes. MEPS is already disaggregated into types of goods and services, which generally correspond closely to the types used in the NHEA. To make NHEA and MEPS data align more completely, emergency department (ED) visits that result in inpatient stays were removed from the MEPS ED data. These visits are identified by an indicator in the survey or by assessing if an inpatient stay and ED visit occurred on the same day and share at least one ICD9 diagnosis in common.
• Substance Abuse and Mental Health Services Administrative (SAMHSA) data provide estimates on health spending in mental health and substance abuse specialty clinics. Estimates for spending in these settings are often not included in other data sources, and it is important to account for this to accurately capture spending on certain causes. Data were extracted from the National Expenditure for Mental Health Services & Substance Abuse Treatment: 1986-2009, and from the Projections of National Expenditure for Mental Health Services and Substance Abuse Treatment: 2004-2014. These data were used to adjust the microdata when scaling to the NHEA totals.
10,11
• The Truven Health MarketScan© Commercial Claims and Encounters Database provides claim-level health care information on more than 53 million commercially insured enrollees. These data were combined with the Truven Medicare Supplemental and Coordination of Benefits Database, which covers more than 4 million Medicare-eligible retirees with employer-sponsored supplemental plans in 2012. These data were used to create health system encounter profiles by age, sex, type, and cause. These profiles then served as Bayesian priors for volume and spending estimates.
• The National Ambulatory Medical Care Survey (NAMCS) and National Hospital Ambulatory Medical Care Survey (NHAMCS) are annual surveys conducted by the US Center for Disease Control and Prevention (CDC) to collect data on the utilization and provision of outpatient and ED services. These data are collected from physicians who primarily engage in direct patient care. Together, these two surveys cover 69 and 109 thousand patients per year. These data provide age, sex, type, and cause estimates. Causes are reported using five-digit ICD9 codes. Because this data source does not include information on costs or spending, it was used only to inform volume estimates. Survey weights were used to make estimates nationally representative.
• The National Inpatient Sample (NIS) is also produced by AHRQ and is the largest publically available all-payer inpatient healthcare database with nationally representative US spending estimates. The NIS covers six to eight million inpatient hospital stays per year, and includes information on age, sex, cause, days spent hospitalized, and charges. Causes are reported using five-digit ICD9 codes.
• CMS provides data with information about Medicare beneficiaries, Medicaid eligibility, Medicare and Medicaid claims, Medicare providers, and clinical data. These data are stripped of personally identifying information. Data on beneficiaries and claims for health care at skilled-nursing facilities were obtained from this database. Data on payments and causes of illness, reported using five-digit ICD9 codes, were used only for beneficiaries 65 years and older. These data include between two and four million claims per year.
• The National Nursing Home Survey (NNHS) was used to supplement information from Medicare and Medicaid claims in skilled nursing facilities. While the Medicare and Medicaid claims only provide information on patients with public funding in skilled nursing facilities, the NNHS provides information on patients regardless of payer in both skilled and unskilled nursing facilities. NNHS is nationally representative and provides information on payments and causes, which are reported using five-digit ICD9 codes. Data were provided for between 20,000 and 36,000 current long-term care residents per year.
• The Medicare Current Beneficiary Survey (MCBS) was used to supplement information from Medicare and Medicaid claims in skilled nursing facilities and from the NNHS. The MCBS is a nationally representative sample of those on Medicare, including spending and volume in nursing homes. The MCBS includes not only nursing care spending covered by Medicare, but also supplemental insurance and out-ofpocket spending. MCBS was received in an aggregated form from the Bureau of Economic Analysis. These spending and volume estimates were stratified by age, year, sex, and cause in Clinical Classification Software codes. We based the comorbidity adjustment on the National Inpatient Sample survey (NIS), primarily because this dataset is large and contains information on multiple secondary diagnoses in addition to the primary diagnosis. On average, 5.2 secondary diagnoses appear with each primary diagnosis in the NIS. These data were analyzed at the encounter level, where each observation in the data corresponds to a single hospital stay.
The input data used in the comorbidity analysis were mapped from ICD-9 codes to GBD causes, but still contains Not-elsewhere-classified (NEC) codes, N-codes for injuries and garbage codes. NEC codes are ICD-9 codes with a level-two or level-one mapping but no specific level-three mapping. Garbage codes are ICD-9 codes that represent ill-defined or non-underlying causes.
The data also included demographic information associated with each encounter: namely the sex and age of the patient, with ages binned into 5-year groups.
Select diagnoses were reassigned to alternative ones that were considered more informative, cause-restrictions were applied, data were divided into four age categories, causes with very few observations were dropped from the analysis, and bootstrap draws were merged on.
A probabilistic replacement was used to reassign certain injury causes (N-codes) and Not-Elsewhere-Classified (NEC) causes to alternative related diagnoses that were more relevant for this analysis. Probability maps were created for the injury adjustment by using data from years that provided both N-codes and E-codes to calculate the proportions of multiple N-codes to each E-code. These data were combined across all years to make probability maps specific to data source and age group. The maps were created at the source-age level, because disease burden and the distribution of causes are a function of age. Thus, the maps capture the variability in disease patterns across ages.
If multiple E-codes were listed for a given encounter, the first one was used to create the map. If multiple N-codes were listed for a given encounter, the most severe injury N-code was used to create the map, based on a severity hierarchy developed in GBD 2013. This means that if an encounter presented with multiple injuries coded as Ncodes, the diagnosis that was likely to be responsible for the largest cost and burden was the one selected.
prevalence in the US. Because these conditions accounted for a negligible share of the total sample size, a lower bound on the reported number of encounters necessary for inclusion of a cause in analysis was set. Causes with fewer than 1,000 reported encounters across all years and both sexes within an age category were excluded from analysis.
One thousand draw frequencies were merged on to the cleaned input data by source, year, age, sex, and primary diagnosis. In order to integrate the comorbidity analysis with the rest of the disease expenditure analysis, the same bootstrap frequencies were used as in the rest of the study. All subsequent steps in comorbidity analysis were carried out 1,000 times; separately for each draw. This bootstrapping method was used to generate the uncertainty interval around point estimates. All reported comorbidity results are the mean estimates across the 1,000 bootstrap sample draws.
Comorbidity selection
To maintain the comprehensive nature of the analysis, nearly all conditions present in the data as primary diagnoses and as comorbidities were included. However, the list of comorbidities allowed for a given primary diagnosis was restricted because of the aims of the research and data availability.
Infrequently occurring comorbidities can present as merely noise in the dataset. For this framework, the comorbidities for each primary cause were defined by their probability of occurrence. For a given primary diagnosis, any secondary diagnosis with a probability of occurring greater than or equal to a lower bound threshold of 10% was considered as a viable comorbidity threshold. This threshold ensured that only the most pertinent and robust primary diagnosis-comorbidity pairs were considered in analysis.
After setting the comorbidity threshold, several secondary diagnoses still remained that were not viable comorbidities. These secondary diagnoses were manifestations of underlying causes rather than true comorbidities. To account for these false comorbidities, the following were excluded as comorbidities:
• All intermediate causes, such as skin and subcutaneous disease as a comorbidity for diabetes and heart failure as a comorbidity for CVD • All residual "other" categories, such as other indirect maternal causes and other infectious diseases • All risk factors, impairments, and well care causes, such as hyperlipidemia, renal failure, and well pregnancies These restrictions were set in consultation with medical professionals who have an understanding of ICD-9 coding in clinical settings.
Modeling risk of excess spending A log-linear regression model was used to generate estimates of the risk of excess spending due to comorbidities. Log-linear regression is one of the most commonly used methods for modeling health care spending data. A loglinear regression was estimated separately for each primary condition and age category, with the expenditure for a health system encounter as the dependent variable and all of the relevant comorbidities as binary independent variables indicating whether a patient was co-diagnosed with these comorbidities. The simplest form of the model is illustrated by Equation (1):
In this equation, excess spending was estimated independently for each primary diagnosis i, using age categoryspecific encounter-level data, and included the set of comorbidities that spanned from j to J. Binary indicators were included to control for the effects of heterogeneity between sexes and in spending across time. The relative risk of excess spending for i induced by comorbidity j was given by the coefficient on the respective primary diagnosiscomorbidity pair ( ). Only statistically significant pairs (p < 0.05) were included in the final comorbidity adjustment.
The presence of a comorbidity generally led to increased health spending for a given primary diagnosis. In these cases, > 0 and, on average, the comorbid condition raised the cost of managing the primary condition. However, a relative risk less than zero was a possible regression outcome. This result implied that the costs of managing the primary condition were lowered due to the coexistence of a given comorbid condition. While empirically rare, this would occur when a comorbid condition rendered standard treatment for the primary condition ineffective, unsafe, or poorly tolerated, necessitating less aggressive, intensive, or complex, and therefore less expensive treatment.
Calculating attributable fractions
The relative risk of excess spending due to comorbidities was then used to calculate the attributable fraction for each primary diagnosis-comorbidity pair. Attributable fractions are the proportions of disease expenditure attributable from the primary diagnosis to each comorbidity. The share of total expenditure for primary condition i attributable to comorbidity j is the product of the pair-specific relative risk of excess expenditure and the conditional probability of i and j co-occurring. This is illustrated by Equation (2):
Generating flows and adjustment scalars The attributable fractions for all primary diagnosis-comorbidity pairs were then used to reallocate spending from primary diagnoses to comorbidities. The comorbidity adjustment was applied to spending data that had been mapped from ICD-9 codes to GBD causes and had gone through redistribution and post-redistribution cleaning. However, the data had not yet been smoothed over age and sex. The spending data were disaggregated by five-year age groups, sex, year, cause, and source. Conversely, attributable fractions were calculated at the age category-causesource level. Expenditure fractions for cause i, age group a 5 , sex s, and time t within cause i, age category a cat were calculated as shown in Equation (3):
After calculating expenditure fractions, the total spending was collapsed down to the age category-cause level. This aggregated expenditure was used to calculate the comorbidity-adjusted spending. After adjustment, the expenditure fractions were used to disaggregate the age category-cause-specific expenditure to the age group-sex-year-cause level. The outflows are the resources transferred away from the primary condition to comorbidities. The outflow from primary diagnosis i to comorbidity j is the product of the attributable fraction AF ij and the total spending of i. The total outflow of resources from primary condition i due to all comorbidities is the sum of the outflows from i to all comorbidities under consideration (vector of j), illustrated in Equation (4):
Within this framework, a primary diagnosis for one health system encounter can be, and generally is, a comorbidity for another primary diagnosis for a different health system encounter. Thus, it was important to not only calculate the share of primary diagnosis i attributable to comorbidity j, but also to calculate the share of primary diagnosis j attributable to comorbidity i. These funds are inflows, or the resources transferred to i when it is listed as a comorbidity for each of the j other causes. The total inflow of resources from all comorbidities to primary diagnosis i is the sum of the product of the total spending for j and the attributable fractions. Equation (5) illustrates the calculation of inflows:
Because the comorbidity adjustment was a true redistribution of resources, the total outflows across all causes in an age category should have been equal to the total inflows in that age category. That is, the same amount of money should have been flowing out of the primary diagnoses as was flowing into the comorbidities. This assumption was used to check the calculations of outflows and inflows by age category.
The netflow of resources for a primary condition is the net transfer of resources to and from that cause. That is, the netflow for cause i is the difference between the total inflows and total outflows for i, as illustrated in Equation (6). The netflow can be positive or negative. A positive netflow meant that the given cause had more inflow than outflow. Causes with positive netflows generally appeared often as comorbidities and saw increases in spending as a result of comorbidity adjustment. A negative netflow indicated that the given cause had less inflow than outflow. Causes that appeared often as primary diagnoses, but rarely as comorbidities, often had negative netflows. These causes saw decreases in spending after comorbidity adjustment, relative to their pre-adjustment spending.
The final, comorbidity-adjusted expenditure for cause i was the sum of the pre-comorbidity adjusted expenditure for i and its corresponding netflow, as shown in Equation (7):
Relative increases and decreases in spending are described using comorbidity adjustment scalars. The scalar for cause i is defined as the netflow for i as a percent of the total spending on i. This is shown by Equation (8):
For a given cause, a scalar greater than one represented an increase in spending, while a scalar less than one represented a decrease in spending. The value of the scalar represented the percent change in expenditure for that cause. The scalars provided a common metric for comparing comorbidity adjustments between causes and across age categories and sources.
There was on instance in which comorbidity pairs did not have associated attributable fractions and therefore were not adjusted for comorbidities. These cases were for:
Encounters for individuals under 65 years old that appeared in the CMS data; these encounters were not included due to data sparseness; and
Causes that were restricted so they did not appear as comorbidities (intermediate causes, "other" residual causes, risk factors, etc). For comorbidity pairs that did not have associated attributable fractions, it was assumed that the netflows were zero and that the pre-and post-comorbidity spending values were the same. That is, if there were missing attributable fractions, the causes were considered to have no associated comorbidities and therefore no adjustment.
Applying attributable fractions to other spending sources Attributable fractions were only calculated for the NIS dataset because it was the only two sources of health spending that included a large enough set of multiple diagnoses. However, this methodology is flexible enough to be applied to any health spending data for age-cause-specific spending estimates. Although the attributable fractions are dependent on the observed patterns of comorbidities in the test data, the final comorbidity adjustment is a function of both these comorbidity patterns and the pre-adjustment spending. Therefore, by assuming that the comorbidity patterns observed in the NIS reflect the patterns in other health spending sources, the attributable fractions from those two sources can be applied to spending estimates from other sources that lack multiple diagnoses. This assumption was utilized to adjust most spending sources used in the wider study for the effects of comorbidities.
Adjusting for Charge Data Much of the microdata used in this study reports on the charges for an encounter. In order to fully understand the landscape of US health care spending, charge data needed to be adjusted into payment data. An adjustment was developed to enable the use of the National Inpatient Sample (NIS) dataset over the MEPS Inpatient dataset. NIS is very large but contains only data on charges, while MEPS Inpatient provides information on both payments and charges but is substantially smaller. A regression-based framework was used to model total payment to total charge ratios in the inpatient setting. A similar regression was run to model facility charge to total charge ratios. Both regressions were run on MEPS Inpatient data. These ratios were combined to create facility charge to total payment conversion factors. The conversion factors were applied to facility charge data in NIS to produce nationally representative inpatient spending estimates. This charges to payments adjustment is documented in greater detail in other research. 5 Data processing Both MEPS Inpatient and NIS data were processed before making these adjustments. NIS was processed according to the methodology described in section 3. MEPS Inpatient was processed differently, because the regression used for this adjustment requires encounter-level data. For MEPS Inpatient, ages were aggregated into 5-year bins, and ICD-9 codes were mapped to GBD causes (see section 3), but the data did not go through redistribution. Consequently, MEPS Inpatient still contained N-codes for injuries, as well as garbage codes. N-codes were removed using the probabilistic replacement method described in section 5b. Garbage codes were dropped.
MEPS Inpatient data were categorized by 3 payer strata: public insurance, private insurance, and out-of-pocket. This strata variable was defined to be the primary payer. For example, if Medicare paid 75% of a patient's total payment and the other 25% was out-of-pocket, the observation was assigned to the public insurance stratum. In addition, facility charges were taken from NIS, and both spending and charge information were taken from MEPS Inpatient. These MEPS spending and charge data were then disaggregated into facility spending, doctor spending, facility charges, and doctor charges. When a patient receives treatment at an inpatient facility, they receive 2 bills: a facility bill and a doctor bill. Facility charges and spending cover basic hospital expenses and most professional fees. Doctor charges and spending cover services for certain doctors who bill separately. These bills generally come from anesthesiologists, radiologists, and pathologists. 12 Total charges to total payments regression The ratio of payments to charges was calculated for each encounter. Observations in which payments were greater than charges (<2% of all observations) were considered to be errors, and charges were re-coded to be equal to payments. By inspection, the ratios were found to be invariant by age and sex. Data were grouped by broader causes (GBD cause level 2), in order to increase the number of observations for each cause and payer combination. A model of the charge to payment ratio was run separately for each cause and bootstrap draw, with a binary indicator for payer and an interaction term for payer and year. The equation was as follows:
The above equation defines the payment to charge ratio as a function of cause, payer, and time. However, inspecting trends in the underlying data suggested that total charge itself also has an important influence on the payment to charge ratio, as a person is more likely to pay a smaller proportion of a large charge. In this analysis, conversion factors were applied to data that were aggregated to the age and sex level and had garbage codes redistributed. Consequently, there was no longer information on the amount an individual was charged. To incorporate the effect of charges on the payment to charge ratio at the population level, the total weighted charge was assigned to be the regression weight using the frequency weight option in Stata. The decision to use frequency weights was motivated by the fact that the regression was run to find the percentage paid for each dollar charged. Under this conceptualization, a charge of $100 with a ratio of 0.80 would be equivalent to a ratio of 0.80 for 100 separate $1 charges. By definition, a frequency weight of 100 is treated as if an observation occurred 100 times, so this weighting choice is valid.
For a given cause and draw combination, the regression was run as shown when all payers had more than 200 observations. When a cause, draw, and payer combination did not meet the 200 observation threshold, the corresponding payer-year interaction term was dropped. There are conflicting opinions concerning the number of observations needed to run a multivariate linear regression 13 14 . Several thresholds were tried, and the final decision to set the threshold at 200 best combines goodness-of-fit, trust in the data, and the literature.
Running the regression produced estimates of the payment to charge ratios by year and payer for each level 2 GBD cause. A weighted average of these ratios were taken over payer to get year-and cause-specific estimates. The weights were year-specific proportions of spending on a given level 3 GBD cause from each payer. These proportions were calculated using data from NIS. The averaging resulted in a single cause payment to charge ratio for each year and cause combination.
Facility charges to total charges regression An additional regression was needed to apply the estimated payment to charge ratios to NIS. Hospital charges are often split into 2 components: facility charges and professional charges. MEPS Inpatient reports both types of charges, whereas NIS reports facility charges only. This paper addresses the cost of receiving inpatient care from the perspective of the patient, so total charges and total payments are the metrics of interest. These totals are equivalent to the sum of facility charges and professional charges, or the sum of facility payments and professional payments, respectively. The payment to charge regression detailed above estimates the ratio of total payments to total charges. Therefore, a facility charge to total charge conversion was needed in order to estimate the total payments in NIS. This second conversion follows a similar form. The ratio of facility charges to total charges was the dependent variable. This ratio was considered to be a function of cause and time. Inspection of the data showed that this ratio was unrelated to age, sex, and payer. Further, the listed price for a given treatment-what are considered "charges" in this study-are known to be independent of payer within a hospital. The regression was run for each cause-draw combination, with weighted total charges as the regression weight.
The accuracy of the second model is limited by differences in how the 2 data sources define facility charges. MEPS Inpatient defines facility charges as the amount a hospital charges a patient. This number often includes fees for a physician's work, in addition to those for the use of the facility, such as bedding or cleaning. However, some physicians charge separately from the hospital, and these separate charges are labeled as professional charges. In contrast, NIS separates all physician charges from hospital charges when possible, even if they were both billed through the hospital. 15 This definitional difference means that "facility charges" in MEPS should tend to be a higher proportion of total charges than they would in NIS. Consequently, our model overestimates the ratio of facility charge to total charge.
Adjusting NIS facility charges Finally, a cause-and payer-specific facility-charge to total-expenditure conversion factor was calculated:
Conversion factors are cause-and payer-specific. A weighted average across payer was taken in order to obtain a single conversion factor for each cause-draw combination. The weights were calculated as the draw-and causespecific proportions of facility charges for each payer at GBD cause level 3 NIS. The weighted average resulted in the final conversion factor, which was applied to NIS after NIS had gone through all of the processing procedures described in section 3.
Estimating Gaps in Data
Second, a systematic model of the relationship between spending, volume and price data was used to address issues of incompleteness and irregularity in the data, fill in missingness, and leverage multiple data sets to produce the best possible estimates. Our model hinges on the following identity:
We use a hierarchical Bayesian model to simultaneously estimate all three variables while preserving this fundamental identity. 16 Our model leveraged data from across years, ages, and datasets to produce credible spending estimates for each age, sex, cause and type of healthcare.
Model Overview
Once the data has been processed, modelling takes place on a draw-specific level. Variance, data sparsity (percentage of data missing in the domain), and age and time splines are calculated from the raw data. If the entirety of expenditure, volume, or price is missing then that draw is skipped altogether. The model is fit by finding the maximum a posteriori estimate via Powell's algorithm using the PyMC2 package (version 2.3.6) for Python (version 3.5). 17 If Powell's algorithm fails to converge, the missing data are filled in using linear averaging (between observed data points) and missing end points are set equal to the nearest time point, and then the fit is attempted again. If fitting again fails, then the process is stopped. After fitting, all predicted data is outlier-detected using the Median Absolute Deviation (MAD) method with a threshold of 3.5.
Covariates
The backbone of the model is the linear models of the mean of the raw data. For the price model, year and age splines are used as covariates. For the MEPS data, indicators for years before 2007 are used to mark changes in survey design. The volume model includes these as well as indicators for zero and 85 year olds as well as treated prevalence data extracted from MarketScan. The splines are specifically 4 th order basis-splines with 16 knots, calculated using the Cox -De Boor algorithm with three additional repeating knots at each endpoint. 18 19 If not enough points are present to generate the splines, then no splines are used. The prevalence data is an age profile that is time-invariant and generated from MarketScan data as the average of 2010 and 2012 count of visits, prescriptions or beddays (depending on type of care). Each covariate used in the linear models are mean-standardized. Indicators are added for ages zero and 85 when present because these two age categories often represent unique trends in volume and spending, especially because the 85 year old age category is uncapped. The MEPS indicator is included at the recommendation of the survey itself. The outcome data is predicted as if MEPS data were post-2007. Within the volume model, prevalence is only used in draws with high sparsity, greater than 80%. For these draws, it is believed the data is too sparse to inform a good trend with splines, so the MarketScan data is relied upon and the splines are not included.
The coefficients for the splines are determined via a random walk. This method provides some measure of regularization and allows for the inclusion of relatively large numbers of knots compared to the amount of data being modeled while avoiding Runge's phenomenon. 18 This was especially important for this application because extrapolation is commonly performed. The first knot is initialized with an uninformative prior and a value of one, and each subsequent coefficient is walked to according to a normal distribution. For N splines:
The variance of the random walk parameter dictates the "smoothness" of the resulting fit, and so is tuned as a function of the sparsity of the data to provide more regularization when less data is present. This is done differently depending on the dependent and independent variable. Maximal flexibility is given to the volume age trends, while less flexibility is given to the year trends in volume and price. Here the inverse variances are represented as that is how the program is specified, so larger values represent more regularization. SAMHSA reports spending at specialty mental health centers (MHCs) and specialty substance abuse centers (SACs) broken up by type: inpatient, outpatient, and residential. The SAMHSA reports provide spending estimates by MHCs and SACs across inpatient, outpatient, and residential settings for the following years : 1986, 1992, 1998, 2002, 2004, 2005, and 2009 . As the NHEA nursing care type excludes MHCs and SACs, only the inpatient and outpatient estimates from SAMHSA were included in the adjustment.
SAMHSA expenditures were converted to real 2014 USD in millions. Spending was imputed using linear regression to fill in estimates for all years from 1996 to 2013. SAMHSA estimates are reported scaled to correspond to the NHEA envelopes, so no adjustment was necessary to line up SAMHSA and the NHEA.
Applying adjustment As covered in Section five a, the SAMHSA expenditures were first subtracted from the total NHEA envelope for each given type and year. For example, the inpatient expenditure was parsed out into "inpatient expenditure excluding specialty mental health and substance abuse expenditure" and "inpatient specialty mental health and substance abuse expenditure." The ambulatory type was divided in the same manner. Microdata estimates were scaled to the "inpatient expenditure excluding specialty mental health and substance abuse expenditure."
In order to disaggregate the specialty envelopes, cause-, year-, age-, sex-, type-proportions were created from the scaled data. First, scaled spending data was summed by year, type, and whether or not the care was for mental health or substance abuse to mirror the breakdown of the SAMHSA estimates. Then individual scaled spending estimates were divided by them to create scalars. These scalars were used to disaggregate the SAMHSA envelopes to arrive at age, sex, and cause level 3-specific spending estimates proportional to the distribution of mental health and substance abuse causes in non-specialty settings.
Volume of care is not reported in SAMHSA by specialty status. In order to account for the volume of care in specialty settings, volume was back calculated from the newly disaggregated specialty expenditure. First, age-, sex-, year-, type-, and cause-specific ratios of spending to volume were created using scaled data. After specialty spending was disaggregated, these ratios were used to back calculate specialty volume.
A few assumptions had to be made to perform this adjustment. We assume that the distribution of causes, ages and sexes treated at specialty clinics is the same as the distribution treated at non-specialty settings and captured in our micro-data. We also assume that expenditure per visit or bed day at specialty and non-specialty clinics is the same in order to back calculate volume. It is difficult to know the direction of the bias introduced by these assumptions.
Assuming an equal distribution of causes, ages and sexes in specialty clinics and non-specialty clinics most likely leads to underestimates of spending on illnesses that more often cause hospitalizations, such as schizophrenia.
Adjusting Nursing-facility Care Data Data from NNHS, CMS-SNF, and MCBS were used to estimate spending and volume for the nursing care type of service. All three data sources have limitations. NNHS is nationally representative, but it is sparse and only covers three years between 1996 and 2013. CMS-SNF is more comprehensive for short-term nursing home visits but not nationally representative, as it only tracks patients at skilled-nursing facilities (SNFs) who are Medicare-eligible. MCBS covers all nursing home care received by Medicare beneficiaries, so it includes spending at facilities other than SNFs and thus tracks a larger portion of nursing home spending than CMS-SNF, but it is still not nationally representative of all nursing home spending and volume. The goal of combining these three data sources is to apply the time trends found in CMS-SNF and MCBS to the sparse yet nationally representative estimates of NNHS. Shortterm and long-term stays are known to have different disease profiles, and they are also known to have changed differently over the past 15 years. Consequently, nursing care spending was estimated separately for short-term and long-term stays 20 . The results were then aggregated to estimate all health spending in nursing homes from 1996 to 2013.
Short-term stays at nursing facilities Most nursing home care is for people with chronic illnesses that need treatment for the indefinite future 21 . The NNHS finds that 95.5% of all nursing home spending in 2004 was for long-term visits, where people had been in the facility for more than 100 days 22 . This number may be an exaggeration of reality, since the NNHS is known to under-sample short visits, but it confirms the current understanding of who spends the most in nursing homes While long-term care makes up a significant majority of nursing care spending, nursing home care for acute conditions in SNFs has become more common in recent years 20 . These SNFs often aim to have a person leave the nursing home within 100 days, as Medicare coverage only contributes to SNF stays of 100 days or fewer 23 .
In this study, short-term stays at nursing facilities were defined as stays of fewer than 100 days. This threshold was chosen to align with that of Medicare's funding policy. Additionally, in tracking nursing care spending, it was assumed that care received at SNFs and captured by CMS-SNF is comprehensive of all nursing care stays shorter than 100 days. The 2004 NNHS finds that 2.8% of all nursing home spending was for stays shorter than 100 days and for which Medicare did not contribute. Consequently, this 2.8% of spending was not accounted for in this study. Additionally, Medicare does not cover all spending for short term stays at SNFs 26 . Analysis of the 2004 MCBS finds that Medicare covers 75% of all money spent for short term stays. However, CMS-SNF provides charges data rather than spending so all charges for this population will be captured, even if Medicare does not cover the entirety of every claim. In other words, the entire charge of a service in a skilled-nursing facility will be included in CMS-SNF, even if Medicare only covers a portion of the cost and the rest must be paid out-of-pocket. However, the fact that CMS-SNF tracks charges itself is a limitation, as charges represent pre-negotiated prices, which are known not to be equal to actual spending.
To properly estimate short-term spending and volume from CMS-SNF, the data were processed similarly to all other data sources as discussed in detail in previous sections. However, placing patients into the five-year age bins used in this study required additional methodology. For those aged 65 and older, CMS-SNF data files categorize patients into the same five-year age bins used in this study. However, due to privacy concerns, CMS-SNF places younger patients into broader age bins. For years 1999 to 2001, all patients in CMS-SNF data under 65 are aggregated into one age bin. Starting in 2002, CMS-SNF files changed the format. These files have more granular estimates, with three age bins for those under 65 years old: ages less than 25, ages 25 to 44, and ages 45 to 64. The assumption was made that, for a given sex and cause, the breakdown of spending and volume across ages is similar for all payers. Therefore, spending and volume for these younger ages were disaggregated into five-year age bins using agespecific proportions of treated prevalence in the long-term healthcare setting, which was estimated by MarketScan.
Data on the number of treated cases in each age, sex, and cause were extracted from MarketScan for the years 2010 and 2012. These data were available for all of the five-year age bins of interest. The number of people within an age and sex group who were treated for a specific cause was summed over the two years. Next, proportions were calculated that described the age distribution of these treated-case data within the wider age bins found in CMS-SNF. The CMS-SNF spending and volume estimates for the wide younger age bins were then broken out into more granular age groups using these age-specific proportions. Each proportion was also matched by cause and sex.
In review, CMS-SNF is a good source to estimate spending in short-term nursing care visits, as it is a census of all claims received by Medicare beneficiaries at SNFs, and it covers many years, However, CMS-SNF is not perfect. It requires the assumption that Medicare beneficiaries at SNFs constitute the entirety of nursing care visits of fewer than 100 days. CMS-SNF tracks charges and not spending, and the assumption that they are equal is known not to be true 4 . Additionally, CMS-SNF requires an extra step of processing, in which younger aggregate age bins are split into the five year bins used in this study.
Long-term stays at nursing facilities MCBS and NNHS were used to estimate long-term stays at nursing facilities. Medicaid and out-of-pocket spending make up the majority of spending in long-term nursing home visits 24 . Any Medicare beneficiary spending out-ofpocket or through Medicaid is tracked in MCBS. However, those not eligible for Medicare are out-of-scope of MCBS. NNHS, on the other hand, is nationally representative of all nursing home visits. However, NNHS was only run in 1997, 1999, and 2004. Consequently, long-term stays in NNHS were regressed on long-term stays in MCBS to estimate all long-term nursing care spending and volume for the entire period of this study.
NNHS was processed similarly to all other data sources, except that it was not smoothed across time (see section four). It was not smoothed across time because the only years of the study for which it exists are 1997, 1999, and 2004, which meant there were not enough data available for the smoothing model to make valid predictions.
MCBS did not require the same processing steps as the other data sources. MCBS was obtained from the Bureau of Economic Analysis in tabulated form 20 . It was tabulated by age, sex, year, and cause. Ages were aggregated to the five-year age bins used in this study. However, the causes were coded as Clinical Classification Software (CCS) codes rather than GBD causes. Similarly to GBD causes, CCS codes are an aggregated coding of ICD-9 diagnoses. There are 260 mutually exclusive CCS codes. The tabulated MCBS spending and volume estimates were put through the same smoothing machinery as the other data sources and as described in section four. However, in order to use MCBS as a time trend for NNHS, NNHS's estimates, stratified by GBD cause, had to be mapped to MCBS estimates stratified by CCS code. GBD causes do not perfectly align with CCS codes. A CCS code might be made up of ICD-9 diagnoses that map to multiple GBD causes. Similarly, a GBD cause might be made up of ICD-9 diagnoses that map to multiple CCS codes. For each GBD cause present in NNHS, each CCS code that shared a common ICD-9 code was found. Then each GBD cause and sex combination in NNHS was analyzed individually. First, spending for a given GBD cause and sex was compared to spending for each CCS cause and sex mapped to it. If the spending between the two was positively correlated across time, the CCS code was considered to be appropriately mapped to the GBD cause. If the spending between the two was negatively correlated across time, the CCS code was considered to be poorly mapped to the GBD cause, and this CCS code time trend was not used. For example, if a GBD cause and CCS code only shared one ICD-9 diagnosis that appears rarely in the nursing care setting, these time trends would not necessarily be correlated, and the CCS code would be dropped from the analysis.
A regression was run for each CCS code that shared an ICD-9 diagnosis with a GBD cause and was positively correlated with the time trend for a given GBD cause and sex. Specifically, a sex-and GBD cause-specific mixed effects regression was run on NNHS to estimate nationally representative spending and volume for long-term nursing care visits across the entire time period of interest. The regression was given by: where i is a GBD cause and j is a CCS code that maps to it. If the regression did not converge after 200 iterations, a linear regression was run. In this linear regression, cause-and sex-specific NNHS spending was regressed on MCBS spending and fixed effects on age. If no CCS codes were associated with a given cause, an average was taken across time, with random intercepts on age. If multiple CCS codes were associated with a GBD cause, multiple regressions were run. The root-mean-square error for each regression was calculated. Then a weighted average of the different outputs was calculated, with the weights being the normalized inverse of the root-mean-square error. In this way, the most weight was given to the CCS codes that best predict the NNHS data.
eAppendix 5. Uncertainty
Bootstrapping To obtain uncertainty, all data sources were bootstrapped 1,000 times at the beginning of the analysis. Encounters was bootstrapped stratified by year and data source, creating 1,000 individual samples on which to run analysis. Complex survey design was taken into consideration for bootstrapping by using the user-written bsweights command in Stata 13.131. This command ensured that the bootstrapped data resembled the original sampling scheme by resampling the whole primary sampling unis with each strata.
All statistical analyses were performed at the bootstrap draw level. This includes redistribution of garbage code, the three-digit ICD9 -codes in the MEPS adjustment, the comorbidity regression, the charges-to-payment regression, the Bayesian hierarchical model, the long-term adjustment, and scaling to the National Health Expenditure Account envelopes.
Final estimates and uncertainty intervals After the data were fully adjusted, final estimates and uncertainty intervals were calculated across the one thousand draws. Final estimates were the mean of spending or volume for each age, sex, condition, year, and type combination. Uncertainty intervals were taken to be the 2.5th and 97.5th percentiles.
