Parametric Models of Thermal Transfer Impedances within a Successive Node Reduction Based Thermal Simulation Environment by Németh, Márton & Poppe, András
Cite this article as: Németh, A., Poppe, A. " Parametric Models of Thermal Transfer Impedances within a Successive Node Reduction Based Thermal 
Simulation Environment", Periodica Polytechnica Electrical Engineering and Computer Science, 62(1), pp. 1–15, 2018. https://doi.org/10.3311/PPee.11058
https://doi.org/10.3311/PPee.11058
Creative Commons Attribution b |1
Parametric Models of Thermal Transfer Impedances within 
a Successive Node Reduction Based Thermal Simulation 
Environment
Márton Németh1*, András Poppe1
1 Department of Electron Devices, Faculty of Electrical Engineering and Informatics, Budapest University of Technology and 
Economics, H-1117 Budapest, Magyar tudósok krt. 2, Hungary
* Corresponding author, email: nemeth@eet.bme.hu
Received: 20 May 2017, Accepted: 15 January 2018, Published online: 15 February 2018
Abstract
In this paper we present a new, direct computational method for calculating thermal transfer impedances between two separate locations 
of a given physical structure, aimed at the implementation into a field-solver based on the SUNRED (SUccessive Node REDuction) algorithm. 
We tested the method symbolically with a simple 2D example with multiple combinations of Dirichlet and Neumann type boundary 
conditions. Also, for time domain transient analysis different types of thermal loads such as prescribed unit-step change in dissipation 
or temperature were assumed. A model of a typical MCPCB assembled LED was also created. With that model we studied the inverse 
problem of predicting the thermal conditions at the junction (the "driving point") from the transient signal measured at the thermal test 
point on the MCPCB (the "monitoring point") which is a typical task in simple LED thermal management designs. Results obtained by the 
proposed new calculation method and results obtained by conventional numerical simulations differ less than the uncertainty of the 
traditional solution method itself. The drawback of the accuracy is the high computational cost. This increased computational need can 
be mitigated by introducing the combination of the balanced model reduction and the SUNRED algorithms. 
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Nomenclature
A Surface area [m2]
cV Volumetric specific heat [J/m
3 K]
C Specific heat for a simulation grid cell [J/K]
dx Size of the simulation grid cell of the model [m]
ε Resolution of the simulation grid [m]
GTh Thermal conductance [W/K]
ITh Nodal heat flow [W]
I Electrical (driving) current [A]
j Complex imaginary unit
N Number of nodes
λ Thermal conductivity [W/mK]
′q Heat generation rate [W/m3]
ω Angular frequency [1/s]
Q Heat (thermal energy) [J]
ρ Density [kg/m3]
s Complex frequency (Laplacian variable)
S Number of states 
T Temperature or nodal temperature [K]
t Time [s]
U Electrical (driving) voltage [V]
Y Admittance matrix
1 Introduction
Nowadays we face a growing interest in more accurate 
thermal modeling of electronic parts, such as ICs, discrete 
power semiconductor devices, system-in-package (SiP) 
devices and LEDs. In the past two decades the need for 
higher speed of numerical simulations and the fact that 
semiconductor vendors did not want to share proprietary 
information about their advanced packaging solution 
resulted in the development of compact thermal models 
of the packages of electronic components. Such compact 
thermalmodels represent the thermal behavior of the 
package by means of a set of lumped thermal resistances 
and capacitances. In his 2008 paper [1] Clemens J. M. 
Lasance provided an overview of the state of the art at 
that time. From the known methods of that time the so 
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called JEDEC 2R model (a very simplistic model) and 
the DELPHI model topology and modeling methodology 
became an industry standard [2-4]. For a given IC package 
the DELPHI compact modeling methodology uses a global 
optimization method to find the network element values of 
the fixed DELPHI model topology which fit the simulation 
results for a great variety of different thermal boundary 
conditions obtained by CFD simulations (using the detailed 
geometrical model of the package) the best1. Nowadays 
such detailed simulation models are validated or even 
automatically calibrated against physical measurement 
results using the method of structure function analysis [5].
The major problem with the DELPHI compact models 
is the fixed topology and e.g. despite some efforts aimed 
at modeling stacked die IC packages [6] the lack of 
ability of describing multi-heat source packages. Another 
problem of the DELPHI model is that it is a steady-state 
model. Within the European project PROFIT [7] a global 
optimization method was used to generate boundary 
condition independent dynamic compact thermal models 
for single-source IC-packages with multi-directional heat 
flow pattern [8]. In the PROFIT approach first a steady-
state thermal resistance network is generated which is then 
extended to a dynamic model by adding appropriate thermal 
capacitances. D. Schweitzer provided a detailed overview of 
the mathematical description of multi-heat source problems 
[9, 10]. Though in this paper D. Schweitzer provides a 
general formulation of the problem and he established a 
terminology that we also try to follow in our present work, no 
mentioning of a compact thermal modeling methodology is 
given which is aimed at the description of multi heat-source 
problems with any geometrical arrangement and is not 
restricted to semiconductor device packages. Inspired by 
this paper as well as by our prior work in the field of electro-
thermal simulation of analog ICs given by their layout 
[11], we recently reported about a systematic approach of 
creating a steady-state compact thermal model of an LED 
based streetlighting luminaire [12, 13]. In the meanwhile, L. 
Codecasa et al. [14, 15] reported on model order reduction 
methods (implemented in an academic software tool [16]) 
which are aimed for creating dynamic compact thermal 
1 The "goodness" of the fit of the obtained compact thermal model 
for the different thermal boundary conditions is described by the 
so-called boundary condition independence index (also known as BCI 
index). The goal is to have the highest degree of boundary condition 
independence to allow the compact thermal model represents the part in 
any thermal environment.
models of multi heat-source systems described by any kind 
of detailed geometry.
The advantage of these models (like that of any 
previous compact thermal models) is that the proprietary 
information of the system is hidden from the users; in 
these new approaches it is coded into transfer functions, 
which can be instantly used for transient or steady-
state simulation. The parametric analysis feature of 
these new methods is very useful, when there are parts 
in the structure which can be varied in size or material 
[17]. In this paper we also apply this parametricanalysis 
techniques in the symbolic calculations.
The order reduction process of such thermal systems 
represented by their detailed numerical models can be based 
on projection to the Krylov-subspace (as described e.g. in 
[18]). These methods are extremely efficient, however there 
is no theory established which assures that the resulting 
models are optimal [19]. As an alternative to the above 
mentioned projection based methods, the balanced model 
reduction can be used, but its very high computational 
cost limits its use, especially on complex (high ordered) 
systems. This problem however, can be overcome with the 
combination of the traditional successive node reduction 
(SUNRED) and the balanced order reduction algorithms. 
While the prior limits the number of nodes, thelatter 
limits the order of the transfer functions that represent 
the complex thermal impedances between two arbitrary 
chosen nodes of the system.
2 Modeling
2.1 The SUNRED algorithm
The SUNRED algorithm is centered around the 
admittance matrix of the entire electrical equivalent 
circuit derived from the space discretized form of the 
thermal diffusion equation [20, 21]:
c T
t
T q r tV
∂
∂
−∇ − ∇( ) = ′( )λ  ,  (1)
The discretization is done in space and time:
λ
ε 2 1 1 1 1
4T T T T T
P c
T t T t dt
i j i j i j i j ij
V
i j i j
+ − + −+ + + −( )
= +
( ) + −
, , , ,
, ,
( )
dt
  (2)
This algebraic equation system for the time domain 
propagation can be represented also as a matrix-equation: 
T t dt T t dt YT+( ) = ( ) + ⋅  (3)
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For the sake of simplicity in setting up the thermal 
admittance matrix Y  we use the thermal conductance:
G
Q
T
A
dx
dxTh
through= = =
∆
λ
λ  (4)
where an equidistant discretization scheme was assumed. 
With the help of the above thermal conductivity, the 
admittance matrix can be written (in 2D) as follows:
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(5)
where GTh appears in the i
th row kth column, if the node 
at (x, y) coordinate, which belongs to the row i in the 
matrix, is connected to another node (i.e. x, y − 1) which 
is represented by column k. The other elements of the 
matrix are zero, indicating the lack of direct connection 
between the represented nodes. With this matrix one can 
determine the heat fluxes between nodes by applying 
Kirchhoff′s laws:
Th genI YT I= +  (6)
where ThI  T  and genI  are vectors with N element that 
represent each node. The steady-state thermal solution can 
be derived from Eq. (6) with the assumption of ThI  = 0:
T Y I gen= −
−1
.  (7)
The admittance matrix can be reduced by merging the 
neighboring nodes with the so-called successive node 
reduction (SUNRED) algorithm.
To implement the resistive equivalent model of the 
conductive heat transfer in the SUNRED algorithm, first 
one has to determine the appropriate admittance matrix of 
such a system. The basic building block in the SUNRED 
algorithm (representing a cube shaped simulation 
grid cell) is a circuit cell with four external points (see 
Fig. 1 (b)). Such an elementary building block is used to 
represent an original node with terminals that connect 
it to other similar building blocks. Originally, all nodes 
are connected to each other by the resistive element with 
thermal conductivity GTh; 0 conductivity means that there 
is no connection between two nodes, thus the admittance 
matrix of a basic building block can be written as:
Y
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Fig. 1 SUNRED algorithm a) 3D rectangular field 
b) SUNRED version of Finite Differences model in 2D 
c) The model after the first node reduction step (elimination of the 
internal nodes of the first level cells) [22]
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This represents one of the four building blocks in Fig. 2. 
The rows and columns of 1–4 represent the connections of 
the nodes on the sides of the rectangle, while the fifth row 
and column represents the central node's connections of a 
standalone building block.
After all the connections for the central node are 
established, the node can be eliminated. The elimination 
process (resembling the classical an Y-∆ transformation) 
in matrix form looks as follows:
red outer in out innner out in
Y Y Y Y Y= −
−
−
−
1
 (9)
where Yred is the reduced admittance matrix, Youter is the 
matrix of the connections only from the maintained nodes 
(in the example the rows and columns form 1 to 4), Yin - out 
contains the connection between the inner and outer nodes 
(fifth row 1–4 columns), as the Yout - in (fifth column 1–4 
rows) and Yinner stands for the inner node connections (fifth 
column and row). Therefore, the reduced matrix of the 
building block is:
red
ThY G=
−
−
−
−












4
3 1 1 1
1 3 1 1
1 1 3 1
1 1 1 3
 (10)
The connection between the building blocks can be 
established by the expansion of the matrix by the new 
nodes, as if the connected nodes would be different. The 
joint nodes are connected with the nodes of both blocks, so 
that they can be handled with the sum of the representing 
rows and columns of both representation. After the 
connection, the node can be eliminated, resulting in the 
reduction of the order of the admittance matrix.
In case of transient simulations, the capacitors 
representing the thermal capacitance of a grid cell are 
replaced with their time-discretized resistive equivalent 
corresponding to the actual time-domain numerical 
solution method. Basically, such an equivalent represents 
a capacitor with a resistor and with a "current" source. 
In case of thermal capacitance the source value is equal 
to the heat-flux resulting from the change of the thermal 
energy stored in the volume of material represented 
by the simulation grid cell during the given simulation 
time interval ∆t. The value of the ″current″ depends on 
this ∆t simulation time-step (see Fig. 3) therefore the 
whole temperature-map of the original system must be 
recalculated for the subsequent simulation time-steps.
Fig. 2 Four 2D building blocks in a network
Fig. 3 The time discredized resistive equivalent of a capacitor  
(for the time-domain numerical integration scheme based on  
the reverse Euler method
3 SUNRED algorithm with transfer functions 
representing thermal transfer impedances
With the Laplace transform of Eq. (2) the SUNRED 
algorithm can also be formulated for the system behavior 
in the complex frequency (s) domain as follows:
λ
ε 2 1 1 1 1
4T s T s T s T s T s
P c s
i j i j i j i j ij
V
+ − + −+ + + −( )
= +
, , , ,
( ) ( ) ( ) ( ) ( )
T sij ( )  
(11)
This means that the admittance matrix itself depends on 
the complex frequency s (in the Laplace domain), therefore 
the building blocks need to be modified as follows:
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 (12)
where C stands for the thermal capacitance of the whole 
block, as shown in Fig. 4. The reduction algorithm is the 
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same as outlined above, therefore the reduced building 
block can be represented with the following equation:
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Merging the nodes between blocks and the standard 
node elimination of the successive node reduction method 
require the same algebraic operation as in the ordinary 
SUNRED algorithm [23]. The only difference is that now 
one has to cope with transfer functions.
We can appoint some nodes that will not be eliminated 
and so we can prescribe the value of the heat flux through 
such a node or we can prescribe temperature of such nodes. 
Following the terminology introduced by D. Schweitzer 
[9, 10], let us call such nodes as driving points and/
or monitoring points. When a node is a driving point, it 
represents a time variant heat dissipating element. In the 
network representation of the discretized model such a 
node is driven by a ″current source″. Monitoring points 
are locations where we would like to know e.g. the time 
evolution of the temperature while the state of other such 
nodes is changing. A node can be both a driving point and a 
monitoring point. The number of driving points in a system 
is equal to the number of elementary heat-sources we have 
in the system. Since any location in the system can be a 
monitoring point, in a general case the number of monitoring 
points can be greater or equal to the number of driving points 
[10]. The "thermal coupling" (or heat propagation) between 
a driving point and a monitoring point is described by the 
thermal transfer impedance between these points. The 
goal of our present study is to provide an efficient method 
of modelling such thermal transfer impedances which is 
outlined in the following subsection.
When the reduction process ends the admittance matrix 
is an n times n matrix of transfer functions, where n is the 
number of the nodes considered as driving/monitoring 
points. These transfer functions represent the propagation 
properties between pairs of driving and monitoring points. 
To extend the terminology to the transfer functions, the 
node at the "input" side is called driving point (regardless 
if it is really driven by a heat-source), the node at the 
"output" side is a monitoring point. Because of the new non-
numerical parameter (s) in the node reduction process, the 
thermal resistances and capacitances can also be handled 
symbolically. In other words, a symbolic transfer function can 
be created which represents the thermal transfer impedance 
between two selected nodes of the discretized model of the 
physical structure (geometry, set of boundary conditions). 
Changes in materials used in the system can be easily 
applied through changing the resistance and capacitance 
values accordingly,without the need of performing the time-
consuming node reduction algorithm again.
The possible distinction between driving and 
monitoring points is justified by the fact that in practice 
(during thermal transient measurements of multi heat-
source packages) non-reciprocal effects are experienced, 
see e.g. [6, 24]. On the level of the discretized model of 
a system, however, where every heat-source and every 
monitoring location is point-like, the network model is 
completely reciprocal, therefore distinction in naming 
the two nodes associated with ″input″ and ″output″ side 
of a thermal transfer impedance (transfer function) is not 
necessary, we simply call these terminal nodes as ports. 
(Distinction between driving point thermal impedances 
and thermal transfer impedances though, is important 
and justified, see further explanation e.g. in [25].) In 
circuit theory, the linear reciprocal networks represented 
by the above described transfer functions are also known 
as two ports; reciprocity means that the roles of the ports 
(i.e. the terminal nodes) are interchangeable.
Fig. 4 Four two dimensional building blocks with capacitor 
in a network
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4 Balanced model reduction
The admittance matrix naturally includes transfer 
impedances between nodes as off-diagonal elements. The 
generic form of these transfer functions in the complex 
frequency domain is:
i j
n
n
n
n
m
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m
m
Y A s
B s
a s a s a s a
b s b s b s b,
( )
( )
,= =
+ +… +
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 (14)
where m > n. Let us switch to state-space representation:
T t A T t BI t
I t C T t
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( ) ( )
= ⋅ +
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(15)
where the elements of A, B and C can be read from the 
Eq. (14) equation. The controllability and observability 
Gramian is constructed as:
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and so the Hankel-matrix (operator):
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The eigenvalues of the Hankel-matrix are called 
Hankel singular values. The Hankel singular values 
indicate the "importance" of the state that belongs to the 
value. A small Hankel value means that a state is not 
controllable, or it is not observable, or both. This means 
that a small value indicates weak connection between 
the ports, therefore it can be eliminated. The order of the 
complex transfer impedance can be preserved in each 
step of the SUNRED algorithm, if the highest Hankel 
singular values are preserved.
The balanced order reduction algorithms have high 
computational cost: the reduction cost is proportional 
to S 3 where S is the number of represented states. In the 
SUNRED algorithm each node-pair is represented as a 
transfer function, therefore the computational cost of the 
matrix-operations is proportional to N 2 where N is the 
number of nodes before the reduction.
Therefore the reduction of the order of the transfer 
impedances is essential, since the total cost of computations 
is proportional to S 3 × N 2.
5 Prototype implementation and testing
5.1 Simulation setups
The calculation described in the previous subsection was 
implemented in Matlab 2014 with the help of Matlab's 
symbolic toolbox. The test setup contained 25 building 
blocks, and 125 nodes. Homogenous material distribution 
was assumed in the simulated physical domain. The new 
transfer impedance calculation method implemented in 
the SUNRED algorithm was compared with the time-
domain thermal transfer impedance functions obtained 
by the standard thermal transient simulation method of 
the conventional SUNRED solver. In both cases the same 
geometry and the same sets of boundary conditions were 
applied. The simulated test structure is shown in Fig. 5. 
Fig. 5 Boundary conditions for different simulations
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6 Results
The difference between the results of the conventional 
time-domain integration scheme (the widely known, 
simple and stable reverse Euler method) was implemented 
and the results obtained by our new, transfer function 
based calculation method is investigated by using the 
above described simple test case (Fig. 5). The applied 
thermal loads (excitations) were the following:
• forced step-wise heat-flux,
• forced, step-wise temperature rise.
The results obtained by our new calculation method are 
theoretically accurate as they are analytically calculated; 
these results are free of the inherent errors of the approximate 
numerical solution methods such as the numerical time-
domain integration scheme. Therefore, these transfer 
function calculation based results were considered as base-
line when we compared them with the results obtained by 
a conventional simulation and with the results obtained 
by our new reduced order modeling technique. In case of 
transient simulation of the conventional solver based on 
the reverse Euler method, the inherent numerical error is 
proportional with the applied ∆t simulation time step, thus, 
in order to keep this inherent error small the simulation 
time-step has to be kept sufficiently small. (It has to be 
smaller than half of the smallest time-constant that we 
want to account accurately for.)
6.1 Basic error analysis
After the node reduction process only two terminal 
nodes remained which were originally connected to the 
two transverse corners of the simulated rectangular area 
(see Fig. 5). The boundary condition settings were the 
following:
• Dirichlet-type conditions with 0°C applied at the 
eliminated nodes
• and Neumann-type conditions for the monitoring 
nodes with ±1 W heat flux,
as it is shown in Fig. 5. The transient simulation results 
with different time-steps are shown in Fig. 6. The error 
can be calculated as the average of the absolute value of 
the relative difference:
Error
T t T t
T tt
Tf i num i
Tf ii
=
−
∑
( ) ( )
( )
 
(18)
where TTf denotes the temperature response obtained 
by our new, analytical transfer function based method 
and Tnum is the temperature response calculated by the 
numerical time-domain integration scheme. The results 
are summarized in Table 1. As it is visible the error is 
linearly decreasing with the size of the ∆t time-step − 
corresponding to the known feature of the Euler-type 
time-domain integration scheme.
In the second test run the same structure was simulated 
as before, but with 0 W Neumann-type boundary condition 
as shown in Fig. 5 (b). The result are presented in Fig. 7. 
The size of the time-step of the time domain integration of 
the classical SUNRED solver was 10-7 s.
In the third test run with the same test structure, 
temperature step excitation was applied at one of the 
terminals, and the temperature change on the other 
terminal was recorded as a response to this – see Fig. 5 (c). 
The obtained results are shown in Fig. 8.
7 LED package model implementation and testing
7.1 Simulation setups
The test setup for a LED model is a simplified structure of 
a packaged LED (with dimensions typical for today′s mid-
power/high-power LEDs) assembled to a Metal Core Printed 
Fig. 6 The effect of changing the time-step
Table 1 Effect of the size of time-step on the error
Time-step (s) Error (x10-5)
10-5 930
5∙10-6 460
2∙10-6 180
10-6 89
10-7 7.9
10-8 0.9
10-9 0.09
10-10 0.009
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Circuit Board (MCPCB) and cooled with a heat-sink. The 
dimensions and the structure of the modelled LED assembly 
is shown in Fig. 9 and are detailed in Table 2.
In the assumed structure the LED-chip is mounted to 
an aluminium-nitride ceramic board, which is soldered to 
an MCPCB substrate. The MCPCB is attached to a heat 
sink with a thin (75 μm) layer of thermal interface material 
denoted as TIM (often also referred to as TIM2 layer).
Fig. 7 Results for Neumann boundary condition (b)
Fig. 8 Results for isothermal boundary condition (c)
Fig. 9 The assumed geometry of the LED package
In the assumed structure the LED-chip is mounted to 
an aluminium-nitride ceramic board, which is soldered to 
an MCPCB substrate. The MCPCB is attached to a heat 
sink with a thin (75 μm) layer of thermal interface material 
denoted as TIM (often also referred to as TIM2 layer).
The spatial resolution of the mesh in the SUNRED 
model is varying in the different layers of the structure, 
matched to the layer thicknesses and the lateral dimensions 
of the structural elements in question. The modelled 
geometry contained 216 building blocks, and 1080 nodes. 
The heterogeneous material distribution was handled in 
a non-parametric way (constant material property values 
were assumed for all simulations), except the TIM layer 
(representing the interface between the heat sink and 
the aluminium bulk of the MCPCB) where the λ thermal 
conductivity of the TIM was a parameter varied during 
some of our simulations.
The boundary conditions of the model are shown in Fig. 10. 
The sides of the structure were assumed to be adiabatic 
(with zero heat-flux across) while at the bottom isothermal 
Table 2 Physical dimensions of the structure and the properties of the considered materials
Layer Thickness (μ m) Size (mm) Resolution (μ m) Thermal conductivity (W/m2 K) Specific Heat (kJ/m3)
LED-chip 4 1 130 3014
AlN ceramic 500 3 250 × 250 180 2412
Copper 75 3 250 × 75 401 3494
2457Dielectric 75 15 250 × 75 2.2 787
Aluminium 1500 15 750 × 750 24 2457
TIM 75 15 750 × 75 λ 1600
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conditions with a fixed, constant 25°C temperature. The 
monitoring nodes are the upper nodes of the LED-chip, 
where we assumed uniform heat generation (the "junction") 
and a single node on the MCPCB (the aluminium layer) 
which is assumed as a temperature measuring point (also 
known as thermal test point). This test point was located 2 
mm from the edge of the MCPCB.
In the first test run we aimed to determine the 
temperature of the monitoring points (junction node, 
thermal test point) assuming the following power 
dissipation patterns at the junction:
a) Step-wise change of the dissipated power at the 
junction (with 1 W height) for different values of the 
λ parameter,
b) Periodic heating power typical for directly AC 
voltage driven LEDs.
With the first case we can investigate how the TIM 
thermal conductivity influences the relation of the test 
point temperature and the junction temperature (transient 
signal delay, steady-state temperature attenuation). The 
second example would tell us what would be the actual 
temperature waveforms of directly AC driven LEDs and 
how the mean value of the junction temperature and/or the 
test point temperature would change.
There is a strong practical interest in creating compact 
thermal models of thermal transfer impedance(s) between 
the LED junction and the thermal test point(s). The 
reason is that under application conditions of LEDs it is 
difficult to monitor the absolute value of the LED junction 
temperature but with a thermistor or a thermocouple 
attached to the thermal test point of the MCPCB one can 
obtain temperature information about the system. This is 
important e.g. for overheating protection of a LED luminaire 
or it can also be used as input for an embedded multi-
domain LED model used for temperature compensating 
dimming schemes in order to maintain the so called iso-
flux operation of LED streetlighting luminaires, see for 
example [26, 27]. The question is of course how relevant 
is the temperature information obtained at the thermal 
test point when one wants to draw conclusions regarding 
the junction node, i.e. what information about the thermal 
excitation applied at the junction remains available in the 
temperature waveforms measured at the test point?
Obtaining the heat dissipation (and/or the junction 
temperature) from the temperature signal of the thermal 
monitoring is an inverse problem which is not as 
straightforward to solve as obtaining the temperature 
response of any point in the system when the dissipation 
(the excitation) is known.
The thermal system we investigate is a causal system 
characterized by a H (s) transfer function in the complex 
frequency (Laplace) domain. With a homogeneous heat 
flux (ITh, LED) excitation at the junction we can write:
T s H s I sMP Th LED( ) ( ) ( ),=  (19)
where H s Y sMP LED( ) ( ),=  describes a causal system, 
i.e. there are more poles than zeros in the H (s) transfer 
function. The above outlined problem is formulated as:
I s
H s
T sTh LED MP, ( )
( )
( )=
1  (20)
where 1/H (s) describes a non-causal system, containing 
more zeros than poles on the complex plain (s-domain).
For continuous signals there is no problem with the 
backward transformation to obtain the ITh, LED (s) excitation 
function, but for a discrete system (such as our numerical 
simulation model) there is no simple method to perform 
this. For discretized systems, there exist other integral-
transformation methods, for example the Z-transform, or 
Fourier-transform. If we chose the Fourier-transform as 
it can be easily implemented in a numerical simulation 
environment with the help of the FFT algorithm, the heat 
flux can be calculated as:
I
H j
TTh LED MP, ( )
( )
( )ω
ω
ω=
1  (21)
Fig. 10 The boundary conditions and monitoring points 
of the LED package
10|Németh and PoppePeriod. Polytech. Elec. Eng. Comp. Sci., 62(1), pp. 1–15, 2018 
The temperature of the LED-chip can be calculated as:
T H j
H j
TLED MP= 2
1
( )
( )
( )ω
ω
ω  (22)
where H s Y sLED MP2
1
( ) ( )
,
= − . Note, that the operation defined 
by Eq. (21) is also called deconvolution.
The testing method starts with the estimation of the Ti 
"measured" temperature with the sampling frequency fs. 
The TMP(ω) sequence comes from the FFT transform of Ti, 
the values of ω are taken equidistantly from the [0..2πfs] 
interval. After the element-by-element multiplication with 
1/H ( jω) the resulting series of samples of the (ITh, LED(ω)) 
heat flux can be inverse transformed in order to obtain the 
ITh, LED(t) sequence of time-domain samples.
Under realistic conditions, of course, a low-pass filter 
should also be applied to the frequency-domain samples. 
Note, that with this method signals with smooth, slow tran-
sitions can be deconvolved only; in case of rapidly chang-
ing signals it is worthwhile to carry out the deconvolution 
of measured data based on the R(t) pulse response (i.e. the 
weight function) [28]. For details on limits of application 
of deconvolution based methods to such thermal problems 
refer also to the fundamental paper of V. Székely [28].
In a case such as our LED example the heat-flux (as 
excitation) is determined as follows:
I t T t dt R dtTh LED i MP i, ( ) ( ) ( ) ,= −  (23)
where the R is the pulse response function with a given 
resolution. The remaining part of the pulse response 
function is subtracted from temperature:
T T RMP new MP old( ) ( ) ( ),τ τ τ= −  (24)
where τ represents the time instances beyond ti. In principle 
this approach can be used to perform the deconvolution but 
since the value of R(dt) is typically very small, any noise 
(including the numerical errors due to the finite resolution 
of the computer representation of the real numbers) results 
in divergence of the numerical deconvolution. As practical 
workaround to this problem, to achieve stable results, a few 
(k) initial samples of the pulse response should be discarded, 
thus Eq. (23) is to be modified as follows:
I t k dt T t R k dtTh LED i MP i, − ⋅( ) = ( ) ⋅( )  (25)
The relative error originating from this approximation 
can be defined as the ratio of the sum of the first k − 1 
samples and the kth sample of the pulse response function. 
As a test case, we can choose any of the analytically 
obtained step response functions (shown in Fig. 11), or their 
linear combination (e.g. square wave). The pure, original 
form of the ITh, LED(t) is known [unit step function or square 
function]. The result of the solution of the inverse problem 
can be compared to this. After solving the inverse problem, 
the obtained ITh, LED(t) function was applied as stimulus 
in a traditional transient simulation. The method can be 
benchmarked by the difference of the original Ti values 
and corresponding Ti values of the samples of the test point 
temperature obtained by a classical transient simulation.
8 Results
The first simulations setup (a) (shown in Figs. 9 and 10) was 
investigated by a parametric analysis. The parameter we 
varied was the λ thermal conductivity of the TIM2 layer as 
indicated in Table 2. In the first place we were interested in 
the transient temperature response at the thermal test point 
assuming different λ parameters. The simulated results are 
shown in Fig. 20. The steady-state temperature of the test 
point as function of the λ parameter is shown in Fig. 12.
We found that (according to the prior expectations) the 
steady-state temperatures highly depend on the thermal 
conductivity of the TIM2 material. This is mainly because 
the lateral heat spreading in the MCPCB substrate is getting 
more pronounced with decreasing thermal conductivity of 
the TIM2 layer.
For the second test case (b) we used real, measured 
heat dissipation data of a directly AC-driven LED 
package, which is borrowed from [29]. The waveform of 
the heat dissipation of such an LED is shown in Fig. 13 
The heating power of the LED is a periodic signal with 
Fig. 11 The temperature values on the thermal test point with different 
TIM conductivity (λ = 2, 4, 6, 8 W/mK)
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multiple significant harmonics up to 300 Hz of the 50 Hz 
base frequency with an amplitude of ~ 0.5 W. The duration 
of the non-zero part of the heating power waveform 8 ms 
width. The average power was 0.1 W. In principle a periodic 
heating results also in a periodic temperature response 
but the temperature signal at the thermal test point of the 
MCPCB is a smooth function (due to the low-pass filter 
nature of thermal ″transmission line″ between the driving 
point and the monitoring point) as illustrated in Fig. 14. 
There is only a 6°C temperature rise on the measurement 
point, but the LED junction temperature shown in Fig. 15 
follows the periodicity of the heating power. Having lost all 
the details of fast changes in the signal of the thermal test 
point means, that there are fundamental limits for solving 
the inverse problem, see [28] for further details.
Fig. 14 Temperature of the thermal test point as response to the periodic 
heating power with the waveform shown in Fig. 13 (λ = 4 W/mK)
Fig. 15 Temperature of the LED surface (junction) as response to the 
periodic heating power with the waveform shown in Fig. 13 
(λ = 4 W/mK)
As an example to demonstrate the solution of an inverse 
problem we assumed a square wave shaped heating power 
function at the LED junction with a 50% duty cycle, a 1 
W amplitude and 400 μs period. The temperature values 
of the thermal test point as response to such an excitation 
are shown in Fig. 16. For the sake of a realistic simulation, 
we added noise to these obtained test point temperature 
values, assuming different A amplitude values.
We investigated the effect of the amplitude of the noise 
on the results of the deconvolution. The input power was 
calculated back from the sampled noisy temperature 
data according to Eq. (24). The sampling frequency was 
1 kHz. The heat flux at the LED junction calculated 
back for different noise amplitudes is shown in Fig. 17. 
The "restored" dissipation signal was used in a second, 
conventional transient simulation in order to obtain back 
the temperature function at the thermal test point again. 
The original "measured" and this re-simulated temperature 
pulses are shown in Fig. 18.
Fig. 12 The steady-state temperature values on the measurement point 
with different TIM conductivity (λ = 2, 4, 6, 8 W/mK)
Fig. 13 Periodic heating power of a directly AC-voltage driven  
LED chip [29]
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Fig. 16 The temperature of the thermal test point obtained as a response 
to a square wave-shaped heating at the LED's junction, simulated with 
the parameter values λ = 2, 4, 6, 8 W/mK
Fig. 17 The heat flux waveform obtained as a result of the solution of 
the inverse problem, assuming different noise amplitudes (λ = 4 W/mK)
We defined the error of the method as the variance 
between the original temperature signal of the 
measurement point and temperature data obtained by the 
second conventional transient simulation:
σ 2
2
=
−( )∑ T i T i
N
original reconvolved( ) ( )
,
 
(26)
where N is the number of sampling points (1000). The 
relative error can be calculated as the ratio of the variance 
and the average temperature rise.
Error
T i Noriginal
=
−( )∑
σ
( ) 25
 
(27)
The relative errors calculated for different noise levels 
(different A amplitudes), are shown in Fig. 19.
8.1 Results with balanced model reduction
The greatest disadvantage of the presented method is 
its huge execution time. To overcome this problem, we 
propose to use the order reduction algorithm in the complex 
frequency domain in each step of building the model: in 
each connection step and after each node-reduction step. 
The detailed description of the balanced order reduction 
algorithm can be found in the literature [30]. According 
to this, the balanced order reduction is performed only 
on low order systems (with N less than 20), therefore the 
computational cost is still kept low.
For testing the balanced model order reduction, we 
moved the thermal test point closer to the LED chip in 
order to see the difference between the results of the 
reduced order model and the analytical results obtained 
for the un-reduced model. First, we investigated the 
system with the step function excitation (case LED (a)). 
The parameter varied was the number of dominant Hankel 
values to which the state-space was projected. In the first 
place we were interested in the transient temperature 
response at the thermal test point. The simulated results 
are shown in Fig. 20.
We found that (according to the prior expectations) the 
error of the reduced order simulation is highly influenced 
by the number of dominant values, however the results do 
not change significantly with the order above 6.
For the second case (b) we used the real periodic heat 
dissipation shown in Fig. 13. Due to the low-pass filter 
Fig. 18 Comparison of the temperature signals at the thermal test point 
obtained for a known heating power waveform and for a heating power 
waveform obtained as the result of solving the inverse problem (for 
parameter value λ = 4 W/mK) with different noise amplitude values
Németh and Poppe
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nature of the thermal transfer impedances the temperature 
signal at the thermal test point usually should be a smooth 
function which, due to the short distance, thus, a stronger 
coupling between the driving point and the monitoring 
point is not the case here, see Fig. 21.
We defined the error of the method as the variance 
between the original temperature signal of the 
measurement point and temperature data obtained by the 
second conventional transient simulation:
σ 2
2
=
−( )∑ T i T i
N
original duced
Sp
( ) ( )
,
Re
 
(28)
where NSp is the number of sampling points (1000). The 
relative error can be calculated as the ratio of the variance 
and the average temperature rise.
Error
T i NSporiginal
=
−( )∑
σ
( ) 25
 
(29)
The relative errors calculated for different order of 
approximation levels (different numbers of Hankel values 
to keep), are detailed in Table 3.
8.2 Computational complexity
While the model is being built, only the surface nodes 
behave as monitoring points, therefore the size of the 
admittance matrix is proportional to the number of nodes 
on the surface. In 2D we assume that the computational 
cost is proportional to N 2, where N is the number of 
monitoring nodes in the current state of reduction. The 
number of surficial nodes (these are the monitoring nodes 
during the reduction process) is proportional to N, and the 
cost of the matrix operations are proportional to N 2. For 
the sake of simplicity we examined the former rectangular 
structure but with more nodes inside. The measured 
runtimes using balanced order reduction of the transfer 
functions to the 6th order are summarized in Table 4. 
These runtimes are the worst-case results, because of the 
used square shaped field. The implementation was done 
by Matlab 2016b, with the help of the built-in balred() 
function. The runtimes shows that the computational cost 
increasing near linearly, which is a consequence of the 2D 
modeling. This indicates that the new method is highly 
effective on flat structures, such as LEDs.
Table 3 Calculated error and reduction time for the results  
presented in Fig. 21
Order Error (a) (%) Error (b) (%) Reduction time (s)
2 3.5 3.8 5
3 0.7 0.6 6
4 1.3 0.4 7
5 1.0 0.9 7
7 0.6 0.5 8
Fig. 21 Temperature of the thermal test point as response to the periodic 
heating power with the waveform shown in Fig. 13  
4th order approximation
Fig. 19 The relative error as function of the noise amplitudes (λ = 4 W/mK)
Fig. 20 The temperature values on the thermal test point with different 
orders used in the approximation of the transfer function (2, 3, 4, 5 and 7)
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Table 4 Runtime versus number of nodes (DoF) with balanced order 
reduction of a 2D square shaped structure
Number of nodes (n) Runtime (s)
320 1
1280 1.3
5120 1.6
20480 2.1
81920 3.5
327680 8.5
1310720 28
5242880 103
20971520 258
9 Conclusions
We proposed a new modeling method that can be considered 
as a reduced order or compact modeling technique for the 
efficient handling of thermal transfer impedances. The new 
modeling method is accurate, parametric and boundary 
condition independent. For three different simple test cases 
the results obtained by the proposed method were compared 
to the results obtained by a conventional algorithm based 
thermal simulation code. The reduction scheme is naturally 
time-consuming, in our simple test case it took 14 seconds.
The basic idea of the combination of SUNRED 
algorithm with transfer function was completed with a 
reduction method in the complex frequency plane. The 
results shows that the balanced truncation is suitable for 
the process. The runtimes were dropped to its 0.5%, even 
though this reduction method is based on single value 
decomposition, which is traditionally slow (compared 
with Krylov subspace methods).
The reduced order model of the thermal transfer 
impedances can be used as an analytic model in a 
frequency-domain deconvolution scheme to solve 
certain kinds of inverse problems, e.g. to try to restore 
the dissipation waveform from the temperature signal 
measured at the thermal test point of an LED assembly. 
We presented a practical method to realize such a 
deconvolution and we highlighted some limits of such a 
waveform reconstruction. We defined an error metric for 
the proposed inverse problem solution method.
One of our test cases was a simplified structure of 
an MCPCB assembled packed LED chip. The model 
reduction for a parametric simulation example took 
about 23 minutes but for non-parametric studies it took 
only 3 minutes. The obtained reduced order model of 
thermal transfer impedances proved to be very useful 
in some parametric studies. With this example we also 
demonstrated how thermal behavior at the LED junction 
can be predicted from temperature data measured at the 
thermal test point of the LED assembly.
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