We developed an efficient method for computing a spin dynamics in long-range interacting systems. This method is based on the time quantified Monte Carlo (TQMC) method, which derives the same Fokker-Planck equation derived from the stochastic Landau-Lifshitz-Gilbert (s-LLG) equation. We first improved the TQMC method into more efficient form (improved-TQMC: ITQMC) especially for the high damping case. Next, we implemented the stochastic cutoff (SCO) method, which is an efficient Monte Carlo method for long-range interacting systems, into the ITQMC, which we name ITQMC+SCO. We confirmed that both the ITQMC and ITQMC+SCO methods rigorously give the same Fokker-Planck coefficients as those obtained for the s-LLG equation. We also demonstrated the magnetization reversal process using the present methods and compared with the results obtained by the s-LLG equation. It is found that the ITQMC+SCO method drastically reduces the computational time, and the results are in good agreement with those calculated by the s-LLG equation.
I. INTRODUCTION
Simulating classical spin models have been widely utilized for important practical issues, e.g., predicting the storage lifetime of hard-disk magnetic media and evaluating the coercivity of permanent magnet. In particular, both the stochastic Landau-Lifshitz-Gilbert (s-LLG) equation and the Monte Carlo (MC) method are frequently employed in order to analyze magnetic properties at finite temperatures. The s-LLG equation enables us to discuss the dynamics of magnetic moment, while the MC method gives us magnetic properties in the equilibrium state. Thus far, various improvements have been proposed for both methods to accelerate these simulations.
As to the long-range interacting systems, which are important challenging problems for the computational science, several efficient methods that can obtain an exact equilibrium state have been proposed in the MC method [1] [2] [3] [4] [5] [6] . By using these methods, we can calculate long-range interacting systems even in the complicated crystal structure, or amorphous-like systems [6] . On the other hand, in the s-LLG equation, employing the fast Fourier transformation (FFT) is the only practical solution for simulating long-range interacting systems without approximations. Since implementation of the FFT requires translational symmetry in a system, exact simu- * Electronic address: hinokihara@spin.phys.s.u-tokyo.ac.jp lation for complicated systems, e.g., amorphous systems, are almost infeasible at present. Therefore, it is meaningful if we can divert the efficient methods developed in the MC method to simulating the dynamics of magnetic moment in such systems.
The dynamics of magnetic moments has been studied not only by using the s-LLG equation but also by using the MC methods [7] [8] [9] [10] . Among them, Cheng et al. proposed the time quantified Monte Carlo (TQMC) method combining a precessional motion with a MC process. They rigorously proved that the TQMC derives the same Fokker-Planck (FP) coefficients for the s-LLG equation.
In our understanding, the merits of the TQMC method lies in the following two facts. First, this method provides us a guideline how to design spin update processes mimicking the s-LLG equation. Namely, we can construct new spin update processes by modifying the TQMC method so as to keep the same FP equation. Second, the TQMC method provides a new possibility to divert effective techniques developed in the MC method to simulating the dynamics of magnetic moments.
In the present paper, we propose two kinds of improvement for the TQMC: improved-TQMC (ITQMC) and ITQMC implementing stochastic cut-off (ITQMC+SCO) method. In the ITQMC, we improve the spin update process proposed in the TQMC method in order to suppress the errors originating from the finiteness of the time step. This improvement enables us to set a large time step compared with the original one especially in the high damping case. Second, focusing on long-range interacting systems, we implemented the stochastic cutoff (SCO) method [2, [4] [5] [6] , which is developed in the MC simulation, into the ITQMC method (ITQMC+SCO). The SCO method stochastically reduces the number of interactions while keeping the detailed balance conditions, and succeeds in drastically reducing the computational time without any approximations. We found that both methods proposed in this paper, ITQMC and ITQMC+SCO, give the same FP equations derived from the s-LLG equation. Since the SCO method does not require translational properties of systems, we consider the ITQMC+SCO can be useful for the following applications: magnetization reversal processes under an atomistic-scale classical Heisenberg model containing lots of spins in one unit cell [11] [12] [13] , and dynamics of the muon spin implanted into a magnetic material [14, 15] .
The present paper is organized as follows: In §2, we introduce the ITQMC and ITQMC+SCO and present that these methods reproduce the FP equation derived from the s-LLG equation. In §3, we demonstrate these method, and verify the validity of them by comparing with the s-LLG equation. In §4, summary and discussion are given.
II. METHOD A. FP equation for s-LLG equation
The concept of the TQMC is to construct the spin update process that reproduces the FP coefficients derived from the s-LLG equation. Thus, in this subsection, we present the FP coefficients for the s-LLG equation. Hereafter, we consider a classical Heisenberg spin system. In the spherical coordinates, the general form of the FP equation for this system is given by
Here, P ({θ} , {φ} , t), A, and B denote the probability density, the drift coefficients, and the diffusion coefficients, respectively. A and B are defined as the ensemble mean of an infinitesimal change of θ and φ with respect to time, e.g., A θ = lim ∆t→0 ∆θ /∆t, and B θφ = lim ∆t→0 ∆θ∆φ /∆t. The s-LLG equation for the N spin system is written
Here, α and γ 0 are the damping constant and the gyromagnetic ratio, respectively. h i denotes the magnetic field at i-th site. Note that h i consists of the thermal fluctuation h from the surrounding environments:
where E is the total energy of the system. The gradient is performed in terms of the spherical coordinates (|s i |, θ i , φ i ) with the constraint condition |s i | = 1. According to Ref. [16] , the FP coefficients for the s-LLG are given by
The aim of this paper is to construct new efficient spin updating procedures that reproduce the above FP coefficients.
B. TQMC
Before explaining how we improve the TQMC, we briefly review the original TQMC [10, 17] . In the original TQMC, the spin update procedure to advance time by ∆t consists of two different procedures, i.e., a precessional procedure and a MC procedure. We select the precessional procedure with probability q or the MC procedure with probability (1 − q).
When the precessional procedure is selected, we consider a rejection-free precessional motion about the magnetic field h i to generate the spin at time t + ∆t. As an example, the displacement of spin along the θ axis due to the precession is given as
Here, Φ is a parameter which controls the amplitude of the precessional motion. Note that Φ is related to the time step ∆t. The value of Φ will be determined later.
On the other hand, the displacement of angles for the MC procedure, ∆θ (1) Pick a random vector lying within a sphere of radius R, where R is a parameter which controls the amplitude of the MC procedure.
(2) Add the vector generated in step (1) to s i and normalize the resulting vector.
(3) Accept the spin s i generated in step (2) with the acceptance ratio of the heat-bath method
where ∆E i is the energy difference caused by changing the spin from s i to s i . Otherwise, the spin is unchanged.
After all the spins are updated by either the precessional procedure or the MC one, time is increased by ∆t. The above numerical procedure contains two parameters, R and Φ, related to the time step ∆t. In the original TQMC, it is found that the numerical procedure reproduces the same FP coefficients for the s-LLG equation by setting R and Φ to the proper values. Thus, hereafter, we calculate the FP coefficients for the TQMC to derive a relation among R, Φ, and ∆t.
As shown in Ref. [10] , the change of θ rand i and φ rand i can be represented by using two random variables r and ω as
where r denotes the amplitude of the displacement of the spin, and ω denotes the spherical surface angle measured from −e θ (see Fig. 1 ).
In the original TQMC, as shown in Ref. [10] , steps (1) and (2) generate the two random variables, r and ω, with the following probability density P (r, ω):
where
Following the definition of the FP coefficients, the drift coefficient A TQMC θi for the TQMC is defined as
where · · · 0 denotes the ensemble mean in the TQMC:
Since we consider infinitesimally small time step to derive the FP coefficients, ∆E i is a small value. Thus, A (∆E i ) in Eq. (16) can be replaced to that of Taylor series up to the first order of ∆θ rand i and ∆φ
. (17) Substituting Eqs. (11), (12), and (17) into Eq. (16), we find
and
(20) The first term in the right-hand side of Eq. (18) becomes zero because of the integral over ω. Therefore, we obtain
Substituting Eqs. (9) and (21) 
Likewise, the other FP coefficients are given as
By comparing these FP coefficients with those for the s-LLG, we find that the two sets of FP coefficients coincide with each other if the following relations are satisfied:
This fact indicates that we can make the FP coefficients for the TQMC coincide with those for the s-LLG as long as P (r, ω) is isotropic on ω. Note that we used only Eq. (13) in the above calculations, and we did not use the explicit form of P 0 (r), i.e., Eq. (14) . In the original TQMC, [r n ] 0 can be calculated by using Eq. (14) and is given as
To have a proper limit ∆t → 0, R 2 must be proportional to ∆t, and thus O R 3 terms in the FP coefficients can be ignored. Substituting Eq. (30) into Eq. (28), we obtain
C. ITQMC
In the numerical simulation, we need to take a small but finite value of ∆t. Since taking large ∆t can reduce the computational time, it is important to consider how large ∆t we can take. 
Meanwhile, as mentioned above, we can make the FP coefficients for the TQMC coincide with those for the s-LLG as long as P (r, ω) is isotropic on ω. This fact indicates that we can design other generating procedures for the vector s i in step (2) . In this subsection, we propose a new spin update procedure that can reduce the factor of √ ∆t, which means a larger value of ∆t can be taken compared with the original TQMC.
We implement the following one improvement and two modifications to the original TQMC and call this method ITQMC:
improvement In steps (1) and (2), we pick a random vector lying on a circle of radius
where the circle lies on the spherical surface with radius |s|, and the plane of the circle is perpendicular to the spin s i . Then, we add the vector to s i to generate s i .
By this improvement, the random variable r is fixed to R. Hence, the probability density generated by the above procedure P 1 (r) is given as
modification 1 We employ a rejection free update procedure in step (3). Namely, we multiply the displacement of angles by exp − 1 2 β∆E i and accept the change with probability one. By this modification, the displacement of angle θ rand i is given as
∆φ rand i is also given in the same manner. modification 2 We perform both the precessional procedure and the MC procedure simultaneously in order to remove q dependence.
In the ITQMC, the drift coefficients for θ i can be calculated as follows:
where · · · 1 denotes the ensemble mean in the ITQMC:
The same as Eq. (16)
In the ITQMC, [r n ] 1 can be calculated by using Eq. (35) and is given as
Following the above procedure, the FP coefficients for the ITQMC are given as
The FP coefficients for the ITQMC also coincide with those for the s-LLG if the following relations are satisfied:
Concluding this subsection, let us evaluate O √ ∆t terms that causes errors originating from the finiteness of the time step. In common with the TQMC, O √ ∆t terms are proportional to [r 4 ] 1 /∆t, which is calculated
Comparing to the original TQMC, the factor of √ ∆t terms are suppressed by 16 
15
√ 10π ≈ 0.107.
Therefore, we can expect that larger value of ∆t can be taken in the ITQMC compared with the TQMC. We note that the ITQMC does not modify the precession procedure from the TQMC, and thus the above improvement is only effective for the high damping region.
D. ITQMC+SCO
The ITQMC can be applied to general classical-spin Heisenberg model and can accelerate the numerical simulation in the high damping case. However, for longrange interacting systems, it is still difficult to perform numerical simulations. To overcome this difficulty, we consider the another merit of the TQMC, i.e., the possibility of diverting effective techniques developed in the MC method.
In this subsection, we consider a long-range interacting system and explain how to implement the SCO method, which is an efficient method for long-range interacting systems developed in the MC method, into the ITQMC. We call this method ITQMC+SCO. Hereafter, we apply the SCO method only to the long-range interactions denoted by V l = V l (s l1 , s l2 ). Other short-range terms, including the exchange coupling, the anisotropy, and the external field, are handled in the conventional manner.
The SCO introduces the stochastic bond update process that replaces the l-th bond V l to zero (no interaction) with the probability p l or to the pseudo-interaction V l with the probability 1 − p l . Both the pseudo-interaction V l and the probability p l are given by
respectively. Here, V * l is a constant greater than or equal to the maximum value of V l , andβ is a constant positive parameter. In the original SCO method, it should be mentioned thatβ is equivalent to the inverse temperature β to keep the detailed-balance condition. However, as it will be found later, the equivalence is no longer required in the ITQMC+SCO under the requirement to reproduce the FP coefficients. In other words, keeping the detailed balance condition is not necessary in the present case.
When we perform the bond update process one-byone, it takes the computational time of the order of the number of bonds O(N 2 ), which is not desirable. To overcome this difficulty, several efficient algorithms for the bond update process are proposed in previous studies [2, 6] . As an example, the computational time for the case of dipole-dipole interactions (DDI) in a twodimensional system costs O(βN ) per one MC step by using these algorithms. Since the computational time depends onβ, the SCO method becomes efficient especially at high temperatures. In addition, the algorithm proposed in Ref. [6] is efficient even for amorphous-like systems, which are infeasible to simulate by using the s-LLG with the FFT owing to lacking of translational properties. Therefore, using SCO method can be superior than using the FFT in high-temperature region and/or amorphous-like systems.
In the ITQMC+SCO, we assume the following spin update procedure:
(i) Perform the bond update process in the SCO method by using the spin configuration at time t.
(ii) Update spins in the same procedure as the ITQMC with using the accepted pseudo-interactions and the short-range terms.
Let us derive the FP coefficients for the ITQMC+SCO. Comparing to the derivation of the FP coefficients by the ITQMC, the following two modifications are necessary. First, the total energy E is replaced to E SCO written as
where E short denotes the energy caused by short-range terms for which we do not perform the SCO. δ g l ,1 denotes the Kronecker delta, and g l represents the bond state whether the l-th pseudo interaction is accepted (g l = 1) or rejected (g l = 0). Second, we consider the expectation value for the bond configurations {g l }. Namely, the expectation value for an arbitrary function X, which depends on the bond configuration, is calculated as follows:
(54)
As an example, the drift coefficient for the ITQMC+SCO A SCO θi can be calculated as
Here, we omit the higher order terms. Substituting Eqs. (51), (52), and (53) into the first derivative of E SCO in terms of θ i and φ i , the derivative is deformed as
where χ denotes θ i or φ i . By using Eq. (54), the second term in the rhs is deformed as
This result indicates that the ensemble mean of ∂ESCO ∂χ is equivalent to ∂E ∂χ :
Such the equivalence is only kept for ∂ESCO ∂χ
. However, fortunately, all the FP coefficients which is relevant for ∆t → 0 limit, are composed of such terms. Therefore, we conclude that the ITQMC+SCO keeps the FP coefficients the same as the ITQMC. In this regard, although several parameters are required to be set to proper values, the ITQMC+SCO can simulate the dynamics of magnetic moments without any approximations.
Meanwhile, Eq. (59) indicates thatβ does not affect the FP equation, and thus this term is no longer related to the inverse temperature β. This result is different from the original SCO method, whereβ = β is forced to keep the detailed balance condition. In this sense, the ITQMC+SCO method contains two parametersβ and V * l . In the numerical simulation, we should assume the small but finite value of ∆t. Thus, higher order terms for ∆t, includingβ and V * l , in the FP coefficients survive and may make numerical results different. In order to evaluate this effect, we hereafter fix V * l as max[V l (s l1 , s l2 )], which causes the largest rejection probability. On the other hand, we evaluate dependence of the results with various values ofβ in the next section.
III. RESULTS
Let us verify the validity of the present methods by comparing with the s-LLG equation. We adopt these methods into a square lattice system (10 × 10) of the classical Heisenberg model with the DDI under the open boundary conditions, and simulate the magnetization reversal process from the uniformly oriented state. We assume the following classical spin Heisenberg model:
Here, J ij , K, and D denote the nearest neighbor exchange coupling, the anisotropy, and the amplitude of the DDI, respectively. r l1l2 denotes the distance vector between l 1 and l 2 sites. We apply the external field oriented at π/4 from the easy axis to drive the magnetization reversal process.
A. ITQMC
We firstly discuss the efficiency of the ITQMC comparing to the TQMC method without considering the DDIs, D = 0.0. Figures 2 and 3 show the time step dependence of the magnetization reversal process calculated by the TQMC and the ITQMC, respectively. Parameters are set as follows: T = 0.5J, H = 0.25J, K = 0.5J, and α = 0.5. We performed simulations for 1000 different samples with different random number sequences, and calculated the mean and standard deviation: solid line and shaded area denote the mean and interval of the standard deviation 1σ, respectively.
While the result of TQMC with ∆t = 1.6×10 −2 differs from the correct result (∆t = 1.0×10 −3 ), that of ITQMC with ∆t = 1.6 × 10 −2 is still in good agreement with the correct result including the shaded area. In the ITQMC, the difference appears for the case with ∆t = 6.4 × 10 −2 . This result indicates that employing the ITQMC enables us to take larger value of ∆t than the TQMC, and thus we can accelerate the numerical simulation.
B. ITQMC+SCO
Next, we evaluate the validity of the ITQMC+SCO. In this subsection, we take into account the DDI, D = 0.05J, and other parameters included in the Hamiltonian Eq. (61) are fixed as follows: T = 0.02J, H = 0.5J, and K = 0.5J. The time step ∆t and the damping factor α take the values of 0.001 and 0.01, respectively.
In Fig. 4 , we exhibit the average (line) and the 1σ confidence interval (shaded area) evaluated from 500 samples. The parameters in the SCO are taken as V * l = max [V l (s l1 , s l2 )] andβ = β. Since the magnetization trajectories between the systems with and without DDI are considerably different, the effect of DDI is significant in this parameter set. In addition, we confirmed that the number of the accepted bonds per site is of the order of 10. Thus, the SCO actually works and reduces the large number of interactions in this simulation. Nevertheless, Fig. 4 indicates that the magnetization reversal processes calculated by the ITQMC+SCO is in good agreement with that by the s-LLG method. Thus, we conclude that the ITQMC+SCO well reproduces the original dynamics of magnetic moments. Figure 5 exhibits theβ dependence of the magnetization reversal processes. We demonstrateβ = β, β = 0.1β,β = 0.01β, andβ = 0.001β cases, where other parameters are same as Fig. 4 . In the region of t ∼ 50, it is remarkable that only a tiny difference appears up toβ = 0.01β. This result indicates that the difference ofβ is not so crucial as long as we take a proper value of time step ∆t. We note that taking smaller value of β reduces a computational time because of reducing the number of accepted bonds. Although how small we can set theβ depends on the value of time step ∆t, setting β smaller than β is allowed in the ITQMC+SCO, which is prohibited in the SCO method for MC simulation.
The system size dependence of computational time for the present method and that for the s-LLG equation are shown in Fig. 6 . Parameters are same as those in Fig. 4 , β = β. Here, in the s-LLG equation, the DDI is calculated without using the FFT, and thus the computational time is proportional to N 2 , where N denotes the number of spins. On the other hand, the ITQMC+SCO is roughly proportional to N as pointed out in Ref. [2] .
Note that we do not compare our result with that of the s-LLG using the FFT in this paper because the superiority or inferiority in these methods depends on the temperatureβ and structure of spin systems. However, because of the fact that the algorithm for the SCO proposed in Ref. [6] does not require the translational properties in systems, at least we can insist that ITQMC+SCO is useful to simulate amorphous-like systems for which the FFT is not applicable. Furthermore, in the SCO method, the number of accepted bonds decreases as temperature increases. Thus, the present method will be also efficient in high temperature region.
IV. SUMMARY AND DISCUSSION
In conclusion, we developed an efficient method for calculating the dynamics of magnetic moments in systems with long-range interactions. We analytically proved that the present method reproduces the same FP equation derived from the s-LLG method. In addition, we demonstrated the magnetization reversal process and confirmed that results calculated by the present method are in good agreement with those calculated by the s-LLG method. In the case of two-dimensional system, the computational time of the present method costs O (βN ). Although the computational time presented in this paper is calculated without parallelization, the ITQMC+SCO can, in principle, be parallelized straightforwardly. Moreover, since the present method does not require the translational properties of the system, we can apply the present method to complicated systems such as amorphous-like systems, which are unable to calculate by using the s-LLG equation with FFT. Therefore, we consider the ITQMC+SCO method can be a powerful tool to calculate the dynamics of magnetic moments under systems with long-range interactions.
