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Abstract
The DEAP-1 low-background liquid argon detector was used to measure scintillation pulse shapes of electron and
nuclear recoil events and to demonstrate the feasibility of pulse-shape discrimination down to an electron-equivalent
energy of 20 keVee.
In the surface dataset using a triple-coincidence tag we found the fraction of β events that are misidentified as
nuclear recoils to be < 1.4 × 10−7 (90% C.L.) for energies between 43–86 keVee and for a nuclear recoil acceptance
of at least 90%, with 4% systematic uncertainty on the absolute energy scale. The discrimination measurement on
surface was limited by nuclear recoils induced by cosmic-ray generated neutrons. This was improved by moving the
detector to the SNOLAB underground laboratory, where the reduced background rate allowed the same measurement
to be done with only a double-coincidence tag.
The combined data set contains 1.23× 108 events. One of those, in the underground data set, is in the nuclear-
recoil region of interest. Taking into account the expected background of 0.48 events coming from random pileup, the
resulting upper limit on the level of electronic recoil contamination is < 2.7× 10−8 (90% C.L.) between 44–89 keVee
and for a nuclear recoil acceptance of at least 90%, with 6% systematic uncertainty on the absolute energy scale.
We developed a general mathematical framework to describe pulse-shape-discrimination parameter distributions
and used it to build an analytical model of the distributions observed in DEAP-1. Using this model, we project a
misidentification fraction of approximately 10−10 for an electron-equivalent energy threshold of 15 keVee for a detector
with 8 PE/keVee light yield. This reduction enables a search for spin-independent scattering of WIMPs from 1000 kg
of liquid argon with a WIMP-nucleon cross-section sensitivity of 10−46 cm2, assuming negligible contribution from
nuclear recoil backgrounds.
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1. Introduction
The ability to separate electron-recoil (β-γ) interac-
tions from nuclear-recoil interactions is critical for many
nuclear and particle astrophysics experiments, includ-
ing direct searches for dark matter particles. Liquid ar-
gon provides very sensitive pulse-shape discrimination
based on scintillation timing [1], and it is a favourable
target for dark matter particle searches since it can be
used to construct a very large target mass detector. It
is the target of choice in ArDM [2], MiniCLEAN [3],
DarkSide [4], and WArP [5] detectors. In this paper
we present results on the pulse-shape discrimination of
β-γ events from nuclear recoils with the DEAP-1 liq-
uid argon detector, substantially extending the initial
analysis [6].
Argon has many desirable properties as a scintilla-
tor, among them a high light yield of approximately 40
photons per keV [7] and ease of purification, so that it
can meet the radio-purity requirements of a rare-event
search experiment. However, argon that is condensed
from the atmosphere is known to contain cosmogenically-
produced 39Ar, which undergoes β-decay at a rate of ap-
proximately 1 Bq per kg [8, 9]. The scintillation proper-
ties of liquid argon provide a method for discriminating
these β-decays from WIMP interactions in the detec-
tor [1].
Scintillation in argon is a result of the formation of
excited dimers after exposure to ionizing radiation [10].
These occur in singlet and triplet states. On decaying
to the ground state, they emit light at a peak wave-
length of 128 nm, lower in energy than the lowest ex-
cited atomic state [11, 12]. The scintillation light can
thus pass through pure argon without being absorbed.
The scintillation yield of nuclear recoils in liquid ar-
gon is quenched to about 0.25(2) [13] of the yield for
electron recoils7. When referring to energies of nuclear
recoils, units of either keVee (“electron equivalent”) or
keVr are used, with the latter being the full energy of
the recoil, and [keVr]=0.25 · [keVee].
The two argon dimer states have vastly different life-
times, about 6 ns for the singlet and approximately
1.5 µs for the triplet state [12]. Moreover, the relative
population of singlet and triplet states is determined by
the linear energy transfer (LET), such that fewer triplet
excimers are produced at higher LET, and by the track
structure of the exciting radiation [12, 16]. With the
large difference in lifetimes, the percentage of light sig-
nal in the first few tens of nanoseconds is a good es-
timate for the relative population of the singlet state,
allowing for an effective way to discriminate between
particles of different LETs, such as low-energy electrons
and nuclei. The exact value of the triplet state life-
time is debated in the literature and values as low as
7We are aware of more recent results of approximately 0.29[14,
15], which is slightly higher. Changed quenching factor does not
affect our conclusions significantly.
1110 ns [17] and as high as 1590 ns [12] have been re-
ported (for a review of recent results see Ref. [18]).
Measurements of the pulse-shape discrimination of
β-γ events from nuclear recoils in liquid argon have also
been reported in [19] and [4]. In this work the upper
limit on the β-γ event misidentification probability is
improved by a factor of ∼5, due to higher statistics. A
new improved analytic model for the pulse-shape dis-
crimination parameter distribution, presented in Sec-
tion 5, is consistent with the data and provides a more
general framework than the previously used ratio-of-
Gaussians model from Ref. [6]. It has been applied to
the case of a much larger detector.
2. Experimental apparatus
The target volume of the DEAP-1 detector (shown
in Fig. 1) is a cylinder 28 cm in length and 15 cm in
diameter, containing 5.1 L (7 kg) of liquid argon at
about 87 K. It is defined by a 1/4-inch thick polymethyl-
methacrylate (PMMA) sleeve and two PMMA windows,
which were coated on the inside, using standard vacuum
deposition techniques, with a roughly 0.1 mg/cm2 thick
layer of the wavelength-shifter 1,1,4,4-tetraphenyl-1,3-
butadiene (TPB) [20]. The TPB shifts the 128 nm liq-
uid argon scintillation light to the visible range so that
it may pass the glass and acrylic windows. In order to
increase scintillation light collection efficiency, the out-
side of the acrylic sleeve is coated in TiO2 paint (Bi-
cron BC-620) for the first two datasets presented here
and wrapped in Gore R© Diffuse Reflector for the third
dataset.
The target volume is contained inside a cylindrical
stainless steel ultra-high vacuum shell with a 6-inch di-
ameter glass window on each end. An 8-inch long cylin-
drical PMMA light guide rests against each glass win-
dow. The stainless steel shell and part of each light
guide are located inside a 12 inch diameter PMMA acrylic
vacuum chamber, and further thermally insulated by
multi-layer super-insulation. The light guides are o-ring
sealed to PMMA flanges on the insulating acrylic vac-
uum chamber, and the outer light guide face is at lab-
oratory atmosphere and room temperature. A ETL 5”
9390B photo multiplier tube (PMT) is coupled to each
lightguide using Bicron BC-630 optical gel and operated
at room temperature.
The light guides allow the PMTs to be operated at
room-temperature by thermally insulating them from
the liquid argon target volume (the measured heat load
in this configuration is approximately 7 watts per light
guide) while at the same time transporting visible light
from the target volume. The lightguides also moderate
neutrons emitted from the PMT glass so that the back-
ground rate in the target volume is reduced. They are
constructed from UV-absorbing (UVA) acrylic to min-
imize potential backgrounds from Cˇerenkov radiation
generated by cosmic-ray muons.
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All detector components were selected to minimize
radioactivity in the target volume, in particular neu-
trons from (α,n) interactions in detector materials.
acrylic vacuum chamberacrylic sleeve LAr target volume
acrylic window
glass window ETL 5" PMT
acrylic light guide
stainless steel shell
28 cm
64.5 cm
15 cm
reﬂector
TPB coating
Figure 1: DEAP-1 detector configuration. Liquid argon is con-
tained in a stainless steel target chamber, which includes an inner
acrylic cylinder painted with or wrapped in diffuse reflector and
coated on the inside with TPB. Flow directions of liquid argon
and boil-off vapor are indicated with arrows. Scintillation light
from the liquid argon is wavelength-shifted by the TPB and trans-
mitted to PMTs operating at room temperature through PMMA
acrylic lightguides. The PMTs (5-inch ETL 9390B) are held
in place by spring-loaded polyethylene supports, which maintain
contact between the PMTs and lightguides.
The argon is cooled by passing it through a 50-foot-
long coil immersed in a liquid-nitrogen tower. The ni-
trogen is maintained at an absolute pressure of 32.5 to
33.5 psi. There is an auto-fill system connected to an
external 230 L Dewar to maintain nitrogen level. The
argon passes through a 1/4-inch tube to the neck of the
argon chamber. Argon which boils from the top of the
chamber flows in gas phase through an argon return
line to the top of the cooling tower, located above and
slightly to the side of the target chamber. During op-
eration the gas-phase flow rate of argon is 2.5 standard
litres per minute through the return line.
The absolute pressure of the argon chamber was typ-
ically 13 psia which corresponds to a temperature of
86.5 K. The temperature is higher in the argon cham-
ber than in the nitrogen tower because of heat loads
from conduction through the light guides, heating from
the residual gas in the insulating vacuum and heating
by conduction through metal components of the argon
chamber. These processes are described in [21].
At the top of the tower there is an argon inlet port
which is normally valved off. During fill ultra-high pu-
rity (grade 5.0) argon is passed through a SAES get-
ter [22] at rates between 5 and 12 standard litres per
minute. (The return line is valved off for fill forcing
the gas to pass through the cooling coil.) The argon at
the outlet of the purification system contains less than
1 ppb of impurities. For the underground dataset, an
additional charcoal trap [23], maintained at -110 C, was
used to remove the trace amounts of radon in the argon.
The target chamber is surrounded by a neutron and
γ-ray shield consisting of a minimum of two layers of
ultra-pure water in 12-inch cubical polyethylene con-
tainers, for a total water shielding thickness of 60 cm. A
Geant4 [24, 25] Monte-Carlo simulation showed that the
water shield is sufficient to reduce nuclear recoil events
in the liquid argon from external-source (α,n) neutrons
to less than one per year.
The data presented here come from three datasets:
67 days of operation in the surface laboratory at Queen’s
University without any overburden for cosmic-ray shield-
ing; and ' 1 month and ∼ 9 months of measurements
underground at SNOLAB [26] at a depth of 6000 meters
water equivalent. At that depth the cosmic-ray muon
flux passing through the detector is of the order of one
per year, reduced from approximately 10 per second at
Queen’s University. The first dataset at SNOLAB was a
period of testing of the data acquisition and optimiza-
tion of triggering. Between the first and second data
sets at SNOLAB the acrylic sleeve was replaced and
the bicron paint was replaced with Gore Tex reflector.
Details on data analysis (see Sec. 3.3), data-quality
cuts (see Sec. 3.4) and detector stability (see Sec. 4.2)
are included. The surface and two underground datasets
had similar light yield and comparable stability, which
justifies extracting the upper limit on pulse-shape dis-
crimination from the combined dataset, presented in
Sec. 4.4. For the sake of comparison with the ana-
lytic model, discussed in Sec. 5, surface and long un-
derground datasets are treated individually, in order to
better account for small differences in light yield, reso-
lution, noise parameters and associated systematic un-
certainties. The short underground dataset is not used
in detailed fitting to the model. We refer to the longer
underground dataset as “V1720 data” for reasons that
will be apparent in the next sections.
3. Data and analysis
3.1. Electronics and Trigger Configurations
Signals from the PMTs are sent to Phillips 778 am-
plifiers. One output of each amplifier is sent to a dig-
itizer, either LeCroy digitizing oscilloscope (1 sample
per ns) or CAEN V1720 board (1 sample per 4 ns),
that samples the waveforms for 10 µs, many times the
1.6 µs lifetime of the longest component of scintillation
light. The second output of the amplifier is passed to a
linear fan-out with one of the two outputs being used for
discriminator triggering and the other for more sophisti-
cated triggers. The discriminator for each PMT was set
at 5 mV, which corresponds to ' 0.25 of the mean sin-
gle photoelectron (SPE) pulse height. The “DEAP-1”
trigger is a signal above discriminator threshold within
±20 ns in both PMTs, corresponding to approximately
1 keVee, well below the region of interest for this study.
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The remaining output from the linear fan-out for each
PMT is passed to a summing amplifier and then to a
shaping amplifier with an integration time of 6 µs. This
summed signal is passed to a single-channel analyzer
(SCA) and used as a veto for events far larger in energy
than the region of interest. Cutting these high-energy
events allows us to increase the effective data-taking rate
by a factor of approximately 3. The DEAP-1 trigger
with this veto imposed is called the “DEAP-1 SCA”
trigger.
Figure 2: Calibration source geometry. The decay of 22Na is
tagged by γ’s in the back NaI PMT, the annulus detector, and in
DEAP-1, which allows a very low non-γ background for calibra-
tion of the pulse-shape discrimination.
The response of DEAP-1 to electromagnetic interac-
tions in the liquid argon is calibrated by a 10 µCi encap-
sulated 22Na source placed outside of the argon cham-
ber. The source emits a positron and a 1274 keV γ-ray.
The positron annihilates in the source container produc-
ing back-to-back 511 keV γ-rays. One of the 511 keV
γ-rays scatters in the argon.
For the dataset at Queen’s University we used two
additional detectors to “tag” the backwards going 511 keV
γ-ray and the additional 1274 keV γ-ray. The source
is placed on the axis of an annular NaI detector with
dimensions 3.75”×11.5”×12” (inner diameter × outer
diameter × length) to detect the 1274 keV γ-ray. The
annulus is divided into 4 sections along its axis with a
PMT on each section. The signals from the 4 sections of
the annulus are independently amplified (Phillips 778)
and discriminated (Phillips 705) with the threshold set
just below the 1274 keV peak. The outputs of the dis-
criminators are passed to a logical OR (Phillips 775 with
coincidence level 1) to generate the “annulus trigger”.
The four annulus sections also have a higher-energy dis-
criminator which is used as a veto on the annulus trigger
to reduce backgrounds from cosmic rays.
A cylindrical NaI crystal of dimension 3.25” × 3”
(diameter × length) coupled to a PMT is placed at one
end of the annulus. This PMT signal is amplified and
passed to a single-channel amplifier (Ortec 420) which
is centered on the 511 keV peak to detect the “back-
wards” going gamma ray. The “back PMT” trigger is
thus generated. The “global tag” is generated when an
annulus trigger and a back PMT trigger are coincident.
The geometry of this triple-coincidence tag is shown in
Fig. 2. The location of the source and back PMT are
optimized to maximize the coincidence rate with the an-
nulus. The distance between the source and the center
of the DEAP-1 detector was '17”.
For background runs and AmBe neutron calibration
runs the DEAP-1 trigger was used. (Some AmBe data
was also taken with the DEAP-1 SCA trigger to en-
sure that this trigger did not bias the acceptance of
high Fprompt events below 300 PE.) For
22Na data, runs
were taken with either the DEAP-1 trigger in coinci-
dence with the tag, or the DEAP-1 SCA trigger in co-
incidence with the tag. Runs using the DEAP-1 trig-
ger with the tag allowed the measurement of the light
yield at the full-energy 511 keV gamma peak whereas
runs with the DEAP-1 SCA trigger took advantage of
higher rate acquisition for PSD studies in the region of
interest [27]. The timing of the triggering is such that
approximately 1 µs of the waveform is recorded before
the leading edge of the event. Furthermore, in tagged
events, the leading edge of the waveform measures the
relative timing of the tag and the measurement of light
in the detector.
For the datasets at SNOLAB we used only the cylin-
drical NaI crystal to tag the “backwards” going gamma
ray. Because the mechanical constraints of the annu-
lus were removed we were able to position the source
' 13” from the center of the argon cylinder. In the first
underground dataset the location of the tagging PMT
was varied from run to run as the tagging was optimized.
The tagging NaI crystal was then kept at approximately
2” from the source for the V1720 dataset.
3.2. Data Flow
For the dataset at Queen’s University and the first
data at SNOLAB, the signal from each PMT is recorded
with a Lecroy digitizing oscilloscope (1 sample per na-
nosecond) at a “high-gain” setting of 50 mV/division.
When higher-energy signals are of interest the signals
are recorded at both the high-gain setting and a low-
gain setting of 500 mV/division on a second channel.
A Linux data-acquisition computer runs an event
builder that reads the files in real time and converts
them to a ROOT-based [28] format. The root-based
data files are automatically transferred to a disk farm
on the High-Performance Computing Virtual Labora-
tory (HPCVL) [29] for oﬄine analysis. For the triple-
coincidence calibration, the rate of scattering events in
5
the argon is approximately 10 kHz, the rate of back-
PMT and annulus coincidences is approximately 100 Hz,
and the triple-coincidence rate is approximately 20 Hz.
For the first dataset at SNOLAB, the oscilloscope
was used with 1 sample per 1, 2, or 4 ns depending on
the run. The V1720 dataset at SNOLAB was recorded
with a CAEN V1720 waveform digitizer recording 1
sample per 4 ns for 16 µs.
3.3. Analysis
Figure 3 shows PMT traces from a sample γ-ray
event in the region of interest from PSD calibration. A
linear baseline correction is applied waveform-by-waveform:
the baseline is found in the first 0.5 µs of the wave-
form trace. (This is done with an iterative procedure to
remove regions where random pulses occurred.) That
baseline is used to search for signals above threshold in
the final 4 µs of the pulse. Areas around these signals
are removed and a baseline is calculated at the end of
the pulse. A linear function is found from the two base-
line regions and subtracted from the total trace. The
mean of the waveforms in the pre-signal and late-signal
region were calculated and used as cuts in the analysis.
The leading edge for each signal is found using a volt-
age threshold of 5 mV, which corresponds to approxi-
mately one quarter of a photoelectron. The prompt
region of the pulse is defined from 50 ns before the edge
to 150 ns after the edge. The late region is defined from
150 ns to the end of the waveform, ' 9µs after the
leading edge. The total charge for each PMT for both
prompt and late regions is found and converted to units
of photoelectrons using the single photoelectron charge
calibration described below. Defining QA,Bprompt,late as the
number of photoelectrons (PE) in PMT A or B that
are prompt or late, and TotalPE as the total number of
photoelectrons in the entire waveform for both PMTs,
we write the fraction of prompt light as
Fprompt ≡
QAprompt + Q
B
prompt
TotalPE
. (1)
The relative signals in the two PMTs are used to recon-
struct the position of the event, Zfit, along the cylindri-
cal axis of the detector,
Zfit ≡ 35.2 cm× Q
A −QB
TotalPE
, (2)
where TotalPE ≡ QA,Bprompt + QA,Blate and 35.2 cm is the
distance from the center of the cylinder to the front
face of the PMT.
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Figure 3: A sample event from a 22Na PSD calibration run.
Shown are the recorded traces for each of the two PMTs, labeled
A and B. The shaded area shows the prompt region which begins
50 ns before the leading edge of the pulse and ends 150 ns after
the leading edge.
The Zfit variable was calibrated using only the back
PMT and the DEAP-1 detector with the back PMT
pulled farther back to precisely define the direction of
the forward gamma ray. The 22Na source and back
PMT were scanned along the axis of the detector, with
a typical calibration result shown in Fig. 4. The spatial
resolution depends on energy, and ranges from σ ≈ 1 cm
for high-energy alphas, through 5 cm at 511 keV peak
(approx. 1400 PE), to broader resolution of up to 10 cm
in 120–240 PE window.
Because background rates were highest near the ends
of the detector, a cut was performed in this analysis to
look only at events in the middle of the detector, thus
reducing the probability of an accidental coincidence be-
tween a tag and a high-Fprompt event. Example Zfit
distributions and efficiency of the Zfit-based cut will be
discussed later.
The time between leading edges δt for the two PMTs
is found. All data are passed through a cut requiring
|δt| < 20 ns. This cut eliminated a small number of
events in which the hardware trigger was satisfied but
the waveform was not characteristic of a single scin-
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Figure 4: Position of the 511 keV γ source along the detector
versus mean Zfit. The error bar on the source position corresponds
to the physical size of the source. Horizontal error bars on mean
Zfit come from the Gaussian fit to the data. Linear regression is
shown in red.
tillation event. This distribution is centered at a small
negative value that may be due to differing transit times
in the two PMTs or cable length.
The average leading edge time of the two PMTs,
tedge, is used in
22Na data to define a time window in
software for accepting events in DEAP-1 with respect
to the time of the back-PMT signal. For PSD analysis,
a cut is imposed that accepts only events whose leading
edge time is within 30 ns of the mean time as found by a
Gaussian fit to the distribution. This cut was defined to
include almost all legitimate coincidences while reducing
the time window for random pileup of tags with high-
Fprompt backgrounds, described later. Figure 5 shows
the timing distributions for a typical PSD run.
The mean charge from single photoelectrons (SPE)
is derived from these data. Using only pulses with a
low number of photoelectrons (below 200), we scan the
final 4µs of the pulses (high-gain channel only) looking
for signals crossing a threshold of 5 mV, compared to
a typical 20 mV height of an SPE pulse. These signals
are integrated from 5 ns before the threshold crossing
to 20 ns after the threshold crossing (a total of 26 sam-
ples). On a run-by-run basis these baseline corrected
SPE charges are collected in a histogram. The mean
charge is determined by the iterative procedure outlined
in Refs [30, 31] that finds the mean between 0.4 and 2.5
times the previous value until convergence is achieved.
Figure 6 shows histograms for a typical run. The mean
charges for the two PMTs are 1.73 and 1.82 pC, with
a variation throughout the running period of less than
4%.
The main advantage of the above method is speed
and robustness in tracking run-to-run variations even
on low statistics or noisy data, without any assumptions
about the shape of the distribution. For more accurate
absolute SPE charge calibration, additional information
about the SPE charge distribution is needed, in partic-
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Figure 5: The timing distributions for a typical surface dataset
run for events with 120 < TotalPE < 240 and Zfit in the central
20 cm of the detector. The vertical lines indicate the cut values.
For the top plot the cuts are always imposed at ± 20 ns. For the
bottom plot the mean value is determined by a Gaussian fit and
the cuts are imposed at the mean ± 30 ns.
ular about the under-amplified component of the SPE
spectrum, induced by photons hitting directly the first
dynode, which manifests as a low-charge shoulder on
the SPE peak, and generally overlaps with the pedestal.
As a cross-check, we exercised fitting the charge spec-
trum with an SPE model function chosen as a double
peak gamma distribution or a Gaussian function8. Ul-
timately, we assign 10% systematic uncertainty to the
absolute value of the mean SPE charge, which is mo-
tivated by comparison with results returned by other
SPE models.
The energy response is calibrated throughout the
data taking mainly with the 511 keV peak from 22Na.
8In later generations of DEAP-1 [32], supplied with larger 8 in.
Hamamatsu R5912-HQE PMTs, an LED pulser was installed to
address the systematic uncertainties in the SPE charge calibra-
tion.
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Figure 6: Single photoelectron spectra of the DEAP-1 PMTs,
used to calibrate the absolute light yield and number of detected
photons.
The position and the width of the 511 keV annihilation
peak is determined from a fit to a superposition of a
linear and a Gaussian function, as shown in Fig. 7.
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Figure 7: The spectrum from the 22Na source used for energy
calibration, zoomed in to show both the 511 keV annihilation
peak and its Compton edge. A model function consisting of the
first order polynomial (p0+p1∗x) and a Gaussian function is used
to fit the 511 keV peak and thus obtain an energy calibration.
The average light yield is approximately 2.8 ± 0.1 and
2.7 ± 0.1 photoelectrons per keVee for the surface and
underground datasets, respectively, where keVee is the
electron-equivalent energy. These numbers and uncer-
tainties were estimated from weighted average of the
22Na peak positions over the entire dataset (for further
details on the energy response stability, see Sec. 4.2).
The light yield has an additional 10% systematic uncer-
tainty from the SPE charge calibration, as discussed ear-
lier, and a downward systematic uncertainty of−0.2 PE/keVee
at 59.5 keV (decreasing toward higher energies) due to
a likely systematic over-counting of the number of pho-
toelectrons (see Sect. 5.1.3).
Light yield from 22Na calibrations is consistent with
results of routinely performed calibrations with the 59.5 keV
gamma from an Americium-Beryllium (Am-Be) source,
with the position of the Compton edges associated with
1461 and 2615 keV gammas from natural radioactivity
in the detector surroundings [23], and with 81 keV and
356 keV 133Ba lines [21].
3.4. Effect of Data-Quality Cuts
Data-quality cuts for the dataset taken underground
at SNOLAB with the V1720 digitizers were studied in
detail to ensure there was no bias in the Fprompt distri-
butions.
The cuts were optimized to decrease the relative
rate of accidental coincidences between tags and ran-
dom backgrounds based on detailed study of the back-
grounds in the detector. The cut conditions are given
below (some cuts used in the surface dataset differ from
the ones used in the V1720 underground dataset):
1. 120 < TotalPE < 240
2. −12 cm < Zfit < 10 cm in the V1720 underground
dataset or abs(Zfit + 1.8) < 10 cm in the surface
dataset.
3. |δt| < 20 ns (after time-zero calibration).
4. Leading edge time within ±20 ns of mean in the
V1720 underground dataset or within ±30 ns of
mean in the surface dataset.
5. Prompt and late charges for each PMT correspond
to a positive number of photoelectrons.
6. The mean value of the leading edge baseline is
within 1 mV of the mean for the run (eliminates
events with signal in the leading baseline from
pileup). The mean value of the trailing-edge base-
line is within 6 mV of the mean for the run.
The effects of cuts are shown in Figure 8 for 22Na and
Am-Be neutron events, and in Figure 9 for one full-
spectrum 22Na run, both recorded with the V1720 dig-
itizers. The numerical values of events after all cuts for
the Am-Be runs are shown in Tab. 1.
4. Results
4.1. Surface run
Data were collected with the DEAP-1 detector be-
tween August 20th and October 16th, 2007. A total
of 63,072,900 triple-coincidence 22Na calibration events
were recorded for the PSD analysis.
Figure 10 shows for these events the distribution of
Fprompt, defined as in Eq. (1), versus number of photo-
electrons. In this data set a hardware threshold imposed
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Figure 8: The Fprompt distributions for all SNOLAB 22Na data
(top) taken with the V1720 and for all Am-Be runs (bottom) taken
with the V1720 shown after the incremental imposition of the cuts
(enumerated in the text). For PSD running most high Fprompt
events are eliminated by ensuring that the timing between the
leading edge of the waveforms and the tag was as expected. The
dashed entries were cut by ensuring all charges had physical val-
ues. The remaining unfilled entries were removed with cuts on
the baseline values. One event, consistent with accidental coin-
cidence, remains above 0.7. For neutron data the cut efficiencies
are used in determining the neutron acceptance.
with the SCA restricts the high-photoelectron events to
approximately 300 photoelectrons. Analysis of neutron
calibration data shows that this does not remove high-
Fprompt (0.7 < Fprompt< 1) nuclear recoil events.
Figure 11 shows the Fprompt versus photoelectron
distribution for neutrons and γ-rays from an Am-Be
calibration source. We used this calibration dataset to
determine the region of interest in Fprompt for nuclear re-
coil events. The position of the mean from the Gaussian
fit (with Fprompt>0.65 restriction) in each bin is taken
as the 50% recoil acceptance threshold, while higher ac-
ceptance thresholds are derived from fitted mean and
standard deviation using Gaussian quantiles. This ap-
proach was chosen, as opposed to calculating the nuclear
recoil band quantiles directly from the data, in order to
avoid biases due to overlap with the electronic recoil
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Figure 9: The TotalPE distributions for a full-spectrum 22Na run
taken at SNOLAB with the V1720 electronics. Cuts are applied
incrementally, as in Fig. 8.
Fprompt< 0.7 Fprompt> 0.7
TotalPE 4.20× 106 2.54× 103
Zfit 3.23× 106 1.99× 103
δt 3.15× 106 1.99× 103
Leading-edge time 3.01× 106 1.86× 103
Charge 3.01× 106 1.86× 103
Baseline 2.99× 106 1.84× 103
Table 1: The number of events surviving each cut for Am-Be
calibration events is tabulated.
band in the lowest energy bins. Using the fitted mean
and sigma results in Fprompt corresponding to a given
acceptance that is: (1) consistent to 0.01 with quan-
tiles from the data for the entire 120–240 PE range and
(2) conservative, i.e. always lower than from the direct
method.
As shown in Section 5, we expect to use pulse-shape
discrimination for signals of approximately 120 photo-
electrons and above. We therefore pre-determined the
region of interest for demonstration of PSD to be 120–
240 photoelectrons and 0.7<Fprompt<1.0, correspond-
ing in DEAP-1 to approximately 43–86 keVee and a nu-
clear recoil acceptance of not less than 90% (uncertain-
ties on the nuclear recoil band position and width are
taken into account conservatively). Figure 12, which
shows the Fprompt distribution for γ-rays and nuclear
recoils for events between 120 and 240 photoelectrons,
was used to evaluate the PSD performance. We find
that none of the 16.7 million γ-ray events leak into the
nuclear recoil region, and infer from these data that the
PSD in liquid argon9 at 90% nuclear recoil acceptance
9Despite the fact that the 22Na deposited energy spectrum
is softer than 39Ar β spectrum, PSD for both event sources in
DEAP-1 is nearly the same (see Sec. 5.4).
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Figure 10: Fprompt versus energy distribution for the triple-
coincidence γ-ray events. The linear color scale (color online)
reflects the number of counts per bin of 0.005 by 1 PE size. The
region between 120–240 photoelectrons for Fprompt > 0.7 con-
tains no events. The threshold was set based on the projected
discrimination of 39Ar in the large detector (not based on this
data set).
is less than 6× 10−8.
We have also repeated this analysis with a lower pho-
toelectron threshold and higher Fprompt region. For a
neutron detection efficiency of 50%, there is one contam-
ination event observed between 70–240 photoelectrons
(approximately 25–86 keVee), for an observed pulse-
shape discrimination of 4.7× 10−8 in that range.
4.2. Detector stability
Several tests of detector stability were performed.
The light yield is approximately 2.8±0.1 and 2.7±0.1
photoelectrons per keVee for the surface and under-
ground run, respectively (see Figures 13 and 14). It
was stable within a few per cent throughout both run-
ning periods, although a slight degrading systematic
trend can be seen, which is factored into the uncertainty
through the weighted average.
Impurities in the argon can decrease the light yield
by absorbing UV photons or by quenching argon dimers
before they decay, thereby also decreasing the observed
lifetime of the triplet state in liquid argon [18, 33]. There-
fore, we measured the triplet lifetime in DEAP-1 over
the course of the run to check that impurities did not
build up in the detector over time and to look for pos-
sible correlations with the light yield.
We use 22Na calibration data to measure the triplet
lifetime. For each calibration run, we find all events that
Figure 11: Fprompt versus energy distribution for neutrons and
γ rays from an Am-Be calibration source. The logarithmic color
scale (color online) reflects the number of counts per bin of 0.02
by 5 pe size. The upper band is from neutron-induced nuclear
recoils in argon. The lower band is from background γ-ray inter-
actions. Gaussian fits to the Fprompt distribution are performed
separately for both bands, in each of 5 keVee slices of the spec-
trum from 15–200 keVee range for γ-ray and 20–200 keVee range
for neutron-induced events. Fits are constrained to 0.2–0.5 and
0.65–1.0 Fprompt ranges for electronic and nuclear recoils, respec-
tively, to avoid introducing significant biases due to the bands
overlap. Resulting most likely Fprompt values are shown as black
and yellow points for the lower- and upper-band, respectively. The
change in the mean Fprompt values when going to lower energies
likely dominated by a systematic effect (see Sec. 5.1.3).
pass the data cleaning cuts and contain over 200 photo-
electrons. The raw traces for these events are aligned ac-
cording to the measured trigger positions and summed.
We then fit the following model to the average trace
between 500 and 3000 ns from the trigger:
f(t) = A exp(−t/τ3) +B, (3)
where A is a normalization factor, τ3 is the triplet life-
time and B is a constant baseline term. There are sys-
tematic effects associated with the linear baseline cor-
rection discussed in Section 3.3, which motivated in-
cluding only the 500–3000 ns region in the fit, as in the
later part of the average trace the exponential decay
trend becomes skewed.
As a consistency check, we measured τ3 for photo-
electron bins of size 200 between 200 and 1600 pho-
toelectrons and did not observe any systematic effect
from the signal size. We estimated the size of the error
associated with both the baseline correction and the fit
window to be 40 ns by changing the start and end times
of the fit by 500 ns. We performed the fit for both cor-
rected and uncorrected traces and estimated the size of
the error associated with the baseline to be 50 ns. We
added the two estimated systematic errors to determine
a combined systematic error of 60 ns.
The measured lifetimes over the course of the run for
traces without the baseline correction are shown in Fig-
ures 15 and 16, in which the error bars shown are statis-
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Figure 12: Fprompt distribution for 16.7 million tagged γ-ray
events from the 22Na calibration between 120 and 240 photoelec-
trons, i.e. approximately 43–86 keVee (blue squares). Also shown
is the distribution of nuclear recoil events from the Am-Be calibra-
tion (γ-ray events from this source are not shown), normalized to
the total number of 100 events (red crosses). Bin widths for γ-ray
and nuclear recoil event distributions are 0.005 pe and 0.01 pe,
respectively. No γ-ray events are seen in the nuclear recoil region.
tical only. We measure the average long time constant of
1.46±0.06 (syst.) µs and 1.38±0.06 (syst.) µs in the sur-
face and the V1720 underground datasets, respectively,
consistent with other reported values [12, 18, 19].
The overall increase of the impurity level through-
out the run would manifest as the triplet lifetime de-
crease. We do see a slight trend in the surface run,
which is below the absolute systematic accuracy of the
measurement, therefore does not affect the uncertainty
on the global run average quoted above. It is consistent
with the time constant decrease of 0.45±0.07 ns per day.
Based on a simple relation
Fprompt =
I1 + α
′I3
I1 + I3
, (4)
where α′ = 0.09 is the fraction of the triplet light mea-
sured in the prompt region of the pulse and I1 and I3 are
singlet and triplet intensities, respectively, the expected
mean Fprompt shift due to this effect is approximately
2% over 60 days of running and has no consequences for
further analysis, as (a) it would not change the num-
ber of leakage events in the PSD region of interest (b)
in the analytical model a dispersion parameter, b, ac-
counts for this instrumental effect, and (c) we verified
that the mean Fprompt for electronic and nuclear recoils
within each dataset remains stable within ±1% with re-
spect to the global run average and that the PSD cut
(0.7<Fprompt<1.0) corresponds consistently to the nu-
clear recoil acceptance of not less than 90%.
Light yield reduction caused by the time constant
shortening observed in the surface run is not expected to
exceed 2%, and can only partially explain the reduction
in light yield for that run. The above, together with
good triplet lifetime stability in the underground run,
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Figure 13: Light yield stability during the surface run. The aver-
age light yield is 2.8 ± 0.1 photoelectrons/keVee, indicated with
the dashed red line. For each point shown are only the statistical
uncertainties coming from the fit to the 22Na peak and used to
calculate the weighted average. The scatter of the data points is
within the systematic uncertainty of the single photoelectron cal-
ibration. An indication of a degrading trend equivalent to light
yield loss of (1.9±0.4)×10−3 photoelectrons/keVee/day is seen
(red solid line).
suggests additional sources of the light yield reduction,
such as the deterioration of detector optics or drifts in
the PMT gains, imperfectly corrected for with the single
photoelectron charge calibration.
The main purpose of the energy calibration with the
22Na source is determination of the absolute energy win-
dow in keVee, where the limit on pulse-shape discrimi-
nation (always derived for the nominal 120–240 photo-
electrons region) is valid. The appropriate average light
yield value is used for each dataset and, in addition to
this, in order to account for the hints of light yield drift,
we assign a systematic uncertainty to the absolute en-
ergy scale, which reflects the difference in light yield
between the beginning and the end of the data taking
period.
Thus, for the surface run we establish the position
of the absolute energy window as 43–86 keVee with 4%
systematic uncertainty and for the underground run as
44–89 keVee with 6% systematic uncertainty. When re-
porting the PSD limit from the combined dataset we
will use the energy window position relevant for the un-
derground run, as it conservatively covers both cases.
4.3. High-Fprompt backgrounds in the surface run and
at SNOLAB
There is a a non-zero probability of a random co-
incidence between genuine nuclear recoils and double-
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Figure 14: Light yield stability during the run at SNOLAB. The
average light yield is 2.7 ± 0.1 photoelectrons/keVee, indicated
with the dashed red line. For each point shown are only the sta-
tistical uncertainties coming from the fit to the 22Na peak and
used to calculate the weighted average. The scatter of the data
points is within the systematic uncertainty of the single photoelec-
tron calibration. An indication of a degrading trend equivalent
to light yield loss of (1.5±0.2)×10−3 photoelectrons/keVee/day
is seen (red solid line).
or triple-coincidence tags. A second source of high-
fprompt backgrounds which are linked to the calibra-
tion source will be discussed in Sec. 5.1.4. The nuclear-
recoil backgrounds are dominantly coming from alpha
decays occurring on the inner detector surfaces (with
the nuclear recoils depositing energy in liquid argon and
alphas entering the chamber wall) and from alphas scin-
tillating in liquid argon in areas of the detector where
the light collection is poor (gaps between acrylic sleeve
and windows, neck of the detector). Significant efforts
were made to investigate and reduce both types of high-
Fprompt events, which is discussed in detail in Ref. [32].
High-Fprompt backgrounds are evaluated using the
DEAP-1 trigger without any calibration sources present.
Figure 17 shows the Zfit distribution of high-Fprompt
background events, compared to that of 22Na calibra-
tion γ-ray events. Also shown for reference is the Zfit
distribution of high-Fprompt background events with the
DEAP-1 detector operating underground at SNOLAB.
The reduced backgrounds underground allowed a more
sensitive measurement of PSD in argon, described in
Section 4.4. The average background rate in the region
of interest (120–240 photoelectrons) measured for the
surface data is 4.6± 0.2 mHz, constant throughout the
run as shown in Fig. 18. The rate was 1.01 ± 0.1 mHz
for the first underground dataset and 0.29 ± 0.04 mHz
for the V1720 dataset.
With the triple-coincidence tag, the measurement on
surface is limited by random coincidences between the
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Figure 15: Measured lifetime of the triplet component in liquid ar-
gon during the run on surface. Uncertainties shown are statistical
only. The averaged long time constant is 1.46±0.06 µs (dashed
line). The first data point lies significantly above the average
value, which can be attributed to initial instability during the
detector start up period. The scatter in the data points is con-
sistent with the systematic uncertainty of the measurement. A
slight decreasing trend is seen, corresponding to the time con-
stant decrease of 0.45±0.07 ns per day, if excluding the first data
point (solid line).
global tag (back-PMT and annulus) and high-Fprompt
background events in DEAP-1. The rate of high-Fprompt
pileup during the γ-ray calibration run is
Rbkg = RtagRn∆t, (5)
where Rtag is the global tag rate, Rn is the rate of high-
Fprompt background events measured in DEAP-1 and
∆t is the width of the time window from the software
data-quality cut.
The achievable PSD can be found by dividing Rbkg
by the rate of data acquisition in the energy region of
interest (ROI), RROI:
Dbkg =
Rbkg
RROI
=
RtagRn∆t
RROI
. (6)
Dbkg is thus the discrimination level where we would
expect to find one background event. Table 2 shows
the relevant parameters and the result from calculating
Dbkg, and it is below the discrimination level demon-
strated in this work.
4.4. Underground run at SNOLAB
After completion of the data runs at surface the de-
tector was reassembled underground at SNOLAB. The
data presented here was from two datasets: a smaller
set collected in October 2008 and a larger set collected
between February and December 2009. The larger set
corresponds to the generation 1 detector described in
[32].
The high-Fprompt background rate in the larger dataset
was reduced by a factor of approximately 4.5 in the
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Figure 16: Measured lifetime of the triplet component in liquid ar-
gon during the run at SNOLAB. Uncertainties shown are statisti-
cal only. The averaged long time constant is 1.38±0.06µs (dashed
line).
Table 2: Background from random coincidence between the global
tag and high-Fprompt background events in the argon. Rtag is
the coincidence rate between the annulus and back-PMT with
the 22Na source in place (back-PMT rate alone for the under-
ground data), ∆t is the coincidence time window imposed by the
analysis, Rn is the rate of high-Fprompt background events in the
liquid argon, RROI is the rate of triple-coincidence events (double-
coincidence for the underground data) and Dbkg is the PSD level
where one radon-coincidence background event is expected. The
numbers for the first underground dataset (labeled UG scope) are
approximate in this table as discussed in the text.
Variable Surface UG scope UG V1720
Rtag (Hz) 1000 7200 6000
∆t (ns) 60 40 40
Rn (mHz) 4.6 1.01 0.29
RROI (Hz) 18 74 40
Dbkg 1.53×10−8 '4×10−9 1.74×10−9
first underground dataset and a factor of 15 in the sec-
ond, relative to surface values. This allowed for a more
sensitive measurement of PSD in argon. The detector
response including light yield for the surface, short un-
derground and long underground datasets were similar.
In the first underground dataset the setup was sim-
ilar to surface with three exceptions. First, the tag for
the 22Na source was only the back PMT and the annulus
was not used. Second the 22Na data-taking runs were
performed with the PMT waveform sampling frequency
varied between 1000, 500 and 250 MHz throughout the
dataset. Third, the distance between the tagging PMT
and the source was varied within the dataset to optimize
signal to noise.
In the large underground dataset the waveform dig-
itization was performed with CAEN V1720 250 MHz
waveform digitizers, which allowed to reduce dead time
and significantly increase the data taking rate. The
V1720 dataset underground was collected with a new
inner acrylic detector chamber and new TPB coatings
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Figure 17: Comparison of Zfit distribution for γ-rays from the
22Na data, and for high-Fprompt backgrounds during the surface
run (labeled “Surface background”), where the offset between Zfit
value and the position in the detector has been subtracted. Also
shown, for reference, is the distribution of high-Fprompt back-
ground events with the detector operating underground at SNO-
LAB.
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Figure 18: High-Fprompt background event rate versus time. The
average background rate is 4.6± 0.2 mHz.
which reduced background rate.
Because the light yields are similar, the expected
PSD response should be the same from 120 to 240 pe.
Figure 19 shows the Fprompt distribution for represen-
tative runs on surface, underground using the original
DAQ and underground using the V1720. The distribu-
tions look similar, however the V1720 data is shifted by
a few per cent towards lower Fprompt values. This shift
is attributed to different systematic late and prompt pe
counting offsets, which are discussed in Sec. 5.1.3. Ad-
ditionally, about 1% shift can be attributed to improved
energy resolution of the detector used for the V1720 run
derived from an improved baseline algorithm, which ef-
fectively reduces the number of low energy events mea-
sured in the region of interest.
The short underground dataset was taken with some
variation in data acquisition. It is included in the his-
13
togram of the combined dataset but it is not used for
detailed analysis of the shape of the Fprompt distribution
in subsequent sections.
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Figure 19: Fprompt distribution, normalized to unity, for represen-
tative runs on surface (blue line), underground using the original
DAQ (black line) and underground using the V1720 (red line).
The PSD cut (0.7<Fprompt<1.0) for all three runs
corresponds consistently to the nuclear recoil acceptance
of not less than 90%, which allows us to combine them
as below in order to extract the PSD limit. In the next
section they will be considered separately for the sake
of comparison with the analytic model.
Background runs using the DEAP-1 trigger only were
used to measure rates of high-Fprompt events between
120 and 240 pe. Based on Eq. (5), from the background
and tagging rates one can determine the number of ac-
cidental coincidences of high-Fprompt events in the data
set (see Table 2).
The surface data set comprised 1.7× 107 events be-
tween 120 and 240 pe with an expected pile-up back-
ground of 0.26. The first underground data set com-
prised 2.2 × 107 events with an expected background
of 0.07 events. The second underground run with the
V1720 digitizers comprised 8.5× 107 events with an ex-
pected background of 0.15 events. These numbers are
slightly different than in Table 2 because they account
for run-to-run variation in tagging and trigger rates
within the datasets. Thus the total expected pile-up
background is 0.48 events and the probability of obtain-
ing one or more pile-up events is 38%. The entire PSD
data set at ∼2.7 pe/keV (surface and underground) is
shown in Fig. 20 and Fig. 21. There is one event at high
Fprompt, which is consistent with random pile-up with a
background event (such as a nuclear recoil coming from
a decay on the detector surface, or a degraded alpha).
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Figure 20: The combined PSD data set from surface and under-
ground runs at ∼2.7 pe/keV.
Figure 21: Fprompt versus energy distribution for the com-
bined PSD data set containing triple- and double- coincidence
γ-ray events, in surface and underground runs, respectively, at
∼2.7 pe/keV. The region between 120–240 photoelectrons for
Fprompt> 0.7 contains one contamination event, marked with a
red circle.
The above values are used together with the back-
ground expectations to evaluate 90% C.L. upper lim-
its assuming the number of measured leakage events is
Poisson distributed (using a standard method described
in Ref. [34]). The results relevant for 90% nuclear re-
coil acceptance (0.7<Fprompt<1.0) are: <1.4×10−7 and
<3.3×10−8 for surface and underground runs, respec-
tively, or<2.7×10−8 for both runs taken together. While
this result is based on 22Na calibration, no significant
difference in PSD power is expected for 39Ar β events
(see Sec. 5.4).
5. Analytic model for discrimination power
We developed a model that describes the probabil-
ity R(f ;Npe) to find Fprompt value f at TotalPE Npe,
14
outlined in Appendix A through Appendix C.
The model takes as inputs the probability distribu-
tions for the number of prompt and the number of late
PE detected in response to an interaction with a particle
of a given energy. For our dataset, we use beta-binomial
distributions as per Eq. (A.13), convolved with a Gaus-
sian.
The beta-binomial distribution is a binomial distri-
bution where the binomial probability p is itself a ran-
dom variable distributed as the beta distribution. An-
other way to interpret this is that the mean of the bi-
nomial distribution governing how many prompt or late
PE are recorded for an event is not fixed, but picked
randomly from a beta distribution for each event. The
binomial probability in this case is the probability to
turn a photon emitted in the interaction into a photo-
electron, or in other words to detect it. The expectation
value for p must be p¯ ' 2.7/40 - the detector light yield
divided by the photon yield in argon. By randomly
varying p as a beta distribution we account for changes
in the light detection probability with event position
and with time. Since in DEAP-1 the detection proba-
bility is so small, this step dominates the distribution
over the original binomial distribution of the number of
prompt and late photons emitted. We refer the reader
to Appendix A.4 for further discussion of this distribu-
tion.
The Gaussian distribution convolved into the beta-
binomial models the noise affecting the PE-counts in the
prompt and late windows due to the read-out electron-
ics and uncertainty in the SPE charge calibration, with
the combined standard deviations of σes,p or σes,l. The
final form of the uncorrelated prompt-PE and late-PE
distributions is then
PE(np) =
∞∑
n′=0
BetaBin(n′;µp, p¯, b)
× 1√
2piσes,p
e
− 12
(
n′−np
σes,p
)2
(7)
LE(nl) =
∞∑
n′=0
BetaBin(n′;µl, p¯, b)
× 1√
2piσes,l
e
− 12
(
n′−nl
σes,l
)2
(8)
where µp and µl are the mean values of the uncorrelated
distributions and b is a shape paramter (a measure of
the dispersion beyond the pure binomial case).
The total variances of these distributions are, using
Eq. (A.14):
σ2p = σ
2
es,p + (1 + 1/b)µp (9)
σ2l = σ
2
es,l + (1 + 1/b)µl (10)
From these uncorrelated distributions, we build the
conditional distribution to have np prompt PE given the
event has Npe TotalPE, for events of energy E:
P ′E(np;Npe) = PE(np) ·LE(Npe − np) (11)
Since our calibration source is not mono-energetic,
we build the sum over all energies, Eq. (A.10), where
we approximate the probability to detect an event of
energy E at Npe TotalPE, TE(Npe), as a Gaussian with
width
σ2t = σ
2
p + σ
2
l (12)
and mean
µt = µp + µl = E ·Y (13)
where Y the light yield.
Window noise of width σw is folded into the distri-
bution as explained in Appendix A.4.2.
The conditional distribution for np prompt PE is
then
P ′(np;Npe) =
∞∑
n′p=0
∞∑
µt=0
P ′E(n
′
p;Npe) ·N(µt)
× 1√
2piσt
e
− 12
(
Npe−µt
σt
)2 1√
2piσw
e
− 12
(
n′p−np
σw
)2
(14)
Eq. (14) is turned into a distribution for the Fprompt
variable by variable transformation np = f ·Npe:
R(f ;Npe) = Npe ·P ′ (np = f ·Npe;Npe) (15)
It is a function of the means µp, µl and widths σp, σl
of the uncorrelated prompt-PE and late-PE distribu-
tions, modified by the energy spectrum of the source
and by window noise.
5.1. Comparison with data
The model from Sec. 5 was fit to the Fprompt vs
TotalPE histogram (Fig. 10) for the underground and
surface data sets. Due to the large computational re-
sources required to perform the 2D fit over all TotalPE
bins, 12 1-PE wide slices every 20 PE, from 60 to 280
PE, were selected from the 2D distribution and the 2D
fit included only those slices. In addition to the 8 overall
fit parameters, each TotalPE slice has an individual nor-
malization parameter in the fit. To describe the Fprompt
distribution for a range of TotalPE bins, the distribu-
tions of the individual TotalPE bins in the range were
added together, where the normalization parameter for
each bin was taken from the bin in the range that was
included in the fit.
The start values and parameter ranges of the fit were
determined using further instrumental inputs and con-
strains described in this section.
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5.1.1. Noise terms and energy resolution
The uncertainty in the counting window of approxi-
mately 30 ns leads to an uncertainty in the late photo-
electron count of up to win = 2.5%, hence in Eq. (11)
σwin 6 0.025 ·µt(1− F¯p).
The detector hardware’s non-uniformity contribu-
tion, b from Eq. (7), is unconstrained.
The SPE noise contribution for 1 PE is estimated to
be spe = 0.34 from the SPE histogram shown in Fig. 6
by fitting a Gaussian to the SPE spectrum and taking
spe = σ
P
spe/µ
P
spe. It goes with the measured number of
photoelectrons such that σ2spe = 
2
spe ·Npe.
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Figure 22: Prompt (top left panel) and late (top right panel)
electronic noise components from a run triggered with a random
pulser, each fit with a Gaussian function (red line), with 0.07 PE
and 0.7 PE wide bins, respectively. These contributions are rep-
resentative of the noise generated by the hardware electronics and
analysis algorithms. The late light, integrated over a 10 µs win-
dow is more susceptible to electronic noise than the short prompt
window. Prompt and late electronic noise components are corre-
lated (bottom panel).
Electronic noise of σelec,p=0.58 photoelectrons in the
prompt window and σelec,l=7.0 photoelectrons in the
late window are measured by triggering the detector
with an external pulse generator and analyzing the PMT
traces, as shown in Fig. 22. Both noise contributions
are significantly correlated (with correlation factor of
ρLPelec ≈0.5). The correlation in the noise introduces a
small correlation between PE and LE , which is disre-
garded. Since this correlation is positive and generally
moves events between TotalPE bins, it is not of the same
quality as the window noise and cannot be treated in the
same framework.
In the V1720 underground dataset, an additional
zero-suppression step was used in order to remove pe-
riodic low-amplitude noise picked up by the electronics
and not seen in the previous dataset. The zero-suppres-
sion algorithm also significantly suppressed electronic
noise in general, however, a discontinuous profile of the
residual noise does not translate into a meaningful mea-
surement of σelec to use as the analytic model input and
benchmark against 22Na data.
The electronic and SPE noise add up to the noise in
Eqs. (7) and (8)
σ2es = σ
2
elec + σ
2
spe (16)
and the total variance of these distributions is then
σ2 = σ2BetaBin + σ
2
spe + σ
2
elec (17)
or written out
σ2p = (1 + 1/b+ 
2
spe)F¯pµt + σ
2
elec,p (18)
σ2l = (1 + 1/b+ 
2
spe)(1− F¯p)µt + σ2elec,l (19)
where we made use of Eq. (A.14).
The energy resolution function employed in the model
is composed from the prompt and late noise as shown
in Eq. (12).
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Figure 23: Energy spectrum from the 22Na dataset taken at SNO-
LAB with V1720.
5.1.2. Energy spectrum
The measured spectrum over the energy scales of in-
terest is shown in Fig. 23. The simulated spectrum of
raw energy deposit in the detector from 22Na calibra-
tion source gammas is to a good approximation flat over
the 120–240 photoelectron region. The measured spec-
trum varies by only about 13% for events of 120–240
photoelectrons, though is heavily dependent at lower
energies. This is partially due to a large fraction of low
energy events not passing the data cleaning cuts [21].
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A flat spectrum was used in the model Eq. (14). The
systematic difference introduced in this step was deter-
mined by comparing the analytic model results when
using the empirical and when using the flat spectrum
for N(E) and found to be negligible, see Sec. 5.4.
5.1.3. Systematic PE counting error
We observe an upturn of the mean of the Fprompt
distribution for electron-recoil events toward lower To-
talPE, as seen in Fig. 11. This upturn can be explained
by a number of effects including: argon scintillation
physics, a Prompt PE-dependent trigger efficiency, or
a systematic error in PE counting. We built models
for each of these three effects and found that the model
where all of the observed upturn is accounted for by a
systematic mistake in counting the number of prompt
and the number of late PE describes our data best. We
however include the model where the upturn is due to
argon scintillation physics for comparison in Fig. 34.
The systematic counting error hypothesis is moti-
vated by the behaviour of the means, µ′p and µ
′
l, of
the conditional prompt-PE and late-PE distributions10,
which as shown in Fig. 24 is linear between 50 and
300 PE with a non-zero x-axis intercept. This is ex-
pected from a model, detailed in Appendix C, in which
the observed number of prompt and late PE are equal
to a true number plus an offset11, while the true under-
lying mean of the Fprompt distribution is constant with
energy.
The systematic over-counting hypothesis is further
cross-checked by studying how the variances of the cor-
related distributions behave with the distribution mean
and with TotalPE, shown in Fig. 25 overlaid with the
model prediction from Eq. (C.17). A Gaussian approxi-
mation to the uncorrelated distributions is used and no
energy convolution was applied except in the top panel
of Fig. 25. This explains some of the observed discrep-
ancy with the model. We also tried to describe the
TotalPE-dependence of the distributions’ variances us-
ing a general polynomial noise function, while assuming
the measured values of prompt and late PE, and thus
TotalPE, are correct. This function required an unphys-
ical negative noise value for at least one of the polyno-
mial terms to adequately fit the data, indicating that
the data is significantly influenced by an instrumental
effect. The over-counting model fits the observed vari-
ances without any unphysical noise terms.
The model lines are drawn with the same parameters
used to describe the Fprompt distributions and summa-
10The correlated distributions, Eq. 14 for prompt and equiv-
alent equation for late-PE, are what is directly measured in the
experiment, and thus their means can be directly calculated from
the data. For Gaussian free parent distributions, the relation
between the means of the correlated and free distributions is cal-
culated in Appendix B.
11We assume the SPE charge calibration is correct and include
the possibility that it is slightly wrong as a systematic uncertainty
in the model, so it is not considered here.
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Figure 24: The mean of the Fprompt distribution (top) and
means of the prompt-PE and late-PE distributions (bottom) in
each bin of TotalPE (V1720 data). The expectation based on
model parameters used to describe the Fprompt distribution, using
Gaussian approximations and without convolution over energy, is
drawn as a solid line.
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Figure 25: The variances of the prompt-PE and late-PE distri-
butions in each bin of TotalPE (top) and versus the mean of the
distribution (bottom). The expectation based on model param-
eters used to describe the Fprompt distribution, using Gaussian
approximations, is drawn as a solid line. The top plot includes
the effect of a convolution over the energy spectrum.
rized in Tab. 3, and are consistent with our data. We
henceforth assume that in the energy range of interest
here, the true mean Fprompt is a constant, while the ob-
served mean Fprompt has a TotalPE-dependent bias due
to a systematic counting error in the number of prompt
and late PE.
5.1.4. Pileup and 22Na induced backgrounds
In Sections 4.3 and 4.4 the probabilities of random
coincidences between the global tag and high-Fprompt
ROI events in argon were discussed for both runs. Also
present in the data are prompt events with energies
lower than∼60 PE, which originate mainly from Cˇerenkov
emission in PMT glass and lightguide acrylic, dark noise
and, potentially, from discharges in the PMTs.
Random coincidences of genuinely tagged 22Na events
with such low energy events add extra photoelectrons
to the signal in one or both PMTs, can pass the basic
cuts, and can measurably affect the low-Fprompt tail of
the Fprompt distribution. This effect is not included in
the analytic model and can lead to discrepancies with
the data at lower Fprompt values. It is negligible in the
high-Fprompt tail.
The 1.27 MeV γ from the 22Na source itself can
Compton scatter in acrylic or glass creating prompt
Cˇerenkov light simultaneous with genuine γ-induced scin-
tillation event in liquid argon, effectively shifting the
event towards higher Fprompt values. This has negligi-
ble effect on the low-Fprompt tail, but can influence the
leakage probability at higher Fprompt values.
A two-stage simulation was used to compute the ef-
fect on the Fprompt distribution due to the radioactive
source-related coincidences. The first stage was a sim-
ulation of 22Na decays in a realistic Geant4 model of
DEAP-1, which included the NaI crystal used for tag-
ging, shielding configuration, as well as all details of the
detector itself, in particular the wavelength-dependent
optical attenuation of UVA acrylic, measured ex-situ12.
From this simulation, the spectrum of those Cˇerenkov
events was produced which occur in coincidence with
tagged events of 120–240 PE that still pass data selec-
tion cuts. Deposition of approximately 511 keV energy
in NaI was set as the tagging criterion, consistent with
discriminator settings in the experiment.
The second stage was a fast toy Monte Carlo with
logic equivalent to that of the analytic model, i.e. us-
ing the model spectrum and beta binomial probabil-
ity distributions to draw numbers of detected prompt
and late PE13 and then smearing them with respective
12This effect was first recognized in a later DEAP-1 detector
generation which was built using UV-transmitting acrylic so that
the Cˇerenkov light yield was increased [35, 36] and the effect there-
fore more apparent.
13A more elaborate scintillation model taking into account
partition of deposited energy between excitation and ionization
quanta and recombination was also tried, following the approach
used in NEST [37]. It agreed with the simpler model inside of the
parameter space explored in this work.
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Gaussian noise terms, parameterized as in Tab. 3. PE
counts were then randomly generated with the Cˇerenkov
spectrum from the first step and added to the number
of detected prompt PE.
Simulation results are compared with the data in the
next section.
5.2. Results
The model parameters that best describe both the
behaviour of the prompt-PE and late-PE distribution
means and variances as well as the Fprompt distribu-
tion versus TotalPE, are summarized in Tab. 3, together
with their expected ranges from independent measure-
ments. The σelec,p was kept fixed at 0.57 PE (surface)
or 0.5 PE (underground) since a small change here has
little effect and numerical stability of the model was
better that way. The SPE calibration was also fixed in
the fit. For the V1720 dataset the systematic effect of
varying the SPE calibration in the fit was studied, and
the maximum resulting change to the fit parameters is
quoted in brackets.
Surface Underground
Fit Expected Fit Expected
F¯p 0.300 – 0.282 (+0.001) –
δp [PE] 6.1 – 6.57 (+0.2) 6.0–7.0
δl [PE] 5.3 – 3.96 (
+1.3
−0.2) 2.0-3.8
spe 0.26 0.34 0.25 (+0.14) 0.34
win 0.016 <0.025 0.016 (-0.008) <0.025
σelec,p [PE] 0.57 0.57 0.5 <0.57
σelec,l [PE] 6.6 <7.0 2.26(-0.7) <7.0
b 1.86 – 1.65 (+0.25−0.35) –
Table 3: Fit results and independent measurement expectation
for the surface and underground Fprompt versus TotalPE data.
Numbers in brackets are the maximum amount of systematic shift
that comes with changing the SPE calibration by ±10%.
The model overlaid on the data is shown in Figs. 26
and 28 for the TotalPE region 60–120 photoelectrons,
and in Figs. 27 and 29 for the TotalPE region 120–240
photoelectrons, for the surface and V1720 underground
datasets respectively. Fig. 30 shows the model and data
in 10 PE bins between 60 and 270 PE for the under-
ground dataset.
The analytic model describes the measured Fprompt
versus TotalPE distribution from 60 to 280 photoelec-
trons and 0.28 to 1.0 Fprompt with reduced χ
2 of 3.1
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Figure 26: Comparison of the surface run data and the analytic
model in the region 60–120 photoelectrons (approximately 21–
43 keVee). Dashed vertical line with an arrow indicates the fit
range.
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Figure 27: Comparison of the surface run data and the analytic
model in the region 120–240 photoelectrons (approximately 43–
86 keVee). Dashed vertical line with an arrow indicates the fit
range.
(surface) and 2.0 (underground) for a fit performed as
explained in Sect. 5.1.
The region below Fprompt of 0.28 was excluded from
the fit. The distribution in this region is affected by cut
and trigger efficiencies, as well as pileup. At lower en-
ergies, as in Figures 26 and 28, this may remove events
with comparatively low number of photoelectrons in the
prompt window or add additional pileup events, with
non-trivial dependence on run conditions (such as back-
ground rate and spectrum) as well as on cuts. As this
was not studied in detail, it is not clear which of the
two effects should dominate. At higher energies, the
effect of pileup with low energy backgrounds adds ad-
ditional events below Fprompt of 0.28. It is noticeable
around 0.1 Fprompt above 180 PE in Fig. 30, where the
PSD distribution is narrow enough that the additional
events separate out clearly. This low-Fprompt region is
19
 projection at 60 to 120 PEpromptF
0.0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9
 
Co
un
ts
-110
1
10
210
310
410
510
610
710
Data, 60 to 120PE
Analytic model.
Figure 28: Comparison of the SNOLAB V1720 data and the an-
alytic model in the region 60–120 photoelectrons (approximately
22–44 keVee). Dashed vertical line with an arrow indicates the fit
range.
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Figure 29: Comparison of the SNOLAB V1720 data and the ana-
lytic model in the region 120–240 photoelectrons (approximately
44–89 keVee). Dashed vertical line with an arrow indicates the fit
range.
not further studied as the position of the distribution
peak and the high-Fprompt tail are the relevant mea-
sures for determining the leakage into the nuclear-recoil
region.
The fit between model and data is not equally good
in all energy bins. The individual p-values above 0.28
Fprompt for a number of 1 PE wide TotalPE bins are
shown in Tab. 4 for the V1720 underground dataset.The
model does not account for coincidences from events
caused by the 22Na source, so it is not expected to
match the data perfectly. The model adequately de-
scribes the data in the region of interest 120–240 PE,
and diverges toward lower and higher TotalPE. The re-
gion below about 100 PE is very sensitive to effects from
photoelectron counting errors and to the event energy
spectrum, and the region above 200 PE is very sensi-
tive to the absolute value of the noise terms, which are
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Figure 30: The Fprompt distribution from the underground run
data shown separately for each of six energy bins, as indicated on
the plots. Dashed vertical lines indicate the lower limit of the fit
range.
strongly correlated with the photoelectron counting er-
ror at lower PE. The noise contributions as a function
of TotalPE are parametrized in the noise model which
may not be adequate anymore at these PE ranges.
Despite fair p-values for individual TotalPE bins in-
side of the 120–240 PE region, when all these bins are
stacked together there is a clear excess of events above
Fprompt=0.58, which is visible in Fig. 29. In Sec. 5.1.4
a Cˇerenkov type background was discussed, which, as
shown below, included in a simulation reproduces this
excess. Because of computational complexity the Cˇerenkov
contribution was not included in the analytic model and
could not be used for fitting.
To represent the discrimination power graphically, we
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Table 4: Model match above 0.28 Fprompt in individual 1 PE wide
bins for the V1720 underground dataset (see text).
TotalPE bin p-value
60 2× 10−18
80 4× 10−4
100 2× 10−5
120 6× 10−4
140 0.02
160 0.23
180 0.02
200 0.16
220 0.02
240 5× 10−4
260 1× 10−4
280 4× 10−8
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Figure 31: Pleak distributions from
22Na calibration data from
DEAP-1 on surface with analytic model fit. Also indicated are
Fprompt values for 50% and 90% nuclear recoil acceptances (brown
and orange dashed lines). Nuclear recoil acceptances (n.r.a.) are
determined from neutron calibration data.
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Figure 32: Pleak distributions from
22Na calibration data from
DEAP-1 underground at SNOLAB (V1720 data) with analytic
model fit. Also indicated are Fprompt values for 50% and 90%
nuclear recoil acceptances (brown and orange dashed lines). Nu-
clear recoil acceptances are determined from neutron calibration
data.
define the variable Pleak as
Pleak(f
′) =
∫ 1
f ′ Fprompt(f)df∫ 1
0
Fprompt(f)df
(20)
for a given Fprompt distribution. The value of Pleak for
a given Fprompt value thus represents the pulse-shape
discrimination. Figures 31 and 32 show the Pleak dis-
tributions derived from the 22Na calibration data (the
same data shown in Figures 27 and 29), along with the
predictions from the analytic PSD model. Also shown
are reference acceptances for nuclear recoil events esti-
mated directly from neutron calibration data as shown
in Fig. 11 for the surface dataset.
The result of the Monte Carlo simulation includ-
ing Cˇerenkov emission induced by 22Na gammas (see
Sec. 5.1.4) is shown in Fig. 33 for parameters chosen for
the underground dataset, overlaid with the data. The
simulation reproduces the measured distribution includ-
ing the excess in the high-Fprompt tail.
5.3. Discussion
Considering the systematic uncertainties in the pho-
toelectron counting, both due to the offsets and possible
scaling of up to 10%, and considering that effects such
as trigger efficiency and pileup are not included in the
model, the model describes the data reasonably well,
especially when considering the region above around
0.28 Fprompt which is no longer effected by trigger ef-
ficiency and pileup with low-energy events, and when
including the effect from pileup with source induced
Cˇerenkov events through Monte Carlo simulation.
Fig. 33 shows that after accounting for Cˇerenkov
light induced by gammas from the 22Na source, the de-
viation of the leakage probability from the analytic PSD
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Figure 33: Leakage probability for simulated electromagnetic in-
teractions. Prompt and late PE are drawn from distributions
mimicking the analytic model discussed, including all sources
of noise, with parameter values from the underground dataset
(grey). In the second simulation (green), PMT counts are addi-
tionally drawn from a spectrum of high Fprompt Cˇerenkov events,
which was generated with a full Geant4 simulation of the de-
tector. This results in an increased leakage probability above a
certain Fprompt, as observed in the data. Simulated curves have
the statistics of ∼1 at 10−12. Based on the simulated spectrum
we expect 1.9 events above Fprompt=0.65, while no events are
observed (excluding the outlier at Fprompt'0.78, which is most
likely unrelated to 1.27 MeV γ’s, as explained in Sec. 4.4). The
probability of such an occurence is 15%.
model above 0.55 Fprompt is in agreement with the mea-
surement from Fig. 32.
The noise terms from the analytic model must add
up to the total energy resolution. The total energy
resolution was measured near the 59.5 keV peak from
the Am-Be source to be σt = 11.1 keV (surface) and
σt = 8.8 keV (underground). As per Eqs. (12), (18),
and (19), the model resolution is about σt = 6.7 keV
(surface) and σt = 6.5 keV (underground). From a
full Monte Carlo simulation of the detector response
in the underground configuration, we expect a ∼25%
discrepancy between the measured resolution and the
model resolution because the calibration source full en-
ergy peak in the liquid argon has a small low-energy
tail component from gammas which reach the target
with energies already degraded via Compton scattering
in the detector materials. Smearing the raw energy de-
posit spectrum obtained from a Geant4 simulation of
DEAP-1 Am-Be and 22Na calibration runs with the en-
ergy resolution from the analytic model gives the over-
all full energy peak widths consistent with the data for
the underground dataset. Since the parameters for this
dataset will be used for extrapolations, we did not in
detail study the additional discrepancy for the surface
dataset.
In our model, we describe the upturn of the mean
Fprompt value at lower energies, in the energy range un-
der consideration here, by an instrumental effect, namely
a systematic over-counting of the number of PE in the
prompt and late windows. This upturn has been seen in
many experiments [4, 19, 38] and the cause may not be
the same each time. We for example note that the mea-
surement in [38] shows an essentially flat mean Fprompt
in the energy range considered in this work, as assumed
in our model. It is likely that the mean Fprompt for elec-
tromagnetic events truly increases toward lower energies
due to the underlying scintillation physics, at energies
below what is considered in this work. The discrepancy
between the model line and the data in Fig. 24 (top)
hints at such a true change in the mean Fprompt value
below about 80 PE.
The reason for the systematic over-counting of prompt
and late PE is currently not well understood. A possi-
ble mechanism is trigger-induced cross-talk on the elec-
tronics, which would effectively shift the baseline for a
certain amount of time and due to our simple baseline
algorithm and charge-based PE counting, this adds a
fixed amount of charge to both the prompt and the late
window, with more charge added in the prompt window
as it is closer to the trigger time. Dark noise and after-
pulsing also add extra counts, though preferentially in
the late window.
The relatively big change in the Fprompt distribu-
tion mean from comparatively small errors in the PE
count highlights the need to carefully understand the
behaviour of the electronics, including the baseline and
the trigger efficiency, and to count PEs accurately in a
future experiment, especially toward lower energies. We
also note that a prompt PE-dependent trigger efficiency
can introduce a significant energy-dependent bias in the
mean and width of the measured Fprompt distributions,
especially at lower energies. This effect when modelled
did not describe our data as well as the PE-shift, but
may also add to the discrepancy between the data and
the model curve in Fig. 24 (top).
5.4. Systematic uncertainties
We estimate how systematic uncertainties on input
parameters of the analytic model affect the predicted
discrimination power by calculating the Pleak distribu-
tions
• With flat and with measured energy spectrum.
• With the mean SPE charge increased or decreased
by 10%.
• Using a running mean Fprompt and assuming no
counting error in the number of prompt and late
PE.
Fig. 34 shows the curves for model parameters from
Fig. 32 and with the above three parameters changed.
The dominant systematic uncertainty is due to the un-
certainty in the SPE charge calibration. The uncer-
tainty due to the over-counting of charge slightly smaller
than that from the SPE charge calibration, and it is
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over-estimated since no further fits were performed to
try and adjust the noise parameters for a better fit.
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Figure 34: Systematic uncertainties on the model Pleak distribu-
tion from Fig. 32, for V1720 data taken at SNOLAB (gray bold
line). Drawn in orange dash-dot and indistinguishable from the
former is the model using the measured energy spectrum in the
convolution. The blue dotted lines show uncertainty due to 10%
shift in the spe charge calibration when keeping all other model
parameters the same. The purple dash-dot line is drawn using
the same parameter values as the nominal model (grey line) but
no prompt or late offset, and a running mean Fprompt value, be-
having as shown Fig. 24 top, instead.
At 0.65 Fprompt these systematic effects change the
leakage probability by about an order of magnitude in
either direction.
6. Dark Matter Sensitivity of a Tonne-Scale De-
tector
In the previous section we demonstrated that the an-
alytic model based on Eq. (14) adequately describes the
data from the DEAP-1 detector in the region of Fprompt
relevant for leakage of electromagnetic events into the
nuclear recoil region, after adding source-induced pileup
effects by Monte Carlo simulation.
Using the model but not the source-induced pileup
contribution, we next estimate the expected discrimina-
tion power in liquid argon versus energy threshold as-
suming a large target mass detector. We have designed
DEAP-3600, a large spherical detector consisting of 255
PMTs surrounding a spherical target with a mass of
3600 kg of liquid argon [39]. Geant4 simulations bench-
marked against the light yield in the DEAP-1 detector
predict that in this geometry a light yield of approxi-
mately 8 PE/keVee could be achieved. Assuming the
detector is constructed of clean materials and appro-
priately shielded so that genuine nuclear recoil back-
grounds have been mitigated, the dominant detector
background in argon will be from β decays of 39Ar. Ar-
gon that is condensed from the atmosphere is known to
contain cosmogenically-produced 39Ar, with a rate of
decays of approximately 1 Bq per kg [9].
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Figure 35: Leakage estimation at 120 to 240 PE for a detector
with 255 PMTs and 8 PE/keVee light yield (15–30 keVee energy
window). The underlying energy spectrum is that of the 39Ar
beta decay, PE counting is assumed to be accurate, and the en-
ergy dependence of the mean of the Fprompt distribution is taken
from [38]. The solid line shows the analytic model without SPE
or electronics noise, and the dotted line has the same SPE noise
as the DEAP-1 measurement, but electronics noise per PMT is
reduced to account for better read-out electronics and then scaled
up to 255 PMTs. The dashed line was generated with a toy simu-
lation following the logic of the analytic model and also assuming
anticorrelation from binomial partition between prompt and late
scintillation photons at a fixed energy. The window noise is taken
from the DEAP-1 measurement. Nuclear recoil acceptance me-
dian is taken from the SCENE measurement [14] and corrected
for differences in integration window definitions.
Since the model developed does not describe the
data perfectly, and several of the input parameters will
be different in the large detector, we calculate model
predictions for the large detector using conservative es-
timates. The Pleak distribution given by Eq. (20) is
shown in Fig. 35 with the binomial probability centred
at p¯ = 8/40, corresponding to 8 PE/keVee light yield,
for the energy region of 15–30 keVee. We use the
39Ar
energy spectrum in the energy convolution, and assume
correct PE counting, i.e. the prompt and late-PE offsets
are zero. To conservatively include a possible upturn in
the true mean of the Fprompt distribution at lower en-
ergies, we implemented the energy dependence of mean
Fprompt as observed in [38]. The leakage is calculated for
the following cases: (a) assuming that SPE identifica-
tion and counting analysis will make the electronics and
SPE noise negligible, (b) using a simple DEAP-1 style
charge division method for SPE calibration, i.e. the
same SPE noise, with the electronics noise values from
the DEAP-1 V1720 underground dataset scaled up to
255 PMTs (summed in quadrature), and late noise re-
duced by a factor of 6 to account for low-noise electron-
ics and, additionally, (c) as an extreme case meaningful
for a high light yield detector, a toy simulation discussed
earlier in Sec. 5.1.4 was extended to include Fano fluc-
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tuations in the total number of scintillation photons as
well as a binomial fluctuation between the initial num-
ber of prompt and late scintillation photons, effectively
adding maximal anticorrelation between both popula-
tions at a fixed energy (see Appendix A.4 for details).
The window noise σw was in each case taken from the
DEAP-1 model.
In order to suppress the 39Ar background in the large
detector to the required level of less than 0.2 events in a
three-year run, PSD at the level of 10−10 is required.
The model estimation in Fig. 35, using conservative
model parameters, indicates that PSD at this level is
possible in the energy region of 15–30 keVee at 50% nu-
clear recoil acceptance if the electronic and SPE noise
can be kept sufficiently low. The uncertainty on this ex-
trapolation is necessarily large, and is again dominated
by the accuracy with which photoelectrons are counted.
In the large detector, each of the 255 PMTs will
detect on average less than a single PE per region-of-
interest event, so that PMT hits are going to be well sep-
arated. Single PE identification and counting will then
bring substantial improvement over the simple charge
integration and division method used in DEAP-1 anal-
ysis, so that the electronic and SPE noise parameters
will likely be negligible compared to the statistical and
detector noise in Eqs. (18) and (19).
The leakage in DEAP-1 diverges from the model
curve due to pileup events. These are much easier to
identify in the large detector, again because each PMT
here will have on average less than 1 PE per region-of-
interest event, so a sensitive statistical likelihood test
can be constructed by considering the number of PE
per PMT and using the expected time structure of LAr
scintillation.
Recent work has shown that there is a possibility of
obtaining argon that has been sequestered underground
and is depleted in 39Ar by more than a factor of 1000 [40,
41].
Figure 36 shows the 90% C.L. sensitivity versus WIMP
mass for both natural and depleted argon cases, com-
pared to the current experimental limits of the CDMS-
II [42], DarkSide-50 [43], PICO-60 [44], PandaX-I [45],
XENON100 [46] and LUX [47] experiments. We used
standard assumptions for the galactic halo outlined in
reference [48] and assumed a nuclear recoil scintillation
efficiency of 25% compared to electrons [13].
7. Summary
We have shown that pulse-shape discrimination in
liquid argon can be used to separate electron and nu-
clear recoil events, respectively induced by γ’s and by
neutrons, in the energy region 44–89 keVee known with
6% systematic uncertainty, with a leakage of less than
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Figure 36: Dark matter sensitivity of liquid argon. Shown are
the current experimental limits from the CDMS-II, DarkSide-50,
PICO-60, PandaX-I, XENON100 and LUX collaborations, and
the expected sensitivity for 3 tonne-years of liquid argon with a
15 keVee threshold, and with a 12 keVee threshold for argon that
has been depleted in 39Ar by a factor of 100. The DEAP-3600
curves do not take into account the sensitivity reduction due to
the nuclear recoil acceptance less than 100%.
2.7 × 10−8 (90% C.L.) for 90% nuclear recoil detection
efficiency.
This is the highest discrimination factor reported for
liquid argon and improves by an order of magnitude the
result reported by microCLEAN [19] (for 60–128 keV
of nuclear recoil energy and for a nuclear recoil accep-
tance of 50%) and by a factor of ∼5 the result reported
by DarkSide-50 [4] (1.5 × 107 events collected in 8.6–
65.6 keVee energy range with no leakage for nuclear re-
coil acceptance of 90%).
An analytic model, which assumes beta-binomial dis-
tributions for the singlet and triplet components of the
scintillation signal and accounts for statistical and sys-
tematic sources of noise in these distributions, describes
the main features of the observed Fprompt distribution
above 21 keVee and above 0.28 Fprompt. This model,
using conservative estimates for parameters not well
known at lower energies, projects a discrimination power
in argon of approximately 10−10 at 15 keVee and 50%
nuclear recoil acceptance, for a detector with 8 photo-
electrons per keVee light yield, which allows for sufficient
background rejection of 39Ar in a 1000-kg liquid argon
dark matter search experiment.
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Appendix A. Deriving the Fprompt distribution
- general framework
The time arrival profile of photo-electrons (PE) is
detected for each event. The numbers of PE arriving in
a given prompt time window, np, and those arriving in
a given late time window, nl, are counted. The total
number of PE in the event, TotalPE, is np + nl = nt.
Over the course of an experiment a wide range of events
of varying TotalPE are recorded, with associated dis-
tributions of prompt and late PE. We denote these as
T (nt), P (np) and L(nl) and label them as “free parent
distributions” for reasons that will become clear in fol-
lowing sections. The functional form of the free parent
distributions are the empirical result of a combination
of the microscopic physics and the particularities of the
experimental detection, such as detector geometry and
electronics. Their means are labeled µt, µp and µl.
Pulse shape discrimination between electron-recoil
and nuclear-recoil events is achieved using the Fprompt
parameter f ≡ np/(np+nl) and we are interested in the
functional form, R(f,Npe), that describes the distribu-
tion of f at any particular fixed number TotalPE = Npe.
Of particular interest are the “tails” of the R(f,Npe)
distribution, that is to say the behaviour of the function
far away from its peak, since it is the tails which deter-
mine the experiment’s ability to discriminate between
an enormous quantity of electron-recoil events and the
rare nuclear-recoil events.
The functional form of the Fprompt distribution is
first derived for events from interactions with fixed en-
ergy that are detected with a specific number of To-
talPE. This basic functional form is then extended to
distributions for the case where interactions with many
energies contribute, or where events with a range of To-
talPE are included, obtained through summation.
Some general properties and assumptions are:
Ionizing particles of energy E will create events with a
TotalPE distribution whose mean is related to the in-
teraction energy through the detector light yield, µt =
E ·Y , and the following derivations assume that the
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light yield is approximately constant in the energy range
of interest. The mean of the TotalPE distribution from
many events, µt, is representative of the energy of the
particles measured in PE, while nt is the detected num-
ber of PE of an individual event, and the nt are dis-
tributed about the mean µt due to particularities of the
apparatus and detection medium that result in a finite
energy resolution.
Additionally, the means of the Prompt and Late dis-
tributions are always related through the mean of the
Fprompt distribution at a given energy, f¯p(E),
µp(E) = f¯p(E)µt(E) (A.1)
µl(E) =
(
1− f¯p(E)
)
µt(E) (A.2)
Furthermore, at a given energy the probability distri-
bution for TotalPE can be written as the convolution
between the Prompt and Late distributions:
TE(nt) = (PE(np) ∗ LE(nl)) (nt)
=
∞∑
np=0
PE(np) ·LE(nt − np) (A.3)
where the subscript E makes explicit that interactions
at a particular energy are considered.
Appendix A.1. Mono-energetic events at fixed TotalPE
Consider a radioactive calibration source that can
produce events of a known fixed energy E.
At a fixed TotalPE, nt = Npe where Npe is a con-
stant. The probability for a mono-energetic event to be
observed with np prompt PE is denoted P
′
E(np;Npe),
and likewise for nl, L
′
E(nl;Npe). P
′
E(np;Npe) can be
computed by taking the original probability to observe
any event with np prompt PE and multiplying this by
the probability to find the matching number of nl =
Npe − np late PE.
P ′E(np;Npe) = PE(np) ·LE(Npe − np) (A.4)
L′E(nl;Npe) = LE(nl) ·PE(Npe − nl) (A.5)
We call Eq. (A.4) and (A.5) the primed or con-
strained distributions. Note that these distributions are
perfectly anti-correlated. The sum of the primed distri-
bution over all possible values of nt is the free distribu-
tion.
Npe∑
nt=0
P ′E(np;Npe) = PE(np) (A.6)
Npe∑
nt=0
L′E(np;Npe) = LE(np) (A.7)
The relationship between the free and primed Prompt
and Late distributions is illustrated in Fig. A.37 for the
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Figure A.37: The relationships between the free and constrained
distributions, Eqs. (A.4, A.5), shown for the case of Gaussian
distributions. The TotalPE distribution (bold purple) is a Gaus-
sian with mean µt = 80 PE, f¯p = 0.3, and has associated Gaus-
sian free parent Prompt (blue) and Late (pink) distributions with
means µp = 24 PE and µl = 56 PE. Only a subset of events
within the free parent Prompt and Late distributions contribute
to those events of TotalPE=75. These subsets are the constrained
distributions shown in orange and brown. The constrained distri-
butions in this specific example happen to be also Gaussians.
case of Gaussian parent distributions (see details in Ap-
pendix B).
By definition, each event from the population with
constant nt = Npe has a discrimination parameter f =
np/Npe; that is the Fprompt distribution for fixed To-
talPE is entirely determined by the Prompt distribu-
tion. Hence the Fprompt distribution for events of com-
mon energy E that are detected with fixed TotalPE Npe
is equal to the distribution P ′ after a simple variable
transformation 14.
RE(f ;Npe) = Npe ·P ′E(np = f ·Npe;Npe) (A.8)
Eqs. (A.8) and (A.4) are the basic building blocks
of any Fprompt distribution as will be discussed in the
following sections.
Appendix A.2. Mono-energetic events at any TotalPE
One can obtain the Fprompt distribution for all events
of the same energy E, regardless of each event’s partic-
ular nt, by summing the Fprompt distributions at fixed
TotalPE = Npe over all values of Npe:
RE(f) =
∞∑
Npe=0
Npe ·P ′E(fNpe;Npe) (A.9)
This distribution fully describes the Fprompt distribution
of data from a mono-energetic calibration source and
without TotalPE binning, as long as there are negligible
background contributions.
14If n = f ·Npe, then P (f)df = P ′(n)dn; hence P (f) =
P ′(n)dn/df = P ′(n)Npe.
26
Appendix A.3. Fixed TotalPE and multiple energies
More generally, the apparatus detects events from a
variety of sources emitting an energy spectrum N(E),
so that events with a range of energies contribute to the
Fprompt distribution for any given TotalPE. We build
the primed Prompt distribution for this case by tak-
ing the primed Prompt distributions for each energy
in the spectrum (Eq. (A.4)) and adding them up, each
weighted by the probability TE(Npe) that an event of
energy E is detected at Npe:
P ′(np;Npe) =
∫ ∞
0
P ′E(np;Npe) TE(Npe)N(E) dE
(A.10)
And in Fprompt it is
R(f ;Npe) = Npe ·P ′ (np;Npe)
= Npe ·P ′ (f ·Npe;Npe) (A.11)
For practical calculation, the integral over E in Eq. (A.10)
can be turned into a sum over µt.
Appendix A.4. Choice of parent distribution
Choosing the correct functional form for the free par-
ent distributions is crucial to obtaining an accurate de-
scription of the tails, and in principle should be largely
motivated by an understanding of the microscopic physics.
In a realistic detector, this means that the number of PE
detected should be drawn from a compound distribution
characterizing each step of the photon emission and de-
tection chain, for example in the form of convolutions
between binomial, poisson, and Gaussian distributions
as appropriate for each step.
Furthermore, a realistic detector has noise, non-uniformities,
and ageing effects that cause the parent distribution’s
parameters to differ slightly between events. This is the
case for example when photons emitted from different
locations can have very different photon paths in the de-
tector, or when the overall light yield changes with time.
These effects modify the parameters that determine the
photon survival probability at each step, namely the
rate parameter in a poisson distribution or the success
probability in a binomial distribution. Noise, such as
electronics noise, modifies the final PE count after the
number of PE are drawn from the parent distribution
and thus can be modelled by convoluting the parent
distribution with the noise distribution over the distri-
bution argument (the PE-count). Effects that modify
the photon survival probability also modify the final PE
count, but they do so by changing the parent distribu-
tion parameters that the number of PE are drawn from,
so that over all events, the parent distribution parame-
ters are now themselves distributed as some probability
distribution. This situation must be modelled by con-
voluting the parent distribution with the distribution of
its parameter over the parent distribution mean. The
technical difference between convoluting over the distri-
bution mean or the distribution argument has a small
effect near its peak, but a significant effect in the tails.
To include detector effects that modify the ‘success
probability’ or photon survival probability p, we dis-
tribute p as a beta distribution around a mean of p¯. We
choose a beta distribution for this because of its flexi-
ble shape and because the result is an analytic function:
the beta-binomial distribution
Binomial(n;µ,Beta(p¯, b)) = BetaBin(n;µ, p¯, b) (A.12)
where the Beta distribution is explicitly parametrized
in terms of its mean p¯ and shape parameter b, which
are related to the often used α and β parameters as
p¯ = α/(α+ β) and b = α. An analytic description min-
imizes computation time and reduces the complexity of
the equations in the final Fprompt model. The shape
parameter b of the beta distribution can be seen as a
dispersion parameter that quantifies the beta-binomial’s
amount of dispersion over the ideal binomial case.
Since we desire a description of the Fprompt distri-
bution for all µp/l of interest, care must be taken to
parametrize the distribution in such a way that the rel-
ative dispersion remains constant at different µ. The
nominal beta-binomial distribution is
BetaBin(n;µ, p¯, α) ≡
Γ(µp¯ + 1)
Γ(n+ 1)Γ(µp¯ − n+ 1)
×
Γ(n+ α)Γ
(
µ
p¯ − n+ α( 1p¯ − 1)
)
Γ(αp¯ )
Γ
(
µ
p¯ +
α
p
)
Γ(α)Γ
(
α( 1p − 1)
) (A.13)
and to obtain a proper behaviour of the dispersion with
µ, the parameter α is parametrized as α = bµ. For
p b, the variance of Eq. (A.13) is then
σ2BetaBin = µ(1 + 1/b) (A.14)
The difference in shape between the beta-binomial
(binomial convolved with beta distribution with respect
to the binomial probability), binomial convolved with
a Gaussian (over the distribution argument), and pure
Gaussian distributions is illustrated in Fig. A.38. Note
in particular the different behaviour of the tails.
Since the overall photon survival probability is rela-
tively small in DEAP-1 probabilistic effects associated
with photon detection dominate over those coming from
the emission process, so that taking a single binomial
distribution to approximate both was justified in the
main part of the paper. This assumption starts to fail
in 120–240 PE range for light yields higher than in
DEAP-1 and binomial fluctuation between the numbers
of emitted prompt and late photons can no longer be
neglected. Extending the analytic model to the most
general case, i.e. to combine the (anticorrelated) bi-
nomial partition between prompt and late scintillation
photons with the survival probabilities and noise terms
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Figure A.38: Comparison of beta-binomial (blue solid), bino-
mial*Gaussian (green dashed), and Gaussian (red dash-dot) dis-
tributions at µ = 80 PE and binomial probability p¯ = 0.06. All
distributions have a variance of σ2 = 112 PE2.
for both populations poses a number of computational
challenges, while it can be added to a Monte Carlo
model in a rather straightforward way. In this work we
have chosen the approach of analytically approximating
the parent distributions for a high light yield detector
with the detection-related PDFs only and neglecting the
emission effects. The additional contribution from emis-
sion processes is evaluated with a toy simulation (see
Fig. 35). Work on further extensions of the analytical
model is ongoing.
Appendix A.4.1. Adding uncorrelated noise
The beta-binomial distribution has an inherent width
representing purely statistical fluctuation, or “statisti-
cal noise”. It also models what we describe as “detec-
tor noise” through a dispersion parameter, quantifying
non-uniformity of the detector that leads to np and nl
being drawn from a range of underlying binomial distri-
butions.
Additional uncorrelated noise has to be added to
account for the variation in charge of an SPE pulse
and for the signal processing noise from detection elec-
tronics. We call the standard deviation of these noise
components σp,l, and model them as having Gaussian
shape. The two free parent distributions then each con-
sist of the near-ideal beta-binomial probability distri-
bution, convolved with the noise Gaussian over np and
nl.
Appendix A.4.2. Adding window noise
Window noise, σw, is a detection effect related to the
uncertainty in the location of the event peak, and thus in
where to stop counting prompt and start counting late
light. It is 100% anti-correlated noise that randomly
moves counts from the late into the prompt region15
without affecting the sum count.
If this source of noise were included with the Gaus-
sian noise terms discussed in Appendix A.4.1, multiply-
ing the uncorrelated distributions in Eq. (A.4) would re-
quire careful consideration of the correlation terms. Due
to the perfect anti-correlation, it is straight-forward to
instead consider this effect separately; it randomly adds
or subtracts from the np in the constrained distribution
P ′E(np;Npe), which we model by convolving P
′ with a
Gaussian of width σw,
P ′wn(np;Npe) =
∞∑
n′p=0
P ′(n′p;Npe) ·Gaus(n′p, np, σw)
(A.15)
with
Gaus(x, µ, σ) =
1√
2piσ
e−
1
2 (
x−µ
σ )
2
(A.16)
The distribution in the Fprompt variable is found as
in Eq. (A.11).
Appendix B. The Fprompt distribution for Gaus-
sian parent distributions
For large numbers of PE, the free Prompt and Late
distributions can be well described by Gaussians. At
smaller numbers of PE, and near the tails, the Gaus-
sian approximation is progressively worse, and the mea-
sured distributions may only be approximated by Gaus-
sians near their peaks. Even though this approach does
not describe the Fprompt distribution adequately at the
TotalPE region of interest in this paper, some general
properties or the constrained distributions can be de-
rived using the simple assumption of Gaussian parent
distributions.
The Gaussians describing the Prompt and Late dis-
tributions are initially of ideal statistical width, given
by the root of their mean. These are then convolved
with the noise Gaussian
PE(np) =Gaus
(
np;µp(E),
√
µp
)
∗ Gaus (0, µp(E), σp−(nt))
=Gaus (np;µp(E), σp(np, E))
(B.1)
LE(nl) =Gaus (nl;µl(E),
√
µl)
∗ Gaus (0, µl(E), σl−(nt))
=Gaus (nl;µl(E), σl(nt, E))
(B.2)
where we used the fact that the convolution of two Gaus-
sians is itself a Gaussian [49], and σp,l− denotes the
distribution width without the statistical (
√
N) compo-
nent.
15The probability for prompt counts to move into the late region
is negligible due to the length of the prompt window and the short
singlet decay time.
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Using Eq. (A.3) written as a single Gaussian, we get
for the distribution in TotalPE:
TE(nt) = Gaus(nt, µt, σt) (B.3)
where
µt = µp + µl (B.4)
σt =
√
σ2p + σ
2
l (B.5)
Eq. (A.4) is used to obtain the distribution of np
that contribute to Npe TotalPE:
P ′E(np) =
1
2piσpσl
e
− 12
(
n−µp
σp
)2
e
− 12
(
Npe−n−µl
σl
)2
(B.6)
=
1
2piσpσl
e
− 12
(
n−µp
σp
)2
e
− 12
(
n−(Npe−µl)
σl
)2
(B.7)
= Gaus(np, µ
′
p, σpl) (B.8)
with [49]
σpl =
√
σ2p ·σ2l
σ2p + σ
2
l
(B.9)
µ′p =
µpσ
2
l + (Npe − µl)σ2p
σ2p + σ
2
l
(B.10)
Note that the equation for L′E(nl) follows a parallel
argument so that
L′E(nl) = Gaus(nl, µ
′
l, σpl) (B.11)
with
µ′l =
µlσ
2
p + (Npe − µp)σ2l
σ2p + σ
2
l
(B.12)
In the case of purely statistical noise, i.e. σp =√
µp, σl =
√
µl this simplifies to
σ2pl = f¯p ·µt(1− f¯p) (B.13)
µ′p = f¯p ·Npe (B.14)
µ′l = (1− f¯p) ·Npe (B.15)
If the noise has terms not proportional to
√
µ, µ′p
and µ′l will be shifted by some amount. For example, if
σ2p = aµ+ cp (B.16)
σ2l = aµ+ cl (B.17)
then correlated means become:
µ′p =
µp(cl + aNpe) + cp(Npe − µl)
aµt + cp + cl
(B.18)
µ′l =
µl(cp + aNpe) + cl(Npe − µp)
aµt + cp + cl
(B.19)
The shift is such that the mean Fprompt is unaffected.
Eq. (A.9) evaluates to the uncorrelated Hinkley func-
tion [50], also called the Gaussian ratio distribution
(after a variable transformation from w = np/nl to
f = np/(np + nl) where then w = f/(1− f)).
Eq. (A.10) becomes:
P ′(np;Npe) =
∫ ∞
0
Gaus
(
np;µ
′
p(E), σpl(np, E)
)
×Gaus (Npe, µt(E), σt(E)) ·N(E) dE (B.20)
Written in Fprompt and setting E ·Y = µt:
R(f ;Npe) = Npe ·P ′ (Npef ;Npe)
=
∫ ∞
0
Npe
2pi σt(E) σpl(E)
e
− 12
(
f−µ′p(E)/Npe
σpl(E)/Npe
)2
× e− 12
(
Npe−µt(E)
σt(E)
)2
N(µt) dµt
(B.21)
and
σt σpl(E) = σp(E)σl(E) (B.22)
where we explicitly indicated all parameters that are a
Fprompt
0.0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1.0
Pr
ob
ab
ili
ty
 [A
.U
.]
9−10
8−10
7−10
6−10
5−10
4−10
3−10
2−10
1−10
1
10
 (x; 80 PE)70 PER
 (x; 80 PE)80 PER
 (x; 80 PE)90 PER
Figure B.39: The contributions to the Fprompt distribution at
a detected 80 PE, for a source that emits events of only three
different energies (corresponding to TotalPE distribution means of
70, 80, and 90 PE) each with the same probability. The observed
Fprompt distribution would be the sum of the three curves.
function of energy.
At any given TotalPE, the Fprompt distribution is
composed of the sum of the Fprompt distributions from
events of many different energies, with each distribution
weighted by its probability of occurring.
The width of each of these component distributions,
σpl(E) is monotonously increasing with energy, thus
σpl(E1) < σpl(E2) if E1 < E2, which means that events
from higher energies contribute more weight to the sum
Fprompt distributions than events from lower energies.
In particular, this means that the tails of the sum dis-
tribution are more strongly influenced by events from
higher energies.
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This is illustrated in Fig. B.39, where Eq. (B.21) is
drawn for Npe = 80 PE, and events from three different
energies whose TotalPE distribution means, µt, are 70,
80, and 90 PE. Each energy is taken as equally likely and
the energy resolution is σpl =
√
1.12µ. Due to its larger
standard deviation, the curve for events from the higher
energy is both more dominant and relatively wider than
the curve from the smaller energy events. Above 0.6 f,
the contribution from higher energy events and the oth-
erwise dominant energy for the given TotalPE bin are
about equal.
Appendix C. Mis-calibration of the energy scale
The statistical description of the Fprompt distribu-
tion requires the precise knowledge of the number of
PE in an event, at least on average. It is sensitive to
systematic mis-calibration of the energy scale where the
measured values of the Prompt and Late means, µˆp and
µˆl, are wrong by δp and δl and a common constant a,
µˆp = aµp + δp (C.1)
µˆl = aµl + δl (C.2)
µˆt = µˆp + µˆl (C.3)
= aµt + δt (C.4)
where µp and µl are the true values.
The true mean Fprompt value f¯p is
f¯p =
µp
µp + µl
=
µp
µt
(C.5)
and assumed constant for all energies, though the ex-
tension to energy dependent f¯p is straight forward.
We derive the functional form of the observed mean
Fprompt fˆp, the observed prompt and late distribution
means, and the observed standard deviation, σˆpl, as a
function of observed TotalPE µˆt.
The observed distribution means can be expressed
as
µˆp = a · f¯pµt + δp (C.6)
= a · f¯p 1
a
(µˆt − δt) + δp (C.7)
= f¯p(µˆt − δt) + δp (C.8)
µˆl = (1− f¯p)(Npe − δp − δl) + δl (C.9)
The measured mean Fprompt becomes
fˆp =
µˆp
µˆp + µˆl
(C.10)
=
aµp + δp
aµp + δp + aµl + δl
(C.11)
=
aµp + δp
aµt + δt
(C.12)
dividing by aµt
fˆp =
fp + δp/(aµt)
1 + δt/(aµt)
(C.13)
and re-writing in terms of the measured TotalPE
fˆp =
fp + δp/(µˆt − δt)
1 + δt/(µˆt − δt) (C.14)
Eq. (C.14) shows that the mean Fprompt obtains a
TotalPE-dependence even in the case where the true
underlying mean Fprompt is constant with energy.
In the Gaussian approximation and with σp ' √µp
(i.e. no constant terms), the variance of the correlated
Prompt distribution is Eq. (B.9) to which we add the
window noise:
σ2pl;w = (1− fp)µtfp + (win(1− fp)µt)2 (C.15)
Re-writing in terms of the observed number of PE, and
realizing that the calibration scaling applies to the width
as well, so the measured width is ˆσpl;w = aσpl;w:
σˆ2pl;w = a
2
[
(1− fp) 1
a
(µˆt − δt)fp +
(
win(1− fp) 1
a
(µˆt − δt)
)2]
(C.16)
= (1− fp)a(µˆt − δt)fp + (win(1− fp)(µˆt − δt))2
(C.17)
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