In experiments including over 450 university-level students, we studied the effectiveness and time efficiency of several levels of feedback complexity in simple, computer-based training utilizing static question sequences. The learning domain was simple vector math, an essential skill in introductory physics. In a unique full factorial design, we studied the relative effects of "knowledge of correct response" feedback and "elaborated feedback" (i.e., a general explanation) both separately and together. A number of other factors were analyzed, including training time, physics course grade, prior knowledge of vector math, and student beliefs about both their proficiency in and the importance of vector math. We hypothesize a simple model predicting how the effectiveness of feedback depends on prior knowledge, and the results confirm this knowledge-by-treatment interaction. Most notably, elaborated feedback is the most effective feedback, especially for students with low prior knowledge and low course grade. In contrast, knowledge of correct response feedback was less effective for low-performing students, and including both kinds of feedback did not significantly improve performance compared to elaborated feedback alone. Further, while elaborated feedback resulted in higher scores, the learning rate was at best only marginally higher because the training time was slightly longer. Training time data revealed that students spent significantly more time on the elaborated feedback after answering a training question incorrectly. Finally, we found that training improved student self-reported proficiency and that belief in the importance of the learned domain improved the effectiveness of training. Overall, we found that computer based training with static question sequences and immediate elaborated feedback in the form of simple and general explanations can be an effective way to improve student performance on a physics essential skill, especially for less prepared and low-performing students.
I. INTRODUCTION
Computer-based instruction has proven to be effective in a variety of contexts, with effect sizes typically ranging from 0.3 to 0.5 [1] [2] [3] [4] , yet there is still a wide variation in effectiveness, particularly in studies investigating different methods of feedback. Numerous reviews have notedperhaps to be expected-that there is no single best prescription for feedback, rather the effectiveness of feedback depends on a number of potentially interacting factors. Examples of these factors include the type and level of knowledge or skill to be learned, the type (e.g., complexity) of feedback, timing of the feedback, prior knowledge of topic, student achievement, correctness of and confidence in responses, interest in topic, self-efficacy, and other attitudinal factors; for reviews, see Refs. [4] [5] [6] [7] [8] [9] .
The sheer complexity of numerous potentially interacting factors compels one to simplify the issue by focusing on specific cases that are general enough to be applicable to some important educational contexts, but constrained enough that results will be generalizable within those contexts. Therefore, in this study, we will focus on a specific but important physics learning domain, namely, basic vector math skills essential for success in an introductory physics course. We will also focus on factors important for practical instructional implementation.
Essentially, we are addressing three questions: (i) Which level of feedback complexity is most effective and time efficient for this domain? (ii) To what extent do the factors of prior knowledge, student achievement, and attitudinal factors such as perceived importance of the topic for the course interact with the effectiveness of different levels of feedback for this domain? (iii) What insights do the timing data (during training) tell us about how students are using the most effective feedback levels?
The format of the learning task was a self-contained online computer-based practice module on vector math skills for university-level introductory physics. Naturally, determining optimal feedback for this domain is relevant and applicable to common and current educational contexts. Furthermore, this study is consistent with several reviews which made calls for research expanding and exploring the space of possible factors influencing (and improving) the effectiveness of feedback [8] [9] [10] . The factors we are investigating can help to gain insight into both practical instructional questions and provide empirical results to advance theoretical models of computer-based instruction.
A. Varying complexity of feedback
While there are numerous ways to characterize feedback complexity, we will focus on a framework commonly used by many researchers in which feedback can be broken into five types of increasing complexity (cf. Ref. [11] ):
(1) No feedback.
(2) Knowledge of results (KR): user is informed of whether the answer is right or wrong. (3) Knowledge of correct response (KCR): user is informed of the correct answer. (4) Knowledge of correct response and elaborated feedback (KCR þ EF): user is informed of the correct answer and further information such as an explanation is given. (5) Knowledge of correct response and interactive teaching (KCR þ IT). A number of studies have investigated the relative effectiveness of various combinations of these feedback types, with most finding that higher complexity results in higher learning (see, e.g., Refs. [4, 5, [11] [12] [13] ), while some others find no such differences [14, 15] . Once again, these studies represent a significant variation in other factors, so it is difficult to generalize.
In a recent meta-analysis, Van der Kleij et al. [4] found that EF tends to be more beneficial than KR and KCR, especially for higher level learning outcomes (e.g., applying knowledge rather than recalling it). However, there are two issues with these results. First, the meta-analysis reveals a wide range of outcomes, both positive and negative depending on a variety of factors; and while one might reasonably expect to find similar results, it is not clear that they apply to the domain and context studied here. Second, rather than explicitly varying learning outcomes in this study, we will investigate the pedagogically important issue of how variations in prior knowledge may affect learning.
In this study, we are interested in learning via simple computer feedback (and not interactive teaching), and as such we will only consider complexity types 2, 3 and 4. In order to better understand any possible interaction between KCR and EF, we will study the effectiveness of KCR and EF separately and together-always providing KR-in a specific science, technology, engineering, and mathematics (STEM) essential skill learning domain. Note that in this study, EF will be in the form of general topic-contingent explanations describing the relevant procedural rule in the format of words, equations, and/or diagrams. The EF is general and topic contingent in the sense that it is not specific to the numerical values of a specific problem, but rather can be applied to a class of similar problems.
There are both practical and theoretical reasons for exploring a full factorial analysis of KCR and EF feedback methods, which-to our knowledge-has not been previously attempted. From the practical standpoint, when designing computer-based instruction modules for a particular learning domain, one must make decisions (either implicitly or explicitly) about the feedback provided to the learner. Naturally, an empirical determination of the most effective and/or efficient feedback is the most useful.
From a theoretical standpoint, one can test predictions of simple models, though in some cases existing models produce conflicting predictions. Empirical results can help to resolve ambiguities. First, let us start with predictions from the simple model that prior knowledge plays a critical role in determining the effectiveness of different levels of feedback; see, e.g., Refs. [10, [16] [17] [18] . Specifically, learners with low prior knowledge tend to need more complex feedback and support while learners with high prior knowledge do not benefit from such extra feedback, e.g., Refs. [19, 20] . In short, feedback must provide sufficient, useful information to the learner, but the notions of sufficiency and usefulness depend on the amount of prior knowledge of the learner.
One useful way to investigate the effects of prior knowledge is to compare the performance of participants with relatively high vs low levels of relevant prior knowledge after training with one of the four conditions in a full 2 × 2 (KCR × EF) design (once again noting that all training conditions also include KR). Table I summarizes the hypothesized relative benefits of each condition, following the arguments outlined below.
For the KR only (KCR and EF absent) condition, students only receive information about the correctness of the answer. If a participant has no prior knowledge of the rule, then KR alone would naturally seem to have little-if any-benefit, since this is likely not enough information to determine the correct response, rule, or procedure-even in a multiple choice format [11, 12] . However, if the participant has significant prior knowledge of the rule, then providing KR may help the participant to reverse engineer the answer using a partially recalled rule, and repair the mistake. In this framework, how would the benefits of KR þ KCR vs KR þ EF feedback compare? Since both present more complex feedback than KR, but they are different kinds of feedback, it is difficult to quantify the relative complexity of these feedbacks and predict which may be more beneficial. Nonetheless, one can argue the following for the KR þ KCR condition: if the participant has low prior knowledge, then since the skill to be learned is not a trivial fact and cannot be deduced from the remaining multiple-choice options, knowing the correct answer is not likely to help them much more than KR alone. However, if the participant has relatively high prior knowledge, then KCR may help them to reconstruct the correct application of the rule. On the other hand, in the case of relatively high prior knowledge, this feedback may be of marginal additional benefit compared to knowing the correctness of the response alone.
The KR þ EF condition is different; in this case the explanation in EF can help the participant with no prior knowledge of the rule to apply the rule and find the correct answer. In this condition even participants with no prior knowledge will have increased learning compared to KR. However, for participants with high prior knowledge, the benefit of this condition (albeit moderate) will not be different from the KR alone condition (since they already know the rule). Rather, the benefit for these high-performing students will accrue from the KR provided.
Finally, for the KR þ KCR þ EF condition, the level of benefit is not clear a priori. On the one hand, one could argue that the benefits of KCR and EF could add, resulting in higher learning than KCR or EF alone. On the other hand, several studies have shown that too much feedback information may inhibit learning (cf., Refs. [21] [22] [23] ) or it may have little to no effect at all [5, 24] . Therefore, it is an empirical question as to the extent to which these effects compete and which may be dominant in the learning domain of this study.
Therefore, this simple model of the effect of prior knowledge produces several testable predictions. Most notably, for participants with relatively low prior knowledge, KR and KR þ KCR conditions will have the same (minimal) benefits and the KR þ EF condition will have moderate benefits. For participants with relatively high prior knowledge, KR, KR þ KCR, and KR þ EF will all have similar moderate benefits, thus only the simplest feedback is needed. For the KR þ KCR þ EF condition it is an open question as to the benefits to either high-or low-performing students. Note that this model is somewhat consistent with Van der Kleij et al. [4] , since they found the EF is best for higher level learning outcomes which, here, might be interpreted as relevant for students with low prior knowledge.
B. Learning domain: The physics essential skill of vector math
The learning domain in this study is a set of specific "essential skills" which are not highly complex. Rather, they are elementary procedural skills used as a necessary part of problem-solving tasks that instructors often assume students have mastered with high accuracy and in relatively little time (e.g., Refs. [25] [26] [27] [28] [29] ). Often to the surprise or chagrin of the instructor, students-especially low-achieving students-typically do not have these skills or they are far from fluent in their use. As such, correcting these issues would serve to widen a critical bottleneck to student problem-solving success. Designing specific training to address these skills is in line with the theoretical frameworks of deliberate practice, in which expert performance in a domain is the result of focused efforts to improve performance [30] , and reduction of cognitive load, [25, 26] . While we stress that learning these basic procedural skills is not sufficient for succeeding in more complex problems, mastering such skills is presumed necessary.
The STEM essential skill used in this study is simple vector math, specifically the two kinds of vector productsdot and cross products-which are commonly used in university-level introductory physics, especially in the second semester. In fact most, if not all, relevant physics textbooks include an early chapter on vector math, but it is clear that this is not sufficient. A number of studies have documented significant and somewhat alarming student difficulties with vector operations, such as vector addition, subtraction, dot or cross products, as well as vector decomposition (e.g., Refs. [31] [32] [33] [34] ), showing that-even post-instruction-typically only 50%-70% of calculusbased physics students can correctly perform these basic vector arithmetic operations.
II. PARTICIPANTS AND DESIGN

A. Student populations and data collection
For both experiments in the study, a total of N ¼ 456 (287 male, 169 female) students attending a large public university participated in the study, which took place over the course of two semesters. The participants were enrolled in introductory physics, either calculus-based mechanics (experiment 1, N ¼ 206) in the first semester or calculusbased electromagnetism (experiment 2, N ¼ 250) in the second semester. Participants were selected from a pool of all students enrolled in these courses (N > 1000 for each course, with 6 to 7 lecture sections per course), and were randomly assigned to this study and into its conditions, the remaining students participated in other physics education studies. No participants were in both experiments. A vast majority (444=456) of these students completed both training (if applicable) and the assessment. A 1-way ANOVA of student grades in the course-normalized as z scores of all students within each lecture section (including ones who were not in this study)-showed no dependence of grade on condition [Fð4Þ
Students participated in the study as part of a special homework assignment (assigned to all students in the course) for a small amount of course credit. The option of an alternative written assignment was given to students if they chose not to participate in a PER study, though more than 95% of all students participated in the assignment. The special homework assignment consisted of completing various physics tasks, sometimes including those in this study, for a total time not exceeding 50 min. Full credit was given for participation, regardless of performance. Our observations and poststudy debriefing interviews with all students indicated that virtually all participants performed the tasks earnestly.
B. Procedure and design
All computer training for both experiments used the lab software EPrime, and participants sat in individual carrelseach with a computer-in a quiet room. Each training session consisted of brief instruction slides followed by a series of training questions. After each response, the system provided immediate feedback varying by condition. Timing data were collected, including response times, correct answer viewing times, and time spent viewing the EF. Participants were assigned to training conditions, summarized in Table II . The final assessment (described in Sec. II. D) was in paperand-pencil format for all conditions.
The training conditions were control (no training), KR (only correct or incorrect feedback), KR þ KCR (correct or incorrect þ correct response), KR þ EF (correct or incorrect þ explanation), and KR þ KCR þ EF (correct or incorrect þ correct response þ explanation). Examples of the EF feedback are shown in Sec. II C. All computer training conditions used the same training questions and differed from each other only by the type of answer-based feedback given to the student. Examples of training and each type of feedback type can be found in the Supplemental Material [35] .
Note that, as indicated in Table II , participants in experiment 1 had received very little (if any) explicit classroom instruction on dot and cross products, as they are not emphasized in the first semester, though some students may have had instruction in other previous physics or math courses in high school or college. However, the participants in experiment 2 did receive explicit dot and cross products instruction in the classroom, since it is emphasized much more in the second semester.
Immediately after training, participants completed unrelated physics tasks that lasted approximately 20 min. After this unrelated task, participants completed the final assessment with no feedback. Participants in the control condition also received the assessment after 20 min of unrelated tasks, but with no prior vector training. Assessment completion times were typically about 10-15 min.
C. Materials: Topic and question types
A correct determination of a vector product requires finding the magnitude and either the direction (cross product) or the sign (dot product). Because our own pilot research and previous research by others [31, 32] found that students have difficulties with each of these subtasks, the training included practice on these subtasks (scores in control conditions in this study verify this issue). Specifically, training included six question types, three for each vector product type: dot product (determine sign, determine magnitude, compare magnitudes) and cross product (determine direction, determine magnitude, compare magnitudes). See Fig. 1 for examples of the training question types. Each of these question types varied the magnitude and/or direction of the vectors between questions. The training consisted of four blocks of six questions (one for each question type) for a total of 24 questions. The last block replaced the two compare magnitude questions with dot product direction and cross product sign because of the higher relative importance of the latter. The training typically took about 10-15 min (more details provided in Sec. IV).
The elaborated feedback for the EF condition consisted of explanations specific to a given question type. As an example, the EF for dot product sign and cross product compare magnitudes questions are shown in Fig. 2 . When KR or KCR feedback was used in conjunction with EF, the KR and/or KCR feedback was shown prior to the EF. The EF images used in training obscured (was placed over) only the multiple choice options, meaning the students could still see the problem statement and accompanying figure while studying the EF. To draw attention to the contrast between similar operations, all dot product EF images contained an orange border, and cross product EF images contained a purple border.
D. Materials: Assessment
Two assessments were used in this study. The first is an instrument we constructed in pilot studies, called the DotCross assessment, used as the content assessment for experiments 1 and 2. The DotCross assessment consisted of 14 items and measured participant ability to determine the sign and magnitude of the dot product of two vectors (8 items) and the direction and magnitude of the cross product of two vectors (6 items). See the Supplemental Material [35] for the full DotCross assessment. The assessment items were similar-though not identical to-the training questions, and covered all training question types. The reliability of this instrument is fairly high, with a Cronbach's α ¼ 0.88, and all items had mean scores in the range of about 0.3-0.7 (most around 0.5) and good pointbiserial correlations in the range of 0.4-0.7, with the exception of one item which had a very high mean score.
The validity of the DotCross assessment is supported in four ways. First, the items were modeled after straightforward questions in textbooks and relevant items from other validated vector assessment instruments [31, 32] . Second, the items used were also based on over 5 years of pilot testing in our education research lab, including modifications based on student testing and postinterviews. Third, the instrument is significantly (albeit relatively weakly) correlated with the course grade (
Finally, the items were constructed by two instructors (Heckler and Mikula) with, combined, over 20 years experience teaching the topic; during the research phase, other instructors were also involved in the process. The second assessment used was a very brief assessment of student attitudes and beliefs, which was administered only in experiment 2. This assessment was not designed to be an extensive measurement of attitudes and beliefs. Rather the assessment consisted of several Likert-scale items intended to obtain a simple measure of the general sense of participant ratings of their own proficiency, importance of the topic, and beliefs about the how much they learned from the training (see Sec. IV. C for more details).
III. CONTENT ASSESSMENT SCORE RESULTS
We are interested in determining differences in scores for the various training conditions and how this may interact with prior knowledge. Specifically, we would like to test the predictions discussed earlier in Table I. A. Experiment 1: Scores, feedback complexity, and prior knowledge Experiment 1 mean scores for each condition (Fig. 3 ) reveal two important results. First, all training conditions resulted in significantly higher scores compared to control [ANOVA Fð3Þ ¼ 9.8, p < 0.001, post hoc comparisons against control using Dunnett's t test, p ≤ 0.04 for all conditions]. Specifically, the effect sizes (gains over control) range from d ¼ 0.5 for KR to d ¼ 1.0 for KR þ EF.
Second, the scores appear to increase with the increased complexity of training feedback. To gain more insight into this apparent signal, let us consider the factor of prior knowledge. In Sec. I. A we hypothesized that more feedback information is more beneficial for participants with relatively low levels of prior knowledge. Thus training with KR þ EF should be the most effective, while KR and KR þ KCR should be the least effective (and probably similar to each other). In contrast, for participants with relatively high levels of prior knowledge, only minimal feedback is needed to remind the learner of the correct method, thus KR, KR þ KCR, and KR þ EF would all be about equally and moderately effective. We can test these hypothesized effects of prior knowledge on training, by considering two different measures of (or proxies for) prior knowledge.
The first proxy we use for prior knowledge is course grade (though one might also argue that this is also a measure of aptitude). Figure 4 presents the scores broken down by students above and below the median grade, providing evidence for the claim that students with a higher course grade have higher prior knowledge. The scores for students in the control condition with course grades above the median are about d ¼ 0.7 standard deviations higher than for students with grades below the median
A close examination of Fig. 4 reveals that the results support our prediction in Table I that the high and low grade students responded differently to the training feedback. Specifically, as expected, for students below the median (low prior knowledge), the KR þ EF condition scores are higher than KR or KR þ KCR. Both Fig. 4 and a post hoc analysis confirm this [ANOVA Fð2Þ ¼ 5.2, p < 0.01, post hoc comparing KR þ EF against other two: Dunnett's t test, p ¼ 0.02 for KR and p ¼ 0.03 for KR þ KCR]. Also as expected, for students above the median there are no significant differences in the scores for KR, KR þ KCR, and KR þ EF [Fð2Þ
The second proxy for prior knowledge is perhaps a more direct measure of vector prior knowledge. In the training conditions, the first 6 training questions are all different question types. Therefore, the score on these 6 questions ("prescore") could be used as a simple measure of the prior knowledge of the participant. In fact, the mean prescores were 36% and 49% for experiments 1 and 2, respectivelythese scores were similar across conditions and were similar to the DotCross assessment means for the respective control conditions. Futhermore, perhaps as to be expected, there are only weak correlations between the prescore and the course grade (r ¼ 0.17, p < 0.05 for both experiments), thus they are not measuring the same ability.
In order to allow for comparisons across experiments, we used the median pre score for the pooled populations of experiments 1 and 2 to determine the cutoff between high and low pre scores. This resulted in 60% of experiment 1 and 40% of experiment 2 participants below the pooled median (low pre scores). This difference is also to be expected, since the students in Experiment 2 have had more practice with vector products.
The results using the prescores (Fig. 5 ) are similar to the results from the high-low grade student analysis. For students below the median on the first 6 training questions, the KR þ EF scores are higher than the KR and KR þ KCR scores [ANOVA Fð2Þ ¼ 3.2, p ¼ 0.046, post hoc comparing KR þ EF against other two: Dunnett's t test, p ¼ 0.037 for KR and p ¼ 0.022 for KR þ KCR]. For students above the median, there were no significant differences in the scores for KR, KR þ KCR, and KR þ EF [Fð2Þ
In sum, we used two different measures (or proxies) for prior knowledge, namely grade in course and score on the first 6 training questions. In both cases we found the same pattern: students with low prior knowledge benefitted significantly more from KR þ EF feedback compared to KR or KR þ KCR feedback, and students with high prior knowledge benefited equally from all three of these training conditions. These results confirm the model that, for this learning domain, increased feedback complexity-namely, providing explanations (EF)-helped students with low prior knowledge significantly more than simple feedback such as providing the correct answer.
B. Experiment 2: EF and KCR, a full factorial design
The results of experiment 1 confirmed that among the training types KR, KR þ KCR, and KR þ EF, the most complex feedback was most beneficial to participants with low prior knowledge. One could increase the complexity yet more with the feedback condition KR þ KCR þ EF, but as discussed in Sec. I. A, there are conflicting predictions as to whether such additional information will increase learning or will cause overload and decrease learning. In experiment 2, we implemented a 2 × 2 design (KCR × EF) (and KR always present) to determine whether any interactions occur between KCR and EF for this learning domain. Recall also that the participants in experiment 2 were enrolled in the semester 2 course (electromagnetism), in which dot and cross products are explicitly addressed in class.
The mean scores for each condition are presented in However, there are some important differences from experiment 1. First, participants in experiment 2 (semester 2) scored higher than those in experiment 1 (semester 1) in all comparable conditions (t test p ≤ 0.006). The effect size between control scores for experiment 1 and experiment 2 is d ¼ 0.7. The higher score is to be expected since the participants in experiment 2 received more explicit course instruction and practice in dot and cross products in semester 2.
Perhaps the most important difference from experiment 1 is the pattern of the training condition means. To compare directly with experiment 1, let us first only consider KR, KR þ KCR, and KR þ EF for experiment 2. An ANOVA and post hoc analysis reveals that there were no significant differences in mean scores for these three training conditions [Fð2Þ ¼ 1.575, p ¼ 0.211]. Furthermore, separating out high and low course grade students or high and low prescores reveals the same result, namely, that there were no significant differences in scores between KR, KR þ KCR, and KR þ EF feedback conditions for either high-or low-performing students (p ¼ 0.503, 0.096 for low-and high-performing grades and prescores, respectively). The lack of difference in scores for these three conditions in experiment 2 is consistent with our hypothesis since, as discussed earlier, the participants in experiment 2 (semester 2) have relatively high prior knowledge on average, and there should be less added benefit of adding either KCR or EF to the feedback.
Nonetheless, this brings us to the question of whether including both KCR and EF (i.e., KR þ KCR þ EF) accrued additional benefit, or if the additional feedback impedes learning. Examination of Fig. 6 reveals that KR þ KCR þ EF certainly does not perform worse than KR þ KCR or KR þ EF, and, in fact, there is evidence for some added benefit to including both KCR and EF in the feedback for this learning domain. An ANOVA analysis on all four training conditions confirms that the means are different [Fð3Þ ¼ 3.039, p ¼ 0.030] and a Tukey (post hoc) multiple comparison shows that the only significant pairwise difference between conditions is between KR þ KCR þ EF and KR (p ¼ 0.016); all other pairwise comparisons show no significant differences.
We can gain insight into the nature of the benefit of KR þ KCR þ EF by comparing performance for participants with high or low scores on the prescore (i.e., high or low prior knowledge). Figure 7 shows the results. The results clearly show that students with high prior knowledge did not gain any added benefit from increased feedback complexity [ANOVA Fð3Þ ¼ 1.24, p ¼ 0.3], but there was a difference between conditions for students with low prior knowledge [ANOVA Fð3Þ ¼ 2.85, p ¼ 0.04], and the only significant pairwise difference is between KR þ KCR þ EF and KR (Tukey, p < 0.05). Therefore, once again, the benefit of the complex feedback stems from students with low prior knowledge.
Finally, in order to gain more insight into the results, we completed a univariate ANOVA with two factors-KCR (present or absent), EF (present or absent)-and two covariates-course grade and prescore. We included all main effects and two-way interactions. All main effects and significant interactions are shown in Table III . All main effects were significant except for KCR, which had marginal benefits. There was no significant interaction between KCR and EF; rather, it appears that in this learning domain the two effects are simply additive.
The only significant interactions were between EF and a measure of prior knowledge-student performance on the first 6 questions of the training-and between KCR and course grade. Thus we have evidence of a knowledge-bytreatment interaction, namely, that students with low prior knowledge on average benefit from EF while high prior knowledge students on average do not benefit from EF, perhaps because they are at ceiling (see Fig. 8 ). The KCR-course grade interaction reveals that students with low course grades tend to benefit from KCR more than students with high course grades.
IV. TRAINING AND TIMING DATA RESULTS
In this section we examine the amount of time learners spent on various parts of the training. The training times are analyzed for two reasons: to gain insight into the relative efficiency of the feedback conditions and to gain insight into how students are using the elaborated feedback in conditions containing that feedback, which were often the highest scoring conditions. The timing data considered here are the total training time and the time spent viewing the EF (explanation time). Note that timing data analyzed in this section only considers the training conditions and excludes the control (no training) condition.
A. Total training time and efficiency
There are several important observations about the total training time. First, the total training time was not correlated with either of our proxies of prior knowledge.
However, the total time was weakly correlated with score for experiment 1 (r ¼ 0.25, p < 0.01) and this correlation was about this same size for each condition. On the other hand, in experiment 2, the correlations were not significant (r ¼ 0.05, p > 0.4). The correlation of score with training time for experiment 1 but not experiment 2 may indicate that the less prepared students tend to get more benefit by spending more time with training.
Second, in Sec. III we determined which feedback conditions were the most effective in terms of obtaining the highest scores. However, we would also like to determine which feedback conditions are the most efficient. Naturally, there are a variety of ways to define efficiency of an instructional intervention, usually including information on the amount of learning as well as time spent on learning. Here we will define efficiency ε as a rate of gain of score. That is, for the ith student,
It is important to note that the time unit is scaled to 1000 sec in order to make the values of ε easily readable. Thus, efficiency ε may be interpreted as the number of control standard deviations gained per thousand seconds spent training.
The total training times and efficiencies for each condition are shown in Table IV (mean and median times are shown because the distributions are right-skewed). The training times showed significant differences for experiment 1 (Kruskal-Wallis K ¼ 7.3, p ¼ 0.03) but not for experiment 2 (Kruskal-Wallis K ¼ 3.0, p ¼ 0.39). For both experiments, training time increased by about 10%-20% (1-2 min) when EF is included in the feedback. Interestingly, for experiment 2, the total training time for KR þ KCR was slightly less than for KR alone, possibly because without KCR, students would have to take time to determine the correct answer.
As for efficiency, there were no significant differences between conditions for each experiment (Kruskall-Wallis K ¼ 3.3, p ¼ .19 for exp. 1, and K ¼ 5.6, p ¼ .13 for Exp. 2). However, taken together the trends are in the same direction, namely, that conditions with EF tended to have higher efficiencies but, again the significance is marginal at best (Mann-Whitney U ¼ 3031, p ¼ 0.076 for exp. 1, and U ¼ 5443, p ¼ .22 for Exp. 2), with an effect size of d ¼ 0.25. Therefore, while the scores for EF training are significantly higher than KCR training, there is at best only marginal evidence that the efficiency (learning rates) of EF are higher than KCR. With such a relatively small effect size, a larger sample size is needed to determine whether this possible higher learning rate is statistically reliable. Finally, while the above result confirms that EF training results in relatively higher scores, it is important to note that for the less effective feedback conditions, many students tended to finish them quickly with very little learning.
B. Explanation viewing time
We have shown that EF training resulted in the highest scores; therefore this kind of feedback is of high interest. In order to gain more insight into how students progress through the EF training and how they are using this feedback, we examined the amount of time spent viewing the explanations.
If providing explanations improves learning, then one would expect to see evidence for this causation in the explanation viewing times. Specifically, participants who answered a given training question incorrectly would be expected to view the explanations longer than those who answered correctly. Figure 9 presents the trial-by-trial median explanation viewing times for participants answering correctly or incorrectly for all six question types (medians are used to depict central tendency because distributions are right skewed). Recall that training consisted of several blocks, interleaving the six question types in each block. Note that, because of limitations for some question types, the last couple of blocks did not include all question types. Figure 9 reveals two important patterns. First, it confirms the causal expectation that participants answering incorrectly tended to view the explanations significantly longer than those answering correctly. One might argue, however, that Fig. 9 confounds results, since it does not account for the longitudinal progress of the participants. For example, for a given question type, for participants answering the second trial incorrectly, it is not clear from the figure how many of these participants also answered the first question incorrectly or correctly.
To address this, in Fig. 10 we present an example for one of the question types in which student responses to the first three training trials of each question type were categorized according to their scoring pattern. That is, within each question type, students were categorized as "Right-Right-Right" if they got all three questions right, "Wrong-Right-Right" if they got the first question wrong and the second and third questions right, and so on. We include the four most-populated categories in the figure, which account for 81% of the participants. Explanation times for each category were then compared for the first three trials.
The results further support the expectation that explanation times are relatively high when the question was incorrectly answered and low when correctly answered. Figure 10 presents this result visually, and Wilcoxon signed rank tests showed that in all four answer patterns in this figure the explanation viewing time was significantly longer after incorrect answers than after correct answers (p < 0.05). For example, the Wrong-Right-Right category, the explanation time is largest for the first then smaller for the second (Z ¼ 2.4, p ¼ 0.02) and third (Z ¼ 3.0, p < 0.01) trials, whereas for the Right-Wrong-Right category, the explanation viewing times are largest for the second trial and significantly smaller for the first (Z ¼ 3.0, p < 0.01) and third (Z ¼ 3.0, p ¼ 0.01) trials, as expected. Further, for the Wrong-Wrong-Right category, the viewing times for the first and second trials were not significantly different (Z ¼ 1.4, p < 0.16), but they were for the first and third (Z ¼ 2.1, p < 0.04) and second and third (Z ¼ 2.2, p < 0.03) trials. This explicitly shows that students in the EF condition are spending time to read the explanations when they get a training question incorrect, and that is why the EF condition has high learning gains.
The second important pattern in Fig. 9 is that, within each question type, explanation viewing times for participants answering incorrectly typically decreased somewhat rapidly as the training trials advanced, and is approximately equal to the explanation viewing times for correct answerers by the third or fourth trial. It is important to keep in mind that typically only ∼10% of the participants are answering incorrectly by the fourth trial, so this typically represents only a small portion of the population. However, this does indicate that after a certain number of trials, students answering incorrectly tended to ignore the EF. Possible explanations for this could include the following: (i) students have read the EF earlier, and found it unhelpful, (ii) students have read the EF earlier and found it helpful but no longer necessary to read again, and (iii) students lose (or never had) interest and/or motivation in how to determine the correct answer.
C. Data on beliefs of proficiency, learning, and importance of topic
After training and the content assessments, the participants in experiment 2 were given a brief survey including items pertaining to their beliefs about their proficiency in the topic, how much they learned in training, and the importance of the topic. The text of these items and summary of results are shown in Table V .
There are several important results from the combination of survey performance and content performance data. First, as seen in Table V , all training conditions but KR significantly raised self-reported proficiency compared to Control, with more effective training conditions-as measured by scores on the assessment-showing the largest increases (compared to control) in self-reported proficiency. Specifically, a Kruskal-Wallis test revealed significant differences between the conditions for the selfreported proficiency item [Kð4Þ ¼ 20.5, p < 0.001], with follow-up post hoc comparisons only showing significantly higher self-reported proficiency for KR þ KCR þ EF compared to both control and KR.
One possible explanation for highest self-reported proficiency for KR þ KCR þ EF is that this condition improved their performance the most, and this in turn improved their self-reported proficiency the most. This would imply that the students were fairly good judges of their own proficiency. In fact, this is supported by a high correlation between self-reported proficiency and performance (r ¼ 0.63 in the control condition; other conditions had very similar correlations). This is in the high end of the range reported in a meta-analysis by Zell and Krizan [36] , on a range of skills, but the high number may be expected since they report higher correlations between perceived ability and performance when tasks are well constrained and simple. Second, there was no significant correlation between self-reported learning and assessment score within any of the training conditions. However, the conditions with EF had higher self-reported learning than conditions with no EF (mean ratings of 2.95 and 2.61 out of 5, respectively; Mann-Whitney U ¼ 5269,
Furthermore, for conditions with EF, there was a significant positive correlation between the self-reported learning and explanation viewing time (r ¼ 0.3, p ¼ 0.003).
Finally, while there was no significant difference in mean ratings on the importance of understanding vectors for the course among conditions, the self-reported importance rating appears to play a role in the effectiveness of the training. A univariate ANOVA similar to the analysis in Sec. III. B was performed, adding the importance rating as a factor. Table VI shows the results for significant main effects and interactions. The results are similar to the earlier results in Table III , additionally showing that student perception of importance of the topic influences the final score, and that there is an interaction between perception of importance and prescore on the first six training questions. Specifically, for students with low prescores, those who perceive the topic as important benefit more from the training than those students who do not report the topic as important (see Fig. 11 ). These results suggest that it is important that the students-particularly lower-performing students-believe in the importance of the skills to be trained in order to maximize learning gains.
V. SUMMARY AND GENERAL DISCUSSION
Even though there are currently considerable efforts to develop relatively complex intelligent tutoring systems, results from this study demonstrate that simple computerbased training utilizing a variety of relatively simple answer-based feedback methods can be effective in improving student accuracy with essential STEM procedural skills such as evaluating dot or cross vector products. Compared to research findings on computer-based instruction with college students [2, 37, 38] , effect sizes from training in this study were large, ranging from 0.5 to 1.1.
As mentioned in the introduction, there are numerous studies and several reviews on the many factors affecting computer-based learning with feedback. Here, we help in the much-needed empirical and systematic exploration of the factor space to provide guidance for optimal training design. These results are helpful not only in the specific domain of the STEM essential skill of vector math, but also in providing evidence and arguments for a more general framework to guide the design of computer-based training with simple feedback in similar domains. Note that while this study investigates factors effecting learning of a simple and essential procedure skill for physics, there have been other relatively recent lab studies in the physics education domain for improving student knowledge of specific topics [39, 40] and conceptual reasoning in problem solving [41] that also show promise for application in a course.
With a full factorial design studying KCR feedback and EF, a more detailed analysis reveals that EF has a significant impact above and beyond KR, while KCR had a more marginal impact beyond KR. An explanation of this lesser benefit of KCR (compared to EF) may be related to the findings of Narciss and Huth [22] , who found that omitting KCR may compel students to think deeper (to find the correct answer).
Furthermore, in agreement with our hypothesis that the effectiveness of feedback improves with an increase in sufficiency and usefulness of feedback information, the impact of training methods was modulated by prior knowledge. Namely, EF helped the most for students with the least amount of relevant prior knowledge of the topicwhether measured by scores on the first few training questions or by student grade in the course-while students with more prior knowledge achieved significant gains even from the lowest levels of feedback. Note also, as mentioned in Sec. I. A, that the explanations in the EF condition were not specific to the question, but were general to the question type. Our finding that EF results in the highest learning gains is somewhat consistent with the meta analysis of Van der Kleij et al. [4] , but they found wide variations depending on numerous factors. Not only do our results directly validate the use of EF for an essential skills domain in introductory physics, but it also adds insight into the types of students benefiting the most. It is interesting to note that, contrary to many previous studies mentioned in the introduction, in our study KR did often have a significant positive impact on performance. However, this improvement in performance is almost certainly not due to Skinnerian conditioning-which was tested and rejected by earlier studies (e.g., Refs. [11, 12] )since it would be difficult to infer the abstract rules of vector math from KR feedback alone. Rather, consistent with our hypothesis of sufficient and useful information, it is more likely that KR improves performance becauseeven in the low-prior-knowledge cases-at least some subpopulation of students will still have some relevant prior knowledge of the rules (e.g., from previous courses). For these students, even the minimal KR feedback provides enough information to help them to recall the rule or repair any faulty or incomplete recollection.
We found that students tended to spend relatively more time viewing explanations after incorrect answers, but that overall, explanation viewing times decreased dramatically after the first one or two viewings within each question type. While these results helped to empirically confirm the assumption that students were attending to the explanations provided, it also raises question as to how to best sequence training questions and explanations, and why students who persist with incorrect answers ignore the explanations in the later training trials. For example, is it better to provide more difficult questions in which students answer incorrectly early rather than later? This would be consistent with models of productive failure [42] and impasse-driven learning [43] , in which early struggles with difficult problems lead to stronger learning later on, despite the initial failure. Nonetheless, our study was not designed to answer such questions which must be left to future studies.
Notably, we found that the training not only improved performance but also improved students' beliefs about their own proficiency in the topic, with more effective training conditions showing higher self-reported proficiencies. Such improvements to self-efficacy-related beliefs can be an important part of STEM learning [44, 45] .
Furthermore, we found that student belief in the importance of the topic can play an important role in the effectiveness of training for lower performing students. That is, when low-performing students were neutral or negative about the importance of the topic, the positive effects of EF and KCR feedback vanish. However, it is not proven from these correlational results that this relation is causal, namely that increasing a student's perception of the importance of a topic will increase the effectiveness of training, though this is a compelling and interesting question to pursue.
Overall, results of this study suggests that computerbased practice to improve performance in a relatively simple STEM essential skill should include both KR and a brief general explanation (EF) relevant to the question type. One might also include information about the correct response in the feedback, but this extra information may not be necessary, and-as mentioned in other studies-may be distracting or otherwise inhibit improvement in some cases (e.g., Ref. [8] ). Nonetheless, in our study, providing KCR in addition to EF did not appreciably increase or decrease learning.
Finally, it is important to consider that while students in this study had significant learning gains, they only completed one training session. In order for such gains in these essential skills to be retained over an academically relevant time interval, it is likely that repeated, distributed practice is necessary (e.g., Ref. [46] ). We do have evidence in another STEM essential skill domain that successful retention occurs with such practice [28, 29] . Retention of these essential skills is important, as these skills are necessary for success in solving more complex problems.
