Abstract
Introduction
The field of knowledge discovery in databases (KDD, data mining) has been defined in [6, 21] as the non-trivial process of identifying valid, novel, potentially useful, and ultimately understandable patterns from databases. In the KDD field, one important issue is how to efficiently incorporate into a knowledge discovery process the user's prior knowledge (beliefs or preferences), in order to conduct a search and speed up the process of knowledge discovery from databases. Another difficult issue is how to accurately represent the rules mined from databases in terms of both qualitative and quantitative analyses.
The existing approaches in knowledge discovery from databases seem inadequate in handling the two issues. In the earlier work of data mining, the general goal of data mining is to discover patterns having high predictive accuracy. For this reason, researchers and practitioners adopted the model of automated data mining and focused on the development of discovery tools and methods that would intelligently extract "statistically strong" patterns which satisfy some objective criteria (like support, confidence level).
Although the automated data mining model seems to be powerful, it is prone to suffering from practical problems due to the user having little or no control at all of the knowledge discovery process. Typically, after a highly intensive process of knowledge discovery (which may range from hours to days), the user could be confused by the overabundance of rules returned, of which only a small fraction might be what he/she is really interested in. To the contrary, in user-guided data mining, the user has the primary control over the kind of rules to be discovered. Typically, the user can incorporate his/her prior knowledge and preferences into guiding the discovery process to return the kind of rules he/she requires. Such a user-oriented methodology is seen as a good alternative for a data mining tool to be effective and useful for solving real-world problems.
In this paper, we propose a belief network method to take advantage of a user's prior knowledge for rule mining. This method can accurately mine classification rule and correlation rule from databases.
The rest of this article is organized as follows. Section 2 briefly describes the relationship between belief networks and rule mining. Section 3 presents an algorithm of learning belief networks. The study on two benchmark databases using the learning algorithm is presented in Section 4. Section 5 extends the scope of applying the belief networks approach. Section 6 concludes with some discussion and future research.
Belief Networks and Rule Mining
A belief network ( [22] , also called Bayesian network or probabilistic network) consists of a directed acyclic graph (DAG) of nodes and arcs, referred to as a network structure, and a set of conditional probabilities associated with the graph. A node in DAG represents a variable. In this article, we take the causal interpretation of the arcs and consider an arc as a causal link representing the existence of direct causal influence between the linked variables. These conditional probabilities associated with the graph consist of P(v i j i ), the conditional probability for each node v i , given its parent set i . When v i does not have any parent, i.e., v i is a root, P(v i j i ) becomes P(v i ), the prior probability of v i . A conditional independence assumption is made for such networks: P(v i j i ; v j ) = P(v i j i ) where v j is any variable other than v i itself and its descendants. This assumption allows one to recover the joint probability distribution of all the variables from the given conditional probabilities by the simple equation
For any set X of variables in a belief network, the ancestral set an(X) consists of variables in X and ancestors of those variables, i.e., variables from which there are directed paths to at least one variable in X. It is evident that v i 2 an(X) implies i 2 an(X). In fact, the Eq. (1) also holds for all the variables in an ancestral set. The fact provides a basis on which classification rule and correlation rule will be derived later in this paper.
Belief networks are actually a rich language of directed acyclic graphs, which facilitates users to specify their prior knowledge. For instance, if an item or attribute is represented by a node, by adding or deleting a node, it is easy for a user to specify whether an item or attribute should be kept or not.
By adding or deleting some arcs, the correlation relationship between an item or attribute and other some items or attributes is easy to be specified as well. Belief networks can handle multiple users' prior knowledge in that the directed acyclic graphs can be easily modified by different users at different times to represent their prior knowledge. The Figure 1 below shows a simple belief network.
A belief network consists of a qualitative part, encoding a domain's variables and the probabilistic influences among them in a directed acyclic graph, and a quantitative part, encoding conditional probabilities over these variables. By learning belief networks from databases, both qualitative and quantitative parts of a belief network can be determined. The user's prior knowledge (beliefs or preferences) about both qualitative and quantitative parts can be set up prior to learning. Once the qualitative and quantitative parts of a belief network are initialized based on user's prior knowledge, the learning from real databases will be invoked. The learning will refine the network. Some rules consistent with the user's expectation will appear in the learned network. Moreover, some learned rules different from user's prior knowledge will also appear in the network. Therefore, we can use the learned belief networks to confirm and/or verify whether our prior knowledge is consistent with the database and discover new rules.
Another main purpose of this paper is to present a novel technique, which is based on learning belief networks, to mining correlation rule and classification rule. A correlation rule is to depict the relationship between an attribute variable and other attribute variables. A classification rule is to reflect the relationship between the class variable and attribute variables. So a correlation rule usually involves an attribute in its right hand side (RHS), and a classification rule always involves a class variable in its RHS. There have been many methods such as classification tree, naive Bayes model, neural networks for classification rule mining (e.g., [18] ). There is, however, little work that discusses correlation rule mining. In [20] , the authors treated an attribute as a random variable, and calculated the coefficient of correlation between any two attributes by a probability method. However, a correlation rule conducted by their method can only capture the relationship between any two attributes. Since a belief network can capture causal relationship among a set of attribute variables [3] , the approach of belief networks can mine out the much more general correlation rules which can capture the relationship among more than two attribute variables.
By learning a belief network from database, correlation and classification rules are represented in terms of the learned network's structure and conditional probabilities among different items or attributes.
The rules mined are in the following form:
If (A 1 1 ) and (A 2 2 ) and ... and (A n n ) then (A n+1 n+1 ), for correlation rules.
If (A 1 1 ) and (A 2 2 ) and ... and (A n n ) then C j , for classification rules.
Where A i 's are the attributes, i 's are constants, 's are relational operators (=; ; ; <; >), and C j is one of the class labels.
The above forms of rules are widely adopted in other literatures (e.g., [18] ). Based on the preprocessing to the datasets, in this paper the rules mined are represented as follows for notational simplicity:
(A 1 = 1 ; A 2 = 2 ; :::; A n = n ) ! ())(A n+1 = n+1 ), for correlation rules.
(A 1 = 1 ; A 2 = 2 ; :::; A n = n ) ! ())(C = c j ), for classification rules.
Where C is the class variable, c j 's are constants.
The conditional probabilities among some items or nodes can be viewed as a kind of correlation coefficient . The number of indicates the strength of the correlation. When > 0, the attributes represented by these nodes have correlation. When = 0, they have no correlation. The value of can be used to determine whether a correlation rule is "strong" or "weak". Say a user sets Min to be 0.5, then only the correlation rules with > 0:5 are considered "strong". For classification rule mining, a user can also set Min as a threshold. The class variable can be treated as a child node, only its parents with exceeding the threshold are considered to be "strongly" related to the class variable.
The correlation and classification rules discussed in this paper are different from the association rules widely used in data mining community. The correlation and classification rules here are mined based on the structure and conditional probabilities of the learned network, and no support and confidence level specified as in mining association rules.
In the next section, we introduce a Bayesian method for learning belief networks called "K2", which was originally developed by Cooper and Herskovits [1] . It can automatically extract the most probable belief-network structure, given a database. Once such a structure is obtained, the conditional probabilities can be derived from the database. The resulting belief network will pave the way for rule mining.
The K2 Algorithm
The K2 is aimed at constructing the most probable network structure B s , given a database of cases D, i.e., the one with the highest posterior probability P(B s jD). A set of structures can be ranked by their posterior probabilities. To rank the posterior probabilities, it is only needed to calculate the joint probablity P(B s ; D). Let r i > 1 be the number of values variable v i can have and q i the number of distinct instantiation patterns its parent set i has in D. Under a set of assumptions as in [1] , then,
where N ijk is the number of cases in D in which v i has the kth of the r i values, and i is the jth of the q i instantiations, and N ij = P r i k=1 N ijk .
The K2 employs a greedy algorithm to search for a B s which is (sub)optimal measured by Eq. (2).
The K2 requires a preexisting order among all nodes in such a way that only those nodes which precede a particular node can possibly be chosen as its parents during learning. The ordering is based on a user's prior knowledge. For simplicity, we specify this node order by the node subscripts, i.e., node v j can be chosen as a parent of node v i only if j < i. Let i denote the parent set of the node v i . The K2 begins with i = ;; i = 1; 2; :::; n. For a given v i ; i = 2; 3; :::; n, it adds incrementally a parent node v j ; j < i into the current i , whose addition most increases the probability of the resulting structure. The process continues until the addition of no single parent into the current i can increase the probability. When all B s structures are assumed to have equal prior probability, the following equation is used to compute the probability at each step:
The K2 runs as follows: Currently, the most common way for belief networks to handle continuous variables is to discretize them. Many discretization techniques can be found in [16] . There are also many techniques to handle the variables with missing values [1, 7, 8, 11, 12, 25] . For example, in [25] an approach called Bound and Collapse is proposed to deal with the missing data. Assumption 3 is reasonable for many real-world databases due to the way in which data is obtained. Assumption 4 is that for the structure B s , the prior distribution density for the conditional probabilities is uniform. The four assumptions are restrictive.
There has been a great deal of recent work building on general results from Bayesian statistics to relax these assumptions [10, 13, 12, 17] .
The K2 requires an ordering on all the nodes prior to learning. Such an ordering prevents the formation of causal cycles. Moreover, it restricts the set of all possible parents of a node to the set of all nodes preceding it. Learning will then determine the genuine parents of a node only from the restricted set of possibilities. The ordering may be chosen to reflect causality. Thus, the ordering is important for the constructing of belief networks. If we would like to avoid such a requirement, one approach is to search for likely undirected graphs and use these as starting points in searching for directed graphs [1] . By doing so, however, it will make the belief network model very general in representing the relationship between a node and its parents. Such generality may require that an excessive number of conditional probabilities be available because the number of conditional probabilities for each node is exponential to the number of its parents. This problem becomes more serious for networks of high connectivities.
Once the belief network structure is extracted by the K2, we shall start deriving the conditional probabilities, the quantitative part of the belief network.
Let ijk denote the conditional probability P(v i = ik j i = w ij ) -that is, the probability that the node v i has value ik , for some k from 1 to r i , given that the parents of v i , represented by i , are instantiated as w ij . Call ijk a network conditional probability. Let denote the above four assumptions. Consider the value of E ijk jD; B s ; ], which is the expected value of ijk given database D, the belief-network structure B s , and the assumptions . Then the following result is derived in [1] :
There are many methods of learning belief networks such as [9, 14, 19, 23] . The K2 is a representative Bayesian learning approach. It has been implemented by some programs for the induction of belief networks from data (e.g., [26] ). To our best knowledge, it is the first time for the K2 to be applied to rule mining. From our work [24] , it is found that the K2 has certain inherent noise-resistance capability.
Especially, the K2 can handle multi-value variables, so it is suitable to be applied to real-world problems of different domains.
Case Studies
In this section, we present results of applying the K2 algorithm to two benchmark databases: credit card screening data from a Japan bank, and mushrooms data from the Audubon Society Field Guide to North American Mushrooms 1 .
Mining Credit Card Screening Data
The domain for this case study concerns the approval of credit card applications using a database provided by a Japan bank. The user's prior knowledge can be specified in belief networks as described in the second paragraph of Section 2. We suppose the following basic prior knowledge. For a more experienced data miner, there could be more to be pre-specified.
All the attributes and the class variable in the database should be kept in the database; and The belief network learned from the data is shown in Figure 2 . In Figure 2 , the attribute A 2 is isolated and independent of all the other attributes.
The relationship between a node and its parents is also called causal dependency. The indirect dependencies between a node and the other nodes except its parents may exist, and it is possibly conditionally independent of them. As described in Section 3, the K2 first determines the parents of each node, then calculates the conditional probability of a node given its parents by Eq. (4). The conditional probabilities serve as the measurement of the strength of causal dependencies between the nodes and their parents.
Since the calculation of the conditional probabilities depends on the corresponding database, they are also said to be learned from the database.
We note that the class variable C, whether or not being granted credit card, is only caused by A 3 (work years) and A 5 (whether or not jobless). C is either independent of the other attributes such as A 4 (loan months), A 7 (marriage status), etc., or has so weak causal dependencies with them that those
(loan months), etc. Obviously, the discovered knowledge is different from the prior knowledge. If we assume that the information in a database is complete, we should suspect that our prior knowledge is incorrect, and it should be modified based on our findings from the learned network.
In what follows, we will discuss the learned quantitative part of the belief network. Table 1 gives the learned conditional probabilities for attribute A 5 and class variable C with regard to their respective parents. These conditional probabilities are learned from the original database of 125 records. The others are omitted due to space constraint. In Table 1 , for attribute A 1 , 0, 1 and 2 denote the age between 0-40, 40-60, and over 60 years old, respectively; for attribute A 3 , 0, 1 and 2 denote 0-5, 5-20, and over 20 work years; for attribute A 5 , 0 and 1 denote non-jobless, and jobless; for class variable C, 0 and 1 denote non-granted, and granted for credit card.
When focusing on C -the class variable, and mining the classification rules in terms of the belief network in Figure 2 and Table 1 , we can obtain the following some rules if Min = 0:5: Where A ) B means that A is "strongly" related to B, A ! B indicates that A is "weakly" related to B.
The above rules are only the part of all the possible classification rules implied in the network in From Eq. (5) and (6), we can obtain the conditional probability for C given A 1 , then the classification rule between C and A 1 can be acquired accordingly.
From Table 1 , we can see that some conditional probabilities are very high and close to 1, so the corresponding parent patterns very "strongly" cause the class variable with corresponding outcomes. As an example, from Rule 1, if work-year is between 0 to 5, and the applicant jobless, then the outcome of classification for the applicant with a high probability (0.8125) is non-granted for credit card. From Table 1 , also it can be found that some conditional probabilities are very small and close to 0, which indicates that the corresponding parent patterns very "weakly" cause the class variable with corresponding outcomes. For instance, from Rule 2, if work-year is between 0 to 5, and the applicant non-jobless, then the outcome of classification for the applicant with a small probability (0.4091) is non-granted for credit card, i.e., the applicant is of high probability granted for credit card.
As mentioned earlier, a correlation rule is yielded in terms of whether or not there exists non-zero many correlation rules which can be acquired from indirect dependencies shown in the network in Figure 
The conditional probability for A 8 given A 1 , A 3 can be obtained from the Eq. (7), (8) and (9), then the correlation rule between attribute A 8 and attributes A 1 , A 3 can be got accordingly. In this paper, we only provide the formulae to obtain the classification and correlation rules from indirect dependencies.
These mined classification and correlation rules make sense. In the light of these rules, a bank manager will get a reference to target potential customers.
Mining Mushroom Data
The mushroom dataset was drawn from The Audubon Society Field Guide to North American Mush- The belief network learned from mushroom data is shown in Figure 3 . The isolated attributes are omitted. Table 2 shows the conditional probabilities for class variable C with regard to its parents A 7 , A 20 , and A 22 . These conditional probabilities are learned from the mushroom database with 8124 records. The others are omitted due to space constraint. In Table 2 , attribute A 7 has values: 0(almond), 1(creosote), If we focus on the class variable C and mine the classification rules, meanwhile, the threshold Min = 0:5, the following rules can be obtained in terms of the belief network in Figure 3 and the Table 2 We briefly explain the above results, Rule 1 suggests that if odor is anise, spore-print-color brown, and ring-number one, then the outcome of classification for a mushroom with a very high probability (0.9950) is edible. Rule 6 says that if odor is pungent, spore-print-color black, and ring-number one, then the outcome of classification for a mushroom with a very small probability (0.0077) is edible, i.e., the mushroom is of a very high probability poisonous. These mined rules can provide a farmer the reference to judge whether a mushroom is edible or poisonous.
Summary
Since the K2 is a greedy search algorithm, there is no guarantee that a global maximum can be found.
Here we only suppose that the results extracted with K2 are relatively reliable. We observed from Sections 4.1 and 4.2 that the following can be performed in learning a belief network by K2: if a user's conjecture is correct, the information in a database is complete, then the result of rule mining will be relatively reliable. If the user's conjecture is wrong, but the information in the database is complete, the result will still be relatively reliable as K2 learns from the database. That is, the learned belief networks can confirm whether a user's prior knowledge is correct or not. This is somehow beyond rul e mining because the user's prior knowledge also can be corrected through the learned network. If the user's conjecture is correct, but the information in the database is incomplete, the result will be unreliable. In most situations, it is always deemed that the information in a database is almost complete. Lastly, if the user's conjecture is wrong, and the information in the database is incomplete, the result will be very unreliable. Overall, we give a general summary in Table 3 . Table 3 only serves as a general summary. Since the information in any database is not absolutely complete, and any learning algorithm itself is not perfect either, a learning algorithm will at times give spurious dependencies, have inaccurate parameter estimates, and make wrong predictions.
Many diverse methods for automated learning from data have been developed. Since it is impractical to compare all these methods, we shall only restrict our comparison to classification trees and neural networks that we believe are close to our method. A classification tree is usually restricted to representing the distribution on one variable of interest -the classification variable. With this constraint, however, classification trees can often represent compactly the attributes that influence the distribution of the classification variable. It is simple and efficient to apply a classification tree to perform classification.
However, belief networks can capture the probabilistic relationships among multiple variables, without the need to designate a classification variable. These networks provide a natural representation for capturing causal relationship among a set of variables [3] . In addition, inference algorithms exist for computing the probability of any subset of variables conditioned on the values of any other subset.
In the worst case, however, these inference algorithms have a computational time complexity that is exponential in the size of the belief network. Nonetheless, for networks that are not densely connected, there exist exact inference algorithms such as [4, 15] .
In addition to classification trees, in data mining community, the approach of neural networks for classification rule mining has been proposed [18] . As presented in this paper, however, the approach of belief networks can mine both classification rules and correlation rules. That is an advantage of approach of belief networks over that of neural networks in rule mining. In addition, the naive Bayes model is widely used for performing classification. It can compete with other classifiers such as backpropagation though its structure is less complex.
In this paper, we apply the K2, a Bayesian approach, to learning the structure of belief networks.
The Bayesian approach takes prior knowledge as input and combines it with data to produce one or more belief networks. The most general form of Bayesian approach for learning the structure of belief networks is so called marginal likelihood. Let D be a database of cases, given a belief network structure m, the marginal likelihood function is given by p(Djm) = Z p(Djm; m )p m ( m )d m ; (10) where for the given model m, p m ( m ) is the prior distribution density for its parameter m . p(Djm) or its logarithm, can be used directly as a score function for comparing different models. Given a score function that evaluates the merit of a belief network structure, learning the qualitative part of belief networks from databases reduces to a search for one or more structures that have a high score. From Bayes' theorem, we have p(mjD) = p(m)p(Djm)=p(D) (11) where p(D) is a normalization constant that does not depend upon structure. Thus, to determine the posterior distribution p(mjD) for network structures, we need to compute the marginal likelihood of the data p(Djm) for each possible structure.
In terms of Eq. (11), Eq. (2) is just the score function for the K2. Eq. (2) was derived based on the four assumptions in Section 3. The similar simple formula holds when the assumption 4 is relaxed to that the prior distribution density is Dirichlet and satisfies parameter independence. For the continuous variables arising from a Gaussian model with a conjugate prior, the similar formulae can be found as well in the case of complete data. In most other cases, however, the integral in Eq. (10) is not obtainable in closed form. Various approximation to this integral have been proposed [12] . One possible approximation to the log marginal likelihood is the Bayesian Information Criterion (BIC), but this doesn't require the evaluation of the prior distribution density p m ( m ) , and is too crude to use except for extremely large samples. All the possible approximations to the log marginal likelihood serve as the score functions for the evaluation of the belief networks with incomplete data or/and more general prior distribution density. For the detailed discussion of the recent progress in the structural learning of belief networks, please refer to [2, 12] .
From a Belief Language to Belief Networks
In [20] , a language for the user's belief specification is proposed. The language is designed to represent user's prior knowledge in three different abstraction levels, in order that a user can iteratively increase the specificity of their beliefs for different needs in a discovery process.
A Belief Language
Here we will briefly introduce the belief language. Firstly, we bring in the following notations that are defined to represent the general structures of preferences and beliefs for classification and correlation rules. Preference 1 represents an inclusive template. the set of items specified in an inclusive template is deemed to be "interesting" to the user. Preference 2 represents an exclusive template. The set of items specified in the exclusive template is deemed to be "uninteresting" to the user. The belief language allows the user to incorporate his/her preferences and beliefs into the data mining process, so as to guide the discovery process and control the kind of knowledge that is returned. Based on the belief language, a pre-processing phase can be included into the discovery process to eliminate irrelevant attributes at the earliest opportunity [5] .
Using Belief Networks
We now will show that the belief language can be represented easily by belief networks. Hereafter, it is assumed that a node (variable) in belief networks be an item in the belief language.
Concluding Remarks
In this article, we present a belief network approach to the mining of correlation and classification rules from databases with prior knowledge. An algorithm of learning belief networks is presented. The study of two benchmark databases is conducted using the learning algorithm. The study proves that a user's prior knowledge or conjectures can be easily specified with the directed acyclic graph language of belief networks. The classification and correlation rules mined from databases can be represented based on the structure and conditional probabilities of the networks learned from databases. By the new approach, the representation of correlation rules is generalized from an existing alternative so that the generalized correlation rules can capture the relationship among more than two attribute variables. The experiments show that a user's prior knowledge or conjectures can be confirmed or disconfirmed by learning belief networks from databases. This is somehow beyond rule mining. The belief networks method for rule mining takes advantage of machine learning, so the more complete the information in a database, the more accurate the rules mined. We also extend our method to replace a belief language for the specification of a user's preferences. The advantages of our method over the belief language are pointed out. Several relevant issues should be noted. First, whether the information in a database is complete or not heavily affects the accuracy of the rules mined by learning belief networks from databases. The databases with complete information are preferred. Second, the result of learning belief networks depends on the learning algorithm itself as well. An algorithm often has some assumptions.
For instance, K2 requires an ordering on the domain variables prior to learning. For a different ordering, some of the conditional independencies may be hidden, it also slightly affects the result of learning.
Thus the combination of a few methods of learning belief networks to build an interactive learning shell system will allow several learning methods to complement each other.
