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each axis [2] [3] [4] . A short dipole oriented along the axis in the Cartesian coordinate system is used to measure corresponding component of the electric field, and a small loop oriented along the axis in the Cartesian coordinate system is used to measure corresponding component in the magnetic field [5] , [6] . Two orthogonally-collocated dipoles will form a dipole-pair (a.k.a cross dipoles) [7] [8] [9] [10] [11] , and two orthogonally-collocated dipoles will form a loop-pair [12] [13] [14] . In addition, the dipole-loop pair is investigated in [13] , [15] . Since both the electric field and magnetic field have three components in the Cartesian coordinate system, a dipole-triad [16] [17] [18] [19] comprises three orthogonally-collocated dipoles which are used to measure the three components of the signal's electric field, and a loop-triad [16] [17] [18] , [20] comprises three orthogonally-collocated loops which are used to measure the three components of the signal's magnetic field. When the dipole triad and the loop triad are collocated at a point geometry in space, an electromagnetic vector-sensor [5] , [21] [22] [23] [24] [25] will be constructed. Advantages of these dipole/loop pair, triad, and electromagnetic vector-sensor are that they can resolve both the polarization and the directionof-arrival (DOA) differences of the incident sources [5] , [21] . Because all antennas in the vector-sensor are collocated, they will have the same frequency-dependence. Therefore, the array-manifold of the vector-sensor is independent of the signal's frequency-spectrum [26] . The electromagnetic vector-sensor (array) has been investigated extensively for direction finding and polarization estimation with different algorithms: for example: the Estimation of Signal Parameters Via Rotational Invariance Techniques (ESPRIT) [27] based algorithms [5] , [22] , [24] [25] [26] , [28] [29] [30] [31] [32] [33] , the beamforming algorithms [34] , [35] , the MUSIC based algorithms [23] , [31] , [36] [37] [38] , the Root-MUSIC based algorithms [35] , [39] , the maximum likelihood algorithms [40] , the quaternion based algorithms [37] , [38] , [41] [42] [43] , the two-fold mode algorithms [10] , the parallel factor based algorithms [44] , and the propagator methods [45] [46] [47] [48] [49] .
Theoretical bounds are analyzed in [21] , [28] , [50] [51] [52] [53] . Source tracking with the electromagnetic vectorsensor is investigated in [54] [55] [56] . The beampattern of the electromagnetic vector-sensor is studied in [57] , [58] . The linear dependence of the steering vectors associated with these vector-sensors is investigated in [59] [60] [61] [62] [63] [64] . Disadvantage of these collocated sensors is also obvious; the mutual coupling across the collocated antennas will increase the hardware cost of the vector-sensors and also degrade the performance [65] , [66] .
In order to overcome the mutual coupling problem, distributed electromagnetic vector sensors have been investigated in [67] [68] [69] [70] [71] [72] [73] recently. Reference [65] proposed a non-collocating electromagnetic vector sensor by spatially spacing the three dipoles and three loops in the vector-sensor, and this array geometry remain the vector-cross-product direction finding algorithm, which has been investigated extensively for the collocated electromagnetic vector-sensor. Advantages of the non-collocating electromagnetic vector May 11, 2014 DRAFT sensor include that [65] : 1) the mutual coupling is effectively reduced since the inter-sensor spacings are far larger than a half-wavelength, 2) the angular resolution is enhanced because of the array aperture extension, and 3) the vector-cross-product direction finding approach is remained for fast DOA estimation.
However, in practical applications, the responses of electric field and electric field vary from each other [5] . Hence only dipoles or loops are a better choice to form a polarized sensor array. It follows that the vector-cross-product direction finding approach can not be used. This paper proposes sparse arrays composed of non-collocating dipole triads or non-collocating loop triads. From [16] , [18] , we know that one a single dipole/loop triad suffices for direction finding and polarization estimation. However, when the three dipoles/loops in the triad are spatially spread in space, they can not offer the closed-form direction-of-arrival and polarization estimation because of the inter-sensor phase factors, especially when the inter-sensor spacings are far larger than a half wavelength. In this work, we synergize the ESPRIT [27] algorithm with the non-collocating dipole/loop triads. Sparse arrays composed of three non-collocating dipole triads or three non-collocating loop triads are proposed to estimate the DOAs and polarizations of multiple sources. Both the inter-triad spacings and the inter-sensor spacings in the same triad can be far larger than a half-wavelength.
A. Relative Research and New Contributions
Recent research on the directions-of-arrival and polarizations estimation use various polarized antenna array configurations. The collocated six-component electromagnetic vector sensor is used in [28] , [56] .
Reference [13] focus on the polarization estimation with different compositions of antenna pairs, which can be collocated or non-collocated. Reference [18] investigates various collocated dipole/loop triads for direction-finding and polarization estimation. Diversely collocated dipole and/or loop quads for directionfinding and polarization estimation are exploited in [74] Different from the aforementioned research, the present paper utilize the spatially spread non-collocating dipole/loop triads for multiple sources directionfinding and polarization estimation. Contributions of this work are summarized as follows: a) the mutual coupling across the antennas is reduced, b) the angular resolution is enhanced, c) the hardware cost is reduced, d) a novel ESPRIT-based algorithm is derived based on the sparse array geometries, e) both the eigenvectors and the eigenvalues are utilized during the estimation, and f) a brief pair algorithm is proposed under the multiple-source scenario in the estimation procedure.
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B. Organization of This Paper
The remainder of this paper is organized as follows: Section II provides the array geometry used in this work. Section III presents the algorithm to derive the closed-form estimation of arriving angles and polarizations in the multiple sources scenario. Section IV shows the simulation results to verify the performance of the proposed algorithm. Section V concludes the whole paper. loop triads is demonstrated in Figure 1b . The three orthogonally oriented dipoles/loops in each dipole/loop triad are displaced on the y-axis with the distance between e x /h x and e y /h y equaling to d 1 , and the distance between e y /h y and e z /h z equaling to d 2 . Another dipole/loop triad is also displaced on the y-axis with a distance ∆ y to the first triad. A third dipole/loop triad is displaced parallel the y-axis with a distance ∆ x to the first triad. Please note all the distances among the dipoles/loops can be far larger than a half-wavelength, λ/2, where λ denotes the wavelength of the signal. The following constrains are required to form the array: In a multiple-source scenario with K sources, the responses of the dipoles along each axis for the kth signal are [5] , [21] :
II. ARRAY GEOMETRY
where
} are the azimuth-angle and elevation-angle of the kth source, and {θ 3,k ∈ [0, π/2], θ 4,k ∈ [−π, π)} denote the auxiliary polarization angle and polarization phase difference of the kth incident signal respectively (equating to {γ, η} in [5] ). The responses of the loops along each axis for the kth signal are [5] , [21] :
Since the dipoles or loops in Figure 1 are spatially-spread, the inter-sensor phase factors will be introduced in the array-manifold. The array-manifold of the non-collocating dipole triad in Figure 1a corresponding to kth source is:
where u y,k = cos θ 2,k sin θ 1,k is the direction-cosine of the kth source align to y-axis. The array-manifold of the non-collocating loop triad in Figure 1b corresponding to kth source is:
The array-manifold of the demonstrated array in Figure 1 for kth source is thus a 9 × 1 vector:
where ⊗ denotes the Kronecker-product operator, and
with u x,k def = cos θ 2,k cos θ 1,k denoting the direction-cosine of the kth source along x-axis.
The following will derive an ESPRIT-based algorithm to estimate the directions-of-arrival and polarizations of multiple incident sources based on the array geometries in Figure 1 .
III. ALGORITHM DERIVATION
In a K-source scenario, the data set measured at time t by the array in Section II is:
where a k is the steering-vector of the kth source as shown in (7), n(t) is the zero-mean circularly symmetric additive white Gaussian noise, and s k (t) is the kth signal.
Decompose (10) into three different parts:
A. Basic Principle Underlying the Algorithm
The main idea of the algorithm investigated in this paper is to creatively use the ESPRIT algorithm in the polarized antenna arrays demonstrated in Figure 1 . Unlike the general scalar antenna array, the proposed antenna arrays a) are polarized, b) are sparse arrays, and c) are composed of non-collocating dipole/loop triads. Similar to the unpolarized uniform antenna array, the two dimensional ESPRIT algorithm is used. Different from the uniformly scalar sensor array, 1) both the eigenvalues and the eigenvectors of the data-correlation matrix will be used, 2) the eigenvalues will present the fine estimates of the direction-cosines, 3) the steering vectors of the sources are estimated from the eigenvectors, 4) the fine estimates of the direction-cosines along y-axis will be used to eliminate the inter-sensor phase factors in the steering vectors of the sources collected by the non-collocating dipole/loop triads, 5) the coarse estimates of directions-of-arrival and polarizations are estimated from the steering vectors derived from the eigenvectors and so they are automatically associated with each other for each source, 6) after the coarse estimates of directions-of-arrival are derived, the coarse estimates of the direction-cosines along
x-axis are estimated, 7) the eigenvalues used to derive the fine estimates of the direction-cosines along
x-axis are paired with the coarse estimates, and the proposed pair algorithm is very brief with a low computation workload, 8) the coarse estimates are used to disambiguate the fine estimates to obtain the final, the fine and unambiguous, estimates of the direction-cosines, and lastly 9) the directions-of-arrival and polarizations for each source are derived.
B. Adopt the ESPRIT Algorithm
Consider there are M time samples collected at time t 1 , t 2 , · · · , t M , from (11)
Compute the data correlation matrix of Y:
where H is the Hermitian operator. The steering vectors corresponding to R in (13) are: 
Perform the eigen-decomposition of the covariance matrix R:
where E s is the signal subspace composed of the eigen-vectors associated with the K largest eigenvalues. Partition the 9 × K signal subspace E s into three 3 × K sub-matrices, E s,1 , E s,2 , E s,3 , where E s,1 is composed of the top 3 rows, E s,2 is composed of the middle 3 rows, and E s,3 is composed of the bottom 3 rows. In the noiseless case, E s,1 , E s,2 and E s,3 are inter-related with each other by:
In the noisy case, Φ y and Φ x can be estimated by [27] :
There exists a unique K × K nonsingular matrix T such that [27] :
In the noisy case, this T can be estimated by performing the eigen-decomposition ofΦ y andΦ x .T is composed of the eigenvectors, and
comprise the eigenvalues. D y will offer the fine but ambiguous estimates of the sources' direction-cosines along the y-axis, and D x will offer the fine but ambiguous estimates of the sources' direction-cosines along the x-axis. However, since the eigen-decomposition operations ofΦ y ,Φ x are independent with each other, the direction-cosines estimates in D y , D x should be paired. Furthermore, these estimates need to be disambiguated. The following will show how.
C. Direction-of-Arrival Estimation
Now consider D y and the eigen-decomposition ofΦ y , The steering vectors of the sources can be estimated by [26] :
and the fine but ambiguous estimates of the kth source's direction-cosine along the y-axis:
where ∠ denotes the complex angle of the ensuing number. Since ∆ y ≥ λ k /2, there exists a unique
It follows that:
Recall (
Note thatÂ 1 will offer the estimates of the the steering vectors. We can obtain fromÂ 1 thatâ nc,k = ca nc,k , where c is an unknown complex number. Fromâ nc,k = ca nc,k and (31)- (32), we can define: 
where T denotes the transposition.
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, for the array in Figure 1a ;
, for the array in Figure 1b . (37) where Re{ } and Im{ } denote the real part and the imaginary part of the entry in { }, respectively.
Thus,û
and then the disambiguation method can be adopted to derive the final estimates of direction-cosines.
Using the coarse estimate of direction-cosine in (39) to disambiguate the fine estimate in (26) by the method in [24] , [25] , [65] , we can determine n • y,k in (27) and then derive the final, fine and unambiguous, estimate of direction-cosineû y,k . For the details of this disambiguation, please refer to [24] , [25] , [65] .
The following problem is to get the final, fine and unambiguous, estimate of direction-cosineû x,k , and at first we need to pair the coarse estimate in (38) to the fine estimate in D x . Fromû coarse
On the other hand, from D x in (24),q
Then:
and this n • x,k can be determined by the coarse estimate of direction-cosine in (38) . Note that the above pair algorithm is a unique method developed for the proposed arrays and it has a low computation workload.
Lastly, after the unique {û x,k ,û y,k } has been obtained, the direction-of-arrival of kth incident source {θ 1,k , θ 2,k } can be estimated by [26] :
Then substitutingθ 1,k ,θ 2,k in (45)- (46) into (36)- (37) to replaceθ coarse
, we can get the final estimates of the polarization parameters.
IV. MONTE CARLO SIMULATION
The investigated algorithm's direction-finding efficacy and extended-aperture capability are demonstrated by Monte Carlo simulations. The estimates use 100 temporal snapshots and 200 independent runs. The root mean square error (RMSE) is utilized as the performance measure. The RMSE for the direction-cosine is defined as:
where {û i x ,û i y } are the estimates of direction-cosines at ith run. Figures 2a plots the RMSEs of the direction-cosines versus signal-to-noise ratio (SNR) in a two-source scenario with sparse arrays proposed in Figure 1a It is well known that the larger the array-aperture, the better the angular resolution. In order to investigate the aperture extension property of the proposed array configurations, Figure 3 that the RMSEs of direction-cosines estimated by the proposed algorithm decrease with the increase of inter-sensor spacings and they are close to the Cramér-Rao bounds (CRB). It is notable that there is a breakdown phenomenon in Figure 3 . When the inter-sensor spacing ∆y λ is beyond a specific spacing point (about 40), the RMSEs of the final estimates will be the same as the coarse estimates. This is because the coarse estimates will identify the wrong estimation grid at the pre-set SNR and thus it can not be used to disambiguate the fine estimates. For the details of this breakdown phenomenon, please refer to [24] , [25] . May 11, 2014 DRAFT V. CONCLUSION A novel ESPRIT-based algorithm is investigated in this paper to estimate the directions-of-arrival and polarizations of multiple sources based on the proposed sparse arrays. Unlike the algorithms in [24] , [25] , which is investigated for the collocated electromagnetic vector sensors, the sparse arrays studied in this work are composed of non-collocating dipole/loop triads. The inter-sensor spacing in the arrays are far larger than a half-wavelength. The mutual coupling across the antennas are thus reduced and the angular resolution is improved.
