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a b s t r a c t
A nonlinear third order singular ordinary differential equation is amodel for a viscous fluid
which drains over a wet surface as a thin film down a vertical wall. Here, we discuss the
physical processes of a thin liquid film evolution. The classical thin film equation is being
derived, and the series solution is obtained by employing the Adomian decomposition
method (ADM). In this paper, a new way for the phase planes analysis and traveling wave
solution by ADM is presented. The proposed algorithm is implemented usingmathematical
software Mathematica 6.0.
© 2012 Elsevier Ltd. All rights reserved.
1. Introduction
Thin liquid films are ubiquitous in nature and technology, so an understanding of their mechanics is important in many
applications as given in Ref. [1] and references cited therein. In Geology, thin-film type evolution models are employed to
explain the movement of lava flows and gravity currents under water [2]. In Biophysics, the thin-film dynamics appear as
membranes, as tear films in the eye, as the description of the motion of the viscous fluid in a Hele–Shaw cell and as linings
of mammalian lungs [1]. In Engineering, thin-films help in the heat and mass transfer processes – they limit fluxes and
protect surfaces. The set of applications includes dynamics of paints as fluids, membranes and adhesives [1]. Many industrial
processes [1–5], ranging from spin coating of microchips to de-icing of airplane wings, rely on the ability to control these
interactions.
The flow of a thin film [6,7] can be induced by various means; for example gravity, thermal and centrifugal forces. When
such a film drains down a vertical wall, an equation of the form
y′′′(x) = y−m(x), m > 0
y(0) = 0, y′(0) = 0, lim
x−>∞ y
′′(x) = 0 (1)
is important in the study of thin viscous films with surface tension, y is the height of a thin film on a solid surface and x-axis
is chosen to be pointing upwards.
The case m = 1, was obtained by Buckingham et al. [8] who investigated traveling-wave solutions of the lubrication
equationwith Navier slip. Tanner [9] derived Eq. (1) form = 2 to investigate themotion of the contact line for a thin oil drop
spreading on a horizontal surface. When a droplet spreads over a solid surface under the effect of viscosity and capillarity,
Eq. (1), form = 3, describes the dynamics of the process. The Eq. (1) has singularity at the contact line y = 0, this singularity
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occurs as a result of imposing the no-slip boundary condition. The problem is to determine the initial values of the second
derivative of y, for which specific values ofm touch down occurs; means the solution touches the contact line y = 0.
The angle made by the solution with the line y = 0 is known as the contact angle. The contact angle is obtained by
evaluating the derivative of the solution at the contact line. Duffy andWilson [10] and Ford [11] analyzed the solution of Eq.
(1) subject to initial conditions y(0) = 1 and y′(0) = 0. Momoniat [12] investigated phase planes generated from a third-
order ordinary differential equation (ODE) obtained by a Lie reduction of the third-order ODE, which links up the techniques
of Lie group analysis and phase plane analysis in a novel way. Major gaps in the understanding of theory and analysis in thin
film flows still exist.
The Adomian decomposition method is useful for obtaining both a closed form, explicit solution and numerical
approximations of linear or nonlinear differential equations [13–19], and it is also quite straightforward to write computer
codes in Mathematica or other mathematical softwares like, Matlab, Maple etc. As the decomposition method does not
require discretization of the variables, i.e. time and space, it is not affected by computation round off errors and one is not
facedwith necessity of large computermemory and time. It is based on the search for a solution in the form of a series and on
decomposing the nonlinear operator into a series in which the terms are calculated recursively using Adomian polynomials.
To the best of our knowledge from the existing literature, a third-order singular differential equation of the form Eq. (1)
has not been numerically studied by the Adomian decomposition method. Also, ADM has not been applied to solve such
problems where singularity is involved in a dependent variable, i.e. y.
Our main objective in this paper is to provide a mathematical model with its physical processes, applications and a
new approach to apply the Adomian decomposition method with Padé approximants for numerical study of singular third-
order nonlinear differential equation (1) arising in the flow of a thin film of viscous fluid over a solid surface, discussed in
[1,3,8,9,20,21]. We truncate the power series at a suitable order such that for generalm, there exists a contact line i.e. y = 0.
We construct the Pade approximants by built in utilities of Mathematica 6.0. In this paper, we investigate how phase plane
analysis can be used to determine the initial values of second derivative of y for different values ofm for which touchdown
occurs (i.e. solution touches the contact line).
The organization of this paper is as follows. In Section 2, a mathematical model for thin film flows in the form of
nonlinear third order singular ordinary differential equation has been discussed. In Section 3, we present a list of physical
situations, where Eq. (1) and related equations have been used to describe the thin film flow. In Section 4, we describe the
Adomian decomposition method for a system of equations and its convergence analysis. In Section 5, numerical simulation
of the problem and computer implementation in Mathematica 6.0 is given. Finally in Section 6, the concluding remarks are
included.
2. Mathematical modeling of thin film problems
Thin film flows have received the attention of many researchers over the years due to their numerous occurrences in
engineering and industrial applications [3,8,10,14] as well as in natural flow phenomena. It is also worth noting that simple
processes like taking a shower or drinking a cupof coffee are situationswherewe can observe a variant of thin-filmevolution.
Problems concerning the flow of thin films of viscous fluid with a free surface in which surface tension plays a role
typically lead to third-order ordinary differential equations governing the shape of the free surface of the fluid, y′′′ = y−m.
Tuck and Schwartz [21] discussed a series of third-order ODEs arising in the study of the flow of a thin film of viscous fluid
over a solid surface. Eq. (1) for the casem = 2 is derived from the fourth-order nonlinear partial differential equation
∂h
∂t
= − ∂
∂x

h3
3

c
∂3h
∂x3
− δb∂h
∂x
cosα + b sinα

(2)
modeling the two-dimensional spreading of a thin viscous film on a slope inclined at an angle α to the horizontal, where c
is the inverse capillary number, b is the Bond number and δ is the aspect ratio. A derivation of (2) can be found in Myers [1].
For the flow of a thin film down a vertical wall, α = π/2 and (2) reduces to
∂h
∂t
= − ∂
∂x

h3
3

c
∂3h
∂x3
+ b

. (3)
We investigate traveling wave solutions of the form
h(t, x) = y(x¯), x¯ = x− vt, (4)
admitted by lubrication Eq. (2), where v is the wave velocity. The investigation of the traveling wave solution (3) can be
interpreted as investigating stationary solutions with respect to amoving framewhere the framemoves with velocity v. For
a detailed study we refer Ref. [9].
Substituting (4) into (3) we obtain the fourth order ordinary differential equation
− v dy
dx¯
= − d
dx¯

y3
3

c
d3y
dx¯3
+ b

. (5)
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Putting b = 0 and c = 3v, we will get the lubrication equation for m = 2, where the overhead bars are suppressed for
convenience. Similarly the generalized lubrication equation becomes:
∂h
∂t
= − ∂
∂x

hm+1
∂3h
∂x3

. (6)
Integrating (6) once and setting the integration constant to zero. Also substituting (4) into (6), we obtain the third-order
ordinary differential equation
y′′′y−m+1 = vy+ c. (7)
Eq. (7) describes a traveling-wave solution admitted by a generalized thin film equation or for thin film flow of viscous fluid
over a solid surface down a vertical wall.
3. Physical processes of thin film flow
Flows in thin films can result from slow processes such as spreading [9] and evaporation [22], or stronger driving forces
such as capillarity or gravity [2]. This section highlights the wide range of situations in which surface tension drives a thin
film flow. Such situations of thin films have been studied by Myers in Ref. [1] in detail. Some of them are described in brief
as follows:
(a) Condensate motion on heat exchangers: Film condensation is a method of cooling involves passing a vapor over metal
fins which are kept below the condensation temperature, a thin film of liquid forms upon condensation of vapor on a cold
surface that is wetted by the condensate. The liquid film flows downward as a result of gravity. The temperature drop
between the vapor–liquid interface of the film and the surface of the solid on which vapor condenses is representative of
the condensation resistance. As themass flow rate through the film causes the thickness of the film increase due to addition
of condensate, ripples start to form on the free surface of the film and thus reducing thermal resistance has been proposed
as the mechanism responsible for this discrepancy.
(b) Contact lenses:A contact lens is porous and thus fluid can flowbetween the Post-lens Tear Film,which is the fluid between
the corneal surface and the contact lens, and the Pre-Lens Tear Film, which is the fluid on top of the contact lens exposed
to the air. Governing equations include Navier–Stokes equations, a heat equation and Darcy’s equation for the fluid flow
and heat transfer in the fluid film and porous layer. In a one-dimensional tear film model, parameters are changed to find
possible steady state solutions. The equation for film height is then
∂h
∂t
= − ∂
∂x

h3
3

∂3h
∂x3

− v (t) h

where v(t), is the eyeball velocity.
(c)Coating:Coating is the process of applying thin liquid layers to a substrate, often amovingweb. Complex coating processes
can be approached through examination of their fluid mechanical components. The flow elements include the boundary
layer along a moving wall such as the coating process of a solid substrate with paint or lubricant, the flow of condensed
water on a clothes wire, or the flow of lava. If one considers a model of surface tension driven flow on a curved substrate,
then Eq. (3) reduces to the form
∂h
∂t
= − ∂
∂s

h3 + hn C ∂3h
∂s3
+ ks

where s is the coordinate tangential to the substrate k is the curvature. In typical situation, where a fluid is draining down a
dry wall is modeled by Eq. (7).
(d) Foams and free films: The foam in its entirety as two-phase flow of a continuous liquid phase and dispersed gaseous
bubbles is certainly a straightforward approach. Two-phase fluid consisting of gas separated by a thin continuous liquid film,
where the volume fraction of the liquid phase is small is called dry foam. The main principles of the foam fractionation are
that the surface-active substances preferentially adsorb onto the gas–liquid interface, the bubbles rise through the solution
and accumulate above the bulk liquid pool surface to form a foam phase with a small amount of liquid entrained in the thin
films and Plateau borders formed between the bubbles and this liquid tends to drain down the column and return to the
bulk solution because of gravity which dries the foam phase.
(e) Paint drying: For painting a surface, any mixture of film-forming materials plus pigments, solvents, and other additives,
when applied to a surface and cured or dried, yields a thin film that is functional and often decorative. It is desirable for an
appliedprotective or decorative painting to be of uniform thickness, for both aesthetic and functional reasons. It is sometimes
desired, however, to produce an effect in the dry coating layer.
(f)Marangoni effects: The Marangoni effect is the mass transfer along an interface between two fluids due to surface tension
gradient. The method of drying, known as Marongoni drying, employs the Marangoni effect and it allows one to pull out a
hydrophilic surface from water. This is used in the electronics industry to dry silicon wafers.
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4. Adomian decomposition method for a system of equations
The application of the Adomian decomposition method to systems of ordinary differential equations has recently been
considered by Mahmood et al. [17], Casas’us and Al-Hayani [23] and Biazar et al. [24]. Let the system of equations be
L(yi) = fi(x, y1, y2, . . . , yn), i = 1, 2, . . . , n (8)
where L = d/dx is the linear operator and each equation represents the first derivative of one of the unknown functions
as a mapping depending on the independent variable x, and n unknown functions f1, f2, . . . , fn. Now applying the inverse
operator on (8) we get the following canonical form:
yi = yi(0)+
 x
0
fi(x, y1, y2, . . . , yn) dx i = 1, 2, . . . , n. (9)
The series solution obtained by the Adomian decomposition method is as follows:
yi =
∞
j=0
fi,j. (10)
From (9)
fi(x, y1, y2, . . . , yn) =
n
j=0
Ai,j(fi,0, fi,1, . . . , fi,j) i = 1, 2, . . . , n (11)
where
n
j=0 Ai,j(fi,0, fi,1, . . . , fi,j) are called Adomian polynomials. Substituting (10) and (11) into (9) we get
∞
j=0
fi,j = yi(0)+
n
j=0
Ai,j(fi,0, fi,1, . . . , fi,j)
= yi(0)+
 x
0
Ai,j(fi,0, fi,1, . . . , fi,j)dx. (12)
Eq. (12) can be decomposed asfi,0 = yi(0)fi,n+1 =  x
0
Ai,j(fi,0, fi,1, . . . , fi,n)dx.
(13)
We approximate yi by ψi,k =k−1m=0 fi,m where limk→∞ ψi,k = yi.
In some cases, it has been found that the decomposition method results in slowly convergent series even in the absence
of noise or cancelation terms. When this occurs, one may resort to techniques for accelerating convergence such as, for
example, Pade approximants, and nonlinear transformations or piecewise-adaptive technique, by choosing a finite number
of terms in the series solution of the decomposition method. In this paper, we use the Pade approximants to accelerate
the convergence of the series solution obtained by ADM. We construct the Pade approximants by built in utilities of
Mathematica 6.0.
Convergence analysis
The convergence of the series resulting from the Adomian decomposition method is still an open issue, although some
strides have been made by several authors, e.g. [25–29]. Cherruault and Adomian [25] assumed that the nonlinear terms
can be expanded as entire series with an infinite radius of convergence and Gabet [26] used a functional Banach approach
based on a contraction-type argument and the strong convergence of the decomposition series. It should be noted that
the assumption that the nonlinear terms be entire functions in the decomposition method is exactly the same one as that
employed by Taylor’s series expansion and the Cauchy–Kovaleskaya theorem for the solution of initial-value problems of
ordinary differential equations [30], and this condition is enforced because the Adomian’s polynomials are based on the
derivatives of the nonlinear terms with respect to the dependent variables. It is well known, however, in the theory of
ordinary differential equations, that a unique solution exists provided that the right-hand side of the differential equation
is only Lipschitz continuous, and this results in a contraction that ensures the local existence and uniqueness of the solution
and such a solution may be obtained by means of the iterative Picard’s method [30]. It has been stated that the proof of
convergence of Adomian series may be based on the fixed point theorem, the assumption that the nonlinear function is
replaceable by an infinite series with a convergence radius equal to infinity [30].
Babolian et al. considered the parameterization of system of Eq. (9) as:
yi,λ =
∞
j=0
fi,jλj, i = 1, 2, . . . , n. (14)
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We have to find out the solution of family (14). Let ρ = min{ρ1, ρ2, . . . , ρn}where ρi is the convergence radius of the series
(14), assuming ρ > 1. Extending the results obtained in [25] to n-dimensional space, (14) converges for ρ ≥ |λ|. Let us
suppose that gi,λ(x, y1, y2, . . . , yn) can be expanded in an entire series with convergence radius ρ∗ > 1:
gi,λ(x, y1, y2, . . . , yn) =
∞
m=0

k1+k2+···+kn=m
k1,...,kn∈W={0,1,...}
ak1k2,...,kny
k1
1 y
k2
2 , . . . , y
kn
n (15)
where gi(x, y1, y2, . . . , yn) are nonlinear functions given by,
gi(x, y1, y2, . . . , yn) =
∞
m=0
Aim
where Aim’s are Adomian polynomials depending upon f1,0, . . . , f1,m, . . . , fn,0, . . . , fn,m, implies that the series (14)
converges for ∥y∥ < ρ∗. Hence the extension of the classical result given in [26]. Substituting Eq. (14) into (15) we obtain a
series:
gi,λ(x, y1, y2, . . . , yn) =
∞
m=0

k1+k2+···+kn=m
k1,...,kn∈W={0,1,...}
ak1k2,...,kn
n
i=1
 ∞
j=0
fi,jλj
ki
. (16)
The m-row of this array converges to Aim, when we set λ = 1, because gi,λ(x, y1, y2, . . . , yn) can be developed in a Taylor
series. Our problem is now to prove the convergence of the double series (16) for λ = 1.
Theorem. If gi,λ(x, y1, y2, . . . , yn) is an analytic function of n variables y1, y2, . . . , yn in ∥y∥ < R and yi, i = 1, 2, 3 . . . , n, can
be decomposed as an infinite series yi =∞j=0 fi,j the parameterization yi,λ =∞j=0 fi,jλj is absolutely convergent for λ ∈ [1,−1]
and the series yi can be majored by
m′
n(1+ ε)

1+ 1
(1+ ε)

λ
ρ

+ · · · + 1
(1+ ε)n

λ
ρ
n
+ · · ·

(17)
where m′ ≥ M, where M is upper limit of yi, ε > (M/R) and ρ ≥ 1, then the double series converges for λ = 1. A detailed proof
of this theorem is given in [27].
5. Computer simulation
In this section, to illustrate the proposed algorithm computationally we consider the nonlinear third order singular
problem arising in the study of draining and coating flows in a thin film of viscous fluid over a solid surface
y′′′(x) = N(y(x)),
y(0) = 0, y′(0) = 0, lim
x−>∞ y
′′(x) = 0 (18)
where N(y(x)) = 1
(y(x))m , 0 < x <∞.
Since y′′′(x) = N(y(x)) is an autonomous ordinary differential equation and it becomes singular at contact line y(0) = 0,
for m ≥ 0, there is no uniform solution at x = 0. To remove the singularity we modify the boundary conditions of Eq. (18)
as
y(0) = ε, y′(0) = 0, lim
x−>∞ y
′′(x) = 0 (19)
subject to the initial conditions
y(0) = ε, y′(0) = 0, y′′(0) = β (20)
where ε→ 0 and β is initial value of second derivative. However applying Biazar et al. [24] we can write (18) as the system
of equations
y′(x) = y′1(x) = y2(x);
y′2(x) = y3(x);
y′3(x) = N(y1(x))
(21)
where N(y1(x)) = y−m1 . To solve the problem by the Adomian decomposition method, we let nonlinear terms as
N(y1(x)) =
∞
n=0
An(x) (22)
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where An(x) is an Adomian polynomial approximating the nonlinear term y−m1 . By the BJ method given in Ref. [24] the
recurrence relation becomes
yi(x) = yi(0)+
 x
0
yi+1dx, i = 1, 2
y3(x) = y3(0)+
 x
0
N(y1(x))dx.
(23)
Then the jth-order approximation to the solution of (23) is given by
yj(x) =
n
j=0
yj,n, j = 1, 2, 3, . . . . (24)
Consequently, the Adomian decomposition method yields the recurrence relation,
y1,0 = ε; y2,0 = 0; y3,0 = β, (25)
y3,n+1(x) = An(x); yi,n+1(x) =
 x
0
yi+1,n+1dx, i = 1, 2, n ≥ 0 (26)
ε→ 0 by using the algorithm introduced in [14], few terms of the Adomian polynomials An(x) are:
A0 = y−m1,0
A1 = −2y−m−11,0 y1,1
A2 = −2y−m−11,0 y1,2 + 6y−m−21,0 y21,1
A3 = −3y−m−21,0 y1,3 + 12y1,1y1,2y−m−31,0 − 10y−m−41,0 y31,1
A4 = −3y−m−21,0 y1,4 + 6y−m−31,0 (2y1,1y1,3 + y21,2)− 30y1,12y−m−41,0 y1,2 + 15y41,4y−m−51,0
....
(27)
Solving Eq. (26) using (25) and (27), we get 4th, 5th, 6th and 7th approximate solutions as follows:
y4 = ε + x
2β
2
+ x
3
6
ε−m;
y5 = ε + x
2β
2
+ x
3
6
ε−m − mx
5β
120
ε−m−1;
y6 = ε + x
2β
2
+ x
3
6
ε−m − mx
5β
120
ε−m−1 − mx
6β2
720
ε−1−2m;
y7 = ε + x
2β
2
+ x
3
6
ε−m − mx
5β
120
ε−m−1 − mx
6β2
720
ε−1−2m + m(1+m)x
7β2
1680
ε−2−m; (28)
Since the Eq. (18) is autonomous so it is invariant under translation x → x+a. Thereforewemay generalize the approximate
solution as
y7 = ε + (x+ a)
2β
2
+ (x+ a)
3
6
ε−m − m(x+ a)
5β
120
ε−m−1 − m(x+ a)
6β2
720
ε−1−2m
+ m(1+m)(x+ a)
7β2
1680
ε−2−m. (29)
The above equation shows that the contact angle does not change with this shift, only the contact line is shifted into the
domain. A parametric solution of the Eq. (1) with initial condition y(0) = 1 can be determined in terms of Airy functions
as indicated by Duffy and Wilson [10] and Ford [11]. This parametric solution cannot however be used to solve (1) subject
to boundary condition given in (1). The parametric solution for the case m = 2 obtained in [10,11] has three constants of
integration that specify the film height, gradient and initial point x = 0.
Phase plane analysis
The phase plane is a tool that gives a different viewpoint about some of the phenomena that can be found in nonlinear
systems. There are a number of phenomena that are peculiar to nonlinear systems, and the phase plane helps to understand
and visualize what might happen in a nonlinear system. We can determine the values of β for different values of m when
touchdown occurs by investigating the approximate solution of Eq. (18). By Tuck and Schwartz, Eq. (18) does not has a
uniform solution and the phase plane topology is not a spiral. If we wish to find the solution at y = y0 which can be located
at x = 0, then we scale Eq. (18) under the transformation
y = y0z(X) with X = x0z0 .
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Fig. 1. Traveling wave solution form = 0 and−1 ≤ β ≤ −5.
Fig. 2. Phase plane analysis (y, y′) form = 0 and−1 ≤ β ≤ −5.
Then z(X) satisfies the same Eq. (18), namely
y′′′(x) = (y(x))−m. (30)
With initial condition
y(0) = 0, y′(0) = 0, lim
x−>∞ y
′′(x) = 0. (31)
Solving (30) subject to (31) by Adomian decomposition method, we get the solution in form of traveling waves and also the
phase topology is a spiral, as depicted in figure below. Figs. 1, 3 and 5 shows solution by (30) and Figs. 2, 4 and 6 shows the
phase plane (y, y′) analysis for different values ofm and β .
Mathematica code
Clear[y,λ,Y,Y0,y1,y2,y3,y4,y5,y6,y7,y8,y9,y10,z1,z2,z3,z4,z5,z6,z7,z8,z9,z10,x,m,n,α,c,i];
y[1,0]=g;y[3,0]= β ;y[2,0]=0;
c[1,0]=y[1,0]−m;
y[3,1]=Integrate[(c[1,0]),{x,0,x}];
y[2,1]=Integrate[y[3,0],{x,0,x}];
y[1,1]=Integrate[y[2,0],{x,0,x}];
y[2,2]=Integrate[y[3,1],{x,0,x}];
y[1,2]=Integrate[y[2,1],{x,0,x}];
c[1,1]=1/1! D[(Sum[λ i y[1,i],{i,0,1}])−m,{λ,1}]/.λ→0;
y[3,2]=Integrate[(c[1,1]),{x,0,x}];
y[2,3]=Integrate[y[3,2],{x,0,x}];
y[1,3]=Integrate[y[2,2],{x,0,x}];
c[1,2]=1/2! D[(Sum[λ i y[1,i],{i,0,2}])−m,{λ,2}]/.λ→0;
y[3,3]=Integrate[(c[1,2]),{x,0,x}];
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Fig. 3. Traveling wave solution form = 1 and−1 ≤ β ≤ −5.
Fig. 4. Phase plane analysis (y, y′) form = 1 and−1 ≤ β ≤ −5.
Fig. 5. Traveling wave solution form = 3 and−1 ≤ β ≤ −5.
c[1,3]=1/3! D[(Sum[λ i y[1,i],{i,0,3}])−m,{λ,3}]/.λ→0;
y[3,4]=Integrate[(c[1,3]),{x,0,x}];
y[2,4]=Integrate[y[3,3],{x,0,x}];
y[1,4]=Integrate[y[2,3],{x,0,x}];
c[1,4]=1/4! D[(Sum[λ i y[1,i],{i,0,4}])−m,{λ,4}]/.λ→0;
y[3,5]=Integrate[c[1,4],{x,0,x}];
y[2,5]=Integrate[y[3,4],{x,0,x}];
y[1,5]=Integrate[y[2,4],{x,0,x}];
y[1,6]=Integrate[y[2,5],{x,0,x}];
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Fig. 6. Phase plane analysis (y, y′) form = 3 and−1 ≤ β ≤ −5.
y[2,6]=Integrate[y[3,5],{x,0,x}];
y[1,7]=Integrate[y[2,6],{x,0,x}];
c[1,5]=1/5! D[(Sum[λ i y[1,i],{i,0,5}])−m,{λ,5}]/.λ→0;
y[3,6]=Integrate[(c[1,5]),{x,0,x}];
y[2,7]=Integrate[y[3,6],{x,0,x}];
y[1,8]=Integrate[y[2,7],{x,0,x}];
Y[x_]=y[1,0]+y[1,1]+y[1,2]+y[1,3]+y[1,4]+y[1,5]+y[1,6]+
y[1,7];
Print[y[1,0]+y[1,1]+y[1,2]+y[1,3]+y[1,4],
y[1,0]+y[1,1]+y[1,2]+y[1,3]+y[1,4]+y[1,5],
y[1,0]+y[1,1]+y[1,2]+y[1,3]+y[1,4]+y[1,5]+y[1,6],
y[1,0]+y[1,1]+y[1,2]+y[1,3]+y[1,4]+y[1,5]+y[1,6]+y[1,7]]
Y0[x_]=PadeApproximant[Y[x],{x,0,{6,6}}];
dY0[x_]=D[y0[x],{x,0,x}]/.m→2;
d2Y0[x_]= D[Y0[x],{x,0,x}];
Solve[Limit[d2Y0[x],x→∞]=g=0sgβ];
Y1[x_]=Y0[x]/.m→0;Z1[x_]= D[Y1[x],{x,0,x}];
Y2[x_]=Y0[x]/.m→1;Z2[x_]= D[Y2[x],{x,0,x}];
Y3[x_]=Y0[x]/.m→2;Z3[x_]= D[Y3[x],{x,0,x}];
Y4[x_]=Y0[x]/.m→3;Z4[x_]= D[Y4[x],{x,0,x}];
Needs["PlotLegends‘"]
ParametricPlot[Evaluate[Table[{Y1[x],Z1[x]},
{gβ ,-3,-1,.25}],{x,0,5},PlotRange→{2,-4}, Frame→True, FrameTicksStyle→ girective[Blue,20],
PlotLabel→Style[m=g=0,Blue,20],FrameLabel→{Style[y,Large, Blue],Style[y,Large,Blue]},Axes→{True,True}]
Plot[Evaluate[Y1[x]/.gβ →Range[-3,-1,.25]],{x,0,2},
Frame→True,FrameTicksStyle→Directive[Blue,20],PlotLabel→
Style[m=g=0,Blue,20],FrameLabel→{Style[x,Large,Blue],
Style[y,Large,Blue]}]
ParametricPlot[Evaluate[Table[{Y2[x],Z2[x]},{gβ ,-3,-1,.25}]]
,{x,0,5},PlotRange→{2,-4},Frame→True,
FrameTicksStyle→Directive[Blue,20],
PlotLabel→Style[m=g=1,Blue,20],FrameLabel→{Style[y,Large,Blue],Style[y’,Large,Blue]},Axes→{True,True}]
Plot[Evaluate[Y2[x]/.gβ →Range[-3,-1,.25]],{x,0,2},
PlotRange→{0,1},Frame→True,FrameTicksStyle→Directive[Blue,20],PlotLabel→Style[m=g=1,Blue,20],FrameLabel
→{Style[x,Large,Blue],Style[y,Large,Blue]}]
ParametricPlot[Evaluate[Table[{Y3[x],Z3[x]},{gβ ,-3,-1,.25}]]
,{x,0,5},PlotRange→{2,-4},Frame→True,
FrameTicksStyle→Directive[Blue,20],PlotLabel→Style
m=g=2,Blue,20],FrameLabel→{Style[y,Large,Blue],
Style[y,Large,Blue]},Axes→{True,True}]
Plot[Evaluate[Y3[x]/.gβ →Range[-3,-1,.25]],{x,0,2},
PlotRange→{0,1},Frame→True,FrameTicksStyle→Directive[Blue,20],PlotLabel→Style[m=g=2,Blue,20],FrameLabel
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→{Style [x,Large,Blue],Style[y,Large,Blue]}]
ParametricPlot[Evaluate[Table[{Y4[x],Z4[x]},{gβ ,-3,-1,.25}]]
,{x,0,5},PlotRange→{2,-4},Frame→True,FrameTicksStyle→
Directive[Blue,20],PlotLabel→Style[m=g=3,Blue,20], FrameLabel→{Style[y,Large,Blue],Style[y,Large,Blue]}, Axes
→{False,True}]
Plot[Evaluate[Y4[x]/.g β →Range[-3,-1,.25]],{x,0,2},
PlotRange→{0,1},Frame→True,FrameTicksStyle→Directive [Blue,20],PlotLabel
→Style[m= =3,Blue,20],FrameLabel→{Style [x,Large,Blue],Style[y,Large,Blue]}]
6. Conclusion
Finally, it should be pointed out that the ever increasing number of industrial applications of thin film flows and the
richness of behavior of the governing equations make this area a particularly rewarding one for mathematicians, engineers,
and industrialists alike. In this paper we used the Adomian decomposition method to generate the phase planes and
traveling-wave solutions. The Adomian decompositionmethod has provided a useful tool for understanding of the behavior
of a thin film at the contact line by the phase plane analysis. The ADM approach is not applicable in direct way to such type
of problems due to occurrence of singularity in dependent variables and also the types of problems in which the solution is
oscillatory.
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