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The line bundles on the moduli of parabolic
G-bundles over curves and their sections
Yves Laszlo and Christoph Sorger
Abstract
Let X be a smooth, complete and connected curve and G be a simple and simply
connected algebraic group over C. We calculate the Picard group of the moduli stack
of quasi-parabolic G-bundles and identify the spaces of sections of its members to the
conformal blocs of Tsuchiya, Ueno and Yamada. We describe the canonical sheaf on these
stacks and show that they admit a unique square root, which we will construct explicitly.
Finally we show how the results on the stacks apply to the coarse moduli spaces and recover
(and extend) the Drezet-Narasimhan theorem. We show moreover that the coarse moduli
spaces of semi-stable SOr-bundles are not locally factorial for r ≥ 7.
1. Introduction.
(1.1) Fix a simple and simply connected algebraic group G over k = C and a Borel
subgroup B ⊂ G. Let X be a smooth, complete and connected curve over k and p1, . . . , pn be
distinct points of X, labeled by standard (i.e. containing B) parabolic subgroups P1, . . . ,Pn
of G (we allow n = 0). Let BunparG (p,P) be the moduli stack of quasi-parabolic G-bundles of
type P = (P1, . . . ,Pn) at p = (p1, . . . , pn) and denote by X(Pi) the character group of Pi.
Theorem.— There is L ∈ Pic(BunG) such that we have an isomorphism
γ : Pic(BunparG (p,P))
∼
→ ZL ×
n∏
i=1
X(Pi).
If G is of type A or C, then L is the determinant of cohomology (cf. 7.1). If G is of type B,
D or G2, then L is the pfaffian of cohomology (cf. 7.2).
If G is of type E6,E7,E8,F4 we believe that we have L
⊗d(G) = Dρ(G) where respectively
d(G) = 6, 12, 60, 6 and Dρ(G) is the determinant of cohomology (cf. 7.1) associated to the
fundamental representation ρ(G) = ̟6,̟7,̟8,̟4 (cf. the discussion in 1.4).
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(1.2) Suppose that the points p1, . . . , pn are instead labeled by finite dimensional simple
representations λ1, . . . , λn of G and that an additional integer ℓ, the level, is fixed. The choice of
a representation λ of G is equivalent to the choice of a standard parabolic subgroup P ⊂ G and
a character χ ∈ X(P). Therefore, the labeling of the points p1, . . . , pn by the representations
λ1, . . . , λn defines the type P of a quasi-parabolic G-bundle, that is the stack Bun
par
G (p,P) and,
by the above theorem, a line bundle L(ℓ, χ) over BunparG (p,P). The global sections of L(ℓ, χ)
give a vector space, the space of generalized parabolic G-theta-functions of level ℓ, which is
canonically associated to (X, p, λ). In mathematical physics, the rational conformal field theory
of Tsuchiya, Ueno and Yamada [32] associates also to (X, p, λ, ℓ) a vector space: the space of
conformal blocks VX(p, λ, ℓ) (cf. [31] for an overview).
Theorem.— Suppose that G is classical or G2. Then there is a canonical isomorphism
H0(BunparG (p,P),L(ℓ, χ))
∼
→ VX(p, λ, ℓ). (1.2.1)
In particular, dimH0(BunparG (p,P),L(ℓ, χ)) is given by the Verlinde dimension formula.
For n = 0, this has been proved independently by Beauville and the first author [3] for
G = SLr and by Faltings [10] and Kumar, Narasimhan and Ramanathan [17] for arbitrary
simple and simply connected G. For arbitrary n and G = SLr this has been proved by Pauly
[24] and can be proved for arbitrary simple and simply connected G using (1.3) (and therefore
[8]) and (5.1) below following the lines of [3] and [24]. This is the subject of Section 10.
(1.3) The above results are proved via the uniformization theorem: restrict for simplicity
of the introduction to n = 0. Suppose p ∈ X and denote X∗ = X p. Define D = Spec(Oˆp),
where Oˆp is the formal completion of the local ring Op at p and D
∗ = Spec(Kp) where Kp is
the quotient field of Oˆp. Let LG (resp. L
+
G, resp. L
X
G) be the group of algebraic morphisms
from D∗ (resp. D, resp. X∗) to G.
Theorem.— The algebraic stack BunG is canonically isomorphic to the double quotient
stack LXG\LG/L
+
G. Moreover, the projection map
π : QG := LG/L
+
G → BunG
is locally trivial for the e´tale topology.
This is proved in [3] for G = SLr. The extension to arbitrary G has been made possible
by Drinfeld and Simpson [8] in response to a question by the first author. They prove that if
S is a k-scheme and E a G-bundle over X × S then, locally for the e´tale topology on S, the
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restriction of E to X∗×S is trivial, which is essential for the proof. The above theorem is valid
more generally for semi-simple G. In characteristic p, one has to replace “e´tale” by “fppf” if p
divides the order of π1(G(C)).
(1.4) Consider the pullback morphism
π∗ : Pic(BunG)−−→Pic(QG).
The Picard group of QG is known ([21],[17]) to be canonically isomorphic to Z, which
reduces proving Theorem 1.1 to proving that π∗ is an isomorphism. We will show that the
injectivity of α will follow from the fact that LXG has no characters which in turn will follow
from the fact that LXG is reduced and connected. Moreover, the surjectivity of α would follow
from the simple connectedness of LXG. Both topological properties, connectedness and simple
connectedness of LXG are affirmed in [17] and we believe them to be true. Whereas we will
prove the connectedness of LXG, following an idea of V. Drinfeld, we do not see how to prove
the simple connectedness of LXG. The injectivity is enough to prove the first part of Theorem
1.1, but to identify the generator L we should prove the surjectivity of α. For classical G and
G2 we do this by constructing a line bundle on BunG pulling back to the generator of Pic(QG).
(1.5) The pfaffian construction (7.2) may be used to prove the following, valid over k
algebraically closed of characteristic 6= 2.
Proposition.— Suppose G is semi-simple. Then, for every theta-characteristic κ on X,
there is a canonical square-root Pκ of the dualizing sheaf ωBunG of BunG.
(1.6) The last section will be devoted to Ramanathans moduli spaces MG of semi-stable
G-bundles. We will show how some of the results for the stack BunG will be true also for the
moduli spaces MG. In particular we will recover (and extend) the Drezet-Narasimhan theorem.
Theorem.— There is a canonical isomorphism Pic(MG)
∼
→ ZL. If G is of type A or C
then L is the determinant bundle and moreover, in this case MG is locally factorial. If G is of
type Br, Dr, r ≥ 4 or G2 then L or L
⊗2 is the determinant bundle.
This theorem has also been proved, independently and with a different method, by Kumar
and Narasimhan [18].
The question whether MG is locally factorial for G of type other than the simply connected
groups of type A,C is the subject of a forthcoming paper. We show there for example that
Pic(MSpinr) is generated by the determinant of cohomology and in particular that MSpinr is not
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locally factorial for r ≥ 7 by “lifting” to Spinr the proof we give here (11.7) for the analogous
statement for MSOr .
We would like to thank A. Beauville and C. Simpson for useful discussions and V. Drinfeld
for his suggestion in (5.1) and for pointing out an inaccuracy in an earlier version of this paper.
2. Some Lie theory.
Throughout this section k will be an algebraically closed field of characteristic zero.
(2.1) The general set up. Let g be a simple finite dimensional Lie algebra over k. We fix
a Cartan subalgebra h ⊂ g and denote by ∆ the associated root system. We have the root
decomposition g = h ⊕ ⊕
α∈∆
gα. The Lie subalgebra g−α ⊕ [gα, g−α] ⊕ gα, isomorphic as a Lie
algebra to sl2, will be denoted by sl2(α). Moreover we choose a basis Π = {α1, . . . , αr} of ∆
and we denote by ∆+ the set of positive roots (with respect to Π). Put b = h⊕ ( ⊕
α∈∆+
gα). For
each α ∈ ∆+, we denote by Hα the coroot of α, i.e. the unique element of [gα, g−α] such that
α(Hα) = 2, and we denote by Xα ∈ gα and X−α ∈ g−α elements such that
[Hα,Xα] = 2Xα, [Hα,X−α] = −2X−α, [Xα,X−α] = Hα.
When α is one of the simple roots αi, we write Hi,Xi,Yi instead of Hαi ,Xai ,Yαi . Let (̟i) be
the basis of h∗ dual to the basis (Hi). Denote by P the weight lattice and by P+ ⊂ P the set
of dominant weights. Given a dominant weight λ, denote Lλ the associated simple g-module
with highest weight λ and vλ its highest weight vector. Finally ( , ) will be the Cartan-Killing
form normalized such that for the highest root θ we have (θ, θ) = 2.
(2.2) Loop algebras. Let Lg = g⊗k k((z)) be the loop algebra of g and L
+
g = g⊗k k[[z]] its
subalgebra of positive loops. There is a natural 2-cocycle
ψg : Lg × Lg −→ k
(X⊗ f , Y ⊗ g) 7→ (X,Y)Res(gdf)
defining a central extension L̂g of g:
0 −→ k −→ L̂g −→ Lg −→ 0.
Every other cocycle is a scalar multiple of ψg and the above central extension is universal. Let
L̂+g be the extension of L
+
g obtained by restricting the above extension to L
+
g . As the cocycle
is trivial over L+g this extension splits.
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Let ℓ be a positive integer. A representation of L̂g is of level ℓ if the center c acts by
multiplication by ℓ. Such a representation is called integrable if X ⊗ f acts locally nilpotent
for all X⊗ f ∈ gα ⊗k k((z)). The theory of affine Lie algebras [13] affirms that the irreducible
integrable representations of level ℓ of L̂g are classified (up to isomorphism) by the weights
Pℓ = {λ ∈ P+/(λ, θ) ≤ ℓ}. We denote by Hλ,ℓ the irreducible integrable representation of level
ℓ and highest weight λ ∈ Pℓ. If λ = 0, the corresponding representation, which we denote
simply by Hℓ, is called the basic representation of level ℓ.
(2.3) The Dynkin index. Let ρ : g → sl(V) be a representation of g. Then ρ induces a
morphism of Lie algebras Lg → Lsl(V). Pull back the universal central extension to Lg:
0 −→ k −→ L˜g −→ Lg −→ 0
‖
y y
0 −→ k −→ L̂sl(V) −→ Lsl(V) −→ 0
The cocycle of the central extension L˜g is of the type dρψg. Define the Dynkin index of the
representation ρ of g by the number dρ.
(2.4) Lemma.— Let V =
∑
λ nλe
λ be the formal character of V. Then we have
dρ =
1
2
∑
λ
nλλ(Hθ)
2
Proof. By definition of the cocycle, we have dρ = Tr(ρ(Xθ)ρ(X−θ)). Decompose the sl2(θ)-
module, V as ⊕V(di), where V(di) is the standard irreducible sl2-module with highest weight
di. We may realize V
(di) as the vector space of homogeneous polynomials in 2 variables x and y
of degree di. Then Xθ acts as x∂/∂y, and X−θ as y∂/∂x. Using the basis x
lydi−l, l = 0, . . . , di
of V(di), we see
dρ =
∑
i
di∑
k=0
k(di + 1− k).
The formal character of the sl2(θ)-module V
(d) is
∑d
k=0 e
dρθ−kαθ where αθ is the positive root
of sl2(θ) and ρθ =
1
2αθ. Therefore we are reduced to prove the equality
d∑
k=0
k(d+ 1− k) =
1
2
d∑
k=0
[dρθ − kαθ)(Hθ)]
2 =
1
2
d∑
k=0
[d− 2k]2
which is easy. 
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(2.5) Remark.— The Dynkin index of a representation has been introduced to the theory
of G-bundles over a curve by Faltings [10] and Kumar, Narasimhan, Ramanathan [17].
We are interested here in the minimal Dynkin index dg defined to be as min dρ where ρ runs
over all representations ρ : g→ sl(V).
(2.6) Proposition.— The minimal Dynkin index dg is as follows
Type of g Ar Br, r ≥ 3 Cr Dr,≥ 4 E6 E7 E8 F4 G2
dg 1 2 1 2 6 12 60 6 2
λ s.t. dg = dρ(λ) ̟1 ̟1 ̟1 ̟1 ̟6 ̟7 ̟8 ̟4 ̟1
Moreover, for any representation ρ : g→ sl(V), we have dρ = 0 mod dg.
Proof. It is enough to calculate the Dynkin index for the fundamental weights (note that
dV⊗W = rWdV + rVdW if V and W are two g-modules of rank rV and rW), which can be done
explicitly [6]. We give the values here for E8, as not all of them in ([6], Table 5) are correct:
d̟1 d̟2 d̟3 d̟4 d̟5 d̟6 d̟7 d̟8
E8 1500 85500 5292000 8345660400 141605100 1778400 14700 60
3. The stack BunG.
Throughout this section k will be an algebraically closed field, G will be semi-simple alge-
braic group over k.
(3.1) Let X be a scheme over k. By a principal G-bundle over X (or just G-bundle for
short), we understand a scheme E → X equipped with a right action of G such that, locally
in the flat topology, E is trivial, i.e. isomorphic to G × X as an G-homogeneous space. In
particular, E is affine, flat and smooth over X. Moreover, the above conditions imply that E is
even locally trivial for the e´tale topology.
If F is a quasi-projective scheme on which G acts on the left and E is a G-bundle, we can
form E(F) = E ×G F the associated bundle with fiber F. It is the quotient of E × F under
the action of G defined by g.(e, f) = (e.g, g−1f). If H is a subgroup of G, the associated
G/H-bundle E(G/H) will be denoted simply by E/H.
Let ρ : G → G′ be a morphism of algebraic groups. Then, as G acts on G′ via ρ, we
can form the extension of the structure group of a G-bundle E, that is the G′-bundle E(G′).
Conversely, if F is a G′-bundle, a reduction of structure group FG is a G-bundle E together
with an isomorphism FG(G
′)
∼
→ F. If ρ is a closed immersion, such reductions are in one to
one correspondence with section of the associated bundle F/G.
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(3.2) Let us collect some well known generalities on stacks for further reference. Let Aff/k
be the flat affine site over k, that is the category of k-algebras equipped with the fppf topology.
By k-space (resp. k-group) we understand a sheaf of sets (resp. groups) over Aff/k. Any
k-scheme can (and will) be considered as a k-space.
We will view k-stacks from the pseudo-functorial point of view, i.e. a k-stack X will associate
to every k-algebra R a groupoid X(R) and to every morphism of k-algebras u : R→ R′ a functor
u∗ : X(R′) → X(R) together with isomorphisms of functors (u ◦ v)∗ ≃ v∗ ◦ u∗ satisfying the
usual cocycle condition. The required topological properties are that for every x, y ∈ obX(R)
the presheaf Isom(x, y) is a sheaf and that all descent data are effective ([19], 2.1). Any k-space
X may be seen as a k-stack, by considering a set as a groupoid (with the identity as the only
morphism). Conversely, any k-stack X such that X(R) is a discrete groupoid (i.e. has only the
identity as automorphisms) for all k-algebras R, is a k-space.
A morphism F : X → Y will associate, for every k-algebra R, a functor X(R) → Y(R)
satisfying the obvious compatibility conditions. Let S = Spec(R) and consider a morphism
η : S → Y, that is an object η of Y(S). The fiber Xη is a stack over S. The morphism F is
representable if Xη is representable as a scheme for all S = Spec(R). A stack X is algebraic if
the diagonal morphism X→ X×X is representable, separated and quasi-compact and if there
is a scheme X and a representable, smooth, surjective morphism of stacks P : X→ X.
Suppose X is a k-space and that the k-group Γ acts on X. Then the quotient stack [X/Γ] is
defined as follows. Let R be a k-algebra. The objects of [X/Γ](R) are pairs (E, α) where E is a
Γ-bundle over Spec(R) and α : E→ X is G-equivariant, the arrows are defined in the obvious
way and so are the functors [X/Γ](R′)→ [X/Γ](R).
(3.3) Let X be a smooth, complete and connected curve of genus g over k. We denote by
BunG the stack of principal G-bundles over X which is defined as follows. For any k-algebra
R denote XR the scheme X ×k Spec(R). Then objects of BunG(R) are G-bundles over XR,
morphisms of BunG(R) are isomorphisms of G-bundles.
The following proposition is well known.
(3.4) Proposition.— The stack BunG is algebraic and smooth. Moreover we have
dimBunG = (g − 1) dimG.
(3.5) Choose a closed point p on X and set X∗ = X p. Let O be the completion of the
local ring of X at p, and K its field of fractions. Set D = Spec(O) and D∗ = Spec(K). We choose
a local coordinate z at p and identify O with k[[z]] and K with k((z)). Let R be a k-algebra.
Define XR = X×k Spec(R), X
∗
R = X
∗ ×k Spec(R), DR = Spec
(
R[[z]]
)
and D∗R = Spec
(
R((z))
)
.
Then we have the cartesian diagram
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D∗R −−→ DRy y
X∗R −−→ XR
We denote by AXR the k-algebra Γ(X
∗
R ,OX∗R).
(3.6) Loop groups. The category of k-spaces is closed under direct limits. A k-space (k-
group) will be called an ind-scheme (resp. ind-group) if it is direct limit of a directed system of
schemes. Remark that an ind-group is not necessarily an inductive limit of algebraic groups.
We denote by LG the loop group of G that is the k-group defined R 7→ G
(
R((z))
)
, where R
is any k-algebra. The group of positive loops, that is the k-group R 7→ G
(
R[[z]]
)
will be denoted
by by L+G and the group of negative loops, that is the k-group R 7→ G
(
R[z−1]
)
will be denoted
by L−G. The group of loops coming from X
∗, i.e. the k-group defined by R 7→ G(AXR), will be
denoted by LXG. Finally, we will use also the k-group L
−−
G defined by R 7→ G
(
z−1R[z−1]
)
.
Choose a faithful representation G ⊂ SLr. For N ≥ 0, we denote by LG(N)(R) the set
of matrices A(z) in G
(
R((z))
)
⊂ SLr
(
R((z))
)
such that for both A(z) and A(z)−1, the coef-
ficients have a pole of order ≤ N. This defines a subfunctor LG(N) of LG which is obviously
representable by an (infinite dimensional) affine k-scheme.
(3.7) Proposition.— The k-group L+G is an affine group scheme. The k-group LG is an
ind-group, direct limit of the sequence of the schemes (LG(N))N≥0. Moreover, this ind-structure
does not depend on the embedding G ⊂ SLr.
The k-group LXG has the structure of an ind-group induced by the one of LG. The quotient
k-space QG := LG/L
+
G has equally the structure of an ind-scheme: define QG(N) = LG(N)/L
+
G
(note that LG(N) is stable under right multiplication by QG(0) = L
+
G).
(3.8) Consider triples (E, ρ, σ) where E is a G-bundle on XR, ρ : G × X
∗
R → E|X∗R a
trivialization of E over X∗R and σ : G×DR → E|DR a trivialization of E over DR. We let T(R)
be the set of isomorphism classes of triples (E, ρ, σ).
(3.9) Proposition.— The ind-group LG represents the functor T.
Proof. Let (E, ρ, σ) be an element of T(R). Pulling back the trivializations ρ and σ to D∗R
provides two trivializations ρ∗ and σ∗ of the pull back of E over D∗R: these trivializations differ
by an element γ = ρ∗−1 ◦ σ∗ of G
(
R((z))
)
.
Conversely, let us start from an element γ of G
(
R((z))
)
. This element defines an isomor-
phism of the pullbacks over D∗R of the trivial G-bundle F over X
∗
R and the trivial G-bundle G
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over DR. These two torsors glue together to a G-bundle E in a functorial way by [4] (in fact
[4] is written for SLr but the extension to arbitrary G is straightforward).
These constructions are inverse to each other by construction. 
(3.10) Consider the functor DG which associates to a k-algebra R the set DG(R) of
isomorphism classes of pairs (E, ρ), where E is a G-bundle over XR and ρ a trivialization of E
over X∗R.
(3.11) Proposition.— The ind-scheme QG represents the functor DG.
Proof. Let R be a k-algebra and q an element of QG(R). By definition there exists a
faithfully flat homomorphism R → R′ and an element γ of G
(
R′((z))
)
such that the image
of q in QG(R
′) is the class of γ. To γ corresponds by Proposition 3.9 a triple (E′, ρ′, σ′) over
XR′ . Let R
′′ = R′ ⊗R R
′, and let (E′′1 , ρ
′′
1), (E
′′
2 , ρ
′′
2) denote the pull-backs of (E
′, ρ′) by the two
projections of XR′′ onto XR′ . Since the two images of γ in G
(
R′′((z))
)
differ by an element
of G
(
R′′[[z]]
)
, these pairs are isomorphic. So the isomorphism ρ′′2ρ
′′−1
1 over X
∗
R′′ extends to an
isomorphism u : E′′1 → E
′′
2 over XR′′ , satisfying the usual cocycle condition (it is enough to
check this over X∗, where it is obvious). Therefore (E′, ρ′) descends to a pair (E, ρ) on XR as
in the statement of the proposition.
Conversely, given a pair (E, ρ) as above over XR, we can find a faithfully flat homomorphism
R→ R′ and a trivialization σ′ of the pull back of E over DR′ (in fact, we can take R
′ to be the
product of henselization of each localized ring Rx, x ∈ Spec(R)). By Proposition 3.9 we get an
element γ′ of G
(
R′((z))
)
such that the two images of γ′ in G
(
R′′((z))
)
(with R′′ = R′ ⊗R R
′)
differ by an element of G
(
R′′[[z]]
)
; this gives an element of QG(R). The two constructions are
clearly inverse one of each other. 
We will make use of the following theorem
(3.12) Theorem.— (Drinfeld-Simpson [8]) Let E be a G-bundle over XR. Then the
restriction of E to X∗R is trivial fppf locally over Spec(R). If char(k) does not divide the order
of π1(G(C)), then this is even true e´tale locally.
(3.13) Proof of Theorem 1.3. The universal G-bundle E over X×QG (Proposition 3.11),
gives rise to a map π : QG → BunG. This map is L
X
G-invariant, hence induces a morphism of
stacks π : LXG\QG → BunG.
On the other hand we can define a map BunG → L
X
G\QG as follows. Let R be a k-algebra,
E a G-bundle over XR. For any R-algebra R
′, let T(R′) be the set of trivializations ρ of ER′
over X∗R′ . This defines a R-space T on which the group L
X
G acts. By Theorem 3.12, it is a
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torsor under LXG. To any element of T(R
′) corresponds a pair (ER′ , ρ), hence by Proposition
3.11 an element of QG(R
′). In this way we associate functorially to an object E of BunG(R) a
LXG-equivariant map α : T→ QG. This defines a morphism of stacks BunG → L
X
G\QG which is
the inverse of π.
The second assertion means that for any scheme S over k (resp. over k such that char(k)
does not divide the order of π1(G(C))) and any morphism f : T → BunG, the pull back to
S of the fibration π is fppf (resp. e´tale) locally trivial, i.e. admits local sections (for the fppf
(resp. e´tale) topology). Now f corresponds to a G-bundle E over X× S. Let s ∈ S. Again by
Theorem 3.12, we can find an fppf (resp. e´tale) neighborhood U of s in S and a trivialization
ρ of E|X∗×U. The pair (E, ρ) defines a morphism g : U → QG (Proposition 3.11) such that
π ◦ g = f , that is a section over U of the pull back of the fibration π. 
4. The infinite grassmannian QG
Let G be semi-simple and k be an algebraically closed field of characteristic 0 in (4.2).
(4.1) We will use the following two facts:
(a) We may write QG as direct limit of projective finite-dimensional k-schemes.
(b) The multiplication map µ : L−−G × L
+
G −→ LG is an open immersion.
For the first statement, remark that it is enough to consider the k-space Q(g) parameterizing
isomorphism classes of sheaves of Lie algebra which are locally of the form S×Lie(G) together
with a trivialization over P∗1 (note that, looking at the adjoint group, QG may be seen as a
connected component of Q(g)) then argue as in [3]. For the second statement, the argument
of ([3] Proposition 1.11) generalizes to arbitrary G, once we know the following.
Claim. Suppose Y is a proper S-scheme and that the structural morphism has a section
σ : S→ Y. Suppose moreover that G\H is a reductive subgroup of a reductive group H. Then,
for any G-bundle P trivial along σ the following is true: if the associated H-bundle P(H) is
trivial, the G-bundle P is so.
Indeed, by assumption, there exists a section τ : Y → P(H). The quotient G\H is affine.
Therefore, the composite morphism from Y to G\H (which is the composition of τ and of the
canonical projection P(H)→ G\H factors as Y → S
p
−−→G\H. After an eventual translation of τ
by an element of H(S), we can assume that the restriction σ∗(τ) of τ along σ is induced by the
trivialization of P. Therefore, the morphism p is the constant morphism with constant value
G ∈ G\H. In other words, locally for the e´tale topology on Y, the section τ can be written
τ(y) =
(
p(y), h(y)
)
mod G where y ∈ Y and p(y) ∈ P, h(y) ∈ G.
The expression p(y)h(y)−1 is well defined and defines a section of P.
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(4.2) The quotient LG/L
+
G has also been studied by Kumar and Mathieu. But the structure
of ind-variety they put on the quotient is, a priori, not the same as the functorial one of section
3. As we will use their results, we have to identify them.
Proposition.— The ind-structure of QG defined in section 3 coincides with the ind-
structure of Kumar and Mathieu.
Proof. Recall that an ind-scheme is called reduced (resp. irreducible, integral) if it is a direct
limit of an increasing sequence of reduced (resp. irreducible, integral) schemes. By Lemma
6.3 of [3] an ind-scheme is integral if and only if it is irreducible and reduced. According
to Faltings [10] (see [3] for the case SLr), the ind-group L
−
G is integral. This may be seen
by looking at (L−G)red and using Shavarevich’s theorem that a closed immersion of irreducible
ind-affine groups which is an isomorphism on Lie algebras, is an isomorphism [27]. Note that
irreducibility is due to the fact that any element can be deformed to a constant in G; that
Lie(L−G)→ Lie(L
−
G)red is an isomorphism can be seen by using the fact that Lie(G) is generated
by nilpotent elements.
It follows for semisimple G that L−−G , which is a semidirect product of G and L
−
G, is integral,
and furthermore if G is simply connected then QG is integral. Indeed by (4.1 b) L
−−
G → QG
is an open immersion hence it is enough to show that QG is irreducible. Using that connected
ind-groups are irreducible ([27], Proposition 3) and the quotient morphism LG → QG we
reduce to prove the connectedness of LG which is well known (and follows for example from
uniformization for P1 and the corresponding statement for BunG(P
1
k) , cf. [8]).
We are ready to deduce the identification of our ind-structure on QG with the one used by
Kumar or Mathieu in their generalized Borel-Weil theory. Both Kumar and Mathieu define
the structure of ind-variety on LG/L
+
G using representation theory of Kac-Moody algebras; for
instance Kumar, following Slodowy [28], considers the basic representation Hℓ for a fixed ℓ, and
a highest weight vector vℓ. The subgroup L
+
G is the stabilizer of the line kvℓ in P(Hℓ), so the
map g 7→ gvℓ induces an injection iℓ : LG/L
+
G →֒ P(Hℓ). Let U be the subgroup of L
+
G consisting
of elements A(z) such that A(0) is in the unipotent part of a fixed Borel subgroup B ⊂ G; to
each element w of the Weyl group is associated a “Schubert variety” Xw which is a finite union
of orbits of U. It turns out that the image under iℓ of Xw is actually contained in some finite-
dimensional projective subspace Pw of P(Hℓ), and is Zariski closed in Pw. This defines on Xw
a structure of reduced projective variety, and a structure of ind-variety on LG/L
+
G = lim−→Xw.
By a result due to Faltings (cf. the Appendix of [3] for SLr), the irreducible integrable
representation Hℓ of L̂g can be “integrated” to an algebraic projective representation of LG,
that is a morphism of k-groups LG → PGL(Hℓ). It follows that the map ic is a morphism of
ind-schemes of QG into P(Hℓ) (which is the direct limit of its finite-dimensional subspaces).
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But iℓ is even an embedding. It is injective by what we said above; let us check that it induces
an injective map on the tangent spaces. Since it is equivariant under the action of LG it is
enough to prove this at the origin ω of QG. Then it follows from the fact that the annihilator
of vℓ in the Lie algebra Lg is L
+
g .
Therefore the restriction of iℓ to each of the subvarieties QG(N) is proper, injective, and
injective on the tangent spaces, hence is an embedding (in some finite-dimensional projective
subspace of P(Hℓ)). Each Xw is contained in some QG(N), and therefore is a closed subvariety
of QG(N)red. Each orbit of U is contained in some Xw; since the Xw’s define an ind-structure,
each QG(N) is contained in some Xw, so that QG(N)red is a subvariety of Xw. Since QG is the
direct limit of the QG(N)red, the two ind-structures coincide. 
5. The ind-group LXG
Throughout this section we suppose k = C and G semi-simple and simply connected.
(5.1) Proposition.— The ind-group LXG is integral.
(5.2) Corollary.— Every character χ : LXG → Gm is trivial.
Proof. The differential of χ, considered as a function on LXG, is everywhere vanishing.
Indeed, since χ is a group morphism, this means that the deduced Lie algebra morphism
g ⊗ AX → k is zero. But as the derived algebra D(g ⊗ AX) is D(g) ⊗ AX and therefore equal
to g⊗AX because g is simple, any Lie algebra morphism g⊗AX → k is trivial.
As LXG is integral we can write L
X
G as the direct limit of integral varieties Vn. The restriction
of χ to Vn has again zero derivative and is therefore constant. For large n, the varieties Vn
contain 1. This implies χ|Vn = 1 and we are done. 
Proof. To see that the ind-group LXG is reduced, consider the e´tale trivial morphism π¯ : Q →
BunG. Locally for the e´tale topology, π¯ is a product Ω×L
X
G (where Ω is an e´tale neighborhood
of BunG). Then use that Q is reduced by (4.2). As connected ind-groups are irreducible by
Proposition 3 of [27] it is enough to show that LXG is connected.
The idea how to prove that LXG is connected is due to V. Drinfeld: consider distinct points
p1, . . . , pi of X which are all distinct from p. Define X
∗
i = X {p, p1, . . . , pi} and, for every
k-algebra R, define X∗i,R = X
∗
i ×k Spec(R). Denote by AXi,R the k-algebra Γ(X
∗
i,R,OX∗i,R) and
by LX,iG the k-group R 7→ G(AXi,R). As L
X
G, the k-group L
X,i
G is an ind-group (cf. 3.6). The
natural inclusion AXi,R ⊂ AXi+1,R defines a closed immersion f : L
X,i
G → L
X,i+1
G .
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(5.3) Lemma.— The closed immersion LX,iG → L
X,i+1
G defines a bijection
π0(L
X,i
G )
∼
→ π0(L
X,i+1
G ).
Proof. Consider the morphism LX,i+1G → LG defined by the developpement in Laurent series
at pi+1. We get a morphism φi+1 : L
X,i+1
G → Q
pi+1
G , where we denote Q
pi+1
G = LG/L
+
G. (of
course QG = Q
pi+1
G but we emphasize here that we will consider the point pi+1 and not p.)
Claim: The morphism φi+1 : L
X,i+1
G → Q
pi+1
G induces an isomorphism on the level of stacks
φ¯i+1 : L
X,i+1
G /L
X,i
G ≃ Q
pi+1
G and is locally trivial for the e´tale topology.
The lemma reduces to the claim. Indeed, as G is semi-simple and simply connected, we
have πi([Q
pi+1
G ]
an) = 1 for i = 0, 1 (by (4.2) and Kumar and Mathieu) and the exact homotopy
sequence associated of the (Serre)-fibration φi+1 shows that π0([L
X,i
G ]
an)
∼
→ π0([L
X,i+1
G ]
an) ([]an
means we consider the usual topology). From the bijection π0(L
X,i
G (N))
∼
→ π0([L
X,i
G (N)]
an) and
Proposition 2 of [27] it follows then that π0(L
X,i
G )→ π0([L
X,i
G ]
an) is bijective.
Proof of the claim: Clearly φi+1 : L
X,i+1
G → Q
pi+1
G is L
X,i
G invariant, hence defines a map
φ¯i+1 : L
X,i+1
G /L
X,i
G → Q
pi+1
G . Define a morphism Q
pi+1
G → L
X,i+1
G /L
X,i
G as follows. Let R be a
k-algebra. By Proposition 3.11 to an element of Q
pi+1
G (R) corresponds a G-bundle E → XR
together with a trivialization τpi+1 : G × X
∗
pi+1,R
→ E|X∗
pi+1,R
. Here by X∗pi+1,R we denote
(X {pi+1})×k Spec(R). For any R-algebra R
′, denote T(R′) the set of trivializations τi of ER′
over X∗i,R. This defines a R-space T on which L
X,i
G acts. By Theorem 3.12 it is a torsor under
LX,iG . For any τi ∈ T(R
′) the composite τ−1i ◦ τpi+1 defines a morphism X
∗
i+1,R → G hence an
element of LX,i+1G (R). In this way we associate functorially to an object (E, τpi+1) of Q
pi+1
G (R)
a LX,iG -invariant map α : T→ L
X,i+1
G , which defines the inverse of φ¯. The assertion concerning
the local triviality is proved as in Theorem 1.3. 
Let us show that every element g ∈ LXG(k) is in the connected component of the unit of
LXG(k). Using the well known fact that G(K) is generated by the standard unipotent subgroups
Uα(K), α ∈ ∆, we may suppose that g is of the form
∏
j∈J exp(fjnj) where the nj are nilpotent
elements of g and fj ∈ K. Let {p1, . . . , pi} be the poles of the functions fj, j ∈ J. The morphism
A1 −→ LX,iG
t 7→
∏
j∈J exp(tfjnj)
is a path from g to 1 in LX,iG . By Lemma 5.3, the morphism π0(L
X
G) → π0(L
X,i
G ) is bijective
which proves that g and 1 are indeed in the same connected component of LXG. 
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6. Pfaffians
Let k be an algebraically closed field of characteristic 6= 2 and S a k-scheme.
(6.1) The Picard categories
Let A be Z or Z/2Z. Denote by LA the groupoid of A-graded invertible OS-modules. The
objects of LA are pairs [L] = (L, a) of invertible OS-modules L and locally constant functions
a : S → A, morphisms [f ] : [L] → [M] are defined if a = b and are isomorphisms f : L → M
of OS-modules. Denote IA the object (OS, 0). The category LA has tensor products, defined
by [L] ⊗ [M] = (L ⊗ M, a + b). Given [L] and [M] we have Koszul’s symmetry isomorphism
σ
[L],[M]
: [L]⊗ [M]→ [M]⊗ [L] defined on local sections ℓ and m by σ
L,M
(ℓ⊗m) = (−1)abm⊗ ℓ.
Denote detA the functor from the category of coherent locally free OS-modules with iso-
morphisms defined by detA = (Λ
max, rang(V)) and detA(f) = Λ
max(f).
In the following we drop the subscript A for A = Z and replace it by 2 for A = Z/2Z.
(6.2) Pfaffians
Let V be a coherent locally free OS-module of rank 2n. Let Pf : Λ
2V∗ → Λ2nV∗ be the
unique map that commutes with base changes and such that if (e∗1, . . . , e
∗
2n) is a local frame of
V∗ and α = Σi<jaije
∗
i ∧ e
∗
j , then
Pf(α) = pf(a)e∗1 ∧ · · · ∧ e
∗
2n
where pf(a) is the pfaffian [Bourbaki, Alge`bre 9.5.2] of the alternating matrix aij = −aji for
i > j and aii = 0 for i = 1, . . . , 2n.
Suppose α : V→ V∗ is skewsymmetric. View α as a section of Λ2V∗ and define the pfaffian
of α as the section Pf(α) : OS → Λ
2nV∗. By [Bourbaki, Alge`bre 9.5.2] we know that
OS ⊗OS −→ OS
Pf(α)⊗Pf(α)
y ւdet(α)
Λ2nV∗ ⊗ Λ2nV∗
(6.2.1)
commutes and that, if u is an endomorphism of V∗, then
OS
Pf(α)
−−→ Λ2nV∗
Pf(uαu∗)
y ւdet(u)
Λ2nV∗
(6.2.2)
commutes.
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(6.3) The pfaffian functor
We consider the following category A = A•(S): objects are complexes of locally free coher-
ent OS-modules concentrated in degrees 0 and 1 of the form
0 −→ E
α
−−→E∗ −→ 0
with α skewsymmetric. Morphisms between two such complexes E• and F• are morphisms of
complexes f• : E• −→ F• such that f•∗[−1] is a homotopy inverse of f•, i.e. f•∗[−1] ◦ f• and
f• ◦ f•∗[−1] are homotopic to the identity.
Let π : L → L2 be the projection functor, ∆ : L2 → L2 be the functor defined by [L] 7→
[L]⊗ [L] and [f ] 7→ [f ]⊗ [f ] and Det : A → L be the determinant functor [15] .
(6.4) Proposition.— There is a natural functor, Pf : A• → L2, commuting with base
changes, and a natural isomorphism of functors:
π ◦Det
∼
→ ∆ ◦ Pf .
Moreover, if f• : E• −→ E• is homotopic to the identity then Pf(f•) = id.
Proof. Define Pf on the level of objects by Pf(E•) = det2(E). On the level of morphisms
we do the following.
Let f• = (f0, f1) : E
• −→ F• be a morphism of A•:
E
αE−−→ E∗
f0
y f1 y
F
αF−−→ F∗
and consider the complex C•f (which is up to sign the cone of f
•)
C•f = 0 −→ E
(
αE
−f0
)
−−−−→E∗ ⊕ F
(f1 αF)
−−−→F∗ −→ 0
As f• is a quasi-isomorphism, C•f is acyclic. By the usual additivity property of determinants,
we get a canonical isomorphism
d(f) : ΛmaxE⊗ ΛmaxF∗ → ΛmaxE∗ ⊗ ΛmaxF.
Recall that this isomorphism is defined by taking a section
(
u
v
)
of (f1 αF) and calculating the
determinant, which is independent of this choice, of the morphism
M(f) =
(
α u
−f0 v
)
∈ Hom(E⊕ F∗,E∗ ⊕ F)
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(6.5) Lemma.— There is a skew-symmetric morphism γf ∈ Hom(F
∗,F) such that
(
f∗0
γ
)
is a section of (f1 αF).
Proof. As f ◦ f∗[−1] is homotopic to Id there is a morphism h such that f0f
∗
1 − 1 = hαF
and f1f
∗
0 − 1 = αFh. Now define γf =
h∗−h
2 . 
The pfaffian of the skew-symmetric morphism
M(f, γf ) =
(
α f∗0
−f0 γf
)
∈ Hom(E⊕ F∗,E∗ ⊕ F)
defines a section pf(M(f, γf )) : OS → Λ
maxE∗ ⊗ ΛmaxF.
(6.6) Lemma.— The section pf(M(f, γf )) is independent of the choice of γf .
Proof. Suppose γ′f is another morphism satisfying (6.5). Then there is g ∈ Hom(F
∗,E)
such that αEg = 0 and f0g = −g
∗f∗0 [use that γf and γ
′
f are skew]. These relations give
M(f, γ′f ) =
(
1 0
g
2
∗ 1
)
M(f, γf )
(
1 g2
0 1
)
which in turn implies the required equality by (6.2.2). 
As rank(E) = rank(F) mod 2, we get the isomorphism in L2:
pf(M(f)) : I2
∼
→ det2(E)
∗ ⊗ det2(F).
Define the pfaffian of f• by
Pf(f•) : det2(E)
1⊗pf(M(f,γf ))
−−−−−−−−→det2(E)⊗ det2(E)
∗ ⊗ det2(F)
ev
det2(E)−−−−→det2(F)
(6.7) Lemma.— Pf : A → L2 defines a functor.
Proof. As pf(M(Id, 0)) = 1, we have Pf(Id) = Id. Let f• : E• → F• and g : F• → G• be
two morphisms of A. Then the following diagram is commutative
I2
pf(M(f,γf ))⊗pf(M(g,γg))
−−−−−−−−−−−−−−→ det2(E)
∗ ⊗ det2(F)⊗ det2(F)
∗ ⊗ det2(G)
Id
y y 1⊗evdet2(F)⊗1
I2
pf(M(g◦f,γg◦f ))
−−−−−−−−−→ det2(E)
∗ ⊗ det2(G)
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Indeed, remark that γgf = g0γfg
∗
0 + γg satisfies (6.5) for g ◦ f and make use of (6.2.2) first with
αE f
∗
0 0 f
∗
0 g
∗
0
−f0 γf 1 γfg
∗
0
0 −1 0 0
−g0f0 g0γf 0 γgf
 =

1 0 0 0
0 1 0 0
−f1 −αF 1 0
0 g0 0 1


αE f
∗
0 0 0
−f0 γf 0 0
0 0 αF g
∗
0
0 0 −g0 γg


1 0 −f∗1 0
0 1 αF g
∗
0
0 0 1 0
0 0 0 1
 ,
and then with
αE 0 0 f
∗
0 g
∗
0
0 γf 1 0
0 −1 0 0
−g0f0 0 0 γgf
 =

1 0 f∗0 0
0 1 0 0
0 0 1 0
0 0 g0γf 1


αE f
∗
0 0 f
∗
0 g
∗
0
−f0 γf 1 γfg
∗
0
0 −1 0 0
−g0f0 g0γf 0 γgf


1 0 0 0
0 1 0 0
f0 0 1 −γfg
∗
0
0 0 0 1

The commutativity of the above diagram shows Pf(g ◦ f) = Pf(g) ◦ Pf(f). 
The statement on the natural transformation follows from the definitions and (6.2.1). It
remains to prove that if f• : E• → E• is homotopic to the identity, then Pf(f) = Id. Indeed,
let h : E∗ → E be such that f0 − hαE = 1 and f1 − αh = 1. Then γf := −h + f0h
∗ satisfies
(6.5) and the statement follows from (6.2.2) and(
aE 1
−1 0
)
=
(
1 0
h 1
)(
aE f
∗
0
−f∗0 γf
)(
1 h∗
0 1
)
This completes the proof of Proposition 6.4. 
7. Line bundles on BunG.
Let k be an algebraically closed field of characteristic 6= 2 in Sections (7.2)-(7.6). Denote
Pic(BunG) the group of isomorphism classes of line bundles on BunG. (See ([3], 3.7) for a
discussion of line bundles over k-spaces and stacks). We will construct special elements of
Pic(BunG).
(7.1) The determinant line bundle.
We start with the well known case of G = GLr: let F be a family of vector bundle of
rank r parameterized by the locally noetherian k-scheme S. Recall that the complex Rpr1∗(F)
may be represented by a perfect complex of length one K• and define DF to be det(K
•)−1.
This does not, up to canonical isomorphism, depend on the choice of K•. As the forma-
tion of the determinant commutes with base change, the fiber of DF over the point s ∈ S
is ΛmaxH0(X,F(s))∗ ⊗ ΛmaxH1(X,F(s)). The line bundle DF is called the determinant of
cohomology line bundle associated to the family F .
17
Let U be the universal vector bundle on BunGLr ×X and define the determinant line bundle
D = det(Rpr1∗U)
−1. It has the following universal property: for every family F of vector
bundle parameterized by the locally noetherian k-scheme S, we have f∗F (D) = DF where
fF : S→ BunGLr is the deduced modular morphism.
For the case of general G, consider a representation ρ : G→ GLr and consider the morphism
obtained by extension of structure group fρ : BunG → BunGLr . Then define the determinant
of cohomology associated to ρ by Dρ = f
∗
ρ (D).
(7.2) The Pfaffian bundle
Consider G = Spinr with r ≥ 3 (resp. G = G2). Then the standard representation ̟1
factors through SOr (resp. SO7). The stack BunSOr has two components: BunSOr(0) and
BunSOr(1). They are distinguished by the second Stiefel-Whitney class
w2 : H
1
e´t(X,SOr)→ H
2
e´t(X,Z/2Z) = Z/2Z.
Let κ be a theta-characteristic on X. Twisting by κ, we may and will see a SOr-bundle as a
vector bundle F with trivial determinant together with a symmetric isomorphism σ : F→ F∨,
where F∨ = HomOX(F, ωX). The following Proposition shows the existence, for every κ, of a
canonical square root Pκ of the determinant bundle D̟1 over BunSOr .
(7.3) Proposition.— Let (F, σ) be a family of vector bundles F equipped with a quadratic
form σ with values in ω
X
parameterized by the locally noetherian k-scheme S. Then the deter-
minant of cohomology DF admits a canonical square root P(F,σ). Moreover, if f : S
′ → S is a
morphism of locally noetherian k-schemes then we have P(f∗F,f∗σ) = f
∗P(F,σ).
Proof. By ([30], prop. 2.1 and proof of corollary 2.2, cf. also [14]), Zariski locally on S, there
are length 1 complexes M• of finite freeOS-modules and quasi-isomorphisms f : M
• → Rpr1∗(F)
such that the composition in the derived category D(S) (use σ and Grothendieck duality)
M•
f
−−→Rpr1∗(F)
τ
−−→RHom•(Rpr1∗(F),OS)[−1]
f∗[−1]
−−−→M•∗[−1]
lifts to a symmetric isomorphism of complexes ϕ : M• → M•∗[−1]:
0 −→ M0
dM•−−→ M1 −→ 0
ϕ0
y ≀ ցα ≀y ϕ∗0
0 −→ M1∗
−dM•∗−−−→ M0∗ −→ 0
Define M˜• by 0→ M0
α
−−→M0∗ → 0. Then α is skew and we have a natural isomorphism of
complexes ψ : M• → M˜• such that ψ∗[−1]ψ = f∗[−1]τf in Db(S).
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Cover S by open subsets Ui together with complexes (M
•
i , dM•i ) and quasi-isomorphisms
fi : M
•
i → Rpr1∗(F)|Ui as above. We define P(F,σ) over Ui by Pi,(F,σ) = Pf(M˜
•
i ) and construct
patching data ρij : Pi,(F,σ)
∼
→ Pj,(F,σ) over Uij = Ui ∩Uj in the following way. Define first the
morphism of complexes Σij : M˜i → M˜j as a lifting of the isomorphism in D
b(Uij)
ψ∗−1j [−1]f
∗
j [−1]τfiψ
−1
i ,
then ρij by Pf(Σij) [note that it follows from the symmetry of σ (and that the components
of the M˜i are free) that Σij is a morphism of A(Uij)]. By 6.4, ρij does not depend on the
particular chosen lifting and the functoriality of Pf translates into ρii = Id, ρij = ρikρkj and
also ρij = ρ
−1
ji . Over Ui we have Pi,(F,σ) ⊗ Pi,(F,σ) = det(M˜
•
i ). As usual, the det(M˜
•
i ) path
together (via fiψ
−1
i ), to DF and we get, again by Proposition 6.4, a canonical isomorphism
P(F,σ) ⊗ P(F,σ)
∼
→ DF. 
(7.4) Considering the universal family over BunSOr ×X, we get, by the above, for every
theta-characteristic κ a line bundle Pκ over BunSOr . Consider
e : BunSpinr −→ BunSOr(0)
defined by extension of the structure group. This morphism defines a morphism on the level
of Picard groups hence we can define a line bundle, denoted by P, which is the pullback of the
pfaffian line bundle Pκ. We omit here the index κ as we will see that P on BunSpinr does not
depend on the choice of a particular theta-characteristic. In the same way, we define the line
bundle P on BunG2 .
(7.5) The pfaffian divisor. Let r ≥ 3 and (E , q) be the universal quadratic bundle over
BunSOr(0) ×X. For κ a theta-characteristic, let us denote by Θκ the substack defined by
Θκ = div(Rpr1∗(E ⊗ pr
∗
2κ)).
Claim: This substack is a divisor if and only if r or κ are even.
Proof. Let P = (E, q) be a SOr-bundle, r ≥ 3 and κ be a theta-characteristic. Then
w2(P) = h
0(E⊗ κ) + r h0(κ) mod 2. (7.5.1)
Indeed, by Riemanns invariance mod 2 theorem, the right hand side of (7.5.1) denoted w¯2(P)
in the following, is constant over the 2 connected components of BunSOr . Because (7.5.1) is
true at the trivial SOr-bundle T , it is enough to prove that w¯2 is not constant. Let L,M ∈ J2
(where J2 = points of order 2 of the jacobian) such that for the Weyl pairing < L,M >= 1.
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The choice of a trivialization of their square defines a non degenerated quadratic form on
E = (L ⊗M) ⊕ L ⊕M ⊕ (r − 3)OX hence a SOr-bundle P. By [23], we know that we have
w¯2(P) =< L,M > 6= 0 = w¯2(T ), which proves (7.5.1). Choose an ineffective theta-characteristic
κ0 and set L = κ0 ⊗ κ
−1. If r is even, there exists a SOr-bundle P = (E, q) such that
H0(E ⊗ κ) = 0 and w2(P) = 0 (choose E = rL with L ∈ J2 and use (7.5.1)). If r is odd and
κ is even, there exists a SOr-bundle P = (E, q) such that H
0(E ⊗ κ) = 0 and w2(P) = 0 (by
([2], lemme 1.5), there is a SL2-bundle F on X such that H
0(X, ad(F) ⊗ κ) = 0, then choose
E = ad(F)⊕ (r − 3)L with the obvious quadratic form.) If r and κ are odd, then H0(E⊗ κ) is
odd for all P ∈ BunSOr(0). 
As the perfect complex Rpr1∗(E ⊗ pr
∗
2κ) can be locally represented by a skew-symmetric
perfect complex of length one L
α
−−→L∗, the pfaffian of α defines a local equation of an effective
divisor Θκ2 such that 2
Θκ
2 = Θκ. This gives an easier way to define, by smoothness of BunG,
the pfaffian line bundle. The reason which motivated our construction above was to define this
square root for arbitrary quadratic bundles (not only the even ones) and to make a construction
for all theta-characteristics and not only the even ones (when r is odd).
(7.6) Proof of 1.5. The dualizing line bundle ω
BunG
on BunG is by definition the determinant
line bundle of the cotangent complex of BunG. Let Ad : G → GL(g) be the adjoint represen-
tation. Then ω
BunG
= D−1Ad. Suppose that G is semi-simple. Then the adjoint representation
factors through the special orthogonal group because of the existence of the Cartan-Killing
form. Choose a theta-characteristic κ on X. Then, as in (7.2), we can define a square root
ω
1
2
BunG
(κ) of ω
BunG
.
8. The Picard group of BunG.
Throughout the section suppose that k = C and that G is simple and simply connected.
Let PicLXG
(QG) the group of L
X
G-linearized line bundles onQG. Recall that a L
X
G-linearization
of the line bundle L on QG is an isomorphism m
∗L
∼
→ pr∗2L, where m : L
X
G ×QG → QG is the
action of LXG on QG, satisfying the usual cocycle condition.
Consider the projection π : QG → BunG of Theorem 1.3. Let L be a line bundle on BunG.
As π∗ induces an isomorphism between the sections of L and LXG-invariant sections of π
∗L ([3],
Lemma 7.2), we have
(8.1) Proposition.— The projection π : QG → BunG induces an injection
π∗ : Pic(BunG) →֒ PicLXG
(QG).
Any LXG-linearization is necessarily unique:
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(8.2) Proposition.— The forgetful morphism PicLX
G
(QG)→ Pic(QG) is injective.
Proof. The kernel of this morphism consists of the LXG-linearizations of the trivial bundle.
Any to such trivializations differ by an automorphisms of pr∗2OQG that is by an invertible
function on LXG×QG. Since QG is integral (4.2), it is the direct limit of the integral projective
varieties QG = lim−→QG(N)red and this function is the pull back of an invertible function f on
LXG. The cocycle conditions on the linearizations imply that f is a character, hence f = 1 by
Lemma 5.2. 
(8.3) Pic(Q(G)) and the canonical central extension of LG.
Consider the embedding LG/L
+
G →֒ P(H1) of (4.2) and define OQG(1) as the pullback of
OP(H1)(1). By [21] and [17], we know Pic(QG) = ZOQG(1). The k-group LG acts on QG but
the action does not lift to an action of LG on OQG(1). There is a canonical device to produce an
extension L̂G of LG such that the induced action of L̂G lifts to an action of L̂G on OQG(1): the
Mumford group. This is the group of pairs (g, f) where g ∈ LG and f : g
∗OQG(1)
∼
→ OQG(1).
We get a central extension (note that QG is direct limit of projective integral schemes)
1 −→ Gm −→ L̂G −→ LG −→ 1 (8.3.1)
Note that the Mumford group of OP(H1)(1) is GL(H1). As the projective representation H1
of Lg can be integrated to a projective representation φ : LG → PGL(H1) (cf. 4.2), by
functoriality of the Mumford group, (8.3.1) is also the pullback by φ of the central extension
1 −→ Gm −→ GL(H1) −→ PGL(H1) −→ 1. (8.3.2)
Moreover, the restriction of H1 to L
+
g can be integrated to a representation L
+
G → GL(H1).
It follows that (8.3.2) splits canonically over L+G, and OQG(1) is the line bundle on the homo-
geneous space QG = L̂G/L̂
+
G associated to the character Gm × L
+
G → Gm defined by the first
projection.
(8.4) Consider the case of G = SLr. In this case, we know from [3], that the pullback
of the determinant line D bundle is OQSLr (1). It follows from (8.1), (8.2) and (8.3) that
Pic(BunG) = ZD. If ρ : G→ SLr is a representation of G we get a commutative diagram
QG −−→ QSLry ցϕ y
BunG −−→ BunSLr
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(8.5) Lemma.— Let dρ be the Dynkin index of ρ. Then the pullback of the determinant
bundle under ϕ is OQG(dρ)
Proof. Consider the pullback diagram of (8.3.1) for LSLr:
1 −→ Gm −→ L˜G −→ LG −→ 1
‖
y y
1 −→ Gm −→ L̂SLr −→ LSLr −→ 1
Looking at the differentials (note that Lie(L̂SLr) = L̂slr
by [3]), on the level of Lie algebra, we
restrict the universal central extension of Lslr to Lg. The resulting extension L˜g is (cf. Section
(2.3)) the Lie algebra of the Mumford group of OQG(dρ) where dρ is the Dynkin index of dρ,
which proves the lemma. 
(8.6) Corollary.— As a pullback, the line bundle OQG(dρ) is L
X
G-linearized.
(8.7) Proof of Theorem 1.1. By the above for series A and C, as the Dynkin index for
the standard representation is 1, that all line bundles on QG are L
X
G-linearized. For the series
B and D (and also for G2) the Dynkin index of the standard representation is 2. But by the
existence of the pfaffian line bundles we see also in this case, that all line bundles on QG are
LXG-linearized and Theorem 1.1 for n = 0 follows from (8.1), (8.2) and (8.3)
(8.8) Remark.— The restriction to LXG of the canonical central extension L̂G of LG splits
(at least for classical G and G2). Moreover this splitting is unique.
Proof. As OQG(1) admits a L
X
G-linearization, the action of L
X
G on QG induced by the
embedding LXG ⊂ LG lifts to an action to OQG(1). The central extension of L
X
G obtained by
pullback of the canonical central extension L̂G of LG is the Mumford group of L
X
G associated
to OQG(1). But this extension splits as the action lifts and we are done. Two splittings differ
by a character of LXG. As there is only the trivial character (corollary 5.2) the splitting must
be unique. 
9. Parabolic G-bundles.
Throughout this section G is simple, simply connected and k = C. We will extend the
previous sections to the moduli stacks of parabolic G-bundles.
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(9.1) We use the notations of Section 2. We will recall some standard facts for Lie groups,
which we will use later. Let G be the simple and simply connected algebraic group associated
to g. Denote by T ⊂ G the Cartan subgroup associated to h ⊂ g and by B ⊂ G the Borel
subgroup associated to b ⊂ g. Given a subset Σ of the set of simple roots Π (nodes of the
Dynkin diagram), we can define a subalgebra pΣ = b ⊕ (⊕α∈Σ g−α) ⊂ g, hence a subgroup
PΣ ⊂ G. Remark that P∅ = G/B, PΠ = G and that all PΣ contain B. The subgroup PΣ is
parabolic and conversely any standard (i.e. containing B) parabolic subgroup arises in this
way. Fix Σ ⊂ Π and let Γ = Π Σ. Denote by X(PΣ) the character group of PΣ. Any weight
λ such that λ(Hα) = 0 for all α ∈ Σ defines, via the exponential map, a character of PΣ and all
characters arise in this way, i.e. X(PΣ) = {λ ∈ P/λ(Hα) = 0 for all α ∈ Σ}. Given χ ∈ X(PΣ)
we can define the line bundle Lχ = G ×
PΣ kχ on the homogeneous space G/PΣ. In general,
there is an exact sequence ([11], prop. 3.1)
1 −→ X(G) −→ X(PΣ) −→ Pic(G/PΣ) −→ Pic(G) −→ Pic(P) −→ 0.
As G is simple, we have X(G) = 0 and as G is simply connected, we have Pic(G) = 0 ([11],
cor. 4.5). We get the isomorphism X(PΣ)
∼
→ Pic(G/PΣ). In particular, the Picard group of
G/PΣ is isomorphic to the free abelian group generated over Γ.
(9.2) Consider closed points p1, . . . , pn of X, labeled with the standard parabolic subgroup
P1, . . . ,Pn. Let Σ1, . . . ,Σn be the associated subsets of simple roots and Γi = Π Σi for i ∈
{1, . . . , n}. In the following, underlining a character will mean that we consider the associated
sequence, e.g. P will denote the sequence (P1, . . . ,Pn), etc. Let E be a G-bundle. As G acts
on G/Pi we can define the associated G/Pi-bundle E(G/Pi).
(9.3) Definition.— (cf. [22]) A quasi-parabolic G-bundle of type P is a G-bundle E on
X together with, for all i ∈ {1, . . . , n}, an element Fi ∈ E(G/Pi)(pi). A parabolic G-bundle of
type (P,m) is a quasi-parabolic G-bundle of type P together with, for i ∈ {1, . . . , n}, parabolic
weights (mi,j)j∈Γi where the mi,j are strictly positive integers.
(9.4) Let R be a k-algebra, S = Spec(R). A family of quasi-parabolic G-bundles of type P
parameterized by S is a G-bundle E over S×X together with n sections σi : S→ E(G/Pi)|S×{pi}.
A morphism from (E, σ) to (E′, σ′) is a morphism f : E → E′ of G-bundles such that for all
i ∈ {1, . . . , n} we have σ′i = f|S×{pi} ◦ σi.
We get a functor from the category of k-algebras to the category of groupoids by associating
to R the groupoid having as objects families of quasi-parabolic G-bundles of type P parame-
terized by S = Spec(R) and as arrows isomorphisms between such families. Moreover for any
morphism R → R′ we have a natural functor between the associated groupoids. This defines
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the k-stack of quasi-parabolic G-bundles of type P which we will denote by BunparG (p,P). The
stack BunparG (p,P) has, as BunG, a natural interpretation as a double quotient stack. Define
QparG (p,P) = QG ×
n∏
i=1
G/Pi.
The ind-group LXG acts on QG and by evaluation ev(pi) : L
X
G → G at pi also on each factor G/Pi.
We get a natural action of LXG on Q
par
G (p,P). The analogue of Theorem 1.3. for quasi-parabolic
G-bundles is
(9.5) Theorem.— (Uniformization) There is a canonical isomorphism of stacks
π : LXG\Q
par
G (p,P)
∼
→ BunparG (p,P).
Moreover the projection map is locally trivial for the e´tale topology.
Proof. Let R be a k-algebra, S = Spec(R). To an element (E, ρ, f ) of QparG (p,P)(R)
(with fi ∈ Mor(S,G/Pi)), we can associate a family of quasi-parabolic G-bundles of type P
parameterized by S in the following way. We only have to define the sections σi:
σi : S
(id,fi)
−−−→S×G/Pi
ρi(G/Pi)
−−−−→E(G/Pi)|S×{pi}.
We get a LXG equivariant map π : Q
par
G (p,P) → Bun
par
G (p,P) which induces the map on the
level of stacks π : LXG\Q
par
G (p,P)→ Bun
par
G (p,P).
Conversely, let (E, σ) be a family of quasi-parabolic G-bundles of type P parameterized by
S = Spec(R). For any R-algebra R′, let T(R′) be the set of trivializations ρ of ER′ over XR′ .
This defines a R-space T which by Theorem 3.12 is a LXG-torsor. To any element in T(R
′), we
can associate the family f by
fi : S
σi−−→E(G/Pi)|S×{pi}
ρi(G/Pi)−1
−−−−−−→S×G/Pi
pr2
−−→G/Pi.
In this way we associate functorially to objects (E, σ) of BunparG (p,P)(R) L
X
G-equivariant maps
α : T→ QparG (p,P). This defines a morphism of stacks
BunparG (p,P) −→ L
X
G\Q
par
G (p,P)
which is the inverse of π. The second statement is clear from the proof of Theorem 1.3. 
(9.6) We study first line bundles over QparG (p,P). Using (8.3), (9.1) and H
1(G/Pi,O) = 0,
we obtain the following proposition, proving, as LXG has no characters, Theorem 1.1.
(9.7) Proposition.— We have
Pic(QparG (p,P)) = ZOQG(1)×
n∏
i=1
Pic(G/Pi) = ZOQG(1)×
n∏
i=1
X(Pi).
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10. Conformal blocs and generalized theta functions.
Throughout this section G is simple and simply connected and k = C.
(10.1) Fix an integer ℓ ≥ 0 (the level) and let p1, . . . , pn be distinct closed points of X
(we allow n = 0 i.e. no points), each of it labeled with a dominant weight λi lying in the
fundamental alcoˆve Pℓ. Choose also another point p ∈ X, distinct from the points p1, . . . , pn.
Define
Hλ = Hℓ ⊗ (
n
⊗
i=1
Lλi).
and let LXg be g⊗ AX. We can map L
X
g via the Laurent developpement at the point p to Lg.
The restriction to LXg of the universal central extension L̂g of Lg splits by the residue theorem,
hence LXg may be considered as a sub Lie-algebra of L̂g. In particular, Hℓ is a L
X
g -module.
Evaluating X⊗ f ∈ LXg at the point pi, we may consider Lλi as a L
X
g -module. Therefore Hλ is
a (left) LXg -module. Define the space of conformal blocks (or vacua) by
VX(p, λ) = [H
∗
λ]
LXg := {ψ ∈ H∗λ / ψ.(X ⊗ f) = 0 ∀X⊗ f ∈ L
X
g}.
This definition is Beauville’s description [1] (see also [31]) of the space of conformal blocks of
Tsuchiya, Ueno and Yamada [32].
The labeling of the points pi induces Σi = {α ∈ Π/λi(Hα) = 0}, Γi = Π Σi and
mi,j = λi(Hαj ) for j ∈ Γi, that is the type of a parabolic G-bundle. In particular we get, for
ℓ ∈ N, a natural line bundle on the moduli stack BunparG (p,P) defined by
L(ℓ,m) = Lℓ⊠
( n
⊠
i=1
( ⊠
j∈Γi
ZL
mi,j
i,j )
)
.
By construction, for the pull back of L(ℓ,m) to QparG (p,P) we have
π∗L(ℓ,m) = OQG(ℓ)⊠
( n
⊠
i=1
L−λi
)
where L−λi is the line bundle on the homogeneous space G/Pi defined by the character corre-
sponding to the weight −λi.
(10.2) Proof of (1.2.1): We extend the method of [3] and [24].
Step 1: As a pullback, π∗L(ℓ,m) is canonically LXG-linearized, that is equipped with ϕ :
m∗(π∗L(ℓ,m))
∼
→ pr∗2(π
∗L(ℓ,m)). Denote by [H0(QparG (p,P), π
∗L(ℓ,m))]L
X
G the space of LXG-
invariant sections, that is the sections s such that ϕ(m∗s) = pr∗2s. By Lemma 7.2 of [3] we
have the canonical isomorphism
H0(BunparG (p,P),L(ℓ,m))
∼
→ [H0(QparG (p,P), π
∗L(ℓ,m))]L
X
G
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Denote by [H0(QparG (p,P), π
∗L(ℓ,m))]
LXg the sections annihilated by Lie(LXG) = L
X
g . By Propo-
sition 7.4 of [3], using that LXG and Q
par
G (p,P) are integral (5.1 and 4.2), we have the canonical
isomorphism
[H0(QparG (p,P), π
∗L(ℓ,m))]L
X
G
∼
→ [H0(QparG (p,P), π
∗L(ℓ,m))]
LXg
Step 2: By definition of L̂G, the space H
0(QparG (p,P), π
∗L(ℓ,m)) is naturally a L̂G-module.
Moreover we know that L̂G splits over L
X
G (at least for classical G and G2) and that this splitting
is unique. The action of LXg ⊂ L̂g deduced from this inclusion on H
0(QparG (p,P), π
∗L(ℓ,m)) is
therefore the same as the preceding one.
Step 3: We have the canonical isomorphism of L̂g-modules
H0(QparG (p,P), π
∗(L(ℓ,m)))
∼
→ H0(QG,OQG(ℓ))⊗
( n
⊗
i=1
H0(G/Pi,L−λi)
)
To see this apply the Kunneth formula to the restriction of L(ℓ,m) to the projective varieties
QparG (p,P)
(N) = QG(N) ×
∏n
i=1G/Pi, then use that inverse limits commute with the tensor
products by finite dimensional vector spaces.
Step 4: We have the canonical isomorphism of L̂G-modules
H0(QG,OQ(ℓ))⊗
( n
⊗
i=1
H0(G/Pi,L−λi)
) ∼
→ H∗ℓ,0 ⊗
( n
⊗
i=1
L∗λi
)
This is Borel-Bott-Weil theory, in the version of Kumar-Mathieu ([16], [21]) for the first factor,
and the standard version 1 for the others.
The theorem follows from steps 1 to 4.
As we know the dimensions (at least for classical G and G2) for the conformal blocks ([10],[1],
or [31] for an overview) we get the Verlinde dimension formula for the spaces of generalized
parabolic theta-functions.
11. Moduli spaces.
(11.1) Suppose char(k) = 0. We will show how the previous results apply to the coarse
moduli spaces of principal G-bundles. We suppose that G is reductive and that g ≥ 2. Recall
that a G-bundle E over X is semi-stable (resp. stable) if for every parabolic subgroup P and
for every reduction EP of E to G, we have for every dominant character (with respect to some
1In [5] only the case G/B (i.e. Σ = ∅) is considered but the generalization to arbitrary G/PΣ is immediate
(and well known)
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Borel B ⊂ P) χ of P, trivial over Z0(G), the following inequality deg(EP(χ)) ≤ 0 (resp. <). A
stable G-bundle E is called regularly stable, if moreover Aut(E)/Z(G) = {1}.
Topologicially, G-bundles over X are classified by elements of π1(G). By Ramanathan’s
[26] theorem, there are coarse moduli spaces BunG(τ) of semi-stable principal G-bundles of
dimension (g−1) dimG+dimZ0(G), which are irreducible, once the topological type τ ∈ π1(G)
is fixed. Moreover MG(τ) is normal and the open subset M
reg
G (τ) ⊂ MG(τ) corresponding to
regularly stable G-bundles is smooth.
(11.2) Denote Cl the group of Weil divisor classes. There is a commutative diagram
Pic(MG(τ))
c
−−→ Cl(MG(τ))
r1
y y r2
Pic(MregG (τ))
creg
−−→ Cl(MregG (τ))
By normality, the restriction r1 is injective, by smoothness of M
reg
G (τ), the canonical morphism
creg is an isomorphism and as ([9], II.6) codimMG(τ)MG(τ) \M
reg
G (τ) ≥ 2 (except when g = 2
and G maps nontrivially to PGL2) the restriction r2 is an isomorphism. In particular, MG(τ)
is locally factorial [7] if and only if r1 is surjective.
(11.3) Consider G = GLr. Then we may present MG(0) as the good quotient H/GL(M)
where H is Grothendiecks Quot scheme H = Quotss(kM ⊗OX(−N),P) parameterizing equiva-
lence classes (with the obvious equivalence relation) of pairs [E, α] with E a semi-stable vector-
bundle of degree 0 and α : kM
∼
→ E(N), where N and M = rN+ χ(E). Let E be the universal
family over H × X and consider D = det(Rpr1∗(E ⊗ pr
∗
2(L)), with L a line bundle. It is well
known that [E, α] ∈ H has closed orbit exactly when E is polystable, i.e. direct sum of stable
bundles: E ≃ E⊕n11 ⊕ · · · ⊕ E
⊕nℓ
ℓ , and that the action of the stabilizer GL(n1) × . . .GL(nℓ) is
given by the character
(g1, . . . , gℓ) 7→ det(g1)
χ(E1⊗L) · · · · · det(gℓ)
χ(E1⊗L).
Choose a line bundle L of degree g − 1 on X. Then χ(Eq ⊗ L) = 0 for q ∈ H and the action is
trivial. By Kempf’s lemma [7], D descends to the determinant of cohomology line bundle on
MGLr (0).
(11.4) Proof of 1.6. Suppose G is simple and simply connected. We have (except for g = 2
and G = SL2)
codimBunG(BunG \Bun
reg
G ) ≥ 2.
To see this define the Harder-Narasimhan filtration in the case of G-bundles and calculate the
codimension of the strata ([20], Section 3) to show that for the open substack BunssG ⊂ BunG
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corresponding to semi-stable G-bundles we have codimBunG(BunG \Bun
ss
G ) ≥ 2, then use ([9],
II.6). The smoothness of BunG implies Pic(Bun
reg
G ) = Pic(BunG) and it follows from Theorem
1.1 that Pic(MG) is an infinite cyclic group (note that the canonical morphism Bun
reg
G → M
reg
G
induces an injection on the level of Picard groups). By (11.3) and (2.3), we know that the
generator is the determinant of cohomology for G of type A and C. Moreover, MG is locally
factorial by (11.2) in this case.
(11.5) Consider G = SOr with its standard (orthogonal) representation and suppose
that r ≥ 7. The moduli space Pic(MSOr) is the good quotient of a parameter scheme Quad
by GL(H) with H = krN (cf. [29]). The scheme Quad parameterizes equivalent (with the
obvious equivalence relation) triples ([F, σ, α]), where (F, σ) is a semistable SOr-bundle and
α : H0(X,F(N))
∼
→ H.
Choose a theta-characteristic κ on X. Then on Quad there is the GL(H)-linearized pfaffian
of cohomology line bundle Pκ deduced from the universal family over Quad×X.
(11.6) Proposition.— The line bundle Pκ descends to M
reg
SOr
.
Proof. We use Kempf’s lemma. If r is even, the stabilizer at a point q = [F, σ, α] ∈ Quadreg
is ±1; if r is odd, the stabilizer is reduced to 1. So in the latter case, there is nothing to
prove. In the former case, by definition of the pfaffian of cohomology, using that its formation
commutes with base change, the action ±1 is given by g 7→ gh
1(F⊗κ), so the action is trivial, as
h1(F⊗ κ) is even. 
(11.7) Proposition.— If r ≥ 7, the line bundle Pκ does not descend to MSOr (0). In
particular, MSOr(0) is not locally factorial.
Proof. Let (F1, σ1) be a regularly stable odd SO4-bundle, and (F2, σ2) be a regularly stable
odd SOr−4-bundle. If r = 8, suppose that (F1, σ1) and (F2, σ2) are not isomorphic. Then the
orthogonal sum (F, τ) = (F1⊕F2, σ1⊕σ2) is even. Let [F, τ, α] ∈ Quad be a point corresponding
to (F, τ). Again, by definition of the pfaffian of cohomology, using that its formation commutes
with base change, we see that the action of the stabilizer {±1} × {±1} is
(g1, g2) 7→ g
h1(F1⊗κ)
1 g
h1(F2⊗κ)
2 .
But then the element (−1, 1) acts nontrivially. 
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