This paper analyzes asymptotic performance of a regularized multi-task learning model where task parameters are optimized jointly. If tasks are closely related, empirical work suggests multi-task learning models to outperform single-task ones in finite sample cases. As data size grows indefinitely, we show the learned multiclassifier to optimize an average misclassification error function which depicts the risk of applying multi-task learning algorithm to making decisions. This technique conclusion demonstrates the regularized multi-task learning model to be able to produce reliable decision rule for each task in the sense that it will asymptotically converge to the corresponding Bayes rule. Also, we find the interaction effect between tasks vanishes as data size growing indefinitely, which is quite different from the behavior in finite sample cases.
Introduction
Traditional machine learning methods work well only under a basis assumption that training data and test data are drawn from the same feature space and the same distribution. However, this assumption does not always hold in real-world applications. For example, a self-driving car needs to recognize many different objects, such as pedestrians, stop signs and traffic lights, etc. Thus, it is significant to develop methods to learn multiple tasks simultaneously and efficiently. In this case, multi-task learning, provides a general way to accommodate these situations.
There have been a lot of multi-task learning methods studied in various contexts. Baxter and Caruana proposed to learn multi-task in the context of a neural network by sharing hidden nodes in [4] and [5] . Yu et al. considered to learn multi-function based on a hierarchical Bayesian method by assuming a common prior [21] ; Ando and Zhang tried to learn multi-task in the framework of semisupervised learning by sharing a common structure in the hypothesis space [9] , [1] . And Evgenious et al. studied the problem of learning multiple tasks by extending kernel methods to multi-task learning where task parameters are optimized jointly [8] . Their works have empirically shown the advantage of learning all tasks simultaneously over learning each task individually when tasks are closely correlated. Recently, Liu et al. [13] presented novel algorithm-dependent generalization bounds for multi-task learning by exploiting the notion of algorithmic stability. Nevertheless, there are some fundamental problems remained, in particular, the misclassification error of the multi-task learning method has not been sufficiently studied. The misclassification error measures the risk of applying classification rules to making decisions, which people care a lot in industrial applications. The lack of misclassification error analysis weakens the confidence in applying multi-task learning algorithm to practical problems, such as building self-driving cars and multifunctional robots. There are several points related to misclassification error need to be studied. First, almost all multi-task learning methods mentioned above are assumed to share some information between related tasks; however, it has not been clearly and sufficiently clarified the effect of the shared information on the performance of these models in the sense of misclassification error. Second, it is unknown whether learning multiple tasks simultaneously always outperforms single task learning, especially in the case where the data size increases indefinitely. This paper concentrates on above problems and attempts to provide some answers to these questions. Our research is limited to the context of regularized kernel methods, in particular, we try to analyze the asymptotic performance of the regularized multi-task learning model presented in [9] . We mainly borrow and extend the schema for single task learning model [18] , [10] , [17] to do the analysis in this paper. When the data size grows indefinitely, we show the learned multi-classifier to optimize an average misclassification error function which depicts the risk of applying multi-task learning algorithm to making decisions.This technique conclusion demonstrates the regularized multi-task learning model to be able to produce reliable decision rule for each task in the sense that it will asymptotically converge to the corresponding Bayes rule. Moreover, since the classifier obtained from a single-task learning is also capable to converge to its Bayes rule [18] , the performance of single-task learning and multi-task learning in the context of SVM is consistent as the number of data points increases indefinitely. Therefore, in multi-task learning framework, the interaction between different tasks will vanish as the data points growing, which is quite different from finite sample cases. In general, our results provide a deep understanding of multi-task learning models in the large data cases.
The rest of this paper is organized as follows. In the remainder of this section, we refer to some related studies in multi-task learning field and researches on misclassification error analysis in single task learning framework. In section 2, we briefly review the basic notations in multi-task learning problems and extend the model of regularized multi-task learning firstly presented in [9] . In section 3, we mainly analyze the asymptotic performance of classifiers learned from the extended regularized multi-task learning model. In section 4, we make some further discussions and conclude this paper.
Related Works
Multi-task learning simultaneously considers many tasks and hopes to exploit some hidden common properties of these tasks. For this purpose, many multi-task learning algorithms are designed by forcing tasks to share some common structures or features. There have been many studies designing different common properties between tasks in multi-task learning problems, and illustrating their efficiency through estimating algorithm bounds of various kinds.
A "sample bound" is shown by Baxter in [2] stating that for each task the same generalization error bound can be achieved with smaller sample size, as the number of tasks increases. He also obtained an information bound on the amount of information required to learn a task when different tasks are learning simultaneously [3] . Besides, Ando et al. [1] showed the generalization error bound of averaged loss over all tasks. Maurer et al. [14] provided error upper bounds for multi-task representation learning in both settings of multi-task learning and learning-to-learn. According to Maurer and his coworkers, the advantage of multi-task representation learning lies in the fact that the burden for learning representations of data will vanish when the number of tasks goes to infinity. All the results mentioned above illustrate the benefit of learning multiple tasks simultaneously when the number of tasks is large. However, misclassification error analysis has not been presented in previous multi-task learning literature.
Although misclassification error has not been included in multi-task learning studies, it has been intensively researched in single-task learning problem. Chen et al. provided a misclassification error analysis for the q-norm (1 < q < ∞) soft margin SVM classifier [6] . Ying et al. [20] estimated the misclassification error in the framework of the multi-kernel SVM regularized classification algorithm. Ying et al. [19] and Lin et al. [11] obtained the learning rate with respect to the misclassification error both in the context of regularized online learning algorithm schema, through different iteration methods.
There are two main difficulties to extend misclassification error analysis technique in single task learning framework to multi-task learning setting. The first one is to decouple the interactions between tasks when multiple tasks are learned simultaneously. The second one is to handle the problem caused by different frequencies of each task's data.
Regularized Multi-task Learning Model

Problem Settings and Notations
We consider the following settings. Assume we are facing T learning tasks and each task's data comes out randomly with probability p(t) at each time. After a short time, we collect N data points totally from these tasks and observe all these data to belong to the same space X × Y . For simplicity we assume that X ⊂ R d and Y = {−1, 1}. For each task, there are m t collected data points assumed to sample from a distribution P t (X , Y), which means we have a data set at hand as follows:
(1) Here, as a general assumption in multi-task learning problems, we assume that p(t) is different from each task, while their distribution functions P t (X , Y) are closely related. The goal of multi-task learning is to learn T functions simultaneously
According to the above settings, we can define the average misclassification error for T classifiers f t : X → Y, t = 1, · · · , T to be the weighted sum of misclassification error [18] for T tasks as follows:
where R t is the misclassification error of t-th task with the form of
According to its definition, the average misclassification error depicts the risk of applying the corresponding classifiers to making predictions or decisions, which people care a lot in real applications. In other words, the average misclassification error is a very important quantity that deserves to be studied. The Bayes error for each task is given by the minimum of each individual misclassification error, that is
where the infimum is over all measurable functions. Note that, no function can achieve less risk than the Bayes rule f * [7] . Based on these illustrations, we define the average Bayes risk by
which is also the minimum of average misclassification error over all measurable functions.
The average generalization error with loss function ℓ :
, where we limit ℓ in this paper to be the hinge loss, i.e. ℓ(Yf t (X )) = max{0, 1 − Yf t (X )}. Also, we denote the corresponding optimal average generalization error by
The average empirical error with hinge loss function ℓ :
Extension Model of Regularized Multi-task Learning
We now consider the regularized multi-task learning model presented in [9] , where task parameters are learned jointly. To extend the model 2.1 in [9] to a more general case, we generalize the functions f 1 , · · · , f T to nonlinear models and assume the probability of each data point coming out from task t to be p(t) instead of 1 T which was originally considered in [9] . Notice that in general the exact p(t) is unknown, we use sample frequency mt N to approximate p(t) for each task in the problem and obtain a model in the following form,
. . , T. where λ 1 and λ 2 are two positive parameters, K is a universal kernel (for simplicity we only consider Gaussian kernel), H K is the Reproducing Kernel Hilbert Space(RKHS), 1 · K is the norm function 1 For more details about RKHS, please refer to our supplementary material in this Hilbert space, and g t := f t − f 0 . According to the illustration in [9] , in above model f 0 represents the commonness of those classifiers, while g t 's represent their individualities. In the special case where m t 's are identical, the above model will be reduced to the one provided by [9] , which shows the consistence of these two models.
Note that considering the frequency of each task's data mt N can make a learning system be better adaptable to the environment, as the model pays more attention to high frequency tasks. For instance, if a self-learning robot is frequently facing the task of cleaning house, then intuitively it would improve its skill in house cleaning work according to our model. Although other skills may not be improved or even possibly declined, its average performance could still increase as the house cleaning work dominant in these tasks. In this regard, introducing frequency parameter mt N to model (5) well extends the original multi-task learning model, as it not only includes the randomness in the data frequency of each task but also bring in some additional benefits to the model. By the positive definiteness and convexity of the loss function and the norm function, there is a solution of (5) . Following the similar analysis framework presented in [9] , letf * t andf * 0 be the optimal solution of Eq. (5), we can get the a relation between these quantities. Lemma 1. The optimal solution to the Eq. (5) satisfies the equation
For completeness, we include a proof of Lemma 1 in supplementary materials.
Then by Lemma 1, we can rewrite the optimization problem in the following form.
Theorem 1. The multi-task problem Eq. (5) is equivalent to the optimization problem below:
s.t.
where
λ1+λ2 .
The proof of Theorem 1 can be found in the supplementary materials.
Theorem 1 implies that we can execute multi-task learning in the framework of regularized kernel method, for example SVM, and solve the problem by finding a trade off between learning each task well independently (i.e. minimizing each f t K ) and having each learned function close to the weighted mean function (i.e. minimizing the last term in (7)). It is interesting to note that the experimental results have shown the advantage of regularized multi-task learning over single task learning in the context of SVM [9] . This emergent phenomenon can be roughly interpreted as the advantage of borrowing data points from related tasks. In particular, as the task number increase, each individual task can borrow more data points from related tasks, and, therefore, a better classifier can be obtain compared with the single-task learning counterpart.
Moreover, we will show later another asymptotic property of model (7) that when the number of sampled points goes to indefinitely, the performance of classifiers learned by regularized multi-task learning model (7) will be asymptotically convergent to Bayes rules. In this regard, model (7) can provide reliable classifiers for each task in the sense of low average misclassification error. Together with previous empirical knowledge, this result illustrates the efficiency of regularized multi-task learning model (7) at both finite and large scales of data size.
Asymptotic Performance of Regularized Multi-task learning
In this part, we will begin to rigorously derive upper bound for the excess average misclassification error of the regularized multi-task SVM model (7) by following the framework of the statistical learning theory [16] , [6] . Without loss of generality, we investigate our result in the context of binary classification problem.
Error Analysis of Regularized Multi-task Learning
Following the notation from [18] , [10] , and [17] , we define the excess average misclassification error as U(sgn(f Proof. Notice that
Because the minimizer of each E (X ,Y)∼Pt [ℓ(Yf t (X ))] is the Bayes rule f * t over all measurable functions [12, lemma 3.1] . Therefore, the Bayes rules also minimize E(f 1 , · · · , f T ).
Theorem 2 indicates that if the function space considered in the regularized multi-task learning is big enough, i.e., Bayes rule is included, then we can get classifiers with best performance. From this perspective, we can observe a major advantage in model (7) , that the interaction between different tasks is composed by the last regularization term, while it requires no further restrictions on the functional space. In other words, the regularized multi-task learning model (7) does not rule out the best rule (Bayes rule) and minimum average misclassification error (Bayes error).
Similar to the single-task case, there exists a bridge inequality which connects the excess average misclassification error with excess average generalization errors. Theorem 3. A bridge inequality between average misclassification error U(h 1 , · · · , h T ) and average generalization error E(h 1 , · · · , h T ):
Proof. Notice that for each h t : X → R the inequality R t (sgn(h t )) − R t (f * t ) ≤ E t (h t ) − E t (f * t ) has established by Zhang [22] , where E t (h t ) = E (X ,Y)∼Pt [ℓ(Yh t (X ))]. Then by the definition of U(h 1 , · · · , h T ) and E(h 1 , · · · , h T ), we can get the result directly.
be the minimizer of the average generalization error over the RKHS space
is guaranteed by the positive definiteness and convexity of the loss function and the norm function. Then we have the following lemma, which gives a bound for excess average generalization errors. Lemma 2. The following inequality holds:
and
The proof of Lemma 2 can be found in the supplementary materials.
Similar to [18] , we call the first term S(N, T ) as the average sample error and the second term D(N, T, ρ 1 , ρ 2 ) as the average regularization error. It is worth to notice that we have an additional term F (N, T, ρ 1 , ρ 2 ) in Lemma 2, compared to literature [18] . Here we refer to it as frequency error, because one of its dominant term, p(t) − mt N , measures sampling frequency error of each task. In single task learning problems, F (N, T, ρ 1 , ρ 2 ) will vanish because sampling frequency is deterministic, i.e. m 1 = N . Therefore, frequency error is a new knowledge associated with regularized multi-task learning problems only.
To bound above three errors, we have the following lemmas. 
almost surely where s is a positive constant.
Proof. According to the previous lemmas, we can get the following inequalities
where s and ǫ are arbitrary positive constant. In above, the first inequality follows from Theorem 3, while the second inequality follows from Lemma 3 ,4 and 5. Combined with Lemma 2, above inequalities shows
) can be arbitrarily close to the average Bayes error U(f * 1 , · · · , f * T ), as long as N is sufficiently large. Moreover, the corollary above shows that the learned classifier sgn(f z t ) for each individual task t can be convergent to the corresponding Bayes rule f * t , when N increases indefinitely. Therefore, the proposed regularized multi-task learning method (7) can provide reliable classification rules in the sense of low misclassification error, which provides us great confidence in this method.
Further Remarks
Interaction effects vanish in the limiting case
Previous literature [18] has shown the learned classifiers from regularized single-task learning algorithm can also converge to the Bayes rule. Therefore, learning T tasks respectively in the context of T standard SVM models amounts to learning T multiple tasks simultaneously in the framework of regularized multi-task learning Eq. (7) in the sense of asymptotic performance of classifier for each task. With this regard, in multi-task learning framework, the interaction between different tasks will vanish as the data points growing. Roughly, this point can also be observed through objection function (7), that the interaction term (the last regularization term) becomes dominated by the empirical error (the first term), and, therefore, the algorithm pays more attention to tasks individualities, when the data size increases.
This result is quite different from the one in finite sample cases, where interaction effects cannot be negligible and play the key role in determining the learned classifier. The vanishment of interaction effects in the limiting case is not a bad thing, as it has ability to achieve self-correction when uncorrelated tasks are embedded into the model. Above discussions illustrate the efficiency of regularized multi-task learning model (7) at both finite and large scales of data size.
Regularization terms are necessary
Note that the average regularization error D(N, T, ρ 1 , ρ 2 ) can be canceled, if we set ρ 1 = ρ 2 = 0, i.e. regularization terms are deleted. In this case, by Lemma 2,3, 4, and 5, it seems a faster convergent rate N − 1 4 +ǫ that determined by average sample error can be achieved. However, it is not the case. When ρ 1 = ρ 2 = 0, we will lose upper bound estimation of f z t K (c.f. lemma 6 in the supplementary material) and, therefore, fails the estimation of average sample error. To the best of our knowledge, there has been no literatures succeed in estimating the sample error without of boundedness of f z t K . In this regard, regularization terms are necessary in analyzing misclassification error bounds. As a matter of fact, the upper bound of average misclassification error is determined by the complexity of the RKHS [23, 24, 18, 20] .
Discussion
In this work, we analyze the asymptotic performance of regularized multi-task learning model by focusing on the approximating behaviors of the excess misclassification error. We firstly generalize the conventional regularized multi-task learning model [9] by including kernel map and the uncertainty of data frequency. Based on this model we show the convergence rate of excess misclassification error to be O((log N ) −s ) almost surely. The misclassification error depicts the risk in applying the learned classifier to making decisions in real-world applications. Therefore, our result indicates that the regularized multi-task learning framework can produce reliable classification rules. Also, our result reveals that the interaction between tasks vanishes as the data size increases indefinitely, which is different from the finite sample case.
There are a number of future works that we are currently pursuing related to the error analysis of the regularized multi-task learning.
One of interesting questions is whether we can still get good asymptotic performance (i.e. Bayes risk ) in the same multi-task learning settings by assuming there are some common structures of functional space H for each task's classifier. Maurer et al. [14] have considered a similar problem in the context of an unregularized learning algorithm in the multi-task learning case where a common feature representation of different tasks is shared. They also give the learning bound for this type of method. It is unknown whether sharing common feature representation technique in the problem of multi-task learning can get optimal performance in [14] .
Intuitively, learning multiple tasks simultaneously in a model may has potential to interact each other when some structural information is enforced to share between classifiers for tasks. For example, by considering to decompose an infinite dimensional functional space H into the directed sum of two sub-spaces H 1 and H 2 , that is H = H 1 + H 2 , and assuming the function f t for each task t can be written as f t = f 0 + g t where f 0 ∈ H 1 and g t ∈ H 2 , for every t ∈ {1, · · · , T }. In this case, the feasible domain of functions for all T tasks
H considered in our settings of sharing similarities between tasks in the model Eq. (7). Thus, the asymptotic performance of the learned classifier for each task by sharing functional structure technique can not be arbitrary close to the Bayes rule dues to the smaller feasible functional space. The discussion indicates that in order to learn a classifier with strong prediction power, we should balance between the complexity of functional space and the computational speed. It is interesting to investigate the methods to design suitable information sharing technique in the general framework of multi-task learning that admits optimal performance (i.e. Bayes rule) of classifier for each task in the sense of large data set. This will be leaved to our future work.
Another attractive problem is to generalize our analysis framework to the regularized online multitask learning settings, where large-scale data arrives in a sequential manner. Especially, it is interesting to analyze stochastic generalization error bounds in terms of the step sizes and approximation property of functional space, when the proposed regularization term in this paper is added into the conventional functional iteration.
Supplementary material
In this supplementary material, we are going to provide a brief introductions to Reproducing Kernel Hilbert Space and the proofs of Lemma 1-4 and Theorem 1 in our article. The main scheme and most of techniques are quite standard in learning theory literature, so one does not have to prepare too much before reading our proofs. For readers who are not interested in this technique part, please just skip it and enjoy our main article.
A.1 Reproducing Kernel Hilbert Space
For complete, we introduce the definition of the Reproducing Kernel Hilbert Space (RKHS) H K following the notations and terminologies in literature [18] . (RKHS) H K associated with the kernel K to be the completion of the linear span of the set of functions {K x := K(x, ·) : x ∈ X} with the inner product ·,
The reproducing property of RKHS H K is defined as
Denote C(X) to be the space of continuous functions on X with the norm · ∞ . Then Eq. (12) leads to g ∞ ≤ κ g K , ∀g ∈ H K , where κ = sup x∈X K(x, x). This means H K can be embedded into C(X).
B.2 Proofs
The proof of Lemma 1. Notice that the Lagrangian function for Eq. (5) is given by the following formula For convenience, we denote the objective function of Eq. (5) as J(f 0 , g t , ξ it ).
where α it , γ it are nonnegative Lagrangian multipliers. Setting the derivative of L with respect to f 0 to zero and by considering f 0 , g t ∈ H K gives the equationf *
Similar to the g t , for every t ∈ {1, · · · , T }, we have g t = N 2λ1mt mt i=1 α it y it K xit . By combining these two equations and together with the equationf * t =f * 0 +ḡ * t we can easily obtain the result.
The proof of Theorem 1. Using the result of Lemma 1 andf * t =f * 0 +ḡ * t , we have the following equation
On the other hand we have
Comparing the above two equations we can obtain ρ 1 = λ1+λ2 . Thus the results hold.
Thus the result is shown.
The second auxiliary lemma demonstrates the error of sampling method to be approximately of order
. This is so well known a result that perhaps every reader knows it. However, since we failed to find a very good reference for it, a concise proof is given to show its correctness.
Lemma 7. For a sequence of bounded, independent, and identically distributed random variables
where ǫ is any positive constant.
Xi N − EX 1 . By Hoeffding's inequality, for any positive constant M there are relations
convergences, and, therefore by Borel-Cantelli lemma, we have lim sup
which proves the lemma.
The third auxiliary lemma shows the sampling error of classifier f
Proof. We first denote some notations as follow: 
where the last inequality follows from lemma 5 in [18] , and N α R * is the covering number defined as the minimal number of balls with radius α R * to cover the unite ball in RKHS. According to [23] , the covering number has the relation
where M is a constant, and d is the dimension of the data set space. By plugging above inequality and α = α * (N, m t ) = N −ǫ · 
where ǫ is arbitrary positive constant. Furthermore, by above inequality and some easy calculations we can obtain P Ẽ t (f which proves the result.
The proof of Lemma 5. By the definition and some easy calculation, we get F (N, T, ρ 1 , ρ 2 ) = − ρ 1 N
