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Abstract
Surgical instrumentation for the Adolescent idio-
pathic scoliosis (AIS) is a complex procedure involving
many difficult decisions. Selection of the appropriate
fusion level remains one of the most challenging deci-
sions in scoliosis surgery. Currently, the Lenke classifi-
cation model is generally followed in surgical planning.
The purpose of our study is to investigate a computer
aided method for Lenke classification and scoliosis fu-
sion level selection. The method uses a self organizing
neural network trained on a large database of surgi-
cally treated AIS cases. The neural network produces
two maps, one of Lenke classes and the other of fusion
levels. These two maps show that the Lenke classes are
associated with the the proper fusion level categories
everywhere in the map except at the Lenke class tran-
sitions. The topological ordering of the Cobb angles in
the neural network justifies determining a patient scoli-
otic treatment instrumentation using directly the fusion
level map rather than via the Lenke classification.
1. Introduction
Adolescent idiopathic scoliosis (AIS) is a com-
plex three-dimensional (3D) deformation of the natural
shape of the spinal column. AIS patients have patho-
logical spinal curves in the coronal plane, alteration of
the kyphosis or lordosis in the sagittal plan, and rota-
tion of the vertebrae. Spinal instrumentation and fu-
sion is the recommended treatment for severe or pro-
gressive scoliotic deformities [1]. Selection of the ap-
propriate fusion level remains one of the most challeng-
ing decisions in scoliosis surgery, and many guidelines
have been proposed. Currently, the Lenke classification
model is generally followed for surgical planning. The
Lenke model is described by a chart, called the Lenke
chart, which specify the criteria to separate the spine
curve shapes into six different types [5]. The classifi-
cation is performed using strict cut-off values of Cobb
angle measurements on anterior-posterior and sagittal
X-rays. In previous work, we designed a rule-based dia-
gram to assist clinicians in the classification process [6].
The diagram was beneficial to clinicians as it improved
their classification accuracy. However, the Lenke clas-
sification is still confronted to the well known under-
lying Cobb angle measurement variability, of up to 10
degrees, because it paradoxically relies on strict rules
applied to measurements subject to high variability. In
turn, this can cause variability in the treatment [1].
The purpose of our study is to investigate a
computer-aided method for scoliosis fusion level selec-
tion by a topologically ordered self organizing Koho-
nen network. The network, developed using a large
database of surgically treated AIS cases, produces two
maps, one of Lenke classes and the other of fusion lev-
els. These two maps show that the Lenke classes are
associated with the the proper fusion level categories
everywhere in the map except at the Lenke class tran-
sitions. The topological ordering of the Cobb angles in
the neural network advises that a patient scoliotic treat-
ment instrumentation be determined using directly the
fusion level map rather than the Lenke classification.
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Figure 1. The decision-rule diagram for
Lenke classification [6].
2. The Kohonen neural network
The Kohonen neural network [3] (also called Ko-
honen self organizing map, or SOM), implements a
clustering algorithm similar to K-means [2]. It is also
a vector quantizer, mapping a large collection of pat-
terns onto a representative set of patterns. The nodes
in a Kohonen network are organized in a one- or two-
dimensional array as shown in Figure 2. The network
can be viewed as an associative memory which en-
codes input patterns in the form of weight vectors of
the same dimension and nature, stored at the nodes of
the network. A characteristic of the Kohonen associa-
tive memory is its self-organizing topological ordering:
neighboring nodes encode neighboring weight values,
creating a spatial ordering among nodes.
1 2
xI
xi
X
w1j
wIj
wij
x1
Figure 2. A two-dimensional Kohonen
memory of J nodes.
The training algorithm we used [7] is shown be-
low. Its output is the set of weight vectors Wj =
(w1j , .., wIj) stored at nodes j = 1, ..., J in a two-
dimensional matrix [Nl × Nc] (Nl and Nc being the
number of line and column respectively). After the
weights are initialized to small random values, the pro-
cess consists of finding the node, j∗, that contains the
weight vector closest to the current input X and updat-
ing the weight vector at each node j of the memory.
Function hj,j∗ which defines the influence of node j∗
on node j during update at j, decreases with grid dis-
tance between nodes j∗ and j. It depends on param-
eter σ which decreases with the number of iterations
between the value σi and σf .  scales weight change
and varies with the number of iterations from i to f .
These parameters must be given appropriate values so
as to obtain convergence of the algorithm and topologi-
cal ordering of the network. The training algorithm can
be summarized as follows (Tab.1):
- Initialize weights W 0j to small random values, j ∈
[1, J ].
- Get new input Xn = (xn1 , ..., xnI )T , and compute
distances d(X,Wj) to all weight vector.
- Find node j∗ with smallest distance.
- Update weights:
wn+1ij = w
n
ij + nh
j,j∗
n (x
n
i − wnij) (1)
n = i(
f
i
)
n
nmax , σn = σi(
σf
σi
)
n
nmax (2)
hj,j
∗
n = exp−
||j − j∗||2
2σ2n
(3)
Table 1. Kohonen network training algo-
rithm
A useful indicator to evaluate the quality of a trained
Kohonen network is the topographic error. This error
measures the proportion of all data vectors for which
first and second best-matching units (BMU) are not ad-
jacent vectors [8], i.e., the proportion of all data vec-
tors for which first and second nearest neighbor nodes
are not adjacent nodes in the Kohonen map. The to-
pographic error is calculated according the following
Equation 4:
T error =
1
N
N∑
i=1
u(Xi) (4)
where the function u(Xi) is equal to 1 if Xi data vec-
tor’s first and second BMUs are adjacent, and 0 other-
wise.
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3. Database
The Kohonen map is trained using a database of
1776 surgically treated AIS cases. The cases were
extracted from a multi-center collection developed by
the members of the Spinal Deformity Study Group
(SDSG). The database contains the patients complete
information such as demographic characteristics, the
deformity Lenke class, and surgical pre and post-
operatively summary.
The database also contains radiographic measure-
ments, in particular the eight Cobb angles which we
used to train the Kohonen maps, namely,
• PT , TL and MT , which are the proximal tho-
racic, the main thoracic, and the thoracolum-
ber/lumbar angles, respectively, on the coronal
plane.
• PTB , MTB , and TLB which designate, respec-
tively, the proximal thoracic, the main thoracic,
and the thoracolumber/lumbar angles on side-
bending radiographs on the coronal plane.
• PTH and MTH which, respectively, are the proxi-
mal thoracic and the main thoracic kyphosis angles
in the sagittal plane.
Note that for the PTH , MTH , and TLH angles, the sign
is important because it differentiates between lordosis
and kyphosis.
We generated five fusion level categories using crite-
ria extracted from peer reviewed articles and confirmed
by a senior orthopedic surgeon. The fusion level cate-
gories are based on the curve segments fused as detailed
in Tab. 2:
Fusion
level
category
Fused
curve
Lenke curve types for
which this fusion pattern
is recommended
1 MT Lenke 1
2 PT & MT Lenke 2
3 PT &
TL/L
Lenke 3 & Lenke 6
4 PT , MT&
TL/L
Lenke 4
5 TL/L Lenke 5
Table 2. Fusion level categories
4. Results and discussion
We run a several experiments to determine adequate
values of the SOM parameters: the retained Koho-
nen map is organized in a 9 × 8 hexagonal nodes (72
nodes), trained by 45 iterations. The topographic error
(T error) for the trained map is 0.02 (the first and sec-
ond nearest neighbor nodes in the Kohonen map of 2%
of the data vectors are not adjacent), which indicates a
highly ordered map.
The node labels in Fig.3 indicate the Lenke classes
(Fig.3 (a)) and the fusion level categories (Fig.3 (b)).
Each node represents a number of AIS cases in the
database. The self organization property of the Koho-
nen map resulted in ordered maps: in one map (Fig.3
(a)) neighboring nodes have neighboring Lenke classes
and, in the other map (Fig.3 (b)), neighboring nodes
have neighboring fusion level categories. For example
in Fig. 3 (a), the Lenke Type 4 class (a triple major
curve), at the upper right corner, is surrounded by Type
3 nodes (double major curve).
(a) The Lenke classes map; the numbers corre-
spond to the label of the Lenke class
(b) The Fusion level categories map; the numbers
correspond to the labels of the fusion level cate-
gory
Figure 3. Kohonen maps
Each of the first eight sub-figures of Fig. 4 corre-
sponds to one of the Cobb angles. In each sub-figure, a
hexagon is a node (map unit) containing a normalized
angle value. For example, the map unit in the top left
corner is labeled as Lenke class Type 2. This map unit
has hight values of MT and PTB but a relatively low
PTB value. This is in agreement with the Lenke clas-
sification (Fig. 1). One can observe the smooth Cobb
angles transition between neighboring nodes. This is in
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Figure 4. Visualization for each Cobb angle.
contrast with the strict cut-off rule used by the Lenke
classification.
The number of nodes assigned to a class depends on
the number of AIS cases in the database and hence the
proportion of the spinal deformity type. The distribu-
tion of the 6 groups in the map reflects the distribution
observed in database. The relative proportions of the
labels (last sub-figure) agree with the observed preva-
lence of the six types of Lenke classes reported in the
literature [4].
5. Conclusion
We developed a computer-aided method for scoliosis
fusion level selection by a topologically ordered self or-
ganizing Kohonen network. The trained Kohonen maps
show the smooth Cobb angles transition between neigh-
boring nodes. This is in contrast with the strict cut-off
rule used by the Lenke classification. The association
of the two maps, trained on the 8 Cobb angles mea-
surements, shows coincidence of the Lenke class and
the proper fusion level categories except at the borders
between classes. i.e., the fusion level categories vari-
ability occurs at the borders between the Lenke classes.
Therefore, these maps can assist clinicians to decide as
to which treatment or surgical planning is more appro-
priate without committing themselves to hard decision
based on the Lenke classification cut-offs.
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