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Características hidrodinámicas del medio producido en colisiones Pb–Pb a √sNN = 2.76 TeV y
5.02 TeV en el LHC utilizando el detector ALICE
Víctor González Sebastián
La constatación de que el medio producido en colisiones relativistas de iones-pesados, denominado
plasma de quarks y gluones (QGP por sus siglas en inglés), se comporta casi como un fluido ideal
originó un aluvión de iniciativas para intentar determinar sus características. Aparte de la ecuación de
estado y del diagrama de fases, las características más relevantes de un fluido son sus coeficientes de
transporte. Los coeficientes de trasporte conducen la evolución del fluido en su retorno al estado de
equilibrio. El éxito de los modelos hidrodinámicos en reproducir valores medidos experimentalmente
llevó a la proliferación de métodos que extraían los coeficientes de transporte del QGP a partir de
simulaciones hidrodinámicas. Utilizar modelos para inferir los coeficientes de transporte incorpora
una incertidumbre inherente al modelo que se elije y a las condiciones iniciales con las que se inicia la
simulación. El objetivo de esta tesis es el de extraer los coeficientes de transporte del QGP directamente,
desde medidas experimentales, utilizando correlaciones de las componentes del momento de pares de
partículas.
Las correlaciones de dos partículas se han convertido en una de las mejores herramientas para
caracterizar su producción y estudiar la dinámica de las colisiones de iones pesados. Las correlaciones
de dos partículas que habitualmente aparecen en las medidas experimentales son las correlaciones de
número de partículas. Sin embargo, cuando se trata de caracterizar las propiedades de transporte del
QGP son las correlaciones de las componentes del momento las que son relevantes, aunque su presencia
experimental es aún escasa. Gavin et al. propusieron un correlador del momento transverso de dos-
partículas para extraer la viscosidad específica de cizalla, η/s, del QGP y, posteriormente, para extraer
su tiempo de relajación. Dobado et al. propusieron un correlador de energía / momento transverso de
dos-partículas para extraer la viscosidad específica de volumen, ζ/s, del QGP.
Esta tesis se enfoca en la extracción del correlador de momento transverso de dos partículas en
función de la separación angular relativa. La medida del correlador independiente de la carga en
colisiones plomo-plomo, Pb–Pb, se realiza por primera vez a energías del LHC. Lamedida del correlador
dependiente de la carga en colisiones Pb–Pb, y de ambas versiones, independiente y dependiente de
la carga, en colisiones protón-protón, pp, y en colisiones protón-Plomo, p–Pb, es la primera vez
que se realiza. El correlador se parametriza utilizando un modelo multicomponente bidimensional,
novedoso para este correlador, para capturar sus principales características. El comportamiento del
correlador independiente de la carga se compara con resultados a energías RHIC y con resultados del
comportamiento de otros correladores de dos partículas medidos a energías del LHC. Así mismo, la
evolución con las características de la colisión de ambas versiones del correlador se comparan con
predicciones de modelos teóricos implementados en generadores de eventos. Ninguno de los modelos
utilizados reproduce la riqueza de matices que presenta el correlador medido experimentalmente, lo que
permite poner restricciones a los modelos utilizados por dichos generadores.
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Las características delmedio afectan al alcance de los efectos de sus fluctuaciones, es decir, al alcance
de las transferencias de esas fluctuaciones entre celdas de fluido vecinas. Los efectos de la transferencia
de las fluctuaciones del momento transverso se ponen de manifiesto en la forma del correlador del
momento transverso de dos partículas, y su alcance, en su anchura. Utilizando la evolución con las
características de la colisión de la anchura longitudinal del correlador del momento transverso de dos
partículas se ha extraído un valor η/s = 0.066± 0.012. El valor se encuentra en el rango de los extraídos
comparando distintas medidas experimentales con los valores esperados por modelos teóricos y próximo
al límite 1/4pi. Por otro lado, el análisis del correlador en sistemas pequeños, pp y p–Pb, ha permitido
extraer una anchura longitudinal que no varía con la multiplicidad de partículas cargadas producidas en
la colisión lo que permite cualificar al correlador como sensible a la formación del QGP.
El extenso análisis del correlador del momento transverso de dos partículas ha permitido constatar
su sensibilidad a procesos de transferencia de las fluctuaciones del momento transverso diferenciándose
de la de otros correladores de dos partículas. Se ha constatado como esta sensibilidad permite poner
restricciones a cómo la física de los procesos de las colisiones de iones pesados está implementada en
los generadores de eventos. Asimismo, la sensibilidad del correlador ha permitido establecer diferencias
entre los sistemas de iones pesados y los sistemas pequeños, en unmomento en el que está en cuestión cuál
es el tamaño mínimo de una gota de QGP. El comportamiento longitudinal del correlador ha permitido
la extracción de un valor de η/s que, aunque por la naturaleza del método implica la convolución a lo
largo de la vida completa del sistema, proviene, por primera vez a energías LHC, directamente de los
datos medidos. La medida experimental de los correladores del momento transverso está en sus albores
y los resultados de esta tesis contribuirán a darle un empuje considerable.
ix
Abstract
Hydrodynamic characteristics of the medium produced in Pb–Pb collisions at √sNN = 2.76 TeV
and 5.02 TeV at the LHC using the ALICE setup
by Víctor González Sebastián
The finding that the medium produced in relativistic heavy-ion collisions, denominated as quark gluon
plasma (QGP), behaves almost like an ideal fluid caused a flood of initiatives to try to determine their
characteristics. Apart from the equation of state and the phase diagram, the most relevant characteristics
of a fluid are its transport coefficients. The transport coefficients drive the evolution of the fluid
in its return to equilibrium. The success of hydrodynamic models in reproducing experimentally
measured values led to the proliferation of methods that extracted the transport coefficients of QGP from
hydrodynamic simulations. Using models to infer transport coefficients incorporates an uncertainty
inherent in the model chosen and the initial conditions with which the simulation begins. The objective
of this thesis is to extract the transport coefficients of the QGP directly, from experimental measures,
using two-particle momentum components correlations.
Two-particle correlations have emerged as one of the best tools to characterize particle production
and to study the dynamics of heavy-ion collisions. Two-particle correlations that usually appear in the
experimental measures are two-particle number correlations. However, when it comes to characterizing
the transport properties of QGP, it is the correlations of the components of the momentum that are
relevant, although their experimental presence is still scarce. Gavin et al. proposed a two-particle
transverse momentum correlator to extract the specific shear viscosity, η/s, of QGP and, latter, to extract
its relaxation time. Dobado et al. proposed a two-particle transverse momentum energy correlator to
extract the specific bulk viscosity, ζ/s, of QGP.
This thesis focuses on the extraction of the two-particle transverse momentum correlator as a
function of the relative angular separation. The measurement of the charge independent correlator in
lead–lead, Pb–Pb, collisions is made for the first time at LHC energies. The measure of the charge
dependent correlator in Pb–Pb collisions, and of both correlator versions, charge independent and
charge dependent, in proton–proton, pp, collisions and in proton-lead, p–Pb, collisions is the first being
made. The correlator is parameterized using a bidimensional multi-component model, new for this
correlator, to capture its main characteristics. The charge independent correlator behavior is compared
with results at RHIC energies and with results from other two-particle correlators measured at LHC
energies. Likewise, the evolution with the collision characteristics of both versions of the correlator
are compared with predictions from theoretical models implemented in event generators. None of the
models reproduce the richness of nuances presented by the correlator, which allows to set constrains on
the theoretical models used by these generators.
xThe characteristics of the medium affect the scope of the effects of its fluctuations, i.e. the extent
of the transfer of these fluctuations between neighbor fluid cells. The effects of the transfer of the
transverse momentum fluctuations are manifested in the shape of the two-particle transverse momentum
correlator, and their extent, in its width. Using the evolution with the characteristics of the collision
of the two-particle transverse momentum correlation longitudinal width, a value η/s = 0.066 ± 0.012
has been extracted. The value is in the scope of those extracted by using model simulations although
somewhat lower than the theoretical limit 1/4pi. On the other hand, the analysis of the correlator in small
systems, pp and p–Pb, has allowed the extraction of a longitudinal width that does not vary with the
characteristics of the collision, which allows the correlator to be qualified as sensitive to the formation
of the QGP.
The extensive analysis of the two-particle transverse momentum correlator has allowed to verify
its sensitivity to the transverse momentum fluctuations transfer processes, differing from that of other
two-particle correlators. It has been found how this sensitivity allows to set constrains on how the
physics of heavy-ion collisions processes are implemented in event generators. Likewise, the sensitivity
of the correlator has allowed to establish differences between heavy-ion systems and small systems,
at a time when the minimum size of a drop of QGP is in question. The longitudinal behavior of the
correlator has allowed the extraction of a value of η/s which, although due to the nature of the method,
implies convolution throughout the entire life of the system, it comes, for the first time at LHC energies,
directly from measured data. The experimental measure of the transverse momentum correlators is in
its dawn and the results of this thesis will contribute to give it a considerable boost.
xi
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According to the current knowledge of the early and present Universe, about 13,800 million years ago,
just within the first microseconds after the Big Bang, Nature was a primordial extremely hot and dense
soup of quark and gluons [1]. It took Nature 13,800 million years to revisit that state in the ephemeral
drops produced at the heart of the huge relativistic heavy-ion colliders.
In the presence of high temperatures and/or energy densities, Quantum Chromo Dynamics (QCD)
predicts [2] the existence of a new state of the matter in which the degrees of freedom are quarks and
gluons, with their behavior described by the QCD asymptotic freedom regime. This state of matter is
in contrast to the usual state described by hadronic degrees of freedom and in which quarks and gluons
are confined inside the hadrons. The study of this new state of matter, known as Quark–Gluon Plasma
(QGP), is the main focus of the heavy-ion collision (HIC) programs at the two large collider complexes,
the Relativistic Heavy-Ion Collider (RHIC) at Brookhaven National Laboratory (BNL), in New York,
and the Large Hadron Collider (LHC) at the European Organization for Nuclear Research (CERN) near
Geneva.
The study of the heavy-ion collisions involves many objectives. The first and main goal is to confirm
that QGP is actually produced in heavy-ion collisions. A secondary but also very important goal of
heavy-ion collision research at the LHC and RHIC involves understanding the QGP characteristics,
including its Equation of state (EoS), identifying the location of the critical point in the phase diagram
of nuclear matter, figuring out the temperature and the order of the phase transitions, the extraction of the
transport coefficients, and so on. Figure 1.1 presents a schematic of the state of the art in understanding
the phase diagram of nuclear matter. It also illustrates the huge efforts set forth, around the world, in
understanding the nature and properties of the QGP. These efforts include the current facilities at BNL
and CERN, as well as new undertakings at Darmstadt (FAIR) and Dubna (NICA).
This thesis is within the scope of understanding the QGP. Specifically this PhD thesis is focused
on the extraction of the QGP transport parameters. Transport parameters drive the medium towards
its equilibrium. They allow the propagation of the initial conditions, initial fluctuations and medium
fluctuations to the final showers of particleswhich reach the detectors. The transport parameter footprints
are imparted on these measured particles. The cosmology perspective could give additional reach to
this approach and to the impact of the QGP transport parameters footprints.
As will be described in Chapter 2, different initiatives have been carried out to extract the values of
the QGP transport parameters. Most of these are based on modeling the behavior of the medium created
in heavy-ion collisions, usually by hydrodynamics evolution, and then constraining transport parameters
by comparing the model predictions to measured data. The relevance of the QGP transport parameters
can be probably measured just by the amount of different strategies used to constrain their values. In
practice, these approaches always involve uncertainties on the different ingredients which conform each
of the used models. Indeed, the choice of a concrete model instead of some other models introduce a
certain degree of uncertainty. All this will be covered.
The main goal of this PhD thesis is to extract the QGP transport parameters directly from measured
data based on two-particle momentum correlations. The aim is that data will drive the transport
parameters extraction and as such their uncertainties. Two-particle correlations are powerful tools not
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Figure 1.1: Phase diagram of hot nuclear matter as a function of baryon density and
temperature [3].
just to describe quantitatively detailed aspects of the particle production mechanisms and the underlying
system dynamics but also to visualize them and get qualitative insights on these processes. In particular,
two-particle momentum correlations with their sensitivity to momentum fluctuations open the door for
accessing to the transport dynamics and its connection to QGP transport coefficients. The ultimate goal
of this PhD thesis is to extract the transport parameters η/s and ζ/s directly from experimental data
by using methods based on two-particle transverse momentum correlations. This method is completely
unexplored at LHC energies as well as for small systems as it has only been pursued in one system at
RHIC energies, Au–Au collisions at√sNN = 200 GeV. The analysis in “small” systems is quite relevant,
given that the question whether QGP is or not produced in pp or in p–Pb collisions is still a matter of
active research.
In this introductory chapter, a short description of the current understanding of the evolution of
the medium created in heavy-ion collisions is given. Next brief descriptions of the main stages of the
models are presented. The effects of shear and bulk viscosity on the evolution of the medium towards
its potential equilibrium conclude the description. The structure of this thesis is then briefly introduced.
1.1. The evolution of a heavy-ion collision 3
1.1 The evolution of a heavy-ion collision
This section gives a brief qualitative description of the phases a single nucleus-nucleus collision traverses
until it is finally detected as a multitude of tracks within a detector.
In a heavy-ion collision, both nuclei approach each other as two disks, due to Lorentz contraction,
of not uniformly distributed set of QGP primordial components nodes. The energy density achieved
when these colliding primordial nodes merge creates the conditions for a transition to the QGP phase
in a pre-thermalization scenario. In these early stages of the collision, the momentum is predominantly
in the beam direction and there are spatial anisotropies linked to the shape of the overlapping area.
The medium thermalizes very quickly and the anisotropies build up pressure gradients which drive the
medium towards its expansion and eventual cooling. The medium starts to flow. Initially the expansion
starts longitudinally, driven by the momentum anisotropy, but the transverse pressure gradients, due
to the spatial anisotropy, immediately builds up the transverse expansion. The interplay between the
viscous evolution and pressure gradients drives the expansion and cooling in both the longitudinal and
the transverse dimensions.
As the system expands, it becomes gradually more dilute and cold, and at some point, can no longer
be described as a flowing medium. Neither the temperature nor the energy density are any longer able
to keep the system in a de-confined state and the transition to the hadronic, confined state, suddenly
happens. The system is still interacting but its chemical composition has settled down. The chemical
freeze-out occurs. The system is now an hadron gas, which expands and cools while its components
still interact. At some point during this expansion, interaction cease, the kinetic freeze-out occurs, and
hadrons freely stream out to eventually reach the active parts of the detector.
The fact that the medium thermalizes makes it possible to use hydrodynamics to model the evolution
of the collision system. Ideally, a description from first principles would be the preferred approach. The
QCD Lagrangian density is given by [4]





where ψ is a quark field, D = γµDµ where γµ are the Dirac matrices and Dµ a covariant derivative,
m is a quark mass, δ is a Kronecker delta, and G µνα are the gluon fields, with α = 1, . . . , 8. Although
looking simple, it is hard to make any prediction directly from QCD in HIC. Instead, hydrodynamics as
a phenomenological theory, has demonstrated its ability to reproduce measurable observables.
1.2 Modeling the collision system evolution
Modeling the evolution of the medium produced in relativistic heavy-ion collisions (rHIC) requires a
quantitative description of the different stages mentioned in the previous section. The complete model
framework can be divided into four parts: pre-equilibrium dynamics, viscous hydrodynamic evolution,
transition from fluid to particles, and final hadronic transport [5].
The pre-equilibrium stage is the initial stage of the system from instants before the nuclei collide and
until the medium can be considered thermalized and the viscous hydrodynamic evolution stage starts.
Modeling of the pre-equilibrium stage generally involves a quantitative description, but usually somewhat
ad hoc, of the initial distributions of QCD matter in both colliding nuclei. It also involves modeling
of the subsequent evolution of the colliding QCD matter according to QCD physics. The description
of the distribution of matter is usually based on models of nuclear density distributions and considers
the nuclear thickness in order to distribute the nucleons. The introduction of event-by-event (EbyE)
fluctuations in the initial distributions makes each event unique and emulates the actual experimental
conditions where collisions with apparently isotropic overlap areas show collective behavior. The model
might then go down to a deeper description of the collidingmatter. From the simplest models, describing
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collisions as sets of individual nucleon–nucleon collisions determined by the nucleon–nucleon cross
section, to the more detailed one involving individual color charge/fields distributions and interactions.
Depending on the level of detail, there will be a more or less complex evolution from the instant at
which the collision actually happens, τ = 0, and the time at which the expanding system is considered
thermalized, τ = τ0. The initial conditions set the stage for the hydrodynamic evolution. In general, they
depend on the complexity of the pre-equilibrium stage modeling but they should include, at time τ = τ0
when the system is assumed to have thermalized, the energy/entropy density distribution, the fluid flow
velocity, the shear–stress tensor and the bulk viscous pressure, although few of these quantities may set
to zero for simplicity’s sake in some models.
The viscous hydrodynamic evolution usually involves solving causal second order viscous hydro-
dynamic equations. In the simplest viscous models, the system evolution is described in terms of
equations of 1+1 dimensions, where the first 1 represents the radial (spatial) dimension, and the second
1 represents the temporal dimension. In such cases, only shear viscous effects are included and the
complexity of 3D evolution is neglected. More comprehensive models include 2 or 3 spatial dimensions.
The latter are denoted as 3+1 models. They include terms that couple the shear–stress tensor and the
bulk viscous pressure. Apart from the initial conditions provided by the previous stage, a key ingredient
of the hydrodynamic evolution is the equation of state (EoS), which establishes the dependence of the
energy density on the pressure. Models vary in their handling of the EoS. The simplest models describe
the system as an ideal gas but more sophisticated calculations include various parametrizations of the
lattice QCD EoS. In the most advanced models, the evolution of η/s and ζ/s with the temperature is
also parametrized. Hydrodynamic models evolve the system from initial conditions untill the chemical
freeze-out. The chemical freeze-out is defined as a switching condition which depends on the model. It
is usually chosen to correspond to a specific temperature, Tsw, but it can also be implemented in terms
of a specific value of the energy or entropy densities, or a specific elapsed system-evolution time. At
this point, a chemical freeze-out takes place.
The transition from fluid to particles, often called particlization, emulates the smooth crossover
transition where quarks and gluons combine into hadrons when the diluted system cools down below
the critical temperature. The process is modeled with the Cooper-Frye prescription [6], which scans
the energy density on a hypersurface and converts it into hadron momentum distributions. At this
point, the hydrodynamic description of the system is switched to an hadronic and kinetic description.
Such a transition has to be performed in a space–time region in which both are within their domain
of applicability. Some of the latest models also incorporate viscous corrections into the particlization
process at this point.
The last modeling stage involves the microscopic hadronic cascade simulation of the interaction
and propagation of hadrons produced at chemical freeze-out. This evolution carries the system from
chemical freeze-out towards a stage known as kinetic freeze-out, where all interactions cease and all
unstable and short lived resonances have decayed. There are models in which the hadronic evolution
has its own EoS, which should then match with the one used in the viscous hydrodynamic stage at the
crossover temperature. Some models also incorporate viscous effects corrections with their own η/s
and ζ/s parametrizations.
1.3 Effects of shear viscosity and bulk viscosity
The shear viscosity acts against the deformation or non isotropic expansion of a fluid element while
the bulk viscosity acts against the expansion or compression of the fluid. Bulk viscosity causes locally
isotropic deviations from equilibrium. In an isotropically expanding fireball, bulk viscosity counteracts
the expansion reducing the radial flow acceleration and thus inhibiting the build-up of radial flow. Shear
viscosity causes locally anisotropic deviations from equilibrium. Shear viscosity tries to equalize the
expansion rates along different directions by building up a shear viscous pressure in the local rest frame.
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In relativistic heavy-ion collisions, the initial expansion rate is highly anisotropic and much larger
along the beam direction than in the transverse plane. In this initial phase, the shear viscous pressure
reduces the longitudinal and increases the transverse pressure. QGP cools less rapidly in its longitudinal
expansion but the build-up of transverse flow is increased. Transverse anisotropies in the initial fireball
geometry, reflected in anisotropic transverse pressure gradients, generate anisotropies in the developing
transverse flow; the shear viscous pressure reduces these flow anisotropies, i.e. it degrades the medium’s
ability to convert initial transverse pressure anisotropies into final transverse flow anisotropies [7]. The
combination of low specific shear viscosity of the QGP with system’s lifetime allows traces of the initial
fluctuations to survive the dissipative evolution and appear as anisotropies in the final state measured
magnitudes.
1.4 The structure of this thesis
In addition to this introductory chapter this thesis is organized as follows. The methods to extract
the transport properties of the QGP are described in Chapter 2. A basic description of the ideal
and viscous hydrodynamics is given at the beginning. Then, a brief introduction to the terminology
and main applicable variables used experimentally in relativistic heavy-ion collisions, gives place to an
overview of the different attempts of constraining the medium transport parameters by comparing model
predictions to measured data. The method of extracting the values of those transport parameters directly
from measured data, i.e. those used in this PhD thesis, based on two-particle transverse momentum
correlations, is then described. First, a brief introduction to two-particle correlations is given and then
the description of the actual methods concludes the chapter.
The apparatus used for collecting the data utilized to elaborate the results presented in this thesis, the
ALICE detector, is briefly introduced in Chapter 3. A short description of the main detector components
is followed by a brief synthesis of how collision events are selected, reconstructed and characterized.
To finalize, the main components of the software (SW) framework are shortly described. Chapter 4
describes the data sets and the Monte Carlo (MC) simulations utilized and the criteria for selecting
events and tracks within them.
The full methodology to measure two-particle transverse momentum correlation is elaborated in
Chapter 5 where the detailed description of the procedures followed to extract the results presented in
this thesis is described. Special attention is given there to the extraction of the systematic uncertainties.
Chapter 6 and Chapter 7 cover the main results for Pb–Pb collisions and for small systems, p–Pb and
pp. The discussions of the results and their further elaboration are presented in Chapter 8. To finally
give place to the conclusions and outlook in Chapter 9.

7Chapter 2
Transport properties of the QGP
As the QGP behaves as a fluid, the hydrodynamic description is fundamental for the interpretation
of the measured results. This chapter starts with a brief description of the modeling of a relativistic
fluid by means of relativistic hydrodynamic equations. First, ideal hydrodynamics is introduced, and
then, viscous hydrodynamics is elaborated. The equations defining fluid properties like shear and bulk
viscosity are also presented. Then a brief introduction to the main terminology and observables used
on the field of relativistic heavy-ion collisions is given. The different ways of extracting the QGP
transport parameters are then exposed. Namely, a brief survey of the different attempts for extracting
the fluid properties, by comparing model predictions with actual measured data, is presented. Finally,
the proposed methods for directly extracting fluid properties directly from two-particle correlations
measurements are described. First a brief introduction on two-particle correlations is given and then,
the actual methods are explained.
2.1 Basic relativistic hydrodynamics
2.1.1 Ideal hydrodynamics
The energy–momentum tensor and projection operators
The energy–momentum tensor, Tµν, of an ideal relativistic fluid has to be built out of the hydrodynamic
degrees of freedom, namely two Lorentz scalars, the energy density,  , and the hydrostatic pressure, p,
and one vector, the fluid four–velocity, uµ, aswell as themetric tensor g [8]. Tµν describes the distribution
of energy and momentum in the system. Tµν is symmetric and transforms as a tensor under Lorentz
transformations. The time–time component T00 is the energy density. The time–space component,
T0i = T i0 is the momentum density. The space–space component, T i j = T ji, is the momentum flux
density. The momentum flux through a surface element d®s is just the force acting on this surface element
then, T i jdsj is the force acting on the surface element d®s. In the local rest frame of an ideal fluid volume
element, T00 is the proper energy density,  , the momentum density should be vanishing T0i = T i0 = 0
and the pressure exerted by a given portion of the fluid is the same in all directions and everywhere
perpendicular to the surface on which acts so, T i jdsj = pdsi → T i j = pδi j [9]. Then, in an arbitrary
reference frame the stress energy tensor for an ideal relativistic fluid reads as
Tµν = ( + p) uµuν − p gµν (2.1)
with p the isotropic pressure in the rest frame and gµν = diag (1,−1,−1,−1) the metric tensor.
In the local rest frame the fluid four–velocity
uµ = (1, 0, 0, 0) (2.2)
then, on any reference frame
uµuµ = 1 (2.3)
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It is useful to define two projection operators, one along the fluid four–vector, which is the own uµ, and
another along the space–time surface orthogonal to the fluid four vector
∆µν = (gµν − uµuν) (2.4)
where trivially, both operators behave accordingly to projection operators
uµuµ = 1 (2.5)
∆µν∆αν = (gµν − uµuν) (gαν − uνuα)
= (gµνgαν − uµuνgαν − uαuνgµν + uµuνuαuν)
= (gµα − uµuα)
= ∆µα (2.6)
so, for any tensor Aµν,
Aµνuµuµuµ = Aµνuµ (2.7)
Aµν∆αν∆
β
α = (Aµα − Aµνuαuν) (gβα − uβuα)
= Aµβ − Aµνuβuν − Aµαuβuα + Aµνuαuνuβuα
= Aµβ − Aµνuβuν
= Aµν∆βν , (2.8)
and are, as expected, orthogonal
∆µνuν = (gµν − uµuν) uν = uµ − uµuνuν = ∆µνuµ = 0. (2.9)
With the projection operators the ideal fluid energy momentum tensor stays as
Tµν = uµuν − p∆µν. (2.10)
The fundamental equations
The basic hydrodynamic equations, in the absence of external sources, are extracted from the conserva-
tion of the energy–momentum
∂µTµν = 0 (2.11)







is the conserved current of the conserved quantity Q which could be the electric charge, the
strangeness, the baryon number, etc.
Making use of the projection operators
uν∂µTµν = 0→ ( + p)∂µuµ + uµ∂µ = 0 (2.13)
∆αν ∂µT
µν = 0→ ( + p)uµ∂µuα − ∆µα∂µp = 0 (2.14)
where the result 0 = ∂νuµuµ = 2uµ∂νuµ = 2uµ∂νuµ → uµ∂νuµ = uµ∂νuµ = 0 has been used.
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where nQ is the charge Q density, introducing the first law of thermodynamics
 + p = Ts + µ nQ (2.16)
where T is the temperature, s the entropy density, and µQ is the chemical potential of the species with
charge Q, and using the Gibbs-Duhem relation
nQ∂νµQ = −s∂νT + ∂νp, (2.17)
Eq. (2.13) gives
0 = uµ∂νTνµ
= ( + p)∂νuν + uν∂ν
= (Ts + µ nQ)∂νuν + uν∂ν(Ts + µ nQ − p)
= T(s∂νuν + uν∂νs) + µ (nQ∂νuν + uν∂νnQ) + suν∂νT + nQuν∂νµ− uν∂νp
= T∂ν(suν) + µ ∂ν(nQuν) + uν(nQ∂νµQ + s∂νT − ∂νp)
= T∂ν(suν) (2.18)
where in the third line Eq. (2.16) has been used, and in the fifth one the Eqs. (2.15), (2.12), and (2.17)
have been used. Introducing the entropy current as
Sµ = suµ (2.19)
Eq. (2.18) reads
∂µSµ = 0. (2.20)
Hence, in ideal relativistic hydrodynamic, the entropy is conserved.
By introducing the projection derivatives, along the fluid flow
D = uµ∂µ, (2.21)
and orthogonal to the fluid flow
∇α = ∆µα∂µ (2.22)
so that
∂µ = uµD + ∇µ, (2.23)
the fundamental equations for ideal relativistic hydrodynamic, Eqs. (2.13) and (2.14), take the compact
form
D + ( + p)∂µuµ = 0 (2.24)
( + p)Duα − ∇αp = 0 (2.25)
where Eqs. (2.24) and (2.25) are the relativistic versions of the continuity equation and of the Euler
equation, respectively.
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2.1.2 Viscous hydrodynamics
Landau and Eckart frames
The ideal relativistic hydrodynamic flow is uniquely determined since the local fluxes of the energy and
the charge densities are in the same direction. According to Eqs. (2.10) and (2.15)




the energy density is an eigenvalue of the energy–momentum tensor with uµ, the flow vector, as its
eigenvector, pointing in the same direction that the conserved current. The presence of viscous effects
leads to the separation of the two local fluxes. As will be seen, additional terms are incorporated to
both, Eqs. (2.26) and (2.27). The denominated Landau frame [9] is chosen in the direction of the total
energy flux in a way that the viscous effects are manifested on the orthogonal space, Tµν uνL = u
µ
L. The





E [10]. These choices reflect the freedom of defining the local rest frame either as the
frame where the energy density (Landau) or the charge density (Eckart) is at rest [8]. In what follows
the Landau frame is assumed.
The relativistic Navier-Stokes equation
The presence of dissipative processes incorporates additional, dissipative, terms in the energy-
momentum tensor and in the conserved current [9]
Tµν = uµuν − p∆µν +Πµν (2.28)
jµ
Q




with Πµν the viscous stress tensor, which incorporates the viscous dissipation effects, and vµ incorpo-
rating the dissipative effects in the particle flow. Taking the same approach as before, i.e. projecting
the conservation of the energy–momentum tensor equations ∂µTµν = 0 along the flow vector and its
orthogonal space, gives
uν∂µTµν = ( + p)∂µuµ + D + uν∂µΠµν = 0 (2.30)
∆αν ∂µT
µν = ( + p)Duα − ∇αp + ∆αν ∂µΠµν = 0 (2.31)
where the definitions of the derivatives along the flow, Eq. (2.21), and orthogonal to it, Eq. (2.22), have
been used. Eqs. (2.30) and (2.31) are the relativistic versions of the Navier-Stokes equation.
The shape of the energy–momentum tensor and of the conserved current are imposed by the second
law of thermodynamics which states that entropy must always locally increase. In Landau frame all
viscous contributions are orthogonal to the flow vector, then,
uµTµν = uν → uµΠµν = 0. (2.32)












where the Landau frame and the symmetry of Πµν have been used.
Following then the same treatment as in the ideal case considering the expression of the first law
of thermodynamics (Eq. (2.16)) and the Gibbs-Duhem relation (Eq. (2.17)), the conservation of the
energy–momentum tensor along the flow vector (in Eq. (2.30)) gives
0 = (Ts + µ nQ) ∂µuµ + D (Ts + µ nQ − p) −Πµν∇(µuν)
= T(s∂µuµ + Ds) + µ (nQ∂µuµ + DnQ) + sDT + nQDµ− Dp −Πµν∇(µuν)




























where Eqs. (2.16) and (2.34) have been used in the first line, Eq. (2.17) in the third line and the


















where the left-hand side (LHS) is interpreted as the change in the entropy flux so that the right-hand
side (RHS) must be the increase in entropy owing to dissipative processes [9]. It has to be strictly
positive, conditioning the shape of the dissipative parts of the energy–momentum tensor, Πµν, and of
the four-current, vµ.
The viscous stress tensor Πµν is usually decomposed into the sum of the shear stress tensor, piµν,











Πµν = piµν + ∆µνΠ. (2.38)
The Landau frame condition Eq. (2.32) then reads
0 = uµΠµν = uµpiµν. (2.39)
Analogously the tensor ∇(µuν) is separated in a traceless part, ∇<µuν>, and a non vanishing trace part,
trivially,
∇(µuν) = ∇<µuν> + 13∆µν∇αu
α. (2.40)
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where the piµν∆µν∇αuα term vanishes due to the traceless nature of piµν and to the Landau frame
condition (Eq. 2.39), the term ∆µνΠ∇<µuν> vanishes due to orthogonality, and, trivially, ∆µν∆µν = 3.
Then, introducing the phenomenological definitions, so-called constitutive equations, for the shear stress
tensor, piµν, the bulk pressure, Π, and the diffusive part of the four-current, vν,
piµν = η∇<µuν> (2.42)














where η ≥ 0 is the shear viscosity, ζ ≥ 0 is the bulk viscosity, and κ ≥ 0 is the thermal conductivity,
the positiveness of the change of the entropy flux in Eq. (2.36) is guaranteed. As it will be seen now,
the relativistic Navier-Stokes equation violates causality.
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Acausality of Navier-Stokes equation
Considering a charge free system and considering small perturbation which, in principle, only depend
on one space coordinate and time1
 = 0 + δ(t, x) (2.45)
uµ = uµ0 + δu
µ(t, x) (2.46)
p = p0 + δp(t, x), (2.47)
the constitutive equations, Eqs. (2.42) and (2.43), give
Π = −ζ0 ∂x δux (2.48)
piµν = −η0
(
δxµ ∂x δuν + δxν ∂x δuµ +
2
3




to first order in δu. Then, the Navier-Stokes equation along the y dimension,
(0 + p0) ∂tδuy − η0∂2xδuy = 0, (2.51)
to first order in δu, is a diffusion-type evolution equation for the perturbation δuy . Considering a














1 Following relations are trivial but useful. In the fluid element rest frame where uµ0 = (1, 0, 0, 0)
∂νuµ = ∂ν(uµ0 + δuµ) = δtν ∂t δuµ + δxν ∂x δuµ
in particular
∂µuµ = ∂t δut + ∂x δux
and
D uµ = uν ∂ν uµ = ∂t δuµ + O(δ2).
The orthogonal projector
∆µν = gµν − (u0 + δu)µ(u0 + δu)ν)
= gµν(1 − δtµδtν) + (δtµ − 1) δtν δuµ + (δtν − 1) δtµ δuν + O(δ2)
Then, for any magnitude p
∇µp = ∆µν∂ν (p0 + δp) = −δµx∂x δp + O(δ2)
(remember, δ = δ(t, x) only), and in particular
∇µuν = δxµ ∂x δuν + O(δ2)
and then










gµν(1 − δtµδtν)∂x δux + O(δ2).
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which grows with k without limit. Therefore the relativistic Navier-Stokes equation does not constitute
a causal theory because exhibits unphysical behavior for the short wavelength (k  1) modes. The
actual issue is not the causal violation, which could be overcome by restricting the modeling to the long
wavelength modes, but in the instabilities in the numerical solutions for the short wavelength models
which are usually needed when dealing with complicated flow profiles [8].
One way to regulate this behavior is to introduce a second order in the gradients correction for the
viscous stress tensor
τpi∂tΠ
xy +Πxy = −η0∂xδuy (2.54)
where τpi is a new transport coefficient referred as relaxation time. With Eq. (2.54), referred as the
Maxwell-Cattaneo law [11], the Navier-Stokes equation now reads
(0 + p0)∂2t δuy +
0 + p0
τpi
∂t δuy − η0
τpi
∂2x δu
y = 0 (2.55)





1 −ωτpi . (2.56)
It is interesting to highlight that for large frequency ω  1 Eq. (2.56) does not describe diffusive








(0 + p0) τpi (2.57)
Müller-Israel-Stewart theory
The shape of the viscous stress tensor and of the viscous correction to the conserved current were
obtained by considering the system in equilibrium. By using the first law of thermodynamics and the
Gibbs-Duhem relation, the form of the entropy density current was extracted. By enforcing its increase
according to the second law of thermodynamics the phenomenological constitutive equations were
inferred and the viscous terms gained their shape. This procedure which only considers first order in
the gradients in the expression of the entropy density current is valid in circumstances where space-time
gradients and viscous stress are negligible, i.e., under quasistationary conditions. To infer the correct
linear phenomenological laws from the expression for the entropy production, the latter is required to
second order [12, 13].
Incorporating second order in gradients terms to the expression of the entropy current, assuming
that deviations from equilibrium are not too large so that high order terms can be neglected, the entropy
current for a charge free system adopts the form [8]









with β0 and β2 quantifying the contribution of the second order terms. Following a similar procedure
using again the relativistic Navier-Stokes equation Eq. (2.30), the first law of thermodynamics Eq. (2.16),
and the Gibbs-Duhem relation Eq. (2.17), the condition of increase of the entropy current allows to
extract the new shape of the viscous stress tensor [8]
piµν = η
(





− 2β2D piµν − β2piµν ∂αuα
)








− β0DΠ − 12 β0Π∂αu
α
)
, ζ ≥ 0 (2.60)
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Length scales and validity of hydrodynamic approximation
In kinetic theory the evolution of a medium is microscopically described following the evolution of
the single particle distribution function f (x, p) which gives the probability of finding a particle with
four momentum pµ at space-time position xν. Classical kinetic theory is valid if the interaction among
the constituents is weak, or equivalently, if the mean free path, λmfp, the mean distance between two
consecutive particle interactions, is sufficiently large. Hydrodynamics works best for systems made of
strongly interaction constituents [14].
A relativistic system of (almost) massless degrees of freedom can be characterized by two micro-
scopic length scales, the thermal wavelength λth ∼ 1/T and the above mean free path, whose ratio












In terms of this ratio three regimes of microscopic dynamics can be defined [14]






or weak coupling regime, where the microscopic kinetic theory can be applied.






or moderate coupling regime, where the interactions happen on the λth scale and the microscopic







or strong coupling regime where the system has no well-defined quasi-particles and no valid
kinetic theory description.
Therefore, η/s, ζ/s, andT κ/s, not only provide dimensionless values for the shear and bulk viscosity and
the heat conductivity, also allow their comparison among different systems of diverse entropy density,
and give a measure of the validity of the hydrodynamic description. These are the values that will be
addressed in this thesis.
Now that the hydrodynamic basis has been established the next section will give a brief introduction
to the main terminology and observables on the field of relativistic heavy-ion collisions which are used
along this thesis.
2.2 Relativistic heavy-ion collisions
2.2.1 Kinematic variables
What is ultimately measured by a detector as ALICE, described in Chapter 3, from a relativistic heavy-
ion collision, is a set of charged tracks each of a given momentum, ®p, in GeV/c units. The number of
measured tracks can easily reach the few thousand figure. The momentum, ®p, is assigned to the track
in its DCA to the interaction vertex (or to the secondary vertex if applicable). Particle identification
techniques, as described in sect. 3.10, allow to assign a concrete mass, m, in GeV/c2 units, to each track
and then its energy according to E =
√
m2 + p2, in GeV units and with p the ®p module, p = | ®p|.
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The track momentum, ®p, can be represented by its Cartesian coordinates, ®p ≡ (px , py , pz), according
to ALICE coordinate system described in sect. 3.6. The track transverse momentum, pT, is then defined
as the track momentum component along the plane perpendicular to the beam direction, the xy plane,
pT =
√
p2x + p2y . (2.65)
The track azimuthal angle, ϕ, is defined as the angle which separates the track momentum ®p projection












The track polar angle, θ, is defined as the angle which separates the track momentum ®p from the z












The track polar angle is not a convenient measure in collider detectors as ALICE where for symmetric
systems, i.e. Pb–Pb, the activity is expected to be symmetric with respect to the transverse plane at






( | ®p| + pz










so, it is a pure geometrical magnitude which does not require particle identification. For completeness,
although not used along this thesis, the track rapidity is also introduced because it actually was the











In the nonrelativistic limit rapidity and velocity along the longitudinal axis coincide. In the ultrarela-
tivistic limit rapidity and pseudorapidity coincide.
2.2.2 Initial conditions
The variables described in this section cannot be directly measured but they can be inferred by using
models tuned to measured data. The distance which separates the center of both colliding nuclei on
the transverse plane to the beam direction is denominated the impact parameter, b. By using a Glauber
model as described in sect. 3.9 for extracting the centrality of the collision is also possible to extract
the associated impact parameter [15]. The plane defined by the beam direction and by the line which
connects both colliding nuclei on the transverse plane is denominated the reaction plane. The angle
which separates the reaction plane from the xz plane is known as the reaction plane angle, ΨR.
If the energy density distribution on the transverse plane of the overlapping area of the colliding
nuclei is described by ρe(x, y) at collision time, the spatial eccentricity of the collision is defined as
ε =
∫
dx dy ρe(x, y) (x2 − y2)∫
dx dy ρe(x, y) (x2 + y2)
=
〈x2 − y2〉
〈x2 + y2〉 . (2.70)
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The overlap area is defined as
S = pi
√∫
dx dy ρe(x, y) x2∫
dx dy ρe(x, y)
∫
dx dy ρe(x, y) y2∫





In the case of ideal hydrodynamics described in sect. 2.1.1 the fundamental transverse equation given





i.e. in the presence of pressure gradients the fluid is accelerated. In non-central collisions the overlap
area of the colliding nuclei has an almond shape, with non null eccentricity. This spatial anisotropy will
give place to anisotropic pressure gradients which cause, not only the fluid elements to flow, but them
to flow in an anisotropic way according to Eq. (2.72). The initial spatial anisotropy is then translated
by means of anisotropic flow to an azimuthally anisotropic distribution on the final state particles which
reach the detector. By using a Fourier expansion of the particle azimuthal distribution
dN
dϕ
∝ 1 + 2
∞∑
n=1
vn [cos(n(ϕ −Ψn)] , (2.73)
the anisotropic flow is quantified by means of the harmonic coefficients vn and the corresponding
symmetry plane angles Ψn. The different harmonic coefficients are then given by [16]
vn = 〈cos [n(ϕ −Ψn)]〉 (2.74)
where 〈. . . 〉 is intended as the average over the event ensemble. Intuitively, the symmetry plane of
order n is the one that makes the corresponding sin term of the ordinary Fourier expansion to vanish.
The first harmonic coefficient corresponds to an overall shift of the distribution in the transverse plane.
The corresponding flow is denominated directed flow, its magnitude is v1 and its direction is given
by the angle Ψ1. The second harmonic describes the eccentricity of an ellipse like distribution as
the one expected from the overlap region in non-central heavy-ion collisions. The second harmonic
coefficient v2 carries information on the magnitude of the ellipse eccentricity. The corresponding flow is
denominated elliptic flow and the orientation of the ellipse major axis given by Ψ2, lies roughly parallel
to the reaction plane given by ΨR so, Ψ2 ∼ ΨR. The harmonic coefficient v3 describes the triangular
flow, v4 the quadrangular flow, and so on [16]. In principle, for symmetric systems as Pb–Pb and by
pure geometric considerations it was expected that the odd harmonic coefficients should vanish. The
consideration of initial state fluctuations on an event by event basis [17] revealed this fluctuations as
the reason of not only the non-nullity of the odd harmonic coefficients but also of the even harmonic
coefficients in perfectly central collisions where a hypothetical almond shape are not in place. Usually
the harmonic coefficients are denominated as its corresponding flow so, v1 is referred as direct flow, v2
is referred as elliptic flow, v3 as triangular flow, etc. Due to the almond-like geometry of the overlap area
of the colliding nuclei on the transverse plane, elliptic flow, v2, is the largest contributor to the azimuthal
anisotropy in non-central collisions where it manifests as the characteristic cos(2∆ϕ) modulation.
Equations (2.73) and (2.74) contain the Ψn parameters which are experimentally inaccessible. An
estimation of symmetry angles, Ψn, can be obtained, on an event basis, by means of the denominated
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whereM is the event multiplicity, ϕk is the azimuthal angle of track k, and n corresponds to the harmonic
of interest [18]. Q-vectors need to be corrected for detector effects [19]. The Q-vector measurements
and the corrections needed can be done using the QnVectorCorrection Framework [20], that I developed
during my ALICE service task. Then












where ΨEPn is the denominated event plane for the harmonic n which is used as an estimate of the n
harmonic symmetry plane, Ψn.
2.2.4 Harmonic coefficients
Different methods have been devised to measure the harmonic coefficients vn. A brief overview is
given providing appropriate references for a better and deeper understanding if required. The initial and
simplest method is known as the event plane method, EP, and is based on the event plane angle, ΨEP,
extracted as an estimate of the reaction plane in Eq. (2.76). According to the event plane method [18],
the harmonic coefficients are given by




〈cos [n(ϕ −ΨEPn )]〉 (2.77)
where Rn is the resolution of the event plane angle for the harmonic n, ΨEPn and which gives a measure








where ΨEP,ffn , for α = a, b, represents the n harmonic event plane angle for two independent sub-events,
a and b, which can be constructed by randomly assigning detected tracks into this two subsets. For
suppressing non flow effects due to particles being correlated at production time, pseudorapidity gaps,
∆η, can be introduced correlating particles from different acceptance regions.
A variant of the event plane method is the scalar product method, SP. In the construction of the
event plane method the Q-vector is normalized to its module. Without this normalization the harmonic







where un = cos nϕ + i sin nϕ is a unit vector for each single particle within an event, the inner 〈. . . 〉 are
intended as an event average and the outer and single ones are intended as an average over the whole
event ensemble; and a and b are sub-events as above mentioned.
To improve the measurement of the harmonic coefficients, specially for removing contributions from
non flow effects, new methods based on multi-particle azimuthal correlations have been developed. The
2- and 4-particle azimuthal correlations can be obtained according to a two steps procedure [22]. In the
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first step the single event averages

















ein(ϕ j+ϕk−ϕl−ϕk ), (2.81)
are defined where M is the event multiplicity and ϕi is the azimuthal angle of track i. The second step
involves the averaging over all events










where N is the total number of events, andW〈2〉,i andW〈4〉,i event i weights defined according to
W〈2〉,i ≡ Mi(Mi − 1) (2.84)
W〈2〉,i ≡ Mi(Mi − 1)(Mi − 2)(Mi − 3), (2.85)
i.e. the number of different 2- and 4-particle combinations in an event of multiplicity Mi and with
vn independent of multiplicity [22]. The second and fourth order cumulants [23], cn{2} and cn{4},
respectively, are then extracted as [22]
cn{2} = 〈〈2〉〉 (2.86)
and
cn{4} = 〈〈4〉〉 − 2〈〈2〉〉2, (2.87)
respectively. Equations 2.86 and 2.87 are applicable only for detectors with uniform acceptance. For a
generalization to detectors with non-uniform acceptance and extensions to higher orders see [22].
The different order cumulants provide independent estimates for the same harmonic coefficient. For







respectively, where the notation vn{a} denotes the harmonic coefficient, flow, vn estimated from the ath
order cumulant cn{a} using a-particle azimuthal correlations. The cumulant method for removing non
flow effects is rooted on the fact that non flow correlations usually involve a reduced number of tracks,
as in the case of decays or of particles belonging to a jet. But the procedure is computationally intensive.
The experimental use of the multi-particle cumulants received a boost when a generic framework
for extracting multi-particle azimuthal correlations was delivered [24]. It not only allowed the com-
putationally efficient extraction of higher order cumulants but also the incorporation of the symmetric
cumulants to the set of the anisotropic flow analysis tools. Symmetric cumulants are multi-particle
correlations which involve two harmonics. For instance 4-particle symmetric cumulant which involves
harmonics m and n, denominated as SC(m,n), will involve the four-particle correlations
〈〈ei(mϕ1+nϕ2−mϕ3−nϕ4)〉〉. (2.90)
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Symmetric cumulant SC(m,n) gives a measure of the correlation of the event-by-event fluctuations of
the vm and vn flows [24].
2.2.5 Radial flow
Radial flow is the isotropic component of the transverse expansion of the medium. It gets reflected in
the transverse momentum spectra. It is usually measured as the radial expansion velocity by fitting the






















2 is the transverse mass, I0 and K1 the modified Bessel functions, r is the radial
distance in the transverse plane, R is the radius of the fireball, Tkin is the freeze-out temperature, and the
velocity profile ρ is described by







where βT is the transverse expansion velocity and βs the expansion velocity at the surface. The free
parameters in the fit are the kinetic freeze-out temperature, Tkin, the average transverse velocity, 〈βT〉,
and the exponent of the velocity profile, n.
2.2.6 Viscous effects
Anisotropic transverse flow affects the shape of the transverse momentum spectra through a direction-
dependent blue-shift factor. As was described in sect. 1.3 bulk viscosity reduces the radial flow
acceleration which leads to steeper pT-spectra and therefore suppression of the average transverse
momentum of hadrons [5]. As also described in sect. 1.3 shear viscosity favors the build-up of radial
flow which renders flatter the pT-spectra [7]. Shear viscosity reduces the flow anisotropies and directly
affects the flow coefficients. Therefore, large elliptic flow observed at RHIC and at the LCH points to a
low η/s. The damping of the flow coefficients, vn, due to the effects of η/s is stronger for larger n [7],
becoming also sensitive to its magnitude.
2.3 Inference from model to data comparison
In this section a brief survey of the progress in the extraction of the QGP transport parameters, shear
viscosity and bulk viscosity, by comparingmeasured data to models predictions is presented. It basically
started when the ideal hydrodynamic simulations were not able to describe the pT-differential evolution
of elliptic flow. The viscous effects introduced by the shear viscosity immediately characterized the
QGP as the most perfect fluid ever known. The realization from lattice QCD results that bulk viscosity
could peak around the transition from QGP to a gas of hadrons [27] pushed for the incorporation of this
transport parameter also into the viscous hydrodynamic simulations and in the process of constraining
the values of these transport parameters. To help guide the reader through the different experimental
observables used to infer the transport parameters, subsequent sections are subdivided with the help of
subsection headings.
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2.3.1 Shear viscosity
Transverse momentum spectrum and elliptic flow of charged particles
One of the main observables to gain information about the η/s of the QGP is the elliptic flow of
charged particles. The incorporation of viscous hydrodynamic simulations was mainly forced by the
limitations of ideal hydrodynamics in reproducing the pT dependence of the elliptic flow. Initial efforts
started using causal second order viscous hydrodynamic simulations, which discarded bulk viscosity
and heat conductivity effects. For the equation of state (EoS) usually a lattice QCD EoS was used
and for initial conditions a “boost-invariant” energy density distribution along the longitudinal direction
was considered. The initial energy density distribution, e, in the transverse plane usually followed a
Glauber-type energy density distribution assuming the distribution being proportional to the number of
colliding nucleons, Ncoll. A particlization step which involved the Cooper-Frye prescription [6] was used
































Figure 2.1: PHOBOS [28] data on pT integrated v2 (left panel) and STAR [29] data on
minimum bias pT-differential v2 (right panel), for charged particles in Au–Au collisions
at √sNN = 200 GeV, compared to hydrodynamic model for various viscosity ratios η/s.
Error bars for PHOBOS data show 90% confidence level systematic uncertainties while
for STAR only statistical uncertainties are shown [30].
as the mechanism for transforming hydrodynamic quantities, such as the energy density and the fluid
velocity, into particle spectra, usually, at a single freeze-out temperature Tf . In [30], the normalization
of the energy density, e, and the Tf value were chosen such that the measured total multiplicity and mean
transverse momentum, 〈pT〉, as a function of the total number of participants, Npart, were appropriately
described. The η/s values were chosen to be constant throughout the evolution of the system. The effects
of resonance decays with masses up to 2 GeV were incorporated into the particlization process. With
these considerations, it was possible to associate the behavior of the elliptic flow reported by PHOBOS
and STAR experiments at RHIC with the magnitude of η/s. As the left panel of Fig. 2.1 shows, data
on integrated v2 is fairly well reproduced by using a value of η/s ∼ 0.08 and seems consistent, within
systematic uncertainties, with the results using η/s ∼ 0.16. This is not the case for the evolution of v2
with transverse momentum as shown in the right panel of Fig. 2.1. While the influence of the shear
viscosity managed to qualitatively explain why v2 does not keep growing with pT, quantitatively data
seem to favor a ratio η/s smaller than the conjectured minimal bound [30].
Event-by-event (EbyE) fluctuations of the initial conditions in the density distribution on the trans-
verse plane and also in its longitudinal profile, not any longer “boost invariant”, were incorporated in
the initial stage previous to the hydrodynamic evolution. EbyE fluctuations inclusion allowed to also
describe experimental v2 data for similar values of η/s. But most relevant, they showed that collectivity
in central collisions is associated with EbyE initial conditions fluctuations and not only with geometrical
anisotropies as is the case for semi-central collisions. They also were able to explain why odd flow
















 RHIC momentum anisotropy
 LHC eccentricity
 LHC momentum anisotropy
Figure 2.2: Time evolution of the eccentricity and momentum anisotropy in 10–20%
central collisions at RHIC and the LHC. In both cases themaximalmomentum anisotropy
is built up almost entirely during the first 5 − 6 fm/c [31].
coefficients don’t vanish as would have been expected from pure geometrical criteria. Consequently the
earlier time build up of the elliptic flow, also explained why the differences between v2 evolution with
pT at RHIC and LHC were small contradicting the expectations. As Fig. 2.2 shows, although lifetime
is longer at the LHC the evolution of the eccentricity and of the momentum anisotropy are similar for
both scenarios [31].
Further improvements came from the separation of the pure (viscous) hydrodynamic evolution in
the QGP phase from the late hadron resonance gas phase. The hydrodynamic description evolved the
system from initial conditions till the switching temperature, where a chemical freeze-out takes place and
the produced particle species get frozen. Then a microscopic hadronic cascade simulation evolves the
system towards the final kinetic freeze-out. Model uncertainties came mainly from the initial conditions
of the hydrodynamic phase, its starting time, τ0, and the initial transverse flow velocity, among them.
In [35] different hydrodynamic evolution starting times were selected, which required the initial
energy density to be normalized, for each of them, to reproduce themeasured charged hadronmultiplicity.
The ratio η/s needed also to be adjusted, for each of the starting times, to reproduce the measured
elliptic flow. The initial entropy distributions on the transverse plane were based on the MC Glauber
model and the MC-KLN model, a Color Glass Condensate (CGC) which considers the inner nucleon
constituents. They needed to be tuned to reproduce the measured collision centrality dependence of the
charged hadrons rapidity density. EbyE fluctuations were incorporated in the initial conditions models
to introduce eccentricity,  , fluctuations. In Fig. 2.3 the measured v2 scaled with the eccentricity,  ,
extracted from the simulations, is presented versus the measured multiplicity density dNch/dy scaled
with the overlap area, S, also extracted from the simulations, for both kinds of initial conditions. Data
are compared with the same results from models for both initial conditions, and different values of
η/s. The relation v2/ versus (1/S)(dNch/dy) was proposed as universal [35]. Data are best fitted with
η/s values of 0.16 or 0.08 depending on whether the initial conditions are from CGC or MC-Glauber,
respectively. The main source of uncertainty was the difference in magnitude of the source eccentricity
and the overlap area from both initial conditions models.
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Figure 2.3: Comparison of v2(η/s)/ vs. (1/S)(dNch)/dy) with experimental data for
〈v2〉 [32] and v2{2} [33] and dNch)/dy [34] from STARCollaboration. The experimental
data used in (a) and (b) are identical, but the eccentricity, 〈part〉, and overlap surfaces,
S, normalization factors used in the vertical and horizontal axes are taken from the CGC
based model (a) and from the Glauber based model (b). Theoretical curves are from
simulations with CGC based initial conditions in (a) and with MC-Glauber based initial
conditions in (b). As explained in the text each η/s value has associated a τ0 starting
time for the hydrodynamic evolution [35]. The different data values for 〈v2〉 came from
the different procedures for extracting the elliptic flow used in [33, 36].
Transverse momentum spectra and elliptic flow of identified particles
Focusing just on the hadronic phase and considering that at kinetic freeze-out the system is left with
a set of flow fields for the different hadron species at a certain temperature, in [37] the different flows
are modeled by using a viscous blast wave parametrization, assuming that at freeze-out the system of
hadrons is close enough to kinetic equilibrium. The model is simultaneously fitted to the transverse
momentum spectra and to the pT-differential elliptic flow of pions, kaons and protons for different
centrality ranges. From a Bayesian inference package, into which a parametrized dependence of η/s
with temperature was incorporated, the preferred values for the viscous blast wave parametrization were
obtained, among them the temperature and the associated η/s. Fig. 2.4 shows the results of viscous blast
wave model compared to data from the ALICE collaboration [39, 38]. With this model it was possible
to extract the evolution of η/s with temperature [37] as shown in Fig. 2.5.
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Figure 2.4: Left panel: transverse momentum spectra for pions, kaons and protons
(solid lines), respectively, using a viscous blast wave model with the extracted, preferred
fit parameters [37] for the ALICE 30–40% centrality data [38, 39] compared with the
actual data (circles). Right panel: elliptic flow v2 for pions, kaons, and protons (solid
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 ALICE fit result◆◆◆ PHENIX fit result
Figure 2.5: Specific shear viscosity η/s at corresponding kinetic freeze-out temperature
T extracted from the available ALICE and PHENIX centrality bins. Shown uncertainties
combine the Bayesian package uncertainties and the uncertainties extracted by system-
atically varying underlying assumptions needed to apply the model. The uncertainty of
the model itself it is not assigned [37].
Higher order harmonic coefficients
The uncertainties in η/s still remained bounded to the hydrodynamic initial conditions and in some part
to the applicability of the chosen model. In an attempt to reduce uncertainties, a parametrized EbyE
generator model which interpolated different initial conditions descriptions, was introduced. Initial
conditions were coupled to a second order boost invariant viscous hydrodynamic evolution, in which
the temperature dependence of η/s and ζ/s was also parametrized. The value of η/s was made linearly
dependent of the temperature, with the linear coefficients as model parameters, while ζ/s was given a
profile like the one shown later in Fig. 2.11 from [40] scaled with an additional model parameter. The
hydrodynamic evolution incorporated a lattice QCD based EoS blended to a hadron resonance gas EoS in
2.3. Inference from model to data comparison 25
the hadronic temperature interval. After an isothermal freeze-out particlization an hadronic afterburner
evolved the final shower of particles. In [41] a multivariate model with a set of reduced inputs, which
corresponds to different values of the parameters within their variation ranges, was trained. The samples
introduced for training were the measured observables extracted after the whole simulation and which
will be compared with the actual data measured by PHENIX and ALICE collaborations.
In the top row of Fig. 2.6 the results of the simulated observables are compared with measured
data from the ALICE collaboration [17, 26]. The simulated observables are extracted from 300 design
points chosen within the parameters ranges. Measured vn{2} are extracted with the direct Q-cumulant

































































Figure 2.6: Simulated observables from a multivariate model [41] compared to experi-
mental data from the ALICE experiment [17, 26]. Top row: explicit model calculations
for each of the 300 design points, with parameter values selected within their variation
ranges (training samples). Bottom row: emulator predictions of 100 random samples
drawn from the posterior distribution (Fig. 2.7). Left column: identified particle yields
dN/dy, central: mean transverse momentum 〈pT〉, right: flow coefficients for charged
particles.
of the values of the parameters without the need of running the whole simulation for such a combination.
The final step, which calibrates the model parameters to optimally reproduce the experimental data, is
performed by Bayesian inference incorporating principal component analysis for minimizing the number
of required input combinations. A final set of random walks through the parameter space generated
using Markov chain Monte Carlo (MCMC) method permits the extraction of the posterior distribution
of the model parameters [41].
Figure 2.7 shows the posterior parameters distributions for two different calibrations, to the identified
particles yields dN/dy and to the charged particle yields dNch/dy. Bottom row of Fig. 2.6 shows the
emulator predictions for 100 random samples of the parameters extracted from the diagonal distributions
on Fig. 2.7. Finally, Fig. 2.8 shows model calculations using the high-probability parameters values
from the posterior distributions on Fig. 2.7. In [41] the use of bulk viscous correction at particlization
was neglected due to the variety of its proposed forms which predict significantly different behavior.
Any quantitative conclusion on ζ/s was then precluded although the non nullity of ζ/s was determined.







































































Figure 2.7: Posterior distribution for the model parameters from calibrating to identified
particle yields dN/dy (blue, lower triangle) and charged particle yields dNch/dy (red,
upper triangle) from the ALICE collaboration [17, 26]. The diagonal has marginal dis-
tribution for each parameter, while the off-diagonal contains joint distributions showing
correlation among pairs of parameters. †The units for η/s slope are [GeV−1] [41].
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Figure 2.8: Model calculations using the high-probability parameters from the posterior
distribution 2.7. Solid lines are calculations using parameters based on the identified
particle posterior, dashed lines are based on the charged particle posterior, and points
are data from the ALICE collaboration [17, 26]. Top row: calculations of identified or
charged particle yields dNch/dy or dNch/dy (left), 〈pT〉 (central), and flow cumulants
vn{2} (right) compared to data. Bottom: ratio of model calculations to data, where gray
band indicates ±10% [41].
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Symmetric cumulants
The recent steps on the way of extracting η/s involve the incorporation of new observables. Anisotropic
flow is generated by the initial anisotropic geometry and its fluctuations coupled with an expansion of
the produced medium. But azimuthal anisotropy can also be produced from other sources as minijets,
resonances, etc... The extraction of the ordinary flow coefficients usually require of mechanisms
to identify and suppress this non-flow contributions. Symmetric cumulants (SC) from multi-particle
correlations which involve different order flow harmonics have been suggested as robust against non-flow
effects and easy to correct for non uniform azimuthal acceptance and pT dependent inefficiencies [24] .
Relationship between event-by-event fluctuations of amplitudes of two different flow harmonics vm and
vn can exist. Analyzing these relationships with SC has revealed them as sensitive to fluctuations of
the initial conditions and to the transport properties of the QGP [42]. Symmetric 2-harmonic 4-particle
cumulant SC(4,2) gives a measure of the correlations between EbyE fluctuations of the magnitudes
of v2 and v4 harmonic coefficients while SC(3,2) gives a measure of the correlations between EbyE
fluctuations of the magnitudes of v2 and v3. In Fig. 2.9, SC(4,2) and SC(3,2) measured by the ALICE
































































































































































































































































Figure 2.9: Comparison of observables SC(4,2) (red filled squares) and SC(3,2) (blue
filled circles) to theoretical models from [43]. Solid lines indicate the predictions with
constant η/s while the dashed lines indicate predictions for different parametrizations of
η/s temperature dependence. AMPT predictions also shown [42].
collaboration [42] are compared with simulations from a model [43] where the initial conditions are
calculated using a next-to-leading order (NLO) perturbative-QCD+saturation model coupled with a
viscous hydrodynamic evolution [44, 45] where the temperature dependence of η/s was parametrized
with different profiles as shown in Fig. 2.10.
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Figure 2.10: Parametrizations of the temperature dependence of η/s, labeled here in
the order of increasing η/s at T = 100 MeV [43].
2.3.2 Bulk viscosity
Higher order harmonics of charged particles andmultiplicity and average pT of identified particles
The peaked, at the phase transition region (Fig. 2.11), bulk viscosity profile extracted from lattice QCD
predictions motivated its incorporation into the viscous hydrodynamics models to evaluate its effects on
an extended set of observables.
The impact of strongly peaked bulk viscosity at the phase transition region on different experimentally
accessible quantities, integrated vn, mid-rapidity multiplicity, and mean transverse momentum, was
studied in [46, 5]. The early time description of the collision was provided by the IP-Glasma model,
known to provide a good description of flow harmonic coefficients. The intermediate fluid-dynamical
evolution is resolved using Israel-Stewart theory considering second order terms that couple the shear-
stress tensor and bulk viscous pressure. After the hydrodynamic evolution an hadronic rescattering phase
was incorporated by using UrQMD at a certain switch temperature,Tsw. This hybrid approach was found
capable of describing simultaneously themultiplicity and average transverse momentum of pions, kaons,
and protons, when a finite bulk viscosity, which follows the profile in Fig 2.11, is included near the
QCD phase transition region. The introduction of bulk viscosity into the hydrodynamic evolution was
found to have a large effect on the average transverse momentum of charged hadrons and on the elliptic
flow coefficient. In fact, when using the IP-Glasma initial conditions, the bulk viscosity is essential
to describe the pT spectra of charged hadrons. Similar description with only shear viscosity could not
be obtained. The introduction of bulk viscosity considerable reduces, by almost 50%, the value of the
shear viscosity needed to describe the harmonic flow coefficients. The larger value of η/s compensates
the reduction of momentum anisotropy due to the effect of the bulk viscosity [46].
The values of η/s are adjusted to provide a good agreement with the integrated flow harmonic
coefficients, vn, up to n = 4. The temperature Tsw is tuned to better reproduce the multiplicity and
average transverse momentum of different hadron species. In [5] it was found that the Tsw at RHIC
(=165 MeV) is larger than the one at the LHC (=145 MeV) giving as a potential explanation the fact that
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Figure 2.11: Bulk viscosity over entropy density near the the QCD phase transition.
The profile combines the evolution of the QGP phase from lattice QCD [27] and of the
hadronic phase from an hadron resonance gas (HRG) model [40, 47].
systems produced at LHC energies have more entropy and, consequently, are more long-lived than the
ones produced at RHIC. Fig. 2.12 shows the multiplicity and average pT for pions, kaons and protons, as
well as the charged hadrons anisotropic flow coefficients v2,3,4, from central to semi-peripheral collisions.
Left panels curves are produced from simulations incorporating both, η/s and ζ/s while right panels
curves are produced from simulations with ζ/s = 0 [5]. The simulations without bulk viscosity are
still able to well describe the centrality dependence of the flow harmonic coefficients. However, these
calculations overestimate the 〈pT〉 of the three species by almost 30%. This happens because the
IP-Glasma model gives rise to an initial state with large gradients of pressure and the subsequent fluid-
dynamic expansion accordingly produces a significant radial flow. Therefore, in order to describe the
data the transverse momentum of produced particles must be considerably reduced. Including ζ/s leads
to a suppression of 〈pT〉 and improve the description of data. This is because ζ/s acts as a resistance to
the expansion or compression of the fluid [46].
Higher order harmonics and pT spectra of identified particles
The pT differential observables are more sensitive to out-of-equilibrium corrections of the hadronic
momentum distribution because of shear viscosity [5]. Fig. 2.13 shows the pT differential vn{2} of
n = 2, 3, 4 of charged hadrons compared with the ALICE [17] and the CMS [48, 49] collaborations data.
Fig. 2.14 shows the pT spectra for pions, kaons and protons, for four centrality classes, with and without
hadronic interaction in the hadronic phase. For the full hadronic rescattering, the simulations describe
data for the most central collisions but tension appears when moving towards peripheral ones, especially
for kaons and protons but also for pions with pT > 1.5 GeV/c. Finally Fig. 2.15 shows identified particle
harmonic flow coefficients as measured by the ALICE collaboration [39, 50] compared with simulations
results with and without hadronic interactions in the hadronic rescattering phase. The value of the flow
coefficients are generally overestimated for pion and kaon at high pT.






























































Figure 2.12: Integrated harmonic coefficients vn (upper), and mid-rapidity multiplicity
(middle) and average pT (lower) for pion, kaon and proton, as functions of collision
centrality. η/s is determined to fit theALICEdata on vn [17]. ALICEdata formultiplicity
and 〈pT〉 taken from [15]. Left panels curves were obtained from simulations including
bulk viscosity as shown in Fig. 2.11 while right panels curves were obtained from
simulations with ζ/s = 0 [5].
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Figure 2.13: pT differential vn{2} (n = 2, 3, 4) of charged hadrons for centrality classes
0–5%, 10–20%, 20–30%, and 30–40% in Pb–Pb collisions at √sNN = 2.76 TeV com-
pared to results from ALICE [17] and CMS [48, 49] collaborations. Statistical errors are
shown as bands around the curves [5].
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Figure 2.14: pT spectra of identified hadrons for centrality classes 0–5%, 10–20%, 20–
30%, and 30–40% of Pb–Pb collisions with √sNN = 2.76 TeV compared to results from
the ALICE collaboration [15]. The solid curves correspond to full hadronic rescattering
phase with UrQMD while the dashed curves correspond to only hadronic decays from
UrQMD but not further hadronic interactions. The statistical errors are shown as bands
around the curves [5].
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Figure 2.15: pT differential v2{2} (top left), v3{2} (top right), and v4{2} (bottom) of
identified hadrons for centrality classes 0–5%, 10–20%, 20–30%, and 30–40% in Pb–Pb
collisions at √sNN = 2.76 TeV compared to results from the ALICE collaboration [39,
50]. The solid curves correspond to full hadronic rescattering phase with UrQMD while
the dashed curves correspond to only hadronic decays from UrQMD but not further
hadronic interactions. The statistical errors are shown as bands around the curves [5].
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Due to the sensitivity of the heavy hadrons to the transition between the hydrodynamic and the
hadronic rescattering phases[5], the extension of the comparison to strange baryons data additionally
constrains the potential ζ/s effects. Fig. 2.16 shows pT spectra and elliptic flow coefficient v2 of strange


































































Figure 2.16: pT spectra (two left panels) and pT differential v2 (two right panels) of
strange baryons for centrality classes 10–20% and 20–30% (10–20% and 30–40% for
v2) in Pb–Pb collisions at
√
sNN = 2.76 TeV compared to results from the ALICE
collaboration [15, 51, 52]. The solid curves correspond to full hadronic rescattering
phase with UrQMD while the dashed curves correspond to only hadronic decays from
UrQMD but not further hadronic interactions. The statistical errors are shown as bands
around the curves [5].
described while the v2 is overestimated by the simulations in line with expectations about the above
sensitivity.
Direct-photon spectra and direct-photon elliptic flow
Additional observables as the direct-photon pT spectrum and direct-photon elliptic flow have been also
incorporated to constrain the value ζ/s of the QGP. Direct photons, defined as photons not originating
from hadron decays, are a valuable tool to study details of the QGP evolution. Unlike hadrons, direct
photons are produced at all stages of the collision and traverse the QGP basically unaffected, delivering
direct information on the conditions at the time of the production. Different pT regions are dominated
by photons emitted at different stages of the collision [53]. The state-of-the-art measurement of direct-
photon spectrum in Pb–Pb collisions at √sNN = 2.76 TeV from the ALICE collaboration is shown in
Fig. 2.17 compared with expectations from models which assume the formation of a QGP [53]. The
van Hees et al. model [54] and the Chatterjee et al. model [55, 58] are based on ideal hydrodynamic
evolution. The parton-hadron-string dynamics (PHSD) model from Linnyk et al. [56], a relativistic
transport approach in which the full evolution of the collision is described microscopically, incorporate
shear viscous effects. Paquet et al. calculations [57] which involve full viscous hydrodynamics will be
discussed afterwards.
Direct-photons provide the possibility to investigate the development of flow during the QGP
evolution. Consistent reproduction of both the direct-photon spectra and direct-photon elliptic flow is
a challenge for the current models. The state-of-the-art measurement of direct-photon elliptic flow in
Pb–Pb collisions at √sNN = 2.76 TeV from the ALICE collaboration is shown in Fig. 2.18 compared
to the estimated decay-photon elliptic flow from ALICE simulations, and to the predictions of several
theoretical models [59]. Chatterjee et al. model [60] is based on EbyE ideal hydrodynamics with
fluctuating initial conditions. Paquet et al. [57] and PHSD [56] models were already mentioned.
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Figure 2.17: Comparison of model calculations from Refs. [54, 55, 56, 57] with the
direct-photon spectra in Pb–Pb collisions at √sNN = 2.76 TeV for the 0–20% (scaled by
a factor 100), the 20–40% (scaled by a factor 10) and 40–80% centrality classes. All
models include a contribution from pQCD photons. For the 0–20% and 20-40% classes
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Boxes indicate total uncertainties
Figure 2.18: Elliptic flow of direct photons compared to model calculations from
Refs. [56, 57, 60] in the 0–20% (left) and 20–40% (right) centrality classes. The vertical
bars on each data point indicate the statistical uncertainties and the boxes the total
uncertainty [59].
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Modeling initial conditions using IP-Glasma [61], using a viscous hydrodynamic evolution, and
an hadronic rescattering phase based on UrQMD, the direct-photon spectrum and the direct-photon v2
have been studied in [57]. The viscous hydrodynamic evolution was configured with the parameters as
obtained in [46] and the theoretical latest photon production rates were incorporated into the simulation.
Fig. 2.19 presents the direct-photon spectrum and direct-photon v2 in Pb–Pb collisions at
√
sNN =
2.76 TeV as measured by the ALICE detector at the LHC [53, 62, 63] compared with hydrodynamic
simulations. The simulations were run without incorporating ζ/s in the hydrodynamic evolution, using














































Figure 2.19: Effects of bulk viscosity on the direct photon spectrum (left panel) and v2
(right panel) in Pb–Pb collisions at √sNN = 2.76 TeV compared with ALICE measure-
ments [53, 62, 63]. Bars and rectangles on ALICE data show statistical and systematic
uncertainties, respectively. The two values of η/s are the ones required to properly
describe hadronic vn in the absence, η/s = 0.16, or presence, η/s = 0.095, of ζ/s with
Fig. 2.11 profile [57].
small. The spectrum is slightly soften and the v2 maximum value shifted toward lower pT, potentially
signaling this as the effect of a finite bulk viscosity [57].
There are two main ζ/s contributions on the direct-photon observables. The effects on the overall
spacetime evolution of the system and the effects on the photon emission rates [57]. Fig. 2.20 shows the
effects, on the direct-photon spectrum and direct-photon v2, of incorporating or not viscous corrections
to the photon emission rates. There is a small effect on the direct photon spectrum interpreted from
the fact that viscous corrections are larger at higher pT where prompt photons dominate over thermal
ones. The effect on v2 is relevant at high pT where is suppressed by both viscous corrections. Not all
kind of photon emission rates are corrected for viscous effects. Consequently shown results most likely
underestimate the effects of viscosity [57].
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Figure 2.20: Effects of viscosity corrections to the photons emission rates for the direct
photon spectrum (left panel) and v2 (right panel) in Pb–Pb collisions at
√
sNN = 2.76 TeV
compared with ALICE measurements [53, 62, 63]. Bars and rectangles on ALICE data
show statistical and systematic uncertainties, respectively. The curves represent full
viscous corrections, η/s only viscous corrections, and no viscous corrections on the
photon emission rates [57].
HBT radii
The effects of bulk viscosity on the interferometry correlations were explored in [64]. Bulk viscosity was
incorporated with two different profiles based on the one shown in Fig. 2.11. The first profile, denoted
as ζ/s = 0.35, is the same profile as in Fig. 2.11, which at the transition temperature peaks at the value
ζ/s = 0.35. The second profile, denoted as ζ/s = 0.02, has the same profile at low temperature, below
the transition, as in Fig. 2.11 but instead of peaking, decreases quickly having a value ζ/s = 0.02 at the
transition temperature. The value of η/s was fixed at η/s = 0.08, and a Glauber MC model was used
for generating fluctuating initial condition. Fig. 2.21 shows the comparison of the Hanbury Brown and
Twiss (HBT) radii with and without ζ/s effects. Although the differences are small, the presence of ζ/s
reduces the ratio Rout/Rside, better describing the measured data.
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Figure 2.21: The HBT radii for most central Pb–Pb collisions at √sNN = 2.76 TeV
comparedwithALICEmeasurements [65]. Bars onALICE data show total uncertainties.
The curves represent calculations with fluctuating initial conditions from a Glauber
Monte Carlo model using a Fig. 2.11 ζ/s profile (dotted lines) and a comparable very
low value which does not peak at the transition (solid lines) [64].
2.4 Two-particle correlations
Different methods for constraining η/s and ζ/s values based on comparison of measured data to expec-
tations from models which incorporated viscous hydrodynamics have been presented in the previous
section. In this section, the methods for extracting those values directly from data by using two-particle
correlations are briefly described. The section begins with few basic definitions to proceed with the
introduction of the two main areas of two-particle correlations, the one focused in number of particles
correlations, and the one focused in momentum components correlations. Concrete two-particle corre-
lation functions are then introduced to further describe the basis of the transport parameter extraction
by using two particle correlations. Finally few available previous results are introduced.
2.4.1 Basic definitions
Correlation functions have emerged as one of the best tools to characterize particle production and to
study the dynamics of HIC. The concept of particle correlation is rooted in the notion that if a particle is
observed at a given point in the phase space, then there is a finite probability to observe one (or several
other particles) at a different phase space point (several different phase space points). In the context
of HIC there are different particle production mechanisms involved and there are few dynamics also in
place. The way of inferring as much information as possible about these particle production mechanisms
and system dynamics, begins by modeling the number of particles emitted in a phase space bin centered
at ®pi, N( ®pi), by a probability density function (PDF) P1(N( ®pi)). The average of this number, 〈N( ®pi)〉,
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is then given by [66]
〈N( ®pi)〉 = E [N( ®pi)] =
∫
N( ®pi)P1(N( ®pi)) dN( ®pi). (2.93)
Likewise, the number of particles jointly emitted in two phase space bins centered at ®pi and ®pj , can be
modeled by a joint PDF P2(N( ®pi), N( ®pj)) where then
〈N( ®pi) N( ®pj)〉 = E
[




N( ®pi) N( ®pj)P2(N( ®pi), N( ®pj)) dN( ®pi) dN( ®pj). (2.94)
The number of particles produced at ®pi and ®pj can be considered uncorrelated if and only if the joint
probability can be factorized [66]
P2,uncor(N( ®pi), N( ®pj)) = P1(N( ®pi)) ×P1(N( ®pj)) (2.95)
A measure of the degree of correlation is then given by the covariance of N( ®pi) and N( ®pj)
C[N(i), N( j)] = E[N(i) N( j)] −E[N(i)]E[N( j)] (2.96)
where, for convenience, the substitution N( ®pi) → N(i) has been taken.
Defining the single- and two-particle density distributions as
ρ1( ®pi) = 〈N(i)〉P1(N( ®pi)) = d
3N
d ®pi (2.97)
ρ2( ®pi, ®pj) = 〈N(i) N( j)〉P2(N( ®pi), N( ®pj)) = d
6N
d ®pi d ®pj , (2.98)
the covariance in Eq. (2.96) as a function of the single- and two-particle densities in Eqs. (2.97) and (2.98)
stays as
r( ®pi, ®pj) = ρ2( ®pi, ®pj) − ρ1( ®pi)ρ1( ®pj) (2.99)
where, consequently, when particles produced at ®pi and ®pj are uncorrelated r vanishes.
2.4.2 Two-particle number correlations
The normalized two-particle number correlation function R2 reads as




E[N(i)]E[N( j)] − 1
=
〈N(i) N( j)〉
〈N(i)〉 〈N( j)〉 − 1. (2.100)
When both i and j match, i.e when both bins are the same, and there is only one set of indistinguishable
particles then
R2( ®pi, ®pi) = 〈N(i) (N(i) − 1)〉〈N(i)〉2 − 1. (2.101)
The one set of indistinguishable particles condition also happens when there are distinguishable particles
but all of them are included, without distinction, in the process of extracting the correlation function.
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The two-particle number correlation function R2 is encountered defined with different expressions
in the literature, although all of them represent the same principle. When the single- and two-particle
densities in Eqs. (2.97) and (2.98) are used, the two-particle number correlation function R2 adopts the
form
R2( ®pi, ®pj) =
∫
i,j ρ2( ®pi, ®pj) d ®pi d ®pj∫
i
ρ1( ®pi) d ®pi
∫
j
ρ1( ®pj) d ®pj
− 1 (2.102)
where the integrals are intended over the phase space spanned by bin i, by bin j, or by both i and j.
In some cases ρ1 and ρ2 are directly associated with the average of the number of particles emitted
in a finite size bin centered at ®pi and to the average of the number of pairs emitted in two finite size bins
centered at ®pi and ®pj , respectively




d ®pi d ®pi (2.103)




d ®pi d ®pj d ®pi d ®pj (2.104)
in which case the two-particle number correlator adopts the form
R2( ®pi, ®pj) =
ρ2( ®pi, ®pj)
ρ1( ®pi) ρ1( ®pj) − 1. (2.105)
When there are no correlations between the number of particles emitted in the bin centered at ®pi and
the number of particles emitted in the bin centered at ®pj the value of the correlator R2( ®pi, ®pj) vanishes.
This also happens during local equilibrium where the system behaves according to Poisson statistics and
the pair distribution factors ρ2( ®pi, ®pj) → ρ1( ®pi) ρ1( ®pj). Therefore R2 is a measure of the dynamical
fluctuations of the density of the number of emitted particles. A relevant feature of the R2 correlators is
that they are ‘robust’ in the sense that they are independent of the experimental efficiency, provided that
the efficiency is independent of the multiplicity [67].
For correcting limited detector acceptance, what is, usually, experimentally measured is the quantity
R2( ®pi, ®pj) =
ρsame2 ( ®pi, ®pj)
ρmixed2 ( ®pi, ®pj)
(2.106)
where ρsame2 and ρ
mixed
2 stand for the two-particle density extracted from a single event and from a set of
events with the same characteristics, respectively. For concreteness, in ρsame2 both indexes, i and j ‘pick’
tracks from the same event. In ρmixed2 the index i ‘picks’ tracks from one event while index j ‘picks’
tracks from a set of events with similar characteristics to the previous one. Apart from the obvious
simplification of removing the ‘ones’ from Eq. (2.105), Eq. (2.106), which synthesizes the mixed events
technique, relays on the assumption that the single-particle density is approximately the same across
events and then it cancels out in the actual ratio Rsame2 /Rmixed2 . The aim is that the denominator cancels
all detector limited acceptance effects and does not introduce any alteration in the correlation function
because it is, by construction, uncorrelated2.
In general, and this applies also to the next section on two-particle momentum correlations, corre-
lators can be measured for identified particles. The most basic identification is the particle charge sign.
2Of course, the number of events used for the mixing and the granularity of the classes used for select them could have its
impact on the degree of correlation introduced by the denominator in Eq. (2.106).
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2 , correlation functions
Rαβ2 ( ®pαi , ®pβj ) =
ρ
αβ
2 ( ®pαi , ®pβj )
ρα1 ( ®pαi ) ρβ1 ( ®pβj )
− 1 (2.107)




































CI correlators give a measure of the average strength of the correlations between all charged particles.
CD correlators give a measure of the difference in the strength of the correlations between US pairs
and LS pairs. A key example of this characteristic is the absence of charge independent azimuthal
collectivity in these correlators. The charge independent azimuthal collectivity affects in the same
way to US pairs as to LS pairs then, by construction, it cancels out. Another example are momentum
conservation effects. At LHC energies similar number of positively and negatively charged particles are
produced and they show very similar pT spectra [68]. Consequently, the impact of energy-momentum
conservation is expected to be of about the same magnitude for US pairs as for LS pairs therefore,
again by construction, the effects cancel out. The CD correlator is then left sensitive to charge pair
creation, and transport processes [69]. R2 two-particle number correlator has been reported by the
ALICE collaboration in [69].
The scope of the two-particle number correlations is considerably enlarged when instead of electric
charges the generic charge concept is incorporated in a straightforward manner by assigning to α and β
in Eq. (2.107) the corresponding values of the conserved generic charges, e.g. strangeness, charm, etc,
directly or by the actual particles which carry them.
2.4.3 Two-particle momentum components correlations
By incorporating to the single- and two-particle density distributions from Eqs. (2.97) and (2.98) the
different momentum components as weights, different two-particle correlations can be defined.
Correlations denominated as 〈∆p∆p〉 are defined as
〈∆pσ( ®pi)∆pλ( ®pj)〉 =
∫
ρ2( ®pi, ®pj)∆pσ( ®pi)∆pλ( ®pj) d ®pi d ®pj∫
ρ2( ®pi, ®pj) d ®pi d ®pj
(2.112)
where σ, λ = x, y, z, T, denote the particle momentum component of interest, and ∆pγ( ®pα) = pαγ −
〈pαγ〉, what the γ component of a particle emitted in a bin centered at ®xα deviates from the average
of that component on this bin, for γ = σ, λ, and α = i, j. The correlation in Eq. (2.112) vanishes in
equilibrium, when there are not fluctuations, or when the momentum fluctuations in particles emitted
in the bin centered at ®pi are not correlated with momentum fluctuation in particles emitted in the bin
centered at ®pj , so 〈∆p∆p〉 correlations are sensitive to momentum components fluctuations. They give
a measure of the expected deviations of the momentum component σ with respect to its mean in a bin
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centered at ®pi knowing the deviations of the momentum component λ with respect to its mean in a bin
centered at ®pi. As will be later described, the most common 〈∆p∆p〉 correlation function is 〈∆pT ∆pT〉
where both, σ and λ, denote the transverse component.
By incorporating to the two-particle covariance fromEq. (2.99) the different momentum components
as weights, a different set of two-particle momentum components correlations is defined as
Cσλ( ®pi, ®pj) ≡ 1〈N(i)〉〈N( j)〉
∫









where σ, λ = x, y, z, T, denote the momentum component of interest, and the sum is a double sum
over particle pairs k and l where k runs over the number of particles emitted in the bin centered at
®xi and l runs over the number of particles emitted in the bin centered at ®xi, with the condition k , l
applying only when i = j, i.e. correlations on the same bin. As r vanishes in equilibrium the same
happens with C. As will be described in sect. 2.4.5, the correlations defined by Eq.(2.113) are built
to be sensitive to momentum components currents and as such to the fluctuations of the momentum
component of the particles as well as to those of their number density [70]. Again, as in the previous
case, the transverse component of the momentum is the one usually utilized. As such the next section
will focus on two-particle transverse momentum correlations.
2.4.4 Two-particle transverse momentum correlations
Dimensionless two-particle transverse momentum correlation P2 is defined from Eq. (2.112) as






ρ2( ®pi, ®pj)∆pT( ®pi)∆pT( ®pj) d ®pi d ®pj∫
ρ2( ®pi, ®pj) d ®pi d ®pj
(2.114)
where, as described before, ∆pT( ®pα) = pαT − 〈pαT〉, is what the pT of a particle emitted in a bin centered
at ®pα deviates from its average, 〈pαT〉, in this bin, for α = i, j, and 〈pT〉 =
∫
ρ1 pT dpT /
∫
ρ1 dpT, the
inclusive average momentum of produced particles in an event ensemble [69]. The same said above for
the 〈∆p∆p〉 correlations apply for P2 , specifically, P2 gives a measure of the expected deviations of
the pT with respect to its average in a bin centered at ®pi knowing the deviations of the pT with respect
to its average in a bin centered at ®pi. Deviations can be positive or negative and the same applies to
P2. Two-particle transverse momentum correlator P2 has been measured by the ALICE collaboration
in [69].
Two particle transverse momentum correlatorG2, the focus of this thesis, is defined from Eq. (2.113)
as






where, as before, the sum is a double sum over particle pairs k and l where k runs over the number
of particles emitted in the bin centered at ®pi and l runs over the number of particles emitted in the bin
centered at ®pj , with the condition k , l applying only when i = j, i.e. correlations on the same bin. The
same said above for Cσλ correlations apply for G2, specifically, G2 is built to be sensitive to transverse
momentum currents and as such to pT fluctuations and to number density fluctuations. The rationale
for introducing G2 will be described in the next section, where the links to the transverse momentum
current fluctuations dissipation and to the effects of η/s are briefly introduced, which will give pass to
its extraction in the section after the next.
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2.4.5 Momentum fluctuations
Long range correlations are causally disconnected from any hydrodynamic evolution of fluctuations.
Of course hydrodynamic evolution is in the origin of the collective behavior measured as long range
correlations, but the role of the hydrodynamic evolution there is to transfer anisotropic initial conditions
to the final state where they are measured. The focus here is on short range correlations, actually,
in correlations of transverse momentum fluctuations which will develop during the hydrodynamic
evolution and, therefore, will have a limited reach. Fluctuations in transverse momentum are different
from fluctuations in particle number. While transverse momentum is a conserved quantity particle
number is not. For extracting the way transverse momentum currents evolve within a relativistic near of
equilibrium fluid, the momentum density current of a single fluid element is expressed as
T0i = γ( + p)ui (2.116)
and, then, in the fluid co-moving frame (where uµ = (1, 0, 0, 0)) the fluctuations in the momentum
current are given by
δT0i = ( + p)δui (2.117)
When studying the causality violation of the Navier-Stokes equation in section 2.1.2 it was shown that
for small perturbations, excluding bulk viscous effects and in absence of charge currents, the linearized
transverse equation was, Eq. (2.51),
∂tδuy − ν∇2δuy = 0 (2.118)
with ν = η/( + p) = η/(Ts), i.e the transverse flow fluctuations propagate via diffusion. A similar
procedure gives the linearized transverse equation within the second order in gradients Müller-Israel-




y + ∂tδuy − ν∇2δuy = 0, (2.119)
i.e. in second order in gradients theory the transverse flow fluctuations propagate via waves and via
diffusion. Fluctuations in the transverse flow give rise to fluctuations in the transverse momentum.
Using (2.117) in Eqs. (2.118) and (2.119) gives




0y + ∂tδT0y = ν∇2δT0y (2.121)
for the first and second order in gradients transverse momentum fluctuations propagation equations.
Eqs. (2.120) and (2.121) show that viscosity tends to reduce transverse momentum fluctuations
distributing, by diffusion or by wave propagation, the excess of momentum density over the collision
volume. This effect broadens the rapidity profile of fluctuations. To compute this broadening in first







3 The use of spatial rapidity and proper time as coordinates is justified by considering longitudinal boost invariant Bjorken









The boost invariant Bjorken flow is based on the observation of a plateau structure, flatness, of the charged particle multiplicity
dNch/dy in the mean rapidity region. This “central-plateau” structure can be interpreted as the invariance under longitudinal
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Multiplying Eq. (2.124) by the squared spatial rapidity ξ2, integrating and expressing the variance of
the transverse momentum fluctuations as





as a measure of their reach, Eq. (2.124) gives [73, 74, 75]








where τ0 refers to the formation time where the hydrodynamic evolution starts.
This variance of the momentum fluctuations needs to be linked to actual HIC observables. On
this purpose, transverse momentum fluctuations δT0y are used to construct a transverse momentum
correlation function between fluid cells. Tagging with i and j two of such fluid cells, a transverse
momentum correlation function can be defined as
r = 〈T0y(®xi)T0y(®xj)〉 − 〈T0y(®xi)〉〈T0y(®xj)〉 (2.127)
where ®xi and ®xj represent the location of the fluid cells, the correlations are equal time correlations, and
〈· · · 〉 represent average over events ensembles. In Eq. (2.127) r represents the spatial correlations of the
momentum currents. Considering small perturbations on T0y
δT0y = T0y − 〈T0y〉, (2.128)
treating perturbations as stochastic in nature, and using stochastic methods, the displacement from
equilibrium of the correlation function in Eq. (2.127), ∆r = r − req, is expressed in terms of the
transverse momentum fluctuations as [71]
∆r = 〈δT0yi T¯0yj 〉 + 〈T¯0yi δT0yj 〉 + 〈δT0yi δT0yj 〉 (2.129)
where, for convenience, T0y(®xα) has been substituted by T0yα for α = i, j, and 〈T0yα 〉 has been substituted
by T¯0yα also for α = i, j. Applying now the transverse momentum fluctuations propagation equations,
Eqs. (2.120) and (2.121) on the correlation function Eq. (2.129), the propagation of the differences from













where ∇2α f stands for the value of ∇2 f at the fluid cell situated at ®xα for α = i, j. Similar results were
also derived for the propagation of net charge fluctuations in [73].


















using ut and uz from Eq. (2.122). Since the velocity on the ξ-axis vanishes all initially independent of ξ magnitudes are
invariant under Lorentz boosts along the ξ-axis.
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For first order in gradients theory, Eq. (2.132), transverse momentum fluctuations propagate by means
of diffusion governed by η/s. For second order in gradients theory, Eq. (2.133), transverse momentum
fluctuations propagate by means of waves with diffusion getting relevance when the relaxation time τpi
is reached. For first order in gradients the spatial rapidity dependence of ∆r is broadened by momentum
diffusion. If the rapidity width for the transverse momentum fluctuations follows Eq. (2.126) then the
width of ∆r , σ, in the relative rapidity, ∆ξ = ξi − ξj , grows from an initial value σ0 following [74, 75]












In this expression, Eq. (2.134), the rapidity width at proper time τ, στ , of the deviations from the
equilibrium value of the transverse momentum correlation function r defined in Eq. (2.127), is expressed
in terms of its width at formation time, σ0, the system temperature, T , and the η/s value.
2.4.6 Extraction of the shear viscosity over entropy density ratio
Considering now the single particle phase space distribution
f (®x, ®p) = dn
d®x d ®p (2.135)












pTipT j dni dnj
=
∫









pT f (®x, ®p) d ®p (2.138)







the spatial correlations of the momentum currents in Eq. (2.127) can be expressed as∫
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where G2 from Eq. (2.115) as defined in sect. 2.4.4 has been used. As described in sect. 2.4.4, in





∆r(®xi, ®xj) d®xi d®xj (2.141)
by using
∫
req d®xi d®xj = ∑ pT2i from Eq. (2.140).
Viscosity information can then be obtained from G2 as follows. The broadening in rapidity of
deviations from equilibrium of the spatial correlations of the momentum current, ∆r , depends on η/s
via Eq. (2.134)












with σc and σ0 the longitudinal widths for most central and most peripheral collisions, respectively, τ0
the formation time, τc,f the freeze out time for the most central collisions, andTc the critical temperature.
Equation (2.140) implies that the rapidity dependence of∆r , and as such its longitudinal broadening, can
be measured by studying the dependence of G2 (Eq. (2.115)) on the rapidity window in which particles
are measured [74]. Taking τ0 = 1 fm as the formation time, τc = 20 fm as the freeze out time for central
collisions, and Tc = 170 MeV, as the critical temperature, the value of η/s was estimated in [74]. The
potential broadening of GCI2 was inferred from the broadening of the transverse momentum differential
correlations reported by STAR collaboration, which in its turn was inferred from event-wise mean
transverse momentum fluctuations, [76]. Due to this uncertainty in the extraction of the broadening of
GCI2 the value for η/s reported in [74] is in the range 0.08 < η/s < 0.3.
STAR collaboration measured the two-particle transverse momentum correlator4 GCI2 in Au–Au
collisions at √sNN = 200 GeV [77]. The near side longitudinal projection of GCI2 for three centrality
classes is shown in Fig. 2.22 while its longitudinal width as a function of the number of participant
nucleons, Npart, is shown in Fig. 2.23.
The width of the near side longitudinal projections of the correlator was extracted by calculating
their RMS above a long range baseline, b, determined using the ansatz





to fit the projections, where aw and an stand for the amplitude of wide and narrow Gaussian with widths
σw and σn, respectively. A lower bound of the RMS values, shown as dotted line in Fig. 2.23, was
estimated by setting the value of the baseline equal to the values of the correlation at ∆η = 2.0.
This section described a method for extracting the η/s values by means of two-particle transverse
momentum correlations directly from measured data. This will be the method that will be used in this
thesis.
4At that time, and also in the original work from Gavin et al. [74],G2 correlator was denominated C. As that denomination
is quite generic, during the development of this thesis work S. Voloshin suggested the G2 denomination which, from one side,
refers to its two-particle nature, paralleling that of R2 and P2, and from the other recognizes the inventor as the promoter of
the idea.
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Figure 2.22: (a) Projection of the correlation function C, for |∆ϕ| < 1.0 (rad) on
the ∆η axis for 70–80% centrality, (b) 30–40% centrality, and (c) 0–5% centrality in
Au–Au collisions at √sNN = 200 GeV. The correlation function C is plotted in units
of (GeV/c)2. The solid line shows the fit obtained with Eq. (2.143). The dotted line
corresponds to the baseline b, obtained in the fit and shaded band shows uncertainty in
determining b [77].
partN









Lower limit on RMS
Figure 2.23: RMS as function of the number of participating nucleons for the correlation
function C, for nine centrality classes in Au–Au collisions at √sNN = 200 GeV. The
dotted line represents a lower limit estimate of the RMS explained in the text and the
shaded band represents systematic uncertainties on the RMS [77].
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2.4.7 Bulk viscosity extraction
This section will briefly describe a method for extracting the values of ζ using two-particle momentum
correlations. This section is an extract of my master thesis [78] where the derivation of the suggested
method for extracting the bulk viscosity by using two-particle momentum correlations is described.
According to the Landau and Lifschitz treatment of fluctuations in fluid dynamics [9], the viscous
stress tensor Πµν (Eq. (2.38)) for a real fluid without charged currents in first order in gradients theory
(Eqs. (2.42) and (2.43)) can be expressed as the sum of a term, τhyd, containing the hydrodynamic
contribution, proportional to the fluid velocity (uν) gradients, and also a term, t, with pure statistical
origin, that incorporates fluctuations not connected with such velocity gradients
Πµν = τ
hyd
µν + tµν = −η
(
∂µuν + ∂νuµ − 23δµν∂αuα
)
− ζ∂αuαδµν + tµν (2.144)
with η and ζ , the shear and bulk viscosities respectively. The two point correlation function of this
fluctuating term, at (®x1, t1) and (®x2, t2), being given as













Taking the trace over the spatial indexes allows access to the bulk viscosity [79]
〈tll(®x1, t1) tkk(®x2, t2)〉 = 18T ζ δ(®x1 − ®x2) δ(t1 − t2) (2.146)
with T the temperature of the fluid.
Considering perfectly central collisions, where azimuthal symmetry can be relatively safely assumed,
the trace of the viscous stress tensor in cylindrical coordinates reads
〈Πll(®x1, t1)Πkk(®x2, t2)〉
= 〈(ΠTT +Πzz)(®x1, t1) (ΠTT +Πzz)(®x2, t2)〉. (2.147)
Requiring now that the average taken over all central collisions coincides with the equilibrium state,
i.e., the average of the out-of-equilibrium part of the stress-energy tensor vanishes (referred as Average
equilibrium hypothesis in [79] and [80]), will exclude potential systematic deviations from equilibrium
that may affect all collisions andwill attribute deviations from equilibrium to event-by-event fluctuations.
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where the sum over i, j extends over all pairs of particles within a given event and the average is taken









d®x1 d®x2〈τhydTT (®x1) τhydTT (®x2)〉
+
∫
d®x1 d®x2〈tTT(®x1) tTT(®x2)〉 (2.149)
The third term of the right hand side, i.e., the left hand side of Eq. (2.146), is of first order in ∆T
under a double integration over a small ∆T , while the second term, as argued in [80], features a time
dependence that under such a double integration is of second order in ∆T . Integrating twice over a
small fluid element ∆V , and twice over a small time interval ∆T and using Eqs. (2.148) and (2.149) to










































































So far, the analysis has been carried out on the fluid’s volume element rest frame, but all measures are
taken on the laboratory frame so, boosting Eq. (2.151) with the fluid element four velocity u = γ(1, ®β)
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((pi · u)2 −m2i )
pi · u














To finally extract the bulk viscosity it is needed to express ∆Vlab and ∆Tlab in terms of measurable
magnitudes. Following [80], a set of kinematic cuts centered around energy E , transverse momentum
pT, pseudorapidity η and azimuthal angle ϕ, presumably selects a swarm composed of those particles
coming from the fluid element ∆Vlab during the time interval ∆Tlab. By the time of kinetic freeze-out τf
a particle will have traveled a transverse distance r = τf βT while a particle arriving that far a time ∆Tlab
latter would have been delayed r/∆βT so,
∆Tlab = τf ∆βT
βT
. (2.153)
For the fluid volume element
∆Vlab = r∆ϕ∆r ∆z. (2.154)









p2T (E∆pz − pz∆E)
(2.155)
so, finally, departing a bit from the expressions in [79] and [80], the bulk viscosity is given by
ζ =
1
18Tf γ2 τ2f ∆ϕ
× ∆





p2T (E∆pz − pz∆E)
(2.156)
where now Tf is the kinetic freeze-out temperature, and γ is the average Lorentz factor of the particle
swarm.
The core of Eq. (2.156) is the correlator defined in Eq. (2.152)
∆






((pi · u)2 −m2i )
pi · u










which has to be extracted from the set of tracks within a swarm centered at the selected values pT, E , η,
and ϕ, and spanning∆ϕ azimuthally, ∆η longitudinally, ∆E in energy, and∆pT in transverse momentum.
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2.4.8 Extraction of the relaxation time
As was described in sect. 2.4.5, for second order in gradients theory, imposed by causality requirements,
diffusion broadens the rapidity distribution by wave-like propagation in addition to the usual diffusion.
The signature role of τpi is in determining the rate at which the system relaxes to Navier-Stokes
hydrodynamics. With finite values of τpi the profile of the correlation function changes from wavelike
to diffusion-dominated [81]. This effect manifests as a valley developed at ∆η = 0 with a shoulders
structures on each side which get ‘diffused’ with time when the valley is filled due to the usual diffusion.





the value β = 10 was able to describe STAR data [81]. The longitudinal projection of the two-particle























































































1st Order fit C
1st Order fit s
Figure 2.24: Longitudinal projection of the two-particle transverse momentum corre-
lation GCI2 in Au–Au collisions at
√
sNN = 200 GeV compared with the characteristic
evolution of second order diffusion from single peak to plateau. Data (open stars) are
from [77] and (filled circles) from [81]. First order calculations are also compared for
best fit to these data (dashed) and best fit to σ in Fig. 2.23 (ηr stands for ∆η while, as
mentioned, C, which is inclusive, is referred as GCI2 ) [81].
transverse momentum correlation GCI2 in Au–Au collisions at
√
sNN = 200 GeV is shown in Fig. 2.24
compared with results from evolution of second order diffusion. The characteristic profile of second
order evolution presents a single peak at peripheral collisions which evolves towards a plateau structure
from semi-central to most central collisions. This is in contraposition with first order diffusion which
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stays single peaked along all centrality classes. Nevertheless, the characteristic shoulders, remainders
of the wave mode propagation of fluctuations, which appear in second order evolution at semi-central






A Large Ion Collider Experiment (ALICE) (Fig 3.1), one of the main four LHC experiments together
with CMS, ATLAS and LHCb, is a general purpose heavy-ion detector specifically designed to copewith
collision scenario densities of up to dNch/dy =8,000 charged particles and focused on the characterization
of the medium created in ultra-relativistic Pb–Pb collisions. ALICE experiment also studies lower
multiplicity scenarios, pp and pA, which provide reference measurements for the AA interaction but
also genuine small systems physics studies. The overall set of ALICE detectors can be grouped in
three main sections: the central barrel detectors, the forward detectors and the muon spectrometer.
Additionally ALICE is equipped in with a cosmic ray detector on the top of its central barrel. For a
complete description of the detector and its performance see [82, 83].
This chapter gives a brief descriptions of the detectors which conform ALICE, the main source of
data for elaborating the results presented in this thesis. Then, the way the events of physics interest
are selected, reconstructed, and classified according to the centrality of their collisions are introduced.
The capabilities for identifying the different particles of interest are briefly described to finalize with
an overview of the ALICE software (SW) framework which support the reconstruction, simulation, and
analysis processes.
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Figure 3.1: Schematic view of the ALICE experiment at the CERN LHC. The central
barrel detectors (ITS, TPC, TRD, TOF, PHOS, EMCal and HMPID) are embedded in a
solenoid with magnetic field B = 0.5 T and address particle production at mid rapidity.
The cosmic-ray trigger detector ACORDE is positioned on top of the magnet. Forward
detectors (PMD, FMD, V0, T0 and ZDC) are used for triggering, event characterization
and multiplicity studies. The forward muon spectrometer, with tracking and triggering
chambers, expands the detector capabilities to the muon sector [83].
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3.2 Central barrel detectors
The Inner Tracking System (ITS), the TimeProjectionChamber (TPC), the TransitionRadiationDetector
(TRD), the Time of Flight (TOF) detector, the Photon Spectrometer (PHOS), the Electromagnetic
Calorimeter (EMCal) and theHighMomentumParticle IdentificationDetector (HMPID) are all disposed
within the inner region of the large L3 solenoid magnet which provides a magnetic field of up to 0.5 T.
The ITS and the TPC are the ALICE main charged-particle tracking detectors.
3.2.1 Inner tracking system
The ITS consists of six cylindrical silicon detector layers concentricwith the LHCbeampipe surrounding
it at a distance between 4 and 43 cm. They are made with three different technologies [84, 85]
• Silicon Pixel Detector (SPD) in the two most inner layers where the charged-particle density
reaches 50/cm2 in Pb–Pb collisions. The SPD covers an extended pseudo-rapidity range (|η | <
1.98 in its inner layer and |η | < 1.4 in the next) for full charged-particle multiplicity coverage
together with the FMD. The SPD is fundamental in the primary vertex position determination and
on the measurement of its distance to secondary tracks originating from weak decays of strange,
charm and beauty particles.
• Silicon Drift Detector (SDD) and Silicon Strip Detector (SSD) are used in the two central and the
two outer layers, respectively. The SDD and the SSD are designed to measure ionization densities,
and provide, additionally to the spatial resolution, analog output with dE/dx information for
particle identification in the low momentum range. The SDD information is key for TPC track
matching. Their sensor strips are arranged parallel to themagnetic field for resolution optimization
in the deflection plane.
The full ITS covers an |η | < 0.9 pseudo-rapidity range. Primary vertex determination with a resolution
better than 100 µm, secondary vertexes reconstruction and tracking and identification of low pT (<
200 MeV/c) particles are among its primary functions.
3.2.2 Time projection chamber
The TPC, a cylinder with a length of 500 cm along the beam pipe, is the main ALICE tracking
device [86]. Covers the whole azimuthal acceptance and a pseudo-rapidity range |η | < 0.9 for a full
radial track coverage. The TPC inner radius, around 85 cm, is determined by the highest acceptable
track density while its outer radius, around 250 cm, is determined by the needed length for reaching
a dE/dx resolution better than 5–7%. The TPC is able to reach an acceptance multiplicity of 20,000
primary and secondary charged-tracks.
The cylinder is filled with a gas mixture (Ne, CO2) within an uniform electric field parallel to the z
axis. The central electrode, at z = 0 cm, at 100 kV potential, creates an electric field with a gradient of
about 400 V/cm which results in a maximum drift time of about 90 µs. Both end caps, are azimuthally
segmented in 18 sectors. Each sector is radially segmented in two chambers, inner and outer. Each
sector is equipped with two trapezoidal multi-wire proportional chamber (MWPC). A total of 557,568
channels for an active area of 32 m2. The active channel provides the r and ϕ coordinates while z
coordinate is provided by the drift time triggered by T0.
The main functions of the TPC are track reconstruction, transverse momentum determination in the
100 MeV/c < pT < 100 GeV/c range based on the trajectory curvature and particle identification by
measuring the energy loss (dE/dx) in the gas.
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3.2.3 Transition radiation detector
The TRD consists of 522 chambers arranged in 6 layers at a radial distance from 2.90 m to 3.68 m from
the beam axis. Each chamber comprises a radiator, a gas filled drift section and aMWPC. It is designed to
improve the tracking at high pT and to provide electron identification in the 1 GeV/c < pT < 100 GeV/c
range and triggering. The radiators are built to favor the emission of transition radiation in the presence
of ultra-relativistic electrons. The TRD covers the whole azimuthal angle and a |η | < 0.84 pseudo-
rapidity range except for the PHOS coverage zone to reduce the material budget towards the interaction
point (IP). The TRD is azimuthally segmented in 18 sectors to match the TPC azimuthal segmentation.
Longitudinally it consists of five sections. The 522 modules provide a total of 1.15 × 106 channels.
The granularity in the transverse plane is based on the desired transverse momentum resolution while
in the longitudinal direction is based on the need of track matching with the TPC even at the highest
multiplicities [87].
The main functions of the TRD are identification of high momentum, > 1 GeV/c, electrons for mid
rapidity quarkonia and heavy quark production studies and high pT pion separation from electron.
3.2.4 Time-of-flight detector
Covers the central barrel over a 140 m2 area with 160, 000 individual cells at a radius of about 4 m from
the beam pipe on the whole azimuthal angle and a |η | < 0.9 pseudo-rapidity range except for the PHOS
coverage zone to reduce the material budget towards the IP. The granularity is driven by the need of a
high rate of particle identification even at the highest multiplicities. The TOF detector is segmented in
18 modules of 48 sensors blocks each in the transverse plane and in five modules of about 38 sensor
blocks each in the longitudinal direction. The sensors blocks are disposed in strips transverse to the
beam axis and tilted to be perpendicular to the direction towards the IP. Each double rows of 48 sensors
constitutes a gas filled Multi-gap Resistive-Plate Chamber which, in the presence of a charged-particle,
starts a gas avalanche which generates the observed signal [88].
The main functions of the TOF detector are pion and kaon separation in the 0.5 GeV/c < pT <
3.0 GeV/c range, proton identification in the 0.5 GeV/c < pT < 4.0 GeV/c range and electron identifi-
cation in the 0.3 GeV/c < pT < 0.5 GeV/c range, by measuring the time elapsed from the IP.
3.2.5 High momentum particle identification detector
Arm located around two o’clock with a |η | < 0.6 pseudo-rapidity range over a 1.2o < ϕ < 58.8o
azimuthal angle. With an optimized geometry respect to the particle yields and two-particle correla-
tions large opening angle requirements, the HMPID detector consists of seven Ring Imaging Cherenkov
(RICH) counter modules with liquid radiator, a methane based MWPC and the photon counter electron-
ics [89].
The main functions of the HMPID detector are the inclusive identified hadrons measures at pT >
1 GeV/c, particle identification capabilities enhancement above the ranges reached by ITS, TPC and
TOF and expansion of the pi/K and K/p discrimination range to 3 and 5 GeV/c, respectively.
3.2.6 Photon spectrometer
Located in the lower part of the central barrel at 4.6 m radial distance of the IP, covers a |η | < 0.125
pseudo-rapidity range over a ∆ϕ = 70o azimuthal angle range. The PHOS is a single arm, high-
resolution electromagnetic calorimeter which detects and identifies photons and electrons in a wide pT
range from ∼ 100 MeV/c to ∼ 100 GeV/c and additionally provides a trigger in case of a large energy
deposition by an energetic particle. The PHOS calorimeter is designed to measure spectra, collective
flow and correlations of thermal and prompt direct photons, and of neutral mesons via their decay into
photon pairs. This requires high granularity as well as excellent energy and position resolution. Three
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of the PHOS modules are segmented in 56 rows of 64 elements while the fourth is segmented in 56
rows 32 elements. Each element is made of a scintillator crystal cell coupled to avalanche photo-diodes
providing 2 ns response time over a 0.010–80 GeV/c dynamic range. Each module is complemented
with a MWPC which provides a precise charged-particles veto signal. Resulting energy resolution
reaches σE/E = (1.8%/E) ⊕ (3.3%/
√
E) ⊕ 1.1% [90, 91].
The main functions of PHOS are low pT direct, carrying information about the thermal and dynamic
properties of the collision early phase, and secondary photon and pi0 measurements and rare events
triggering.
3.2.7 Electromagnetic calorimeter
Located on the central barrel at 4.5 m radial distance of the beam pipe, covers a |η | < 0.7 pseudo-rapidity
range over a 80o < ϕ < 187o azimuthal angle, larger than PHOS but with lower granularity and energy
resolution. Optimized for jet rate production and fragmentation function measurements is segmented in
12, 228 layered Pb-scintillator towers, tilted towards the IP, deployed in 12 super-modules each arranged
as 24 strips of 12 2 × 2 towers [92].
The main functions of EMCal are fast and efficient triggering for hard jets, photon and electron and
neutral energy jet components measurement enabling full jet reconstruction.
3.3 ALICE cosmic ray detector
Consists of a set of 60 plastic scintillator modules located on top of the L3 solenoid which conforms the
central barrel, at a radial distance of 8.5 m of the beam pipe, and covering a |η | < 1.3 pseudo-rapidity
range over a −60o < ϕ < 60o azimuthal angle.
Themain functions of theACORDEdetector are fast triggering signal for commissioning, calibration
and alignment and atmospheric muon and multi-muon detection.
3.4 Muon spectrometer
Located at high pseudo-rapidity, −4 < η < −2.4, for providing good acceptance down to zero pT under
a manageable hadron decays background, the muon spectrometer covers the whole azimuthal range,
and expands from a position at 90 cm of the IP. It consists of a passive conic section front absorber,
4.13 m long, followed by five detector tracking stations (double-plane cathode pad chambers), the Muon
Chambers (MCH), a passive muon-filter wall and two detector trigger stations (double-plane resistive
plate chambers) at 16 and 17 m of the IP, the Muon Trigger (MTR). A magnetic dipole surrounding
the central tracking stations at a distance of 7 m of the interaction point provides a magnetic field
of 0.67 T [93]. Muon identification is feasible starting from 4 GeV/c, due to the large absorption
required for proper hadron flow rejection, while a 100 MeV/c2 resolution at 10 GeV/c2 invariant mass
is provided by the magnetic field intensity and the spatial resolution of the tracking system, being the
high granularity of the tracking and trigger stations determined by the high multiplicity environment.
The main functions of the muon spectrometer are to provide support for the complete spectrum of
heavy-quark vector-mesons resonances, as well as the φ meson, measurements in the µ+µ− channel, the
unlike-sign dimuon continuum up to masses around 10 GeV/c2 measurements and the measurements of
muons from semi-leptonic decays and from e − µ decays.
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3.5 Forward and trigger detectors
3.5.1 T0 detector
It consists of two sets of twelve photomultiplier based Cherenkov counters located at 72.7 cm of the IP,
T0C,with−3.28 < η < −2.97 pseudo-rapidity range, and at 375 cmof the IP, T0A,with 4.61 < η < 4.92
pseudo-rapidity range, both at 6.5 cm radial distance of the beam pipe [94].
The main functions of the T0 detector are triggering signal for TOF time counting, vertex position
measure, V0 redundancy, and minimum bias (MB) and multiplicity triggers generation.
3.5.2 V0 detector
It consists of two set of scintillator counters located at 90 cm of the IP, V0C, 48 counters in two inner
rings of eight counter each and two outer rings of 16 counters each, with −3.7 < η < −1.7 pseudo-
rapidity range, and at 340 cm of the IP, V0A, 32 counters in four rings of eight sectors each, with
2.8 < η < 5.1 pseudo-rapidity range [95, 94].
The main functions of the V0 detector are MB triggering for the central barrel detectors, collision
centrality estimation based on the registered multiplicity and reaction plane estimation.
3.5.3 Forward multiplicity detector
It is deployed in two configurations of silicon detector rings, inner (i), which consists of 20 sectors with
512 silicon strips each, and outer (o), which consists of 40 sectors with 256 silicon strips each, with
4.2 cm and 15.4 cm inner (17.2 cm and 28.4 cm outer) radius, respectively, located at 320 (i), 83.4 (i),
75.2 (o), −62.8 (i) and −75.2 cm (o) z positions along the beam axis [94].
The main functions of the FMD are charged-particle multiplicity measurement, multiplicity fluctu-
ations estimation and reaction plane determination.
3.5.4 Photon multiplicity detector
It is located at 3.64 m of the IP, with full azimuthal coverage and 2.3 < η < 3.7 pseudo-rapidity
range. The expected large particle multiplicity in the forward direction conditioned its architecture.
The PMD consists of a thick lead converter sandwiched between two planes, and a large set arrays
of gas proportional counters in a honeycomb cellular structure. The two planes on the lead converter
behave as the charged particle veto and as the photon identification pre-shower. The combined thickness
and granularity is optimized for photon showers overlap minimization. 24 modules with to different
arrangements of 48 × 96 honeycomb cells configure each active plane [96].
The main functions of the PMD are photon multiplicity and spatial distribution measurements and
reaction plane estimation.
3.5.5 Zero degree calorimeter
The Neutron (ZN) and Proton (ZP) Cherenkov hadronic calorimeters are located at 116 m on either
sides of the IP, ZN between the beam pipes and ZP externally on the side where positive particles are
deflected [97].
The main functions of the ZDC are collision centrality estimation based on the number of spectators
measurement and reaction plane estimation.
3.5.6 Zero degree electromagnetic calorimeter
Cherenkov electromagnetic calorimeters located at 7 m of the IP, opposite to the muon arm, and on both
sides of the beam pipe.
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The main function of the zero degree electromagnetic calorimeter (ZEM) calorimeters is the mea-
surement of the energy of particles emitted at forward rapidity, 4.8 < η < 6.7, for discriminating
peripheral from central collisions which give the same pattern on the ZDC.
3.6 ALICE coordinate system
ALICE coordinate system is a right handed orthogonal Cartesian system which has its origin at the
LHC Interaction Point 2 (IP2), at the center of the ALICE detector. Its z axis is along the LHC beam
and anticlockwise, its x axis horizontal points towards the center of the LHC ring and its y axis vertical
pointing upwards.
3.7 Physics selection
Not all collisions that happen at the ALICE coverage can be registered and not all those that can be
registered are of physics interest. A complete set of triggers hierarchically distributed in three layers is
an intimate component of the ALICE detector complex. The trigger system provides control for event
acceptance during online data taking and further provides physics selection criteria during oﬄine data
analysis.
The trigger decision is generated by the ALICE Central Trigger Processor (CTP) based on trigger
detectors signals and information about the LHC bunch filling scheme [83]. The Level 0 (L0) trigger
decision is made ∼ 0.9 µs after the collision using inputs from V0, T0, EMCal, PHOS and MTR.
The events accepted at L0 are evaluated, after allowing computation time for the TRD and the EMCal
and propagation time for the ZDC (∼ 6.5 µs), by the Level 1 (L1) trigger logic in the CTP. L0 and
L1 decisions delivered to the detectors trigger the buffering of the event data on them. After allowing
enough drift time for the TPC (∼ 100 µs) the Level 2 (L2) trigger decision activates the sending of
the event data to the Data Acquisition System (DAQ). Table 3.1 summarizes the most important trigger
configurations used by ALICE. The trigger information is used as was said to select events of interest
during online data taking but also the trigger information is also stored as part of the event data which
eases the task of selecting events of interest during oﬄine data analysis.
The minimum bias (MB) trigger is configured to minimized the machine induced effects which
could bias the data sample selected for the analysis. The MB trigger has different configuration for
the different collision systems used in the analyses of this thesis. In pp collisions the MB trigger
configuration (MBOR) requires a hit in the SPD and in either V0-A or V0-C detectors. In p–Pb and
in Pb–Pb collisions the MB trigger configuration (MBAND) requires a hit in both, V0-A and V0-C
detectors.
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Table 3.1: Major ALICE triggers [83].
Trigger Description Condition
MB-type triggers
MBor minimum bias signals in V0 and SPD
MBand minimum bias signals in V0A and V0C
MBZ minimum bias MB and signals in both ZDC
SPI multiplicity trigger n hits in SPD
Centrality triggers
CENT central V0 based centrality trigger for Pb–Pb (0–10%)
SEMI semi-central V0 based semi-central trigger for Pb–Pb (0–50%)
EMCal rare triggers
E0 EMCal L0 EMCal L0 shower trigger in coincidence with MB
EJE neutral jet EMCal L1 jet algorithm following EMCal L0
EJE2 neutral jet like EJE but with a lower threshold than EJE
EGA photon/electron EMCal L1 photon algorithm following EMCal L0
EGA2 photon/electron like EGA but with a lower threshold than EGA
TRD rare triggers
TJE charged jet n charged particles in TRD chamber in coincidence with MB
TQU electron for quarkonia electron with pT > 2GeV/c in TRD in coincidence with MB
TSE electron for open beauty electron with pT > 3GeV/c in TRD in coincidence with MB
MUON rare triggers
MSL single muon low single muon in MTR in coincidence with MB
MSH single muon high like MSL but with a higher threshold
MUL dimuon unlike sign two muons above low threshold, unlike sign, in coinc. with MB
MLL dimuon like sign two muons above low threshold, same sign, in coinc. with MB
Miscellaneous triggers
HM high multiplicity high multiplicity in SPD in coincidence with MB
PH photon by PHOS PHOS energy deposit in coincidence with MB
EE single electron electron signal in TRD (sector 6–8) and EMCal
DG diffractive charged particle in SPD and no signal in V0
CUP barrel ultraperipheral charged particle in SPD and no signal in V0, for Pb–Pb and p–Pb
MUP muon ultraperipheral (di-)muon in MTR and no signal in V0A, for Pb–Pb and p–Pb
ZED electromagnetic dissociation signal in any of the neutron ZDC
COS cosmic trigger signal in ACORDE
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3.8 Event reconstruction
The event reconstruction, once accepted by the trigger system, takes as first step the collection of the
data on each detector separately. This step, know as clusterization, converts such data in “clusters”
characterized by positions, signal amplitudes, signal times, etc., and their associated errors. Then,
based on the information from the two inner layers of the ITS (SPD), the preliminary vertex candidate
is extracted. The track reconstruction starts on the TPC and proceeds inward towards the ITS and
from there outward towards the TPC again and towards the external to TPC central barrel detectors. A
final inward propagation towards the ITS allows the final interaction vertex extraction to proceed to the
secondary vertex and cascade finding. The procedure is shown schematically in Fig 3.2.
3.8.1 Preliminary interaction vertex
Each pair of clusters, one in each SPD layer, defines a tracklet. The preliminary interaction vertex is
extracted as the point to which the maximum number of tracklets converge. The procedure is repeated
several times, discarding contributions to already found vertices, in order to identify multiple collisions
which can happen in pile-up events.
3.8.2 Track reconstruction
Track reconstruction is performed following an inward-outward-inward scheme [98, 99] which extract
the trajectory by using a Kalman filter technique. Track seeds are extracted from the two most external
clusters of the TPC outer volume section and the preliminary interaction vertex. From them and based
on the locality of the Kalman filter technique new clusters are incorporated to the track trajectory while
progressing inward. At each step the track characteristics and its errors are updated with the new added
cluster.
The track reconstruction proceeds, in the same way, inwards to the TPC inner volume until all
potential clusters have been incorporated to the now reconstructed TPC track. The trajectory is now
propagated to outermost layer of the ITS where it becomes the seed for the track finding in the ITS. The
followed procedure is similar incorporating the potential clusters from each of the six ITS layers.
Quality criteria establish a limit in the number of shared clusters, a minimum number of track
clusters and a minimum ratio of found versus expected number of clusters. Alternative track candidates
























Figure 3.2: Event reconstruction flow [83].
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these quality criteria being the highest quality track candidate the one incorporated to the reconstructed
event.
Once the first inward process is finished with the list of ITS-TPC tracks candidates a standalone ITS
reconstruction is performed over the remaining ITS clusters. The track seeds are taken from two clusters
in the three innermost layers of the ITS and the preliminary interaction vertex. The successive clusters
are incorporated from the local propagation of the seeds outwards to the next layer. Quality criteria
decides over potential tracks candidates removing the final assigned clusters from further searches.
The outward propagation starts after propagating the tracks to their point of closest approach to the
preliminary interaction vertex. At each outward step the quality of the track is updated and information
about the behavior for the different particle species stored for further particle identification. The
propagated track is matched with tracks candidates from the TRD on each of its layers and, once reached
the TOF, to TOF clusters. Further track propagation potentially reaches EMCal, PHOS and HMPID,
although contributions for external to the TPC detectors are not used to modify kinematic characteristics
of the track.
In the final stage the tracks are propagated inwards refitting them with the previously found clusters
on the TPC and the ITS. Track characterization and their corresponding uncertainties are re-evaluated
and updated.
3.8.3 Interaction vertex determination
The reconstructed TPC-ITS tracks are used to find the interaction vertex with higher precision than the
preliminary interaction vertex extracted from SPD tracklets. The tracks are propagated to the distance of
closest approach to the beam line. The convergence point after removing outliers provide the interaction
vertex position.
3.8.4 Secondary vertices (V0)
The secondary vertex (V0, for its topology) finding is based on selecting tracks with a distance of closest
approach to the interaction vertex above a certain threshold. These tracks are in principle considered
as produced from a secondary vertex. Unlike sign track pairs are selected as V0 candidates based on
its distance of closest approach, the distance of the point of closest approach and the interaction vertex,
and the pointing angle towards the interaction vertex. A matching of the pointing angle towards the
interaction vertex and the proper invariant mass reveal a K0s decay. Pointing angle unmatching and
proper invariant mass reveal a potential Λ0 decay.
Cascade (Ξ) decays finding involves an additional step after finding V0 candidates which do not
point towards the interaction vertex, above Λ0, and which can be paired with an additional track to a
new secondary vertex.
3.9 Centrality determination
Collision centrality is a measure of the initial overlap region of the colliding nuclei. It is customary to
express the centrality of the collisions not in terms of the impact parameter b, the distance between the









where c(b) is the centrality percentile of an AA collision with impact parameter b. Experimentally,
the centrality is defined as the percentile of the hadronic cross section with detected charged particle
multiplicity above a given threshold NTHch or with zero-degree energy below a given threshold E
TH
ZDC,
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Figure 3.3: Distribution of the V0 amplitude (sum of V0A and V0C). The centrality
bins are defined by integrating Eq. 3.2. The absolute scale is determined by fitting to a
NBD-Glauber model (red line) whose parameters are also shown (see text). The inset
shows a magnified version of the most peripheral region [15].
being the cross section replaced by the number of observed events n corrected for trigger efficiency and
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The centrality determination for Pb–Pb collisions at √sNN = 2.76 GeV using V0 multiplicity, after
reducing electromagnetic dissociation and machine-induce backgrounds [15], is illustrated in Fig. 3.3
The scale on Fig. 3.3 is obtained by fitting a parameterized NBD-Glauber model to the multiplicity
distribution. The Glauber model describes the collision geometry by initially distributing nucleons
on each nucleus according to a Woods-Saxon potential distribution and then treating the collision
as a sequence of independent binary nucleon-nucleon collisions, where nucleons follow straight line
trajectories and the nucleon-nucleon cross section is the same for all successive collisions. Latest
centrality estimation implementation assume σinelNN = 61.8 ± 0.9 mb for Pb–Pb collisions at
√
sNN =
2.76 GeV and σinelNN = 67.6 ± 0.6 mb for Pb–Pb collisions at
√
sNN = 5.02 GeV [100]. The number
of binary NN collisions Ncoll and the number of participants Npart (nucleons which underwent a NN
collision) are then extracted for a given impact parameter.
The particle multiplicity per nucleon-nucleon collision is parametrized by a negative binomial
distribution1(NBD) motivated by the fact that for MB pp and pp collisions at high energy the charged
particle multiplicity is well described by a NBD [15]. Inspired by two component models which
decompose nucleus-nucleus collisions in soft and hard interactions, the number of particle sources is
parameterized as [15]
Nsources = f Npart + (1 − f ) Ncoll (3.3)
where the soft interactions part produce particles with multiplicity proportional to Npart and the proba-
bility for the hard interactions to occur is proportional to Ncoll. The particle generation per interaction
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proceeds then according to the NBD
Pµ,k(n) = Γ(n + k)
Γ(n + 1) Γ(k)
(µ/k)n
(1 + µ/k)n+k (3.4)
obtaining the V0 amplitude for the considered event. The V0 amplitude distribution is simulated for an
ensemble of events for each combination of the parameters f , µ and k having as goal the minimization
of the χ2 with respect to data. Once the process converges the number of events needed for the
absolute centrality scale can be extracted. Centrality classes can then be defined by sharp cuts in the
simulated V0 distribution and their associated mean number of participants, 〈Npart〉, and collisions,
〈Ncoll〉, extracted [100].
3.10 Particle identification
Although the different detectors on the central barrel provide individual particle identification capabili-
ties, what makes the ALICE experiment, in some way, unique is its overall particle identification power
obtained combining those individual capabilities.
One of the paths for particle identification is by mean of the energy loss (dE/dx deposits) along its
trajectory. The Bethe-Bloch formula, describing energy loss [101], is parametrized according to [83]
f (βγ) = P1
βP4
(







where β is the particle velocity, γ is the Lorentz factor, and P1· · ·5 are fit parameters. Expression (3.9)
provides the expected dE/dx for the different species at different momentum, the actual measured dE/dx
and momentum will provide a measure of the proximity to this expected value which can be then used
to infer the probability for the measured track to belong to a determined species.
The outer four layers of the ITS provide a measurement of the ionization energy loss. Each type of
charged particle have a different expected dE/dx profile in crossing the ITS according to its momentum.
Fig. 3.4 shows the distribution of dE/dx for different charged-particle species.
At the TPC the momentum of charged-particles are extracted based on their trajectory deflection
while the dE/dx is extracted from the energy lost in the ionization of the gas. The profile of specific
energy loss vs momentum for different particle species is shown in Fig. 3.5. At high momentum
(p > 1 GeV/c) particles can still be separated on a statistical basis via multi-Gaussian fits as is shown
1The negative binomial distribution is defined as
Pp,k (n) =
(
n + k − 1
n
)
(1 − p)k pn. (3.5)
It gives the probability for having accumulated n successes when getting the k failure in a sequence of independent Bernoulli
trials being p the probability of success in each trial.
The mean of the NBD
〈n〉 = p k(1 − p)
p
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⇒ k = 〈n〉
2
σ2 − 〈n〉 (3.8)
so, k is a measure of the dispersion around the mean.
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Figure 3.4: dE/dx of charged particles vs their momentum, both measured by the ITS,
in Pb–Pb collisions at 2.76 TeV. The lines are a parametrization of the detector response
based on the Bethe-Bloch formula [83].
in Fig. 3.6 for pp and the 0–5% most central Pb–Pb collisions for a specific η range for best dE/dx
resolution.
Other technique for particle identification is based on measuring the time it takes a particle to follow
a certain trajectory of known length. Based on the start time generated by the T0 detector, the TOF
detector provides particle identification in the intermediate momentum range, up to 2.5 GeV/c for pions
and kaons, and up to 4 GeV/c for protons. Figure 3.7 shows TOF inferred velocity β distribution vs
track momentum (measured by the TPC) for different particle species.
The track-by-track charged hadron identification is extended to higher transverse momentum by the
HMPID which base its discrimination on the Cherenkov angle of the ring produced by charged tracks
as a proxy for their velocities.
Additionally the identification of electrons is enhanced by the electron identification capabilities of
the TRD, based on their energy loss and transition radiation, and the EMCal and PHOS, measuring their
energy deposition. The identification of photons is performed by reconstructing the electromagnetic
shower developed in the PHOS and EMCal calorimeters. Muons are tracked and identified by the
tracking stations on the muon spectrometer [83].
Figure 3.8 shows the pion-kaon (left panel) and kaon-proton (right panel) separation power of the
ITS, TPC, TOF, and HMPID as a function of pT. The separation is measured as the number of standard
deviations, σ, between the kaon (proton) expectation value and the pion (kaon) expectation value for
the different detectors. The momentum response is averaged over the range |η | < 0.5 and the separation
is presented as a function of the transverse momentum [83]. The additional power of slicing either in
momentum or in pseudorapidity is shown for the TPC over a forward pseudorapidity slice relevant for
high-pT PID analysis. At low pT the ITS and the TPC provide the provide the main resolution while for
intermediate pT is the TOF which takes that role.
The individual separation power can be considerably improved by combining the separation power
of several detectors. As an example Fig. 3.9 suggest a bidimensional selection procedure involving the
TPC and TOF. While the TPC is almost blind on that transverse momentum window, as can be seen
in Fig. 3.8, the combined resolution of both detectors considerably enhance the overall PID separation
capabilities.
A further step is taken by using a Bayesian approach which makes use of the full ALICE PID
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Figure 3.5: Specific energy loss in the TPC as a function of momentum with superim-
posed Bethe-Bloch lines for various particle species [83].
capabilities, expressing the signals on each of the independent detectors in terms of probabilities, and
folding them with the expected abundances (priors) of each particle species [102].
The most common way of discriminating particle species on the different detectors is by using the
nσ variable implicitly used all above and defined as the deviation of the measured signal Sα from that





where α = (ITS, TPC, . . . ).
For a given detector α is then feasible to build the conditional probability Pα(Sα |H1) that a particle
of species Hi will produce a signal Sα on that detector. For a detector with Gaussian response it will be
a Gaussian centered in Sˆ(Hi)α with variance σiα2 while for non-Gaussian response detectors they will
be appropriate parametrization descriptions.
Combining them as the conditional probability of obtaining from a set of detectors a signal ®S =
(SITS, STPC, . . . ) for a given particle species Hi




Bayes’ theorem allows to express the conditional probability of a particle of species Hi given some
measured detectors signals, P(Hi | ®S), as
P(Hi | ®S) = P(
®S |Hi) C(Hi)∑
k=e,µ,pi, ...
P( ®S |Hk) C(Hk)
(3.12)
where C(Hi), an a priori probability of measuring the particle species known as the prior, is a ’best
guess’ of the true particle yield per event and the conditional probability P(Hi | ®S) is known as the
posterior probability.
The prior probabilities is usually extracted using an iterative process. An initial guess on the particles
abundances for the considered system is used as C0(Hi). Bayesian posterior probabilities Pn(Hi | ®S) are
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Figure 3.6: Ionization energy loss (dE/dx) distributions in the TPC for relatively high
transverse momentum particles in pp (left) and Pb–Pb collisions (right) at √sNN =
2.76 TeV. The lines represent a multi-Gaussian fit [83].




Pn(Hi | ®S) (3.13)




Usually, a satisfactory convergence in the value of the priors is obtained after 6–7 iterations [102]. Of
course, the actual process is not only done based on the considered system but also on the concrete
centrality or multiplicity range, under it the type of track selection used and under it on the concrete pT
range so, it is a full set of priors probabilities what is actually finally obtained.
Once the priors are made available for the system under consideration, on a per track analysis basis
within a concrete event, its signals on the different involved detectors are extracted and with them, by
using Eq. 3.12, the probability of being each of the different species considered. Then there three main
criteria that could be followed to assign a species to the concerned track
• Fixed threshold. The track is accepted as of a certain species i if the probability of being of the
species i is greater than some pre-defined value.
• Maximum probability. The track is assigned the species with highest probability.
• Weighted. The track is accepted but with a weight, equal to its Bayesian probability of being of
the different species, applied on its yield.
When considering particle identification, due to the always limited nature of the process, it is needed
to extract and apply a set of corrections which cope with such a limitation. A set of concepts are in
place which basically require the use of Monte Carlo (MC) techniques to generate a, large enough, set
of events of concrete and controlled characteristics and a simulation of the overall and detailed detector
response being the intention of this last the replication of the actual detector measurements had its
input been the events generated by the MC process (see sect. 3.11). The set of event characteristics
produced by the MC process as such is generically denominated generator level characteristics while
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Figure 3.7: Distribution of β as measured by the TOF detector as a function of momen-
tum for particles reaching TOF in Pb–Pb interactions [83].
the set of event characteristics obtained by the detector simulator is generically denominated detector
level characteristics.






with Nidet, igen(p) being the number of particles, within the range of momentum, identified as species i at
the detector level which were actually of the species i at generator level, and Nigen(p) the total number of
particles, within the range of momentum, of species i at generator level.
The contamination of species i, within a certain range of momentum centered at p, due to a different





with Nidet, jgen(p) being the number of particles, within the range of momentum, identified as species i at
the detector level which were actually of the species j at generator level and Nidet(p) the total number of
particles, within the range of momentum, identified as species i at detector level.
The misidentification probability of species i, within a certain range of momentum centered at p, as












For correcting for efficiency and contamination, within a certain range of momentum centered at p,
a factor
wi(p) =
1 −∑j,i ci j
ii(p) (3.19)
is applied as a weight to each particle of species i within the range of momentum. Applying as a


























































Figure 3.8: Separation power of hadron identification in the ITS, TPC, TOF, and
HMPID as a function of pT at midrapidity. The left (right) panel shows the separation of
pions and kaons (kaons and protons), expressed as the distance between the expectation
values divided by the resolution, σ for the pion and the kaon, respectively, averaged over
| |eta| < 0.5. For the TPC, an additional curve is shown in a narrower η region. The
lower panels show the range over which the different ALICE detector systems have a
separation power of more than 2σ [83].
weight means that if the particle has to be counted within an histogram, it has to be counted with
weight w instead of with one, and the momentum of the particle, if it is q, it has to be considered as
wq. Usually instead of correcting based on momentum ranges the pT is used, and when dealing with
inclusive primary particles, the only species considered as contaminating are secondary particles, but
all the concepts described are immediately translated.
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Figure 3.9: Combined pion identification with TOF and with dE/dx in the TPC [83].
3.11 ALICE SW framework
ALICE is quite complex experiment which is continuously being updated. The hardware (HW) updates
usually takes place during the LHC long stop periods but SW updates is a daily task. The only way to
cope with the complexity of the tasks involved and the need of a continuous update is to have a single,
huge, SW framework which is used by all the agents involved in the main tasks of data collection, data
simulation, data reconstruction and data analysis. The ALICE SW framework [103] consists of several
tens of software packages each performing their own function in the framework. In this section the main
components of the ALICE SW framework are described.
3.11.1 ALICE environment on the GRID, AliEn
Apart from the computer resources tightly tied to the data acquisition system directly from the detector
components, the rest of the computer infrastructure utilized by ALICE is deployed as a worldwide grid
of computing and file storage nodes. The task to make this distributed infrastructure transparent to the
users and to the applications is performed by the AliEn middleware package.
There are two main tasks developed by AliEn [104] to maintain a distributed resilient file catalog
and to efficiently allocate the distributed computing power to the different tasks which are required for
execution. Neither the users nor the applications are aware of where the actual required data files are
stored nor in which node of the grid are the actual tasks being executed. AliEn takes care of that. The
user or the applications only specify, via a job description language, the task which has to be executed,
denominated as a job in AliEn terminology, the files which has to take as inputs and the files expected
to get as outputs. The files referred on the overall structure of the file catalog.
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3.11.2 ROOT
ROOT [105] is a C++ based object oriented framework developed by CERN which is the base of all
the SW developed within ALICE. Apart of providing the basic support for objects inheritance and
persistence in the context of the physics of high energies and collider physics, ROOT is a modular
scientific SW toolkit. It is specially designed to deal with big data processing for which, in the context
of ALICE, relies on support from AliEn. It is mainly written in C++ but is also integrated with python
and with R. It provides a full set of tools to handle histogramming, minimization, statistical analysis,
data visualization and storage, multivariate analysis, and data modeling.
3.11.3 AliROOT
AliROOT [106] is the core of the ALICE SW framework. It describes the ALICE detector at the
SW level for being used by the own AliROOT and by the rest of the components of the ALICE SW
framework, including the users own physics analyses. AliROOT is in charge of the whole data collection
and its format as raw data. At this level the raw data can come from two different sources, the actual
data coming from the detector, or simulated data coming from the detector simulation packages as will
be described latter. AliROOT is also in charge of the complete reconstruction of the data as entities
able to be handled by other parts of the framework or the user analyses. These entities were described
in previous sections of this chapter as events, interaction vertex, tracks, particles, decay vertexes, etc.
Quite relevant for the overall quality assurance (QA) of the reconstruction process is the fact that
exactly the same SW is used for reconstructing those entities were the raw data coming from the actual
detector or from the detector simulator.
3.11.4 Geometry and tracking, GEANT
TheGeometry and tracking packageGEANT [107] simulates the passage of elementary particles through
the matter. Originally developed at CERN, its scope has reached areas such as medical and biological
sciences, radio-protection and astronautics. The main application of GEANT within ALICE context
its the transport of particles through an experimental setup for the simulation of detector response. To
carry that, GEANT allows
(1) to describe the experimental setup, the ALICE detector in this context, by a structure of geometrical
volumes each made of its own material. Each material is also described according to its propagation
characteristics and its sensitivity characteristics applicable for volumes which describe sensitive
detectors within the setup
(2) to accept events simulated by Monte Carlo generators
(3) to transport the particles of the accepted events trough the various volumes of the experimental
setup taking into account the volumes boundaries, the nature of the particles, their interaction with
the volume material and the defined present fields
(4) to record the particle trajectories and the response of the defined sensitive detectors
(5) to visualize the detectors and the particle trajectories.
Last two capabilities are usually not used in ALICE context. AliROOT takes care of GEANT
output and its conversion to the same format that the raw data produce by the ALICE detector in actual
collisions data taking. AliROOT also coordinates the output from the selected MC event generator and
GEANT being possible of using a diversity of MC generators described next.
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3.11.5 Monte Carlo generators
A wide set of MC generators are available under the ALICE SW framework. In this section the ones
used in the development of this thesis are be described.
PYTHIA 6.4 Perugia-0
PYTHIA [108] is a general purpose event generator for high energy collisions of elementary particles.
In the context of ALICE is used for generating pp collisions events. At the heart of PYTHIA is the
Lund string fragmentation model [109, 110]. PYTHIA considers a wide range of physics processes.
Hard and sub-processes, resonance decays, final- and initial-state parton showers, multiple parton-
parton interaction and beam remnant with color connections which could conforms components of
the underlying event, hadronization, decays, color rearrangement and Bose-Einstein effects as QCD
interconnection effects.
HIJING 1.36
The heavy-ion jet interaction generator, HIJING, MC event generator [111] is based in a model for
multiple jet production in hadronic interactions. Soft interactions leading to mini-jets are modeled
along the lines of the Lund FRITIOF [112] and dual parton model (DPM) [113]. Interacting hadrons are
considered under the context of multiple string phenomenology where multiple soft gluons exchanges
between the constituent quarks or diquarks in hadrons can lead to longitudinal string-like excitations
of those hadrons. The strings interact before fragmenting into particle showers. The multiple mini-jet
production with initial and final state radiation is carried according to the PYTHIA model [108]. The
extension to pA and A–A collisions is covered by decomposing the collision into binary hadron-hadron
collisions determined by a Glauber geometry description for the given impact parameter.
HIJING implements two relevant features, jet quenching and nuclear shadowing. Jet quenching
are final state interactions of high pT partons which manifest as energy loss when traversing the dense
nuclear matter. The jet quenching implementation is still very schematic. Shadowing describes the
modification of the free nucleon parton density when nucleons are immerse within the nucleus. Nuclear
shadowing reduces the number of minijets actually produced. HIJING does not incorporate final state
interactions among low pT produced particles which means that collective effects on that pT range are
not reproduced.
AMPT
The AMPT generator model [114] is used configured in three ‘flavors’, with hadronic rescattering,
AMPT 1.25, with string melting, AMPT 2.25, and with hadronic rescattering and string melting,
AMPT 2.25. AMPT consists of four main building blocks. The first block, which conforms the initial
conditions, uses HIJING [111] to obtain the spatial and momentum distribution of mini-jet partons and
soft string excitations. The second block implements a Zhang‘s parton cascade (ZPC) model [115] for
parton scattering. The third constituent block performs the hadronization by two different mechanisms
depending of the flavor, by using the Lund string fragmentation model [109] or by using a quark
coalescence model [116] to combine partons into hadrons. The fourth constituent block incorporates an
optional hadronic rescattering cascade based on a relativistic transport (ART) model [117]. In the flavor
without string melting partons are recombined with their parent strings when they stop interacting and
the resulting strings are then converted to hadron using the Lund fragmentation model. In the flavor with
string melting the hadrons produced from the HIJING model are converted to their constituent partons




Data sample and Monte Carlo simulations
4.1 Data sample
4.1.1 Data
Different data samples have been used in the development of this work. For the Pb–Pb analysis, Pb–Pb
collisions data collected during LHC Run1 period in the year 2010 at √sNN = 2.76 TeV, and Pb–Pb
collisions data collected during LHC Run2 period in the year 2018 at √sNN = 5.02 TeV, LHC10h
and LHC18r, respectively, are used. For the p–Pb analysis, p–Pb collisions data collected during LHC
Run1 period in the year 2013 at √sNN = 5.02 TeV, LHC13b and LHC13c, are used. Finally, for the
pp analysis, pp collisions data collected during LHC Run1 period in the year 2010 at √sNN = 7 TeV,
LHC10b and LHC10c, are used.
4.1.2 Simulations
There have been two main uses of the simulated data. As was described in the section 3.10 collected
data usually require certain set of corrections due to the detector limited acceptance or to its potential
non-linear response in the range required for the concrete analysis. As was there explained, correcting
for these detector limitations requires simulating a set of events (generator level) and simulating the
detector response to this events (detector level). For this purpose HIJING generated/reconstructed
events have been used for extracting the corrections to apply to Pb–Pb collisions data. DPMJET
generated/reconstructed events have been used for extracting the corrections to apply to p–Pb collisions
data. Finally PYTHIA generated/reconstructed data have been used for extracting the corrections to
apply to pp collisions data. The simulations are always configured with the same settings and detector
conditions under which the actual data were taken. In all cases the simulation of the detector has
been based on GEANT3. The production incorporated injected signals are ignored by the correlation
analysis.
Following production datasets have been utilized for reconstructed simulated events
• HIJING Pb–Pb 2.76 LHC10h configured: LHC11a10a_bis, detector level
• HIJING Pb–Pb 2.76 LHC10h configured: LHC11a10b_bis, detector level
• DPMJET p–Pb 5.02 LHC13b and LHC13c configured: LHC13b2_efix, detector level
• PYTHIA pp 7 TeV LHC10b configured: LHC14j4b, detector level
• PYTHIA pp 7 TeV LHC10c configured: LHC14j4c, detector level
As both productions, LHC11a10a_bis and LHC11a10b_plus, were obtained with the same SW level
they are merged and considered as a single one from now on. The same applies for LHC14j4b and
LHC14j4c productions.
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4.1.3 Model comparison
Following production dataset have been utilized for theory model comparisons
• HIJING Pb–Pb 2.76 LHC10h configured: LHC11a10a_bis, generator level
• HIJING Pb–Pb 2.76 LHC10h configured: LHC11a10b_bis, generator level
• AMPT Pb–Pb 2.76 TeV generator level, String melting ON, re-scattering ON: LHC13f3c
• AMPT Pb–Pb 2.76 TeV generator level, String melting OFF, re-scattering ON: LHC13f3b
• AMPT Pb–Pb 2.76 TeV generator level, String melting ON, re-scattering OFF: LHC13f3a
4.2 Event selection and track selection
4.2.1 Event selection
Physics selection
Physics selection as describe in section 3.7 is used to select minimum bias (MB) events. Events that
fulfill all conditions from the physics selection are considered in the analysis.
An additional selection based on the z position of the reconstructed collision vertex is applied.
Namely, only MB events with a valid reconstructed interaction vertex whose longitudinal coordinate
lies within |zvtx | < 7 cm of the fiducial IP are considered for the analyses. The quality criteria used to
validate a reconstructed vertex have been
• events whose vertex had not any track contribution are discarded
• events whose vertex have been extracted by means of the SPD detector, but which only have its z
coordinate reconstructed with a resolution larger than 0.25 cm are discarded
• events whose vertex have been extracted bymeans of the SPD detector but which have a dispersion
larger than 0.03 cm are discarded
• events whose distance between the vertex extracted from tracks and the vertex extracted by means
of the SPD detector is larger than 0.2 mm are discarded
Pileup rejection
Pileup events are events which result from a superposition of two or more single events. Pileup events
are detected in base of the different response times the different ALICE detectors have. As was described
in section 3.7 the TPC detector, with its drift time requirement, drives the L2 trigger. The idea then is to
correlate the activity in fast detectors, as V0, with the one in the TPCwhose response time is considerable
longer. The potential pileup affected events are then identified based on the relationship between the
V0 total multiplicity and the total number of reconstructed tracks within the fiducial, 0.15 GeV/c ≤ pT
and |η | < 0.8, acceptance which have reached the outer side of the TPC. Due to the larger read-out time
of the TPC, in scenarios of out-of-bunch pileup, a fraction of events contain TPC tracks from these
out-of-bunch pileup events. This is then reflected in a higher number of TPC tracks of what would be
expected from just the event V0 multiplicity. Fig. 4.1 (left panel) shows V0 total multiplicity versus the
number of tracks within the fiducial acceptance which have reached the outer side of the TPC before (left
panel) and after (right panel) the complete event selection. The plots were produced to show the effect
of the pileup events rejection so practically the whole centrality range, 0–90% has been considered. The
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Figure 4.1: V0 total multiplicity versus the number of tracks within the 0.15 GeV ≤ pT
and |η | < 0.8 acceptance which leave the TPC, before event selection (left, all events are
shown), and after event selection (right for 0–90% central events) in Pb–Pb collisions at√
sNN = 2.76 TeV.
condition is such that events for which
V0M < 3.1 ×NkTPCout − 1, 000 (4.1)
are rejected. V0M refers to the total V0 multiplicity for the considered event while NkTPCout refers to
the number of tracks within the fiducial acceptance which have reached the outer side of the TPC in that
event.
For the Pb–Pb Run2 analysis the identification of events affected by pile up has been refined by
using instead of the number of tracks leaving the TPC, the total number of TPC active clusters on the
event. The effect of the refinement has been a slight decrease in the number of discarded events. The
condition is now such that events for which
V0M < 1.3 × 10−9 ×N2TPC clusters + 1.25 × 10
−2 ×NTPC clusters − 4, 000 (4.2)
are rejected. NTPC clusters refers to the total number of TPC active cluster for the event considered.
Fig. 4.2 shows V0 total multiplicity versus the number of total TPC active clusters before (left panel)
and after (right panel) the complete event selection. The plots were produced to show the effect of the
pileup events rejection so practically the whole centrality range, 0–90% has been considered.
Centrality or charged particle multiplicity selection
The centrality of the collision is determined in Pb–Pb events by using the V0 multiplicity as described
in section 3.9. Nine centrality classes are used for classifying the Pb–Pb events and study the evolution
of the two-particle transverse momentum correlation functions. They are presented in Table 4.1.
In analyzing p–Pb events and specially pp events the centrality concept could be a bit misleading.
For these collision systems multiplicity classes are used instead in a concept totally parallel to that
developed for the centrality in section 3.9. The V0 detector is again used for extracting the event charged
particle multiplicity. For similitude they are presented in Table 4.2.
The number of analyzed events per centrality class are shown in Table 4.3:
4.2.2 Track selection
The tracks used for the analyses presented in this thesis are fully reconstructed by the TPC and complying
with the following criteria
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Figure 4.2: V0 total multiplicity versus the total number of TPC active clusters, before
event selection (left, all events are shown), and after event selection (right for 0–90%











Table 4.1: The nine central-












Table 4.2: The nine multiplic-












Table 4.3: Number of analyzed events per centrality class for the used productions, data
and HIJING
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• No hits in the ITS are required
• The refit stage towards the ITS is not required
• The track should have, at least, 50 active TPC clusters associated
• The track reconstructed quality should verify χ2/NTPC clusters < 4 where NTPC clusters are the
number of TPC active clusters associated to the track
• Tracks which show a kink, indication of a decay where only the charged particle can be detected,
are discarded
To reduce the contamination from secondary particles an upper limit on the track distance of closest










where dxy and dz are the track DCA to the interaction vertex on the transverse plane and on the z axis,
respectively, and with DCAxy = 2.4 cm and DCAz = 3.2 cm the limit values on both, respectively.
Additionally the track is required to lay into the pseudo-rapidity range of the fiducial acceptance,
|η | < 0.8, and in the transverse momentum range 0.2 < pT < 2.0 GeV/s. The transverse momentum
range is motivated by the fact it captures the bulk of the collision produced matter.
Contamination from electrons (mainly from pair conversions) is limited by using the PID framework
as described in the section 3.10. Tracks which are closer to the electron TPC line by more than 3σ and




Methodology for measuring two-particle
transverse momentum correlations
5.1 Introduction
Two-particle transverse momentum differential correlations are not straightforward measuring observ-
ables. The right technique for properly measuring them is based on the use of flatten histograms in
(η1, ϕ1, η2, ϕ2) where ηα and ϕα refer to pseudo-rapidity and azimuthal angle, respectively, of the mo-
mentum of particle α within a pair, for α = 1, 2. All needed magnitudes are collected into these kind of
flattened histograms and the two-particle transverse momentum correlations are also built up in similar
ones. A further reduction step provides the desired two-particle transverse momentum differential cor-
relations in (∆η,∆ϕ) being ∆η and ∆ϕ the relative angular separation in pseudo-rapidity and azimuthal
angle of the two particles.
Without the use of this technique, STAR reported on two-particle transverse momentum differential
correlations, for the first time, inferred from event-wise mean transverse momentum fluctuations [76],
and on its energy dependence [118]. Already using the flatten histograms technique, STAR reported
on the evolution of two-particle transverse momentum differential correlations with centrality [77] and
extracted out of it an estimate for the ratio of the shear viscosity to entropy density η/s. Recently ALICE,
also using the flatten histograms technique, reported on two-particle transverse momentum correlations,
its flow dominance and further evidence support for flow coefficients factorization [119].
In this work the flatten histograms technique will be used to extract the evolution of the two-particle








〈n1,1〉〈n1,2〉 − 〈pT,1〉〈pT,2〉 (5.1)
with collision centrality. ∆η and∆ϕ refer to the two track separation both, longitudinally and azimuthally,
respectively. The indexes, i and j, run over the event multiplicities of track one, n1,1, and track two,
n1,2, respectively. G2 can be extracted for two tracks of the same charge, like sign (LS) correlator, in
which case both multiplicities match, or for two tracks of different charge, unlike sign (US) correlator,
in which case both multiplicities differ. pT stands for the transverse momentum of track one, pT,1, or
two, pT,2. The averages are over the whole event ensemble.
G2 is sensitive to momentum currents and as such provide information on the medium transport
characteristics. The longer the system lives the wider the reach of the effects of such transport character-
istics and the bigger the impact on the G2 correlator. In order to study the evolution of G2 with system
lifetime, the correlator is measured in nine centrality intervals, from most central to most peripheral
collisions, and its shape parametrized for better describing its evolution.
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5.2 Correction procedures
5.2.1 Non-uniform acceptance (NUA) correction
As it is expected from a detector of the dimensions of the ALICE detector, its response along its fiducial
acceptance is not fully uniform. The effects on two-particle correlations of the finite and non-uniform
detector acceptance and of the non-perfect detector efficiency have been studied with great detail as
reported in [66]. The main concern there, and in the actual experiments, is the potential dependence
of the detector acceptance and the detector efficiency on the position of the interaction vertex along the
longitudinal coordinate, zvtx. Differences on the detector response are observed within the zvtx range
used for the analysis( see section 4.2.1). The first suggested approach in [66] for correcting for these
effects is to extract the correlation function in fine ranges of zvtx and then obtain the final correlation
function as a weighted average. This becomes prohibitively expensive in terms of memory and required
volume of available data. As was described in the introduction of this chapter (5.1), the correlation
function is extracted on each centrality range as an expression in (η1, ϕ1, η2, ϕ2) where each of the
magnitudes, (η1, ϕ1, η2, ϕ2) are binned magnitudes. This puts high demands on memory requirements
and compromises the limited available datasets. The weights technique, also suggested in [66], is used
instead.
The rational behind of the weights technique is the flattening of the detector response on small pT
slices for each charged track polarity and on each centrality or multiplicity range. For a concrete pT
range, one small pT slice, it is assumed that the detector response in detecting single tracks, of the
considered charge and within the considered centrality/multiplicity range, should be flat in η, ϕ, and
zvtx. While the variation of dN/dη within |η | < 0.9 is very small for systems like Pb–Pb at LHC
energies [120] and can be neglected, this is not the case for systems like p–Pb [121] (see Eq. (5.4)). The
single track distribution on η, ϕ, and zvtx, for each pT range, track polarity, and centrality range, is then
corrected by the set of weights which produce the flattening of the detector response in such pT range,
track polarity, and centrality range.
The required weights are basically the inverse of the single track distribution and is extracted
according to the following procedure. A pass over data is done filling histograms
N±C (zvtx, η, ϕ, pT) (5.2)
separately, for positive and negative tracks and for each of the centrality or multiplicity ranges C
considered in the analysis, and with η, ϕ and pT the longitudinal and azimuthal coordinates and the
transverse momentum of the tracks, respectively.
The binning for the histograms (5.2) is as follows (Table 5.1). For thewhole 2pi azimuthal acceptance,
ϕ is divided in 72 bins. For the |η | < 0.8 pseudo rapidity acceptance, η bins have a width of 0.1 resulting
in 16 bins. For few systematic analysis, the number of η bins varies accordingly keeping the bin
width unchanged. For the transverse momentum acceptance, a width of 0.1 GeV/c is used so, for the
whole analysis, done with a 0.2 < pT < 2.0 GeV/c acceptance, 18 bins are used. Finally the range,
[−7.0, 7.0] cm, of the interaction vertex longitudinal coordinate, zvtx, is divided in 28 bins each 0.5 cm
wide.
The set of weights is extracted by flattening the detector response on a per pT bin basis




(zvtx, η, ϕ, pT) (5.3)
where N±C (zvtx, η, ϕ, pT) given in (5.2) has been corrected for the zvtx coordinate distribution (see
below), and 〈N±C(pT)〉 the average transverse momentum yield for the considered pT bin. In the
subsequent correlation data collection passes, each track is then weighted with the value given by
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variable # bins bin width range
zvtx 28 0.5 cm [−7.0, 7.0] cm
pT 18 0.1 GeV/c [0.2, 2.0] GeV/c
η 16 0.1 [−0.8, 0.8]
ϕ 72 pi/36 rad [0.0, 2pi]
Table 5.1: Description of the bins structure for variables used in the two-particle
transverse momentum correlation analyses.
Eq. (5.3) corresponding to its charge, η, ϕ and pT magnitudes and the zvtx coordinate and centrality class
of the event the track belongs to.
The obtained weight coefficients will recover a flat detector response on a per pT bin basis. The
validity of this procedure requires that the (5.2) histograms were produced from a per pT bin flat profile
source. In this way the non-regularities in the single track distribution should be only produced due
to the non uniform acceptance of the detector. This condition requires the previous flattening of (5.2)
histograms according to the, zvtx coordinate distribution. This aspect is further illustrated in Fig. 5.1
where the effect on the single track yield on an exterior and a central zvtx bins can be compared before
and after the flattening according to the zvtx vertex coordinate distribution shown in Fig. 5.2.
An additional similar need was unveiled when extracting the NUA correction for simulated Pb–Pb
MC data. MC tracks are not generated with a flat profile. In fact, the track generation profile is
independent of the zvtx coordinate but, for each pT bin, it has a dependence on η which is far from flat
and that changes when moving from one pT bin to the next (see Fig. 5.3, left panel). In order to use the
above procedure to extract NUA correction weights for MC reconstructed data, (5.2) histograms need
to be previously flattened for track generation distribution. Fig. 5.3 illustrates this last point for HIJING
events. The apparent connection of the different pT bins is an artifact of the plotting machinery, they are
handled in a completely independent manner and, in the plots, they are completely independent of each
other. What the plots represent on a per pT bin basis is the relative single track yield in pseudo-rapidity.
For Pb–Pb collisions data, the validity of using the weights extracted through expression (5.3) from
(5.2) histograms flattened for the zvtx distribution (Fig. 5.2), which implies that pT spectra and 〈pT〉
are independent of zvtx, η as well as ϕ, is likely acceptable at the LHC in the context of the narrow η
acceptance of the ALICE detector [66, 120]. On the other hand the weight extraction method needed to
be further developed to be applicable for asymmetric systems like p–Pb. For these cases a variant of the
procedure for extracting the weights has been proposed in this work. After extracting (5.2) histograms
and flattening them for the zvtx distribution (Fig. 5.2), the expression for extracting the weights proposed
here is




(zvtx, η, ϕ, pT) , (5.4)
with the same meaning than in (5.3), and which implicitly only assumes that pT spectra and 〈pT〉 are
independent of zvtx as well as ϕ, which is closest to the actual situation in asymmetric systems and
applicable also to large η acceptance detector scenarios.
5.2.2 Non uniform efficiency (NUE) correction
As was mentioned in the previous section, NUA is corrected on a per pT bin independent basis. In order
to consider the fact that the detector response is not flat in pT and to extract the pT dependent efficiency of
the detector, a procedure similar to the one described in section 3.10 is followed. For Pb–Pb collisions,
reconstructed and generated data from a HIJING data sample are used to produce (5.2) histograms
for both reconstructed and generated data. For the reconstructed data, weights are extracted following
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Figure 5.1: Single positive tracks density for most central HIJING events laying in
an external zvtx bin (left column) and in a central one (right column) before (top row)
and after (bottom row) flattening, and normalizing, according to the zvtx coordinate
distribution (Fig. 5.2). NOTE: the x axis is in η × ϕ bins, each 72 consecutive bins (ϕ
bins) add up one η bin; y axis is in pT bins each 0.1 GeV/c width.
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Figure 5.2: Distribution of the zvtx coordinate for most central, 0-5%, HIJING events.
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Figure 5.3: Relative single positive tracks yield on a per pT bin basis for most central
HIJING events as generated (left), reconstructed after applying NUA correction (central)
built without considering the generation profile (the one on the left) and reconstructed
after applying NUA correction (right) built considering the generation profile 5.1 (the
one on the left). The relative yields are built on a per pT bin basis so, on each pT the
relative yield in pseudo-rapidity is represented. The apparent relation between pT bins
is not representative of the true yield within such bins. NOTE: the y axis is in η × ϕ
bins, each 72 consecutive bins (ϕ bins) constitute an η bin. The total acceptance used
for these plots was the nominal for this analysis.
Figure 5.4: Single positive tracks efficiency for most central HIJING events when
reconstructed after applying NUA correction built considering the generation profile
(left) and when reconstructed after applying NUA correction built without considering
the generation profile (right, see Fig. 5.3 left).
procedure described in the previous section Eq. (5.3). Then a subsequent pass over reconstructed MC
data is carried out filling again (5.2) histograms but with the weighted yield per incorporated track.
The efficiency is then obtained as the ratio
ε±C (zvtx, η, ϕ, pT) =
ω±C (zvtx, η, ϕ, pT) × N±Crec (zvtx, η, ϕ, pT)
N±
Cgen (zvtx, η, ϕ, pT)
(5.5)
with N±Crec the (5.2) histograms for reconstructed tracks, ω
±
C the weights for the reconstructed tracks,
and N±Cgen the (5.2) histograms for the generated tracks. The product ω
±
C × N±Crec represents the
(5.2) histograms filled with NUA corrected reconstructed tracks. It has been checked out that, after
applying correctly built weights, the efficiency can be safely considered as flat on the azimuthal and zvtx
dimensions and, according to that, the ratio in Eq. (5.5) is only considered dependent on η and on pT,
ε±C (η, pT), as can be seen in Fig. 5.4 (left panel). Fig. 5.4 (right panel) shows the single positive track
efficiency for the case of not properly built weights. By comparing left and right panels it is clearly seen
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Figure 5.5: Longitudinal, ∆η, projections of the correlation function from reconstructed
(Reco) tracks, after applying NUA and NUE corrections, and from generated (Gen)
tracks for most central events, 0–5%,(left) and for semi-central events, 20–30%,(right),
for Pb–Pb collisions at √sNN = 2.76 TeV using HIJING as event generator.
that the efficiency is left completely untied to the profile with which particles are generated.
The actual NUE correction is obtained as the inverse of the values obtained in Eq. (5.5) and is




C (zvtx, η, ϕ, pT) =




where the NUA correction, ω±C , is according to the centrality and the zvtx coordinate of the considered
event, and the charge, pT, η and ϕ of the involved track, and the efficiency ε±C , according to the centrality
of the considered event, and the charge, pT and η of the involved track.
5.2.3 Pair efficiency correction and MC closure test
When NUA and NUE corrections, extracted according to the previous sections, are applied to the
simulated HIJING data sample at the reconstructed level, the projection of the correlation function for
reconstructed tracks along the ∆η dimension for the most central events, was lower by about 9% with
respect to the one obtained from the generated tracks (Fig. 5.5). There were different approaches in
trying to understand why this happened. The decisive one was to apply the single efficiency profile to
the generated tracks in order to simulate the effect of the detector efficiency on the generated sample.
What was obtained was an effect which was fully corrected by the NUE correction giving the confidence
that the NUE procedure was correct. As the only effect not present then was the detector response to
track pairs, the focus was addressed in that direction.
The effect of the pair detection efficiency manifests itself as single tracks which are split giving
place to ghost pairs of similar tracks and also tracks which, similar in momentum and angle, cross and
share clusters and get merged in a single track and the pair is lost. In principle this may seem a bit
contradictory when observing Fig. 5.5. What would be expected would be to observe only effects at
small relative angles. However, there is a set of ingredients that allow explaining the behavior shown in
Fig. 5.5 in terms of the pair detection efficiency. On the one hand, as Eq. (5.1) shows, G2 is constituted
by the difference of two terms that turn out to be of about the same order, their difference being, and
therefore G2, two or three orders of magnitude inferior to any of them. On the other hand, as also
Eq. (5.1) shows, only the first term of G2 is sensitive to pair detection effects. Finally, when a pair of
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tracks is lost, because one of them is masked by the other, or when a ghost pair appears, due to the split
of one of the tracks, not only the combination at small angular separation is lost, or won, but the whole
set of combinations with the rest of the tracks is as well lost, or won, and this appears as a contribution
distributed throughout the whole available angular separation. This is expected to be a small effect but
the fact that it only affects G2 first term makes it relevant as Fig. 5.5 shows.
The usual method to cope with pair detection efficiency is to discard pairs based on the distance
of closest approach of the two tracks within the detector fiducial volume (see for instance the method
developed by the HBT group [122]). The method removes pairs which are potentially affected by
the detector pair efficiency. In two particle correlation analysis it is usual to utilize the mixed events
technique to correct for geometric acceptance and efficiency. This technique relies on the ratio of
same magnitudes extracted from tracks from a single event as the numerator component and the ones
extracted from tracks corresponding to a different number of events, the number of events to mix, as the
denominator component. The fact that the pair inefficiency correction method is applied while building
both, same event and mixed events, quantities, makes the effect of the method to cancel, explicitly
correcting for detector pair inefficiencies. For the current work the mixed event technique is not used
so, it cannot rely on similar methods to correct for pair detection efficiency.
In order to extract an estimation of the detector pair efficiency a process similar to the single
efficiency extraction is carried out. Once the NUA and NUE efficiency corrections have been extracted,
a pass on reconstructed data from the simulated data sample is carried out correcting each track for
NUA and NUE and afterwards filling the histograms
Ncc2 C (∆η,∆ϕ, pT1, pT2) (5.7)
for each charged tracks pair combination, where cc = ++,+−,−+,−−, and pT1 and pT2, are the
transverse momentum of each track on the pair, and are binned as explained above. ∆ϕ = ϕ1 − ϕ2 is
binned with the same number of bins as ϕ, while ∆η = η1 − η2 is trivially binned in twice the number
of bins of η minus one.
The same (5.7) histograms are filled but with the generated data from the simulated data sample.
The pair efficiency is then obtained as the ratio









Ncc2 C rec (∆η,∆ϕ, pT1, pT2)
Ncc2 C gen (∆η,∆ϕ, pT1, pT2)
(5.8)









, according to each of their components. The actual pair efficiency correction
is calculated as the inverse of the values obtained in Eq. (5.8) and is only applied when collecting pair
magnitudes as a track pair weight
ωccp C =
1
εcc2 C (∆η,∆ϕ, pT1, pT2)
(5.9)
according to the centrality of the event, C, the pair charge combination, cc, the pT of the first track,
the pT of the second track, and the angular separation, ∆η and ∆ϕ, of the pair. In the case of the
two particle transverse momentum correlation G2 given by Eq. (5.1) the pair efficiency correction only
appears multiplying the terms of the summation on the numerator of the first term.
The effect on the HIJING data sample when the pair efficiency correction is extracted and applied
as described above is as shown in Fig. 5.6. As it can be observed in the ratio plots, a perfect MC closure
test is obtained for all centralities validating therefore the analysis technique and correction procedures
applied.
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Figure 5.6: Longitudinal, ∆η, projections of the correlation function from reconstructed
(Reco) tracks, after applying NUA, NUE and pair efficiency corrections, compared to the
correlation function calculated using generated (Gen) tracks, for ++ track pairs (top), +−
track pairs (middle) and −− track pairs (bottom), for central 0–5% (left), semi-central
20–30% (center) and peripheral 60–70% (right) Pb–Pb collisions at √sNN = 2.76 TeV
using HIJING as event generator.
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5.2.4 Centrality bin width correction
Magnitudes involved in the extraction of G2 given by Eq. (5.1) evolve in a different way along centrality
bins. While one of the magnitudes can reach its average in the middle of a concrete centrality bin other
might do it in its first or third quarter. At the end this means that the final extracted value of G2 from
Eq. (5.1) depends on the chosen centrality bin width.
The actual dependence of two-particle number and transverse momentum differential correlation
functions on the collision centrality bin width was studied in great detail in [123]. A correction technique
was there developed based on the hypothesis of a smooth behavior with collision centrality of the single-
and pair- probability densities. The proper behavior of the correction technique was there shown on
Pb–Pb simulations based on the HIJING and UrQMDmodels. The correction method developed for G2
is briefly summarized. For details, the source [123] stands on.
The single- and two-particle conditional densities for a given multiplicity m are defined as












which typically are used integrated over the pT range, applicable for the concrete analyses, as
ρ1(η, ϕ|m) =
∫
ρ1(η, ϕ, pT |m)dpT, (5.12)
ρ2(η1, ϕ1, η2, ϕ2 |m) =
∫
ρ2(η1, ϕ1, pT,1, η2, ϕ2, pT,2 |m)dpT,1dpT,2, (5.13)
and which can be written in terms of single- and two-particle probability densities, P1(η, ϕ|m) and
P2(η1, ϕ1, η2, ϕ2 |m), according to
ρ1(η, ϕ|m) = 〈n〉mP1(η, ϕ|m), (5.14)
ρ2(η1, ϕ1, η2, ϕ2 |m) = 〈n(n − 1)〉mP2(η1, ϕ1, η2, ϕ2 |m), (5.15)
where, by definition, P1 and P2 respectively satisfy∫
dϕdηP1(η, ϕ|m) = 1, (5.16)∫
dϕ1dη1dϕ2dη2P2(η1, ϕ1, η2, ϕ2 |m) = 1, (5.17)
as probability densities. The quantities 〈n〉m and 〈n(n − 1)〉m are the mean number of particles and
the mean number of pairs of particles in the acceptance of the measurement at a given reference
multiplicity m; P1(η, ϕ|m) is the probability of finding a particle at η, ϕ when the multiplicity is m,
and P2(η1, ϕ1, η2, ϕ2 |m) is the joint probability of measuring particles at η1, ϕ1 and η2, ϕ2 when the
multiplicity is m. In general, it is expected that 〈n〉m and 〈n(n − 1)〉m will scale approximately linearly
and quadratically, respectively, with m.
Measures of ρ1 and ρ2 cannot usually be done in arbitrary small multiplicity bins due to limitations
associated with finite size datasets, CPU time, or storage considerations. In practice, densities are
evaluated within finite width bins of multiplicity [mmin,k ,mmax,k] (where k = 1, . . . ,K , represents one of
K “centrality" bins used in the analysis) as weighted average of the densities across the bins according























and q(m) representing the probability of events with multiplicity m in the reference acceptance.
At fixed reference multiplicity, m, the differential two-particle transverse momentum correlator G2
can be written as [74]




dpT,2 pT,1 pT,2 ρ2(η1, ϕ1, pT,1, η2, ϕ2, pT,2 |m)
ρ1(η1, ϕ1 |m) ρ1(η2, ϕ2 |m)




dpTpT ρ1(η, ϕ, pT |m)
ρ1(η, ϕ|m) (5.22)




pT dpT ρ1(η, ϕ, pT |m),
= 〈n〉mPpT1 (η, ϕ|m), (5.23)




pT,2dpT,2 ρ2(η1, ϕ1, pT,1, η2, ϕ2, pT,2 |m),




1 (η, ϕ|m) =
∫
pT dpTP1(η, ϕ, pT |m), (5.25)
P
pTpT




pT,2 dpT,2P2(η1, ϕ1, pT,1, η2, ϕ2, pT,2 |m), (5.26)
and 〈n〉m and 〈n(n− 1)〉m, as above defined, the mean number of particles and the mean number of pairs
of particles, respectively, at multiplicity m, Eq. (5.21) is written as
G2(η1, ϕ1, η2, ϕ2 |m) = S2(η1, ϕ1, η2, ϕ2 |m)










2 (η1, ϕ1, η2, ϕ2 |m)
P1(η1, ϕ1 |m)P1(η2, ϕ2 |m) −
P
pT




1 (η2, ϕ2 |m)
P1(η2, ϕ2 |m) .
(5.27)
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If the ratios PpT1 /P1 and PpTpT2 /P1P1 have a modest dependence on the reference multiplicity
(within a bin k), then it is legitimate to replace them by averages to obtain
G2(η1, ϕ1, η2, ϕ2 |m) = 〈n(n − 1)〉m〈n〉2m
P¯
pTpT(k)
2 (η1, ϕ1, η2, ϕ2)
P¯
(k)














The centrality-bin averaged correlator G¯(k)2 (η1, ϕ1, η2, ϕ2) may then be written as
G¯(k)2 (η1, ϕ1, η2, ϕ2) = β
P¯
pTpT(k)
2 (η1, ϕ1, η2, ϕ2)
P¯
(k)




















q(m) 〈n(n − 1)〉m〈n〉2m
. (5.30)
However, if it is not possible to carry out the analysis in fine (unit) bins of m, the numerators and
denominators of G2 must be separately averaged over the range [mmin,k ,mmax,k]. With the same
assumption on the behavior of the ratios PpT1 /P1 and PpTpT2 /P1P1, it is obtained
G(Bin,k)2 (η1, ϕ1, η2, ϕ2) = α
P¯
pTpT(k)
2 (η1, ϕ1, η2, ϕ2)
P¯
(k)

























Identifying 〈pT(η, ϕ)〉(Bin,k) = P¯pT(k)1 (η, ϕ)/P¯(k)1 (η, ϕ), the desired correlator G¯(k)2 (η1, ϕ1, η2, ϕ2)may
be determined as
G¯(k)2 (η1, ϕ1, η2, ϕ2)
= βα−1
(
G(Bin,k)2 (η1, ϕ1, η2, ϕ2) + 〈pT(η1, ϕ1)〉(Bin,k)〈pT(η2, ϕ2)〉(Bin,k)
)
− 〈pT(η1, ϕ1)〉(Bin,k)〈pT(η2, ϕ2)〉(Bin,k)




〈pT(η1, ϕ1)〉(Bin,k)〈pT(η2, ϕ2)〉(Bin,k). (5.33)
Then the factor βα−1, which operates only over the first term of the G2 correlator, is the correction









with C the event centrality or multiplicity, and cc the pair charge combination.
From a procedural perspective the single track density, ρ1, and the two-track density, ρ2, are extracted
in 1% centrality or multiplicity bins and the correction is then extracted as a factor which, as was said,
affects only to the first term of the two-particle transverse momentum correlation G2.
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5.3 Correlator extraction procedure
As was described in the introduction to this chapter (section 5.1), the goal of the analysis work is to









with the centrality of the collision. As was also suggested there, all magnitudes are collected on a per
(η1, ϕ1, η2, ϕ2) bin basis and what is actually computed is







〈n1,1〉〈n1,2〉 − 〈pT,1〉〈pT,2〉, (5.35)
which in a further reduction step, is transformed, from a space on (η1, ϕ1, η2, ϕ2), to one on (∆η,∆ϕ),
and obtained in its final differential way (5.1). The transformation is based on the idea that magnitudes
are approximately invariant along the sum axes η1 + η2 and ϕ1 + ϕ2 so their averaging on the difference
axes ∆η = η1 − η2 and ∆ϕ = ϕ1 − ϕ2 is a lossless projection [124].
































where ωp denotes the pair efficiency correction, dependent on ∆η, ∆ϕ, pT,1 and pT,2, and ωs denotes
the combined NUA and NUE corrections, dependent both on pT and η, and the first one, additionally,
on ϕ and zvtx, which for simplicity has been replaced by z.











where α enumerates the first and the second track in the pair and the component pT,iηα ,ϕα expresses the
fact that tracks whose η and ϕ match ηα and ϕα are the ones whose pT contributes to the calculation for
that concrete (ηα, ϕα) bin, and


























run over the event track multiplicity.
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To carry all this out, histograms, with the described binning (Table 5.1), are used to accumulate the
following quantities
Hn1,1 ωs1 track one counts (in η1, ϕ1)
Hn1,2 ωs2 track two counts (in η2, ϕ2)
HpT1 ωs1 × pT1 track one pT (in η1, ϕ1)
HpT2 ωs2 × pT2 track two pT (in η2, ϕ2)
HpT1×pT2 ωp ×ωs1 × pT1 ×ωs2 × pT2 pair pT product (in η1, ϕ1, η2, ϕ2)
Hn1,1 and Hn1,2 are the usual single track distributions in η, ϕ. The histograms are actually filled on a
per track basis, instead of with one, with the corresponding weight ωs1 or ωs2 according to Eq. (5.6).
When collecting data for the LS analysis both histograms contain the same information, but that is not
the case when collecting data for the US analysis.
HpT1 and HpT2 accumulate track transverse momentum in η, ϕ. The histograms are actually filled
on a per track basis, instead with just the pT of the track, with its product by the corresponding weight
ωs1 or ωs2 according to Eq. (5.6). Here again, when collecting data for the LS analysis both histograms
contain the same information but different in the case of the US analysis.
HpT1×pT2 is filled on a per pair basis at the end of each processed event, when the whole set of pairs
can be produced. Apart from incorporating the product of the single weights corresponding to each of
the component tracks according to Eq. (5.6), it also includes the product by the pair efficiency correction
ωp according to Eq. (5.9), as was described in section 5.2.3.
The numerator of the first term of the two particle transverse momentum correlation is obtained
by just dividing HpT1×pT2 by the number of events and, of course, it is obtained in η1, ϕ1, η2, ϕ2.
Both components of the denominator are also obtained by dividing Hn1,1 and Hn1,2 by the number of
events. The whole denominator in η1, ϕ1, η2, ϕ2 is subsequently obtained as the external product of both
downscaled histograms.
At this point, as explained in section 5.2.4, a factor is applied to the first term of the two-particle
transverse momentum correlation to correct for centrality bin width impact according to [123]. The first










with ωbw the centrality or multiplicity bin width effect correction according to Eq. (5.34).
Each of the components of the second term of the two particle transverse momentum correlation is
obtained as the quotient of HpT and Hn1 . The whole second term in η1, ϕ1, η2, ϕ2 is again obtained as
the external product of both components.
Once the two particle transverse momentum correlation is obtained in η1, ϕ1, η2, ϕ2 a reduction step
is carried out for obtaining it in ∆η and ∆ϕ. Due to the circular nature of the azimuthal angle no special
care needs to be taken for reducing in the ϕ coordinates. But due to the limits in the longitudinal
acceptance the proper scaling according to the different contributions is considered.
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Once the two-dimensional correlations functions have been extracted, the next step is to model them for
extracting their main components and characteristics.
5.4 Parametrizing the two particle transverse momentum correlation
5.4.1 Fit model
The aim of the analysis described in this PhD thesis is to extract the evolution with collision centrality of
the two particle transverse momentum correlation near side widths along the azimuthal and longitudinal
dimensions beyond of the underlying collective behavior. The two-dimensional correlation function is
therefore parametrized by a combination of different fit functions
• a base plane
• a Fourier expansion which will model the collective behavior
• a potential ∆η dependence of the Fourier expansion coefficients





an × cos (n · ∆ϕ) (5.44)
+
(
a2lin × |∆η | + a2sq × (∆η)2
)
× cos(2 · ∆ϕ) (5.45)
+
(
a3lin × |∆η | + a3sq × (∆η)2)
)











) e− ∆ηω∆η γ∆η− ∆ϕω∆ϕ γ∆ϕ . (5.47)
The base plane B and the Fourier expansion up to sixth order is represented by the expression (5.44)
where an represents its n order harmonic coefficient. The expressions (5.45) and (5.46) model the
linear and quadratic dependence on pseudorapidity of the second and third order Fourier coefficients,
respectively, where a2lin (a3lin) and a2sq (a3sq) represent the linear and quadratic dependence of the second
(third) harmonic coefficient, respectively. The expression(5.47) contains an amplitude, A, and the two-
dimensional generalized Gaussian where γ and ω parametrize the generalized Gaussian shape on each
dimension, ∆η and ∆ϕ. The generalized Gaussian behaves as a Gaussian when γ is two, and, when it is
one, it behaves as a Laplace distribution.
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The pseudorapidity dependence of the Fourier expansion coefficients has not been confirmed so
far and the use of harmonic coefficients above fourth order has not provided improved χ2 of the fit.
Therefore, the fit model used is given by
F (∆η,∆ϕ) = B +
4∑
n=2
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 ∆ϕω∆ϕ γ∆ϕ . (5.48)
The longitudinal (azimuthal) width of the two particle transversemomentum correlation is calculated







For Pb–Pb collisions the GCI2 correlation function presents a depletion around (∆η,∆ϕ) = (0, 0) which,
clearly, cannot be modeled by Eq. (5.48). A set of bins are therefore excluded from the fit in both
dimensions, ∆η and ∆ϕ, in the neighborhood of (0, 0). From the most central up to semi-peripheral
collisions the number of excluded bins around (0, 0) is three while for peripheral collisions the exclusion
of one bin is sufficient.
5.4.3 Fit procedure
The parametrization of the two-dimensional two-particle transverse momentum correlation with
Eq. (5.48) is done in steps
1. a first approximation of the base plane B and the Fourier expansion parameters an, i.e. the
collective behavior, is obtained from a fit to long range pseudo-rapidity correlations as follows
(a) fixing the parameters γ andω, for both∆η and∆ϕ, to valueswhose impact do not appreciably
reach the |∆η | > 1.0 slice
(b) fixing the scale parameter A to the difference between the value of the correlation function
on the border of the exclusion area and its mean value for the |∆η | > 1.0 slice
(c) assigning as start value for B parameter the average of the correlation function over the
near side azimuthal range |∆ϕ| < 0.9 pi2 , and over the long range pseudo-rapidity interval
∆η > 1.0, and allowing it to vary only over positive values
(d) assigning a small positive value (0.01) to the an parameters and allowing them to vary only
over positive values
(e) fitting the model to the two-dimensional correlation function over the near side azimuthal
range |∆ϕ| < 0.9 pi2 , and over the long range pseudo-rapidity interval ∆η > 1.0, that results
on a first estimation of the collective behavior
2. a first estimation of the near side peak is obtained as follows
(a) B and an are fixed to the values obtained in step one
(b) the parameters A, and γ and ω, for both ∆η and ∆ϕ, are allowed to vary within a broad range
which allows the stability of the fit without limiting the parameters as such (it was checked
that the final values are never close to this stability limits)
(c) fitting the model to the two-dimensional correlation function over the near side azimuthal
range |∆ϕ| < 0.9 pi2 , and over the whole relative pseudo-rapidity range |∆η | < 1.6
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3. next a fine tune of the fit model parameters is obtained as follows
(a) the obtained values for the parameters B and an, which were not allowed to vary in step two
are now allowed to vary within a ±20% of their values
(b) the values obtained for the parameters A, and γ and ω, for both ∆η and ∆ϕ, are allowed to
vary within ±20% of their values
(c) fitting the model to the two-dimensional correlation function over the near side azimuthal
range |∆ϕ| < 0.9 pi2 , and over the whole relative pseudo-rapidity range |∆η | < 1.6
4. the final step removes all parameter limits and is carried as follows
(a) all model parameters limits are removed, only the fit stability ones (given in step two b) are
left
(b) fitting the model to the two-dimensional correlation function over the near side azimuthal
range |∆ϕ| < 0.9 pi2 , and over the whole relativity pseudo-rapidity range |∆η | < 1.6
Once the fit has been completed the value of the width along ∆η and ∆ϕ are calculated from the resulting
γ and ω parameters using Eq. (5.49)
5.5 Calculation of uncertainties
5.5.1 Statistical uncertainties
The complexity of the expression to evaluate, (5.35), and the correlated nature of the involvedmagnitudes
make not viable to track the statistical uncertainties. In order to have an estimate, the sub-sample
method [125] has been used. The whole set of collected data (in the order of 6000 data files depending
of the collision system) has been randomly distributed in ten sub-sets. The bi-dimensional correlation
function G2(∆η,∆ϕ) is then fully built for each track combination in each of the ten sub-sets and for
each centrality range. The final value of the correlation function G2(∆η,∆ϕ) for each track combination
and on each centrality range is then extracted as the mean of the ten sub-samples values and its statistical
uncertainty as the standard error of that mean. In order to test that ten sub-samples was enough, the




For estimating the systematic uncertainties induced by detector effects, limitations, or bias induced by
the criteria used for selecting tracks or events, the same analysis is fully carried out varying few of the
conditions described in sections 4.2.1 and 4.2.2. Each full analysis, in which one of the conditions
has been changed, is addressed as a systematic test while the original, with the criteria as described
in sections 4.2.1 and 4.2.2, is addressed as the default analysis. The difference in the results obtained
from the systematic test and the default analysis is the potential contribution of the systematic test to the
systematic uncertainty of the default analysis. The significance of the contribution is estimated using
the criteria [126]
|xdefault − xtest |√
|σ2default − σ2test |
> 1 (5.50)
where xdefault and xtest are the result values for the default analysis and for the systematic test, respectively,
and σdefault and σtest their respective statistical uncertainties. As it will be seen, x apply to any of the
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obtained results. For example, when extracting the systematic uncertainties of the two-dimensional
two-particle correlation function, x will be the value of the correlation function for each concrete
(∆η,∆ϕ). For the longitudinal projection of the two-particle correlation function x will be its value for
each concrete (∆η).
Magnetic field polarity
The whole Pb–Pb data sample at √sNN = 2, 76GeV was taken, half of them with one magnetic field
polarity, and half of them with the opposite one. This allowed to split the data sample into two sub-sets
and to assess the impact of distortions of the own magnetic field, of the TPC electric field, and their
impact on the efficiency.
The default analysis has been performed over the whole dataset without any consideration about
the polarity of the magnetic field. Then two systematic tests have been analyzed. On the sub-set
with positive magnetic field polarity in the L3 solenoid (section 3.2) and positive magnetic field in the
muon spectrometer dipole (section 3.4). And on the sub-set with negative magnetic field polarity in the
solenoid and negative magnetic field on muon spectrometer dipole.
For p–Pb and pp collisions the datasets used were produced with single magnetic field polarity so,
these systematic tests have not been applied to extract the systematic uncertainties of the results of those
analysis.
zvtx range
To assess the effects of the proximity to the borders of the fiducial acceptance the range in which events
are accepted according to the longitudinal position of the interaction vertex has been changed. As
described in section 4.2.1, the zvtx range for the default analysis is ±7cm of the nominal IP. A systematic
test is performed by using as alternative range |zvtx | < 3 cm of the nominal IP.
Centrality estimation
In Pb–Pb collisions at both energies the event centrality is estimated by using the total V0 detector
measured multiplicity as described in section 3.9. To assess the effects that this choice has on the
correlation function, an alternative detector is used for the centrality estimation. The default analysis
select events on centrality ranges based on the information provided by the V0 detector. A systematic
test is performed by instead using the event multiplicity as measured in the second inner layer of the
ITS, the central layer one (CL1), for estimating the centrality of the events.
For p–Pb and pp collisions the use of CL1 to estimate the event centrality is known to bias that
estimation and for those collision systems this systematic test has not been carried on.
Track selection
To assess the potential bias introduced by the criteria used to select tracks within each event as well as
to obtain an estimation of the effect of secondary tracks on the correlation function a different criteria
for selecting tracks is applied. The default analysis has been performed selecting tracks according with
the criteria described in section 4.2.2.
A systematic test is performed by using as alternative track selection criteria denominated
• tracks must have a successful refit towards the ITS
• any of the two exclusive (complementary) ITS hits requirements
– a hit in any of the two internal layers of the ITS (the SPD)
– no hit in the SPD but a hit in the third inner layer of the ITS (first layer of the SDD)
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• a minimum of 70 active TPC clusters
• track distance of closest approach to the interaction vertex according to
dz < DCAz (5.51)
dxy < DCAxy (5.52)
where dz and dxy are the track DCA to the interaction vertex on the z axis and on the transverse
plane, respectively, DCAz = 2 cm the threshold on the z axis, and DCAxy a pT dependent
threshold on the transverse plane according to




which select tracks denominated as “Global”.
Pair efficiency
As was described in section 5.2.3 the two track detector efficiency affects the correlation function mostly
in its amplitude but not in its shape. There, a procedure for extracting a pair efficiency correction was
described. The procedure obviously rely on having a proper simulation of the detector effects when
two tracks have to be reconstructed. The process of extracting the pair efficiency correction showed
almost a perfect MC closure test while when the extracted correction was applied to actual data it ended
up introducing too much noise in the correlation function, specially for peripheral events. The main
reason for this noise is the difference on the number of peripheral events available for the actual data
analysis and for the simulated MC analysis. The pair efficiency correction was biased for correcting the
simulated event densities.
A softer extraction of the pair efficiency correction was then introduced which, while showing still
quite a good MC closure tests, did not introduced excessive noise in the correlation function. At the
end, when the width of the correlation function was extracted, the values obtained from results without
having applied the pair efficiency correction and the ones obtained from results having applied the pair
efficiency correction match within statistical uncertainties for most of the centrality classes and the
difference is relatively small for the rest.
The default analysis is carried out without correcting for detector pair efficiency. A systematic test
is performed by introducing a further step which corrects for detector pair efficiency as described in
section 5.2.3.
Fit exclusion zone
The dependence of the GCI2 extracted widths with the size of the excluded region was assessed varying
the size of the exclusion region. For Pb–Pb systems, the fit was performed after increasing by one bin
each of the four directions of the excluded zone. The area was not decreased because the depletion
around (0, 0) cannot be modeled by the expression (5.48).
For the∆ϕ dimension the impact on theGCI2 widthwas found negligible for semi-central to peripheral
events, shrinking by a 2% in the case of the most central events. However, the impact on the GCI2 width
on the ∆η dimension is significant for central and semi-central events. For semi-central events the
width enlarges from 1.5% in the 30–40% centrality range up to 9% in the 5–10% centrality range while
expanding up to 20% for the most central collisions. For the azimuthal dimension the effect has been
considered within systematic uncertainties. For the longitudinal dimension the effect have been included
as an asymmetric systematic contribution on the upper side of the width values.
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σ∆η σ∆ϕ
CI (%) CD (%) US (%) LS (%) CI (%) CD (%) US (%) LS (%)
Reduced vertex 2.1 0.7 1.5 2.0 0.5 0.5 0.4 1.0
Mag. field −− 2.2 0.7 1.4 2.2 0.6 1.0 0.5 1.3
Global tracks 1.8 3.2 4.7 5.1 2.0 2.6 2.4 7.8
Mag. field ++ 1.3 0.9 1.4 1.7 0.4 1.1 0.4 0.6
Centrality 1.6 0.4 1.3 1.6 0.4 0.5 0.3 0.8
Pair efficiency 0.5 0.4 0.7 0.4 0.1 0.3 0.1 0.2
Table 5.2: Width systematic uncertainty contribution for each of the systematic tests for
Pb–Pb collisions at √sNN = 2.76 TeV.
5.5.3 Summary of systematic uncertainties on the projections of the correlation function
On the different systematic tests, the two-particle transverse momentum correlation projections along
∆η and ∆ϕ show an uncertainty on the overall origin for the amplitude measure (correlated along all
bins) and an uncorrelated bin-by-bin uncertainty. The origin of the correlated uncertainty lies in the
combinatorial nature of the correlation function background.
Therefore a baseline uncertainty, δB, is quoted in connection with the base plane parameter B used in
the model expression (5.44). The maximum on the different test contributions for each centrality interval
and pair charge combination is assigned. The contribution for each test is obtained by subtracting the
projection along each dimension from the default analysis projection and fitting the result to a constant
value. The constant value is the amplitude shift for the given test.
For the uncorrelated bin-by-bin contribution, each bin value, of the shifted correlation function,
is evaluated following the procedure described in sect. 5.5.2 and its significance is estimated using
Eq. 5.50.
The final projection bin systematic uncertainty is extracted as the quadratic sum of the individual
contribution that were significant. Fig. 5.7 shows the systematic uncertainty contribution analysis for
the ∆η projection of the charge independent (CI) two-particle transverse momentum correlation for the
most central Pb–Pb events. This is a novel representation of the systematic analysis introduced during
the elaboration of this work. Each panel shows each of the systematic tests. On them the correlated
baseline uncertainty for the concrete test is quoted and the contribution on each bin after shifting to
cancel the correlated amplitude origin uncertainty is shown together with its significance. After adding
in quadrature the contribution on each significant bin, the final systematic uncertainty is incorporated
into the final results presented in Chapter 6. Results of the systematic contribution analysis for the
charge independent(CI) and charge dependent (CD) correlators, for both, longitudinal and azimuthal,
projections are presented in Appendix A.
5.5.4 Summary of systematic uncertainties on the widths of the correlation function
For the different systematic tests, the widths of the two-particle transverse momentum correlations
along ∆η and ∆ϕ dimensions are extracted according to the procedure described in section 5.4.3. Each
individual test width and the default width, are then compared according to the criteria described in the
introduction to this section 5.5.2, to estimate the systematic uncertainty.
For each of the tests, the contribution was found significant for most of the centrality classes and also
not showing any concrete evolution pattern associated with them. Therefore all systematic uncertainty
contributions were considered. In order to avoid “unphysical” fluctuations the final contribution for
each systematic test was extracted as the average over all centrality classes. The analysis of the different
contributions to the systematic uncertainties for the dependence of the width of the charge independent
two-particle correlation function in the longitudinal dimension with centrality is shown in Fig. 5.8.
Again this is a novel representation of the systematic analysis introduced during the elaboration of this
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Figure 5.7: Analysis of the individual contribution to the systematic uncertainty for
the ∆η projection of CI two-particle transverse momentum correlation function G2 for
the most central, 0–5%, Pb–Pb collisions at √sNN = 2.76 TeV at ALICE. On the
top row, reduced vertex acceptance (left) and magnetic field polarity −− tests; on the
middle row, “Global” tracks (left) and magnetic field polarity ++ tests; on the bottom
row, centrality estimation using CL1 information (left) and incorporation of the pair
efficiency correction (right). On all panels the blue points are the results from the default
analysis while the green are the ones from the corresponding test. Vertical bars represent
statistical uncertainties. The red bars and red scale on the right side of the plots represent
the contribution to the systematic uncertainty of the difference on each bin, after shifting
to cancel the correlated amplitude origin uncertainty, according to the criteria described
at the beginning of this section 5.5.2. The black circles and the black scale most right
on each panel represent the significance of the concrete bin contribution according to
that criteria. If the circle is empty the concrete contribution is not significant (< 1) and
if it is full the contribution is significant (> 1). The orange figure shows the correlated
baseline uncertainty.
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work. Each panel shows each of systematic tests and the final systematic uncertainty contribution value.
The final systematic uncertainties to the widths presented in the results Chapter 6 are obtained by adding
in quadrature the different contributions on each centrality class. Results of the systematic contribution
analysis for the four set of results, charge independent (CI), charge dependent (CD), unlike sign (US)
and like sign (LS) in both, longitudinal and azimuthal, dimension are presented in Appendix A.
Table 5.2 is a summary of the considered systematic uncertainty contributions. To the uncertainties
in GCI2 the fit exclusion zone uncertainty was incorporated in quadrature as an asymmetric contribution
as described in section 5.5.2.
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Figure 5.8: Analysis of the individual contribution to the systematic uncertainty for
the ∆η evolution of the widths of the charge independent (CI) two-particle transverse
momentum correlation function G2 in Pb–Pb collisions at
√
sNN = 2.76 TeV at ALICE.
On the top row, reduced vertex acceptance (left) and magnetic field polarity −− tests;
on the middle row, “Global” tracks (left) and magnetic field polarity ++ tests; on the
bottom row, centrality estimation using CL1 information (left) and incorporation of the
pair efficiency correction (right). On all panels the blue dots are the results from the
default analysis while the green are the ones from the corresponding test. The red
boxes and red scale represent, in percentage of the default value, the contribution to the
systematic uncertainty on each centrality class, according to the criteria described at the
beginning of this section 5.5.2. The black circles and the black scale most right on each
panel represent the significance of the concrete contribution according to that criteria.
If the circle is empty the concrete contribution is not significant (< 1) and if it is full the
contribution is significant (> 1). The orange lines and the orange figure show the average
value over the centrality classes that is used for its systematic uncertainty contribution.
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Chapter 6
Results for Pb–Pb collisions at√
sNN = 2.76 TeV and
√
sNN = 5.02 TeV
This chapter contains the main two-particle transverse momentum correlations results for Pb–Pb colli-
sions at √sNN = 2.76 TeV and at √sNN = 5.02 TeV. Namely, the CI and CD track combinations of the
two-particle transverse momentum correlations. They are obtained from the basic, +−, −+, −− and ++,
track pairs two-particle transverse momentum correlation (see sect. 5.3).
6.1 Results for Pb–Pb collisions at √sNN = 2.76 TeV
In this section the results for CI and CD track combinations are considered as the main results. Results
for the LS and US charge combinations are incorporated in the appendix B.
6.1.1 Two-particle transverse momentum correlations
The two-particle transverse momentum correlation G2 for Pb–Pb collisions at
√
sNN = 2.76 TeV for the
CI and CD track combinations are shown in Figs. 6.1 and 6.2, respectively. They are calculated using
Eq. (5.1) and the procedure described in sect. 5.3. The central bin at (∆η,∆ϕ) = (0, 0) has been excluded
because it is undercorrected. The full version of the correlation function is shown in appendix C.
The GCI2 correlators shown in Fig. 6.1 feature sizable ∆ϕ modulations dominated in mid-central
collisions by a strong elliptic (cos(2∆ϕ)) component. On the near-side, |∆ϕ| < pi/2, atop the azimuthal
modulation, theGCI2 correlators feature a near-side peak whose amplitude monotonically decreases from
peripheral to central collisions while its longitudinal width systematically broadens. This behavior
is captured with the fit model described in sect. 5.4.1. There are two structures which develop from
semi-central towards most central events. On the near side two longitudinally extended lobes give place
to a depletion around (∆η,∆ϕ) = (0, 0). As was described in sect. 5.5.2 the depletion is not described
by the proposed model and because that it is excluded from the fit. The two lobes structure might be
consequence of the process described in sect. 2.4.8 where diffusion takes over wave propagation for the
distribution of the momentum currents fluctuations. The second structure appears on the away-side,
|∆ϕ − pi | < pi/2 where the long range correlations driven by the collective behavior get diluted in
the short longitudinal reach. The strength of the dilution increases towards central events where the
concavity of the away-side is clearly manifested.
ForGCD2 correlators, according to theway they are built described in sect. 2.4.2, all themanifestations
of the collective behavior which are charge independent are absent. They affect in the same way to
the US track combination as to the LS track combination so, by construction, they cancel out. As
such there are no presence of flow modulation. At high collision energies, such as those achieved at
the LHC, similar number of positively and negatively charged particles are produced and they show
a very similar pT spectra [68]. Consequently, the impact of energy-momentum conservation on the
correlation function is expected to be similar for US track combination as for LS track combination so,
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Figure 6.1: Charge independent (CI) two-particle transverse momentum correlation for
each centrality class in Pb–Pb collisions at √sNN = 2.76 TeV as measured by ALICE.
again by construction, that impact cancels out. The CD correlator is then left sensitive to charge pair
creation, transverse momentum fluctuations and transport processes [69]. The GCD2 correlators shown
in Fig. 6.2 also feature a near-side peak whose amplitude monotonically decreases from peripheral to
central collisions but whose longitudinal width systematically narrows. Again this behavior is captured
with the fit model described in sect. 5.4.1. There is not clear sign of the presence or absence of the two
lobes structure on the near side. On the contrary, the flatness of the away-side gives clear indication
that the away-side dilution of the GCI2 correlator is a charge independent effect. From semi-peripheral to
peripheral collisions a plateau structure develops around a depression at (∆η,∆ϕ) = (0.0). This structure
is compatible with an excess of short range LS correlations over US whose reach increases with the
inverse of the system size as happens with the HBT effect. From central to semi-central collisions where
the system size stays relatively large, it is manifested as a downside spike which has been suppressed
(it can be seen in the full correlation figures in the appendix C). When the system starts to shrink the
excess of short range correlations enlarges and the plateau structure starts to manifest.
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Figure 6.2: Charge dependent (CD) two-particle transverse momentum correlation for
each centrality class in Pb–Pb collisions at √sNN = 2.76 TeV as measured by ALICE.
6.1.2 Longitudinal projections
As was mentioned in sects. 2.4.5 and 2.4.6 the longitudinal evolution with the centrality of the collision
of the two-particle transverse momentum correlation may show a broadening as a manifestation of
the diffusion of the momentum current fluctuations due to the η/s of the medium. With the aim of
better show this potential effect, the near-side, |∆ϕ| < pi/2, longitudinal projections of two-particle
transverse momentum correlation G2 for the CI and CD track combinations are shown in Figs. 6.3
and 6.4, respectively. The projections are calculated integrating on the azimuthal range (|∆ϕ| < pi/2)
and normalizing by the number of involved azimuthal bins (31). The central bin at (∆η,∆ϕ) = (0, 0)
has been excluded because it is undercorrected. The full version of the correlation function is shown in
appendix C.
The near-side longitudinal projection of the GCI2 correlator in Fig. 6.3 shows the monotonic growth
of the amplitude of the near-side peak from central to peripheral collisions. The collective behavior,
developed along the azimuthal dimension is present just as a uniform baseline on top of which the
near-side peak develops. On top of this baseline the near-side peak broadens from peripheral to central
collisions. See sect. 8.2 for a quantitative description. From semi-central to central collisions the
near-side peak shows a plateau consistent with the two-lobes structure shown in Fig. 6.1 and with the
two modes of propagation of the momentum fluctuations described in sect. 2.4.8.
The near-side longitudinal projection of the GCD2 correlator in Fig. 6.4 also shows the monotonic
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Figure 6.3: Near-side longitudinal projection of the charge independent (CI) two-
particle transverse momentum correlation for each centrality class in Pb–Pb collisions at√
sNN = 2.76 TeV as measured by ALICE. Error bars represent statistical uncertainties
(most of them lower than the marker size) while systematic uncertainties are represented
by colored bands.
growth of the amplitude of the near-side peak from central to peripheral collisions although of lower
magnitude than its CI counterpart. Here the azimuthal collective behavior is absent due to its non charge
dependent nature. Consequently the baseline of the near-side peak lays at about zero. Form peripheral to
central collisions the near-side peak shows a narrowing trend. See sect. 8.2 for a quantitative description.
From semi-peripheral to peripheral collisions, the effect of the excess in the sort range LS correlation
compatible with the HBT effect is visible in the settle down of the plateau structure.
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Figure 6.4: Near-side longitudinal projection of the charge dependent (CD) two-particle
transverse momentum correlation for each centrality class in Pb–Pb collisions at√sNN =
2.76 TeV as measured by ALICE. Error bars represent statistical uncertainties (most
of them lower than the marker size) while systematic uncertainties are represented by
colored bands.
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6.1.3 Azimuthal projections
For completeness projections in the azimuthal direction are also shown. Figs. 6.5 and 6.6 show the
azimuthal projections of two-particle transverse momentum correlation G2 for the CI and CD track
combinations, respectively. The projections are calculated integrating on the whole longitudinal range
(|∆η | < 1.6) and normalizing by the number of longitudinal bins (31). The central bin at (∆η,∆ϕ) = (0, 0)
has been excluded because it is undercorrected. The full version of the correlation function is shown in
appendix C.
The azimuthal projections of the GCI2 correlator in Fig. 6.5 show the evolution with centrality of the
long range collective behavior. The amplitude of the flow modulations shows the expected behavior
according to the evolution of the flow coefficients, i.e. grows from central to semi-peripheral collisions
where saturates to finally decrease toward more peripheral ones. From semi-central to central collisions
the impact of the above mentioned short range correlation dilution on the away-side is also identifiable.
















































































































































































































Figure 6.5: Azimuthal projection of the charge independent (CI) two-particle transverse
momentum correlation for each centrality class in Pb–Pb collisions at √sNN = 2.76 TeV
as measured by ALICE. Error bars represent statistical uncertainties (most of them lower
than the marker size) while systematic uncertainties are represented by colored bands.
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The azimuthal projections of the GCD2 correlator in Fig. 6.6 show the clear absence of long range
collective behavior. From peripheral to central collisions the monotonic decrease of the amplitude of
the near side peak is easy to track and the evidence that, azimuthally, the GCD2 correlator also narrows
from peripheral to central collisions clearly appears. The settle down of the plateau structure from



















































































































































































































Figure 6.6: Azimuthal projection of the charge dependent (CD) two-particle transverse
momentum correlation for each centrality class in Pb–Pb collisions at √sNN = 2.76 TeV
as measured by ALICE. Error bars represent statistical uncertainties (most of them lower
than the marker size) while systematic uncertainties are represented by colored bands.
semi-peripheral to peripheral collisions, compatible with HBT effects, is also featured.
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6.2 Results for Pb–Pb collisions at √sNN = 5.02 TeV
In this section the results for CI and CD track combinations are considered as the main results. Results
for the LS and US charge combinations are incorporated in the appendix B. Only statistical uncertainties
are reported. Systematic tests analysis are currently ongoing and will not be available for this thesis.
6.2.1 Two-particle transverse momentum correlations
The two-particle transverse momentum correlation G2 for Pb–Pb collisions at
√
sNN = 5.02 TeV for the
CI and CD track combinations are shown in Figs. 6.7 and 6.8, respectively. They are calculated using
Eq. (5.1) and the procedure described in sect. 5.3. The central bin at (∆η,∆ϕ) = (0, 0) has been excluded
because it is undercorrected. The full version of the correlation function is shown in appendix C.
Figure 6.7: Charge independent (CI) two-particle transverse momentum correlation for
each centrality class in Pb–Pb collisions at √sNN = 5.02 TeV as measured by ALICE.
As in the case of collisions at 2.76 TeV, the GCI2 correlators shown in Fig. 6.7 feature sizable ∆ϕ
modulations dominated in mid-central collisions by a strong elliptic (cos(2∆ϕ)) component. Similarly,
on the near-side, |∆ϕ| < pi/2, atop the azimuthal modulation, theGCI2 correlators feature a near-side peak
whose amplitude monotonically decreases from peripheral to central collisions while its longitudinal
width systematically broadens. This behavior is captured with the fit model described in sect. 5.4.1. As
in the case of collisions at 2.76 TeV, there are two structures which develop from semi-central towards
most central events. On the near side two longitudinally extended lobes give place to a depletion around
6.2. Results for Pb–Pb collisions at √sNN = 5.02 TeV 111
(∆η,∆ϕ) = (0, 0) qualitatively less deeper than fro the lower energy system. As was described in
sect. 5.5.2 the depletion is not described by the proposed model and because that it is excluded from
the fit. The two lobes structure might be consequence of the process described in sect. 2.4.8 where
diffusion takes over wave propagation for the distribution of the momentum currents fluctuations. The
second structure appears on the away-side, |∆ϕ − pi | < pi/2 where the long range correlations driven by
the collective behavior get diluted in the short longitudinal reach. The strength of the dilution increases
towards central events where the concavity of the away-side is clearly manifested.
Figure 6.8: Charge dependent (CD) two-particle transverse momentum correlation for
each centrality class in Pb–Pb collisions at √sNN = 5.02 TeV as measured by ALICE.
As for collisions at 2.76 TeV, GCD2 correlators shown in Fig. 6.8 also feature a near-side peak whose
amplitude monotonically decreases from peripheral to central collisions but whose longitudinal width
systematically narrows. Again this behavior is captured with the fit model described in sect. 5.4.1. As
in the lower energy case, there is sign of the presence or absence of the two lobes structure on the near
side, and as there, the flatness of the away-side gives indication that the away-side dilution of the GCI2
correlator is a charge independent effect. Similarly to the lower energy system, from semi-peripheral
to peripheral collisions a plateau structure develops around a depression at (∆η,∆ϕ) = (0.0). As was
suggested, this structure is compatible with an excess of short range LS correlations over US whose
reach increases with the inverse of the system size as happens with the HBT effect.
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6.2.2 Longitudinal projections
The near-side, |∆ϕ| < pi/2, longitudinal projections of two-particle transverse momentum correlation
G2 for the CI and CD track combinations are shown in Figs. 6.9 and 6.10, respectively. The projections
are calculated integrating on the azimuthal range (|∆ϕ| < pi/2) and normalizing by the number of
involved azimuthal bins (31). The central bin at (∆η,∆ϕ) = (0, 0) has been excluded because it is
undercorrected. The full version of the correlation function is shown in appendix C.






































































































































































































Figure 6.9: Near-side longitudinal projection of the charge independent (CI) two-
particle transverse momentum correlation for each centrality class in Pb–Pb collisions at√
sNN = 5.02 TeV as measured by ALICE. Error bars represent statistical uncertainties
(most of them lower than the marker size).
As for the case at 2.76 TeV the near-side longitudinal projection of the GCI2 correlator in Fig. 6.9
shows the monotonic growth of the amplitude of the near-side peak from central to peripheral collisions.
The near side peak amplitude agrees with the values shown by the lower energy system. Similarly, the
collective behavior, developed along the azimuthal dimension is present just as a uniform baseline on
top of which the near-side peak develops. On top of this baseline the near-side peak broadens from
peripheral to central collisions. As in the collisions at 2.76 TeV case, from semi-central to central
collisions the near-side peak shows a plateau consistent with the two-lobes structure shown in Fig. 6.7
and with the two modes of propagation of the momentum fluctuations described in sect. 2.4.8. But, as
was previously commented the depression around ∆η = 0 is deeper, if any, than the lowest energy case.
Also, at the most central collisions the shoulders structure gets distorted pointing to remaining detector
effects.
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Figure 6.10: Near-side longitudinal projection of the charge dependent (CD) two-
particle transverse momentum correlation for each centrality class in Pb–Pb collisions at√
sNN = 5.02 TeV as measured by ALICE. Error bars represent statistical uncertainties
(most of them lower than the marker size).
As in the case of collisions at 2.76 TeV, the near-side longitudinal projections of the GCD2 correlator
in Fig. 6.10 also show the monotonic growth of the amplitude of the near-side peak from central to
peripheral collisions although of lower magnitude than its CI counterpart and than its pair at lower
energy. Form peripheral to central collisions the near-side peak shows a narrowing trend. From semi-
peripheral to peripheral collisions, the effect of the excess in the sort range LS correlation compatible
with the HBT effect is visible in the settle down of a plateau structure.
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6.2.3 Azimuthal projections
Figs. 6.11 and 6.12 show the azimuthal projections of two-particle transverse momentum correlationG2
for the CI and CD track combinations, respectively. The projections are calculated integrating on the
whole longitudinal range (|∆η | < 1.6) and normalizing by the number of longitudinal bins (31). The
central bin at (∆η,∆ϕ) = (0, 0) has been excluded because it is undercorrected. The full version of the
correlation function is shown in appendix C.
As in the case of collisions at 2.76 TeV, the azimuthal projections of the GCI2 correlator in Fig. 6.11
show the evolution with centrality of the long range collective behavior. The amplitude of the flow
modulations also shows the expected behavior according to the evolution of the flow coefficients,
i.e. grows from central to semi-peripheral collisions where saturates to finally decrease toward more
peripheral ones. Similarly, from semi-central to central collisions the impact of the above mentioned
short range correlation dilution on the away-side is also identifiable.




























































































































































































Figure 6.11: Azimuthal projection of the charge independent (CI) two-particle trans-
verse momentum correlation for each centrality class in Pb–Pb collisions at √sNN =
5.02 TeV as measured by ALICE. Error bars represent statistical uncertainties (most of
them lower than the marker size).
6.2. Results for Pb–Pb collisions at √sNN = 5.02 TeV 115
The azimuthal projections of the GCD2 correlator in Fig. 6.12 features a monotonic decrease of the
amplitude of the near side peak from peripheral to central collisions as in the case of collisions at 2.76
TeV. Similarly, the GCD2 correlator also narrows azimuthally from peripheral to central collisions. The





































































































































































































Figure 6.12: Azimuthal projection of the charge dependent (CD) two-particle transverse
momentum correlation for each centrality class in Pb–Pb collisions at √sNN = 5.02 TeV
as measured by ALICE. Error bars represent statistical uncertainties (most of them lower
than the marker size).
settle down of the plateau structure from semi-peripheral to peripheral collisions, compatible with HBT




Results for small systems: p–Pb at√
sNN = 5.02 TeV and pp at
√
sNN = 7 TeV
This chapter contains the main two-particle transverse momentum correlation results for small systems,
p–Pb pp at √sNN = 5.02 TeV and pp at √sNN = 7 TeV. Namely, the CI and CD track combinations of
the two-particle transverse momentum correlations. They are obtained from the basic, +−, −+, −−, and
++, track pairs two-particle transverse momentum correlations (see sect. 5.3). Results for the LS and
US charge combinations are incorporated in the appendix B.
7.1 p–Pb collisions at √sNN = 5.02 TeV results
In this section the results for CI and CD track combinations are considered as the main results. Results
for the LS and US charge combinations are incorporated in the appendix B.
7.1.1 Two-particle transverse momentum correlations
The two-particle transverse momentum correlation G2 for p–Pb collisions at
√
sNN = 5.02 TeV for
the CI and CD track combinations are shown in Figs. 7.1 and 7.2, respectively. The central bin at
(∆η,∆ϕ) = (0, 0) has been excluded because it is undercorrected. The full version of the correlation
function is shown in appendix C.
The GCI2 correlators shown in Fig. 7.1 feature two long range correlation structures one on the away
side, longitudinally flat, which monotonically decreases from low to high multiplicity collisions. A
second long range structure appears on the near side atop of which the GCI2 features a near side-peak
whose amplitude monotonically decreases from low to high multiplicity collisions. The near side long
range structure keeps its amplitude for all multiplicity classes perhaps slightly increasing from low to
high multiplicity collisions and is consistently lower than the amplitude of the away side structure.
Apparently the near side peak features the same shape for all multiplicity classes. Equivalent, inclusive,
triggered two-particle number correlation analysis, associates the near side peak to jet like processes and
part of the away side long range structure to jet recoil andmomentum conservation. After subtracting the
correlator for the lowest multiplicity collisions from the highest multiplicity one, a cos(2∆ϕ)modulation
appeared with near and away long range structures with about the same amplitude [127]. So it is
plausible that the near side long range correlation structure featured by GCI2 reflects the presence of
elliptic flow like modulation whose presence gets diminished in the away side by jet recoil effects.
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Figure 7.1: Charge independent (CI) two-particle transverse momentum correlation for
each multiplicity class in p–Pb collisions at √sNN = 5.02 TeV as measured by ALICE.
7.1. p–Pb collisions at √sNN = 5.02 TeV results 119
For the GCD2 correlators there are no presence of long range structures pointing to a same magnitude
effect on both US and LS track combinations. The away side presents a flat structure along multiplicity
classes while the near side features a wide peak both azimuthally and longitudinally whose amplitude
monotonically decreases from low to high multiplicity collisions. Qualitatively the shape of the near
side peak does not change along multiplicity classes.
Figure 7.2: Charge dependent (CD) two-particle transverse momentum correlation for
each multiplicity class in p–Pb collisions at √sNN = 5.02 TeV as measured by ALICE.
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7.1.2 Longitudinal projections
The near side, |∆ϕ| < pi/2, longitudinal projections of two-particle transverse momentum correlation
G2 for p–Pb collisions at
√
sNN = 5.02TeV for the CI and CD track combinations are shown in Fig. 7.3
and 7.4, respectively. The projections are calculated integrating on the azimuthal range (|∆ϕ| < pi/2)
and normalizing by the number of involved azimuthal bins (31). The central bin at (∆η,∆ϕ) = (0, 0)
has been excluded because it is undercorrected. The full version of the correlation function is shown in
appendix C.



















































































































































































































Figure 7.3: Longitudinal projection of the charge independent (CI) two-particle
transverse momentum correlation for each multiplicity class in p–Pb collisions at√
sNN = 5.02 TeV as measured by ALICE.
The near-side longitudinal projection of the GCI2 correlator in Fig. 7.3 shows the monotonic growth
of the amplitude of the near side peak from high to low multiplicity collisions while its shape is kept the
same along multiplicity classes.
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The near-side longitudinal projection of the GCD2 correlator in Fig. 7.4 also shows the monotonic
growth of the amplitude of the near side peak from high to low multiplicity collisions. Its shape, which
qualitatively is kept the same alongmultiplicity classes clearly shows a plateau structure of approximately
the same longitudinal length along centrality classes. As the CI correlator does not feature such a plateau
this is a charge dependent event. The strength of the LS correlator is subtracted from the US correlator
so there is an excess of short range correlations in the LS correlator consistent with HBT effects.



















































































































































































































Figure 7.4: Longitudinal projection of the charge dependent (CD) two-particle trans-
verse momentum correlation for each multiplicity class in p–Pb collisions at √sNN =
5.02 TeV as measured by ALICE.
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7.1.3 Azimuthal projections
The azimuthal projections of the two-particle transverse momentum correlation G2 for p–Pb collisions
at √sNN = 5.02TeV for the CI and CD track combinations are shown in Figs 7.5 and 7.6, respectively.
The projections are calculated integrating on the whole longitudinal range (|∆η | < 1.6) and normalizing
by the number of longitudinal bins (31). The central bin at (∆η,∆ϕ) = (0, 0) has been excluded because
it is undercorrected. The full version of the correlation function is shown in appendix C.
The azimuthal projections of the GCI2 correlator in Fig. 7.5 show the evolution with the multiplicity
of the collision of the near side peak and the away side long range structure. Both grow monotonically
in amplitude from high to low multiplicity collisions with the away side structure growing at a lower
pace. As was commented before, the apparent absence of the cos(2∆ϕ) modulation is misleading due
to the jet recoil effects on the away side.

















































































































































































































Figure 7.5: Azimuthal projection of the charge independent (CI) two-particle transverse
momentum correlation on each multiplicity class in p–Pb collisions at √sNN = 5.02 TeV
as measured by ALICE.
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The azimuthal projections of theGCD2 correlator in Fig. 6.6 show a behavior which is consistent with
that of the longitudinal projections. The near side peak amplitude grows monotonically from high to
lowmultiplicity collisions. The plateau structure on the neighborhood of ∆ϕ = 0 keeps its size along the
multiplicity classes. Qualitatively the shape of the projection also remains the same along multiplicity
classes.










































































































































































































Figure 7.6: Azimuthal projection of the charge dependent (CD) two-particle transverse
momentum correlation on each multiplicity class in p–Pb collisions at √sNN = 5.02 TeV
as measured by ALICE.
7.2 Results for pp collisions at √sNN = 7 TeV
In this section the results for CI and CD track combinations are considered as the main results. Results
for the LS and US charge combinations are incorporated in the appendix B.
7.2.1 Two-particle transverse momentum correlations
The two-particle transverse momentum correlation G2 for pp collisions at
√
sNN = 7 TeV for the CI and
CD track combinations are shown in Figs. 7.7 and 7.8, respectively. The central bin at (∆η,∆ϕ) = (0, 0)
has been excluded because it is undercorrected. The full version of the correlation function is shown in
appendix C.
TheGCI2 correlators shown in Fig. 7.7 show a behavior which parallels that of the p–Pb collisions but
in the near side long range structures which here is clearly absent. The long range away side structure
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evolves similarly to the near side peak, the amplitude of both grows monotonically from high to medium
multiplicity collisions where both saturate. Qualitatively the near side peak features the same shape
along multiplicity classes.
Figure 7.7: Charge independent (CI) two-particle transverse momentum correlation for
each multiplicity class in pp collisions at √sNN = 7 TeV as measured by ALICE.
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For the GCD2 correlators, shown in Fig. 7.8, consistently with the p–Pb results, there are not long
range structures. The away side also presents a flat structure along multiplicity classes. The near side
peak features a flat structure on its top with a depression on its center around (∆η,∆ϕ) = (0, 0). The near
side peak amplitude grows from high to mid multiplicity collisions where saturates. The extension of
the flat structure as well as the qualitative shape of the near side peak are kept the same along multiplicity
classes. The plateau structure and the depression are consistent with the HBT interpretation given for
p–Pb collisions.
Figure 7.8: Charge dependent (CD) two-particle transverse momentum correlation for
each multiplicity class in pp collisions at √sNN = 7 TeV as measured by ALICE.
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7.2.2 Longitudinal projections
The near side, |∆ϕ| < pi/2, longitudinal projection of two-particle transverse momentum correlation
G2 for pp collisions at
√
sNN = 7 TeV for the CI and CD track combinations are shown in Figs. 7.9
and 7.10, respectively. The projections are calculated integrating on the azimuthal range (|∆ϕ| < pi/2)
and normalizing by the number of involved azimuthal bins (31). The central bin at (∆η,∆ϕ) = (0, 0)
has been excluded because it is undercorrected. The full version of the correlation function is shown in
appendix C.
The near side longitudinal projection of the GCI2 correlator in Fig. 7.9, paralleling the p–Pb results,
shows a monotonic growth in the amplitude of the near side peak from high to lowmultiplicity collisions
while its shape is kept the same along multiplicity classes.



























































































































































































































Figure 7.9: Longitudinal projection of the charge independent (CI) two-particle trans-
verse momentum correlation for each multiplicity class in pp collisions at√sNN = 7 TeV
as measured by ALICE.
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The near side longitudinal projection of theGCD2 correlator in Fig. 7.10 shows also a similar behavior
to its p–Pb counterpart. The amplitude of the near side peak grows monotonically from high to low
multiplicity collisions while its shape is kept the same along multiplicity classes. The correlator
projections also features a plateau structure around ∆η = 0 which, as in the case of p–Pb collisions, is
found consistent with HBT effects.





















































































































































































































Figure 7.10: Longitudinal projection of the charge dependent (CD) two-particle trans-
verse momentum correlation for each multiplicity class in pp collisions at√sNN = 7 TeV
as measured by ALICE.
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7.2.3 Azimuthal projections
The azimuthal projections of two-particle transverse momentum correlation G2 for pp collisions at√
sNN = 7 TeV for the CI and CD track combinations are shown in Figs. 7.11 and 7.12, respectively. The
projections are calculated integrating on the whole longitudinal range (|∆η | < 1.6) and normalizing by
the number of longitudinal bins (31). The central bin at (∆η,∆ϕ) = (0, 0) has been excluded because it
is undercorrected. The full version of the correlation function is shown in appendix C.
The azimuthal projections of the GCI2 correlator in Fig. 7.11 show the evolution with the multiplicity
of the collision of the near side peak and the away side long range structure. Both are consistent with the
behavior shown by their p–Pb counterparts. Both growth monotonically from high to low multiplicity
collisions, but in here the near side peak grows at a lower pace.






































































































































































































































Figure 7.11: Azimuthal projection of the charge independent (CI) two-particle trans-
verse momentum correlation for each multiplicity class in pp collisions at√sNN = 7 TeV
as measured by ALICE.
The azimuthal projections of the GCD2 correlator in Fig. 7.12 show a consistent behavior with that of
the longitudinal projections and with their p–Pb counterparts. The near side peak grows monotonically
from high to low multiplicity collisions. The plateau structure keeps its extension along multiplicity
classes. Qualitatively the shape of the projections also remains the same along multiplicity classes.
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Figure 7.12: Azimuthal projection of the charge dependent (CD) two-particle transverse





Discussion and interpretation of the
results
In this chapter the main results presented for Pb–Pb collisions in chapter 6 and for small systems, pp
collisions and p–Pb collisions, in chapter 7 are further elaborated and discussed.
8.1 Centrality dependence of the shape fit parameters
The full set of two-particle transversemomentum correlation functions have been parametrized following
the procedure described in sect. 5.4.3 using the model in Eq. (5.48). As was described in sect. 2.4.5 the
evolution of the shape of the two-particle transversemomentumcorrelation function contains information
about the wave/diffusion process which governs the transfer of momentum fluctuations. The shape of the
correlation function is parametrized by the set of parameters thatmodels the two-dimensional generalized
Gaussian according to Eq. (5.47), which is on top of the base plane and the collective behavior modeled
by the Fourier expansion (Eq. 5.44). Figs. 8.1 and 8.2 show the evolution with the centrality of the
collision of the parameters which conform the shape of the two-dimensional generalized Gaussianmodel
of the two-particle transverse momentum correlationGCI2 andG
CD
2 , respectively. Statistical uncertainties
are represented by vertical lines while systematic uncertainties are represented by colored boxes.
The GCI2 shape parameters in Fig. 8.1 quantitatively confirm the monotonic growth from central to
peripheral collisions of the amplitude of the near-side peak, on top of the collective behavior, asmeasured
by the parameter A in Eq. (5.47). The base plane magnitude, measured by the parameter B in Eq. (5.47),
also shows monotonic growing from central to peripheral collisions. The large systematic uncertainty
in parameter B was already commented in sect. 5.5.2 and is linked to the combinatorial nature of the
two-particle correlation background. The actual near-side peak shape is captured by the parameters γ
and ω, for both dimensions, ∆η and ∆ϕ in Eq. (5.47). From sect. 5.4.1, when γ = 2 the near-side peak
is a pure Gaussian with its σ = ω and when γ = 1 the near-side peak is a Laplace distribution with
its σ =
√
2ω. When γ > 2 the near-side peak starts to develop a plateau on its top, larger with the
increase of γ departing from the two value. Longitudinally, GCI2 shows the broadening from peripheral
to central collisions in the evolution ofω∆η and also in evolution of γ∆η which for semi-central to central
collisions is above the Gaussian threshold starting to develop a plateau. Azimuthally, GCI2 does show
slight narrowing from peripheral to central in the evolution ofω∆ϕ but at the same time this narrowing is
compensated by the evolution of γ∆ϕ which also gets above the Gaussian threshold which would mean
that a central plateau is also developed. While GCI2 longitudinal features are almost directly perceived
in the correlation functions and their longitudinal projections (see sects. 6.1.1 and 6.1.2), that is not the
case for GCI2 azimuthal features where the collective behavior is dominant in both the correlations and
their projections (see sects. 6.1.1 and 6.1.3).
The GCD2 shape parameters in Fig. 8.2 also confirm a smaller monotonic growth from central to
peripheral collisions of the amplitude of the near-side peak, asmeasured by the parameter A in Eq. (5.47).
The base plane magnitude, measured by the parameter B in Eq. (5.47), also shows monotonic growing
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from central to peripheral collisions one order of magnitude lower than in the CI counterpart. GCD2
shows strong narrowing from peripheral to central collisions both, longitudinally and azimuthally. The
shape of the near side peak is below the Gaussian threshold in both dimensions and changing quickly to
the Laplace distribution from peripheral to central collisions. In both dimensions ω also decreases from
peripheral to central collisions strengthening the narrowing trend. In the case of GCD2 longitudinal and
azimuthal features are not ease to extract qualitatively from the correlation functions (see sect. 6.1.1)
but they directly perceived in their projections (see sects. 6.1.2 and 6.1.3).
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Figure 8.1: Centrality dependence of the two-particle transverse momentum correlation
GCI2 model parameters from Eq. (5.47) in Pb–Pb collisions at
√
sNN = 2.76TeV.
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Figure 8.2: Centrality dependence of the two-particle transverse momentum correlation
GCD2 model parameters from Eq. (5.47) in Pb–Pb collisions at
√
sNN = 2.76TeV.
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8.2 Two-particle transverse momentum correlation widths evolution
The full set of two-particle transversemomentum correlation functions have been parametrized following
the procedure described in sect. 5.4.3 using the model in Eq. (5.48). The longitudinal and azimuthal
widths have then been extracted using Eq. (5.49).
8.2.1 Evolution with centrality
The evolution with collision centrality of the longitudinal and azimuthal widths of GCI2 and G
CD
2
correlators is shown in Fig. 8.3. The statistical uncertainties are shown as vertical lines and the
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Figure 8.3: Evolution with collision centrality of the longitudinal (top panel) and
azimuthal (bottom panel) widths of the charge independent (CI) (circles) and charge
dependent (CD) (squares) two-particle transverse momentum correlations in Pb–Pb
collisions at √sNN = 2.76 TeV as measured by ALICE.
systematic uncertainties as colored bands. Longitudinally, GCI2 broadens by about 25% from peripheral
to semi-central collision, where its width saturates, while GCD2 narrows by about 10% from peripheral
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to central collisions. Azimuthally, both, GCI2 andG
CD




These trends were already anticipated when analyzing the centrality dependence of the shape fit
parameters in sect. 8.1. The narrowing trend for the GCD2 correlator, along both dimensions, from
peripheral to central collisions, was signaled by the behavior of both set of parameters γ and ω. The
longitudinal broadening trend, from peripheral to central collisions, for the GCI2 correlator, was also
clearly signaled by the corresponding γ and ω, behaving consistently on that trend. For the azimuthal
behavior of the GCI2 correlator while the γ parameter showed a clear growing trend, similar to that of the
longitudinal dimension, surpassing the Gaussian threshold, the behavior of the ω parameter imposed
its narrowing pull. This is an interesting behavior which will get some insights comparing it with the
behavior of the balance function, a two particle number correlation function.
A pair of particles of opposite charge created at a certain instant is subject to the subsequent stages
of the evolution of the system. The collective behavior transforms the initial spatial correlation into cor-
relations in the momentum space. The rescattering phase after hadronization also alters the correlation
between the initial pair. The final degree of correlation is reflected in the balance function distribution
which is a sensitive probe of the balancing charge distribution in momentum space [128]. It was sug-
gested that narrow distributions corresponds to late balancing charges creation while broad distributions
are associated with early balancing charges creation [129]. The balance function distribution defined as




C αβ( ®pαi , ®p βj ) +C βα( ®p βi , ®pαj ) −C αα( ®pαi , ®pαj ) −C ββ( ®p βi , ®p βj )
)
, (8.1)
where C αβ( ®pαi , ®p βj ) = ραβ2 ( ®pαi , ®p βj )/ρβ1 ( ®p βj ), is the distribution of pairs of particles, of type α emitted
within a phase space bin centered at ®pαi and of type β emitted within a phase space bin centered at ®p βj ,
normalized by the number of particles of type β emitted within a phase space bin centered at ®p βj , is a
CD two-particle number correlation of the kind described in sect. 2.4.2. Particles α and β could come
from different particle species, or be inclusive being α positive and β negative charges.
The longitudinal and azimuthal widths of the inclusive differential balance function in Pb–Pb
collisions at √sNN = 2.76 TeV as a function of collision centrality reported by the ALICE collaboration
are shown in Fig 8.4 [128]. The balance function in Eq. 8.1 was reported in angular separation,
∆η = ηj − ηi and ∆ϕ = ϕj − ϕi. Tracks were selected within the 0.3 < pT < 1.5 GeV range. The







where B+−(∆ηi) is the value of the longitudinal projection of B+−(∆η,∆ϕ) for each bin ∆ηi, with the
sum running over all positive azimuthal bins k. The balance function exhibits a strong narrowing trend
from peripheral to central collisions, both longitudinally and azimuthally, similar to what GCD2 shows in
Fig. 8.3. The discussion of the comparison with models is included in sect. 8.5. The longitudinal and
azimuthal narrowing of the balance function are found to be consistent with a system exhibiting larger
radial flow in central collisions but also whose charges are created at a later stage of the collision.
The interesting point, which connects with the previous elaboration on the G2 widths evolution,
is that this narrowing trend from peripheral to central collisions, imposed by radial flow and delayed
hadronization, which is clearly also manifested by the G2 component GCD2 equivalent to the balance
function, is also inherently present within the GCI2 component. Evidences of which are the narrowing
trend in the ω∆ϕ parameter which, although γ∆ϕ could suggest a broadening trend, manages to impose
an overall narrowing from peripheral to central collisions. Therefore an interplay is present on the
G2 correlation function between narrowing trends driven by radial flow and delayed hadronization and
broadening trends driven by viscous evolution. The CI longitudinal broadening is able to manifest itself
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from peripheral to semi-central events where saturates while the azimuthal broadening only shows a
glimpse of its presence in peripheral collisions to transform in a narrowing towards central ones.
The elaboration on these aspects will continue within the next sections when comparing with STAR
results and with models. But first, for being able to compare with STAR results, the evolution of the
widths needs to be presented in a different way.
8.2.2 Evolution with the number of participant nucleons
As shown in sect. 2.4.6, the evolution of the longitudinal width of the GCI2 two-particle transverse
momentum correlator measured by STAR [77] was reported as a function of the average number of
nucleons participating in the collision, 〈Npart〉, where 〈Npart〉 is also a measure of the collision centrality.
For Pb–Pb collisions at √sNN = 2.76 TeV 〈Npart〉 was calculated in [130] by the ALICE collaboration.
Therefore, the longitudinal and azimuthal widths of GCI2 and G
CD
2 correlators are shown in Fig. 8.5 as a
function of 〈Npart〉.
The results of this section are the same as in the previous one just with the horizontal axis turned
around because increasing in centrality mean more peripheral collisions and, as such, decreasing
multiplicity. With this perspective of the evolution of the widths, the comparison with STAR results is
straightforward.
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Figure 8.4: The centrality dependence of the widths, 〈∆η〉 and 〈∆ϕ〉, of the balance
function B+− studied in terms of the relative pseudorapidity (a) and the relative azimuthal
angle (b), respectively, in Pb–Pb collisions at √sNN = 2.76 TeV as measured by ALICE.
The data points are compared to the predictions from HIJING, and AMPT. Error bar
of each point corresponds to the statistical uncertainty. The systematic uncertainty is
represented by the shaded band around each point [128].
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Figure 8.5: Longitudinal (top panel) and azimuthal (bottom panel) widths of the charge
independent (CI) (circles) and charge dependent (CD) (squares) two-particle transverse
momentum correlations as a function of the number of participants, 〈Npart〉, in Pb–Pb
collisions at √sNN = 2.76 TeV as measured by ALICE.
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8.3 Comparison with STAR results
The two-particle transverse momentum correlator GCI2 and the dependence of its longitudinal width
with the centrality of the collision has been only measured previously in Au–Au collisions by the STAR
collaboration [77] (see sect. 2.4.6).
The longitudinal width of the two-particle transverse momentum correlator GCI2 as a function of〈Npart〉 for Pb–Pb collisions at √sNN = 2.76 TeV, reported in this PhD thesis, is directly compared in
Fig. 8.6 to the results for Au–Au collisions at√sNN = 200 GeV, reported by the STAR collaboration [77].
In addition, for better comparison, the widths have been also extracted using the method utilized by
STAR. It consists on calculating the widths of the pseudorapidity projections as the root mean square
(RMS) above a long range baseline determined using a fit to a two Gaussian components ansatz as
described in sect. 2.4.6. Fig. 8.6 shows results from both methods. Additionally, the figure shows the
RMS limit extracted by the STAR collaboration as also described in sect. 2.4.6.
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Figure 8.6: Longitudinal width of the charge independent (CI) two-particle transverse
momentum correlation as a function of the number of participants, 〈Npart〉, in Pb–Pb
collisions at √sNN = 2.76 TeV as measured by ALICE compared with the extracted
from Au–Au collisions at √sNN = 200 GeV at STAR [77]. ALICE data are reported as
extracted from the bi-dimensional fit (2D) as described in sect. 5.4.3 and as extracted by
using the same method as described in [77] (1D RMS)
With the STAR method of extracting the longitudinal widths (1D RMS in Fig. 8.6), the GCI2
broadening measured in this PhD thesis amounts to 36% while that observed by STAR reaches 70%
showing also a saturation level at semi-central collisions. Both results for the GCI2 widths evolution are
consistent with the RMS low limit estimated by STAR.
In the context of the interplay between narrowing and broadening trends, the difference in the
saturation levels of the longitudinal width from low to high multiplicity collisions could be explained
by the presence of stronger radial flow at LHC energies with respect to RHIC [131] while having
a longer-lived QGP phase [65] with a consequence of a smaller charge pair separation at delayed
hadronization [128]. But probably these differences, which will cause stronger narrowing trends at the
LHC energies, will not be enough for explaining the considerable difference in the widths saturation
level. Another potential contributor might come from the bigger influence from jet-like structures at the
LHC with respect to RHIC resulting in more particles being emitted with small opening angles which,
at the end, can be read also as a narrowing trend. The different procedures for considering the azimuthal
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collective behavior and to address the shape of the correlation function could induce differences in the
widths extracted. Also the difference in the acceptance on both experiments could also bias the results.
The shape of the longitudinal projection of the two-particle transverse momentum correlation for
the most central events measured by STAR and shown in Fig. 2.22 differs of the equivalent measured
in this thesis and shown in Fig. 6.3. The use of the generalized Gaussian as described in sect. 5.4.1 was
precisely motivated for capturing the plateau shape of the correlator toward most central events. In order
to discard a potential effect of the ALICE longitudinal acceptance in the longitudinal width extraction, a
toy model was used to fill bidimensional histograms with sampled bidimensional generalized Gaussian
of different widths. A bidimensional generalized Gaussian was then fitted to extract the longitudinal and
azimuthal widths. The generated longitudinal width as a function of the measured longitudinal width for
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Figure 8.7: Left panel: generated longitudinal width vs. measured longitudinal width
for different longitudinal acceptances. Right panel: relative deviation of the measured
longitudinal width respect to the value used to generate the samples as a function of this
value. The longitudinal acceptance used in this thesis is |η | < 0.8→ |∆η | < 1.6.
different longitudinal acceptances is shown in the left panel of Fig. 8.7. The right panel of Fig. 8.7 shows
that for the longitudinal acceptance used in this thesis, |η | < 0.8 → |∆η | < 1.6, correlation function
near side peaks described by bidimensional generalized Gaussian of up to 1.2 longitudinal width, their
widths can be measured within a 2% of deviation from the generating value.
8.4 Comparison with other two-particle correlators measured by ALICE
As described in sects. 2.4.2 and 2.4.4, two-particle number correlator R2 is sensitive to number density
fluctuations, while two-particle transverse momentum correlator P2 is sensitive to transverse momentum
fluctuations, and two-particle transverse momentum correlator G2 is sensitive to transverse momentum
currents fluctuations which makes it sensitive to both, number density fluctuations and transverse
momentum fluctuations. On this perspective it is of interest to compare the behavior of the three
correlators. Two-particle number correlator R2 and two-particle transverse momentum correlator P2
have both been measured by the ALICE collaboration [132].
The longitudinal and azimuthal widths of the two-particle transverse momentum correlator G2 are
compared in Fig. 8.8 to the widths of the two-particle number correlator and transverse momentum
correlator, R2 and P2, respectively, as a function of collision centrality for Pb–Pb collisions at
√
sNN =
2.76 TeV as measured by the ALICE collaboration [132]. The azimuthal evolution for both RCI2 and P
CI
2
was not reported and consequently that of GCI2 has not been incorporated.
As shown in Fig. 8.8 the overall trends are consistent among the three correlators. For the charge
dependent correlator, the behavior of G2 mimics that of P2 with R2 staying apart but evolving with
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Figure 8.8: Left panel: collision centrality evolution of the longitudinal width of two-
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the same trend. For the charge independent correlator is P2 which stays apart, evolving with the same
trend that G2 which mimics R2 behavior. The energy-momentum conservation effects are canceled for
the CD correlators. In this case both transverse momentum correlators behave similarly. The number
correlator, which is sensitive to number density fluctuations, evolves with a similar trend but with a
wider reach. The energy-momentum conservation effects are in place for the CI correlators. In this
case the G2 correlator approaches its behavior to the R2 correlator. The number density fluctuations are
more relevant for the G2 correlator which reaches the R2 correlator widths. The reach of the transverse
momentum fluctuations decreases as shown by the P2 correlator.
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8.5 Models comparison
8.5.1 Longitudinal projections
The near side, |∆ϕ| < pi/2, measured longitudinal projections of the two-particle transverse momentum
correlations GCI2 and G
CD
2 are compared to expectations from HIJING event generator and from three
flavors of the AMPT event generator (incorporating string melting, incorporating hadronic rescattering,
and incorporating both, string melting and hadronic rescattering) in Figs. 8.9 and 8.10, respectively, for
each centrality class in Pb–Pb collisions at √sNN = 2.76 TeV
The near side longitudinal projections of the two-particle transverse momentum correlation GCI2
in Fig. 8.9 show a relative order when comparing data to predictions from models. Although this
observation is relatively relevant due to the inherent uncertainty in the base line of the correlation
function already commented in the sects. 5.5.2 and 8.1. HIJING predictions are relatively matching the
behavior of data regarding qualitative shape and correlation strength, for all centrality classes except
for peripheral collisions. AMPT predictions are consistently above the behavior shown by data but
monotonically approaching it from peripheral to central collisions. A depletion around ∆η = 0 with the
two shoulders structure is visible from semi-peripheral to central collisions for AMPT with hadronic
rescattering incorporated. In the AMPT flavor without hadronic scattering neither the depletion nor the
shoulders structure are present. All the models reproduce the monotonic decrease in the near side peak
amplitude shown by data.
The near side longitudinal projections of the two-particle transverse momentum correlation GCD2
in Fig. 8.10 show a consistency in the model predictions which diverges from the data behavior. The
near side peak of GCD2 predicted from models is relatively flat with an amplitude which decreases
monotonically from peripheral to central collisions, while data, although matching the amplitude trend,
features a pronounced peak with always higher amplitude. The predictions from HIJING are close to the
predictions from AMPT with string melting and hadronic rescattering incorporated for most centrality
classes. AMPT with string melting but without hadronic rescattering predictions and AMPT without
string melting but with hadronic rescattering predictions stay close for most centrality classes. HIJING
longitudinal correlation strength matches AMPT when both scattering phases, the parton scattering and
the hadronic rescattering, are present and fully exploited. The AMPT configuration which incorporates
string melting breaks the initially produced strings into smaller pieces to also incorporate them in the
partonic scattering. When only one phase of scattering is fully incorporated the correlation strength
built by AMPT do not reach HIJING predictions level. As said, none of the models reach the correlation
strength of data.
8.5.2 Azimuthal projections
The measured azimuthal projections of the two-particle transverse momentum correlationsGCI2 andG
CD
2
are compared to expectations from HIJING event generator and from three flavors of the AMPT event
generator (incorporating string melting, incorporating hadronic rescattering, and incorporating both,
string melting and hadronic rescattering) in Figs. 8.11 and 8.12, respectively, for each centrality class in
Pb–Pb collisions at √sNN = 2.76 TeV
The azimuthal projections of the two-particle transverse momentum correlation GCI2 in Fig. 8.11
highlights themain differences betweenHIJINGandAMPTmodels. HIJINGmodel does not incorporate
collective behavior. As potential correlation sources, HIJING incorporates jet-like effects as well as
resonance decays, but not collective flow. As Fig. 8.11 shows, HIJING GCI2 does not present the
characteristic flow modulation featured by data and by AMPT. AMPT on its turn, takes HIJING as
input and incorporates two potential sources of collectivity as described in sect. 3.11.5: partonic and
hadronic rescattering. The configuration which incorporates string melting breaks the initially produced
strings into smaller pieces to also incorporate them into the partonic rescattering. Consistent with the
behavior exhibited by the longitudinal projections, the average value of HIJING predictions matches
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that of data for all centrality classes except peripheral collisions, missing, as mentioned, the flow
modulation. Also the three AMPT configurations predicted averages stay consistently above that of data
but monotonically approaching it from peripheral to central collisions. The flow modulation amplitude
monotonically decreases from peripheral to central collision but with AMPT predictions showing lower
amplitude than data. This lower flow modulation amplitude is specially the case for the version which
incorporates string melting but not hadronic rescattering, consistent with the picture of a part of the
collective flow being built in that last phase in AMPT.
Consistent, as well, with the behavior exhibited by the longitudinal projections, the azimuthal
projections of the two-particle transverse momentum correlation GCD2 in Fig. 8.12 show coincident
model predictions which diverge from data behavior. The near side peak of GCD2 predicted from models
feature a monotonically decreasing amplitude from peripheral to central collisions but is consistently
lower than the featured by data which follows the same trend. From semi-peripheral to central collisions
AMPT with string melting and hadronic rescattering incorporated predictions feature slightly stronger
correlations than HIJING and the other AMPT configurations. In this case the flow modulation is
excluded but what is not is the radial flow which as was described in sect.8.2 affects the CD component.
The presence of both full rescattering phases generates stronger flow modulation and stronger radial
flow which manifests by larger amplitude in the correlation for that AMPT configuration. None of the
models exhibit the plateau featured by data from semi-peripheral to peripheral collisions compatible
with HBT effects.
8.5.3 Evolution with centrality of the width in the longitudinal dimension
The dependence with collision centrality of the measured longitudinal width of the two-particle trans-
verse momentum correlation GCI2 is compared to expectations from HIJING event generator and from
three flavors of the AMPT event generator (incorporating string melting, incorporating hadronic rescat-
tering, and incorporating both, stringmelting and hadronic rescattering) in Fig. 8.13 for Pb–Pb collisions
at √sNN = 2.76 TeV. The width values are shown in the top panel while to better quantify the evolution
trend, the relative width values with respect to the peripheral collisions width are shown in the bottom
panel.
GCI2 longitudinal width evolution with centrality is qualitative described by AMPT with string
melting and hadronic rescattering incorporated although quantitatively it is around 25% wider. AMPT
with hadronic rescattering incorporated and AMPT with only string melting incorporated, although
qualitatively show an opposite trend to what data features, describe the width magnitude from semi-
peripheral to central collisions but overestimate that of the peripheral ones. HIJING does not describe
data trend. From the AMPT perspective, longitudinal broadening from peripheral to central collisions
is compatible with an excess in scattering in the partonic phase, enforced by string melting, and the
presence of hadronic rescattering. If one or the other is not incorporated the AMPT model predicts
GCI2 slight narrowing from peripheral to central collisions. The slightly narrowing trend predicted by
HIJING is interesting by the fact that HIJING incorporates jet-like effects, with a basic jet quenching
modeling, as well as resonances. None of them predict any longitudinal broadening on GCI2 .
The dependence with collision centrality of the measured longitudinal width of the two-particle
transverse momentum correlation GCD2 is compared to expectations from HIJING event generator and
from three flavors of the AMPT event generator (incorporating string melting, incorporating hadronic
rescattering, and incorporating both, string melting and hadronic rescattering) in Fig. 8.14 for Pb–Pb
collisions at √sNN = 2.76 TeV. The width values are shown in the top panel while to better quantify
the evolution trend, the relative width values with respect to the peripheral collisions width are shown
in the bottom panel.
GCD2 longitudinalwidth evolutionwith centrality is qualitatively described byHIJING.Quantitatively
the widths predicted by HIJING although do not describe the data are relatively close. The fact that
HIJING does not incorporate collective behavior is not significant in the context of the CD correlator,
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although radial flow, which is neither incorporated by HIJING, is. The narrowing trend shown by
HIJING might be expected due to mini-jets or resonance effects where particles tend to be more
collimated. AMPT model predicts broadening from peripheral to central collisions, in contraposition to
data trend, for the three considered configurations. The fact that AMPT with only hadronic rescattering
incorporated predicts less longitudinal broadening from peripheral to central collisions, suggests that
the string melting phase, which incorporates the melted strings into the partonic rescattering, originates
extra longitudinal broadening for the CD correlator. Hadronic rescattering is able to compensate this
broadening when considered within the CI correlator as Fig.8.13 shows. Another plausible explanation
for this exaggerated broadening trend predicted by AMPT for GCD2 is the violation of local charge
conservation in the late hadronization scenario. As was described in sect. 8.2, local charge conservation
within a late hadronization scenario causes the longitudinal width of the balance function, i.e. the CD
correlator, to narrow from peripheral to central collisions. Clearly, AMPT predictions do not narrow.
8.5.4 Evolution with centrality of the width in the azimuthal dimension
The dependence with collision centrality of the measured azimuthal width of the two-particle transverse
momentum correlation GCI2 is compared to expectations from HIJING event generator and from three
flavors of the AMPT event generator (incorporating string melting, incorporating hadronic rescattering,
and incorporating both, string melting and hadronic rescattering) in Fig. 8.15 for Pb–Pb collisions at√
sNN = 2.76 TeV. The width values are shown in the top panel while to better quantify the evolution
trend, the relative width values with respect to the peripheral collisions width are shown in the bottom
panel.
GCI2 azimuthal narrowing from peripheral to central collisions is qualitatively described by AMPT
with string melting incorporated either with or without hadronic rescattering. The configuration with
hadronic rescattering predicts a slightly wider correlator while the one without hadronic rescattering
describes the correlator widths from semi-peripheral to central collisions overestimating the correlator
widths for peripheral collisions. AMPT without string melting but with hadronic rescattering predicts a
correlator longitudinal width independent of centrality. This behavior is consistent with AMPT building
most of the radial flow in the parton rescattering phase when the strings from the initial phase are melted
and incorporated to the rescattering process, with the latest phase of hadronic rescattering having no
effect in the build out of radial flow. This picture is also consistent with the behavior described when
analyzing the projections of the correlator in the previous sections. HIJING predicts slight narrowing
from central to peripheral to central collisions, failing in describing the data, although consistent with
the predicted longitudinal behavior for the GCI2 correlator previously described.
The dependence with collision centrality of the measured azimuthal width of the two-particle
transverse momentum correlation GCD2 is compared to expectations from HIJING event generator and
from three flavors of the AMPT event generator (incorporating string melting, incorporating hadronic
rescattering, and incorporating both, string melting and hadronic rescattering) in Fig. 8.16 for Pb–Pb
collisions at √sNN = 2.76 TeV. The width values are shown in the top panel while to better quantify
the evolution trend, the relative width values with respect to the peripheral collisions width are shown
in the bottom panel.
GCD2 azimuthal narrowing from peripheral to central collisions is qualitatively described by the four
models although the correlator widths are overestimated by all of them. AMPT behaves in the opposite
way as it does in the longitudinal dimension. AMPT with hadronic rescattering incorporated predicts a
narrower correlator than AMPT with only string melting incorporated does. This picture is consistent
with AMPT building the most part of the radial flow in the latest stage of hadronic rescattering while
incorporating melted strings in the parton rescattering stage counteracts the narrowing. The qualitative
behavior is then the same in both dimensions although in the longitudinal dimension the broadening
trend is super imposed by the string melting effects with the hadronic rescattering counteracting it. The
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slightly narrowing trend shown by HIJING is consistent with its behavior in the longitudinal dimension
and attributable there to the presence of mini-jets or resonances.
The above exhaustive comparisons might help to constrain and refine the theoretical models which
nourish those event generators.










































































































































Figure 8.9: Near side ∆η projection for the charge independent (CI) two-particle
transverse momentum correlation for each centrality class in Pb–Pb collisions at√
sNN = 2.76 TeV as measured by ALICE, compared to expectations from HIJING
and three flavors of the AMPT generator, incorporating hadronic rescattering (HRS),
incorporating string melting (SM), and incorporating both, hadronic rescattering and
string melting (SM+HRS). For data, error bars represent statistical uncertainties (most
of them lower than the marker size) while systematic uncertainties are represented by
colored bands. For models, statistical uncertainties are represented by colored bands.




































































































































Figure 8.10: Near side ∆η projection for the charge dependent (CD) two-particle
transverse momentum correlation for each centrality class in Pb–Pb collisions at√
sNN = 2.76 TeV as measured by ALICE, compared to expectations from HIJING
and three flavors of the AMPT generator, incorporating hadronic rescattering (HRS),
incorporating string melting (SM), and incorporating both, hadronic rescattering and
string melting (SM+HRS). For data, error bars represent statistical uncertainties (most
of them lower than the marker size) while systematic uncertainties are represented by
colored bands. For models, statistical uncertainties are represented by colored bands.

































































































































Figure 8.11: ∆ϕ projection for the charge independent (CI) two-particle transverse mo-
mentum correlation for each centrality class in Pb–Pb collisions at √sNN = 2.76 TeV as
measured by ALICE, compared to expectations from HIJING and three flavors of the
AMPT generator, incorporating hadronic rescattering (HRS), incorporating string melt-
ing (SM), and incorporating both, hadronic rescattering and string melting (SM+HRS).
For data, error bars represent statistical uncertainties (most of them lower than the marker
size) while systematic uncertainties are represented by colored bands. For models, sta-
tistical uncertainties are represented by colored bands.






























































































































Figure 8.12: ∆ϕ projection for the charge dependent (CD) two-particle transverse mo-
mentum correlation for each centrality class in Pb–Pb collisions at √sNN = 2.76 TeV as
measured by ALICE, compared to expectations from HIJING and three flavors of the
AMPT generator, incorporating hadronic rescattering (HRS), incorporating string melt-
ing (SM), and incorporating both, hadronic rescattering and string melting (SM+HRS).
For data, error bars represent statistical uncertainties (most of them lower than the marker
size) while systematic uncertainties are represented by colored bands. For models, sta-
tistical uncertainties are represented by colored bands.
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Figure 8.13: Evolution with centrality of the longitudinal width of the charge in-
dependent (CI) two-particle transverse momentum correlations in Pb–Pb collisions at√
sNN = 2.76 TeV as measured by ALICE, compared to expectations from HIJING and
from three flavors of the AMPT generator, incorporating hadronic rescattering, incorpo-
rating string melting, and incorporating both, hadronic rescattering and string melting.
Top panel shows the absolute values of the widths. Bottom panel shows the relative
evolution of the widths with respect to peripheral collisions. For data, error bars repre-
sent statistical uncertainties (most of them lower than the marker size) while systematic
uncertainties are represented by colored bands. For models, statistical uncertainties are
represented by colored bands.
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Figure 8.14: Evolution with centrality of the longitudinal width of the charge dependent
(CD) two-particle transverse momentum correlations in Pb–Pb collisions at √sNN =
2.76 TeV as measured by ALICE, compared to expectations from HIJING and from
three flavors of the AMPT generator, incorporating hadronic rescattering, incorporating
string melting, and incorporating both, hadronic rescattering and string melting. Top
panel shows the absolute values of the widths. Bottom panel shows the relative evolution
of thewidthswith respect to peripheral collisions. For data, error bars represent statistical
uncertainties (most of them lower than the marker size) while systematic uncertainties
are represented by colored bands. For models, statistical uncertainties are represented
by colored bands.
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Figure 8.15: Evolution with centrality of the azimuthal width of the charge independent
(CI) two-particle transverse momentum correlations in Pb–Pb collisions at √sNN =
2.76 TeV as measured by ALICE, compared to expectations from HIJING and from
three flavors of the AMPT generator, incorporating hadronic rescattering, incorporating
string melting, and incorporating both, hadronic rescattering and string melting. Top
panel shows the absolute values of the widths. Bottom panel shows the relative evolution
of thewidthswith respect to peripheral collisions. For data, error bars represent statistical
uncertainties (most of them lower than the marker size) while systematic uncertainties
are represented by colored bands. For models, statistical uncertainties are represented
by colored bands.
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Figure 8.16: Evolution with centrality of the azimuthal width of the charge dependent
(CD) two-particle transverse momentum correlations in Pb–Pb collisions at √sNN =
2.76 TeV as measured by ALICE, compared to expectations from HIJING and from
three flavors of the AMPT generator, incorporating hadronic re-scattering, incorporating
string melting, and incorporating both, hadronic rescattering and string melting. Top
panel shows the absolute values of the widths. Bottom panel shows the relative evolution
of thewidthswith respect to peripheral collisions. For data, error bars represent statistical
uncertainties (most of them lower than the marker size) while systematic uncertainties
are represented by colored bands. For models, statistical uncertainties are represented
by colored bands.
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8.6 Evolution from small systems to Pb–Pb
The usual signs of QGP formation in rHIC are the presence of jet-quenching [133] and long range
collective effects [134]. Jet-quenching is the medium induced modification of a high pT parton produced
at the early phases of the collision. Jet-quenching manifests as a deviation from unity of pT spectrum
ratio to a reference obtained by scaling the measurement in pp collisions with the number of binary
nucleon-nucleon collisions. Long range collective effects manifest as the azimuthal flow modulation
described by the flow coefficients. Measurements at the LHC in p–Pb collisions [135] shown the
absence of jet-quenching effects, at least in that way of being manifested. However, two-particle
number correlations measured as a function of the relative angular separation in high multiplicity pp and
p–Pb systems showed similar characteristics to the measured in Pb–Pb collisions [136]. Furthermore
measurements of anisotropic flow coefficients and their cross-correlations usingmulti-particle cumulants
in high multiplicity pp and p–Pb collisions [137, 138] indicated the presence of long range collective
behavior in these systems. Although at the multiplicities selected in the pp analyses within this thesis
have not shown any long range collective effects (see sect. 7.2), the p–Pb analyses have clearly shown
them (see sect. 7.1). The question whether QGP is or not produced in these “small” systems is still a
matter of active research.
Long range correlations are built up at early phases of the system evolution while short range
correlations are build up along system evolution reflecting medium characteristics, system dynamics
and particle production mechanism. Results for the G2 two-particle transverse momentum correlators
in pp and p–Pb systems have been shown in sects. 7.2 and 7.1. G2 correlators have shown their abilities
to “sense” the medium and its evolution. In this section the the evolution of the two-particle transverse
momentum correlation G2 in pp and p–Pb systems is shown compared with Pb–Pb results.
8.6.1 Longitudinal widths evolution
The longitudinal evolution ofGCI2 andG
CD
2 two-particle transverse momentum correlations as a function
of the average number of charged particles, 〈Nch〉, are shown in Fig. 8.17 for pp collisions at √sNN =
7 TeV, p–Pb collisions√sNN = 5.02 TeV, and Pb–Pb collisions√sNN = 2.76 TeV and√sNN = 5.02 TeV.
In Pb–Pb collisions, the GCI2 correlator clearly manifests the longitudinal broadening from low to high
multiplicity collisions characteristic of a viscous medium. The multiplicity is slightly higher in Pb–Pb
collisions at higher energy as expected. As was mention in sect. 7.1, the Pb–Pb at √sNN = 5.02 TeV
results probably are still affected by detector effects but, they show an earlier saturation compatible
with slightly higher radial flow at that energies [139]. The pp and p–Pb systems evolve with constant
width from low to relatively high multiplicity collisions, with the pp system showing a slight narrowing
trend. The evolution of the p–Pb system is specially relevant because, at the considered multiplicities,
the GCI2 correlator have shown clear signs of long range collective behavior in that system. While the
transition from the pp system to the p–Pb system is smooth, with similar correlator width for equivalent
multiplicities, the transition from the p–Pb system to the Pb–Pb system is abrupt, although there is not
so much multiplicity overlap.
In pp and p–Pb collisions, the GCD2 correlator clearly shows a consistent and monotonic narrowing
trend from low to relatively high multiplicity events. The width for the p–Pb collisions with higher
multiplicities matches that of the most peripheral Pb–Pb collisions. But for Pb–Pb collisions there is a
fundamental difference. As was described in sect. 8.2, the longitudinal evolution of the GCD2 correlator
manifest the interplay between the narrowing trend imposed by late hadronization and radial flow effects
and the broadening trend imposed by viscous diffusion. The interplay is also shown by the Pb–Pb
results at high energy showing even a bit earlier saturation consistent with stronger narrowing trend at
that energy. But it is needed to wait for the evaluation of the systematic uncertainties before drawing
conclusions.
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Figure 8.17: Longitudinal width of the two-particle transverse momentum correlation
GCI2 (top panel) andG
CD
2 (bottom panel) as a function of 〈Nch〉 in pp collisions at
√
sNN =
7 TeV, p–Pb collisions at √sNN = 5.02 TeV, Pb–Pb collisions at √sNN = 2.76 TeV,
and Pb–Pb collisions at √sNN = 5.02 TeV as measured in ALICE. 〈Nch〉 are the number
of charged particles involved in the extraction of the correlation function after NUA
and NUE corrections (see sect. 5.3). Error bars represent statistical uncertainties while
systematic uncertainties are represented by colored bands. For Pb–Pb collisions at√
sNN = 5.02 TeV only statistical errors are incorporated.
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8.6.2 Azimuthal widths evolution
The azimuthal evolution ofGCI2 andG
CD
2 two-particle transverse momentum correlations as a function of
the average number of charged particles, 〈Nch〉, are shown in Fig. 8.18 for pp collisions at√sNN = 7 TeV,
p–Pb collisions √sNN = 5.02 TeV, and Pb–Pb collisions √sNN = 2.76 TeV and √sNN = 5.02 TeV. The
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Figure 8.18: Azimuthal width of the two-particle transverse momentum correlationGCI2
(top panel) and GCD2 (bottom panel) as a function of 〈Nch〉 in pp collisions at
√
sNN =
7 TeV, p–Pb collisions at √sNN = 5.02 TeV, Pb–Pb collisions at √sNN = 2.76 TeV, and
Pb–Pb collisions at √sNN = 5.02 TeV as measured by ALICE. 〈Nch〉 are the number
of charged particles involved in the extraction of the correlation function after NUA
and NUE corrections (see sect. 5.3). Error bars represent statistical uncertainties while
systematic uncertainties are represented by colored bands. For Pb–Pb collisions at√
sNN = 5.02 TeV only statistical errors are incorporated.
overall scenario for the azimuthal dimension is a consistent narrowing trend for both correlators, GCI2
and GCD2 , in the four systems. This points to a possible similar underlying which drives the narrowing.
As was described in sect. 8.2 radial flow is pointed out as the origin of the azimuthal narrowing in Pb–Pb
collisions. If, as was described at the beginning of this section, collectivity effects are also present in pp
and p–Pb systems then, it is plausible that the origin of the azimuthal narrow trend were common for pp,
p–Pb and Pb–Pb systems. In pp and p–Pb collisions, both, GCI2 and G
CD
2 , correlators features a smooth
width transition between them. The transition from p–Pb to Pb–Pb is not that smooth specially for the
GCI2 correlator where the width evolution shows a clear break, perhaps pointing to a slightly different
mechanism or to additional narrowing sources. For Pb–Pb both energies show a matching not only in
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the width trend evolution but in the actual width values, questioning the strength of the narrowing trend
as the explanation for an early saturation of the broadening of the GCI2 correlator.
The study of the small systems is necessarily incomplete without focusing specifically in the high
multiplicity collisions for both, pp and p–Pb, systems.
8.7 η/s extraction
As was explained in sect. 2.4.6 η/s can be extracted directly from data using the expression [74]









where σc and σ0 stand for the longitudinal width of the two-particle correlation function (5.1) for the
most central and the most peripheral collisions (σp from now on), respectively, τ0 and τc,f are formation
time and freeze out time for the most central collisions, respectively, and Tc is the critical temperature.
For Tc the value of 160 MeV is adopted [140] and for τ0 the usual value of 1 fm is used [140] while
for τc,f the value 10.5 fm reported by ALICE [65] is considered. The value σc can be the value already
measured as the width of GCI2 for the most central events. However the value of σp needs to be inferred
from the measured data because the analysis reaches only 80% central collisions. In order to do that it
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Figure 8.19: Fits of the evolution of the longitudinal width of GCI2 with centrality
(left) and with 〈Npart〉 (right). The fit on centrality is reproduced on the right panel for
compatibility check.
is relevant to highlight that the width behaves as a power law with 〈Npart〉 for peripheral to semi-central
events where it may saturate. The reason for the saturation could be system life time saturation or
instrumental limitations. Due to this behavior three different methods have been considered:
1) σc and σp are extracted with the assumption that the width has a power law dependence with 〈Npart〉
for the full centrality range
2) σc and σp are extracted with the assumption that the width has a power law dependence with 〈Npart〉
from peripheral to semi-central collisions where it saturates
3) the evolution of the width behaves as a power law with the number of participants for peripheral to
semi-central events and σp is extracted from this behavior, for σc the value extracted from data is
considered
Figure 8.19 shows the evolution of the longitudinal width of the two-particle transverse momentum
correlation GCI2 with collision centrality and with 〈Npart〉 using the first method. Figs. 8.20 and 8.21
8.7. η/s extraction 159
show the second and third methods, respectively. With the values obtained for σc and σp from each
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Figure 8.20: Fits of the evolution of the longitudinal width of GCI2 with centrality (left)
and with 〈Npart〉 (right). The point where the plateau starts is an additional parameter of
the fit for keeping continuity. The fit on centrality is reproduced on the right panel for
compatibility check.
of the approaches, Tables 8.1 and 8.2 show the η/s values extracted using the GCI2 longitudinal width
evolution with centrality and with 〈Npart〉, respectively. It is interesting to highlight that the values for
the longitudinal width of the two-particle transverse momentum correlator GCI2 in pp collisions, for all
multiplicity classes, as shown in Fig. 8.17, match, within uncertainties, the values found in this section
for σp. This is consistent with a picture in which the pp system is the limit of the most peripheral Pb–Pb
collisions.
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Figure 8.21: Fits of the evolution of the longitudinal width of GCI2 with centrality (left)
and with 〈Npart〉 (right). Only the width for the most peripheral collisions is extracted
from the fit, the width for the most central ones is taken as extracted from data. The fit
on centrality is reproduced on the right panel for compatibility check.
An alternative way of presenting the potential η/s range extracted above, is to show the expected
longitudinal width the GCI2 would have if the shear viscosity over entropy density had different values
given that thewidth of the correlator for themost peripheral events is the one above extracted. Figure 8.22
shows the expected longitudinal widths as bands over the higher multiplicity events for each of the η/s
values considered.
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method # name σc σp η/s
1 Logarithmic scaling 0.76 ± 0.03 (tot) 0.49 ± 0.03 (tot) 0.077 ± 0.011
2 Saturation level 0.73 ± 0.01 (tot) 0.48 ± 0.03 (tot) 0.066 ± 0.007
3 Most central events 0.68 ± 0.00 (tot) 0.49 ± 0.03 (tot) 0.052 ± 0.006
Table 8.1: η/s values extracted from the evolution of the longitudinal width ofGCI2 with
centrality for each of the considered methods. The values extracted/considered for σc
and σp are also shown.
method # name σc σp η/s
4 Logarithmic scaling 0.77 ± 0.01 (tot) 0.47 ± 0.01 (tot) 0.083 ± 0.003
5 Saturation level 0.73 ± 0.01 (tot) 0.48 ± 0.02 (tot) 0.067 ± 0.004
6 Most central events 0.68 ± 0.00 (tot) 0.47 ± 0.01 (tot) 0.055 ± 0.002
Table 8.2: η/s values extracted from the evolution of the longitudinal width of GCI2
with the number of participants for each of the considered methods. The values ex-
tracted/considered for σc and σp are also shown.
The values of η/s obtained for the different methods (Tables 8.1 and 8.2) are shown in Fig. 8.23. The
average among the different measurements is assigned as final value for η/s and their standard deviation
as its uncertainty, therefore η/s = 0.066± 0.012. For reference the theoretical limit 1/4pi is also shown.
Finally the η/s value obtained in this thesis is compared in Fig. 8.24 to various calculations of η/s
as a function of temperature as presented in [37]. The process which has been followed to extract η/s
in this thesis, by using the method proposed in [70], only considers the value of the critical temperature.
Therefore, the obtained value for η/s is an average along the whole evolution of the system. The interplay
between broadening trend due to viscous effects and narrowing trend due to particle production and
collective flow, also suggest the obtained η/s value as a lower limit. Both considerations put constrains
and requirements on the proposed method. More work is needed from the experimental and theoretical
point of view. Experimentally, for example, similar analyses from the beam energy scan (BES) at RHIC
will shed light on the dependence of the width saturation level with collision energy. Theoretically, an
extension to the proposed formula for η/s extraction to intermediate centrality collisions, will allow a
potential temperature dependent η/s extraction. From both areas, for example, strategies for disentangle
viscous effects from collective behavior and particle productionmechanisms, will allow a better scenario
for η/s extraction.
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Figure 8.22: Expected longitudinal widths for the most central collisions of the two-
particle transverse momentum correlation GCI2 for different values of η/s. The extrapo-
lated value is obtained for the most peripheral events
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Figure 8.23: Values of η/s for each of the utilized methods as in Tables 8.1 and 8.2
are shown in red. The blue point is the average of all values with the error calculated
as standard deviation. Horizontal dotted green line represents the theoretical KSS
limit[141].
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Figure 8.24: Comparison of the value of η/s obtained in this thesis to the values
obtained for η/s as a function of temperature in [37] for ALICE and for PHENIX,
and from other various calculations. The uncertainty in the temperature range is just
indicative, ±80 MeV has been incorporated, to reflect the fact that the used method
involves a wide evolution range. (Base figure taken from [37] incorporating the own [37]




The relevance of the study of the properties of the medium created in heavy ion collisions in the huge
colliders, RHIC in Brookhaven and LHC in Geneva, is evidenced mainly by two aspects. On the one
hand, by the impact that their results may have in the field of development of the theories that try to
understand the intimate nature of the matter. On the other hand, by the ability to mobilize gigantic
investments, not only in the continuous upgrade of the existing colliders. The new facilities, planned to
go into operation in the near future, such as FAIR in Darmstadt and NICA in Dubna, are born oriented
to the study of the transition zone between the medium created in those collisions and the matter as it is
usually known.
The medium created in relativistic heavy-ion collisions, QGP, has a set of properties which charac-
terize it, among them the transport coefficients. The QGP transport coefficients govern the evolution of
the fluctuations of the medium towards the equilibrium state. The objective of this thesis is to extract
the transport coefficients of the QGP.
The success of hydrodynamic models in reproducing certain experimentally measured magnitudes
in heavy-ion collisions has led to a complete generation of methods to infer the transport coefficients of
QGP through hydrodynamic simulations that incorporate them as parameters. The transport coefficients
of the QGP are inferred by comparing the predictions of the theoretical models with the experimental
data. As such, this thesis begins with the hydrodynamic description used as a basis in most of these
models. Next the different methods that have been used to infer the transport coefficients of the QGP,
specifically, the specific shear viscosity, η/s, and the specific bulk viscosity, ζ/s, are introduced showing
its increasing complexity and sophistication.
The use ofmodels to infer the transport coefficients of theQGP has an inherent uncertainty associated
with the model selection and with the initial conditions chosen for the start of the simulated evolution.
The objective of this thesis is to extract the transport coefficients of the QGP directly from data using
two-particle momentum correlations. Therefore, two-particle correlations are described from their basic
concepts to the procedures for extracting the QGP transport coefficients using two-particle momentum
components correlations.
This thesis describes in detail the procedure for extracting the two-particle transverse momentum
correlations to which significant novel contributions have been made. The extraction of the corrections
for inhomogeneities in the acceptance of the detector has been adapted to high multiplicity scenarios,
large number of events and its non uniform longitudinal distribution. The fact of using Monte Carlo
simulators, with their own peculiarities, to extract the detector efficiency correction, also required the
adaptation of those corrections. The application of corrections for transverse momentum dependent
non-uniform efficiency has been implemented for the first time in the method used. The procedure for
extracting a pair detection efficiency correction and the study of its impact on the correlator is completely
new. The evaluation of the impact of the width in which the centrality, or multiplicity, of the collision
is measured, has been carried out using different Monte Carlo event generators. A procedure for the
correction of that impact has been developed, implemented and used to produced the results reported in
this thesis. The detailed analysis of the effect and the correction procedure has been published in PRC.
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The evolution with the centrality of the collision of the correlator and its longitudinal and azimuthal
projections for both, the charge dependent and the charge independent track combinations, presented in
nine different intervals of centrality, allow to perceive the sensitivity of this correlator and the richness
of nuances that its detailed analysis provides. In the case of the charge independent correlator, it is the
first time that it is shown at LHC energies and has already been measured at RHIC energies. In the case
of the charge dependent correlator, it is the first experimental measurement that has been performed.
The procedure for extracting the η/s of the QGP requires extracting the width of two-particle
transverse momentum correlator. For doing this, and for the first time for this correlator, a two-
dimensional, longitudinal and azimuthal, parametrization procedure has been used. The parametrization
procedure simultaneously models the background component, inherent to two particle correlators, the
collective behavior component and the component that is sensitive to in transverse momentum currents
fluctuations. The width of the latter is of interest for the η/s extraction procedure.
The comparison of the evolution of the correlator, their longitudinal and azimuthal projections, and
of their widths along these dimensions, with predictions of different Monte Carlo event generators,
which implement different aspects of the physics of heavy-ion collisions, is also completely new and
allows to put restrictions on the physics that implement these models.
From the evolution of the longitudinal width of the two-particle transverse momentum correlator,
and for the first time at LHC energies, a value η/s = 0.066 ± 0.012 has been extracted. The value is in
agreement with the predictions available in the literature and close to the theoretical limit 1/4pi. The
evolution of the longitudinal width has been compared to the results reported by STAR at RHIC energies
and to the evolution of other correlators reported by ALICE at LHC energies. This comparisons allow
to abound in the concrete sensitivity of the two-particle transverse momentum correlator compared to
that of other two-particle correlators.
The study of the behavior of the two-particle transverse momentum correlator has been extended
for the first time to the so-called small systems, where, in principle, the QGP should not have had the
possibility of be constituted. For the first time, the two-particle transverse momentum correlators, their
longitudinal, their azimuthal projections, and the evolution of their widths along these dimensions, are
presented for proton-proton and proton-lead collisions. The result of a behavior of the longitudinal
width of the two-particle transverse momentum correlator that does not depend on the multiplicity of
the collision for proton-proton and proton-lead systems allows the correlator to be qualified as sensitive
to the formation of the QGP.
In summary, it has been possible to extract, using the method of the evolution with the centrality
of the width of the two-particle transverse momentum correlator, and for the first time for the LHC, a
value of η/s that is in accordance with the values obtained using hydrodynamic models. It was shown
that the two-particle transverse momentum correlator has sensitivity to establish differences between
heavy-ion systems and small systems, an aspect in which other correlators have not been successful.
It has also been shown how this sensitivity tests how the physics of processes in heavy-ion collisions
is implemented in event generators. While the extraction of the η/s value has been completely data
driven as opposed to other presented methods which rely on modeling the different system evolution
phases, on predicting initial conditions and on running simulation codes, it is necessary also to say few,
critical, words about the procedure used in this thesis. The first point is that the extracted η/s value is
the result of the whole evolution of the system and not just of the viscous hydrodynamic phase. The
second point is that the method, implicit in Eq. (2.134), attributes the longitudinal broadening of the
two-particle transverse momentum correlationGCI2 just to viscous effects, discarding any other effect that
may influence its shape. The correlator sensitivity to medium narrowing trends has been clearly shown,
which points the found value as a lower limit. The good point now is that, being a data driven method,
the own data might be used to compensate for these drawbacks. Although the value found for η/s is
relevant in its own and amazingly matching the values obtained by completely different methods the
actual significance of this work lies on the extracted behavior of the two-particle transverse momentum
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correlation and its sensitivity. The experimental measure of the two-particle transverse momentum
correlators is in its dawn and the results of this thesis will contribute to give it a considerable boost.
9.1 Outlook
As part of the development of this thesis, extensive work has been done generating simulated events
with event generators of different characteristics. From purely hadronic models such as UrQMD, to
cascades of models such as IP-GLASMA + MUSIC + UrQMD whose chain was established from a
previous IP-GLASMA + VISHNU + UrQMD one. In this context there is a substantial amount of
results that require additional classification and that will allow restrictions on the models that implement
these generators. The publication of the results obtained for the Pb–Pb system at √sNN = 2.76 TeV are
already in the process of being published in the final rounds of review of the ALICE collaboration. The
publication of the proton-proton and proton-lead results as well as the detailed comparison with models,
which has been presented in this thesis, is already in its early stages. The analysis of events of high
multiplicity in small systems, needed to confirm whether in these systems the medium produced differs
or not from that produced in small systems of conventional multiplicity, is the next step to validate the
sensitivity of the two-particle transverse momentum correlation. The analysis on small systems might
also provide the means for subtracting undesired contributions as narrowing or not viscous related
broadening. The analysis of the two-particle correlator proposed for the extraction of the ζ/s carried
out in its differential form, in relative angular separation, to make a study of its sensitivity and the
applicability of the suggested extraction procedure will allow, in case of positive results, the extraction
of ζ/s for the first time directly from the registered data. The suggested method for the extraction of the
relaxation time of the QGP requires quantitative analysis of the correlator shape which has already been
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In this appendix the results of the systematic uncertainties tests are presented. Section A.1 covers the
systematic tests on the projections of the two-particle correlation function while section A.2 does it on
the their widths evolution.
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A.1 Systematic uncertainties on the projections
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Figure A.1: Systematic uncertainty contribution analysis for the ∆η projection of the
charge independent (CI) two-particle correlation function for 0–5% central Pb–Pb col-
lisions at √sNN = 2.76 TeV as measured by ALICE. On the top row, reduced vertex
acceptance (left) and magnetic field polarity −− tests; on the middle row, Global tracks
(left) and magnetic field polarity ++ tests; on the bottom row, centrality estimation using
CL1 information (left) and incorporation of the pair efficiency correction (right). On all
panels the blue points are the results from the default analysis while the green are the
ones from the corresponding test (see section 5.5.2).
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Figure A.2: Systematic uncertainty contribution analysis for the ∆η projection of the
charge independent (CI) two-particle correlation function for 5–10% central Pb–Pb
collisions at √sNN = 2.76 TeV as measured by ALICE. On the top row, reduced vertex
acceptance (left) and magnetic field polarity −− tests; on the middle row, Global tracks
(left) and magnetic field polarity ++ tests; on the bottom row, centrality estimation using
CL1 information (left) and incorporation of the pair efficiency correction (right). On all
panels the blue points are the results from the default analysis while the green are the
ones from the corresponding test (see section 5.5.2).
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Figure A.3: Systematic uncertainty contribution analysis for the ∆η projection of the
charge independent (CI) two-particle correlation function for 10–20% central Pb–Pb
collisions at √sNN = 2.76 TeV as measured by ALICE. On the top row, reduced vertex
acceptance (left) and magnetic field polarity −− tests; on the middle row, Global tracks
(left) and magnetic field polarity ++ tests; on the bottom row, centrality estimation using
CL1 information (left) and incorporation of the pair efficiency correction (right). On all
panels the blue points are the results from the default analysis while the green are the
ones from the corresponding test (see section 5.5.2).
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Figure A.4: Systematic uncertainty contribution analysis for the ∆η projection of the
charge independent (CI) two-particle correlation function for 20–30% central Pb–Pb
collisions at √sNN = 2.76 TeV as measured by ALICE. On the top row, reduced vertex
acceptance (left) and magnetic field polarity −− tests; on the middle row, Global tracks
(left) and magnetic field polarity ++ tests; on the bottom row, centrality estimation using
CL1 information (left) and incorporation of the pair efficiency correction (right). On all
panels the blue points are the results from the default analysis while the green are the
ones from the corresponding test (see section 5.5.2).
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Figure A.5: Systematic uncertainty contribution analysis for the ∆η projection of the
charge independent (CI) two-particle correlation function for 30–40% central Pb–Pb
collisions at √sNN = 2.76 TeV as measured by ALICE. On the top row, reduced vertex
acceptance (left) and magnetic field polarity −− tests; on the middle row, Global tracks
(left) and magnetic field polarity ++ tests; on the bottom row, centrality estimation using
CL1 information (left) and incorporation of the pair efficiency correction (right). On all
panels the blue points are the results from the default analysis while the green are the
ones from the corresponding test (see section 5.5.2).
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Figure A.6: Systematic uncertainty contribution analysis for the ∆η projection of the
charge independent (CI) two-particle correlation function for 40–50% central Pb–Pb
collisions at √sNN = 2.76 TeV as measured by ALICE. On the top row, reduced vertex
acceptance (left) and magnetic field polarity −− tests; on the middle row, Global tracks
(left) and magnetic field polarity ++ tests; on the bottom row, centrality estimation using
CL1 information (left) and incorporation of the pair efficiency correction (right). On all
panels the blue points are the results from the default analysis while the green are the
ones from the corresponding test (see section 5.5.2).
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Figure A.7: Systematic uncertainty contribution analysis for the ∆η projection of the
charge independent (CI) two-particle correlation function for 50–60% central Pb–Pb
collisions at √sNN = 2.76 TeV as measured by ALICE. On the top row, reduced vertex
acceptance (left) and magnetic field polarity −− tests; on the middle row, Global tracks
(left) and magnetic field polarity ++ tests; on the bottom row, centrality estimation using
CL1 information (left) and incorporation of the pair efficiency correction (right). On all
panels the blue points are the results from the default analysis while the green are the
ones from the corresponding test (see section 5.5.2).
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Figure A.8: Systematic uncertainty contribution analysis for the ∆η projection of the
charge independent (CI) two-particle correlation function for 60–70% central Pb–Pb
collisions at √sNN = 2.76 TeV as measured by ALICE. On the top row, reduced vertex
acceptance (left) and magnetic field polarity −− tests; on the middle row, Global tracks
(left) and magnetic field polarity ++ tests; on the bottom row, centrality estimation using
CL1 information (left) and incorporation of the pair efficiency correction (right). On all
panels the blue points are the results from the default analysis while the green are the
ones from the corresponding test (see section 5.5.2).
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Figure A.9: Systematic uncertainty contribution analysis for the ∆η projection of the
charge independent (CI) two-particle correlation function for 70–80% central Pb–Pb
collisions at √sNN = 2.76 TeV as measured by ALICE. On the top row, reduced vertex
acceptance (left) and magnetic field polarity −− tests; on the middle row, Global tracks
(left) and magnetic field polarity ++ tests; on the bottom row, centrality estimation using
CL1 information (left) and incorporation of the pair efficiency correction (right). On all
panels the blue points are the results from the default analysis while the green are the
ones from the corresponding test (see section 5.5.2).
A.1. Systematic uncertainties on the projections 187















































































Mag. field - -












































































































Mag. field + +









































































































































Figure A.10: Systematic uncertainty contribution analysis for the ∆ϕ projection of
the charge independent (CI) two-particle correlation function for 0–5% central Pb–Pb
collisions at √sNN = 2.76 TeV as measured by ALICE. On the top row, reduced vertex
acceptance (left) and magnetic field polarity −− tests; on the middle row, Global tracks
(left) and magnetic field polarity ++ tests; on the bottom row, centrality estimation using
CL1 information (left) and incorporation of the pair efficiency correction (right). On all
panels the blue points are the results from the default analysis while the green are the
ones from the corresponding test (see section 5.5.2).
188 Appendix A. Systematic uncertainties















































































Mag. field - -


















































































































Mag. field + +

























































































































































Figure A.11: Systematic uncertainty contribution analysis for the ∆ϕ projection of
the charge independent (CI) two-particle correlation function for 5–10% central Pb–Pb
collisions at √sNN = 2.76 TeV as measured by ALICE. On the top row, reduced vertex
acceptance (left) and magnetic field polarity −− tests; on the middle row, Global tracks
(left) and magnetic field polarity ++ tests; on the bottom row, centrality estimation using
CL1 information (left) and incorporation of the pair efficiency correction (right). On all
panels the blue points are the results from the default analysis while the green are the
ones from the corresponding test (see section 5.5.2).
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Figure A.12: Systematic uncertainty contribution analysis for the ∆ϕ projection of the
charge independent (CI) two-particle correlation function for 10–20% central Pb–Pb
collisions at √sNN = 2.76 TeV as measured by ALICE. On the top row, reduced vertex
acceptance (left) and magnetic field polarity −− tests; on the middle row, Global tracks
(left) and magnetic field polarity ++ tests; on the bottom row, centrality estimation using
CL1 information (left) and incorporation of the pair efficiency correction (right). On all
panels the blue points are the results from the default analysis while the green are the
ones from the corresponding test (see section 5.5.2).
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Figure A.13: Systematic uncertainty contribution analysis for the ∆ϕ projection of the
charge independent (CI) two-particle correlation function for 20–30% central Pb–Pb
collisions at √sNN = 2.76 TeV as measured by ALICE. On the top row, reduced vertex
acceptance (left) and magnetic field polarity −− tests; on the middle row, Global tracks
(left) and magnetic field polarity ++ tests; on the bottom row, centrality estimation using
CL1 information (left) and incorporation of the pair efficiency correction (right). On all
panels the blue points are the results from the default analysis while the green are the
ones from the corresponding test (see section 5.5.2).
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Figure A.14: Systematic uncertainty contribution analysis for the ∆ϕ projection of the
charge independent (CI) two-particle correlation function for 30–40% central Pb–Pb
collisions at √sNN = 2.76 TeV as measured by ALICE. On the top row, reduced vertex
acceptance (left) and magnetic field polarity −− tests; on the middle row, Global tracks
(left) and magnetic field polarity ++ tests; on the bottom row, centrality estimation using
CL1 information (left) and incorporation of the pair efficiency correction (right). On all
panels the blue points are the results from the default analysis while the green are the
ones from the corresponding test (see section 5.5.2).
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Figure A.15: Systematic uncertainty contribution analysis for the ∆ϕ projection of the
charge independent (CI) two-particle correlation function for 40–50% central Pb–Pb
collisions at √sNN = 2.76 TeV as measured by ALICE. On the top row, reduced vertex
acceptance (left) and magnetic field polarity −− tests; on the middle row, Global tracks
(left) and magnetic field polarity ++ tests; on the bottom row, centrality estimation using
CL1 information (left) and incorporation of the pair efficiency correction (right). On all
panels the blue points are the results from the default analysis while the green are the
ones from the corresponding test (see section 5.5.2).
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Figure A.16: Systematic uncertainty contribution analysis for the ∆ϕ projection of the
charge independent (CI) two-particle correlation function for 50–60% central Pb–Pb
collisions at √sNN = 2.76 TeV as measured by ALICE. On the top row, reduced vertex
acceptance (left) and magnetic field polarity −− tests; on the middle row, Global tracks
(left) and magnetic field polarity ++ tests; on the bottom row, centrality estimation using
CL1 information (left) and incorporation of the pair efficiency correction (right). On all
panels the blue points are the results from the default analysis while the green are the
ones from the corresponding test (see section 5.5.2).
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Figure A.17: Systematic uncertainty contribution analysis for the ∆ϕ projection of the
charge independent (CI) two-particle correlation function for 60–70% central Pb–Pb
collisions at √sNN = 2.76 TeV as measured by ALICE. On the top row, reduced vertex
acceptance (left) and magnetic field polarity −− tests; on the middle row, Global tracks
(left) and magnetic field polarity ++ tests; on the bottom row, centrality estimation using
CL1 information (left) and incorporation of the pair efficiency correction (right). On all
panels the blue points are the results from the default analysis while the green are the
ones from the corresponding test (see section 5.5.2).
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Figure A.18: Systematic uncertainty contribution analysis for the ∆ϕ projection of the
charge independent (CI) two-particle correlation function for 70–80% central Pb–Pb
collisions at √sNN = 2.76 TeV as measured by ALICE. On the top row, reduced vertex
acceptance (left) and magnetic field polarity −− tests; on the middle row, Global tracks
(left) and magnetic field polarity ++ tests; on the bottom row, centrality estimation using
CL1 information (left) and incorporation of the pair efficiency correction (right). On all
panels the blue points are the results from the default analysis while the green are the
ones from the corresponding test (see section 5.5.2).
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Figure A.19: Systematic uncertainty contribution analysis for the ∆η projection of
the charge dependent (CD) two-particle correlation function for 0–5% central Pb–Pb
collisions at √sNN = 2.76 TeV as measured by ALICE. On the top row, reduced vertex
acceptance (left) and magnetic field polarity −− tests; on the middle row, Global tracks
(left) and magnetic field polarity ++ tests; on the bottom row, centrality estimation using
CL1 information (left) and incorporation of the pair efficiency correction (right). On all
panels the blue points are the results from the default analysis while the green are the
ones from the corresponding test (see section 5.5.2).
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Figure A.20: Systematic uncertainty contribution analysis for the ∆η projection of
the charge dependent (CD) two-particle correlation function for 5–10% central Pb–Pb
collisions at √sNN = 2.76 TeV as measured by ALICE. On the top row, reduced vertex
acceptance (left) and magnetic field polarity −− tests; on the middle row, Global tracks
(left) and magnetic field polarity ++ tests; on the bottom row, centrality estimation using
CL1 information (left) and incorporation of the pair efficiency correction (right). On all
panels the blue points are the results from the default analysis while the green are the
ones from the corresponding test (see section 5.5.2).
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Figure A.21: Systematic uncertainty contribution analysis for the ∆η projection of
the charge dependent (CD) two-particle correlation function for 10-20% central Pb–Pb
collisions at √sNN = 2.76 TeV as measured by ALICE. On the top row, reduced vertex
acceptance (left) and magnetic field polarity −− tests; on the middle row, Global tracks
(left) and magnetic field polarity ++ tests; on the bottom row, centrality estimation using
CL1 information (left) and incorporation of the pair efficiency correction (right). On all
panels the blue points are the results from the default analysis while the green are the
ones from the corresponding test (see section 5.5.2).
A.1. Systematic uncertainties on the projections 199












































































Mag. field - -
















































































































Mag. field + +






















































































































































Figure A.22: Systematic uncertainty contribution analysis for the ∆η projection of
the charge dependent (CD) two-particle correlation function for 20–30% central Pb–Pb
collisions at √sNN = 2.76 TeV as measured by ALICE. On the top row, reduced vertex
acceptance (left) and magnetic field polarity −− tests; on the middle row, Global tracks
(left) and magnetic field polarity ++ tests; on the bottom row, centrality estimation using
CL1 information (left) and incorporation of the pair efficiency correction (right). On all
panels the blue points are the results from the default analysis while the green are the
ones from the corresponding test (see section 5.5.2).
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Figure A.23: Systematic uncertainty contribution analysis for the ∆η projection of
the charge dependent (CD) two-particle correlation function for 30–40% central Pb–Pb
collisions at √sNN = 2.76 TeV as measured by ALICE. On the top row, reduced vertex
acceptance (left) and magnetic field polarity −− tests; on the middle row, Global tracks
(left) and magnetic field polarity ++ tests; on the bottom row, centrality estimation using
CL1 information (left) and incorporation of the pair efficiency correction (right). On all
panels the blue points are the results from the default analysis while the green are the
ones from the corresponding test (see section 5.5.2).
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Figure A.24: Systematic uncertainty contribution analysis for the ∆η projection of
the charge dependent (CD) two-particle correlation function for 40–50% central Pb–Pb
collisions at √sNN = 2.76 TeV as measured by ALICE. On the top row, reduced vertex
acceptance (left) and magnetic field polarity −− tests; on the middle row, Global tracks
(left) and magnetic field polarity ++ tests; on the bottom row, centrality estimation using
CL1 information (left) and incorporation of the pair efficiency correction (right). On all
panels the blue points are the results from the default analysis while the green are the
ones from the corresponding test (see section 5.5.2).
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Figure A.25: Systematic uncertainty contribution analysis for the ∆η projection of
the charge dependent (CD) two-particle correlation function for 50–60% central Pb–Pb
collisions at √sNN = 2.76 TeV as measured by ALICE. On the top row, reduced vertex
acceptance (left) and magnetic field polarity −− tests; on the middle row, Global tracks
(left) and magnetic field polarity ++ tests; on the bottom row, centrality estimation using
CL1 information (left) and incorporation of the pair efficiency correction (right). On all
panels the blue points are the results from the default analysis while the green are the
ones from the corresponding test (see section 5.5.2).
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Figure A.26: Systematic uncertainty contribution analysis for the ∆η projection of
the charge dependent (CD) two-particle correlation function for 60–70% central Pb–Pb
collisions at √sNN = 2.76 TeV as measured by ALICE. On the top row, reduced vertex
acceptance (left) and magnetic field polarity −− tests; on the middle row, Global tracks
(left) and magnetic field polarity ++ tests; on the bottom row, centrality estimation using
CL1 information (left) and incorporation of the pair efficiency correction (right). On all
panels the blue points are the results from the default analysis while the green are the
ones from the corresponding test (see section 5.5.2).
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Figure A.27: Systematic uncertainty contribution analysis for the ∆η projection of
the charge dependent (CD) two-particle correlation function for 70–80% central Pb–Pb
collisions at √sNN = 2.76 TeV as measured by ALICE. On the top row, reduced vertex
acceptance (left) and magnetic field polarity −− tests; on the middle row, Global tracks
(left) and magnetic field polarity ++ tests; on the bottom row, centrality estimation using
CL1 information (left) and incorporation of the pair efficiency correction (right). On all
panels the blue points are the results from the default analysis while the green are the
ones from the corresponding test (see section 5.5.2).
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Figure A.28: Systematic uncertainty contribution analysis for the ∆ϕ projection of
the charge dependent (CD) two-particle correlation function for 0–5% central Pb–Pb
collisions at √sNN = 2.76 TeV as measured by ALICE. On the top row, reduced vertex
acceptance (left) and magnetic field polarity −− tests; on the middle row, Global tracks
(left) and magnetic field polarity ++ tests; on the bottom row, centrality estimation using
CL1 information (left) and incorporation of the pair efficiency correction (right). On all
panels the blue points are the results from the default analysis while the green are the
ones from the corresponding test (see section 5.5.2).
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Figure A.29: Systematic uncertainty contribution analysis for the ∆ϕ projection of
the charge dependent (CD) two-particle correlation function for 5–10% central Pb–Pb
collisions at √sNN = 2.76 TeV as measured by ALICE. On the top row, reduced vertex
acceptance (left) and magnetic field polarity −− tests; on the middle row, Global tracks
(left) and magnetic field polarity ++ tests; on the bottom row, centrality estimation using
CL1 information (left) and incorporation of the pair efficiency correction (right). On all
panels the blue points are the results from the default analysis while the green are the
ones from the corresponding test (see section 5.5.2).
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Figure A.30: Systematic uncertainty contribution analysis for the ∆ϕ projection of
the charge dependent (CD) two-particle correlation function for 10–20% central Pb–Pb
collisions at √sNN = 2.76 TeV as measured by ALICE. On the top row, reduced vertex
acceptance (left) and magnetic field polarity −− tests; on the middle row, Global tracks
(left) and magnetic field polarity ++ tests; on the bottom row, centrality estimation using
CL1 information (left) and incorporation of the pair efficiency correction (right). On all
panels the blue points are the results from the default analysis while the green are the
ones from the corresponding test (see section 5.5.2).
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Figure A.31: Systematic uncertainty contribution analysis for the ∆ϕ projection of
the charge dependent (CD) two-particle correlation function for 20–30% central Pb–Pb
collisions at √sNN = 2.76 TeV as measured by ALICE. On the top row, reduced vertex
acceptance (left) and magnetic field polarity −− tests; on the middle row, Global tracks
(left) and magnetic field polarity ++ tests; on the bottom row, centrality estimation using
CL1 information (left) and incorporation of the pair efficiency correction (right). On all
panels the blue points are the results from the default analysis while the green are the
ones from the corresponding test (see section 5.5.2).
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Figure A.32: Systematic uncertainty contribution analysis for the ∆ϕ projection of
the charge dependent (CD) two-particle correlation function for 30–40% central Pb–Pb
collisions at √sNN = 2.76 TeV as measured by ALICE. On the top row, reduced vertex
acceptance (left) and magnetic field polarity −− tests; on the middle row, Global tracks
(left) and magnetic field polarity ++ tests; on the bottom row, centrality estimation using
CL1 information (left) and incorporation of the pair efficiency correction (right). On all
panels the blue points are the results from the default analysis while the green are the
ones from the corresponding test (see section 5.5.2).
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Figure A.33: Systematic uncertainty contribution analysis for the ∆ϕ projection of
the charge dependent (CD) two-particle correlation function for 40–50% central Pb–Pb
collisions at √sNN = 2.76 TeV as measured by ALICE. On the top row, reduced vertex
acceptance (left) and magnetic field polarity −− tests; on the middle row, Global tracks
(left) and magnetic field polarity ++ tests; on the bottom row, centrality estimation using
CL1 information (left) and incorporation of the pair efficiency correction (right). On all
panels the blue points are the results from the default analysis while the green are the
ones from the corresponding test (see section 5.5.2).
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Figure A.34: Systematic uncertainty contribution analysis for the ∆ϕ projection of
the charge dependent (CD) two-particle correlation function for 50–60% central Pb–Pb
collisions at √sNN = 2.76 TeV as measured by ALICE. On the top row, reduced vertex
acceptance (left) and magnetic field polarity −− tests; on the middle row, Global tracks
(left) and magnetic field polarity ++ tests; on the bottom row, centrality estimation using
CL1 information (left) and incorporation of the pair efficiency correction (right). On all
panels the blue points are the results from the default analysis while the green are the
ones from the corresponding test (see section 5.5.2).
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Figure A.35: Systematic uncertainty contribution analysis for the ∆ϕ projection of
the charge dependent (CD) two-particle correlation function for 60–70% central Pb–Pb
collisions at √sNN = 2.76 TeV as measured by ALICE. On the top row, reduced vertex
acceptance (left) and magnetic field polarity −− tests; on the middle row, Global tracks
(left) and magnetic field polarity ++ tests; on the bottom row, centrality estimation using
CL1 information (left) and incorporation of the pair efficiency correction (right). On all
panels the blue points are the results from the default analysis while the green are the
ones from the corresponding test (see section 5.5.2).
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Figure A.36: Systematic uncertainty contribution analysis for the ∆ϕ projection of
the charge dependent (CD) two-particle correlation function for 70–80% central Pb–Pb
collisions at √sNN = 2.76 TeV as measured by ALICE. On the top row, reduced vertex
acceptance (left) and magnetic field polarity −− tests; on the middle row, Global tracks
(left) and magnetic field polarity ++ tests; on the bottom row, centrality estimation using
CL1 information (left) and incorporation of the pair efficiency correction (right). On all
panels the blue points are the results from the default analysis while the green are the
ones from the corresponding test (see section 5.5.2).
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A.2 Systematic uncertainties on the widths
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Figure A.37: Systematic uncertainty contribution analysis for the ∆η evolution of the
width of the charge independent (CI) two-particle correlation function in Pb–Pb collisions
at √sNN = 2.76 TeV as measured by ALICE. On the top row, reduced vertex acceptance
(left) and magnetic field polarity −− tests; on the middle row, Global tracks (left) and
magnetic field polarity ++ tests; on the bottom row, centrality estimation using CL1
information (left) and incorporation of the pair efficiency correction (right). On all
panels the blue dots are the results from the default analysis while the green are the ones
from the corresponding test (see section 5.5.2).
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Figure A.38: Systematic uncertainty contribution analysis for the ∆η evolution of the
width of the charge dependent (CD) two-particle correlation function in Pb–Pb collisions
at √sNN = 2.76 TeV as measured by ALICE. On the top row, reduced vertex acceptance
(left) and magnetic field polarity −− tests; on the middle row, Global tracks (left) and
magnetic field polarity ++ tests; on the bottom row, centrality estimation using CL1
information (left) and incorporation of the pair efficiency correction (right). On all
panels the blue dots are the results from the default analysis while the green are the ones
from the corresponding test (see section 5.5.2).
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Figure A.39: Systematic uncertainty contribution analysis for the ∆ϕ evolution of
the width of the charge independent (CI) two-particle correlation function in Pb–Pb
collisions at √sNN = 2.76 TeV as measured by ALICE. On the top row, reduced vertex
acceptance (left) and magnetic field polarity −− tests; on the middle row, Global tracks
(left) and magnetic field polarity ++ tests; on the bottom row, centrality estimation using
CL1 information (left) and incorporation of the pair efficiency correction (right). On all
panels the blue dots are the results from the default analysis while the green are the ones
from the corresponding test (see section 5.5.2).
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Figure A.40: Systematic uncertainty contribution analysis for the ∆ϕ evolution of the
width of the charge dependent (CD) two-particle correlation function in Pb–Pb collisions
at √sNN = 2.76 TeV as measured by ALICE. On the top row, reduced vertex acceptance
(left) and magnetic field polarity −− tests; on the middle row, Global tracks (left) and
magnetic field polarity ++ tests; on the bottom row, centrality estimation using CL1
information (left) and incorporation of the pair efficiency correction (right). On all
panels the blue dots are the results from the default analysis while the green are the ones




Results for US and LS track combinations
B.1 Pb–Pb at √sNN = 2.76 TeV results
B.1.1 Two-particle transverse momentum correlations
Figures B.1 and B.2 show the two-particle transverse momentum correlation G2 for the US and LS
track combinations, respectively. The central bin at (∆η,∆ϕ) = (0, 0) has been excluded because it is
undercorrected. The full version of the correlation function is shown in appendix C.
Figure B.1: Unlike sign (US) two-particle transverse momentum correlation in Pb–Pb
collisions at √sNN = 2.76 TeV as measured by ALICE.
220 Appendix B. Results for US and LS track combinations
Figure B.2: Like sign (LS) two-particle transverse momentum correlation in Pb–Pb
collisions at √sNN = 2.76 TeV as measured by ALICE.
B.1. Pb–Pb at √sNN = 2.76 TeV results 221
B.1.2 Longitudinal projections
Figures B.3 and B.4 show the longitudinal projection of two-particle transverse momentum correlation
G2 for the US and LS track combinations, respectively. The central bin at (∆η,∆ϕ) = (0, 0) has
been excluded because it is undercorrected. The full version of the correlation function is shown in
appendix C.



















































































































































































































Figure B.3: Longitudinal projection of the unlike sign (US) two-particle transverse
momentum correlation in Pb–Pb collisions at √sNN = 2.76 TeV as measured by ALICE.
222 Appendix B. Results for US and LS track combinations












































































































































































































Figure B.4: Longitudinal projection of the like sign (LS) two-particle transverse mo-
mentum correlation in Pb–Pb collisions at √sNN = 2.76 TeV as measured by ALICE.
B.1. Pb–Pb at √sNN = 2.76 TeV results 223
B.1.3 Azimuthal projections
Figures B.5 and B.6 show the azimuthal projections of two-particle transverse momentum correlation
G2 for the US and LS track combinations, respectively. The central bin at (∆η,∆ϕ) = (0, 0) has
been excluded because it is undercorrected. The full version of the correlation function is shown in
appendix C.









































































































































































































Figure B.5: Azimuthal projection of the unlike sign (US) two-particle transverse mo-
mentum correlation in Pb–Pb collisions at √sNN = 2.76 TeV as measured by ALICE.
224 Appendix B. Results for US and LS track combinations
















































































































































































































Figure B.6: Azimuthal projection of the like sign (LS) two-particle transverse momen-
tum correlation in Pb–Pb collisions at √sNN = 2.76 TeV as measured by ALICE.
B.2. Pb–Pb at √sNN = 5.02 TeV results 225
B.2 Pb–Pb at √sNN = 5.02 TeV results
B.2.1 Two-particle transverse momentum correlations
Figures B.7 and B.8 show the two-particle transverse momentum correlation G2 for the US and LS
track combinations, respectively. The central bin at (∆η,∆ϕ) = (0, 0) has been excluded because it is
undercorrected. The full version of the correlation function is shown in appendix C.
Figure B.7: Unlike sign (US) two-particle transverse momentum correlation in Pb–Pb
collisions at √sNN = 5.02 TeV as measured by ALICE.
226 Appendix B. Results for US and LS track combinations
Figure B.8: Like sign (LS) two-particle transverse momentum correlation in Pb–Pb
collisions at √sNN = 5.02 TeV as measured by ALICE.
B.2. Pb–Pb at √sNN = 5.02 TeV results 227
B.2.2 Longitudinal projections
Figures B.9 and B.10 show the longitudinal projection of two-particle transverse momentum correlation
G2 for the US and LS track combinations, respectively. The central bin at (∆η,∆ϕ) = (0, 0) has
been excluded because it is undercorrected. The full version of the correlation function is shown in
appendix C.










































































































































































































Figure B.9: Longitudinal projection of the unlike sign (US) two-particle transverse
momentum correlation in Pb–Pb collisions at √sNN = 5.02 TeV as measured by ALICE.
228 Appendix B. Results for US and LS track combinations















































































































































































































Figure B.10: Longitudinal projection of the like sign (LS) two-particle transverse
momentum correlation in Pb–Pb collisions at √sNN = 5.02 TeV as measured by ALICE.
B.2. Pb–Pb at √sNN = 5.02 TeV results 229
B.2.3 Azimuthal projections
Figures B.11 and B.12 show the azimuthal projections of two-particle transverse momentum correlation
G2 for the US and LS track combinations, respectively. The central bin at (∆η,∆ϕ) = (0, 0) has
been excluded because it is undercorrected. The full version of the correlation function is shown in
appendix C.































































































































































































Figure B.11: Azimuthal projection of the unlike sign (US) two-particle transverse
momentum correlation in Pb–Pb collisions at √sNN = 5.02 TeV as measured by ALICE.
230 Appendix B. Results for US and LS track combinations





































































































































































































Figure B.12: Azimuthal projection of the like sign (LS) two-particle transverse momen-
tum correlation in Pb–Pb collisions at √sNN = 5.02 TeV as measured by ALICE.
B.3. p–Pb at √sNN = 5.02 TeV results 231
B.3 p–Pb at √sNN = 5.02 TeV results
B.3.1 Two-particle transverse momentum correlations
Figures B.13 and B.14 show the two-particle transverse momentum correlation G2 for the US and LS
track combinations, respectively. The central bin at (∆η,∆ϕ) = (0, 0) has been excluded because it is
undercorrected. The full version of the correlation function is shown in appendix C.
Figure B.13: Unlike sign (US) two-particle transverse momentum correlation in p–Pb
collisions at √sNN = 5.02 TeV as measured by ALICE.
232 Appendix B. Results for US and LS track combinations
Figure B.14: Like sign (LS) two-particle transverse momentum correlation in p–Pb
collisions at √sNN = 5.02 TeV as measured by ALICE.
B.3. p–Pb at √sNN = 5.02 TeV results 233
B.3.2 Longitudinal projections
Figures B.15 andB.16 show the longitudinal projection of two-particle transversemomentum correlation
G2 for the US and LS track combinations, respectively. The central bin at (∆η,∆ϕ) = (0, 0) has been
excluded because it is undercorrected. The full version of the correlation function is shown in appendixC.























































































































































































































Figure B.15: Longitudinal projection of the unlike sign (US) two-particle transverse
momentum correlation in p–Pb collisions at √sNN = 5.02 TeV as measured by ALICE.
234 Appendix B. Results for US and LS track combinations













































































































































































































Figure B.16: Longitudinal projection of the like sign (LS) two-particle transverse
momentum correlation in p–Pb collisions at √sNN = 5.02 TeV as measured by ALICE.
B.3. p–Pb at √sNN = 5.02 TeV results 235
B.3.3 Azimuthal projections
Figures B.17 and B.18 show the azimuthal projections of two-particle transverse momentum correlation
G2 for the US and LS track combinations, respectively. The central bin at (∆η,∆ϕ) = (0, 0) has
been excluded because it is undercorrected. The full version of the correlation function is shown in
appendix C.


















































































































































































































Figure B.17: Azimuthal projection of the unlike sign (US) two-particle transverse
momentum correlation in p–Pb collisions at √sNN = 5.02 TeV as measured by ALICE.
236 Appendix B. Results for US and LS track combinations

















































































































































































































Figure B.18: Azimuthal projection of the like sign (LS) two-particle transverse momen-
tum correlation in p–Pb collisions at √sNN = 5.02 TeV as measured by ALICE.
B.4. pp at √sNN = 7 TeV results 237
B.4 pp at √sNN = 7 TeV results
B.4.1 Two-particle transverse momentum correlations
Figures B.19 and B.20 show the two-particle transverse momentum correlation G2 for the US and LS
track combinations, respectively. The central bin at (∆η,∆ϕ) = (0, 0) has been excluded because it is
undercorrected. The full version of the correlation function is shown in appendix C.
Figure B.19: Unlike sign (US) two-particle transverse momentum correlation in pp
collisions at √sNN = 7 TeV as measured by ALICE.
238 Appendix B. Results for US and LS track combinations
Figure B.20: Like sign (LS) two-particle transverse momentum correlation in pp colli-
sions at √sNN = 7 TeV as measured by ALICE.
B.4. pp at √sNN = 7 TeV results 239
B.4.2 Longitudinal projections
Figures B.21 andB.22 show the longitudinal projection of two-particle transversemomentum correlation
G2 for the US and LS track combinations, respectively. The central bin at (∆η,∆ϕ) = (0, 0) has been
excluded because it is undercorrected. The full version of the correlation function is shown in appendixC.




















































































































































































































Figure B.21: Longitudinal projection of the unlike sign (US) two-particle transverse
momentum correlation in pp collisions at √sNN = 7 TeV as measured by ALICE.
240 Appendix B. Results for US and LS track combinations





































































































































































































































Figure B.22: Longitudinal projection of the like sign (LS) two-particle transverse
momentum correlation in pp collisions at √sNN = 7 TeV as measured by ALICE.
B.4. pp at √sNN = 7 TeV results 241
B.4.3 Azimuthal projections
Figures B.23 and B.24 show the azimuthal projections of two-particle transverse momentum correlation
G2 for the US and LS track combinations, respectively. The central bin at (∆η,∆ϕ) = (0, 0) has
been excluded because it is undercorrected. The full version of the correlation function is shown in
appendix C.








































































































































































































































Figure B.23: Azimuthal projection of the unlike sign (US) two-particle transverse
momentum correlation in pp collisions at √sNN = 7 TeV as measured by ALICE.
242 Appendix B. Results for US and LS track combinations


































































































































































































































Figure B.24: Azimuthal projection of the like sign (LS) two-particle transverse momen-
tum correlation in pp collisions at √sNN = 7 TeV as measured by ALICE.
243
Appendix C
Results for CI, CD, US, and LS track
combinations including the central bin
C.1 Pb–Pb at √sNN = 2.76 TeV results
C.1.1 Two-particle transverse momentum correlations
Figures C.1, C.2, C.3, and C.4 show the two-particle transverse momentum correlation G2 for the CI,
CD, US and LS track combinations, respectively.
Figure C.1: Charge independent (CI) two-particle transverse momentum correlation in
Pb–Pb collisions at √sNN = 2.76 TeV as measured by ALICE.
244 Appendix C. Results for CI, CD, US, and LS track combinations including the central bin
Figure C.2: Charge dependent (CD) two-particle transverse momentum correlation in
Pb–Pb collisions at √sNN = 2.76 TeV as measured by ALICE.
C.1. Pb–Pb at √sNN = 2.76 TeV results 245
Figure C.3: Unlike sign (US) two-particle transverse momentum correlation in Pb–Pb
collisions at √sNN = 2.76 TeV as measured by ALICE.
246 Appendix C. Results for CI, CD, US, and LS track combinations including the central bin
Figure C.4: Like sign (LS) two-particle transverse momentum correlation in Pb–Pb
collisions at √sNN = 2.76 TeV as measured by ALICE.
C.1. Pb–Pb at √sNN = 2.76 TeV results 247
C.1.2 Longitudinal projections
Figures C.5, C.6, C.7, and C.8 show the longitudinal projection of two-particle transverse momentum
correlation G2 for the CI, CD, US, and LS track combinations, respectively.





















































































































































































































Figure C.5: Longitudinal projection of the charge independent (CI) two-particle trans-
verse momentum correlation in Pb–Pb collisions at √sNN = 2.76 TeV as measured by
ALICE.
248 Appendix C. Results for CI, CD, US, and LS track combinations including the central bin






















































































































































































































Figure C.6: Longitudinal projection of the charge dependent (CD) two-particle trans-
verse momentum correlation in Pb–Pb collisions at √sNN = 2.76 TeV as measured by
ALICE.
C.1. Pb–Pb at √sNN = 2.76 TeV results 249















































































































































































































Figure C.7: Longitudinal projection of the unlike sign (US) two-particle transverse
momentum correlation in Pb–Pb collisions at √sNN = 2.76 TeV as measured by ALICE.
250 Appendix C. Results for CI, CD, US, and LS track combinations including the central bin

















































































































































































































Figure C.8: Longitudinal projection of the like sign (LS) two-particle transverse mo-
mentum correlation in Pb–Pb collisions at √sNN = 2.76 TeV as measured by ALICE.
C.1. Pb–Pb at √sNN = 2.76 TeV results 251
C.1.3 Azimuthal projections
Figures C.9, C.10, C.11, and C.12 show the azimuthal projections of two-particle transverse momentum
correlation G2 for the CI, CD, US, and LS track combinations, respectively.








































































































































































































Figure C.9: Azimuthal projection of the charge independent (CI) two-particle transverse
momentum correlation in Pb–Pb collisions at √sNN = 2.76 TeV as measured by ALICE.
252 Appendix C. Results for CI, CD, US, and LS track combinations including the central bin



















































































































































































































FigureC.10: Azimuthal projection of the charge dependent (CD) two-particle transverse
momentum correlation in PbPb collisions at √sNN = 2.76 TeV as measured by ALICE.
C.1. Pb–Pb at √sNN = 2.76 TeV results 253










































































































































































































Figure C.11: Azimuthal projection of the unlike sign (US) two-particle transverse
momentum correlation in Pb–Pb collisions at √sNN = 2.76 TeV as measured by ALICE.
254 Appendix C. Results for CI, CD, US, and LS track combinations including the central bin

















































































































































































































Figure C.12: Azimuthal projection of the like sign (LS) two-particle transverse momen-
tum correlation in PbPb collisions at √sNN = 2.76 TeV as measured by ALICE.
C.2. Pb–Pb at √sNN = 5.02 TeV results 255
C.2 Pb–Pb at √sNN = 5.02 TeV results
C.2.1 Two-particle transverse momentum correlations
Figures C.13, C.14, C.15, and C.16 show the two-particle transverse momentum correlation G2 for the
CI, CD, US and LS track combinations, respectively.
Figure C.13: Charge independent (CI) two-particle transverse momentum correlation
in Pb–Pb collisions at √sNN = 5.02 TeV as measured by ALICE.
256 Appendix C. Results for CI, CD, US, and LS track combinations including the central bin
Figure C.14: Charge dependent (CD) two-particle transverse momentum correlation in
Pb–Pb collisions at √sNN = 5.02 TeV as measured by ALICE.
C.2. Pb–Pb at √sNN = 5.02 TeV results 257
Figure C.15: Unlike sign (US) two-particle transverse momentum correlation in Pb–Pb
collisions at √sNN = 5.02 TeV as measured by ALICE.
258 Appendix C. Results for CI, CD, US, and LS track combinations including the central bin
Figure C.16: Like sign (LS) two-particle transverse momentum correlation in Pb–Pb
collisions at √sNN = 5.02 TeV as measured by ALICE.
C.2. Pb–Pb at √sNN = 5.02 TeV results 259
C.2.2 Longitudinal projections
Figures C.17, C.18, C.19, and C.20 show the longitudinal projection of two-particle transverse momen-
tum correlation G2 for the CI, CD, US, and LS track combinations, respectively.











































































































































































































Figure C.17: Longitudinal projection of the charge independent (CI) two-particle trans-
verse momentum correlation in Pb–Pb collisions at √sNN = 5.02 TeV as measured by
ALICE.
260 Appendix C. Results for CI, CD, US, and LS track combinations including the central bin












































































































































































































Figure C.18: Longitudinal projection of the charge dependent (CD) two-particle trans-
verse momentum correlation in Pb–Pb collisions at √sNN = 5.02 TeV as measured by
ALICE.
C.2. Pb–Pb at √sNN = 5.02 TeV results 261

















































































































































































































Figure C.19: Longitudinal projection of the unlike sign (US) two-particle transverse
momentum correlation in Pb–Pb collisions at √sNN = 5.02 TeV as measured by ALICE.
262 Appendix C. Results for CI, CD, US, and LS track combinations including the central bin











































































































































































































Figure C.20: Longitudinal projection of the like sign (LS) two-particle transverse
momentum correlation in Pb–Pb collisions at √sNN = 5.02 TeV as measured by ALICE.
C.2. Pb–Pb at √sNN = 5.02 TeV results 263
C.2.3 Azimuthal projections
Figures C.21, C.22, C.23, and C.24 show the azimuthal projections of two-particle transversemomentum
correlation G2 for the CI, CD, US, and LS track combinations, respectively.





























































































































































































Figure C.21: Azimuthal projection of the charge independent (CI) two-particle trans-
verse momentum correlation in Pb–Pb collisions at √sNN = 5.02 TeV as measured by
ALICE.
264 Appendix C. Results for CI, CD, US, and LS track combinations including the central bin






































































































































































































FigureC.22: Azimuthal projection of the charge dependent (CD) two-particle transverse
momentum correlation in PbPb collisions at √sNN = 5.02 TeV as measured by ALICE.
C.2. Pb–Pb at √sNN = 5.02 TeV results 265


































































































































































































Figure C.23: Azimuthal projection of the unlike sign (US) two-particle transverse
momentum correlation in Pb–Pb collisions at √sNN = 5.02 TeV as measured by ALICE.
266 Appendix C. Results for CI, CD, US, and LS track combinations including the central bin
































































































































































































Figure C.24: Azimuthal projection of the like sign (LS) two-particle transverse momen-
tum correlation in PbPb collisions at √sNN = 5.02 TeV as measured by ALICE.
C.3. p–Pb at √sNN = 5.02 TeV results 267
C.3 p–Pb at √sNN = 5.02 TeV results
C.3.1 Two-particle transverse momentum correlations
Figures C.25, C.26, C.27, and C.28 show the two-particle transverse momentum correlation G2 for the
CI, CD, US and LS track combinations, respectively.
Figure C.25: Charge independent (CI) two-particle transverse momentum correlation
in p–Pb collisions at √sNN = 5.02 TeV as measured by ALICE.
268 Appendix C. Results for CI, CD, US, and LS track combinations including the central bin
Figure C.26: Charge dependent (CD) two-particle transverse momentum correlation in
p–Pb collisions at √sNN = 5.02 TeV as measured by ALICE.
C.3. p–Pb at √sNN = 5.02 TeV results 269
Figure C.27: Unlike sign (US) two-particle transverse momentum correlation in p–Pb
collisions at √sNN = 5.02 TeV as measured by ALICE.
270 Appendix C. Results for CI, CD, US, and LS track combinations including the central bin
Figure C.28: Like sign (LS) two-particle transverse momentum correlation in p–Pb
collisions at √sNN = 5.02 TeV as measured by ALICE.
C.3. p–Pb at √sNN = 5.02 TeV results 271
C.3.2 Longitudinal projections
Figures C.29, C.30, C.31, and C.32 show the longitudinal projection of two-particle transverse momen-
tum correlation G2 for the CI, CD, US, and LS track combinations, respectively.


















































































































































































































Figure C.29: Longitudinal projection of the charge independent (CI) two-particle trans-
verse momentu correlation in p–Pb collisions at √sNN = 5.02 TeV as measured by
ALICE.
272 Appendix C. Results for CI, CD, US, and LS track combinations including the central bin



















































































































































































































Figure C.30: Longitudinal projection of the charge dependent (CD) two-particle trans-
verse momentum correlation in p–Pb collisions at √sNN = 5.02 TeV as measured by
ALICE.
C.3. p–Pb at √sNN = 5.02 TeV results 273

















































































































































































































Figure C.31: Longitudinal projection of the unlike sign (US) two-particle transverse
momentum correlation in p–Pb collisions at √sNN = 5.02 TeV as measured by ALICE.
274 Appendix C. Results for CI, CD, US, and LS track combinations including the central bin





















































































































































































































Figure C.32: Longitudinal projection of the like sign (LS) two-particle transverse
momentum correlation in p–Pb collisions at √sNN = 5.02 TeV as measured by ALICE.
C.3. p–Pb at √sNN = 5.02 TeV results 275
C.3.3 Azimuthal projections
Figures C.33, C.34, C.35, and C.36 show the azimuthal projections of two-particle transversemomentum
correlation G2 for the CI, CD, US, and LS track combinations, respectively.
















































































































































































































Figure C.33: Azimuthal projection of the charge independent (CI) two-particle trans-
verse momentum correlation in p–Pb collisions at √sNN = 5.02 TeV as measured by
ALICE.
276 Appendix C. Results for CI, CD, US, and LS track combinations including the central bin










































































































































































































FigureC.34: Azimuthal projection of the charge dependent (CD) two-particle transverse
momentum correlation in p–Pb collisions at √sNN = 5.02 TeV as measured by ALICE.
C.3. p–Pb at √sNN = 5.02 TeV results 277
















































































































































































































Figure C.35: Azimuthal projection of the unlike sign (US) two-particle transverse
momentum correlation in p–Pb collisions at √sNN = 5.02 TeV as measured by ALICE.
278 Appendix C. Results for CI, CD, US, and LS track combinations including the central bin














































































































































































































Figure C.36: Azimuthal projection of the like sign (LS) two-particle transverse momen-
tum correlation in p–Pb collisions at √sNN = 5.02 TeV as measured by ALICE.
C.4. pp at √sNN = 7 TeV results 279
C.4 pp at √sNN = 7 TeV results
C.4.1 Two-particle transverse momentum correlations
Figures C.37, C.38, C.39, and C.40 show the two-particle transverse momentum correlation G2 for the
CI, CD, US and LS track combinations, respectively.
Figure C.37: Charge independent (CI) two-particle transverse momentum correlation
in pp collisions at √sNN = 7 TeV as measured by ALICE.
280 Appendix C. Results for CI, CD, US, and LS track combinations including the central bin
Figure C.38: Charge dependent (CD) two-particle transverse momentum correlation in
pp collisions at √sNN = 7 TeV as measured by ALICE.
C.4. pp at √sNN = 7 TeV results 281
Figure C.39: Unlike sign (US) two-particle transverse momentum correlation in pp
collisions at √sNN = 7 TeV as measured by ALICE.
282 Appendix C. Results for CI, CD, US, and LS track combinations including the central bin
Figure C.40: Like sign (LS) two-particle transverse momentum correlation in pp colli-
sions at √sNN = 7 TeV as measured by ALICE.
C.4. pp at √sNN = 7 TeV results 283
C.4.2 Longitudinal projections
Figures C.41, C.42, C.43, and C.44 show the longitudinal projection of two-particle transverse momen-
tum correlation G2 for the CI, CD, US, and LS track combinations, respectively.



















































































































































































































Figure C.41: Longitudinal projection of the charge independent (CI) two-particle trans-
verse momentum correlation in pp collisions at √sNN = 7 TeV as measured by ALICE.
284 Appendix C. Results for CI, CD, US, and LS track combinations including the central bin





















































































































































































































Figure C.42: Longitudinal projection of the charge dependent (CD) two-particle trans-
verse momentum correlation in pp collisions at √sNN = 7 TeV as measured by ALICE.
C.4. pp at √sNN = 7 TeV results 285






















































































































































































































Figure C.43: Longitudinal projection of the unlike sign (US) two-particle transverse
momentum correlation in pp collisions at √sNN = 7 TeV as measured by ALICE.
286 Appendix C. Results for CI, CD, US, and LS track combinations including the central bin





















































































































































































































Figure C.44: Longitudinal projection of the like sign (LS) two-particle transverse
momentum correlation in pp collisions at √sNN = 7 TeV as measured by ALICE.
C.4. pp at √sNN = 7 TeV results 287
C.4.3 Azimuthal projections
Figures C.45, C.46, C.47, and C.48 show the azimuthal projections of two-particle transversemomentum
correlation G2 for the CI, CD, US, and LS track combinations, respectively.





































































































































































































































Figure C.45: Azimuthal projection of the charge independent (CI) two-particle trans-
verse momentum correlation in pp collisions at √sNN = 7 TeV as measured by ALICE.
288 Appendix C. Results for CI, CD, US, and LS track combinations including the central bin






































































































































































































































FigureC.46: Azimuthal projection of the charge dependent (CD) two-particle transverse
momentum correlation in pp collisions at √sNN = 7 TeV as measured by ALICE.
C.4. pp at √sNN = 7 TeV results 289








































































































































































































































Figure C.47: Azimuthal projection of the unlike sign (US) two-particle transverse
momentum correlation in pp collisions at √sNN = 7 TeV as measured by ALICE.
290 Appendix C. Results for CI, CD, US, and LS track combinations including the central bin







































































































































































































































Figure C.48: Azimuthal projection of the like sign (LS) two-particle transverse momen-
tum correlation in pp collisions at √sNN = 7 TeV as measured by ALICE.
