Conflict analysis for infeasible subproblems is one of the key ingredients in modern SAT solvers. In contrast, it is common practice for today's mixed integer programming solvers to discard infeasible subproblems and the information they reveal. In this paper, we try to remedy this situation by generalizing SAT infeasibility analysis to mixed integer programming.
Introduction
A well-known approach to solve mixed integer programs (MIPs) is to apply branchand-bound type algorithms: the given problem instance is divided into smaller subproblems, and this decomposition is continued recursively until an optimal solution of the respective subproblem can be identified or the subproblem is detected to be infeasible or to exceed the primal bound. It seems that current state-of-the-art MIP solvers like Cplex [17] , Lingo [19] , Sip [21] , or Xpress [12] , simply discard infeasible and bound-exceeding subproblems without paying further attention to them.
For solving the satisfiability problem (SAT), a similar branching scheme to decompose the problem into smaller subproblems is usually applied, which was proposed by Davis, Putnam, Logemann, and Loveland [13, 14] . Modern SAT solvers, however, try to learn from infeasible subproblems, an idea due to Marques-Silva and Sakallah [20] . The infeasibilities are analyzed in order to generate so-called conflict clauses. These are implied clauses that help to prune the search tree.
The idea of conflict analysis is to identify a reason for the infeasibility of the current subproblem and exploit this knowledge. In SAT solving, such a reason is a subset of the current variable fixings that already suffices to trigger a chain of logical deductions that ends in a contradiction. This means, the fixing of the variables of this conflict set renders the problem instance infeasible. The conflict clause, which can be learned from this conflict, states that at least one of the variables in the conflict set has to take the opposite truth value. This clause is added to the clause database and can then be used at other subproblems to find additional implications, thereby pruning the search tree.
A similar idea of conflict analysis are the so-called no-goods which emerged from the constraint programming community, see, e.g., Stallman and Sussman [28] , Ginsberg [15] , and Jiang, Richards and Richards [18] . They can be seen as a generalization of conflict clauses to the domain of constraint programming.
In this paper, we propose a generalization of conflict analysis to branch-andbound-based mixed integer programming. The same generalization was independently developed by Sandholm and Shields [26] . We consider a mixed integer program of the form (MIP) max{c T x | Ax ≤ b, l ≤ x ≤ u, x j ∈ Z for all j ∈ I} with A ∈ R m×n , b ∈ R m , c, l, u ∈ R n , and I ⊆ N = {1, . . . , n}. Suppose a subproblem in the branch-and-bound search tree is detected to be infeasible or to exceed the primal bound. We will show that this situation can be analyzed with similar techniques as in SAT solving: a conflict graph is constructed from which conflict constraints can be extracted. These constraints can be used as cutting planes to strengthen the relaxations of other subproblems in the tree.
Note that the term "conflict graph" is used differently in the SAT and MIP communities. In MIP solving, the conflict graph consists of implications between two binary variables each, see e.g., Atamtürk, Nemhauser, and Savelsbergh [5] . It represents a vertex-packing relaxation of the MIP instance and can, for instance, be used to derive cutting planes like clique cuts. In SAT solving, however, the conflict graph arises from the implication graph which is a hyper-graph containing all implications between any number of variables. For each infeasible subproblem, a specific conflict graph is constructed to represent the implications from which the infeasibility follows. In this paper we adopt the nomenclature of the SAT community.
There are two main differences of MIP and SAT solving in the context of conflict analysis. First, the variables of an MIP need not to be of binary type; we also have to deal with general integer and continuous variables. Furthermore, the infeasibility of a subproblem in the MIP search tree usually has its sources in the linear programming (LP) relaxation of the subproblem. In this case, we first have to find a (preferably simple) reason for the LP's infeasibility before we can apply the SAT conflict analysis techniques for generating conflict constraints.
The rest of the paper is organized as follows. Section 2 reviews conflict graph analysis of SAT solvers. For an infeasible subproblem, it is shown how to generate the conflict graph and how to extract valid conflict clauses out of this graph. Section 3 deals with the generalization of these techniques to mixed integer programming. We explain how infeasible and bound-exceeding linear programs can be analyzed in order to detect a conflict in the local bounds of the variables. This conflict is used as starting point to construct the conflict graph from which conflict constraints can be extracted with the techniques explained in Section 2. Additionally, we discuss how we generalize the notion of the conflict graph in the presence of non-binary variables. Experimental results in Section 4 demonstrate that conflict analysis can lead to moderate savings in the number of branching nodes and the time needed to solve an MIP. For the examined infeasible MIPs, the savings due to conflict analysis are substantial.
Conflict Analysis in SAT Solving
In this section we review the conflict analysis techniques used in SAT solving, see e.g., Marques-Silva and Sakallah [20] or Zhang et al. [32] . The Boolean satisfiability problem (SAT) is defined as follows. The Boolean truth values false and true are identified with the values 0 and 1, respectively, and Boolean formulas are evaluated correspondingly.
is a disjunction of literals. A literal ℓ ∈ L = {x 1 , . . . , x n ,x 1 , . . . ,x n } is either a variable x j or the negation of a variablex j . The task is to either find an assignment x ⋆ ∈ {0, 1} n , such that the formula C is satisfied, i.e., each clause C i evaluates to 1, or to conclude that C is unsatisfiable, i.e., for all x ∈ {0, 1} n at least one C i evaluates to 0.
SAT was the first problem shown to be N P-complete by Cook [10] . Besides its theoretical relevance, it has many practical applications, e.g., in the design and verification of integrated circuits or in the design of logic-based intelligent systems. We refer to Biere and Kunz [7] for an overview of SAT techniques in chip verification and to Truemper [29] for details on logic-based intelligent systems.
Modern SAT solvers like Chaff [23] or BerkMin [16] rely on the following techniques:
£ using a branching scheme (the DPLL-algorithm of Davis, Putnam, Logemann, and Loveland [13, 14] ) to split the problem into smaller subproblems, £ applying Boolean Constraint Propagation (BCP) [31] on the subproblems, which is a simple node preprocessing, and £ analyzing infeasible subproblems to produce conflict clauses [20] , which help to prune the search tree later on.
The DPLL-algorithm creates two subproblems at each node of the search tree by fixing a single variable to zero and one, respectively. The nodes are processed in a depth first fashion. At each node, BCP is applied to derive further deductions by substituting the fixed variables in the clauses. It may happen that a still unsatisfied clause is thereby reduced to a single literal, a so-called unit clause. In this case, the remaining literal can be fixed to 1. BCP is applied iteratively until no more deductions can be found or a clause becomes empty, i.e., all its literals are fixed to 0. The latter case is called a conflict, and conflict analysis can be performed to produce a conflict clause, which is explained in the following.
Conflict Graph Analysis
The deductions performed in BCP can be visualized in a conflict graph G = (V, A). The vertices V = {ℓ 1 , . . . , ℓ k , λ} ⊂ L ∪ {λ} of this directed graph represent the current value assignments of the variables, with the special vertex λ representing the conflict. The arcs can be partitioned into represents clause C λ that detected the conflict (i.e., the clause that became empty in BCP).
Example 2.2
Consider the CNF C = C 1 ∧ . . . ∧ C 18 with the following clauses: Suppose the fixings x 1 = 0, x 4 = 1, x 6 = 0, x 10 = 1, and x 12 = 0 were applied in the branching steps of the DPLL procedure. This leads to a conflict generated by constraint C 14 . The corresponding conflict graph is shown in Figure 1 . P
In the conflict graph, we distinguish between branching vertices V B and deduced vertices V \ V B . Branching vertices are those without incoming arcs. Each cut separating the branching vertices V B from the conflict vertex λ gives rise to one distinct conflict clause (see Figure 1) , which is obtained as follows.
Let V = V r ∪ V c , V r ∩ V c = ∅, be a partition of the vertices arising from a cut with V B ⊆ V r and λ ∈ V c . V r is called reason side, and V c is called conflict side.
Fixing the literals in V f to 1 suffices to produce the conflict. Therefore, the conflict clause C f = ℓj ∈V fl j is valid for all feasible solutions of the SAT instance at hand. Figure 1 shows different types of cuts (labeled 'A' to 'D'), leading to different conflict clauses. The cut labeled 'A' produces clause C A = x 1 ∨x 4 ∨ x 6 ∨x 10 ∨ x 12 consisting of all branching variables. This clause would not help to prune the search tree, because the current subproblem is the only one where all branching variables are fixed to these specific values. The clause would never be violated again. Cut 'D' is not useful either, because clause C D =x 17 ∨x 18 is equal to the conflict-detecting clause C λ = C 14 and already present in the clause database. Therefore, useful cuts must be located somewhere "in between".
There are several methods for generating useful cuts. Two of them are the socalled All-FUIP and 1-FUIP schemes which proved to be successful for SAT solving. These are explained in the following. We refer to [32] for a more detailed discussion.
Each vertex in the conflict graph represents a fixing of a variable that was applied in one of the nodes on the path from the root node to the current node in the search tree. The depth level of a vertex is the depth of the node in the search tree at which the variable was fixed. In each depth level, the first fixing corresponds to a branching vertex while all subsequent fixings are deductions. In the example shown in Figure 1 , there are 5 depth levels (excluding the root node) which are defined by the successive branching verticesx 1 , x 4 ,x 6 , x 10 , andx 12 . Note that the UIPs of the different depth levels are defined recursively, starting at the last depth level, i.e., the level of the conflict. UIPs can be identified in linear time by a single scan through the conflict graph. In the example, the FUIPs of the individual depth levels are x 15 , x 11 , x 8 ,x 5 , andx 3 , respectively.
The 1-FUIP scheme finds the first UIP in the last depth level. All literals that were fixed after this FUIP are put to the conflict side. The remaining literals and the FUIP are put to the reason side. In the example shown in Figure 1 , the FUIP of the last depth level is x 15 . The 1-FUIP cut is the one labeled 'C'. It corresponds to the conflict clause C C =x 8 ∨x 9 ∨x 15 .
The All-FUIP scheme finds the first UIP of every single depth level. From each depth level, the literals fixed after their corresponding FUIP are put to the conflict side. The remaining literals and the FUIPs are put to the reason side. In the example, this results in cut 'B' and the conflict clause C B = x 3 ∨x 8 ∨x 15 .
Reconvergence Cuts
In the previous section it was shown that each cut separating the branching vertices from the conflict vertex gives rise to a conflict clause, which contains the literals of the reason side's frontier. By dropping the requirement that the cut must separate the conflict vertex from the branching vertices, we get a different class of cuts which are called cuts not involving conflicts (see [32] ). These cuts can also be used to derive valid clauses from the conflict graph. In order to apply non-chronological backtracking, which is explained in Section 2.3, one has to generate some of these cuts, in particular the UIP reconvergence cuts of the last depth level (see below). Figure 2 gives an example of a cut not involving conflicts. In conflict graph analysis, the conflict vertex λ is substituted by an arbitrary vertex ℓ u representing a literal. In the example, ℓ u = x 15 was chosen, which is the first unique implication point of the last depth level.
Each cut separating the branching vertices V B from the vertex ℓ u by partitioning the vertices V into V r ⊇ V B and V c ∋ ℓ u gives rise to the clause C u = ( ℓi∈V fl i )∨ℓ u . Again, V f consists of the vertices at the reason side's frontier of the cut. However, such a clause is only useful if V c ∪ V f contains an ℓ u -reconvergence, i.e., two different paths from a vertex ℓ i ∈ V c ∪ V f to ℓ u . Otherwise, it can be proven that all possible deductions of C u can already be found by iterated BCP on the current clause database.
The cut shown in Figure 2 is a UIP reconvergence cut which connects the two successive UIP 'sx 12 and x 15 of depth level 5: by applying all fixings of lower depth levels, C u =x 8 ∨ x 12 ∨ x 15 reduces to the implicationx 12 → x 15 . Note that BCP can now also deducex 15 → x 12 , which is not possible without using C u .
Non-chronological Backtracking
Suppose the conflict analysis procedure produced a clause with only one literal ℓ Further deductions may lead to another conflict, thus rendering the whole subtree rooted in depth d ′ infeasible without evaluating its remaining leaves. In [20] it was empirically shown, that this so-called non-chronological backtracking can lead to large reductions in the number of evaluated nodes to solve SAT instances.
In our Example 2.2, the conflict analysis engine used in this paper produces the conflict clauses C B = x 3 ∨x 8 ∨x 15 and C C =x 8 ∨x 9 ∨x 15 . Additionally, the reconvergence clause C R =x 8 ∨ x 12 ∨ x 15 is added to the clause database. Evaluating the node in depth 3 again, x 15 = 0 (using C C ) and x 12 = 1 (using C R ) can be deduced, leading together with C 15 , . . . , C 18 to another conflict (see Figure 3) . Therefore, the subtree with x 1 = 0, x 4 = 1, and x 6 = 0 can be pruned 
Conflict Analysis in MIP
In this section we describe the generalization of conflict analysis of Section 2 to mixed integer programming. Recall that we consider a mixed integer program of the form (MIP) max{c
with A ∈ R m×n , b ∈ R m , c, l, u ∈ R n , and I ⊆ N = {1, . . . , n}. A branch-andbound-based MIP solver decomposes the problem instance into subproblems typically by modifying the bounds l and u of the variables. These branching decisions may entail further deductions on the bounds of other variables. The deductions can be generated by bound-strengthening rules on linear constraints (see, e.g., Savelsbergh [27] ) and may imply further deductions due to iterative application of the bound-strengthening rules.
Suppose we detected a subproblem in the branch-and-bound search tree to be infeasible, either because a deduction leads to a variable with empty domain or because the LP relaxation is infeasible. To analyze this conflict, we proceed in the same fashion as in SAT solving: we construct a conflict graph, choose a cut in this graph, and produce a conflict constraint which consists of the variables in the conflict set, i.e., in the cut's frontier. Because an MIP may contain non-binary variables, we have to extend the concept of the conflict graph: it has to represent bound changes instead of fixings of variables. This generalization is described in Section 3.1.
A conflict in SAT solving is always detected due to a single clause that became empty during the Boolean constraint propagation process (see Section 2). This conflict-detecting clause provides the links from the vertices in the conflict graph that represent fixings of variables to the conflict vertex λ. In contrast, in an LPbased branch-and-bound algorithm to solve mixed integer programs, infeasibility of a subproblem is almost always detected due to the infeasibility of its LP relaxation or due to the LP exceeding the primal bound. In this case the LP relaxation as a whole is responsible for the infeasibility. There is no single conflict-detecting constraint that defines the predecessors of the conflict vertex in the conflict graph. To cope with this situation, we have to analyze the LP in order to identify a subset of the bound changes that suffices to render the LP infeasible or bound-exceeding. The conflict vertex can then be connected to the vertices of this subset. Section 3.2 explains how to analyze infeasible LPs and how to identify an appropriate subset of the bound changes. The case of LPs having exceeded the objective bound is treated in Section 3.3.
Note that the LP analysis is related to the separation of Dantzig cuts [8, 25] , which are known to be computationally ineffective. However, the latter include all non-basic variables of a fractional LP solution, while the LP analysis selects only a (hopefully very small) subset of the variables in an infeasible or bound-exceeding solution as starting point for the conflict graph analysis.
After the conflict graph has been constructed, we have to choose a cut in the graph in order to define the conflict set and the resulting conflict constraint. In the case of a binary program, i.e., I = N , l = 0, u = 1, the conflict graph can be analyzed by the same algorithms as described in Section 2 to produce a conflict clause C f = ℓj∈V fl j . This clause can be linearized by the set-covering constraint
and added to the MIP's constraint set. However, in the presence of non-binary variables, the analysis of the conflict graph may produce a conflict set that contains bound changes on non-binary variables. In this case the conflict constraint can not be linearized by the set-covering constraint (1) . Section 3.4 shows how non-binary variables can be incorporated into the conflict constraints.
Generalized Conflict Graph
If general integer or continuous variables are present in the problem, a bound on a specific variable could have been changed more than once on the path from the root node to the current subproblem in the search tree. A local bound change on a non-binary variable can be both reason and consequence of a deduction, similar to a fixing of a binary variable. Therefore, we generalize the concept of the conflict graph: the vertices now represent bound changes instead of fixings. Note that there can now exist multiple vertices corresponding to the same non-binary variable in the conflict graph, each vertex representing one change of the variable's bounds.
Example 3.1 Consider the following constraints of an integer program with variables x 1 , . . . , x 7 ∈ {0, 1} and z 1 , . . . , z 5 ∈ Z ≥0 .
By the basic bound-strengthening techniques of Savelsbergh [27] , we can deduce upper bounds z 1 ≤ 3, z 2 ≤ 4, z 3 ≤ 6, z 4 ≤ 23, and z 5 ≤ 15 on the general integer variables. Assume we branched on x 1 = 1. By applying bound-strengthening on constraint (2) we can deduce z 1 ≤ 2 and z 2 ≤ 3 (see Figure 4 ). Using constraint (3) and the new bounds on z 1 and z 2 it follows x 2 = 0. By inserting the bound on z 2 into constraint (6) we can also infer z 3 ≤ 5. After branching on x 3 = 1 and x 6 = 0 and applying the deductions that follow from these branching decisions we arrive at the situation depicted in Figure 4 with the LP relaxation being infeasible. Note that the non-binary variables z i appear more than once in the conflict graph. For example, the upper bound of z 3 was changed once and the lower bound was changed twice. The implications on variables z 4 and z 5 are not included in the figure. They can be tightened to 7 ≤ z 4 ≤ 11 and 4 ≤ z 5 ≤ 6. P
We use the following notation in the rest of the paper. Let
The set B L corresponds to the additional bounds imposed on the variables in the local subproblem. Thus, the subproblem is defined as
The vertices of the conflict graph correspond to the local bound changes B L . As before, the arcs of the graph represent the implications.
Analyzing Infeasible LPs
In order to analyze the conflict expressed by an infeasible LP, we have to find a subset B C ⊆ B L of the local bound changes that suffice to render the LP (together with the global bounds and rows 1 ) infeasible. If all these remaining bound changes are fixings figure. of binary variables, this already leads to a valid inequality of type (1). Furthermore, even if bound changes on non-binary variables are present, such a subset can be used like the conflict-detecting clause in SAT to represent the conflict in the conflict graph. Analysis of this conflict graph may also lead to a valid inequality.
A reasonable heuristic to select B C ⊆ B L is to try to make |B C | as small as possible. This would produce a conflict graph with the least possible number of predecessors of the conflict vertex and thus (hopefully) a small conflict constraint. Unfortunately, the problem of finding the smallest subset of B L with the LP still being infeasible is N P-hard:
Proposition 3.3
The minimal cardinality bound-IIS problem is N P-hard.
Proof. We provide a reduction from the minimal cardinality IIS problem, which is N P-hard [4] . Given an instance F ′ = (A, b) of the minimal cardinality IIS problem with {x | Ax ≤ b} = ∅, the task is to find a minimal cardinality subset of the rows of Ax ≤ b that still defines an infeasible subsystem. Consider now the minimal cardinality bound-IIS problem instance F = {(x, s) ∈ R n×m | Ax + s = b} and B L = {B 1 , . . . , B m } with B i = {(x, s) | s i ≥ 0} for i = 1, . . . , m. Then, for each subset B ⊆ B L , the index set I B = {i | B i ∈ B} defines an infeasible subsystem of F ′ if and only if F ∩ ( B∈B B) = ∅. Hence, there exists a one-to-one correspondence between the set of solutions of (F, B L ) and the one of F ′ . Because |I B | = |B|, the optimal solution of (F, B L ) defines an optimal solution of F ′ . P There are various heuristics for minimal cardinality IIS (see [24] ). These can easily be specialized to the minimal cardinality bound-IIS problem. We implemented a preliminary version of a heuristic based on one of these methods which applies the Farkas lemma, but the overhead in running time was very large. Therefore, we employ very simple heuristics using the LP information at hand, which are described in the following.
First, we will only consider the case with the global lower bounds l and local lower boundsl being equal to l =l = 0. We further assume that each component of the global upper bounds u was tightened at most once to obtain the local upper boundsũ ≤ u. Thus, the set of local bound changes B L consists of at most one bound change for each variable.
Suppose the local LP relaxation
has an unbounded ray, i.e., (ȳ,r) ≥ 0 with A Tȳ +r ≥ 0 and b Tȳ +ũ Tr < 0. Note that the dual LP does not need to be feasible.
We can aggregate the rows and bounds of the primal LP with the non-negative weights (ȳ,r) to get the following proof of infeasibility:
Now we try to relax the bounds as much as possible without loosing infeasibility. Note that the left hand side of (13) does not depend onũ. Relaxingũ to someû withũ ≤û ≤ u increases the right hand side of (13), but as long asȳ T b +r Tû < 0, the relaxed LP (P ) min{c
is still infeasible with the same infeasibility proof (ȳ,r). This leads to the following heuristic to produce a relaxed upper bound vectorû with the corresponding LP still being infeasible. In the general case of multiple bound changes on a single variable, we have to process these bound changes step by step, always relaxing to the previously active bound. In the presence of non-zero lower bounds the reduced costs r may also be negative. In this case, we can split up the reduced cost values into r = r u − r l with r u , r l ≥ 0. It follows from the Farkas lemma that r u · r l = 0. The infeasibility measure d of the dual ray has to be defined in Step 1 as d :=ȳ
Tl . Figure 5 . Conflict graph of Example 3.1 after the infeasible LP was analyzed. Cut 'A' is the 1-FUIP cut. Cut 'B' was constructed by moving the non-binary variables of the conflict set of cut 'A' to the conflict side.
A local lower boundl can be relaxed in the same way as an upper boundũ, where u has to be replaced by l in the formulas of Steps 2 and 3. 
In Step 2, all local bounds except the upper bound of z 1 and the lower bounds of z 2 and z 3 can be relaxed to the corresponding global bounds, because their reduced cost values in the dual ray are zero. Additionally, the lower bound of z 3 can be relaxed from 3 to 2, which was the lower bound before z 3 ≥ 3 was deduced. This relaxation increases d by 1 to d = −1. No further relaxations are possible without increasing d to d ≥ 0. Thus, the local bounds z 1 ≤ 1, z 2 ≥ 2, and z 3 ≥ 2 are identified as initial reason for the conflict, and the "global" arc from the LP to the conflict vertex in Figure 4 can be replaced by three arcs as shown in Figure 5 . The 1-FUIP scheme applied to the resulting conflict graph yields the cut labeled 'A' and the conflict constraint (z 2 ≤ 1) ∨ (z 3 ≤ 1).
Note that the involved variables z 2 and z 3 are non-binary. Section 3.4 shows how to proceed in this situation. P
Analyzing LPs Exceeding the Primal Bound
In principle, the case of an LP exceeding the primal bound can be handled as in the previous section by adding an appropriate objective bound inequality to the constraint system. In the implementation, however, we use the dual solution directly as a proof of objective bound excess. Then, we relax the bounds of the variables as long as the dual solution's objective value stays below the primal bound. Again, we describe the case with l =l = 0 and with at most one upper bound change per variable on the path from the root node to the local subproblem. Suppose, the local LP relaxation
exceeds (i.e., falls below) the primal objective boundz. Then the dual
has an optimal solution (ȳ,r) with b Tȳ +ũ Tr ≤z. Note that the variables' upper boundsũ do not affect dual feasibility. Thus, after relaxing the upper boundsũ to a vectorû withũ ≤û ≤ u that also satisfies b
Tȳ +û Tr ≤z, the LP's objective value stays below the primal objective bound.
After relaxing the bounds, the vector (ȳ,r) is still feasible, but not necessarily optimal for the dual LP. We may resolve the dual LP in order to get a stronger dual bound which can be used to relax further local upper bounds. The following algorithm summarizes this procedure. 
Conflict Constraints with Non-binary Variables
Despite the technical issue of dealing with bound changes instead of fixings in the conflict graph, there is also a principle obstacle in the presence of non-binary variables, which is the construction of the conflict constraint if non-binary variables appear in the conflict set. The conflict graph analysis yields a conflict set, which is a subset B f ⊆ B L that together with the global bounds l and u suffices to render the current subproblem infeasible. This conflict set leads to the conflict constraint
Bounds on continuous variables x j , j / ∈ I, would remain strict inequalities which cannot be handled using floating point arithmetics and feasibility tolerances. Therefore, we have to relax the bounds on continuous variables by allowing equality in the conflict constraint. This leads to the conflict constraint
As shown in the introduction of Section 3, this constraint can be linearized by the set-covering constraint (1) if all conflict variables are binary. However, if a nonbinary variable is involved in the conflict, we cannot use such a simple linearization. In this case, (14) can be modeled with the help of auxiliary variables y µ j , z µ j ∈ {0, 1}:
The question arises, whether the potential gain in the dual bound justifies the expenses in adding system (15) to the LP. Many fractional points violating conflict constraint (14) cannot even be separated by (15) if the integrality restrictions on the auxiliary variables are not enforced through other cutting planes or branching. This suggests that system (15) is probably very weak, although we did not verify this hypotheses by computational studies.
We have the following two possibilities to avoid adding system (15) to the LP. Either we use conflict constraints involving non-binary variables only for domain propagation but not for cutting plane separation, or we prevent the generation of conflict constraints with non-binary variables. The former demands the possibility of including non-linear constraints into the underlying MIP framework. Our implementation is based on Scip [1] which provides support for arbitrary constraints. For the latter option we have to modify the cut selection rules in the conflict graph analysis such that the non-binary variables are not involved in the resulting conflict set. This can be achieved by moving the bound changes on non-binary variables from the reason side's frontier to the conflict side of the cut. The following example illustrates this idea.
Example 3.7 (continued from Examples 3.1 and 3.5) Figure 5 shows the conflict graph of Example 3.1 after branching on x 1 = 1, x 3 = 1, and x 6 = 0. The analysis of the LP relaxation identified z 1 ≤ 1, z 2 ≥ 2, and z 3 ≥ 2 as sufficient to cause an infeasibility in the LP (see Example 3.5). The 1-FUIP cut selection scheme leads to the cut labeled 'A' in the figure. The corresponding conflict constraint is
Because there are non-binary variables involved in the conflict constraint, it cannot be linearized by the set-covering constraint (1) . To avoid the introduction of the auxiliary variables of System (15), the bound changes z 2 ≥ 2 and z 3 ≥ 2 are put to the conflict side, resulting in cut 'B'. Thus, the conflict constraint that is added to the constraint database is (x 2 = 1) ∨ (x 4 = 0) ∨ (x 7 = 0), which can be written as
in terms of a set-covering constraint. P
Since branching vertices must be located on the reason side, the bound changes representing branching decisions on non-binary variables can not be moved to the conflict side. In this case, we just remove the bound change from the conflict set, thereby destroying the global validity of the resulting conflict clause. The clause can therefore only be added to the local subtree which is rooted at the node where the bound change on the non-binary variable was applied.
Computational Results
In this section we examine the computational effectiveness of conflict analysis.All calculations were performed on a 3.8 GHz Pentium-4 workstation with 2 GB RAM. In all runs we used a time limit of 3600 CPU seconds and a memory limit of 1.5 GB.
The conflict analysis techniques described in Sections 2 and 3 were implemented into the constraint and mixed integer programming framework Scip version 0.81f [1] using Cplex 10.0 to solve the LP relaxations. The conflict graph analysis produces one conflict constraint for each depth level with the FUIP scheme. This includes the constraints of the 1-FUIP and All-FUIP schemes as extreme cases (see Section 2.1). Additionally, reconvergence constraints are created to connect each depth level's first UIP and branching vertex (see Section 2.2). For LP conflicts, the initial conflict set generated by the LP analysis is also used to create a conflict constraint. Conflict constraints that are dominated by others produced for the same conflict are deleted.
We only separate cutting planes in the root node, which seems to yield the best performance on most MIP instances using Scip. 3 The generated conflict constraints take part in the propagation process inside the subproblem solving loop. If they consist of only binary variables they may also be used as cutting planes.
Because the recorded conflict constraints increase the costs for processing the subproblems, we try to only keep the "useful" conflict clauses. We implemented a constraint-aging mechanism to identify useless conflict constraints. Constraints are deleted, if they did not help to tighten the LP relaxation during propagation or separation in a number of consecutive iterations. This iteration limit is adjusted dynamically. For instance, longer constraints are discarded earlier than constraints with fewer variables.
Test Set
Our first two test sets consist of instances from Miplib 2003 [2, 3] , instances collected by Mittelmann [22] , and instances described in Danna, Rothberg, and Le Pape [11] . From this set of 121 feasible MIP instances, we selected all problems that could be solved in one hour CPU time by at least one of Cplex 10.0preprocessing are binary) and the second set consisting of the remaining 51 general mixed integer programs.
As a third test set, we use IP models of the so-called property checking problem which arises in chip design verification (see, e.g., [9] ). The task is to prove the validity of a certain property for a given chip design. The problem can be modeled as an IP, where each feasible solution represents a counter-example of the property. Hence, in order to prove that the property holds, one has to show the infeasibility of the IP.
The data are for a very simple arithmetic logical unit (ALU) of different register widths ranging from 4 to 8 bits and with different properties to be checked. All of the ALU instances investigated here correspond to valid properties, i.e., all the IP instances are infeasible. The instances, the ALU model, and the property definitions can be found in the contributed instances section of Miplib 2003.
The considered ALU design includes signed and unsigned multiplication of the two input registers. The internal calculations for multiplying the n-bit input registers operate on 2n-bit variables. Therefore, the IP instances include integer variables and matrix coefficients that are in the range of 2 2n . In order to overcome the numerical difficulties arising from such large values, we had to set the feasibility and integrality tolerances of the solvers for this second test set to 10 −9 . A fourth test set consists of the 'Enlight' instances, again from the contributed instances section of Miplib 2003. They describe a combinatorial game by FeejoSoft 5 , which is played on an n × n board. The model contains n 2 binary and n 2 integer variables, the latter with domains {0, 1, 2, 3}, and n 2 constraints. Some of the instances are feasible, some of them are not.
Description of the Results
We present detailed results on the four test sets comparing Cplex, Scip in default settings, and Scip with conflict analysis using the following strategy which turned out to produce the best results on our test set:
£ We only generate constraints for conflicting propagations and infeasible LP relaxations, but not for bound-exceeding LPs.
£ Conflict constraints with non-binary variables are kept as they are instead of enforcing pure binary constraints.
£ We do not add conflict constraints as cutting planes to the LPs, even if they consist of binary variables only.
In a second computational experiment we compare this strategy with other parameter choices for conflict analysis. Tables 1 and 2 show the results on the first test set of feasible MIP instances. Table 1 contains the pure binary instances while the instances of Table 2 are general MIPs. Columns 'Nodes' and 'Time' show the number of branching nodes and the total time in CPU seconds needed to solve the instances. Values marked with a '>' denote that the instance could not be solved within the time or memory limit. The additional columns 'Confs' and '∅Vars' show the number of conflict constraints generated for each instance and the average number of variables per conflict constraint. The summary at the bottom gives the total number of nodes and seconds to process the whole test set, the geometric mean
and the shifted geometric mean
over all instances, respectively. The influence of the very easy instances is more and more reduced for increasing parameter s in the latter measure. We select s = 1000 for the nodes and s = 60 for the time in order to focus on the harder instances and to disregard small absolute differences. The comparison with Cplex indicates that Scip's performance (using Cplex as LP solver) is not strictly competitive, but not far away from a state-of-the-art MIP solver. On the binary instances, Scip is a factor of about 4.0 slower than Cplex in the geometric mean, which reduces to a factor of 2.2 in the shifted geometric mean. On the general MIPs, the factors are 2.3, and 1.5, respectively. Scip with default settings could not solve 3 instances while Cplex with default settings could not solve 5 instances in the time and memory limit, although manna81 can also be solved by Cplex in the root node if aggressive cut separation is applied.
The results of Scip with and without conflict analysis are very similar on the binary instances. Minor improvements due to conflict analysis can be observed on 10teams, harp2, misc07, and acc-5, while slightly worse results were achieved on acc-3 and acc-4. For general MIPs, conflict analysis yielded a reduction in the number of nodes of 18% in the geometric mean, which lead to a speed-up of 11%. Conflict analysis performed very well on noswot, neos6, ic97 tension, nh97 tension, and neos20. Small enhancements can be seen for mzzv42z, rout, bc1, neos2, neos3, neos7, swath2, and nh97 potential. There seem to be no major disadvantages in using conflict analysis, although the performance decreased slightly on aflow30a, mas76, mzzv11, and pk1. Table 3 shows the results for the infeasible ALU instances. About 80% of the variables in these instances are binary, and the remaining 20% are of general integer type. The width of the input and output registers range from 4 to 8 bits, reflected by the name of the instance. For each width, eight different properties were checked. Properties 3-5 are trivial for all of the three solvers, and they are not listed in the table.
On this test set, conflict analysis clearly outperforms the default MIP settings in both branching nodes and solving time. In the geometric mean, it reduced the number of nodes by 80% and the solving time by 50%. Scip with conflict analysis was faster and needed fewer nodes than Scip with default settings on all instances except the easy properties 2 and 6 and instance alu8 8. Most notably, property 1 can be solved with conflict analysis quite easily in a few branching nodes even for 8-bit input registers, while Scip with default settings needs over half a million nodes to prove the property, i.e., to show the infeasibility of the 8-bit instance. In contrast to the conflict constraints generated for the feasible MIP instances in Tables 1 and 2 , the constraints found for the ALU instances contain only very few variables. Therefore, they cut off a much larger part of the search tree, which is a possible explanation for the success of conflict analysis on these instances. However, the sizes of the conflict constraints and the performance of conflict analysis for the instances of Tables 1  and 2 do not seem to be correlated.
The results for the 'Enlight' IP instances are given in Table 4 . Again, conflict analysis yielded substantial improvements over the default settings. The largest improvement was achieved on the infeasible instance enlight9. Like for the ALU test set, the conflict constraints are rather small. The run on enlight9, however, produced the largest conflict constraints.
In addition to the discussed conflict analysis settings, we experimented with various other settings. Table 5 presents a summary of our results. It shows the geometric means of node numbers and seconds for all four test sets and different parameter settings.
The first row corresponds to the settings which yield the results of Tables 1 to 4 . Here, conflict analysis is only applied on propagation conflicts (column 'prop') and infeasible LPs (column 'inf'). Conflict constraints are not forced to contain only binary variables (column 'bin'), and they are not added as cutting planes to the LP relaxations (column 'cuts').
For the second line, we activated the separation of pure binary conflict constraints. One can see that this results in slight performance reductions, even in the number of nodes. This is a bit surprising since one would expect that tighter LP relaxations lead to smaller branching trees.
In the third line we used the other strategy to treat non-binary conflicts presented in Section 3.4. In this case, the cut selection rule in the conflict graph analysis is modified such that only binary variables remain in the final conflict set. Naturally, the algorithm is identical to the settings in the first line on the pure binary programming instances. On the MIP and ALU instances, the different treatment of non-binary conflicts does not make a large difference. However, the 'Enlight' instances behave worse with these settings.
For the fourth line, we produced only conflict constraints with binary variables and added them as cutting planes to the LP relaxations of the subproblems. In comparison to the second line, there is now a larger potential to find violated conflict constraints that can be added to the LP, since now all conflict constraints are clauses that can be linearized. Indeed, these settings give a small reduction in the number of nodes for the general MIP instances, but the performance on the 'Enlight' instances is still worse than that of the settings in the first line.
In the next four lines, we report on experiments with also analyzing boundexceeding LPs to produce conflict constraints (column 'bdex'). Note that LPs can exceed the primal bound even for infeasible instances, because a trivial primal bound can always be derived if the bounds of the variables are finite. With the exception of the ALU test set, the results degraded in general. Column 'opt' denotes the activation of the optional LP resolving (Step 5 of Algorithm 3.6). As expected, this procedure reduces the number of branching nodes on the BP and MIP test sets. However, it turns out to be too expensive in terms of solving time. Analyzing even the infeasible and bound-exceeding LPs of the strong branching calls (column 'sb') consumes additional time and does not even reduce the number of nodes. The only exception are the ALU instances where the best results could be achieved by analyzing all infeasible and bound-exceeding LPs and solving them to optimality inside the loop of Algorithm 3.6. This shows that the effort spent on conflict analysis can easily be adjusted to further improve the performance on specific problem classes.
We conclude from our computational experiments that conflict analysis is a useful tool for mixed integer programming. Although it has no significant impact on the majority of the feasible instances, it greatly improves the performance on some specific problem classes and instances, especially infeasible ones. With the proposed settings, which apply conflict analysis only moderately, this reduction in branching nodes and solving time can be achieved without major drawbacks on other instances. A more aggressive use of conflict analysis yields even larger improvements on infeasible instances. However, a more appropriate way of dealing with huge amounts of conflict constraints and a better identification of irrelevant constraints would then be needed to avoid overheads on the majority of the instances. Ideas on this topic can be found, for instance, in Bayardo and Schrag [6] or Goldberg and Novikov [16] .
