Abstract-Outdoor applications for small-scale Unmanned Aerial Vehicles (UAVs) commonly rely on Global Positioning System (GPS) receivers for continuous and accurate position estimates. However, in urban areas GPS satellite signals might be reflected or blocked by buildings, resulting in multipath or non-line-of-sight (NLOS) errors. In such cases, additional onboard sensors such as Light Detection and Ranging (LiDAR) are desirable. Kalman Filtering and its variations are commonly used to fuse GPS and LiDAR measurements. However, it is important, yet challenging, to accurately characterize the error covariance of the sensor measurements.
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In this paper, we propose a GPS-LiDAR fusion technique with a novel method for efficiently modeling the position error covariance based on LiDAR point clouds. We model the covariance as a function features distributed in the point cloud. We use the LiDAR point clouds in two ways: to estimate incremental motion by matching consecutive point clouds; and, to estimate global pose by matching with a 3-dimensional (3D) city model. For GPS measurements, we use the 3D city model to eliminate NLOS satellites and model the measurement covariance based on the received signal-to-noise-ratio (SNR) values. Finally, all the above measurements and error covariance matrices are input to an Unscented Kalman Filter (UKF), which estimates the globally referenced pose of the UAV. To validate our algorithm, we conductI. INTRODUCTION Emerging autonomous applications in UAVs such as 3D modeling, surveying, search and rescue, and delivering packages, involve flying in urban environments. To enable such autonomous control, we need a continuous and reliable source for the UAVs' positioning. In most cases, GPS is primarily relied on for outdoor positioning. However, in an urban environment, GPS signals from the satellites are often blocked or reflected by surrounding structures, causing large errors in the position output.
Different GPS techniques [1] have been demonstrated to reduce the effect of multipath and NLOS signals on positioning errors. Furthermore, there has been a considerable amount of research into reducing positioning errors with the aid of 3D city models [2] [3] [4] . In cases when GPS is unreliable, additional onboard sensors such as LiDAR are commonly used to obtain the navigation solution. An LiDAR provides a point cloud of the surroundings, and hence, is able to detect a large number of features in dense urban environments. Positioning based on LiDAR point clouds has been demonstrated primarily by applying different simultaneous localization and mapping (SLAM) algorithms [5] , [6] . In many cases, algorithms implement variants of Iterative Closest Point (ICP) [7] , [8] to register new point clouds. Furthermore, there has been analysis on the error covariance of LiDAR-based position estimates. These methods have been demonstrated in simulations and practice, and include training kernels based on likelihood optimization [9] , [10] , obtaining the covariance based on the Fisher Information matrix [11] , [12] , and obtaining the covariance based on 2D scanned lines [13] .
Different techniques to integrate LiDAR and GPS have been demonstrated to improve the overall navigation solution. The most straightforward way to integrate these sensors is to loosely-couple [14] them, i.e. to directly use the position output. However, in certain cases, a tightly-coupled [15] [16] [17] [18] sensor fusion architecture tends to work better than a looselycoupled one. For example, GPS position output in urban areas generally contains errors or is unavailable. However, some of the intermediate psuedorange measurements are possibly accurate and can aid in positioning [19] , [20] .
A. Our approach
The main contribution of this paper is a GPS-LiDAR fusion technique with a novel method for efficiently modeling the error covariance in LiDAR-based position measurements. Figure  1 shows the different components involved in the sensor fusion. We use the LiDAR point clouds in two ways: to estimate For the GPS measurement model, we use the pseudorange measurements from a stationary reference receiver and an onboard GPS receiver to obtain a vector of double-difference measurements. We use the global position estimate from the LiDAR -3D city matching to construct LOS vectors to all the detected satellites. We then use the 3D city model to detect NLOS satellites, and consequently refine the double-difference measurement vector. We create a covariance matrix for the GPS double-difference measurement vector based on SNR of the individual pseudorange measurements.
Finally, we implement an UKF to integrate all LiDAR and GPS measurements, along with an on-board inertial measurement unit (IMU). We test the filter on an urban dataset to show an improvement in the navigation solution. We present a more extensive version of our work in [21] , including detailed analysis and additional experimental results.
II. LIDAR-BASED POSE ESTIMATION
We perform the LiDAR-based pose estimation in two ways. First, we estimate incremental motion by matching consecutive point clouds. We use the ICP algorithm to estimate the pose transformation between the previous and the current point clouds.
Second, we estimate global pose by matching the point cloud with a 3-dimensional (3D) city model. We generate our 3D city model using data from two sources: Illinois Geospatial Data Clearinghouse [22] and OpenStreetMap (OSM) [23] . Again, we use the ICP algorithm to match the point clouds. We begin with an initial pose guess x 0 L obtained from the position output from the on-board GPS receiver and the pose estimate from the previous iteration. Next, we project the LiDAR point cloud to the same space as the 3D city model and implement ICP to obtain the pose transformation between them. We use Figure 2 shows the results of implementation of the above method.
While navigating in urban areas, the GPS receiver position output used for the initial pose guess x 0 L might contain large errors in certain directions. This might cause ICP to converge to a local minimum, depending on features in the point cloud.
III. MODELING LIDAR POSITION ERROR COVARIANCE
We model the LiDAR position error covariance as a function of the surrounding features, focusing primarily on surface and edge features in the point cloud. We extract these feature points based on the curvature values [5] .
For the j th surface feature point, we first compute the unit normal u j by using 9 of the neighboring points to fit a plane. Next, we create an orthonormal basis { u j , n j u , m j u } with the corresponding normal. For the j th edge feature point, we first find the orientation of the edge e j using scans above and below the edge point. Again, we create an orthonormal basis { e j , n j e , m j e } with the corresponding edge vector. To create the error covariance matrices for the individual feature points, we use the basis as our eigenvectors:
We model the error covariance ellipsoid with the hypothesis that each surface feature point contributes in reducing position error in the direction of the corresponding surface normal. For each edge feature point, we model that the position error reduces in the directions perpendicular to the edge vector. A vertical edge, for example, would help in reducing horizontal position error. Additionally, we assume that points closer to the LiDAR are more reliable than those further away, because of the density of points. Hence, we use the following eigenvalues corresponding to the eigenvectors in (1-2): where, a u , b u , a e and b e are experimentally tuned constants such that a u b u and a e b e ; and d j u and d j e are distances of the j th surface and edge point from the LiDAR. Next, using the above eigenvectors and eigenvalues, we construct the position error covariance matrix for the edge point as follows:
Finally, we combine the ellipsoids from individual features to obtain the overall position error covariance:
where, R j u and R j e are obtained in (5-6); n u and n e are the number of surface and edge feature points in the point cloud. Figure 3 shows the resulting position error covariance ellipsoids for two urban environments.
IV. GPS MEASUREMENT MODEL
To create the GPS measurement model, we use the pseudorange measurements. The measurement between a GPS receiver u and the k th satellite can be modelled as [24] :
where, r k u is the range between u and k; c is speed of light; δt u and δt k are the receiver and satellite clock biases; I k ρu and T k ρu are atmospheric errors; and k ρu is the measurement noise. In order to eliminate certain error terms, we use doubledifference pseudorange measurements [24] , which are calculated by differencing the pseudorange measurements between two satellites and between two receivers. The double difference pseudorange measurements between two satellites k and l, and between two GPS receivers u and r, within a short baseline, can be represented as:
where, x ur is the baseline between the two receivers; and 1 k r is a unit vector from the receiver r to the satellite k.
Using a 3D city model, we check if any of the satellites detected by the receiver are NLOS signals. We use the position output generated by the LiDAR-3D city model matching, as described in section II, to locate the receiver on the 3D city model. Next, we draw LOS vectors from the receiver to every satellite detected by the receiver and eliminate satellites whose corresponding LOS vectors intersect the 3D city model. Fig.  4 shows the above implementation in an urban scenario.
After eliminating the NLOS satellites, we create a vector of double-difference pseudorange measurements and proceed to model its covariance. We assume that the individual pseudorange measurements are independent, and that the variance for each measurement is a function of the corresponding SNR. To obtain the covariance matrix for the double-difference measurements R ρ DD ur , we simply propagate the individual measurement covariance.
V. GPS-LIDAR INTEGRATION
In addition to using a LiDAR and a GPS receiver, we use an IMU on-board the UAV. The state vector consists of the following states:
where, p For the prediction step of the filter, we use a constant velocity model [25] , which can be written as:
where R (q u g ) represents the rotation between the UAV frame and the local GPS frame; Ξ (q u g ) expresses the time rate of change of (q u g ) [26] . For the correction step, we use LiDARbased pose information discussed in section II, position information from the GPS receiver and orientation information from the IMU. Here, we use the covariance matrices R L for LiDARbased position updates, and R ρ DD ur for GPS double difference measurements.
We use the iBQR UAV designed and built by our research group shown in Figure 5 . We use a Velodyne VLP-16 Puck Lite LiDAR, a ublox LEA-6T GPS receiver connected to a Maxtena antenna, and an Xsens Mti-30 IMU. We use an AscTec MasterMind as the on-board computer, to log the data from all these sensors. For our reference GPS receiver, we use a Trimble NetR9 receiver within a kilometer of our data collection sites.
We implement the UKF on an urban dataset collected on our campus of University of Illinois at Urbana-Champaign. For our trajectory, we begin at the South-West corner of the Hydrosystems Building, head North and keep moving along the building till we reach our starting position again. Figure 6 shows the output of our filter, accurately tracking the trajectory.
VI. CONCLUSION This paper proposed a GPS-LiDAR integration approach for estimating the navigation solution of UAVs in urban environments. We used the on-board LiDAR point clouds in two ways: to estimate the odometry by matching consecutive point clouds, and to estimate the global pose by matching with an external 3D city model. We used the ICP algorithm for matching two point clouds.
We built a model for the error covariance in the LiDARbased position estimates. We modeled the error ellipsoid as a function of surface and edge feature points detected in the point cloud and experimentally verified the model for urban point clouds. For the GPS measurements, we used the individual pseudorange measurements from an on-board receiver and a reference receiver to create a vector of doubledifference measurements. We eliminated NLOS satellites using the 3D city model. To construct the covariance matrix for the double-difference measurements, we used the SNR values for individual pseudorange measurements.
Finally, we implemented an UKF on an urban dataset to integrate the measurements from LiDAR, GPS and an IMU.
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