We introduc e a fast, multisc ale algorithm for image segmentation. Our algorithm uses modern numeric techniques to nd an approximate solution to normalized cut measur es in timethat is linear in the size of the image with only a few dozen operations per pixel. In just one pass the algorithm provides a complete hierarchical decomposition of the image into segments. The algorithm detects the segments by applying a process of recursive coarsening in which the same minimization problem is repr esente d with fewerand fewer variables producing an irregular pyramid. During this coarsening process we may compute additional internal statistics of the emerging segments and use these statistics to facilitate the segmentation process. Once the pyr amid is completed it is scanned from the top down to associate pixels close to the boundaries of segments with the appropriate segment. The algorithm is inspir ed by algebr aic multigrid (AMG) solvers of minimization problems of heat or electric networks. We demonstrate the algorithm by applying it to real images.
Introduction
Image segmentation is a process of grouping together neighboring pixels whose properties (e.g., intensit y values) are coherent. The resulting regions may indicate the presence of objects or parts of objects, and may b e veri ed (or modi ed) later following a top-down analysis of the image and recognition. It is important to construct algorithms for segmentation that are e cient and that can faithfully extract regions of di erent sizes from an image. In this paper we i n troduce a fast graph algorithm for segmentation that nds an approximate solution to normalized cut measures and whose runtime is linear in the size of the image. In just one pass the algorithm provides a complete hierarchical decomposition of the image into segments.
A large class of graph algorithms have been adapted to deal with the segmentation problem. These algo- rithms typically construct a graph in which the nodes represent the pixels in the image and arcs represent a nities (\couplings") between nearby pixels. The image is segmented by minimizing a cost associated with cutting the graph into subgraphs. In the simpler version, the cost is the sum of the a nities across the cut 20]. Other versions normalize this cost by dividing it by t h e o verall area of the segments 6] or b y a measure derived from the a nities betw een nodes within the segments 17, 13 , 19 ] . Normalizing the cost of a cut preven ts over-segmen tation of the image. Polynomial methods for nding a globally optimal solution when the cost is normalized exist when the graph is planar, but the runtime complexity of these methods is O(N 2 log N), where N denotes the numb e r o f p i x e l s i n the image (see 14, 6 ] ). When the graph is non-planar the problem of nding a globally optimal solution is NP-hard. Therefore, approximation methods are emplo yed.The most common of these uses spectral techniques to nd an approximate solution. These spectral methods are analogous to nding the principal modes of certain physical systems. With these methods, and exploiting the sparseness of the graph, a cut can be found in O(N 3=2 ) 1 7 ] .
Below w e i n troduce a fast algorithm for segmentation. Our algorithm too nds an approximate solution to a normalized cut problem, but it does so in time that is linear in the number of pixels in the image with only a few dozen operations per pixel. Since a t ypical image may c o n tain several hundreds of thousands of pixels, the factor p N gained may be quite signi cant. The algorithm is based on representing the same minimization problem at di erent scales, enabling fast extraction of the segments that minimize the optimization criterion. Because of its multiscale nature, the algorithm provides a full hierarc hical decomposition of the image into segments in just one pass. In addition, it allows us to modify the optimization criterion with scale so that w ecan incorporate higher order statistics of the segments when their size is su ciently large to allow reliable extraction of such statistics. Our algorithm relates to the same physical systems whose modes are found by the spectral methods, but uses modern numeric techniques that provide a fast and accurate solution to these problems. The results of running our algorithm on a variet y of images are at least comparable to the results obtained by t h e spectral methods.
Our algorithm proceeds as follows. Given an image, we r s t construct a graph so that ev ery pixel is a node in the graph and neighboring pixels are connected by a n a r c . A w eigh t is associated with the arc re ecting the likelihood that the corresponding pixels are separated by an edge. T o nd the minimal cuts in the graph w e recursiv elycoarsen the graph using a weighted aggr egation procedure in which w e repeatedly select smaller sets of representativ e pixels (blocks). These representativ e pixels do not have t o l i e on a regular grid, giving rise to an irregular pyramid. The purpose of these coarsening steps is to produce smaller and smaller graphs that faithfully represent the same minimization problem. In the course of this process segments that are distinct from their environment emerge and they are detected at their appropriate size scale. After constructing the en tire pyramid w escan the pyramid from the top down performing relaxation sweeps to associate each pixel with the appropriate segment.
In the simple version of our algorithm the couplings between block pixels at a coarse level are computed directly from the couplings betw een ner level pixels. In a v ariation of this algorithm we modify the couplings between block pixels to re ect certain global statistics of eac h bloc k. These statistics can be computed recursiv ely throughout the coarsening process and ma y include the average intensit y level of the bloc ks,the position of their cen ter, their principal orien tation, their area, texture measurements, etc. This enables us, for example, to identify large segments even if the intensity l e v els separating them vary gradually.
Our algorithm is inspired by A lgebr aic Multigrid (AMG) solv ers applied to physical systems of heat or electric netw orks. By analogy the graph produced from the image to be segmented can be thought of as such a netw ork,where the couplings betw eenthe intensit ylev els of neighboring pixels are treated as conductivity measures. A common problem is to nd the optimal state of suc h a netw ork giv en a set of constraints, which ph ysicallyrepresent a set of heat sources or input currents. AMG solvers pro vide a fast, multiscale w ayto solv e suc h optimization problems. F or our purposes we do not need to minimize the energy for any particular set of constraints. Instead, it will be su cient to borro w from theAMG solver its w eigh tedaggregation (or interpolation) rules, which are independent of the particular constraints. While doing so we s o l v e a problem of a di erent nature than that traditionally solved b y AMG.
Pyramidal structures ha ve been used in many algorithms for segmentation (see reviews in 7, 9, 11 ]). How ev er,methods that use regular pyramids (e.g., 10]) have di culties in extracting regions of irregular structures. Methods that construct irregular pyramids (e.g., 1, 5 , 1 2 , 1 8 ]) are strongly a ected by local decisions. F uzzy C-means clustering algorithms (e.g., 4]) avoid such premature decisions, but they involve a s l o w iterative process. Also related are algorithms motivated by p h ysical processes (e.g., 8, 15] ).
The paperis divided as follo ws. Section 2 f o r m ulates the segmentation problem and describes the principles of our method. Section 3 describes the algorithm. Section 4 discusses how more global properties of segments can be incorporated in the algorithm. Section 5 discusses the computational complexity o f t h e algorithm. Finally, Section 6 pro vides experimental results.
Motivation and Formulation
In this section w ecast the segmentation problem as a graph clustering problem (Sec. 2.1). Then, w e describe the coarsening process (Sec. 2.2). Finally, w e interpret this as an aggregation process (Sec. 2.3).
Problem De nition
Given an image that contains N = n n pixels w econstruct a graph in which each node represents a pixel and every t w o nodes represen ting neighboring pixels are connected by an arc. In our implementation we connected each node to the four neighborsof the respective pixel, producing a planar graph. (Note that the method w e present can be applied also to non-planar graphs. In fact, the graphs obtained following the coarsening steps are non-planar.) Below w e denote a pixel by an index i 2 f 1 2 ::: Ng and its intensity b y g i . To e v ery arc connecting two neighboring pixels i and j w e assign a positive \c oupling"value a ij , re ecting the degree to which they tend to belong to the same segment. 
In practice, w eallow t h e state variables to take non binary values. In particular, w e expect that pixels near fuzzy sections of the boundaries of a segment m a y ha ve i n termediate values 0 < u (m) i < 1 re ecting their relativ e tendencyto belong to either the segment or its complement. Next, w ede ne an energy functional to rank the segments. Consider rst the functional
where the sum is over all pairs of adjacent pixels i and j. Clearly, for an ideal segment (with only binary state variables) E(u (m) ) sums the coupling values along the boundaries of S (m) . With suc h a cost function small segments (and similarly very large ones) are often encouraged. To a void such preference we can modify this energy as follows:
where V (u) denotes the \volume" of the respective segment, V (u) = P i u i , a n d is some predetermined parameter. Thus, for example, V (u (m) ) will measure the area in pixels of S (m) . To a void selecting very large segments we consider only segments whose total volume is less than half of the entire image. This is equivalen t to de ning the volume as minfV (u) preference for large segments. In our implementation we u s e d = 1, which is equivalent to the so called \av-erage" or \normalized" cut measures (e.g., 6, 16, 1 7 ]).
Finally, the v olume ofu can be generalized by re-
where i is a \mass" assigned to the pixel i. This will become important in coarser steps when nodes may dra wtheir mass from sets of pixels of di erent size. Also, in the nest scale we m a y assign low er v olumes to pixels at \less interesting" or \less reliable" parts of the image, e.g., along its margins.
Problem Coarsening
We n o w p r e s e n t a method for the recursive step by step coarsening of the segmentation problem. In each coarsening step a new, approximately equivalen t segmentation problem will be de ned, reducing the number of state variables to a fraction (typically betw een 1/4 and 1/2) of the former number. We construct the coarser problems suc h that eac h of the coarse variable will represent sev eral ne variables with di erent w eigh ts, and ev ery ne variable will be represented b y sev eral coarse variables with di erent weights. The low-energy con gurations of the coarse problem will re ect the low-energy con gurations of the ne problem.
Below w edescribe the rst coarsening step. The state v ariables in the coarser problem can be thought of as the values (ideally 0 or 1) of a dilute dset of pixels, i.e., a subset C of the original set of pixels. The values u i associated with the rest of the pixels (i = 2 C) will be determined from the coarse state variables using pre-assigned dependence rules. These rules will de ne ;(u) as a functional of the smaller set of variables, i.e., ; c (fu i g i2C ). We shall select C and the dependence rules so that the detection of segments with small ; c (in the coarser problem) would lead to segments with small ; (in the ne problem).
Generally, f o r any chosen subset of indices C def = fc k g K k=1 f 1 2 : : : N g denote u c k as U k , w e w i l l c hoose dependence rules of the form of a weighted in terpolation rule:
where w ik 0, P K k=1 w ik = 1, and for i = c k 2 C, w ik = 1. We will consider only local interpolation rules, i.e., w ik = 0 for all pixels c k not in the neighborhood of pixel i. The values of w ik will be determined by the coupling values only ,and will not depend on the v alues of the state v ariables (see below).
Substituting (5) into (2) we g e t E c (U)
where the couplings A kl between the coarse-level variables are given b y A kl = X i6 =j a ij (w jl ; w il )(w ik ; w jk ) :
In addition, substituting (5) into (4) we g e t is small. One possible interpolation rule could be that a state variableũ i for i = 2 C w ould inherit its state from the coarse state variable U k to which it is most strongly attached (in other w ords,ũ i = U k such that a ik is maximal). This rule, ho w ev er, ma y lead to mistakes in assigning the correct state to the interpolated variables due to nearby outliers, which in turn may result in a noticeable increase in the energy E( u (m) ) associated with the segment. Consequently, the minimization problem with the coarse variables will poorly approximate the minimization problem with the ne variables.
Instead, we will set the interpolation weigh ts as follows: (14) These settings are commonly used by the AMG mini- It is straigh tforward to verify that boundary sections of a segment across which i n tensity v ariations are sharp contribute very little to the energy associated with the segment, whereas sections of the boundary across which i n tensity i s v arying gradually contribute most of the energy of the segment. It can be shown further that when the problem is coarsened the contribution of such sections in general decreases by a b o u t half. Since the volume of a segment is roughly preserved when the problem is coarsened, we obtain that for a segment S m that is distinct from its surrounding ; c (U (m) ) ;(u (m) ) 0, whereas for a segment S m that is not strongly decoupled along its boundaries ; c (U (m) ) 1 2 ;(u (m) ). Thus, under the weighted interpolation (14) , the problem of nding all segments S m for which ; ( u (m) ) i s belo w a certain threshold is equivalen t approximately to the smaller, coarse problem of nding all S m for which ; c (U (m) ) is belo whalf the same threshold.
Note that the resulting coarse problem is exactly of the same form as the original problem, and hence it can in turn be reduced using the same procedure to an equivalent, yet coarser problem of the same form. This recursive coarsening process is terminated when the numb e r o f v ariables is su ciently small so that the problem can be solved directly for the coarsest grid. is small, and hence identify the salient S m in its natural size scale (see algorithm in Section 3).
Hierarchical Aggregation
A natural and useful w ay t o interpret each coarsening step is as an aggregation step. In that view we are choosing small aggr egates of pixels, in terms of which the minimization problem can be reformulated with a substantially smaller numb e r o f v ariables. That is, en umerating the aggregates 1,2,..., K, w e associate with the k-th aggregate a \block variable" U k , a n d w e deriv e from the original minimization problem a minimization problem in terms of U 1 ,...,U K 1 .
The interpolation rule that relates the coarse to the ne pixels ( (5) and (14)) leads to a process of weighted aggregation, in which a fractions w ik of a pixel i can be sent i n to the aggregate k. This fraction may b e i n terpreted as the likeliho odof the pixel i to belong to the aggregate k. These likelihoods will then accumulate and reinforcing each other at each further coarsening step.
The choice of the coarser aggregates and the nature of this coarsening process is suc h that strongly coupled aggregates join together to form yet coarser aggregates. A set of pixels with strong internal couplings but with weak external couplings is bound to result at some level of coarsening in one aggregate which is w eakly coupled to all other aggregates of that level. Suc han aggregate will indicate the existence of an image segment (see Sec. 3).
The \coarse couplings" relations (Eq. (7)) can be somewhat simpli ed, yielding a similar coarsening process, named Iterated Weighted Aggregation (IWA). IWA consists of exactly the same steps as the AMG coarsening, except that the coarse couplings fA kl g are calculated by the simpler formula A kl = X i6 =j w ik a ij w jl : (15) It can be shown that (15) in many situations provides a good approximation to (7) . In certain cases the tw o processes are identical, e.g., in the case that each pixel is associated with only tw o bloc ks. Moreover, (15) can be motivated by itself: it states that the coupling betw een t w o bloc ks is the sum of the couplings betw een 1 The coarse variables in fact do not have to be identi ed each with a particular pixel, as in Sec. 2.2. Instead, they can beidenti ed with weighted averages of pixels. But this generality does not improve the performance of the algorithm and is certainly less con venien t. the pixels associated with these bloc ksw eigthedappropriately.
The Algorithm
Based on these ideas we h a ve d e v eloped a segmentation algorithm that is composed of tw ostages. In the rst stage salient segments are detected and in the second stage the exact boundaries of the segments are determined. The rest of this section describes the tw o stages.
Detecting the Salient Segments
Given an image we consider each pixel to be a node connected to its four immediate neighbors. We then assign coupling values betw een eac h p a i r o f n e i g h bors.
The coupling values a ij are set to be a ij = exp(; r ij ), where is a global parameter, and r ij is an \edgeness" measure between i and j. Speci cally, for horizontally spaced neighbors i and j w e tested the presence of an edge in v e orien tationsat the angular range ;45 45 about the vertical direction, each by di erentiating t wo 3 1 masks whose centers are placed on i and j. We then took r ij to be the maximal of the ve responses.
Next, we coarsen this graph by performing iterated w eigh ted aggregation. A t eac h step of the coarsening w e rst select block pixels and then update the couplings betw een the bloc ks. Subsequently, w e o b t a i n a pyramidal structure that makes the optimal segments explicit.
Selecting the block pixels. We rst order the nodes (pixels) by the volume they represent. (We sort the nodes by buc ketingto maintain linear runtime complexity, see Sec. 5.) We select the rst pixel to be a block. Then, we scan pixels according to this order and check their degree of attachment e a c h t o t h e previously selected blocks. Whenever w e encounter a pixel that is weakly attached to the selected blocks we add that pixel to the list of blocks.
Speci cally, l e t C (i;1) denote the set of blocks selected before a pixel i is tested, we c hec k the inequalit y max j2C (i;1) a ij ~ X l a il (16) where~ is a parameter (typically~ :1). Note that since generally a node is connected to a small number of neighbors it must be coupled strongly to at least one of its neighbors. In case the inequality is satis ed w e set C (i) = C (i;1) , otherwise w e set C (i) = C (i;1) S fig. As a result of this process almost ev ery pixel i = 2 C becomes strongly coupled to the pixels in C. The few remaining pixels are then added to C.
Segmentation. We update the couplings betw een the blocks using Eq. (15), where the weigh tsw ik are de ned by (14) (or its generalization described in the Appendix). In addition, we compute the volume k of eac h block at this level using Eq. (9) . Next, we w ant t o determine if a block represents a salient segment. The saliency of a segment i s g i v en b y the ratio bet w een the sum of its external couplings and its volume. When w e compute the saliency of a bloc k, ho w ev er, w e need to take i n to account that every coarsening step diminishes the external couplings of the segment b y about a half. We can compensate for this reduction by m ultiplying this ratio by 2 t o t h e p o wer of the level number. where canbe set betw een 0.5 to 1 according to the ratio of pixels that survive each coarsening step (0.25 to 0.5 respectively). In our implementation we s i m p l y compare the bloc ks of thesame scale and detect the ones whose saliency values are very low. We then allow these blocks to participate in forming larger blocks to obtain a hierarchical decomposition of the image into segments.
Sharpening Segment Boundaries
During the rst stage of our algorithm a salient s e gment is detected as a single element at some level of the pyramid. It remains then to determine exactly which pixels of the original image (at the nest level) in fact belong to that segment. One way to determine which pixels belong to a segment is to compute recursively the degree of attachment o f e v ery pixel to each of the bloc ks in the pyramid. Unfortunately, the degrees of attachment computed this way will often produce \fuzzy" values betw een 0 to 1 particularly near the boundaries of a segment, rendering the decision of the extent o f a s e g m e n t somewhat arbitrary. To a void this fuzziness we scan the pyramid from coarse to ne starting at the level in which a s e g m e n t is detected and apply relaxation sweeps whose intent is to sharpen the boundaries of a segment. Below w e describe one step of the algorithm. is follo wed by applying \Gauss-Seidel relaxation sweeps" overD 1 2 , where is another free parameter. Each such \relaxation sw eep"is a sequence of steps aimed at low eringE( u (m) ). In each s w eep we g o o ver all the pixels in D 1 2 , i n a n y order. For eac h pixeli w e replaceũ (m) i by the new value P j a ijũ (m) j =( P j a ij ), which is the value for which E( u (m) ) is low eredthe most. Since the volume V ( u (m) ) is only marginally a ected also ;(ũ (m) ) is lowered. Since in the beginning of this procedure already only pixels around the boundaries have fuzzy values (because this procedure has been applied to the coarser level) this relaxation procedure converges quickly .Hence, a small numberof sweeps, , will generally su ce. In our experiments w e applied tw o relaxation sweeps in every lev el with, e.g., 
Modi ed Coarse Couplings
In the algorithm described above the couplings at all lev els are derived directly from the couplings between the pixels at the nest level. However, since eac h element at a coarse level represents an aggregate of pixels we m a y use information about the emerging segments that is not directly available at the nest level to facilitate the segmentation process. We can thus measure \observables" at the coarse lev els, and use them to increase or decrease the couplings betw een bloc ks obtained with the original algorithm. An example for such an observable is the average intensity of a bloc k, which can be used to separate segments even when the transition betw eentheir intensity v alues is gradual, and so they are di cult to separate at the nest lev els. The average intensity G k of a block k in the above coarsening step (Sec. 2.2) is de ned as G k = P i w ik g i = P i w ik , where g i denotes thein tensit y of pixel i This observable can be calculated recursively at all coarser levels. Then, the couplings A kl computed by ( 1 5 ) m a y be replaced, e.g., by A kl exp(; jG k ; G l j), where is some predetermined constant.
The number of observables per aggregate can increase at coarser lev els. Other possible observables include the cen ter of mass of a bloc k, its diameter, principal orien tations, texture measures, etc. Using these observables it is possible to incorporate quite elaborate criteria into the segmentation process. For example, strong couplings can be assigned betw een tw oaggregates whose orien tations alignwith the direction of the line connecting their centers of mass (or when their boundaries co-align), even when these aggregates are separated by a g a p a n d t h us do not inherit any m utual couplings from ner levels.
Computational Complexity
A t every coarsening step w e select a subset of the nodes such that the remaining nodes are coupled strongly to at least one of the nodes. F ollowing this selection procedure almost no tw o neighboring nodes can survive to the next level. Thus, at every level of scale w eobtain about half the nodes from the previous lev el. The total number of nodes in all lev els, therefore, is about twice the number of pixels.
During the selection procedure there are tw o operations whose naive implementation may result in a nonlinear complexity. First, we need to order the nodes, say, according to their volumes. This can be done in linear time by dividing the range of possible volumes into a xed numb e r o f b u c kets since it is unnecessary to sort nodes whose volumes are similar. F urthermore, in the rst few levels the nodes usually ha vesimilar volumes, and so w edo not apply this ordering. Instead, we merely scan the nodes in some arbitrary order. Secondly, for every node we need to nd its maximal connection to the selected blocks (Eq. (16)). This operation can be implemented e ciently by noticing that every node need only to consider its neighboring nodes, typically up to 8 nodes. Finally, computing the degree of attachment of the pixels to all the block variables can be done in one pass once the pyramid is complete.
The number of operations per pixel can be reduced signi cantly by replacing the rst 1-3 coarsening steps by equivalen tgeometric coarsening. In these coarsening steps the same operations are performed, but the pixels selected as bloc ks are determined in advance to lie along a regular grid of twice the meshsize. (This may require adding some of the ne pixels to the coarse set to avoid inaccurate interpolations.) With this modi cation it is possible to reduce the execution time of the algorithm to only several dozen operations per pixel.
In the follo wing section w esho wexamples of segmentation obtained with our implementation of the algorithm. The implementation is far from optimized, and, for example, we did not include geometric coarsening to reduce the number of operations per pixels. Due to wasteful space management, which l e a d t o c o nsiderable page swapping, our implementation (written i n C a n d r u n o n a n I n tel 400MHz Pentium II processor) took 60 seconds to segment a 200 200 image. The pyramid produced in this run contained about 73000 nodes (less than twice the number of pixels.) Segmenting a 100 100 image took only 12 seconds.
Experiments
The following pictures demonstrate the application of our algorithm to several real images. Figure 1 shows an input image (adopted from 17]). At the top most scale the picture w asdivided into tw osegments. A t scale 8 ve segments stood out, tw o capturing most of the bodies of the two p l a yers, one captures the hand of one of the pla yers, and one captures the head of the other. A t scale 7smaller segments are obtained, separating some of the body parts of the tw oplayers. Figure 2 w asdecomposed at level 10 into four segments, one of which captures the lioness. A t level 8 the bottom segment w asfurther decomposed into three segments, splitting the cub and the stone from the ground. Figure 3 shows the three segments obtained at scale 10, capturing the skies, the grass, and a single segment that includes the cow and the hilly bac kground. A tscale 9 the cow was separated from the hills, and the grass w assplit into tw osegments. Finally, in Figure 4 at the coarsest scale the grass was separated from the cows (except for the bright back o f the co w whic h w as decomposed later from the grass). The three cows w erethen split (with the rightmost cow split into tw o segments). Body parts of the cows are obtained in the low erscale. Overall, these pictures demonstrate that our algorithm accurately nds the relevant regions in the images.
Conclusion
We have introduced a fast, multiscale algorithm for image segmentation. The algorithm uses a process of recursiv ew eigh tedaggregation to detect the distinctive segments at di erent scales. It nds an approximate solution to normalized cuts measure in time that is linear in the size of the image with only a few dozen operations per pixel. F uture research d irections include the use of various statistics to obtain segmentation based on richer information, improving the isotropy of the interpolations to produce smoother boundaries of segments, and combining the segmentation process with curve completion algorithms and top-down analysis of the image.
Appendix
The interpolation w eigh ts (14) can be improved, yielding a better approximation of the ne level minimization problem by the coarser representations and allo wing us to represent the coarser problems with fewer bloc k pixels. Ideally ,the in terpolation rule (5) should yield a ne-level con guration u that satis es 
This same rule can recursively be reused several time, to create increasingly improved interpolation weights.
A measure of the \de ciency" d i of interpolating to pixel i with the interpolation w eigh ts (14) is de ned as the relativ epart of (17) being ignored by the relation (14), i.e., d i = P j = 2Câ ij . Similarly, giv en any interpolation weigh tsfw ik g with de ciencies fd i g, the improved interpolation weigh tsf w ik g created by (18) will have the de ciencies d i = P j = 2Câ ij d j . Hence, with reasonably dense set C, the de ciencies will be muc h reduced with each improvement, so that normally very few such improvements (if at all) would be needed. (Such improved interpolation rules are widely used in AMG, see, e.g., 2].)
With the improved in terpolation w eights (18) , the coarse-variable selection criterion (11) can be relaxed, replacing it by the more general criterion d i 1 ; .
Condition (16) can similarly be relaxed.
Finally, for computational e ciency it is desired to keep the interpolation matrix fw ik g as sparse (containing as few non-zero terms) as possible. F or this purpose w ereplace small w eights (w ik < , being another algorithm-control parameter e.g., = :01) by zeros, and then renormalize to maintain P k w ik = 1 .
