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RESUMEN
Se examinan los conceptos de parsimonia, verosimilitud y probabilidad posterior, los cuales son centrales a los
métodos alternativos para la selección de topologías óptimas en la reconstrucción filogenética. La tendencia a
la complejidad y sofisticación matemática de la descripción del espacio de los árboles y de los métodos de
exploración basados en parsimonia y en probabilidades (máxima verosimilitud y Bayesianas) señala que los
requerimientos educativos demandarán una base ineludible de conocimientos en filosofía de la ciencia, teoría y
métodos estadísticos y biología molecular. Esta educación será necesaria para poder entender la operación de
los diversos métodos disponibles, pero sobre todo, para poder visualizar sus bases teóricas y decidir
críticamente cual de las opciones usar en las distintas fases de la investigación taxonómica. La importancia de
la necesidad de tal uso informado de métodos se revela en la tendencia a usar los métodos de parsimonia y
probabilísticos (máxima verosimilitud y métodos Bayesianos) sin explorar las implicaciones epistemológicas de
tales enfoques en la reconstrucción filogenética. Indudablemente, el interés en los métodos de reconstrucción
filogenética esta en expansión; por lo tanto, es importante que los biólogos filogenéticos consideren
cuidadosamente las bases epistemológicas y la relevancia de los métodos que usan en la selección de
topologías óptimas. 
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ABSTRACT
We examine the concepts of parsimony, likelihood and posterior probability, which are central to alternative
methods for selecting optimal topologies in phylogenetic reconstruction. Complexity and mathematical
sophistication of the description of the space of trees and of exploration methods based on parsimony,
likelihoods and Bayesian posterior probabilities points to educational requirements demanding an unavoidable
knowledge base in the philosophy of science, statistical theory and methods, and molecular biology. Such higher
education becomes necessary in order to understand the operation of diverse available methods, but most
importantly, to be able to discern their theoretical basis and to critically decide which option to use in different
aspects of taxonomic research. Importance of the need of an informed use of methods becomes evident in the
tendency to use either parsimony or probabilistic methods (likelihood and Bayesian) without exploring
epistemological implications of such approaches in phylogenetic reconstruction. Undoubtedly, interest in
methods of phylogenetic reconstruction is expanding. Therefore, it is important that phylogenetic biologists
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La sistemática se ha convertido en un área de gran impor-
tancia para la biología moderna. En los estudios de biodiversi-
dad, cada vez es más común encontrar cladogramas como
mecanismo de deducción o comparación de hipótesis sobre la
historia de diversos atributos, funciones, o de los procesos
genéticos y evolutivos. Por ejemplo, los estudios sobre el origen
de la semilla, la evolución del metabolismo CAM, la clasificación
de los reptiles, o la distribución geográfica y los procesos de
especiación en un grupo particular, requieren de árboles filo-
genéticos para establecer el número de eventos y la dirección
del cambio entre los atributos (o estados), sean morfológicos,
fisiológicos, o parámetros genéticos poblacionales.
Ciertamente, los cladogramas funcionan como un marco de
referencia histórico para el estudio de la biodiversidad. Tal
perspectiva histórica se modela en forma de hipótesis filo-
genéticas, las cuales tienen aplicaciones siempre que se lleven
a cabo comparaciones entre organismos. Aunque este tipo de
hipótesis comúnmente no lo genera ningún otro segmento de la
comunidad biológica (Chernoff et al., 1989), los métodos filo-
genéticos no sólo son de interés para los taxónomos, sino tam-
bién para una audiencia científica más amplia que incluye
biogeógrafos, ecólogos, etólogos, biólogos del desarrollo y aun
algunas ciencias comparativas fuera de la biología (Bang et al.,
2000; Cracraft, 2002; León-Olea, 2002; Morales, 2000; Morrone &
Crisci, 1995; Platnick & Cameron, 1977; Rexová et al., 2003;
Richardson, 1996; Vergara-Silva, 2003; Wanntorp et al., 1990;
Wiley, 1981).
Los avances, retos y direcciones de la reconstrucción
histórica biológica, como toda ciencia, pueden examinarse por
su contenido empírico y su contenido teórico (Crawford & Mort,
2003; Kluge & Wolf, 1993; Mishler, 1994). El contenido empírico
abarca los datos que se utilizan como punto de partida en la
evaluación de hipótesis a muchos niveles: sobre estados y
caracteres, orden de estados y su polaridad, y sobre grupos de
organismos. La evidencia empírica consiste en los rasgos o
caracteres que exhiben los organismos presentes y fósiles
(Nelson, 1994; De Luna & Mishler, 1996). En las últimas dos
décadas, el contenido empírico de la sistemática se ha incre-
mentado por la adquisición de datos moleculares, especial-
mente secuencias, como nueva fuente de información (Doyle,
1993; Ferraris & Palumbi, 1996; Soltis & Soltis, 1998; Williams,
1992). En la actualidad existe una gran variedad de técnicas
para la obtención de marcadores moleculares (Hillis, et al.,
1996). La utilidad de datos como las secuencias de DNA en la
inferencia filogenética es obvia en el caso de cierto tipo de
organismos, como bacterias y hongos, los cuales presentan
niveles estructurales morfológicos muy simples y tienen ontoge-
nias austeras (González, 1997, 1998). Como con todos los tipos de
datos, su utilidad y aceptación no se debe a que los datos mole-
culares contengan la “verdad inequívoca” sobre la historia
orgánica. Tampoco es que las secuencias de DNA o los genes se
encuentren libres de correlaciones. Tales conexiones son más
evidentes en la morfología debido al proceso ontogenético o las
relaciones alométricas. Simplemente, las ventajas de las
secuencias de porciones del DNA se deben a que representan
otra faceta de la variación de los organismos y al muestreo de un
universo muchísimo más amplio de caracteres (por ejemplo,
Bapteste et al., 2002) comparado con el conjunto normalmente
reducido de caracteres morfológicos, anatómicos, o ultra-
estructurales disponibles. 
Aun cuando la disponibilidad de nuevas fuentes de datos
ha vigorizado a la sistemática por el fortalecimiento de su base
empírica, esta ciencia se ha revolucionado y ha avanzado espe-
cialmente por los cambios en sus métodos de análisis y por el
refinamiento de los conceptos sobre grupos, caracteres y
evaluación de hipótesis filogenéticas. El contenido teórico de la
reconstrucción histórica consiste en los fundamentos filosóficos
(Farris, 1983; Kluge, 1999, Sober, 1988, ver revisión por De Luna,
1995). Tambien incluye los conceptos y los métodos que se uti-
lizan para generar y evaluar varios tipos de hipótesis a distintos
niveles (Kitching et al, 1998; Felsenstein, 2004; Wenzel, 2002).
Tales métodos constituyen los procedimientos de inferencia que
nos permiten relacionar o contrastar las hipótesis con la eviden-
cia empírica (Kluge, 1997). Esta revisión hace énfasis en los
avances teóricos y metodológicos de la reconstrucción filo-
genética y su relevancia en los estudios sistemáticos actuales.
La tesis de esta contribución propone que el desarrollo
sólido de la sistemática moderna requiere conocer e incorporar
en nuestros estudios tanto los nuevos tipos de datos, pero fun-
damentalmente los nuevos conceptos y métodos de análisis. La
importancia de los nuevas técnicas de observación de carac-
teres, como las secuencias de DNA, ha sido rápidamente asimi-
lada entre los taxónomos, pero ha habido mucha resistencia
respecto a la aplicación de los métodos de análisis filogenéti-
cos, especialmente cuando se usan datos morfológicos. Por un
lado, todavía se minimiza la trascendencia y necesidad de los
métodos filogenéticos bajo el argumento que son sólo “un méto-
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consider carefully the epistemological basis and relevance of methods they use in the selection of optimal
topologies.
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do más”, o una “moda”. En el mejor de los casos, se presupone
ingenuamente que todos los métodos de agrupación (evolutivos,
fenéticos, filogenéticos) son igualmente aceptables. Por otro
lado, se aplican indiscriminadamente los métodos filogenéticos,
particularmente cuando se usan caracteres moleculares (“point
and click” systematics, sensu Grant et al., 2003). En este caso, se
conjetura presuntuosamente que los usuarios de los programas
de reconstrucción filogenética no saben lo que hacen.
Seguramente, ambas situaciones describen casos extremos
cada vez menos frecuentes, pero sin duda revelan que la edu-
cación teórica es necesaria. El taxónomo contemporáneo nece-
sita ahora una educación más amplia no sólo de la tecnología
para observar los caracteres, como la morfometría, la
microscopia de fuerza atómica y las técnicas moleculares,
sino de las bases conceptuales y analíticas disponibles en la
filosofía de la ciencia y en la teoría y métodos estadísticos.  El
objetivo de esta revisión es delinear los avances de la teoría y
métodos de parsimonia, verosimilitud y bayesianos, como indi-
cación de las necesidades educativas para la investigación en
la sistemática filogenética.
CONCEPTOS Y MÉTODOS EN LA
RECONSTRUCCIÓN HISTÓRICA
La clasificación consiste en agrupar organismos en
especies y éstas a su vez en otros grupos taxonómicos mayores.
Tal tarea requiere entender la historia de esos grupos y como se
relacionan entre si (filogenia). Por ejemplo, ante el problema de
clasificar cuatro entidades de muestreo (A, B, C, D), existen sólo
tres posibilidades diferentes de relacionarlas en una topología
sin raíz. Las alternativas son 15 cuando se relacionan cinco enti-
dades (Fig. 1).  Entonces la “dificultad” de reconstruir la filoge-
nia puede plantearse como el problema cuantitativo de valorar
las topologías alternativas y seleccionar una como la mejor
hipótesis bajo alguna medida óptima. 
El taxónomo evolutivo tradicionalmente compila los datos
posibles, hace un “análisis multivariado mental” de las simili-
tudes y selecciona una estructura de clasificación, pero sin
cuantificar la viabilidad de las topologías alternativas
desechadas. La descripción matemática de los árboles en térmi-
nos de teoría de graficas y teoría de probabilidad ha permitido
cuantificar la estructura discreta del arreglo de ramas, medir las
propiedades topológicas y compararlas con los árboles alterna-
tivos para la misma colección de unidades de muestreo (Semple
& Steel, 2003). 
La elección de la mejor hipótesis de relaciones filogenéti-
cas debe ser entonces una inferencia científica, justificada no
sólo por la consideración de muchos datos sino también por el
procedimiento analítico de selección de topologías óptimas
entre las alternativas posibles. Lo primero es mayormente
empírico y constituye el análisis de caracteres. Esta fase
requiere la experiencia del examen minucioso de la variación de
características en muchos organismos por cada unidad de
muestreo. Lo segundo es una exploración del espacio de los
árboles. Esta fase exige la valoración de las topologías alterna-
tivas de relaciones y una regla de decisión cuantitativa para la
selección de la(s) hipótesis óptima(s) de filogenia. Una vez
establecidas las hipótesis sobre caracteres homólogos y grupos
monofiléticos todavía resta evaluar la confiabilidad de esas
hipótesis filogenéticas. En las siguientes dos secciones se
revisan los avances en los conceptos y métodos filogenéticos
asociados a dos fases analíticas, análisis de caracteres y el
análisis de árboles filogenéticos.
AVANCES Y DIRECCIONES EN EL ANÁLISIS DE
CARACTERES
Los avances en conceptos fundamentales en la fase del
análisis de caracteres le han dado un fundamento epistemológi-
co robusto al estudio de la variación de los datos de cualquier
tipo (Mishler, 1994). En la última década, se ha refinado el con-
cepto de “homología filogenética” (De Pinna, 1991; Frost &
Kluge, 1994; Kluge & Wolf, 1993; Nelson, 1994; Rieppel, 1991), al
delinear los componentes empíricos e inferenciales en el análi-
sis de caracteres tanto de la morfología como de las moléculas
(De Luna & Mishler, 1996). Ligado al concepto de homología filo-












Figura 1.  Las topologías posibles sin raíz para cuatro y cinco unidades
de muestreo. Las tres alternativas (a la izquierda) para relacionar cuatro
unidades (A, B, C, D) están conectadas por las líneas del triángulo
indicando la vecindad entre los árboles (T1,T2,T3). Igualmente, la
vecindad entre las 15 alternativas posibles (a la derecha) para
relacionar cinco unidades (A, B, C, D, E) se indican con las líneas que
conectan los árboles. El circulo señala el cladograma preferido bajo
algún criterio o medida de optimización, por ejemplo, parsimonia,
verosimilitud o probabilidad posterior. Nótese que cada topología es
vecina inmediata de otras cuatro. La diferencia entre árboles vecinos es
sólo un intercambio de ramas tipo “nni”.
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genética también se ha avanzado en los conceptos de
“homología transformacional”, de “orden” (Mabee, 1989) y de
“polaridad” de estados (Bryant, 2001) asociados al uso de los
métodos de grupo externo para orientar (Keller, 1998; Nixon &
Carpenter, 1993) y ontogenia para enraizar topologías (Weston,
1994). Esta solidez teórica ha abierto las puertas a nuevas fron-
teras de investigación (De Pinna, 1996). Por ejemplo, en el análi-
sis de caracteres morfológicos se debate el problema empírico
del reconocimiento e identidad de estados mediante métodos
estadísticos (Archie, 1985; Gift & Stevens, 1997; Guerrero et al.,
2003; Hawkings, 2000; Rae, 1998; Wiens, 2001) y la codificación
del polimorfismo (Kornet & Turner, 1999; Platnick et al., 1991;
Wiens & Serveido, 1997). En el análisis de caracteres molecu-
lares, se han propuesto métodos para el alineamiento “múltiple”
y “dinámico” de secuencias de sectores del DNA (Phillips et al.,
2000; Wheeler, 2003). Al mismo tiempo se han revisado los
esquemas de codificación de los nucleótidos (Simmons &
Freudestein, 2002) y de las “inserciones-deleciones” (González,
1996; Simmons & Ochoterena, 2000). Igualmente se ha explorado
la asignación de peso a caracteres y/o estados como una manera
de ajustar la aportación diferencial de los datos antes (Albert et
al., 1993; Sennblad & Bremer, 2000), durante (Goloboff, 1993;
Arias & Miranda-Esquivel, 2004) y después de la prueba de con-
gruencia (Farris, 1969, 2001).  En esta sección se revisa particu-
larmente la relevancia del concepto de homología y su relación
con los modelos de cambio entre estados.
Homología. La hipótesis central en la reconstrucción filo-
genética basada en modelos de parsimonia es “homología filo-
genética” como la explicación del patrón de similitudes entre
organismos (De Pinna, 1991; De Luna & Mishler, 1996). Este con-
cepto alude a varios tipos de correspondencia entre las partes o
procesos de organismos a distintos niveles de organización. Por
ejemplo, “homología ontogenética” es la relación entre estruc-
turas morfológicas durante el desarrollo embrionario (De Beer,
1971) y “homología biológica” se refiere al nivel del control o
gobierno genético común durante el desarrollo de estructuras
(Wagner, 2001; Nielsen & Martínez, 2003). A la escala de los pro-
cesos génicos, “homología genética” invoca el mismo sistema
funcional de genes estructurales y regulatorios (Bolker & Raff,
1996), mientras que “homología molecular” es la corresponden-
cia entre genes o secuencias particulares (Doyle & Davis 1998;
Wheeler, 2001). A través de todas estas escalas de organización
estructural, homología es la relación o correspondencia entre
estados homólogos, cuya causa común es algún proceso
específico actuando a un nivel particular, sea la ontogenia, el
sistema genético de las poblaciones, el sistema “homeobox” del
desarrollo, o la secuencia de los genes. Cuando la causa común
es la ancestría (mismo linaje), la relación se denomina
“homología filogenética”. La concepción de “homología filo-
genética” como una relación histórica engloba a todos los
demás conceptos de homología a varias escalas (sea entre
ontogenias, sistemas de control genético, genes, secuencias del
DNA, etc.). El concepto de “homología filogenética” le da un sig-
nificado relevante al estudio de las similitudes entre las partes
de los organismos a cualquier nivel de organización (de Pinna,
1991; Frost & Kluge, 1994; Kluge & Wolf, 1993; Nelson, 1994;
Patterson, 1982; Rieppel, 1991; Roth, 1994). 
Modelos. Cualquiera que sea la naturaleza de los datos,
morfológicos o moleculares, las observaciones por sí solas no
seleccionan directamente una topología, sino que debe apli-
carse algún modelo de cambio entre estados para elegir entre
las hipótesis (topologías) alternativas (Farris, 1983; Sober, 1988;
Steel & Penny, 2000; Posada, 2003). La interacción episte-
mológica entre datos, modelos e hipótesis en sistemática puede
ilustrarse con el caso estadístico de seleccionar la mejor fun-
ción de ajuste entre tres alternativas (Fig. 2). Cada línea repre-
senta un modelo disponible (logarítmico, recta, etc.) entre los
cuales se ha de escoger uno para explicar los datos recolecta-
dos. El modelo seleccionado se aplica para estimar los mejores
parámetros calculados para minimizar la dispersión de los datos.
Por ejemplo, si se decide aplicar algún modelo lineal (regresión
simple, eje principal, eje mayor reducido), la estimación de los
parámetros consiste en seleccionar la mejor pendiente de la
recta que minimiza la varianza de Y o la covarianza de XY, depen-
diendo del modelo. Del mismo modo, en la reconstrucción filo-
genética primero especificamos las suposiciones de cambio
entre estados en un modelo y luego lo aplicamos para estimar la
mejor topología que explica la distribución de los caracteres
entre las unidades de estudio, es decir, proponemos la mejor
topología bajo ese modelo (Page & Holmes, 1998). 
Una vez recolectado un conjunto de caracteres, el siguiente
paso es la selección de un modelo que postule el valor de los
cambios entre estados. Varios modelos ya formulados incorpo-
ran distintas suposiciones sobre el valor de los tipos de trans-
formaciones (Schultz et al., 1996; Swofford & Maddison, 1987;
Posada, 2003; Posada & Crandall, 2001). Nuestro papel en la gran
mayoría de los casos no es formularlos, sino especificarlos y
luego validarlos adecuadamente mediante cálculos de algún
tipo de “ajuste” del modelo a los datos. Los dos tipos de mode-
los disponibles para medir topologías y seleccionar árboles ópti-
mos son los de parsimonia (Wagner, Fitch, Dollo, Camin-Sokal,
etc, Kitching et al., 1998) y los probabilísticos (Jukes-Cantor,
Kimura 2P, etc., Posada & Crandall, 2001). 
Los de parsimonia valoran los cambios entre estados en
unidades de “pasos” o eventos evolutivos y dependen del con-
cepto de homología filogenética y los métodos para establecer
orden de estados (Mabee, 1989). Un carácter con tres estados
(0, 1, 2) implica dos eventos entre 0 y 2 según los valores especi-
ficados en el modelo de Wagner, pero sólo vale un “paso” en el
modelo de Fitch. La “dispersión” del modelo se mide en términos
del número de pasos o eventos de cambio extra que implica un
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árbol particular. Bajo este enfoque, el árbol más corto es el que
mejor “ajusta” los datos (Farris, 1983; Sober, 1988). 
Los modelos probabilísticos se basan en el concepto
estadístico de verosimilitud como la probabilidad de observar la
colección de datos si un árbol específico fuera el verdadero
(Felsenstein, 1981; Lewis, 1998). La “dispersion” se mide en fun-
ción del acuerdo o ajuste entre los datos observados y las
predicciones calculadas por un árbol particular y un modelo.
Bajo este enfoque, el árbol óptimo es el de la máxima
verosimilitud (Steel & Penny, 2000) o el de la probabilidad poste-
rior Bayesiana más alta (Rannala & Yang, 1996). 
Los métodos para la selección del mejor modelo de cambio
entre estados difieren bajo los enfoques de parsimonia o proba-
bilisticos. Bajo el primero, no hay necesidad a priori de evaluar
por ejemplo si Fitch es mejor que Wagner al interpretar el orden
de estados. Los caracteres multiestado se hipotetizan “sin
orden” o se codifican binariamente. Los métodos para derivar
las hipótesis de cambio de estados (ACCTRAN, DELTRAN, etc)
son a posteriori en función de las transformaciones implícitas en
el árbol óptimo escogido (Grant & Kluge, 2004; Kornet & Turner,
1999). En contraste, en los enfoques probabilísticos los modelos
de cambio son un prerequisito para iniciar la reconstrucción filo-
genética. La selección de la mejor hipótesis de cambio de esta-
dos es a priori, aunque además de los datos, esta estimación
también depende de un árbol de referencia. Comúnmente se cal-
cula una medida de similitud total derivada de los datos y un
algoritmo de “agrupamiento de vecino más cercano” (neighbour
joining) produce el árbol requerido. Estos procedimientos se han
implementado en programas como ModelTest para identificar el
mejor modelo de cambio según la correspondencia de los datos
y el árbol de referencia (Posada, 2003; Posada & Crandall, 2001;
Yang, 1997). El modelo preferido se aplica entonces para iniciar
la búsqueda del árbol óptimo en programas como “PAUP” o
“MrBayes”, los cuales miden la verosimilitud o las probabili-
dades Bayesianas de los árboles en competencia. 
AVANCES Y DIRECCIONES EN EL ANÁLISIS DE
ÁRBOLES FILOGENÉTICOS
Los avances teóricos y metodológicos en la fase de análi-
sis de cladogramas han sido los que han tenido el impacto más
inmediato en la sistemática filogenética. Por un lado, se han
desarrollado métodos alternativos para la selección de hipótesis
de filogenia basados en parsimonia, máxima verosimilitud y
probabilidad Bayesiana (Holder & Lewis, 2003). Por otro lado, se
han ideado estrategias de búsqueda cada vez más eficientes
(búsquedas heurísticas concatenadas, estrategia  “ratchet”,
cadenas de Markov, etc.) para resolver el reto de las matrices de
datos con muchas unidades de muestreo (Goloboff, 1999;































Figura 2. La interacción de los modelos, los datos y los árboles en los métodos de reconstrucción filogenética. Los modelos se aplican a los datos
para explicar su dispersión y se validan al medir el ajuste. En las gráficas de la izquierda, la recta “a” es más parsimoniosa que las otras dos curvas
(b y c), pero a1, a2 y a3 son igualmente parsimoniosas. Del mismo modo, el árbol más parsimonioso y el de la máxima verosimilitud se interpretan
como los que maximizan el ajuste. Al considerar las dos topologías (((A,B)C) (D,E)), la medida de parsimonia es idéntica. No obstante, una de estas
dos topologías sería juzgada “mejor” si se estima bajo métodos de máxima verosimilitud. Dependiendo del modelo, la medida de verosimilitud es
diferente para la misma topología debido a los distintos valores de las longitudes de las ramas (L1, L2, L3, L4).
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Huelsenbeck & Ronquist, 2001; Nixon, 1999; Soltis & Soltis, 1996;
Vos, 2003). Esto ha estimulado la discusión sobre si se eligen
mejores hipótesis filogenéticas cuando se incrementa el univer-
so de muestreo recolectando más caracteres (Barrett et al.,
1991; de Queiroz et al, 1995) o incorporando más representantes
(Graybeal, 1998; Hillis, 1998; Prendini, 2001). En esta sección se
revisan los tres métodos de reconstrucción filogenética, las
estrategias de exploración de árboles y su relación con el espa-
cio geométrico que ubica al conjunto de árboles posibles para
una colección de unidades de muestreo.
Métodos de Parsimonia. El criterio de parsimonia permite
el examen lógico de la congruencia entre cada columna de la
matriz de datos y revela la colección máxima de hipótesis de
homología táxica y transformacional (De Luna, 1996; Farris, 1983;
Kitching et al., 1998). La interacción lógica de varias similitudes
particulares (columnas en la matriz de datos) congruentes entre
si, selecciona el conjunto de hipótesis de homología putativas y
distingue las similitudes homoplásicas (Kluge, 1999).  La hipóte-
sis de relaciones filogenéticas asociada al mayor conjunto lógi-
co de homologías contiene a su vez el menor número de
homoplasias. 
Cuando se contabilizan el total de cambios (homologías y
homoplasias) en cada topología según el orden de estados
especificadas por un modelo, se obtiene el número de pasos
como estimación de su longitud total. El modelo más común es el
de Fitch que valora “un paso” al cambio entre cualquier estado
(por ejemplo, 0             1, 0            2). Otros modelos de parsimo-
nia miden los tipos de cambios entre estados con valores
diferentes (Kitching et al., 1998). Bajo cualquier modelo, la
topología que implica el menor número de pasos es por tanto la
que se selecciona como la óptima. Por ejemplo, para el caso de
los tres árboles posibles para cuatro unidades a relacionar
(ABCD, Fig. 1), las longitudes serán diferentes cuando se con-
tabilicen los caracteres de una matriz de datos y lógicamente
alguna de las topologías será la mínima. Para colecciones
grandes de árboles, la frecuencia de los distintos valores de lon-
gitud sigue un patrón de distribución semejante al esperado por
el modelo Normal. La forma de la campana comunmente no es
simétrica, debido a que los datos no se distribuyen azarosa-
mente entre los taxa. Sea que los datos exhiben un nivel alto de
congruencia o de incongruencia las distribuciones tienden a
estar sesgadas hacia la izquierda o hacia la derecha (Hillis, 1991;
Hillis & Huelsenbeck, 1992).
Parsimonia es un criterio extra-evidencial para selec-
cionar la mejor hipótesis entre varias igualmente soportadas por
los datos. La evidencia tiene un papel limitado cuando los mis-
mos datos apoyan varias hipótesis alternativas. En esta
situación se puede hacer uso del autoritarismo, convencionalis-
mo o parsimonia como criterios de selección de inferencias (ver
revisión por De Luna, 1996). Ante varias hipótesis igualmente
apoyadas por los datos, el uso de parsimonia selecciona la que
satisface dos propiedades lógicas: “causa común” y “sencillez”.
El principio de “causa común” favorece hipótesis que explican
los mismos efectos, en relación a la misma causa. El uso de par-
simonia en la ciencia en general presupone que para los mismos
efectos naturales, podemos hipotetizar las mismas causas
(Reichenbach, 1956; Salmon, 1984). Por ejemplo, en sistemática
inferir “ancestría común” es un caso de la aplicación del princi-
pio de causa común (Sober, 1988). Complementariamente, el uso
de parsimonia como principio de “sencillez” favorece las hipóte-
sis científicas que son sencillas como descripción o explicación.
Entre varias hipótesis igualmente lógicas y empíricamente con-
sistentes, se elige la explicación más sencilla, es decir, la que
explica el dominio con el menor número de conjeturas. Así es
como una recta (a, Fig. 2) se prefiere por su sencillez algebraica
comparada con otras hipótesis (b, c, Fig. 2) al explicar cualquier
fenómeno por más complejo que sea. El uso de parsimonia por lo
tanto implica sencillez en la descripción del dominio, no pre-
supone simplicidad como propiedad del dominio descrito o expli-
cado (Farris, 1983; Kluge, 1984). El dominio puede ser sencillo o
muy complejo (Crisci, 1982), lo cual es irrelevante en la selección
de hipótesis en competencia para describir tal dominio. Por
ejemplo, las hipótesis de filogenia son parsimoniosas en el sen-
tido de la descripción o explicación del dominio, pero el proceso
evolutivo como dominio explicado puede ser muy complejo. 
El procedimiento de cálculo del árbol más parsimonioso es
no-paramétrico y consiste en construir la red más corta que
conecta todas las unidades de muestreo (OTU’s) en el espacio
Euclidiano multidimensional.  Los árboles de parsimonia se con-
ciben como un caso particular de las redes de Steiner que unen
puntos en un espacio multidimensional configurado por los
caracteres como ejes (Semple & Steel, 2003, p. 97). Los OTU’s
son puntos o vectores L con diferentes posiciones en este espa-
cio, (Fig. 3). Las coordenadas de la ubicación de un vector L(c1,
…, cr) están dadas por los valores observados en cada carácter
(c). La dimensión del espacio (r=c) es infinita pues crece cada
vez que se agregan más caracteres. Se han propuesto varios
modelos no-paramétricos de distancias para medir la longitud
de las redes, por ejemplo, distancias Euclidianas, de Manhattan,
de Nei, etc. También se han formulado varios modelos no-
paramétricos de parsimonia, por ejemplo, Wagner, Fitch, etc.
para medir las redes en términos de “pasos” o eventos evolu-
tivos. Los métodos cladísticos basados en modelos de parsimo-
nia estiman la distancia patrística calculando la suma del
número de cambios de estado (pasos) en cada rama.
Métodos de máxima verosimilitud (“maximum likeli-
hood”, ML). Bajo el enfoque probabilístico de verosimilitud
(Felsenstein, 2004), se examina qué tan bien un árbol (T) explica
los datos observados (D). En principio, cada árbol posible impli-
ca diferentes probabilidades para varias configuraciones particu-
lares de datos, tal como cada recta posible define las
De Luna,E., et al.
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probabilidades de dispersión de puntos en varias elipses.  La
pregunta de estimación estadística es: ¿cuál es la probabilidad
de que los datos observados correspondan a los predichos por
una hipótesis y modelo particular? La selección del árbol filo-
genético óptimo es un procedimiento paramétrico comparable a
la selección de un valor promedio “x” como la mejor estimación
de “µ”. El promedio se estima por la probabilidad máxima asig-
nada bajo el modelo paramétrico de la curva Normal.
Análogamente, un árbol T se estima calculando su verosimilitud
máxima mediante algún modelo paramétrico (M), por ejemplo, el
de Jukes-Cantor. Este modelo postula una probabilidad para
cada cambio posible entre los estados de un carácter. Además
del modelo, se debe estimar también el valor de la tasa de cam-
bio “θ” a partir de los datos. El árbol Ti que maximiza la
verosimilitud bajo esa combinación del modelo y tasa de cam-
bio (Mθ) es el seleccionado como la mejor estimación
(Felsenstein, 2004; Lewis, 1998, 2001; Steel & Penny, 2000).
La verosimilitud es la “probabilidad condicional” de
obtener los datos observados (D) si un árbol T fuera verdadero
(v = Pr [D⏐T], Felsenstein, 2004, p 249-251). La probabilidad de la
matriz de datos Pr [D] es la de un evento compuesto donde los
caracteres (c1 … cn) son los eventos independientes. Entonces,
la probabilidad de su co-ocurrencia se estima mediante el pro-
ducto de las probabilidades de cada columna Pr [D⏐T] =  Pr
[c1⏐T]  * Pr [c2 ⏐T] * ….. * Pr[cn⏐T]  = Πci, cn Pr [c⏐T]. Por con-
veniencia, las probabilidades Pr[cn] se expresan en logaritmos,
por lo tanto la verosimilitud se calcula como la suma de esos
logaritmos (Ln v = Σ ci, cn Ln Pr [c⏐T]).  
La probabilidad elemental de cada carácter Pr [ci] depende
de dos componentes: un modelo de cambio (Mθ) entre los esta-
dos (Sn) del carácter en cuestion y un árbol T, incluyendo la lon-
gitud de cada rama (bi). El modelo (M) estima iterativamente la
probabilidad (θ) de los tipos de transformaciones entre cada
estado en cada rama (bn) de un árbol en cuestión. El punto de
partida es la probabilidad de cambio de un estado (si)  de un
carácter en todas las ramas (Π Pr [si | bn, Mθ ]).  Este cálculo
estima la probabilidad de observar o no un cambio de estado en
una rama si es que en los extremos de tal rama los estados son
diferentes o iguales. De modo que la probabilidad de todos los
cambios posibles de un carácter ci es la suma de las probabili-
dades de cada cambio de estado posible en todas las ramas
(Π Pr [s1 | bn Mθ ]  +  Π Pr [s2 | bn Mθ ] ….  +  Π Pr [sn | bn Mθ ].
En resumen, la probabilidad elemental de un carácter se expre-
sa como  Pr [ci |T] = Σ si, sn Π bi, bn Pr [ci | bn, Mθ].  
Si cada columna informativa de la matriz de datos tiene
una combinación diferente de estados, entonces las probabili-
dades elementales de cada carácter serán heterogéneas, aun
bajo el mismo modelo (M), misma tasa de cambio (θ) y misma
combinación de ramas internas (bn). La situación es análoga a
calcular la probabilidad conjunta de los resultados posibles para
el lanzamiento de varias monedas, dados de seis caras y algu-
nas pirámides de cuatro lados. Las probabilidades individuales
de cada evento se multiplican para determinar la probabilidad
de su ocurrencia conjunta. Bajo el mismo principio, la
verosimilitud de todas las columnas en la matriz de datos, Pr [D|
b, Mθ], se estima como el producto de las probabilidades ele-
mentales Πci, cn Pr [cn | bn, Mθ] dadas por cada carácter. Esta
multiplicación cuantifica la probabilidad de observar el conjunto
de similitudes a la mano (D), si la filogenia específica T fuera ver-
dadera bajo las suposiciones de un modelo de cambios y valores
de parámetros particulares (v = Pr  [D| T, Mθ], Semple & Steel,
2003, p. 207). 














Figura 3. El espacio configurado por los caracteres. Las líneas
punteadas representan los ejes heterogéneos y no ortogonales
correspondientes a los caracteres (“Cn”) en cualquier matriz de datos.
Las escalas de estos ejes pueden ser los valores observados o los
estados codificados en cada carácter. Los OTU’s (A, B, C, D, E) son
puntos o vectores. La posición de los OTU’s en cada espacio es la
misma, pero las dos redes son topológicamente distintas. En este
espacio, la selección de la topología óptima consiste en minimizar la
distancia (fenética o patrística) entre las unidades de muestreo.
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El procedimiento de selección del árbol de la máxima
verosimilitud es paramétrico y es análogo a la estimación de
“µ” mediante el cálculo del promedio “x” como un punto en un
espacio multidimensional. Los árboles de ML se ubican como
puntos Ti(l1, …, lr) en una superficie multidimensional en el
espacio configurado por muchos parámetros. Los equivalentes
de los ejes de este espacio complejo son las configuraciones
alternativas de los árboles (Fig. 1), la longitud de las ramas posi-
bles (bn) y los parámetros (Mθ) del modelo de cambio entre
estados (Fig. 4). La posición de cada punto Ti está dada por una
combinación particular de la estructura topológica del árbol, los
valores de longitud de las ramas y de los parámetros del mode-
lo de cambio, como si fueran las coordenadas de ese árbol en
el espacio (Fig. 4). 
Todos los árboles posibles para un conjunto de OTU’s ten-
drán ubicaciones diferentes en este espacio y no es difícil
visualizar que sus verosimilitudes serán heterogéneas. La densi-
dad de la distribución de las verosimilitudes de todos los árboles
posibles configura una superficie análoga a una campana multi-
dimensional (Fig. 5). Metafóricamente, las alturas de la campana
en cada punto son las medidas de verosimilitud de los árboles.
La cúspide corresponde al valor de la máxima verosimilitud del
árbol subyacente en ese punto. Idealmente se exploraría esa
superficie y se compararía la verosimilitud de muchos árboles,
pero el cálculo es intenso y el costo de cómputo es muy alto, por
lo que sólo se examinan heurísticamente unas cuantas opciones
(Sanderson & Kim, 2000; Salter & Pearl, 2001). La comparación
de árboles normalmente inicia con un árbol de distancias o de
parsimonia, a partir del cual se generan otros, para encontrar
una predicción de los datos que mejor se asemeje a los obser-
vados. El árbol que implica la más alta probabilidad de haber
generado los datos observados es el de la máxima verosimilitud
(Huelsenbeck & Crandall, 1997; Steel & Peny, 2000). 
Métodos Bayesianos. Mientras que la verosimilitud mide la
probabilidad de los datos dado un árbol, el enfoque Bayesiano
calcula las “probabilidades posteriores” de los árboles (Rannala
& Yang, 1996; Lewis, 1998, 2001; Huelsenbeck et al., 2002; Holder
& Lewis, 2003).  La probabilidad Bayesiana o probabilidad poste-
rior se define como la probabilidad condicional de una hipótesis
(H) dados los datos observados (Prposterior H | D). La probabilidad
posterior (PP) es proporcional al producto de la verosimilitud de
los datos condicionada a que un árbol (T) es correcto (Pr [D | T])
y la probabilidad a priori de la hipótesis (Prprevia [T]) antes de
recolectar los datos (PP = Pr posterior T|D] ⁄ k * Prprevia [T]). En los
métodos Bayesianos es posible asignar probabilidades a priori
heterogéneas para los árboles. No obstante, en las aplicaciones
para análisis filogenéticos las probabilidades a priori comun-
mente son homogéneas. Suponiendo el mismo modelo de cam-
bio, los análisis Bayesianos con probabilidades previas
uniformes producirían el mismo resultado que los métodos de
máxima verosimilitud (Leache & Reeder, 2002). 
El análisis filogenético Bayesiano es una extensión de los
análisis de máxima verosimilitud. En términos del tiempo de
cómputo del arbol óptimo, los dos procedimientos son compara-
bles, pero la ventaja de los métodos Bayesianos es el cálculo
más rápido del apoyo de los clados. La velocidad de los análisis
Bayesianos MCMC resulta del hecho de que tanto la filogenia
como la estimación del apoyo de las ramas se derivan del mismo
esfuerzo de cómputo. La probabilidad posterior de cada rama
(Pr [bn]) en un árbol se determina indirectamente en función de









Figura 4. El espacio configurado por las ramas. Las líneas punteadas
representan los ejes ortonormales correspondientes a las ramas de un
árbol T (arriba). La escala en cada eje es la longitud relativa de la rama
y va de 0 a 1. Los árboles (Tn) son puntos en este espacio ortogonal. En
el caso más sencillo de tres OTU’s (arriba), solo existe un árbol. El punto
correspondiente a T se puede ubicar en cualquier sitio dentro del
ortante. Los valores relativos de las tres ramas (l1, l2, l3) equivalen a las
coordenadas en ese espacio. En el caso de “n+1” OTU’s, existe un
conjunto muy grande de árboles. Abajo, un árbol T con un máximo de
“n-2” ramas interiores es representado por un punto ubicado con igual
número de coordenadas, (l1, l2, … ln-2). El espacio total para todos los
árboles (Tn) es un mosaico (politopo convexo) semejante a una
superficie convexa (polígono sombreado abajo) sobre una esfera
hiperdimensional. Las unidades de este mosaico son los ortantes de
cada árbol vecino que difiere solo por un intercambio de ramas “nni”. 
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la proporción (%) de muchas muestras aleatorias de árboles que
contienen la rama de interés. En comparación, para obtener los
valores de apoyo o robustez mediante remuestreos (bootstrap o
jackknife) con un análisis de ML, la estimación del arbol óptimo
debe repetirse muchas veces a partir de cada matriz replicada y
después calcular el consenso. 
El procedimiento de selección del árbol de la máxima
probabilidad Bayesiana también es paramétrico. Como en los
métodos de ML el espacio de todos los árboles para una colec-
ción de OTU’s se visualiza como una colección de puntos (Fig. 4).
La densidad de probabilidades posteriores también es una
superficie análoga a una campana multidimensional (Fig. 5) en el
espacio definido por muchos parámetros (número de ramas,
número de topologías y los parámetros en los modelos de tasas
de cambio). La cúspide de esa superficie equivaldría al árbol de
la Máxima Probabilidad Posterior (MAP, Rannala & Yang, 1996).
Se explora la superficie multidimensional visitando muchas
combinaciones de valores de los parámetros implícitos en
árboles diferentes mediante rutas azarosas modeladas por
Cadenas de Markov Monte Carlo (MCMC). A partir de un árbol T1
en el espacio, cada nueva dirección azarosa es regulada por las
reglas de decisión del algoritmo.  En cada paso (“generación”)
se modifica el valor de algunos de los parámetros, por ejemplo la
longitud de las ramas y la tasa de cambio entre estados en el
modelo, y se calcula la probabilidad posterior del árbol T2 bajo
esa nueva combinación de parámetros. La Cadena de Markov
“visita” otra combinación de valores probables de los parámetros
asociados a otro árbol para evaluar si el valor de probabilidad
posterior es ligeramente menor, igual o más alto respecto a la
combinación de parámetros del árbol previo. Si se exploran
árboles de muchas “generaciones” y se repiten varias cadenas,
el análisis eventualmente se estabiliza. A partir de que se llega a
un punto de equilibrio, MCMC visita árboles frecuentemente en
proporción de su probabilidad posterior (Huelsenbeck et al.,
2002).  El árbol de consenso de mayoría derivado de los árboles
visitados en la fase de equilibrio compila las probabilidades pos-
teriores de cada rama (Pr [b]) muestreada y calculada. Las proba-
bilidades posteriores de las ramas se han interpretado como la
probabilidad de que el clado es confiable dado un modelo par-
ticular, las probabilidades previas heterogéneas y los datos
(Huelsenbeck et al., 2002) y por lo tanto se han usado como
medida de apoyo (Alfaro et al., 2003; Douady et al., 2003). 
Exploración del espacio y selección de árboles óptimos.
Entre los avances teóricos y metodológicos más notables desta-
can las estrategias dirigidas para la estimación y la selección de
topologías óptimas.  Uno de los problemas de estimación filo-
genética es que, independientemente de la existencia de datos
y los modelos de cambio, para cada colección de unidades de
estudio (OTU’s) existe un conjunto muy grande, aunque limitado,
de todos los árboles posibles topológicamente distintos que
relacionan esos taxa. Por ejemplo para 5 taxa el conjunto con-
siste de 15 topologías no enraizadas diferentes (Fig. 1, 5); para 20
unidades, el número de topologías es mayor a 2.21x1020 (221 643
095 476 699 771 875 ¡exactamente!). En estas condiciones, todos
los métodos para calcular el mejor árbol (parsimonia o proba-
bilísticos) usan algoritmos de exploración aproximados (heurís-
ticos).  La operación básica consiste en sondear “sectores” del
espacio escogiendo árboles como puntos de inicio y visitando
árboles vecinos o intentando saltos a otros árboles en “sec-
tores” distantes. El objetivo es medir los valores de optimización
de una muestra de árboles en función de una matriz de datos y
seleccionar el mejor. Los resultados varían de intento en intento,
por lo que la búsqueda heurística se replica muchas veces hasta
que el valor óptimo de parsimonia, verosimilitud o probabilidad
posterior se estabiliza.
Los primeros esfuerzos de exploración bajo modelos de
parsimonia se basaron en la derivación de cadenas heurísticas
a partir de muchos árboles iniciales elegidos al azar (Fig. 6). En
cada réplica se explora un “sector” (o “isla”) del espacio a par-
tir de un árbol inicial (Ti, Fig. 6) y se visita una cadena de árboles
vecinos a los que se llega mediante diferentes algoritmos para el
intercambio de ramas (nni, spr, tbr, sensu Kitching et al., 1998, p
45-48). Una cadena de árboles se detiene en el óptimo local







Figura 5. Perfil de los valores de los árboles. Cada topología posible
para un conjunto de OTU’s tiene valores heterogéneos bajo cualquier
medida de optimización (parsimonia, máxima verosimilitud o
probabilidades posteriores Bayesianas). El perfil de los valores de las
15 alternativas para cinco OTU’s es muy sencillo. El valor se indica por
la altura de las barras al lado de cada topología ubicadas como en la
Fig. 1. Dependiendo de los datos y un modelo de cambio de estados,
cada árbol tiene un valor distinto de optimización y alguno lógicamente
será el del valor máximo Tm. Con “n” OTU’s, la distribución de los
distintos valores configura una superficie análoga a una campana. El
valor máximo de esta superficie corresponde al árbol óptimo (Tm), el
cual puede o no ser el mismo bajo las tres distintas medidas de
optimización. 
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cuando ya no se disminuye la longitud de los árboles.
Tradicionalmente, para maximizar la posibilidad de encontrar el
óptimo global, se replica el esfuerzo de exploración de varios
sectores generando cientos de cadenas a partir de igual número
de puntos al azar en el espacio. Los programas disponibles
(PAUP, Hennig86, NONA, TNT, etc.) permiten evaluar muchas
réplicas. Cuando el número de taxa es mayor a 40 o 50, la
primera réplica puede tomar demasiado tiempo de computo.  En
este caso, se idearon maneras de cómo limitar el esfuerzo local
en la primera cadena de árboles para favorecer el esfuerzo de
exploración global mediante varias réplicas concatenadas
(Soltis & Soltis, 1996). 
Las estrategias de exploración del espacio de árboles
desarrolladas durante los últimos diez años han aumentado la
velocidad y eficiencia para encontrar árboles óptimos (Goloboff,
1999). La estrategia de exploración ¨matraca¨ (“ratchet”) aumen-
tó la eficiencia de búsqueda debido a ¨brincos¨ azarosos más
distantes entre árbol y árbol que los logrados sólo con los algo-
ritmos de intercambio de ramas (Nixon, 1999; Vos, 2003).
Mediante una matriz de pesos al azar aplicada intermitente-
mente en cada iteración se modifica drásticamente el rumbo de
las cadenas heurísticas, lo cual incrementa la velocidad de
exploración de árboles de sectores distintos y la probabilidad de
seleccionar árboles óptimos (Fig. 6). Esta estrategia fue denomi-
nada “parsimony ratchet”, aunque realmente no es un método
de parsimonia; más bien es un algoritmo de búsqueda que puede
ser implementado en cualquier método incluyendo los proba-
bilísticos (Vos, 2003). Una estrategia de exploración del universo
de árboles aun más eficiente se basa en algoritmos que mode-
lan rutas azarosas de cadenas tipo Markov para combinar valores
probables de los parámetros asociados a árboles distintos
(MCMC, Huelsenbeck & Ronquist, 2001; SSA, Salter & Pearl,
2001). Los brincos azarosos entre árboles eliminan el esfuerzo de
cómputo para el intercambio de ramas o la optimización de la
matriz de pesos al azar para decidir cuales árboles se
recolectan (Fig. 6). El conjunto de árboles visitados mediante
varias cadenas de Markov simultáneas se miden en una fase
final de optimización y filtrado (“burn-in”) para seleccionar el
conjunto de los óptimos. En cualquiera de las estrategias de
búsqueda, sean cadenas concatenadas, “ratchet”, o cadenas
de Markov, el criterio de selección del árbol óptimo puede
depender de parsimonia, la máxima verosimilitud o probabili-
dades Bayesianas (Fig. 5).
Teoría del espacio geométrico de los árboles. La
reconstrucción filogenética ha avanzado hacia la formalización
matemática de la descripción y variación de los árboles (Semple
& Steel, 2003). El conjunto de árboles que existen para una
colección dada de OTU’s también puede ser ubicado y modela-
do en función de varias propiedades o parámetros en algún
espacio matemático. La idea más elemental es la de un espacio
configurado por los caracteres donde los OTU’s son puntos (vec-









Figura 6.  Exploración del espacio de los árboles. El perfil de valores
de todos los árboles para muchos OTU’s configura una superficie
análoga a una campana. Aqui se visualizan dos campanas en
proyección azimutal. En cada una, los polígonos punteados
representan isocontornos de los valores de parsimonia, verosimilitud
o probabilidades posteriores. Los puntos son árboles y Ti es un árbol
inicial desde el cual parten las rutas heurísticas indicadas por las
flechas hasta “subir” al árbol óptimo Tm en la cúspide de la campana.
Todas las flechas representan los saltos de un árbol a otro. La cadena
1 ilustra la colección de árboles visitados mediante algún algoritmo
de intercambio de ramas y termina en un árbol Tf subóptimo, mientras
que la ruta 2 indica la colección de árboles examinados con la
estrategia “ratchet” llegando al árbol óptimo. La ruta 3 representa la
estrategia azarosa de muestreo de árboles mediante las Cadenas de
Markov Monte Carlo. 
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tores) unidos por redes de distancia mínima (Fig. 3). Los primeros
intentos de los métodos fenéticos, de los de parsimonia y los de
máxima verosimilitud incorporaban esta visión geométrica del
espacio para los OTU’s y los árboles como redes uniendo tales
puntos (Sneath & Sokal, 1973; Edwards & Cavalli-Sforza, 1964;
Felsenstein, 1982; Hendrickson, 1968). 
La percepción del espacio de los árboles ha cambiado,
especialmente cuando se explora desde una perspectiva
estadística. Los enfoques probabilísticos ahora plantean la
búsqueda del árbol óptimo como el problema de estimar un
punto en el espacio estadístico paramétrico (Yang, 1996). El árbol
óptimo se asemeja a un parámetro desconocido (o vector, Fig. 4)
el cual se intenta estimar mediante los distintos métodos, tal
como se estima el vector promedio multivariado en un problema
de inferencia estadística clásico. Aplicando el modelo Normal, el
cálculo del vector promedio busca el centroide dado que se pre-
supone que la colección de puntos forma una elipsoide hiperdi-
mensional. La pregunta obvia en relación a la colección de
árboles es: ¿como es el espacio geométrico donde se organizan
y distribuyen los puntos correspondientes a cada árbol? 
El paso más reciente ha sido modelar la ubicación y dis-
tancia o vecindad entre los árboles desde la perspectiva de sus
relaciones matemáticas combinatoriales. Dos árboles son veci-
nos inmediatos si difieren sólo por un intercambio de ramas tipo
“nni” o “nearest-neighbour interchange” (Fig. 7). La distancia
entre árboles o puntos en el espacio se mide por el número de
intercambios de ramas necesarios para pasar de una topología
a otra. La estructura del espacio depende entonces de las ramas
comunes entre árboles (Billera et al., 2001).  La manera más sen-
cilla de visualizar este espacio de los árboles es situando todos
los puntos (vectores T) o árboles posibles para un conjunto de
OTU’s en un sistema de ejes ortogonales (ortante) configurado,
no por los caracteres, sino por las ramas.  Por ejemplo, la única
topología posible en el caso de tres OTU’s es un vector T(l1,l2,l3)
cuya posición en el ortante definido por tres ejes (Fig. 4) cam-
biaría según las tres coordenadas, es decir, las longitudes de las
tres ramas. En general, cada ortante puede ser multidimensional
pero contiene solo una topología. Para el caso de cuatro OTU’s,
las tres topologías distintas (T1, T2, T3) existirían en un espacio
compuesto por tres ortantes contiguos de cinco ejes correspon-
dientes a las cinco ramas (Fig. 7). La dimensionalidad (r) del
ortante (0,)r delimitado por cada árbol combinatoriamente
diferente depende sólo del número de ramas interiores. Para
una colección de “n+1” OTU’s, cualquier árbol “T” resuelto,
matemáticamente se describe con un OTU funcionando como
raíz, ‘n’ hojas (o ramas terminales) y un número máximo (n-2) de
ramas interiores. Cada ortante es de dimensión r = (n-2). Por
ejemplo, para el caso de los 15 árboles posibles para 5 OTU’s
(n=4 “hojas”), se configuran 15 ortantes de dimensión r = (4-2),
es decir, 15 planos (r=2) adyacentes (Fig. 7).  
El espacio de los árboles es como un rompecabezas multi-
dimensional que resulta del enlace de los ortantes vecinos de
cada árbol (Fig. 1). Por ejemplo, cuando se ordenan 6 planos
contiguos según la regla de que cada uno sea vecino de otros
cuatro, el espacio o poliedro resultante es un cubo.
Análogamente, el agregado de los ortantes colindantes según
las propiedades combinatoriales de los árboles configura un
polihedro abierto (asociahedro) multidimensional. Una red con
cinco OTU’s es vecina inmediata de otras cuatro redes (Fig. 1) y
correspondientemente el grupo de los cinco ortantes implícitos
configura un asociahedro pentagonal no plano (Fig. 7). Los aso-
ciahedros a su vez se juntan como si fueran mosaicos cubrien-
do una superficie hiperdimensional compleja. El espacio
geométrico que acomoda todos los ortantes multidimensionales
(n-2) de cualquier conjunto de árboles ordenados según sus
relaciones combinatoriales, es un politopo convexo o conjunto
de asociahedra. Por ejemplo, en el caso de 5 unidades de estu-
dio (ABCDE) el espacio geométrico de los 15 árboles posibles se
ha conceptualizado (Billera et al., 2001) como politopo hiperdi-
mensional, cuya superficie convexa consiste de 12 mosaicos
pentagonales no planos entre ejes que configuran un cono cir-
cunscrito en una esfera multidimensional (Fig. 4). 
Árbol consenso vs. árbol centroide. La descripción
matemática de la ubicación de los árboles como puntos en una
superficie convexa multidimensional permite que ésta pueda ser
parametrizada, sectorizada y explorada (Billera et al., 2001).
Desde esta perspectiva, una hipótesis de filogenia corresponde
a un ortante en el espacio, el cual contiene un árbol (T1) pero con
las variaciones de las diferentes combinaciones posibles de lon-
gitudes de ramas. Los ortantes vecinos contienen la dispersión
de las diferentes estimaciones (T1, T2, … Tn) que resultan ante
diversos tipos y o cantidades de datos y diferentes métodos de
estimación. La superficie convexa de los árboles permite
delimitar conjuntos de “árboles creíbles” al asociar las medidas
heterogéneas de probabilidad o parsimonia a cada árbol. Como
cuando a un mapa geográfico se le agregan isocontornos de
valores topográficos, se pueden configurar contornos de con-
fianza con la colección de ortantes vecinos y estos se pueden
promediar o combinar en un “árbol centroide”, como mejor
alternativa a los consensos estrictos o de mayoria (Billera et al.,
2001). La conclusión obvia es que conociendo mejor las carac-
terísticas del espacio geométrico de los árboles, se pueden
diseñar mejores estrategias de selección de topologías óptimas,
mejores modelos de transformación y mejores estimaciones de
la certidumbre de las hipótesis seleccionadas.  
DISCUSIÓN
El contenido teórico de la parte de la sistemática que se
encarga de construir el marco histórico para la biología se ha
enriquecido con nuevos desarrollos. Se ha analizado el concep-
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to de parsimonia (Farris, 1983; Goloboff, 2003; Kluge, 2001a;
Sober, 1983, 1993; Albert, 2005), ante el reto de justificar su uso
como criterio de inferencia frente a la opción de los métodos
probabilísticos (máxima verosimilitud y métodos Bayesianos). En
el plano epistemológico, uno de los desarrollos más importantes
es el concepto cladísta de “homología filogenética” el cual es
fundamental como principio en la selección de caracteres
taxonómicos (De Luna & Mishler, 1996). La teoría sobre el con-
cepto de los caracters ahora conecta homología filogenética
con los conceptos de evolución molecular y la teoría de la evolu-
ción del desarrollo (de Pinna, 1991; Grant & Kluge 2004;
Hawkings et al., 1997; Page & Holmes, 1998; Wagner, 2001). 
En el plano metodológico, se han ideado estrategias de
búsqueda cada vez más eficientes (búsquedas heurísticas con-
catenadas, estrategia  “ratchet”, cadenas de Markov, etc.) y se
han implementado bajo al menos tres alternativas de selección
de topologías óptimas (parsimonia, máxima verosimilitud o
probabilidad Bayesiana). La adopción de estos métodos analíti-
cos ha formalizado la toma de decisiones sobre caracteres y
grupos taxonómicos lo cual permite examinar tanto su
repetibilidad como su justificación. Esto ha abierto la diversifi-
cación de propuestas para el manejo de los caracteres y esta-
dos, las estrategias de búsqueda y los criterios para la selección
de las mejores hipótesis de filogenia. Una conclusión importante
de esta revisión es que la adopción de un método de reconstruc-
ción filogenética implica una posición epistemológica que debe
ser examinada cuidadosamente. 
La existencia o no de diferentes posturas epistemológicas
de los diversos enfoques metodológicos no es tan evidente. Esto
es particularmente peligroso ante el aumento en la diversidad de
métodos de obtención y manejo de caracteres, en la selección
de los modelos y las estrategias de búsqueda de hipótesis.
Varios programas de cómputo se han desarrollado a la par del
desarrollo teórico de los métodos y a su vez han enriquecido el
marco teórico en el cual se desarrolla la sistemática filogenéti-
ca. Estos avances e incorporaciones exigen un estudio más pro-
fundo de las bases conceptuales de cada una de las opciones
disponibles, que nos permitan tomar decisiones de selección y
uso que sean congruentes con nuestra base teórica, evitando
así caer en el uso y aplicación de métodos o programas por
ingenuidad, moda o simplemente por su disponibilidad y fácil
manejo. La elección de parsimonia o verosimilitud o métodos
Bayesianos para la búsqueda de hipótesis de filogenia debe
basarse en las propiedades funcionales de los métodos pero
también en la información sobre las implicaciones filosóficas.
Parsimonia o probabilidad. El dilema inferencial del
taxónomo es cómo saber si una observación de similitud par-
ticular (morfológica o molecular), es indicadora de homología
filogenética o no lo es (Kluge, 1999). Es decir, la pregunta difícil
es: ¿Cuál método es mejor para la reconstruccion de hipótesis
de filogenia? Una presuposición básica ante este dilema es que
el investigador dispone de dos opciones metodológicas: los
métodos basados en parsimonia o los enfoques probabilísticos.
La tendencia reciente señala que el uso de los métodos de

































Figura 7. Espacio de los árboles configurado por las ramas. Los ejes de este espacio son ortogonales y las escalas de la longitud de las
ramas internas van de 0 a 1. Los árboles (T)  son puntos cuyas coordenadas en un plano dependen del valor de la longitud de las ramas
interiores. Por ejemplo, las tres topologías distintas para cuatro OTU’s (a la izquierda) se ubican en el punto donde la longitud de todas las
ramas es 1. En el caso de cinco OTU’s existen 15 árboles. A la derecha, se ilustra un asociahedro del árbol óptimo ((A,C)D(B,E)) y del grupo
de los cuatro árboles vecinos en la Figura 1. Estos cinco árboles están representados por los puntos en el centro de cada plano. El enlace
o ruta entre los dos árboles que difieren sólo por una rotación de ramas tipo “nni” se representa con una línea, la cual corresponde al lado
de un pentágono. La aglomeración de asociahedra configura el espacio total para los 15 árboles semejante a una superficie cóncava en
una esfera hiperdimensional (Fig. 4).
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verosimilitud  y Bayesianos va en aumento, a juzgar por el
número de usuarios y el de artículos publicados. En la compara-
ción de los atributos de cada método, los respectivos promo-
tores han intentado persuadir que uno u otro enfoque es mejor
bajo distintas condiciones empíricas y metodológicas. Por un
lado, los argumentos comunmente aluden al desempeño o “con-
sistencia” de los métodos al recuperar filogenias “conocidas”
bajo varias situaciones simuladas (Chang, 1996; Farris, 1999;
Felsenstein, 1978; Kim, 1996; Kolaczkowski & Thornton, 2004). Por
otro lado, las justificaciones o descalificaciones también
recurren al uso de las tesis filosóficas de “falsabilidad” y “veri-
ficacionismo” en las cuales los métodos de parsimonia o los de
verosimillitud se asocian a estas dos posiciones epistemológi-
cas en competencia. En el presente análisis primero se con-
sideran las apreciaciones metodológicas en torno al concepto
de “consistencia” y posteriormente se discuten los razonamien-
tos epistemológicos.
Consistencia de los métodos de reconstrucción. El grado
de credibilidad de las hipótesis puede evaluarse si se disciernen
las fuentes de incertidumbre o desconfianza. Por ejemplo, los
tipos de “errores locales” que cuestionan la credibilidad de los
datos debido a descripciones o mediciones equivocadas de los
caracteres y estados (Patterson & Johnson, 1997) tienen un
impacto diferente que el de los “errores de estimación” asocia-
dos a los métodos de la reconstrucción filogenética. Los
primeros pueden detectarse y corregirse en el laboratorio
mismo y tienen impacto sólo en el estudio en cuestión. Pero los
del segundo tipo, implican consecuencias metodológicas y con-
ceptuales profundas. 
La idea de “consistencia” es que si un método esta libre de
errores de estimación, este converge hacia el resultado “correc-
to” respecto a un marco de referencia, sobre todo cuando los
datos son abundantes. En la teoría estadística, un estimador es
“consistente” respecto a un modelo especifico cuando su dis-
tribución de probabilidad muestra una dispersión menor alrede-
dor del valor “verdadero” conforme el tamaño de la muestra se
incrementa. En la teoría filogenética, un método es “consis-
tente” si las hipótesis que produce bajo las condiciones de un
modelo particular convergen hacia una filogenia de referencia
(Hillis, 1995). Con este propósito, se ha intentado comparar el
desempeño de los métodos de parsimonia y los probabilísticos
en su habilidad de reconstruir la filogenia. Cuando se evalúa la
habilidad de una balanza para estimar el peso correcto, el marco
de referencia es el kilo “Patrón” y la variación permitida por una
“Norma”. El problema es evidente en el caso de la estimación de
la “dispersión” alrededor de la filogenia “correcta” pues los úni-
cos marcos de referencia posibles son los escenarios evolutivos
elaborados mediante simulaciones. 
Uno de los primeros exámenes de la habilidad de los méto-
dos se basó en una peculiar combinación de datos y modelos
(“long branch atraction”) con lo que supuestamente se
demostró que parsimonia es “inconsistente”, pues el método no
recuperó la topología generada por los datos (Felsenstein, 1978;
Kim, 1996). En contraposición, diferentes condiciones simuladas
sugirieron que los métodos de verosimilitud también pueden ser
“inconsistentes” en su desempeño al estimar la filogenia
(Chang, 1996; Farris, 1999; Kolaczkowski & Thornton, 2004;
Siddall, 1998). Los intentos de la calificación de métodos en estu-
dios más elaborados solo han llegado a la conclusión de que
diseñar simulaciones para medir “consistencia” es un problema
muy complejo en el que interactúan tipos de tasas de cambio de
los caracteres, tipos de modelos simples o complejos y tipos de
topologías simétricas o asimétricas (Goloboff, 2003, Yang, 1996,
1997). Otros, han sugerido que los métodos de parsimonia bajo
ciertos modelos son equivalentes a los de verosimilitud (de
Queiroz & Poe, 2001, 2003; Steel & Penny, 2000; Tuffey & Steel,
1997).
Epistemología de los métodos de reconstrucción. Una
primera linea de razonamiento se basa en la premisa de que los
métodos de parsimonia y los probabilísticos representan dos
enfoques filosóficos distintos (Siddall & Kluge, 1997; Kluge,
2001b; Doyle & Davis, 1998). Una diferencia entre estos dos enfo-
ques consiste en cómo se concibe filosóficamente el problema
de la inferencia de un evento único como la filogenia. Los méto-
dos de parsimonia, bajo un enfoque Popperiano de “falsabili-
dad”, implicarían que la reconstrucción de historia es un
problema de análisis hipotético-deductivo para la identificación
de hipótesis de homología (Kluge, 2001b). Epistemológicamente,
los métodos cladísticos basados en modelos de parsimonia con-
sisten de varias operaciones lógicas deductivas para proponer
hipótesis discretas sobre homología filogenética y cambio de
estados a posteriori según el criterio de congruencia máxima. El
cladograma más parsimonioso es la mejor explicación lógica
implícita en la colección de caracteres (Farris, 1983; Kluge,
2001a). 
En contraste, los métodos probabilísticos, bajo un enfoque
de “verificabilidad”, presuponen que la inferencia filogenética
es un problema inductivo de estimación estadística (Felsenstein,
1982; Yang et al., 1995; Posada, 2003). Los métodos de máxima
verosimilitud calculan la probabilidad de los datos (por ejemplo,
estados compartidos entre taxa) condicionados a un árbol
específico, un modelo seleccionado a priori, una tasa de cambio
calculada iterativamente y a un juego de estados ancestrales
reconstruidos. Esto no significa que se calcule la probabilidad
de que los estados compartidos sean homologos entre taxa. De
hecho, mientras que parsimonia depende de hipótesis primarias
de homologia, ML es independiente de tales hipótesis (Doyle &
Davis, 1998). Cada carácter incrementa la probabilidad asociada
a un árbol, pero no en función del concepto de homología sino
en relación a un modelo que conjetura la probabilidad de cam-
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bio en las ramas entre el ancestro y los descendientes. El árbol
de la máxima verosimilitud es el mejor resumen enumerativo de
la contribución de cada similitud particular.
Si se acepta esta visión divergente entre “falsabilidad +
deducción” y “verificabilidad + inducción” la disyuntiva episte-
mológica obvia que enfrentamos es decidir cual de las dos
clases de métodos de reconstrucción filogenética es robusta y
aceptable. ¿Parsimonia o los métodos probabilisticos? Los méto-
dos basados en parsimonia se justificarían en el contexto filosó-
fico y epistemológico Popperiano como un criterio
extra-evidencial para decidir en la competencia entre hipótesis
(Farris, 1983, 1986, 2000; Kluge, 1997, 2001a; Siddall, 2001, Siddall
& Kluge, 1997; Sober, 1985). En cambio, los enfoques probabilís-
ticos se han acreditado considerando la estimación de la filoge-
nia como un problema inductivo de inferencia estadística
(Edwards, 1996; Felsenstein, 1978, 1988; Goldman, 1990; Yang et
al., 1995). Claramente, la justificación para el uso de verosimili-
tud pretende valorar el razonamiento estadístico como superior
(Yang, 1996) al sistema lógico de parsimonia. Implícitamente se
consideran científicas “on a firm scientific footing” sólo las
hipótesis filogenéticas que se establecen con métodos de
inferencia estadística (Felsenstein, 1982, p 399). 
La segunda estrategia de argumentación se fundamenta
en la proposición de que los métodos de parsimonia y los proba-
bilísticos no implican dos enfoques epistemológicos distintos (de
Queiroz, 2004; de Queiroz & Poe, 2001, 2003). En esta perspectiva,
no habría diferencia entre las dos clases de métodos al abordar
el problema de la inferencia de la filogenia. Por un lado, se ha
discutido que “falsabilidad” no es aplicable a los métodos filo-
genéticos, sin importar si el enfoque analítico se basa en parsi-
monia o es probabilístico (Rieppel, 2003). Por otro lado, se ha
cuestionado la dicotomía epistemológica entre “falsabilidad +
deducción” y “verificabilidad + inducción” en los métodos filo-
genéticos (de Queiroz & Poe, 2003; de Queiroz, 2004). Estos
autores han argumentado que la presuposición de una diferen-
cia epistemológica entre los métodos de parsimonia y proba-
bilisticos es falsa, ya que la epistemología Popperiana incluye a
ambos enfoques metodológicos. Entonces, ninguno de los dos
enfoques debería justificarse o eliminarse sobre la base de su
asociación con “falsabilidad” o con “verificabilidad”. 
Bajo esta visión sin antagonismo epistemológico entre los
enfoques de reconstrucción filogenética, la separación de los
métodos de parsimonia como deductivos y los probabilísticos
como inductivos tampoco sería correcta (de Queiroz & Poe,
2003). Esta proposición evidentemente esta supeditada a la tesis
filosófica que establece que las hipótesis no pueden ser califi-
cadas como verdaderas por inducción. Estos autores han inter-
pretado que todos los métodos filogenéticos son tanto
inductivos como deductivos. Los métodos de parsimonia y los
probabilísticos son inductivos en el sentido de que la hipótesis
(el árbol óptimo) como conclusión no es necesariamente ver-
dadera aun si las premisas (los datos) son verdaderas. Ambos
tipos de métodos también son deductivos por la manera en que
se asignan los valores a los árboles, ya que dado el modelo y el
árbol, la medida de parsimonia, de verosimilitud o probabilidad
posterior es necesariamente verdadera a partir de los datos (De
Queiroz & Poe, 2003). Por lo tanto, cualquier insistencia en
señalar que un enfoque es mejor que el otro por que es “deduc-
tivo” o “inductivo” tampoco tendría sentido.
El intento de la calificación de los métodos de parsimonia o
probabilísticos examinando los fundamentos epistemológicos es
un ejercicio complejo pero recomendable. Comprensiblemente
bajo la premisa de que existe una dicotomia entre la episte-
mología Popperiana y la perspectiva estadística, todavía
prevalece una controversia activa en cuanto a cuál de estas
dos posiciones epistemológicas es la más robusta para la
reconstrucción filogenética (Carpenter, 1992; Cracraft &
Helm-Bychowski, 1991; Felsenstein, 1988, 2001; Felsenstein &
Sober, 1986; Goloboff, 2003; Harper, 1979; Kluge, 1997, 2002;
Sanderson & Kim, 2000; Steel & Penny, 2000; Trueman, 1993).
Presumiblemente dejando las diferencias filosóficas a un lado,
los enfoques eclécticos son los más frecuentes bajo la sugestión
de que la convergencia de resultados con parsimonia, máxima
verosimilitud y probabilidades posteriores Bayesianas es una
indicación de la estabilidad de las hipótesis (Cunningham, 1997;
Flores-Villela et al., 2000; Giribet, 2003). 
Relevancia de la Teoría y Métodos. Aunque la incorpo-
ración de los datos moleculares ha incrementado notablemente
el tamaño de muestreo en cuanto al universo de caracteres a
evaluar, y ha aportado otra fuente de información, no se debe
olvidar la consideración de otros tipos de caracteres igualmente
valiosos como es la morfología a diferentes escalas de obser-
vación (por ejemplo. anatomía, ultra estructura, morfología
externa). Ninguna de las fuentes de datos contiene, por sí sola,
la verdad única sobre la historia de los grupos de organismos.
Cada tipo de caracteres aporta un fragmento distinto y comple-
mentario de la historia reciente o antigua de los organismos. En
su conjunto, los distintos tipos de caracteres contienen diferentes
velocidades de cambio. Al utilizarlos combinados se obtienen
mejores hipótesis de relaciones a diferentes niveles de la filoge-
nia de los seres vivos bajo estudio. Ante el aumento creciente en
los tipos de datos y la diversidad de métodos de análisis, la
preparación que requiere un sistémata actual debe incluir, al
menos, conocimientos sobre filosofía de la ciencia, estadística,
teoría probabilística y evolución molecular, con el fin de que se
tenga un entrenamiento en cómo funcionan las diferentes
propuestas tanto operacionalmente como teóricamente.
Conociendo el fundamento científico y las bases operativas de
cómo es que se obtienen los resultados de cada uno de los enfo-
ques, permitirá la selección educada y congruente de los méto-
dos a seguir en las diferentes fases de un análisis filogenético. 
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La incertidumbre no podrá ser eliminada dado el problema
de reconstruir un evento histórico único pero complejo como la
filogenia. No obstante, la construcción de grupos taxonómicos
mediante el uso de algún algoritmo de agrupación (parsimonia o
probabilístico) elimina la petición de una “concesión especial” a
la taxonomía entre las ciencias por su naturaleza especulativa
ante la dificultad de conocer la historia y medir el proceso evo-
lutivo. La elección de la mejor hipótesis de relaciones filogenéti-
cas y clasificación es ahora posible bajo los mismos estándares
formales de otras áreas de las ciencias. Las inferencias filo-
genéticas sobre caracteres y grupos pueden ser justificadas
como hipótesis científicas no sólo por la consideración de
muchos datos sino especialmente por el procedimiento analítico
de selección de topologías óptimas entre el conjunto finito de las
alternativas posibles. En tal justificación, los métodos de parsi-
monia constituirían la opción refutacionista, mientras que los
métodos probabilísticos de máxima verosimilitud y probabili-
dades posteriores Bayesianas representarían la expectativa
verificacionista. Si esta diferencia existe, el uso de uno u otro
enfoque para la reconstrucción filogenética conllevaría la adop-
ción de una u otra posición filosófica, sea consciente o inadver-
tidamente. No obstante, si tal dicotomia epistemológica es
inexistente entonces ambos tipos de métodos no competirían
sino que se complementarían. Un resultado similar usando méto-
dos diferentes indicaría entonces que la topología es estable a
las diferencias en las presuposiciones de los modelos de parsi-
monia y los probabilísticos. 
El papel de la teoría y los métodos filogenéticos en la sis-
temática es semejante al impacto del formalismo numérico
alcanzado con la introducción de los modelos matemáticos y
métodos estadísticos en la ecología moderna desde hace cuatro
o cinco décadas. En la genética ecológica y en la ecología de
comunidades entre muchos otros niveles, los métodos univaria-
dos y multivariados formalizaron la descripción y los juicios
interpretativos de la variación de ambientes y fenómenos
(Gauch, 1982, p. 2). Igualmente, los métodos numéricos de la
reconstrucción filogenética han formalizado cuantitativamente
muchos juicios e interpretaciones que cotidianamente realiza el
taxónomo en el estudio de la variación de caracteres, sean mor-
fológicos o moleculares, para la clasificación de un grupo
biológico. Por ejemplo, las repercusiones del cambio teórico en
los enfoques para la agrupación de organismos han alcanzado
ineludiblemente la teoría sobre el concepto de especies y tam-
bién la teoría y métodos de la nomenclatura biológica  En rela-
cion a las especies, se han distinguido los componentes de
agrupación y de categorización en dos esferas epistemológicas
distintas. La controversia continua pero ahora al nivel de qué
tipo de métodos y evidencia son relevantes en cada esfera
(Mishler & De Luna, 1997; Wheeler & Meier, 2000; Wilson, 1999).
Aunque la nomenclatura había permanecido inmune a cues-
tionamientos por mucho tiempo, la extensión de la lógica cladís-
tica ha permitido examinar el uso de los nombres taxonómicos y
cuestionar la presunta necesidad del sistema Linneano de siete
taxa básicos en función de su concordancia con las
propiedades biológicas de los grupos monofiléticos (de Queiroz,
1997; Härlin, 2003; Keller et al., 2003; Nixon & Carpenter, 2000).
Además, el impacto de la teoría y métodos de reconstrucción
histórica ha trascendido la taxonomía. Los métodos cladísticos
han permitido replantear las hipótesis y los métodos de la inves-
tigación en otras áreas, especialmente la ecología evolutiva y la
biogeografía (Brooks & McLennan, 1991, 1993; Harvey & Pagel,
1991). Esta visión de los avances de la teoría y métodos de
reconstrucción filogenética destaca las necesidades educativas
para formalizar la investigación en la sistemática y biología com-
parativa moderna.
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