Abstract. This paper applies bootstrap methods to LM-lag test for spatial dependence in panel data models, and LM-lag test is asymptotic pivotal. The consistencies of LM tests and their bootstrap versions are proved, and then the asymptotic refinements of bootstrap LM tests are obtained. It shows that the first order asymptotic distribution of LM-lag test converges as ) ) (( 
Introduction
The bootstrap is a method for estimating the distribution of an estimator or test statistic by resampling one's data or a model estimated from the data (Horowitz, 2001 ). So far, bootstrap is widely applied in cross sectional data, time series and panel data. Many scholars investigate the performance of bootstrap methods in terms of simulation analysis, and few provide the corresponding mathematical proof.
In the classical econometrics, the performance of bootstrap methods is derived based on Edgeworth expansion by Beran (1988) , Hall (1992) , Horowitz (2001) , Hall and Horowitz (1996) , Cameron and Trivedi (2005) , Godfrey (2009) . Recently, bootstrap is extensively focused on its applications in spatial econometrics. Lin et al. (2011) investigate the performance of bootstrap Moran's I test for spatial dependence in cross sectional data, and find that bootstrap Moran's test for spatial dependence is superior to asymptotic Moran's I test in terms of mathematical derivation and Monte Carlo experiments.
Tests for spatial dependence are one of the important essentials in spatial econometric analysis. Both Moran's I and LM tests are usually applied for spatial dependence in cross sectional data and panel data. Many Monte Carlo experiments show that LM tests for spatial dependence have good finite sample properties when the disturbances are normal, however when the disturbances are not normal or with heteroskedasticity, LM tests can have large size distortion and lower power (Anselin et al. (1996) , Yang (2015) ). So far there are three important and closely associated studies in mathematically derivation. Long et al. (2012) use Edgeworth expansion to prove the validity of bootstrap Moran's I tests for spatial dependence in cross sectional data. Jin and Lee (2015) prove the existence of the Edgeworth expansions for LQ forms with the normal disturbances, and establish an asymptotic expansion of LQ forms based on martingales with no normal disturbances. Yang (2015) find that in finite samples, the LM test referring to asymptotic critical values may suffer from the problems of size distortion and low power, which become worse with a denser spatial weight matrix, and introduces residual-based bootstrap methods to refine asymptotically approximations to the finite sample critical values of the LM statistics. In a word, Edgeworth expansion proposed by Hall (1992) is still the most feasible method that mathematically derives the validity of bootstrap methods. However, all above studies are focused on tests for spatial dependence in cross sectional data. This paper will firstly extend bootstrap LM tests for spatial dependence from cross sectional data to panel data, and discuss the performance of bootstrap LM tests for spatial dependence in panel data models with fixed effects. LM tests in this paper include LM-lag test for spatially lagged dependent variable, and LM-error test for spatial residual autocorrelation.
The rest of the paper is organized as follows: Section 2 introduces LM-lag test. Section 3 first provides assumptions, then shows that the bootstrap is consistent for LM tests, and finally proposes the asymptotic refinement of bootstrap LM tests. Section 4 concludes.
LM-lag test for spatial dependence
LM tests for spatial dependence in panel data models mainly include LM-lag test, LM-error test. LM-lag and LM-error tests can respectively identify spatial correlation in the error and spatial dependence in the dependent variable. LM-lag test in panel data models is as follows (Elhorst, 
' / e e NT σ = denotes the variance of the residuals, W is a row-standardized exogenous spatial weights matrix, T is the number of time periods. LM-lag test asymptotically follows the ) 1 ( 2 χ distribution. To conveniently study the performance of bootstrap LM-lag test, in view of related jobs (Burridge, 1980; Yang, 2015) , the transformation of equation (1) is the following:
LM-lag test in equation (2) is asymptotically distributed as N(0,1).
Asymptotic refinements of Bootstrap LM-lag test
In (2015) and Yang (2015) consider bootstrap methods in cross sectional data. In this section, we make use of bootstrap methods to establish LM-lag test for spatial dependence based on OLS residuals in panel data models, and derive the validity of bootstrap LM-lag test with the standard normal disturbance in finite sample.
Assumptions
In order to prove the validity of bootstrap LM-lag test in panel data models, we assume the following assumptions:
Assumption 1 W is a non-negative, non-stochastic and row-normalized spatial weights matrix and fixed through time. Moreover, w ii =0 for
Finally, the matrix is assumed to be uniformly bounded in row and column sums in absolute value.
Assumption 2 The ) ,
errors are identically and independently distributed across i and t with zero mean and variance. Moreover 
is the probability distribution function of bootstrap LM-lag test ,
. N(0, 1) . Therefore the sufficient and necessary conditions are satisfied, which the CDF ) ( * x G NT of bootstrap LM-lag test consistently converges.
Asymptotic refinements
As we all known, when the statistic is pivotal or asymptotic pivotal, the bootstrap is often more accurate in finite samples than first order asymptotic approximations, that is asymptotic refinements (Horowitz, 2001) . LM-lag test is asymptotically distributed as the standard normal distribution, which does not depend on any unknown parameter, and then it is asymptotic pivotal. 
Conclusion
In this paper, we apply bootstrap methods to LM-lag test for spatial dependence in panel data models. The performance of bootstrap LM-lag test in spatial panel data models is investigated. We establish that the CDFs of bootstrap LM-lag test uniformly converge to that of LM-lag test. It is found that the CDF of bootstrap LM-lag test is a uniformly consistent estimator of its sample cumulative distribution function. In other words, bootstrap LM-lag test is consistent. Furthermore, based on Edgeworth expansion methods, we obtain that the convergence rate of the asymptotic distribution of LM-lag test is ) ) (( 
