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Abstract – An exact relation between the conductance maximum G0 at zero temperature and
a ratio of lead densities is derived within the framework of the single impurity Anderson model:
G0 = R[n]
2e2
h
, where R[n] = 4∆NL,x∆NR,x/(∆NL,x + ∆NR,x)2 and ∆NL,x, ∆NR,x denote the
excess density in the left/right lead at distance x due to the presence of the impurity at the
origin, x = 0. The relation constitutes a parameter-free expression of the conductance of the
model in terms of the ground state density that generalizes an earlier result to the generic case of
asymmetric lead couplings. It turns out that the specific density ratio, R[n], is independent of the
distance to the impurity x, the (magnetic) band-structure and filling fraction of the contacting
wires, the strength of the onsite interaction, the gate voltage and the temperature. Disorder
induced backscattering in the contacting wires has an impact on R that we discuss. Our result
suggests that it should be possible, in principle, to determine experimentally the peak conductance
of the Anderson impurity by performing a combination of measurements of ground-state densities.
Introduction. – The single impurity Anderson
model (SIAM) is one of the most important model sys-
tem to understand correlation effects on electron trans-
port through narrow constrictions and quantum dots. [1]
The reason is that it is a minimal model featuring the two
most important interaction induced phenomena in these
systems, the Coulomb blockade and the Kondo effect. [2]
Both these effects manifest themselves in the local spec-
tral function, Ad(E), of the impurity (single level quantum
dot) as a triple peak structure, Hubbard side-bands and
Abrikosov-Suhl resonance in the centre. For this reason,
the spectral function and derived properties were in the
focus of research for the last 40 years. [3] The charge sus-
ceptibility of the impurity has been obtained analytically
already in the 1980ies with Bethe-Ansatz methods. [4, 5]
It is not surprising that it received comparatively less at-
tention than for instance the spin-susceptibility, simply
because at the heart of the Kondo-effect is the screening
of the impurity spin by conduction-band electrons. The
manifestation of the associated correlation effects in the
ground state density, n(x), is more subtle. Such correla-
tions are experimentally less accessible, namely only as a
as shift of the impurity induced Friedel oscillations. [6]
The situation has changed recently, and the ground
state density moved more into the active research focus.
The reason is that the SIAM has become an important
model system to investigate fundamental properties of the
density functional theory (DFT). [7–13] From the point of
view of DFT, the SIAM is an ideal test-bed, because of
its analytical solvability and also because it allows for nu-
merically highly accurate treatments based, e.g., on the
numerical renormalization groug (NRG) [3] or the density
matrix renormalization group (DMRG) [?,14,16]. In par-
ticular, the earlier Bethe-Ansatz results [4] could be used
in order to invert the relation between the impurity oc-
cupation n(0) = Nd (summed over both spin directions)
and its on site energy d (“gate potential”) so as to ob-
tain the exact exchange-correlation potential of this model
analytically. [10, 11]
One important feature of the SIAM is that at zero tem-
perature the Friedel sum rule holds true, which consti-
tutes an exact relation between the ground-state density
and the scattering phase of particles at the Fermi-energy
[1]: δF = piNd/2.
1 The relation is very convenient, be-
1 Quite generally, δF/pi denotes the number of bound states (per
spin) introduced by the impurity into the Fermi sea. In the SIAM,
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cause most theoretical treatments focus on the spectral-
function, which is closely related to Nd, while experiments
study the conductance, which is given via the identity (in
units 2e2/h)
G = T0 sin(δF)2 (1)
T0 ≡ 4|tL|
2|tR|2
(|tL|2 + |tR|2)2 . (2)
Friedel’s sum rule establishes the connection between the
two. Here, tL,R denote the hopping matrix elements, that
connect the single site impurity with the left and right
leads. 2
In the case of symmetric coupling, tL=tR≡t′, T0 = 1
and Eq. (1) has a remarkable property: it establishes a
relation between conductance and density that is free of
microscopic model parameters, e.g., the onsite interaction
U and t′. Based on this observation an important con-
clusion was drawn [9,10,12]: For symmetric coupling, any
Schro¨dinger-type effective single particle theory, that pro-
duces the correct ground state density also reproduces the
conductance. The Kohn-Sham (KS) formulation of DFT
is such an effective single particle theory and therefore the
frequently employed DFT-based transport scheme based
on Landauer theory with KS-scattering states [17–19], is
justified – as long as the symmetric SIAM applies and
exact ground state functionals can be used.
In this work we provide an explicit formula for the con-
ductance, G, that expresses the prefactor T0, Eq. (2), in a
parameter free way as a ground state density ratio in the
general case of asymmetric coupling, tL 6= tR. Specifically,
we show that T0 is given by
T0 = R[n] (4)
R[n] =
4∆NL,x∆NR,x
(∆NL,x + ∆NR,x)2
(5)
with ∆NL,x,∆NR,x denoting the excess density in the
left/right lead at distance x due to the presence of the
impurity in the origin, x = 0.
Before we formally derive our result, we discuss several
consequences. 1. Eq. (4) implies that R is an invariant
in the sense that it does not depend on the distance of
the measurement point x to the impurity site. 2. The
invariance statement is very general. It is valid for any
wire length (finite size or infinite) for any wire material
(band-structure of a single channel wire and band filling)
the impurity introduces a state when its on-site potential d is re-
duced from infinity to a value below the Fermi-energy of the leads.
In the wide band limit the occupation of this state (”extra bound
charge”) equals Nd. In the more general situation, Nd gives a sub-
stantial part to the extra charge but additional contributions sitting
on the lead sides neighboring the impurity will also exist.
2Multiplication of nominator and denominator of Eq. (2) with
the local density of states ρ(E) on the contact site yields the familiar
expression
T0 = 4ΓLΓR
(ΓL + ΓR)2
(3)
since ΓL = 2pi|tL|2ρ(E).
and for arbitrary Hubbard interaction U . Moreover, it also
holds in equilibrium at non-zero temperature. The only
condition is that the SIAM applies. 3. Eq. (4) provides a
pure density-functional (units 2e2/h)
G[n] = R[n] sin(pi
2
Nd)
2 (6)
that constitutes an explicit parameter-free expression of
the zero-temperature conductance in terms of the ground
state density. The relation implies, in particular, the re-
markable fact that the peak conductance can be deter-
mined numerically and at least in principle also experi-
mentally, by a proper combination of ground state charge
density measurements. Therefore, the ratio R introduced
here enjoys a fundamental status similar, in a sense, to the
familiar scattering phase δF. 4. Eq. (6) generalizes ear-
lier statements for symmetric coupling – KS-based trans-
port calculations employing the exact ground state XC-
functional reproduce the exact many body conductance –
to the experimentally very important case of asymmetric
coupling.
Model definition and analytical derivations. –
The SIAM features a single level quantum dot
HˆQD=dNˆd + U
(
nˆd↑ − 1
2
)(
nˆd↓ − 1
2
)
, (7)
where Nˆd = nˆd,↑+nˆd,↓ with nˆd,σ = dˆ†σdˆσ and spin σ =↑, ↓.
The full model Hamiltonian is given by
Hˆ = HˆQD + HˆT +
∑
α=L,R
Hˆα (8)
where the coupling to leads with a length of M sites is
described via
Hˆα = −
M−1∑
x,x′=1,σ
tx,x′
(
c†ασ,xcασ,x′+h.c.
)
, (9)
HˆT = −
∑
σ,α
tα
(
c†ασ,1dσ + d
†
σcασ,1
)
. (10)
The operators cασ,x, c
†
ασ,x denote fermionic annihilation
and creation operators at site x. The rotation that we will
employ with respect to the lead degrees of freedom, α =
L,R, does not mix spins. We subject the lead Hamiltonian
(notation suppresses spin-index)
∑
α
Hα = −
M−1∑
x,x′=1
tx,x′
∑
α
c†α,xcα,x′ + h.c. (11)
to the standard rotation(
c+,x
c−,x
)
=
1
t˜
(
tL tR
−tR tL
)(
cL,x
cR,x
)
(12)
and analogously for c†L,x, c
†
R,x. The specific form (12)
has been chosen such that the symmetric,“+”-channel
p-2
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Fig. 1: (Color on-line) Asymmetry factor R vs. the conduc-
tance for a single impurity coupled to M=16 left and right lead
sites via (tL = 0.5, tR = 0.5), (tL = 0.6, tR = 0.4), (tL = 0.8,
tR = 0.3), and (tL = 0.9, tR = 0.2). R was evaluated at
distances d = 1, 2, 3, 4 from the impurity site and with local in-
teractions U = ±1.5,±1,±0.5, 0.1; the conductance was tuned
by sweeping d between 0 to 2. Data is obtained by evaluating
(5) (spin resolved) with DMRG ground-state densities at filling
fraction corresponds to 32 fermions with total Sz = 0. Data
points for R show no visible deviations from T0 (solid lines)
fully confirming the prediction Eq. (4).
couples to the quantum dot, with an effective coupling
t˜ =
√|tL|2 + |tR|2, while the anti-symmetric,“−”channel
fully decouples. This decoupling naturally extends to
multi-orbital impurities under the restriction of propor-
tional coupling. After decoupling the model reads
Hˆ = HˆQD +
∑
σ
t˜(c†+σ,1dσ+d
†
σc+σ,1) + Hˆ++Hˆ−(13)
Hˆβ =
M−1∑
x,x′=1
tx,x′
∑
σ
(
c†βσ,xcβσ,x′+h.c.
)
, β = ±. (14)
Invariants. – Since the “−” channel decouples, we
have [Hˆ, Hˆ−]=0, so the many-body eigenfunctions of Hˆ
factorize into a non-interacting piece belonging to Hˆ− and
an interacting rest. In addition, [Hˆ, Nˆ−σ]=[Hˆ−, Nˆ−σ]=0
implying that the number of particles per spin in the
“−”channel, N−,σ, are good quantum numbers that come
in addition to the total particle number, N .
We now investigate consequences of the existance of the
two invariants N−↑(↓). The thermodynamic excess den-
sities at lead site x, that are induced by coupling to the
impurity at x = 0, can be written as
∆Nα,x = 〈c†α,xcα,x〉 − 〈c†−,xc−,x〉, α = L,R. (15)
The density 〈c†−,xc−,x〉 of the antisymmetric channel is
our reference density. Note, that it is equivalent to
the particle density in the leads before wiring them to
the impurity and therefore, can be determined directly
in a suitable control measurement, at least in principle.
The derivation of our result (4) proceeds by express-
ing the orginal lead densities in terms of their rotated
counterparts. The rotation is norm conserving, hence
NL,x+NR,x = 〈c†+,xc+,x〉+〈c†−,xc−,x〉 so that trivially
∆NL,x + ∆NR,x = 〈c†+,xc+,x〉 − 〈c†−,xc−,x〉. (16)
Similarly, we derive for the difference NL −
NR=〈c†L,xcL,x〉 − 〈c†R,xcR,x〉:
∆NL,x−∆NR,x = A
(
〈c†+,xc+,x〉−〈c†−,xc−,x〉
)
− T 1/20
(
〈c†+,xc−,x〉+〈c†−,xc+,x〉
)
(17)
where we have introduced the relative asymmetry A =
(|tL|2−|tR|2)/t˜2. Recalling Eq. (16) we obtain the identity
∆NL,x−∆NR,x
∆NL,x + ∆NR,x
=A− T 1/20
〈c†+,xc−,x〉+〈c†−,xc+,x〉
∆NL,x + ∆NR,x
(18)
for any x in the leads. The invariants N−,σ of the SIAM
enter the final step of the proof. Since all eigenstates of
Hˆ conserve the particle numbers in the “−”channel, the
second term on the rhs of Eq. (18) vanishes and we have
∆NLσ,x−∆NRσ,x
∆NLσ,x + ∆NRσ,x
= A (19)
with the spin-index restored. We arrive at the statement
that the relative imbalance of the excess densities (total
or per spin) equals everywhere the relative asymmetry of
the junction irrespective of the onsite interaction U , or
temperature. A spin-resolved version of our results, Eqs.
(4,5), follows by squaring each side of Eq. (19) and then
subtracting unity. Notice, that the derivation of Eq. (19)
did not make specific reference to the band structure of
the leads or the filling fraction. Hence, it holds for any
lead band structure and in thermodynamic equilibrium at
any temperature. Moreover, the derivation also does not
make reference to the system size, M . Therefore, Eq. (19)
is valid at any length of the left/right hand side wires.
Numerical check. In Fig. 1 we compare the asymmetry
ratio R with T0 for different conductance values (obtained
by varying d between zero and 2). We find R (spin re-
solved), from the ground-state density that we obtain via a
DMRG-calculation. 3 The data, Fig. 1, exhibits no visible
deviations from Eq. (4) within the broad set of parameter
values that was tested. The residual deviations exhibit an
even/odd effect with respect to the distance from the im-
purity; they are smaller than 10−5 (odd) and 10−8 (even)
and can be attributed to numerical uncertainties in the
DMRG-density.
3 For our calculation we employed damped boundary conditions
(DBC) [20] by scaling the hopping elements in the leads by Λ = 0.8
for the outermost MD = 14 bonds in each lead. The system was
initialized using damping sweeps to ensure convergence to the ground
state in the presence of DBC [20]. We keep up to 3000 states per
DMRG block.
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Fig. 2: (Color on-line) Asymmetry factor Rσ vs. the local
potential d for a single impurity coupled to M=16 left and
right lead sites, via spin dependent hybridization tL,↑ = 0.8,
tL,↓ = 0.3 and tR,↑ = 0.4, tR,↓ = 0.6 measured at distances
d = 2, 4 from the impurity site and for local interactions of
U = 0, 0.01.0.1, 0.3, 0.5, 0.7, 1.0, 1.52.0, 3.0, 5.0 for each values
of d, and 32 fermions with total S
z = 0.
Extension to magnetic leads. – In recent measure-
ments of the magneto-resistance of individual molecules a
spin-dependent coupling tα,σ was introduced to explain
the experiments and motivated via DFT-based transport
studies. [21, 22]. In this spirit, we generalize our model
now including the possibility of magnetic electrodes:
Hˆα = −
M−1∑
x,x′=1,σ
tx,x′,σ
(
cˆ†ασ,xcˆασ,x′+h.c.
)
(20)
HˆT = −
∑
α,σ
tασ
(
cˆ†ασ,1dˆσ + dˆ
†
σ cˆασ,1
)
. (21)
The rotation (12) operates on each spin sector separately,
and each spin direction has its own invariant, N−σ. Hence,
we immediately conclude T0σ = Rσ[nσ] (nσ: particle num-
ber density per spin in the ground-state),
Rσ[nσ] =
4∆NLσ,x∆NRσ,−x
(∆NLσ,x + ∆NRσ,−x)2
(22)
T0σ ≡
4|tLσ|2|tRσ|2
(|tLσ|2 + |tRσ|2)2 . (23)
Again, we subject our analytical findings to a numerical
test. In Fig. 2 we display asymmetry ratios Rσ for asym-
metric, spin-dependent couplings to non-magnetic wires.
The data fully confirms our analysis, Eqs. (22,23).
Discussion. – The results presented so far crucially
rely upon the existance of two extra invariants in the
SIAM, N−↑(↓). They originate from two special features:
(i) there is only a single level (more precisely: proportional
coupling is required in the sense of Ref. [23]) (ii) all leads
have an identical electronic structure. Since both of these
features capture important aspects but not all of physical
reality, one may ask about the effect of perturbations.
Competing orbitals. A general discussion of possible
multi-orbital terms that could complement HˆQD in realis-
tic situations is extremely complicated and not indicated
here. Instead, we can recall that the density modulation
in the leads, ∆NL,R, is due to the change in occupation of
the frontier-levels of the QD and as such a Fermi-surface
effect. Therefore, in the spirit of the Fermi-liquid the-
ory any microscopic description is justified that correctly
represents this low-energy sector. And because of this,
the SIAM is indeed very successful when describing the
(S=1/2) Kondo-effect as it is frequently observed in ex-
periments [24]; this includes details like the temperature
scaling.
Disorder in the leads. Here, we offer a first test of the
assumption (ii) and ask about the effect of small differ-
ences in the band structures of the left/right wires. We
subject the leads to onsite disorder, Hˆdis, where the lo-
cal energies are drawn from a box distribution of width
W . The term in Hˆ that introduces the difference between
left/right leads reads
Hˆdis=
M∑
σ,x=1
vx
(
c†Lσ,xcLσ,x−c†Rσ,xcRσ,x
)
=Hˆas+VˆT (24)
where
Hˆas = A
∑
σ,x
vx
(
c†+σ,xc+σ,x−c†−σ,xc−σ,x
)
VˆT = −T 1/20
∑
σ,x
vx
(
c†+σ,xc−σ,x + c
†
−σ,xc+σ,x
)
.(25)
The first term, Hˆas, still respects the basic symmetries of
the SIAM outlined below Eq. (14). Its most important
effect is to modulate 〈c†βσ,xcβσ,x〉 in space with an ampli-
tude that vanishes for symmetric coupling, when A → 0.
The disorder term VˆT includes tunnelling between the
“+” and “−” channels, so that N−↑(↓) are no longer con-
served in its presence; the second term on the rhs of Eq.
(18) no longer vanishes, in general.
To complement the qualitative discussion, we have per-
formed a numerical simulation in order to quantify the ef-
fect of the symmetry-breaking terms. We define an observ-
able Rdis,x which is similar to Rx of Eq. (4), with the dif-
ference that we approximate 〈c†−,xc−,x〉 ≈ (N¯L,x+N¯R,x)/2
where N¯L,x, N¯R,x denote the particle density in the the
leads in the absense of a coupling to the impurity site. The
object Rdis,x is interesting to study since it is an explicit
density functional that reduces to the exact expression in
the limit W→0 and is directly accessible to experimen-
tal measurements, at least in principle. Importantly, our
simulations, Fig. 3, suggests that in the case of asymmet-
ric coupling, Rdis exhibits fluctuations about T0 of a size
p-4
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Fig. 3: (Color on-line) Mean deviation of Rdis,x (see text) from
T0 normalized by the disorder strength W and the level broad-
ening Γ1/2. Data is given at even sites away from the impurity
for increasing disorder W = 10−4, 10−3, 10−2, 0.1 and different
couplings tL,R. (T0 = 0.43235 is fixed, U = 0, M=256 and
d = 0.1.) It is seen here that even in the presence of moder-
ate disorder Rdis,x can give an estimate for T0 with accuracy
∼ WΓ1/2 if one focusses on the near impurity region, where x
is much smaller than the mean free path, `. (We recall that in
the present lead model ` ≈ 100/W 2. [25])
∼ cW√Γ/|tL,R|3/2 with a factor c ≈ 2. This result is en-
couraging, because it shows that disorder effects can be
well controlled by going to weakly coupled QDs. Hence,
we believe that there are promising prospects that even in
the presence of moderate disorder one can still estimate
the maximum conductance with good accuracy in exper-
iments by performing a sequence of ground-state density
measurements.
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