We consider a variant of the planted clique problem where we are allowed unbounded computational time but can only investigate a small part of the graph by adaptive edge queries. We determine (up to logarithmic factors) the number of queries necessary both for detecting the presence of a planted clique and for finding the planted clique.
Introduction
In the planted clique problem the goal is to find a clique that is planted within an Erdős-Rényi random graph. This problem has received widespread attention in the past few decades because there exists a (wide) range of clique sizes for which it is information-theoretically possible to find the planted clique but there are no known polynomial-time algorithms to do so [16, 18, 1, 12, 9, 10] . In this regime it is conjectured to be computationally hard to find the planted clique and this conjecture forms the basis of numerous average-case complexity results in recent years [4, 3, 15, 7, 6] .
In this paper we consider a variant of the planted clique problem where we are allowed unbounded computational time but can only investigate a small part of the graph by adaptive edge queries. We consider the problems of detection and estimation under this model, and determine (up to logarithmic factors) the number of queries necessary both for detecting the presence of a planted clique and for finding the planted clique.
In the problems we consider there is an underlying n vertex graph G with vertex set [n] := {1, 2, . . . , n}. The algorithms that we consider are allowed unbounded computational power but we restrict the number of edges they are allowed to inspect. Specifically, we consider algorithms that evolve dynamically over a certain number of steps. In the first step, the algorithm chooses a pair (i 1 , j 1 ), 1 ≤ i 1 < j 1 ≤ n, and asks whether this pair is an edge or not. Depending on the outcome, the algorithm selects a second pair (i 2 , j 2 ), 1 ≤ i 2 < j 2 ≤ n, and asks whether this pair is an edge or not. It then selects (i 3 , j 3 ), and so on. The algorithm may ask q such edge queries and use unbounded computational time to produce an output.
The detection problem can be phrased as a simple hypothesis testing problem. Under the null hypothesis H 0 , the graph G is an Erdős-Rényi random graph with edge density 1/2. Under the alternative hypothesis H 1 , the graph G is drawn from the planted clique model with clique size k. That is, we first choose a (uniformly) random subset of the vertices K ⊆ [n] of size |K| = k, we connect all pairs of vertices in K-that is, the vertices in K form a clique-and every other pair of vertices is connected independently with probability 1/2. In short:
We denote the two probability distributions over n vertex graphs by P 0 and P 1 , respectively. An algorithm A for detection under the adaptive edge query model makes up to q adaptive edge queries to G and then outputs a hypothesis in {0, 1}. We measure the performance of an algorithm A by its risk, which is defined as the sum of its type I and type II errors:
If an algorithm A achieves vanishing risk-R(A) = o(1) as n → ∞-then we say that A can detect the presence of a planted clique; otherwise, we say that it cannot do so.
The following theorem determines (up to logarithmic factors) the number of queries necessary to detect the presence of a planted clique. All logarithms in this paper are in base 2.
Theorem 1 (Detecting a planted clique). Consider the hypothesis testing problem in (1).
(a) Let q = o(n 2 /k 2 ) as n → ∞. If an algorithm A makes at most q adaptive edge queries then its risk must satisfy
(b) Suppose that k ≥ (2 + ε) log n for some constant ε > 0 and let ε 0 > 0 be arbitrary. There exists an algorithm (with unlimited computational power) that can detect the presence of a planted clique by querying
pairs of vertices. Moreover, the queries can be nonadaptive.
If we can detect the presence of a planted clique, the natural next goal is to find it. The following theorem determines (up to logarithmic factors) the number of queries necessary to find the planted clique. In particular, it shows that an extra n log n queries suffice compared to detection and that this is tight (up to logarithmic factors).
Theorem 2 (Finding the planted clique
No algorithm that makes at most q adaptive edge queries can find the planted clique. That is, any estimator K of the planted clique K that is based on at most q adaptive edge queries satisfies
(b) Suppose that k ≥ (2 + ε) log n for some constant ε > 0 and let ε 0 > 0 be arbitrary. There exists an algorithm (with unlimited computational power) that adaptively queries q = (2 + ε 0 ) n 2 k 2 log 2 n + (1 + ε 0 )n log n pairs of vertices and finds the planted clique with probability 1 − o(1) as n → ∞. Theorems 1 and 2 give a complete phase diagram of when detection and estimation are possible as a function of the clique size k and the number of queries q (up to some boundary cases). A natural parametrization is to take both k and q to be polynomial in n: k = n γ and q = n δ for some γ ∈ (0, 1) and δ ∈ (0, 2). Corollary 3 summarizes the results with this parametrization-see also Figure 1 for an illustration. Note in particular the region of the phase space where detection is possible but estimation is not.
Corollary 3 (Phase diagram).
Suppose that k = n γ and q = n δ for some γ ∈ (0, 1) and δ ∈ (0, 2).
(a) If δ < 2 − 2γ, then detecting the presence of a planted clique is impossible.
(b) If δ > 2 − 2γ and δ < 1, then it is possible to detect the presence of a planted clique, but it is impossible to find the planted clique.
(c) If δ > 2 − 2γ and δ > 1, then it is possible to find the planted clique.
These results raise several open questions. First, can the logarithmic factors be closed, to obtain results that are tight up to constant factors? Second, how do these results change if we plant a different subgraph instead of a clique? For instance, one can plant a dense random graph G(k, q) with q > 1/2. Finally, while we neglected all computational considerations in this paper, are there any connections to average-case computational hardness? We leave exploring these questions to future work.
The rest of this paper is outlined as follows. After discussing motivation and related work in the remainder of the introduction, we turn to algorithms for detection and estimation in Section 2, proving Theorem 1(b) and Theorem 2(b). Finally, we prove the impossibility results of Theorem 1(a) and Theorem 2(a) in Section 3.
Motivation
There are several potential applications where understanding the query complexity necessary to finding cliques may be of interest. For instance, in scientific applications one may wish to find closely related entities (corresponding to a clique or dense subgraph), and querying an edge may correspond to performing a physical experiment which is costly and/or time-consuming.
Another potential application is to the analysis of social media connections. Here the nodes of a graph represent individuals and the edges represent connections between individuals such as Facebook friends, Twitter following, or LinkedIn connections. Access to these connections may be expensive to obtain or limited (due to privacy limitations or any other source of incomplete information), and hence query complexity may be relevant when trying to reconstruct a specific close-knit group within the network.
The planted clique problem and related subgraph inference problems have been applied to a variety of applications, including biological networks [21] , cryptography [17] , and finance [2] . Obtaining full information about the underlying networks in these applications may not be possible due to queries being expensive and/or limited, and hence the planted clique problem with limited adaptive probing could be relevant to these same applications.
Related work
This paper is a natural follow-up to the recent work of Feige, Gamarnik, Neeman, Rácz, and Tetali [11] , where the authors consider the problem of finding cliques in an Erdős-Rényi random graph under the same adaptive edge query model. While the largest clique in a random graph with edge density 1/2 has size approximately 2 log n, the current best algorithm that makes at most q = O(n δ ) adaptive edge queries finds a clique of size approximately (1 + δ/2) log n-closing the gap between these two bounds is an open problem. Feige et al. [11] show an impossibility result if the adaptivity of the algorithm is limited: any algorithm that makes q = O(n δ ) edge queries (δ < 2) in ℓ rounds finds cliques of size at most (2 − ε) log n where ε = ε (δ, ℓ) > 0.
Several recent works consider finding structure in a random graph under such an adaptive edge query model. Ferber, Krivelevich, Sudakov, and Vieira studied finding a Hamilton cycle [13] and finding long paths [14] , while Conlon, Fox, Grinshpun, and He [8] studied finding a copy of a fixed target graph (such as a constant size clique). All of these works focus on sparse random graphs.
As mentioned in the introduction, the planted clique problem has been studied from many angles in the past few decades [16, 18, 1, 12, 9, 10, 4, 3, 15, 7, 6] . To the best of our knowledge, it has not been considered under an edge query model before. It would be interesting to see if there are any connections to computational aspects of the planted clique problem.
Algorithms
We start with a simple sampling-based algorithm to detect the presence of a planted clique. This is contained in Section 2.1 and proves Theorem 1(b). We then extend this algorithm in Section 2.2 to find all vertices of the planted clique, thus proving Theorem 2(b).
First, recall that the largest clique in an Erdős-Rényi random graph has size approximately 2 log n. In fact, very precise results are known. Define ω n = 2 log n − 2 log log n + 2 log e − 1. Matula [20] showed that for any ε > 0, the clique number (the size of the largest clique) ω(G) of a random graph G drawn from G(n, 1/2) satisfies ⌊ω n − ε⌋ ≤ ω(G) ≤ ⌊ω n + ε⌋ with probability tending to 1 as n → ∞; see also [5] . For our purposes much weaker estimates suffice. Indeed, a first moment argument shows that P 0 (ω(G) ≤ 2 log n + 3) → 1 as n → ∞ (see [19] ).
Detecting the presence of a planted clique
Proof of Theorem 1(b). Let ε ′ > 0 be such that 2ε ′ + ε ′2 /2 ≤ ε 0 and ε ′ ≤ ε. First, we choose an arbitrary subset S of the n vertices of size m := |S| = (2 + ε ′ ) (n/k) log n; for instance, choose S := {1, 2, . . . , m}. We then query all pairs of vertices among S. This results in
queries. After the queries we know the induced subgraph on S. In particular-due to the fact that we have no restrictions on computational power-we can compute the size of the largest clique in this induced subgraph. The algorithm then chooses a hypothesis based on this statistic: if S contains a clique of size (2 + ε ′ /2) log n, then it accepts the alternative hypothesis H 1 ; otherwise, it accepts the null hypothesis H 0 . We now argue that this algorithm achieves vanishing risk. First, as we discussed at the beginning of Section 2, the largest clique in an Erdős-Rényi random graph has size approximately 2 log n and thus P 0 (ω(G) ≥ (2 + ε ′ /2) log n) → 0 as n → ∞; that is, the type I error vanishes in the limit.
Next, assuming H 1 , let X denote the number of planted clique vertices in S. Observe that X has a hypergeometric distribution with parameters n, k, and m. Thus we have that
, so Chebyshev's inequality implies that P 1 (X ≤ (2 + ε ′ /2) log(n)) ≤ c/ log(n) for some constant c < ∞ depending on ε ′ . To conclude, note that if X ≥ (2 + ε ′ /2) log n then S contains a clique of size (2 + ε ′ /2) log n.
Finding the planted clique
Proof of Theorem 2(b). The algorithm for finding the planted clique consists of two steps, the first step being the same as the one used for detection.
• Step 1: Choose a subset S of the n vertices of size m := |S| = (2 + ε ′ ) (n/k) log n, where ε ′ is chosen as in Section 2.1. We then query all pairs of vertices among S.
• We have seen in Section 2.1 that we make at most (2 + ε 0 )(n 2 /k 2 ) log 2 n queries in the first step, while in the second step we make at most (1 + ε 0 )n log n queries. We now argue that this algorithm succeeds in finding the planted clique with probability 1 − o(1).
As we argued in Section 2.1, we have that P 1 (|D| ≥ (2 + ε ′ /2) log n) = 1 − o(1) as n → ∞. Furthermore, with probability 1 − o(1), the set D contains only planted clique vertices. Indeed, as we discussed at the beginning of Section 2, with probability 1 − o(1) the largest clique in an Erdős-Rényi random graph with edge density 1/2 has size at most 2 log n + 3, so no vertex outside of the planted clique is in a clique of size greater than 2 log n + 3. Thus in the first step of the algorithm we have found at least (2 + ε ′ /2) log n vertices of the planted clique. Moreover, we have found all vertices of the planted clique that are in S.
Any vertex in [n] \ S that is in the planted clique will be connected to every planted clique vertex and hence every vertex in D. Thus all vertices of the planted clique are contained in D ∪ T . To see that there are no false positives in this set, note that the probability that a vertex not in the planted clique is connected to (1 + ε 0 ) log n planted clique vertices is 2 −(1+ε 0 ) log n = n −(1+ε 0 ) . Taking a union bound over vertices in [n] \ S, we see that the probability that there exists a vertex not in the planted clique that is in T is at most n −ε 0 .
Note that this algorithm succeeds in finding the planted clique even though it does not check that all pairs of vertices within the planted clique are connected. In fact, it checks the edge between O k log n + log 2 n pairs of vertices within the planted clique, instead of the Θ k 2 pairs that exist.
Lower bounds
To prove our lower bounds we introduce a simpler variant problem that removes all graph structure from the problem. In this hypothesis testing problem we consider the set [n] = {1, 2, . . . , n}, where each element of the set is either marked or unmarked. Under the null hypothesis H 0 , all elements are unmarked. Under the alternative hypothesis H 1 , a uniformly randomly chosen subset K ⊆ [n] of size |K| = k is chosen and its elements are marked, and the elements of [n]\K are unmarked. We denote the two probability distributions over {unmarked, marked} [n] by P 0 and P 1 , respectively.
We consider algorithms that can adaptively query (i, j) pairs, where 1 ≤ i < j ≤ n. We refer to such queries as pair queries to distinguish them from the edge queries of the original problem. When pair (i, j) is queried, the query evaluates to true if both i and j are marked and it evaluates to false otherwise. The algorithm may ask q such adaptive pair queries and use unbounded computational time to produce an output in {0, 1} (corresponding to H 0 or H 1 ). We again measure the performance of an algorithm A by its risk, defined as
We consider randomized algorithms as well, in which case the type I and type II error probabilities in the display above are taken over the internal randomness of the algorithm as well.
The following lemma connects this variant problem with the original hypothesis testing problem.
Lemma 4 (Reduction).
Suppose that there exists an algorithm A that makes at most q adaptive edge queries and achieves risk R(A) ≤ r for the hypothesis testing problem in (1). Then there exists an algorithm A that makes at most q adaptive pair queries in the variant problem described above-distinguishing between H 0 and H 1 -and achieves risk R( A) ≤ r.
Proof. There is a direct correspondence between the two hypothesis testing problems, which allows the answers to pair queries to simulate answers to edge queries. Specifically, marked elements of [n] correspond to planted clique vertices. Thus a pair query that evaluates to true corresponds to querying two planted clique vertices, while a pair query that evaluates to false corresponds to querying two vertices between which the edge is random. Thus given the answer to a pair query, the answer to an edge query can be simulated as follows: if the answer to the pair query is true, the answer to the corresponding edge query is that the edge exists, while if the answer to the pair query is false, then flip a fair coin to answer the corresponding edge query. Thus for any algorithm A that makes at most q adaptive edge queries, there exists a corresponding algorithm A that makes at most q adaptive pair queries in the variant problem and simulates A. We then let the output of A be the same as the output of the simulated algorithm A. Since the simulation of A involves extra randomness, A is thus a randomized algorithm. By conditioning on the extra randomness, it follows that the risk of A is the same as the risk of A.
This lemma implies that to prove Theorem 1(a) it suffices to prove the analogous result for the variant problem. Consequently, we turn our focus to the variant problem. Observe that under H 0 all answers to all pair queries will be false. The next lemma considers the alternative hypothesis H 1 .
Lemma 5. Let q ≤ n(n−1) k(k−1) − 1. Let A be any algorithm that makes at most q adaptive pair queries. Let E q denote the event that all of the pair queries of A evaluate to false. We then have that
Proof. Let E m denote the event that the first m adaptive pair queries of A all evaluate to false. We prove by induction that for all m ≤ q we have that
Base case. Since the marked set K is chosen uniformly at random, the first pair query can be (1, 2) without loss of generality. The probability that this evaluates to false is
Induction step. Using the induction hypothesis, it suffices to show that
for all m ≤ q − 1. In words, assuming that the first m pair queries evaluate to false, we have to prove a lower bound on the conditional probability that the next pair query also evaluates to false. Each queried pair is part of n−2 k−2 different subsets of k elements. Therefore after m queries the number of examined subsets of size k is at most m
n k subsets of size k that have not yet been examined. Since the marked set K is chosen uniformly at random and the answers to the first m queries did not reveal any information about the unexamined subsets of size k, they are all still equally likely. Thus the next query-which queries a pair that is part of n−2 k−2 different subsets of k elements-evaluates to true with probability at most
This proves (2) and hence proves the claim.
We are now ready to prove the analogue of Theorem 1(a) for the variant problem.
Corollary 6 (Detecting a marked set of elements). Consider the hypothesis testing problem H 0 versus H 1 . Let q = o(n 2 /k 2 ) as n → ∞. If an algorithm A makes at most q adaptive pair queries then its risk must satisfy R( A) ≥ 1 − o(1) as n → ∞.
Proof.
No matter what algorithm A does, all of its pair queries will evaluate to false under H 0 (by definition), and all of its pair queries will evaluate to false under H 1 with probability 1 − o(1) (by Lemma 5) . Suppose that A outputs 0 with probability α and 1 with probability 1 − α when all of its queries evaluate to false, where α ∈ [0, 1]. The first sentence of the proof then implies that its risk is at least R( A)
Proof of Theorem 1(a). This follows directly from Lemma 4 and Corollary 6.
We now turn to proving Theorem 2(a). Here too we leverage the connection to the corresponding estimation problem for the simplified variant problem, where we aim to estimate the set of marked elements.
Lemma 7. Let K ⊆ [n] be a uniformly randomly chosen set of size |K| = k. Let the elements of K be marked and let the elements of [n] \ K be unmarked. Let q = o(n 2 /k 2 + n) as n → ∞. If K is any estimator of the marked set K that is based on at most q adaptive pair queries, then K satistifies P 1 K = K = o(1) as n → ∞.
Proof. There are two cases to consider. First, consider the case when q = o(n 2 /k 2 ). The proof of Lemma 5 shows that after q adaptive pair queries there remain a (1 − o(1)) fraction of subsets of size k that are equally likely to be the marked set. No estimator can do better than pick randomly among these, and this will succeed with probability o(1).
Next, consider the case when q = o(n) and k = Ω( √ n). Let ℓ denote the number of elements that have not been queried. After q pair queries, the number of elements of [n] that have been queried (in any pair query) is at most 2q and hence ℓ ≥ n − 2q = (1 − o (1))n. Since the marked set is chosen at random, the number of marked elements among the elements that have not been queried has a hypergeometric distribution with parameters n, ℓ, and k. Therefore the probability that there exists a marked element that has not been queried is 1 − (
The elements that have not been queried by the algorithm are indistinguishable to the algorithm and hence the only way to find a marked element among them is by guessing randomly, which succeeds with probability o(1).
Proof of Theorem 2(a).
There exists a direct correspondence between the problem of estimating the planted clique and the problem of estimating the marked set in the variant problem. This correspondence for the estimation problem is analogous to the correspondence for the detection problem described in the proof of Lemma 4. The proof then follows directly from Lemma 7 and this correspondence.
