This paper presents a predictability study of the Madden-Julian Oscilla-3 tion (MJO) that relies on combining empirical model reduction (EMR) with 4 the "past-noise forecasting" (PNF) method. EMR is a data-driven method-5 ology for constructing stochastic low-dimensional models that account for 6 nonlinearity, seasonality, and serial correlation in the estimated noise, while 7 PNF constructs an ensemble of forecasts that accounts for interactions be- (ii) the low-frequency mode (LFM) of MJO, as captured by singular-spectrum 10 analysis (SSA). A key result is that -compared to an EMR ensemble driven 11 by generic white noise -PNF is able to considerably improve prediction of 12 MJO phase. When forecasts are initiated from weak MJO conditions, the 13 useful skill is of up to 30 days. PNF also significantly improves MJO pre-14 diction skill for forecasts that start over the Indian Ocean.
of forward trajectories that aim to approximate the system's probability density function 48 (PDF) [Chekroun et al., 2011b] . This pathwise view of the dynamics helps in applying 49 inverse stochastic nonlinear models to prediction, since such an inverse model "lives" 50 naturally on the estimated path of the noise, as derived from the data.
51
So far, though, it was not clear how to derive such pathwise models. Most of the 52 inherent di culties have been overcome by using the EMR methodology [Kravtsov et al., 53 2005 [Kravtsov et al., 53 , 2009 ] to yield nonlinear stochastic inverse models that successfully capture the 54 LFMs of the climatic phenomena of interest [Kondrashov et al., 2011 [Kondrashov et al., , 2005 , while also 55 estimating the path of the noise. respectively, while F accounts for the deterministic forcing [Kondrashov et al., 2011] . 
101
For this study, we tested an energy-conserving EMR formulation to ensure that kxk = to explore ways to minimize such end e↵ects for applications to operational forecasting.
147
For the purpose of defining MJO forecast skill, we use the commonly adopted bivari- 
153
Even though PNF is applied here to RMM1 only, prediction of RMM2 is also improved, The purpose of these Auxiliary Materials is to provide details on the discrete-time formulation of our empirical model reduction (EMR) model for the Madden-Julian oscillation (MJO) and to help explain the success of past-noise forecasting (PNF) in improving the EMR predictions.
Discrete EMR model formulation
To derive a discrete-time formulation of any EMR model, as stated in Eq. (1) of the Main Text, we start from the main level and form time series of instantaneous tendencies x k / t = (x k+1 x k )/ t from a given discrete time series x t k = x k . Then, given a parametric form of the main level in Eq. (1) of the Main Text -in which a quadratic nonlinearity is typically assumed -the coe cients F, A, B are found by a least-squares estimation procedure.
The regression residual of the main level defines a time series of r (0) k , and the leastsquares estimation procedure is then repeated at the next level m = 0 to estimate r 
k . We continue adding levels until the estimated regression residual at the last level ⇠ t ⌘ r (M ) k has an autocorrelation that vanishes at unit lag, and its spatial covariance matrix has converged to a constant matrix ⌃ =< ⇠ T t ⇠ t >. Unless it is necessary for the application at hand to do otherwise, it is convenient to use a unit time step of t = 1. For instance this is what we used for the MJO data set of this study, given here by the pair of daily indices of the Real-time Multivariate MJO Index (RMM1, RMM2).
To ensure that the deterministic part of the dynamics is stable, we require that B ijk x i x j x k ⌘ 0 and A ij x i x j > 0 should hold for any x 6 = 0; [Kondrashov et al.(2013) ]. The condition for the linear-part coe cients A is a combination of linear equality and inequality constraints. In particular, skew-symmetry for the o↵-diagonal terms A ij + A ji = 0 reflects the wave propagation nature of MJO in the phase space of the daily (RMM1, RMM2) indices, while the diagonal terms A ii > 0 account for dissipation.
The condition for the quadratic-term coe cients B is satisfied by introducing an appropriate number of linear constraints on the B ijk . In the MJO case, with d = 2, we have B iii ⌘ 0, and skew-symmetry constraints for two pairs of coe cients B jjk + B kjj = 0, and B jkk + B kjk = 0, j 6 = k. The least-square minimization problem with linear constraints is solved using a preconditioned conjugate gradient method; see [Gould et al., 2001] .
By applying this EMR energy-conserving formalism to daily time series of the RMM indices (x 1,n , x 2,n ) for July 1974-June 2005, and including seasonal cycle dependence in F and A, we obtain the following EMR model: sin(!n)
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The matrix S in the main level of Eq. (1) 
The matrix Q in the equation governing the evolution of r
(1) t accounts for the Cholesky decomposition Q T Q of the spatial correlation matrix associated with the last-level regression residual ⇠ t ⌘ r 
This matrix allows us to scale properly the magnitude of the stochastic forcing by two independent normally distributed random variables ⌘ 1 and ⌘ 2 , with ⌘ 1 ⇠ N (0, 0.1704) and ⌘ 2 ⇠ N (0, 0.1688). Note that the multi-level EMR model aims to reproduce the full power spectrum of the RMM indices, interpreted here as the resolved variables x in Eq. (1) of the Main Text, i.e. as the leading MJO modes. Alternatively, we can think of them as selected observables for these modes. The EMR model construction proceeds by estimating the dynamics of the residual r-variables, at the additional levels; the latter are aimed to model the dynamics of the unresolved or unobserved modes. The e↵ective contribution of the r-variables to the dynamics of the RMM indices on the main level may be interpreted as red-noise type forcing with slow-decay time scales, and memory e↵ects related to the past history of the RMM indices also present; [Kondrashov et al.(2013) ].
Practical insights into PNF prediction
Proper initialization for prediction. When performing prediction by using timediscrete formulation of Eq. (1), unobserved r-variables of additional levels have to be properly initialized in cross-validation interval where only observed RMM indices of main level are available. It is easily achieved by explicitly using RHS of Eq. (1), i.e. time series of r-variables are estimated in a backward procedure by going sequentially from the main level to the last, in a same way as it has been described in the previous section for estimating regression residuals when fitting the model in training interval.
Moreover, forward integration for prediction purposes has to be initialized a certain number of time steps back into the past, equal to number of additional levels in Eq. (1). The last level variable r (1) t can be forced either by spatiality correlated random variables ⌘ t (standard EMR prediction) or by chosen PNF noise snippet from the regression residual ⇠ t of the last level in the training interval. Equation (1) is then integrated forward from the last level to the main one over an interval of length equals to the lead-time, the latter corresponding also to the length of the snippet.
Such "backward-forward" procedure ensures initial conditions for the forecast that are consistent with observations in validation interval, and the random forcing introduced at the last level is then properly accounted at the main level beyond start of the forecast.
Snippet selection via Hilbert transform. To select PNF noise snippets associated with a particular t ⇤ (the forecast start time in validation interval), we first perform a Hilbert transform H(s t ) = s t + ih t , where s t denotes the time series of MJO LFM as obtained by applying SSA to either RMM1 or RMM2 index. The instantaneous phase t is uniquely defined as t = arctan(h t /s t ) and can be thus determined for all data points up to the forecast start time t ⇤ . The noise snippets -whose length equals the forecast lead -are then selected from the history of ⇠ t (as determined by EMR during the training interval) for LFM phase values t that fall within a small ✏ -neighborhood of ⇤ t , the value at the forecast start time t ⇤ . We used ✏ ⇡ 0.1⇡, resulting in a typical subset of ⇡ 500 ensemble members -out of a maximum possible number of ⇡ 11000, the total number of days in the training interval. In addition, we refined further this subset of noise snippets by choosing only those that correspond to initial states in the raw RMM data closest to those at forecast start t ⇤ . This final ensemble of noise snippets reduces then to a fixed size of 20 members per t ⇤ .
Behavior of individual members from PNF ensemble. The prediction by averaging over the PNF ensemble aims to follow the smooth behavior of the MJO's LFM, as captured by SSA. Therefore, its phase speed is not expected to exhibit abrupt local changes.
This behavior, which is clearly due to averaging, is not shared by individual ensemble members. To illustrate this point, we included below separate plots for 20 individual members of the PNF ensemble used for the MJO case presented in Fig. 1c of the Main Text. These 20 members are ranked by increasing bivariate root-mean-square error with respect to the true evolution over 30 days. The 20 plots illustrate very rich dynamics for individual trajectories, including both slow-down and acceleration in RMM phase space. This rich dynamics can be attributed to the dynamical interaction between the multi-level variables of the low-order model and the PNF selection of the driving noise at the last level. Note that the leading PNF ensemble members (ranked 1 through 3 below) come very close to actual MJO evolution over 30 days. 
