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Re´sume´
Ce me´moire aborde le proble`me de la qualite´ du logiciel et plus particulie`rement de sa
maintenabilite´. Ce the`me, de´ja` traite´ par de nombreux auteurs, est analyse´ ici dans une ap-
proche oriente´e donne´es. Nous verrons comment le sche´ma des donne´es, la base de donne´es
et les acce`s a` la base de donne´es peuvent, au travers de diffe´rentes techniques, apporter
de nouvelles informations sur la qualite´ du logiciel. Ces informations pourront par la suite
eˆtre utilise´es durant un processus de maintenance. Ce me´moire se situe donc au croisement
de l’inge´nierie du logiciel et des bases de donne´es. La croise´e de ces deux domaines n’a que
peu de fois e´te´ explore´e depuis la mise en e´vidence du proble`me de la qualite´ du logiciel.
Nous pre´senterons dans un premier temps quelques techniques et mode`les existants. Ces
techniques et mode`les seront soit directement lie´s au sujet traite´, soit base´s sur un concept
similaire a` l’analyse des donne´es. Dans un second temps, nous de´velopperons le proble`me
au travers de nouvelles techniques et de nouveaux outils destine´s a` l’analyse de la qualite´
du logiciel. Au fil des de´veloppements, nous tenterons d’e´tablir des liens concrets entre
les outils de´veloppe´s et les taˆches de maintenance. Nous illustrerons e´galement certaines
the´ories par une mise en pratique et des e´tudes de cas.
Abstract
This thesis addresses the problem of the software quality and particularly of the main-
tainability. These two subjects have already been analyzed by many authors. However they
will be analyzed here under a data-centred approach. We will see how the data schemas,
the databases and the access to the databases can bring new information on the software
quality. For that, we will have to develop many different tools, which will give us new in-
formation. Thereafter this new information could be used during maintenance’s process.
Then this thesis lies in the cross-road between the software engineering and the databases.
This two domains’ intersection was rarely studied since the underlining of the software
quality problem. In the first time we will present some existing techniques and models. Se-
condly we will develop the problem trough new techniques and tools, bounded to analyse
the software quality. Throughout these developments we will attempt to establish concrete
links between the developed tools and the maintenance’s tasks. We will also illustrate some
theories trough practice and case studies.
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Chapitre 1
Introduction
Depuis les anne´es ’80, le proble`me de la qualite´ du logiciel a tenu une part de plus en
plus importante dans les diffe´rents processus lie´s au logiciel, comme le de´veloppement,
la maintenance, etc. Les principes de la qualite´ du logiciel, regroupe´s dans le domaine de
l’inge´nierie du logiciel, ont pour buts d’ame´liorer, d’estimer et de controˆler la qualite´ de
l’application. A l’instar de la qualite´ des processus de de´veloppement, celle du logiciel
sous-tend un but e´conomique. Par exemple, un client, pour des raisons internes a` son en-
treprise, souhaite obtenir une application re´pondant a` certains crite`res de performance. Les
de´veloppeurs, quant a` eux, souhaitent pouvoir pre´voir le couˆt de la maintenance. Les ca-
racte´ristiques lie´es a` la qualite´ d’un logiciel sont donc devenues presque aussi importantes
que les fonctionnalite´s qu’il imple´mente.
Bien suˆr, ces caracte´ristiques sont nombreuses et ont e´te´ analyse´es et mesure´es de mul-
tiples fac¸ons depuis la cre´ation de l’inge´nierie des logiciels. Toutefois, il semble que les
diffe´rents auteurs se soient principalement concentre´s sur ce que pouvait apporter les docu-
ments de conception de l’application et sur le code de celle-ci. Les ouvrages se rapportant
a` l’influence que peuvent avoir les donne´es, leur structure et les acce`s qui y sont faits,
sont encore peu nombreux a` l’heure actuelle. Nous souhaitons ici explorer cette direction
afin d’ame´liorer les connaissances se rapportant a` la qualite´ du logiciel. Bien e´videmment,
les caracte´ristiques aborde´es seront limite´es en nombre et nous nous concentrerons sur le
concept de maintenabilite´. Notre e´tude fera appel a` des e´le´ments tels que la taille, la com-
plexite´ et la cohe´sion.
La maintenabilite´ exprime la facilite´ avec laquelle un processus de maintenance peut
eˆtre effectue´. Elle est encore de nos jours une des caracte´ristiques des logiciels les plus dif-
ficiles a` e´valuer. Elle est e´galement une des plus importantes. Cette importance a e´te´ e´tablie
dans diffe´rentes e´tudes faisant e´tat des proble`mes et des couˆts de la maintenance. Jusqu’il
y a une dizaine d’anne´es, l’effort consacre´ a` la maintenance n’a cesse´ de croıˆtre en termes
de temps et de couˆts. Dans les anne´es ’80, Boehm [8] pre´sentait de´ja` l’importance de les
controˆler tout en rendant une meilleure qualite´ ge´ne´rale au logiciel et cela afin d’e´viter la
mobilisation inutile de ressources. Par apre`s, diffe´rentes e´tudes ont confirme´ cette ide´e et
ont mis en e´vidence l’importance de la qualite´. Ces e´tudes ont fait e´tat de pre´dictions et
de re´alite´s sur les couˆts de la maintenance. Coleman [13] et Cheaito [9], en regroupant
d’autres e´tudes, ont estime´ ces couˆts. Coleman estimait le couˆt de la maintenance entre
40% et 60% des couˆts de de´veloppement. Cheaito annonc¸ait que, en moyenne, une entre-
prise de´veloppant des logiciels utilisait 60% de ses ressources pour la maintenance. Cette
tendance s’est confirme´e et ces couˆts ont atteint jusqu’a` 75% du budget alloue´ au projet
[42].
Le controˆle des couˆts de maintenance est donc important. Ce controˆle demande de
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ve´rifier la qualite´ de l’application, entre autres avec l’aide d’outils et de the´ories de
l’inge´nierie du logiciel se rapportant a` la maintenabilite´ (ex : [36]). Nous souhaitons, dans
ce me´moire, de´velopper une base the´orique accompagne´e d’outils et de techniques, per-
mettant de comprendre d’ou` proviennent les difficulte´s qui vont eˆtre rencontre´es durant la
maintenance, de quantifier si possible ces difficulte´s et de pouvoir comparer diffe´rentes par-
ties du logiciel selon leur niveau de qualite´. Nous souhaitons donc pouvoir identifier, dans
un logiciel, les e´le´ments pouvant entraıˆner un proble`me de maintenance. Nous espe´rons
apporter de nouvelles re´ponses en abordant le proble`me diffe´remment. Notre but n’est
pas d’ame´liorer explicitement les me´thodes de design et d’imple´mentation des syste`mes.
Nous n’aborderons en effet que les proble`mes lie´s aux logiciels de´ja` de´veloppe´s. Les tech-
niques que nous de´velopperons appartiendront principalement au domaine des me´triques.
Les concepts de me´trique, mode`le et mesure seront de´finis dans la section suivante. Les
outils de´veloppe´s feront appel a` la structure des donne´es, c’est-a`-dire un sche´ma concep-
tuel, logique ou physique, ainsi qu’aux acce`s aux donne´es par des requeˆtes ou par du code
proce´dural.
1.1 Introduction ge´ne´rale au concept de me´trique
Le terme ”me´trique”, bien qu’e´voquant intuitivement la mesure de quelque chose, reste
ge´ne´ralement assez abstrait. C’est pourquoi nous commencerons par de´finir ce que sont
les me´triques en ge´nie logiciel. En plus de cela, nous verrons les grands principes et les
normes de qualite´ du logiciel utilise´s dans ce me´moire. Les concepts suivants proviennent
de la litte´rature et en particulier de l’ouvrage de Fenton et Pfleeger [15] dans lequel sont
rassemble´s et de´taille´s des mode`les et mesures de qualite´, des techniques, etc.
1.1.1 De´finition ge´ne´rale et liste de normes
Les me´triques logicielles appartiennent a` la branche de l’inge´nierie du logiciel. Cette
dernie`re regroupe l’ensemble des techniques qui appliquent une approche d’inge´nieur a` la
construction et au support des produits logiciels. Elle se concentre sur l’imple´mentation de
logiciels d’une manie`re controˆle´e et scientifique. Le controˆle implique e´videmment d’avoir
a` sa disposition un ensemble de techniques, mesures, mode`les, etc., afin de pouvoir observer
et influencer les caracte´ristiques du processus e´tudie´. Le terme scientifique sous-entend une
base the´orique et re´fle´chie qui permet de justifier les outils utilise´s. Les processus de me-
sures sont donc ne´cessaires dans ce contexte. Ils permettent d’observer les caracte´ristiques
de l’objet e´tudie´, d’e´valuer les relations entre ces caracte´ristiques et la qualite´ du logiciel
et de de´crire une solution au proble`me observe´ ou au contraire de constater l’absence de
proble`me.
Le terme me´trique, en ge´nie logiciel, est difficile a` de´finir. En effet, la porte´e de ce terme
s’e´tend dans de nombreuses directions. Fenton et Pfleeger utilisent la de´finition suivante :
”... Software metrics is a term that embraces many activities, all of which involve some
degree of software measurement :
• Cost and effort estimation
• Productivity measures and models
• Data collection
• ... ”
Les me´triques de l’inge´nierie du logiciel regroupent donc de nombreuses activite´s qui
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impliquent toutes a` certains niveaux, un processus de mesure du logiciel 1. Ces activite´s
sont par exemple :
• des estimations du couˆt et de l’effort ;
• des mesures et des mode`les de productivite´ ;
• le rassemblement de donne´es ;
• des mesures et mode`les de qualite´ ;
• des mode`les de fiabilite´ ;
• des e´valuations et mode`les de performance ;
• des outils d’e´valuation de la structure et de la complexite´ d’un logiciel ;
• des estimations de capacite´ et de niveau de compe´tence ;
• des e´valuations de me´thodes et d’outils ;
• ...
Le terme me´trique est toutefois utilise´ pour de´signer d’autres concepts particuliers en-
globe´s par la de´finition ci-dessus. Il est souvent utilise´ pour de´signer le terme de mesure, ce
qui peut se justifier par le fait que le concept de mesure est pre´dominant. L’importance du
fait de mesurer est souligne´ dans la de´finition ge´ne´rale des me´triques et dans celle du ge´nie
logiciel. Il peut e´galement de´signer le mode`le qui, sur base du re´sultat de la mesure de cer-
tains attributs du logiciel, permet de controˆler certains aspects de l’objet mesure´, de situer
les changements ne´cessaires, de conseiller certaines modifications de l’objet, de pre´dire les
e´tats futurs, etc. Par exemple, la complexite´ de´finie par McCabe, que nous aborderons dans
les parties suivantes, constitue un mode`le d’e´valuation de la complexite´, souvent de´signe´
comme une me´trique. De meˆme, un mode`le de pre´diction du nombre de lignes de code en
fonction de la taille du sche´ma des donne´es est parfois appele´ me´trique. Nous garderons
donc la terminologie suivante, le terme mesure se rapportera a` l’e´valuation de la valeur
d’un attribut direct de l’objet analyse´. Le re´sultat sera donc la valeur d’une caracte´ristique
de l’objet. Le terme mode`le se rapportera a` un ensemble d’ope´rations et de formules qui
vont faire intervenir le re´sultat d’une ou plusieurs mesures afin de pre´dire un aspect du
logiciel.
1.1.2 Enjeux des me´triques
Le couˆt d’un logiciel est bien entendu l’un des enjeux principaux pour tous les pro-
cessus lie´s au logiciel, autant pour le client que pour le de´veloppeur. Ce couˆt a e´te´ un des
premiers aspects e´tudie´s en ge´nie logiciel. Ne´anmoins, la qualite´ du logiciel est e´galement
fondamentale et fait maintenant pleinement partie des exigences du client. Certaines exi-
gences de qualite´ sont demande´es par le client, comme par exemple la performance ou la fa-
cilite´ d’utilisation des interfaces. D’autres qualite´s sont plus spe´cifiques aux de´veloppeurs,
comme la re´utilisabilite´ ou la maintenabilite´. Elles ont un impact a` plus long terme mais
sont e´galement ne´cessaires.
Comme le pre´sente Boehm [8], le controˆle de la qualite´ n’implique pas ne´cessairement
une perte en termes d’efforts et de couˆts. L’absence d’un controˆle engendre une e´conomie
en termes d’efforts mais repre´sente e´galement un risque qui peut eˆtre significatif, comme
l’ont montre´ les diffe´rentes e´tudes re´alise´es sur les re´sultats de projets de de´veloppement
[2], [32], [33] ainsi que celles sur le couˆt de la maintenance [35], [6], [32]. La prise
en compte de la qualite´ peut, par contre, apporter des informations vitales lors du
de´veloppement et permettre d’e´viter un e´chec. L’enjeu des me´triques se situe donc a` ce
niveau.
Le couˆt ne´cessaire a` la mise en place de mode`les et mesures varie mais peut eˆtre mi-
1Le terme logiciel est utilise´ au sens large, c’est-a`-dire qu’il reprend le syste`me, les divers documents et toutes
les donne´es lie´es au projet, que ce soit pendant le de´veloppement, pendant un processus de maintenance ou encore
durant l’utilisation du syste`me.
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nime si ceux-ci sont inte´gre´s dans des outils, ou encore CASE tool2. L’automatisation des
mesures et mode`les constitue un proble`me que beaucoup tentent e´videmment de re´soudre.
C’est par exemple le cas lorsque la mesure fait intervenir une e´valuation dont les re´sultats
varient d’un expert a` l’autre, ou encore une caracte´ristique externe au logiciel, qui change
en fonction de l’environnement. Un outil ne peut alors plus e´valuer correctement la situa-
tion sans une aide exte´rieure.
La mise en place d’une analyse automatise´e, au travers d’un outil, permet de diminuer
le couˆt par rapport a` une analyse e´quivalente re´alise´e par un expert. Un tel outil four-
nit e´galement un gain de temps important. Etant donne´ ces avantages, nous tenterons de
ne de´velopper que de nouveaux mode`les et mesures, construits de fac¸on a` pouvoir eˆtre
automatise´s. Nous verrons e´galement que les re´sultats de certaines mesures subjectives 3
peuvent eˆtre approche´s par des mode`les et mesures automatisables.
1.1.3 Quelques mesures et mode`les
Afin d’illustrer les notions de mesures et mode`les, voici quelques brefs exemples parmi
les plus connus.
Un logiciel pre´sente plusieurs caracte´ristiques. Celles-ci peuvent ne de´pendre que
du logiciel, ou alors eˆtre influence´es par des e´le´ments externes, comme par exemple la
compe´tence d’un programmeur. Fenton [15] fait souvent l’analogie avec l’eˆtre humain,
mais cette comparaison peut-eˆtre faite avec n’importe quel objet et meˆme avec des choses
immate´rielles (ex : le temps, la pression atmosphe´rique, etc.). De nos jours, il semble natu-
rel pour l’homme de pouvoir tout quantifier et mesurer.
Beaucoup de mode`les ont e´te´ propose´s et reconnus dans un premier temps pour eˆtre fi-
nalement rejete´s, soit parce qu’ils n’e´taient pas de´montre´s empiriquement, soit parce qu’ils
ont e´te´ remplace´s par un autre mode`le ou encore re´fute´s. C’est par exemple le cas de la com-
plexite´ de Halstead [30] qui fait appel a` une mesure du nombre de symboles et d’ope´rateurs
se trouvant dans le code d’une application afin d’en de´terminer la complexite´ au travers
d’un calcul logarithmique. Cette me´thode s’appuie sur les sciences humaines. Une des ap-
plications les plus inte´ressantes de cette mesure a e´te´ l’estimation du temps ne´cessaire a`
un eˆtre humain pour comprendre le code d’une application. Malgre´ le fait que la mesure
e´tait automatisable, la complexite´ de Halstead fut rejete´e par la communaute´ a` cause de son
manque de fondement dans l’e´valuation de la complexite´ du code.
D’autres mode`les et mesures sont toujours utilise´s alors qu’ils sont mis en doute. C’est
le cas par exemple de la complexite´ de McCabe [39] qui caracte´rise la complexite´ du logi-
ciel en fonction du nombre de noeuds de de´cision se trouvant dans les diffe´rents modules
ou diffe´rentes fonctions de l’application. McCabe donne e´galement dans son mode`le une
valeur de complexite´ a` ne pas de´passer, celle-ci e´tant de 10. La complexite´ de McCabe est
encore utilise´e de nos jours et a e´te´ inte´gre´e dans de nombreux mode`les. Elle est toutefois
remise en question e´tant donne´ l’e´volution des langages, le manque de validation the´orique
et les variations des re´sultats empiriques.
Une mesure classique et toujours d’actualite´ est le nombre de lignes de code. Cette
mesure calcule une taille physique du code. Il existe plusieurs fac¸ons de mesurer la taille
du code, certains e´le´ments du code ne devant pas eˆtre pris en compte, selon les choix
des analystes. On peut par exemple conside´rer tout le fichier ou ne pas compter les lignes
vides ainsi que celles de commentaires. On peut e´galement conside´rer le nombre de lignes
comme e´tant le nombre d’instructions dans le code. Ces choix doivent eˆtre faits avant de
2CASE (Computer-aided software engineering) tool : Outils de soutien aux processus de de´veloppement et/ou
de maintenance des logiciels.
3Nous conside`rerons une mesure comme e´tant subjective lorsqu’elle peut founir des re´sultats diffe´rents, dans
un meˆme environnement et sur le meˆme objet, en fonction des jugements d’experts.
Introduction ge´ne´rale au concept de me´trique 17
commencer le processus de mesure. Bien que cette mesure soit critique´e, en particulier a`
cause de la re´utilisation de code, modules, classes, etc., elle est toujours couramment uti-
lise´e et intervient notamment dans les mode`les estimant la productivite´ des programmeurs
et dans l’estimation de certains processus logiciels.
La performance est une qualite´ du logiciel qui concerne, par exemple, le temps
ne´cessaire a` une application pour la re´alisation d’une ou plusieurs ope´rations. Elle peut
eˆtre une contrainte impose´e par le client. Son e´valuation peut se faire par estimation ou
directement pendant l’exe´cution du logiciel qui peut eˆtre re´alise´e dans diffe´rents milieux
(situations re´elles d’utilisation du logiciel, milieux ferme´s, etc.). On peut par exemple me-
surer les temps d’acce`s d’une application a` une fonction d’une autre application en passant
par un re´seau, le temps de lecture dans une base de donne´es ou encore simplement le temps
d’exe´cution d’une fonction du programme. Elle peut donc eˆtre mesure´e directement ou es-
time´e en utilisant des mode`les pre´dictifs comme c’est le cas par exemple pour des acce`s a`
une base de donne´es [27].
1.1.4 Classifications des me´triques
Les me´triques regroupent des mode`les et mesures dont les approches et moments d’uti-
lisation varient fortement. Par exemple, ils peuvent eˆtre utilise´s au de´but du de´veloppement
a` partir des premiers documents de design et de conception, afin d’estimer la taille du lo-
giciel, que celle-ci soit en lignes de code ou en terme de fonctions, etc. On peut aussi faire
appel a` des mesures base´es sur le code de l’application. Celles-ci seront alors utilise´es
apre`s le de´veloppement. Le moment auquel elles s’utilisent n’est pas le seul moyen de les
diffe´rencier.
La se´lection d’un ensemble de mode`les se fait ge´ne´ralement en fonction des attributs
et qualite´s du logiciel qui doivent eˆtre e´value´s[15], [17], [23]. Un mode`le est donc choisi
en fonction de ce sur quoi porte son re´sultat, de l’information qu’il va apporter. Il s’agit de
l’approche la plus naturelle, utilise´e lorsque l’on sait ce qui doit eˆtre mesure´, par exemple,
la taille, le nombre de fautes par module, la complexite´ d’un module, l’efficacite´, etc. Ce
me´moire sera principalement consacre´ a` la maintenabilite´. Les mesures que nous aborde-
rons par apre`s devraient donc permettre de controˆler, d’accroıˆtre ou encore de situer les
proble`mes lie´s a` la maintenabilite´.
Les mode`les de mesures peuvent e´galement eˆtre regroupe´s en fonction des inputs qui
leurs sont ne´cessaires. Les principaux inputs sont le code, les documents de conception et
les donne´es sur le processus de de´veloppement. Comme nous l’avons dit pre´ce´demment,
nous utiliserons le code et les sche´mas de´crivant la structure des donne´es. Il est e´galement
possible de classer les mesures en fonction des aspects analyse´s. Les aspects les plus cou-
rants sont ceux concernant les donne´es, les flux et les e´tats. Ces aspects particuliers sont
utilise´s lors de l’analyse du syste`me, que ce soit au travers du code ou de certains docu-
ments.
Il existe bien e´videment plusieurs mode`les ge´ne´raux de qualite´ [34], [15], [23], [16]
de´finissant les caracte´ristiques que les auteurs ont juge´ ne´cessaire de formaliser. Ceux-ci
mettent en e´vidence les proble`mes rencontre´s lors de la conception d’une mesure ou d’un
mode`le. Ils permettent aussi de formaliser la mesure ou le mode`le. Par exemple, certaines
mesures me´langent des re´sultats dont les e´chelles de valeurs ne sont pas de meˆme type
(ex : ordinal, absolu, ratio, etc.). Un autre proble`me observe´ et qu’un framework ge´ne´ral
peut aider a` re´soudre, est que la mesure utilise´e ne donne pas un re´sultat du meˆme type
que celui qu’elle devait fournir. Dans ce cas, la mesure, bien que critiquable, peut toutefois
fournir des informations utiles.
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1.1.5 Utilisation ge´ne´rale des me´triques
Une premie`re fac¸on d’utiliser les mode`les et mesures a pour but d’e´valuer ce qui
n’existe pas encore. C’est le cas pour une grande partie des mode`les utilisant comme entre´es
les documents de conception et de design. Les diagrammes UML vont par exemple servir
a` estimer la taille de l’application. Parmi ceux-ci, on retrouve les mesures de points de
fonction [3] [21] [1] qui font appel a` un sche´ma conceptuel des donne´es et aux cas d’uti-
lisation UML. La deuxie`me fac¸on d’utiliser les mode`les et mesures consiste a` ve´rifier ce
qui a de´ja` e´te´ accompli. Le code de l’application est souvent associe´ a` ce type de mesures.
Toutefois, l’utilisation du code, des documents de conception, etc., n’est pas restreinte soit
a` l’e´valuation de l’existant, soit a` la pre´diction sur ce qui est encore a` faire. Il existe des
mode`les faisant appel au code pour la pre´diction, comme on le fait pour la maintenance et il
existe e´galement des mode`les ve´rifiant le rendement des designers, la clarte´ d’un document
de conception, ou encore la re´utilisabilite´ a` partir d’un sche´ma. Un exemple concret est la
mesure du couplage a` partir de diagrammes UML.
Il devient donc inte´ressant de meˆler ces deux approches afin d’obtenir plus d’infor-
mations. Cette me´thode va eˆtre applique´e ici puisque nous allons utiliser en meˆme temps
un document de conception, le sche´ma de la base de donne´es, et le code de l’application.
Jusqu’a` pre´sent, aucun lien fort entre la base de donne´es et l’application n’a e´te´ mis en
e´vidence. Nous allons donc tout d’abord e´valuer ce que la base de donne´es peut apporter
comme informations utiles sur elle-meˆme. Nous e´tudierons ensuite l’application au travers
des informations obtenues sur la base de donne´es.
1.2 A propos de ce me´moire
Avant de poursuivre plus en avant le de´veloppement du proble`me, il est ne´cessaire de
pre´senter les limites dans lesquelles va s’inscrire ce me´moire. Il se situe dans un contexte
exploratoire. En effet, le proble`me pose´ dans ce me´moire n’a pas encore e´te´ de´veloppe´
ou alors de fac¸on tre`s ponctuelle dans quelques articles. De plus, les de´veloppements em-
piriques que nous pre´senterons dans ce me´moire, ne permettront pas de ve´rifier et valider
l’ensemble des techniques et outils qui seront de´veloppe´s. Ces phases de validation devront
donc eˆtre re´alise´es dans des travaux ulte´rieurs. Le domaine d’application de ce me´moire se
concentre sur la maintenabilite´ du logiciel. Ce choix permet de limiter le proble`me et nous
permet donc de nous concentrer sur un domaine restreint, mais qui reste encore assez vaste
et important pour l’inge´nierie logicielle.
Les objectifs de ce me´moire sont de fournir une base the´orique et pratique, qui pourra
eˆtre utilise´e dans de futurs de´veloppements. Les techniques et outils qui seront de´veloppe´s
pourront se baser directement ou par similarite´ sur des travaux existant. Nous proposerons
e´galement des ide´es neuves. Nous espe´rons que ces nouvelles techniques et nouveaux outils
permettront de progresser dans l’e´valuation de la qualite´ du logiciel et dans l’identification
des proble`mes de la qualite´. Par ”e´valuation de la qualite´ du logiciel”, nous entendons la
mise en place d’outils permettant de quantifier la qualite´ d’un produit logiciel. L’identi-
fication des proble`mes correspond a` la mise en place d’outils permettant d’identifier les
parties du logiciel qui seront probablement difficiles a` maintenir. La partie ”identification
des proble`mes” correspond e´galement a` la cre´ation d’outils qui permettront d’identifier le
type de proble`me.
Ce me´moire de´butera par un chapitre d’introduction sur la qualite´ du logiciel et les
me´thodes existantes. La qualite´ du logiciel sera aborde´e au moyen de mode`les de la qua-
lite´, reconnus par la communaute´, et constituera la premie`re partie du chapitre 2. Un e´tat
de l’art sera e´galement pre´sente´ dans la deuxie`me partie du chapitre 2. Il abordera plus
en de´tails les concepts e´tudie´s par les me´triques ainsi que certains mode`les et mesures. Le
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chapitre 3 sera constitue´ du de´veloppement the´orique de la maintenabilite´ vue au travers
des bases de donne´es. Nous aurons l’occasion, dans le chapitre 4, d’e´tudier par la pratique,
certains des outils de´veloppe´s au chapitre pre´ce´dent. Les 2 derniers chapitres regroupe-
ront respectivement les observations et conclusions re´sultant de la mise en pratique, et les
conclusions ge´ne´rales de ce me´moire ainsi que les futures recherches.
Chapitre 2
Qualite´ du logiciel
Ce chapitre va eˆtre organise´ en deux parties. La premie`re pre´sentera la qualite´ du logi-
ciel en ge´ne´ral au travers de mode`les ISO9126 [17] et de McCall [40]. Dans la deuxie`me
partie, nous pre´senterons certains mode`les et mesures de la maintenabilite´.
2.1 Qualite´ du logiciel : principes ge´ne´raux
Afin de situer les proble`mes qui vont eˆtre aborde´s, l’utilisation d’un mode`le de qua-
lite´ est inte´ressante. D’une part, un mode`le permet d’exprimer des concepts abstraits de
manie`re claire et, d’autre part, certains mode`les sont ge´ne´ralement reconnus par l’ensemble
de la communaute´. Nous pre´senterons ici deux mode`les distincts. Le premier est celui de
la norme ISO 9126 (2e`me publication) et le deuxie`me est celui de McCall dont s’est ins-
pire´ la norme ISO 9126. Il est important de pouvoir de´terminer ce qui va eˆtre mesure´ car
beaucoup d’e´checs de mode`les et mesures sont duˆs a` une mauvaise compre´hension de ce
qu’ils mesuraient exactement. Ces mode`les nous serviront donc de ligne de conduite durant
le de´veloppement de nouvelles me´thodes.
2.1.1 Classification ISO et mode`le de McCall
La classification donne´e par ISO/IEC constitue un standard pour l’e´valuation de la qua-
lite´ logicielle. La premie`re version de´veloppe´e en 1991 a` e´te´ remanie´e afin de pre´ciser
certaines caracte´ristiques des logiciels. La deuxie`me publication que nous utiliserons a eu
lieu en 2001. La norme a e´te´ e´crite a` partir de mode`les existant, dont ceux de Boehm et Mc-
Call. Dans cette norme, la qualite´ d’un produit logiciel peut eˆtre e´value´e en mesurant des
attributs internes, externes ou encore en mesurant la qualite´ lors d’une utilisation du pro-
duit. La qualite´ est de´compose´e en six caracte´ristiques, elles-meˆmes posse´dant plusieurs
sous-caracte´ristiques comme le montre le sche´ma, a` la figure 2.1.
Chacune de ces caracte´ristiques et sous-caracte´ristiques peut eˆtre e´tudie´e sous trois
aspects diffe´rents :
• Interne ;
• Externe ;
• Lors d’une utilisation.
Nous ne verrons ici que les aspects internes e´tant donne´ les moyens ne´cessaires a` une
e´valuation externe. Les valeurs des caracte´ristiques externes et en utilisation de´pendent en
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FIG. 2.1 – Mode`le de la qualite´ du logiciel, ISO/IEC 9126 [17]
effet de facteurs exte´rieurs au logiciel. Ces facteurs sont, par exemple, les compe´tences
de la personne charge´e du processus de maintenance ou encore les compe´tences d’un uti-
lisateur face au syste`me. Les aspects internes ne de´pendent, quant a` eux, que de facteurs
internes au logiciel. La diffe´rence entre interne et externe peut sembler ambigu¨e. L’exemple
suivant pre´cise cette diffe´rence dans le cas de la maintenabilite´. Dans le cadre d’un proces-
sus de maintenance, le nombre et le type d’erreurs restant dans le logiciel est un e´le´ment
interne de la maintenabilite´. En effet, quel que soit l’environnement, ce nombre ne change
pas. Le temps ne´cessaire a` la correction de ces erreurs de´pend, en revanche, des capacite´s
de l’analyste et de l’erreur elle-meˆme. Les caracte´ristiques externes peuvent e´galement ser-
vir a` valider des hypothe`ses faites au sujet l’influence des caracte´ristiques internes sur les
caracte´ristiques externes. Dans des environnements externes e´quivalents, les valeurs des
caracte´ristiques ou sous-caracte´ristiques externes permettent, en effet, d’e´tudier l’influence
de l’aspect interne. Cette validation empirique est ne´cessaire et doit, pour certains mode`les,
eˆtre re´alise´e pour chaque entreprise afin de calibrer des parame`tres du mode`le ou de la
mesure.
En plus de caracte´ristiques, la norme de´finit e´galement le concept d’attribut du logiciel.
Un attribut repre´sente une proprie´te´ d’un produit logiciel. Les attributs peuvent eˆtre soit
internes, soit externes et il existe une relation entre les attributs internes et externes. Les
attributs internes et externes permettent respectivement de quantifier une ou plusieurs qua-
lite´s internes et externes du logiciel. La norme pre´sente des mesures purement internes qui
sont utilise´es pour mesurer certains attributs du design du logiciel ou du code. Le re´sultat
de ces mesures permet d’e´valuer en totalite´ ou en partie la valeur d’une ou plusieurs ca-
racte´ristiques et sous-caracte´ristiques du logiciel. Ces mesures correspondent a` la de´finition
de mesure que nous avons vue dans la section 1.1.1.
La maintenabilite´ e´tant le point central de ce me´moire, voici sa de´finition dans la norme
ISO/IEC 9126 :
”The capability of the software product to be modified. Modifications may include
corrections, improvements or adaptation of software to changes in environment, and in
requirements and functional specifications.”
La maintenabilite´ d’un produit logiciel correspond a` sa capacite´ a` eˆtre modifie´. Les mo-
difications peuvent inclure des corrections, des ame´liorations ou une adaptation du logi-
ciel a` des changements dans l’environnement, dans les exigences et dans les spe´cifications
fonctionnelles. Parmi les cinq sous-caracte´ristiques de la maintenabilite´ propose´es dans
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le mode`le de la norme ISO, seules deux ont e´te´ reprises. Celles-ci sont l’analysibilite´ et
l’e´volutivite´.
• Analysibilite´ : ”The capability of the software product to be diagnosed for defi-
ciencies or causes of failures in the software, or for the parts to be modified to be
identified.” L’analysibilite´ correspond donc a` la facilite´ avec laquelle il est possible
d’identifier les de´ficiences et les causes d’erreurs dans le produit logiciel ainsi que la
facilite´ avec laquelle on peut identifier les parties qui doivent eˆtre modifie´es.
• E´volutivite´ : ”The capacity of the software product to enable a specified modification
to be implemented.” Le terme anglais utilise´ dans la norme est ” changeability ”, que
nous avons traduit ici par ” e´volutivite´ ”. L’e´volutivite´ est donc la capacite´ du logiciel
a` permettre a` une certaine modification d’eˆtre imple´mente´e.
Comme nous l’avons dit pre´ce´demment, il existe d’autres sous-caracte´ristiques de la
maintenabilite´. Celles-ci sont la stabilite´, la testabilite´ et la maintenabilite´ ge´ne´rale. La
maintenabilite´ ge´ne´rale repre´sente la maintenabilite´ moyenne calcule´e a` partir des autres
sous-caracte´ristiques de la maintenabilite´. La testabilite´ est la capacite´ du produit logiciel
a` eˆtre valide´, teste´ apre`s un changement du syste`me ( ”The capability of the software pro-
duct to enable modified software to be validated.” [17]). La stabilite´ est la capacite´ du
produit logiciel a` e´viter des effets inattendus suite a` une modification du produit logiciel.
On constate que les de´finitions se trouvant dans la norme ISO restent assez vagues contrai-
rement a` d’autres mode`les. Bien qu’une marche a` suivre pour l’utilisation des mode`les et
mesures soit de´finie, la norme aborde assez peu la fac¸on dont ils peuvent eˆtre utilise´s pour
mesurer les attributs et caracte´ristiques du logiciel.
En ce qui concerne le choix des sous-caracte´ristiques, nous avons retenu celles qui in-
tuitivement semblent avoir le plus de relation avec les objectifs de´crits a` la fin du chapitre 1.
Le mode`le suivant, celui de McCall, a` la figure 2.2, posse`de une structure semblable a`
celui se trouvant dans la norme. Toutefois, les caracte´ristiques de la qualite´ logicielle sont
divise´es en sous-caracte´ristiques qui se rapprochent plus des attributs internes du logiciel.
Ce mode`le est construit sur base de l’utilisation faite du produit final (une utilisation, une
re´vision ou une transition du produit). Voici la partie du mode`le concernant la maintenabi-
lite´. L’ensemble du mode`le est pre´sente´ dans l’ouvrage de McCall [40].
FIG. 2.2 – Mode`le de la qualite´ du logiciel de McCall [40]
Les e´le´ments de ce mode`le sont diffe´rents de ceux de la norme puisque McCall parle
d’utilisation faite du produit pour l’e´le´ment le plus a` gauche, c’est-a`-dire la re´vision d’un
produit. La maintenabilite´ est un facteur et non plus une caracte´ristique. Finalement, on
parlera de crite`res pour la cohe´rence, la simplicite´,etc. L’inte´reˆt de ce mode`le re´side dans
le fait que McCall y a pre´sente´ explicitement les attributs internes, ou du moins les classes
d’attributs internes du logiciel. Ces attributs internes influencent la caracte´ristique e´tudie´e.
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2.1.2 La maintenabilite´, ses sous-caracte´ristiques et leurs attributs
Nous avons de´fini la maintenabilite´ ainsi que les sous-caracte´ristiques que nous allons
e´tudier. Cette section pre´sente les attributs qui vont eˆtre utilise´s pour l’analyse de la main-
tenabilite´. Il ne s’agit ici que d’une pre´sentation bre`ve des attributs internes. Ceux-ci seront
de´taille´s dans le chapitre 3 consacre´ aux nouvelles techniques et outils ainsi qu’a` la section
2.2.
Le premier attribut est la taille. La taille d’un produit logiciel n’est ge´ne´ralement pas
utilise´e comme un attribut interne intervenant dans les mode`les de qualite´. La taille permet
ne´anmoins de calculer les couˆts du logiciel et reveˆt donc une grande importance. La taille
va eˆtre aborde´e ici de deux manie`res diffe´rentes. Tout d’abord en termes de lignes de code
et ensuite en termes de fonctions.
Nous verrons ensuite la complexite´, car son influence sur la maintenabilite´ est reconnue.
Il existe e´galement plusieurs types de complexite´. La complexite´ structurelle du code est
e´tudie´e au travers d’un graphe repre´sentant le code d’une fonction ou d’un module de
l’application. L’autre complexite´ aborde´e par la suite, sera la complexite´ ”cognitive”, qui
s’approche le plus de ce qu’on entend ge´ne´ralement par complexite´. Elle regroupe la notion
de structure, mais e´galement la notion de sens. Elle e´tudie la difficulte´ avec laquelle un
produit logiciel peut eˆtre compris. La complexite´ est aussi lie´e a` la simplicite´ et la concision
, qui influencent la maintenabilite´ d’un syste`me [40].
Enfin, la cohe´sion est un attribut souvent utilise´ lors d’une estimation de la qualite´ d’un
programme e´crit en oriente´ objet mais elle trouve aussi son utilite´ dans d’autres langages
et dans d’autres contextes. Par exemple, la cohe´sion d’un logiciel peut eˆtre centre´e sur les
donne´es et leur utilisation.
2.1.3 Utilite´ d’une telle classification
Nous avons choisi d’utiliser ces deux mode`les afin de pouvoir de´finir de nouvelles
me´thodes qui, d’une part, se rapprochent plus de la norme ISO/IEC et, d’autre part, restent
assez pratiques dans l’e´valuation de la qualite´ du logiciel. Ces deux mode`les restent assez
proches. En effet, bien que pre´sente´ en 1977, le mode`le de McCall contient les meˆmes
caracte´ristiques que la norme ISO 9126 et permet de de´finir plus pre´cise´ment les attributs a`
mesurer pour estimer les caracte´ristiques. La norme ISO, quant a` elle, formalise les aspects
internes et externes de la qualite´ d’un logiciel, ainsi que de nouvelles sous-caracte´ristiques.
La norme ISO permet donc de rester a` un niveau d’abstraction assez e´leve´ et offre certaines
liberte´s quant a` la mise en place du mode`le.
2.2 Applications a` la maintenabilite´
Avant de commencer le de´veloppement de nouvelles techniques et me´thodes, il est im-
portant d’analyser les travaux existant. Cette analyse va mettre en e´vidence les techniques
utilisant la meˆme approche que celle de´crite dans ce me´moire, c’est-a`-dire l’e´valuation
de la qualite´ a` partir des bases de donne´es et des acce`s aux donne´es. Elle va e´galement
pre´senter des techniques ayant leur utilite´ dans les processus de maintenance dont les
concepts peuvent eˆtre adapte´s aux bases de donne´es. Evidemment, une adaptation des
mode`les de´ja` valide´s ne permettra pas de valider automatiquement les nouveaux mode`les
de´rive´s. En effet, les validations empiriques re´alise´es pour les mode`les existant ne seront
plus utilisables e´tant donne´ les changements de domaines, d’objets, etc., constituant le nou-
veau mode`le. Les mode`les de´veloppe´s par la suite demanderont donc de nouvelles e´tudes
empiriques afin d’eˆtre valide´s.
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2.2.1 Mode`les de la norme ISO/IEC 9126
La norme ISO/IEC 9126 propose un ensemble de mode`les lie´s a` la maintenabilite´.
La classification de ceux-ci se fait sur base du type de mode`les, c’est-a`-dire interne ou
externe ainsi que sur la sous-caracte´ristique concerne´e. Dans cette section, nous donnerons
les mode`les les plus inte´ressants, qui peuvent avoir une relation avec les principes d’analyse
de la qualite´ de´veloppe´s dans ce me´moire. Les points suivants sont de type externe et font
donc intervenir des e´le´ments exte´rieurs au logiciel.
• L’analysibilite´ et l’e´tude des capacite´s de diagnostic : il existe plusieurs fac¸ons d’es-
timer cette capacite´. Seuls deux mode`les ont e´te´ retenus. Ceux-ci concernent le diag-
nostic d’erreurs, c’est a` dire l’identification et la compre´hension d’une erreur. Le
premier mode`le est :
X = A/B
ou` A est le nombre d’erreurs que l’analyste a pu de´tecter et B est le nombre total
d’erreurs. Le second donne la capacite´ a` analyser l’erreur, dont la formule est :
X = 1−A/B
ou` A est le nombre d’erreurs dont les causes ne sont toujours pas comprises et B
le nombre total d’erreurs de´ja` trouve´es. Afin d’ame´liorer ces re´sultats, un processus
d’aide a` l’identification des erreurs est inte´ressant a` mettre en place. Ce processus
aurait pour but d’identifier les structures complexes, induisant en erreur, ou encore
les modules dont les activite´s qu’ils prennent en charge sont trop diffe´rentes, etc.
• L’e´volutivite´ et la complexite´ : un seul mode`le est repris ici. Il s’agit d’e´tablir la
complexite´ d’une modification faite par une personne charge´e de la maintenance. La
formule utilise´e est la suivante :
T = Sum(A/B)/N
ou` A est le temps passe´ sur le changement, B est la taille du changement et N est le
nombre de changements. Bien que de´pendant fortement des compe´tences du main-
teneur, cette formule fait e´galement intervenir des attributs internes de l’e´le´ment a`
changer. Le plus e´vident est la taille, mais la complexite´ du code ou du sche´ma, la
cohe´sion, le couplage, etc., influencent e´galement la difficulte´ de la taˆche. Toutes les
informations concernant les proble`mes identifie´s facilitent donc la taˆche de l’ana-
lyste.
Les mode`les e´valuant des caracte´ristiques externes font intervenir des parame`tres qui ne
peuvent eˆtre estime´s en analysant les donne´es ou le code. Pour cette raison, nous mettrons
principalement en place par la suite des outils de diagnostic utilisant des attributs internes.
Ces outils auront pour but d’identifier les proble`mes possibles du logiciel en terme de main-
tenabilite´ et s’appuieront sur une e´valuation des attributs internes au produit mesure´.
Les mode`les qui viennent d’eˆtre pre´sente´s nous ont semble´ eˆtre les plus en relation avec
les attributs internes du logiciel. Il existe bien entendu d’autres mode`les que nous n’avons
pas souhaite´s reprendre ici.
2.2.2 Concepts et notions caracte´risant le logiciel
Cette section de´taille quelques attributs, mode`les et mesures existant dans l’ensemble
de l’inge´nierie du logiciel et pouvant eˆtre adapte´s aux bases de donne´es et a` leurs acce`s.
Les attributs internes au logiciel sont les e´le´ments les plus souvent utilise´s lors d’une
e´valuation de la qualite´ d’une application. Cela est duˆ a` leur aspect concret et a` l’exis-
tence de nombreuses me´thodes leur garantissant une utilisation pratique. Toutefois ces at-
tributs ne permettent pas a` eux seuls de calculer, par exemple, l’analysibilite´ d’un syste`me
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e´tant donne´ l’intervention de caracte´ristiques externes. Malgre´ cela, de nombreux travaux
ont e´tudie´ et quantifie´ la relation existant entre ces attributs et les caracte´ristiques du lo-
giciel. D’autre part, ces attributs interviennent e´galement dans les diagnostics de qualite´.
L’exemple le plus probant est la complexite´ de McCabe[39] qui permet d’identifier les
structures complexes dans le code du logiciel. On remarque que cette mesure intervient
e´galement dans certains mode`les quantifiant la maintenabilite´. Cet e´tat de l’art va donc
pre´senter des mode`les et mesures des attributs ge´ne´ralement reconnus.
La taille
La taille d’un logiciel peut eˆtre calcule´e en lignes de code et en points de fonctions[7].
Les lignes de code ont constitue´ la premie`re mesure couramment utilise´e de la taille d’un
programme. Les lignes de code servent ge´ne´ralement a` estimer les couˆts ou un rende-
ment. Leur calcul est simple et automatisable, ce qui les rend attrayantes. Il existe plu-
sieurs me´thodes pour le calcul du nombre de lignes de code. En effet, certaines me´thodes
conside`rent l’ensemble du fichier source, ce qui tient compte des commentaires et des
lignes vides. En supprimant ces deux types de lignes, le re´sultat de la mesure donne exac-
tement le nombre de lignes contenant du code. Mais une instruction peut se trouver sur
plusieurs lignes et une meˆme ligne peut contenir plusieurs instructions. Il existe donc
une mesure de la taille du code, reprise dans les mesures du nombre de lignes de code,
qui compte le nombre d’instructions contenues dans le code. L’e´chelle de mesure a donc
change´ en passant du nombre de lignes de code au nombre d’instructions. Ces mesures
posse`dent des caracte´ristiques que nous exploiterons par la suite. La premie`re est que toutes
ces mesures restent techniques et il est donc simple de mettre en place un algorithme effec-
tuant ce comptage. La deuxie`me caracte´ristique commune, qui a une relation e´troite avec
la premie`re, est que ces mesures s’appuient sur la syntaxe du code, et donc des e´le´ments
”physiques” du code. C’est dans cette approche que de nombreux mode`les comptent les
e´le´ments d’un artefact autre que le code du logiciel. Par exemple, la taille d’un diagramme
de classes UML [38] est e´value´e sur base du nombre de classes, d’attributs et de me´thodes.
L’article pre´sente e´galement un indice de complexite´ pour ces diagrammes. Celui-ci est
e´value´ en fonction du nombre total d’associations et du nombre d’association d’un certain
type (agre´gation, de´pendance, ge´ne´ralisation, etc.). Nous re´utiliserons par la suite ce type
de mesure pour l’analyse des structures de donne´es repre´sente´es sous formes de sche´mas
conceptuels et logiques.
Contrairement au nombre de lignes de code, la taille fonctionnelle analyse les fonctions
propose´es par le logiciel. Cette taille a e´te´ de´veloppe´e par Albrecht [3], puis a e´te´ de´rive´e
en plusieurs mode`les et mesures de taille fonctionnelle. L’analyse de documents ou du code
permet d’estimer le nombre de fonctions du programme ainsi que leur taille respective. Il
est ensuite possible, en tenant compte de certains parame`tres, de de´river une estimation des
SLOC1 du logiciel. Cette mesure est ge´ne´ralement utilise´e pendant l’analyse des besoins
au travers des cas d’utilisation et du diagramme des donne´es. Il n’existe pas de moyen
complet pour automatiser cette mesure, e´tant donne´ l’importance du contexte se´mantique
et pragmatique dans ces documents. Une autre approche a` cette mesure consiste a` de´river
la taille fonctionnelle par une re´tro-inge´nierie du code. Cette me´thode a son utilite´ lorsque
la taille fonctionnelle est inconnue et qu’elle est ne´cessaire pour un nouveau processus et
que la documentation n’est pas suffisante. Cette approche, bien que plus rigoureuse, n’est
pas encore automatise´e malgre´ plusieurs tentatives. Par la suite, nous verrons comment les
bases de donne´es et leurs acce`s, peuvent permettre d’estimer, sous certaines conditions, la
taille fonctionnelle.
1Source Line Of Code.
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La complexite´
Le terme ”complexite´” peut eˆtre interpre´te´ de plusieurs manie`res. La premie`re signi-
fication concerne les the´ories de la calculabilite´ et de la complexite´, on parle alors de la
complexite´ du proble`me et de la solution. La complexite´ de´signe e´galement la difficulte´
avec laquelle une personne parvient a` comprendre le code d’un programme, un sche´ma,
etc. Dans le domaine des me´triques, la complexite´ de´signe e´galement la mesure structu-
relle du code. Cette mesure se base sur une repre´sentation du code sous forme de graphe
de controˆle de flux. Plus ce graphe est complexe, plus le code est conside´re´ comme e´tant
complexe. Nous parlerons, dans ce cas, de complexite´ structurelle. Nous ne conside`rerons
ici que les deux dernie`res significations de la complexite´.
La complexite´ structurelle est certainement la plus connue, en particulier au travers de
la complexite´ cyclomatique de McCabe [39]. Il est possible de repre´senter le code d’un
logiciel sous la forme d’un graphe oriente´. A partir de ce graphe, on peut analyser les
structures du code. On peut de´finir des patterns de bonnes structures qui doivent composer
le code du module analyse´. A partir de ces informations, on peut alors compter le nombre
d’arcs, de noeuds, d’occurrences d’une structure de base ou encore ve´rifier quelle partie du
code ne respecte pas un pattern reconnu.
La complexite´ cyclomatique deMcCabe compte le nombre de noeuds de de´cision d’une
fonction ou d’une me´thode et ajoute 1. Cette mesure est sans doute la plus utilise´e des
mesures de complexite´ structurelle, meˆme si le re´sultat ne prend en compte qu’un aspect
limite´ de la structure du code. La valeur maximum conseille´e par l’auteur de la mesure est
de 10 pour une fonction ou me´thode. En plus d’eˆtre un outil de diagnostic, elle intervient,
comme nous l’avons cite´ pre´ce´demment dans des mode`les e´valuant les caracte´ristiques de
la qualite´. Par exemple, le mode`le suivant [15] [14] :
R = 0.295a− 0.499b+ 0.13c
ou` R est la lisibilite´, a est la taille moyenne normalise´e des variables en nombres de ca-
racte`res, b est le nombre de lignes contenant des instructions et c est la complexite´ cyclo-
matique de McCabe [14].
La complexite´ structurelle ne semble pas avoir e´te´ applique´e aux acce`s re´alise´s sur les
bases de donne´es. Il n’existe en effet pas de mesure de complexite´ spe´cifique aux acce`s
SQL. Pourtant, l’imple´mentation d’une requeˆte demande un effort de la part du program-
meur. Un effort est e´galement ne´cessaire lors de la maintenance. Nous e´tudierons, dans la
partie 3.4.1, la complexite´ des requeˆtes.
Nous e´tudierons e´galement dans la section 3.3, les caracte´ristiques des sche´mas concep-
tuels, dont la complexite´.
La cohe´sion
La cohe´sion du logiciel est de´finie dans [15] de la fac¸on suivante :
” The cohesion of a module is the extent to which its individual components are needed
to perform the same task.”
La cohe´sion e´tudie donc la fac¸on dont les fonctions, me´thodes, classes, etc., d’un meˆme
module effectuent des taˆches de meˆme nature. Ces taˆches peuvent eˆtre semblables par le
fait qu’elles utilisent un meˆme groupe de donne´es, qu’elles effectuent un meˆme type de
traitement, qu’elles fournissent un meˆme type de re´sultat, etc.
Une e´chelle de cohe´sion a e´te´ de´finie en 1979 par Yourdon et Constantine [47] afin
de pouvoir placer les modules d’un logiciel selon leur cohe´sion dans une e´chelle ordinale.
Cette e´chelle contient 7 cate´gories de cohe´sion et est de´finie comme suit :
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• Cohe´sion coı¨ncidente : les parties d’un module sont groupe´es arbitrairement et n’ont
pas de relation entre elles. Le module regroupe alors des fonctions n’ayant aucun
rapport entre elles ;
• Cohe´sion logique : les parties du module sont regroupe´es sur base du traitement
qu’elles effectuent. Le module effectue alors plusieurs fonctions lie´es logiquement ;
• Cohe´sion temporelle : les parties du modules sont regroupe´es en fonction du mo-
ment ou` elles sont utilise´es dans le programme. Les fonctions du module sont donc
exe´cute´es dans un meˆme espace de temps ;
• Cohe´sion proce´durale : les parties du module sont regroupe´e car elles suivent tou-
jours une certaine se´quence d’exe´cution. Le module contient plus d’une fonction et
ces fonctions sont lie´es a` une proce´dure plus ge´ne´rale du logiciel ;
• Cohe´sion communicationnelle : les parties d’un module sont regroupe´es en fonction
des donne´es sur lesquelles elles travaillent. Le module posse`de plusieurs fonctions
mais celles-ci s’effectuent sur le meˆme groupe de donne´es ;
• Cohe´sion se´quentielle : les parties du module s’enchaıˆnent de fac¸on de´termine´e et
les outputs d’une partie sont les inputs d’une autre. Les fonctions s’enchaıˆnent donc
dans le module en suivant l’ordre de´crit dans les spe´cifications du module ;
• Cohe´sion fonctionnelle : les parties du module contribuent a` l’accomplissement
d’une seule taˆche. Le module n’est alors de´fini que pour accomplir une seule fonc-
tion.
Cette e´chelle ordinale permet donc de classifier les modules en fonction de leur
cohe´sion. La cohe´sion la plus mauvaise e´tant la cohe´sion coı¨ncidente et la meilleure
cohe´sion e´tant la fonctionnelle.
Malheureusement, cette e´chelle ne constitue qu’une mesure de la cohe´sion d’un module
et ne permet pas de comparer des modules se trouvant au meˆme niveau de l’e´chelle. Elle ne
permet pas non plus de de´finir la cohe´sion ge´ne´rale de l’application. Il est toutefois possible
d’utiliser les indices statistiques et des ratios afin d’e´tablir la cohe´sion ge´ne´rale du syste`me.
Plusieurs me´thodes ont e´galement e´te´ de´veloppe´es sur base des travaux de Yourdon et
Constantine. Parmi celles-ci, se trouvent les mesures de´veloppe´es par Bieman et Ott [5]. La
me´thode utilise´e par Bieman et Ott se focalise sur les outputs des fonctions et des me´thodes
du programme. Ils de´finissent trois mode`les de cohe´sion base´s sur un slicing des donne´es
et sur une e´tude des relations entre les variables. Ces trois mode`les de´finis e´valuent la
” cohe´sion fonctionnelle forte ”, la ” cohe´sion fonctionnelle faible ” et l’ ” adhe´rence ”. Le
premier de ces mode`les permet de relier la fonction avec les meilleures cohe´sions de´crites
dans l’e´chelle de Yourdon et Constantine. Le deuxie`me relie la fonction avec les cohe´sions
les plus faibles de l’e´chelle. Le troisie`me donne quant a` lui un indice statistique des appa-
ritions groupe´es des variables par rapport au nombre d’instructions de la fonction.
Afin d’illustrer la me´thode de´veloppe´e par Bieman et Ott, nous allons commencer par
de´finir brie`vement ce qu’est le slicing. Le slice d’un module a` l’instruction i par rapport a`
la variable v est l’ensemble de toutes les instructions et de tous les pre´dicats du module qui
peuvent influencer la valeur de v a` i [46].
Dans la me´thode de´veloppe´e par Bieman et Ott, on commence par identifier les out-
puts de la fonction choisie. Cette identification est suivie par un slicing sur chacun de ces
outputs. Le re´sultat du slicing est donc, pour chaque output, l’ensemble des instructions et
pre´dicats qui ont affecte´ l’output dans la fonction. Dans cet ensemble, on peut identifier
les variables et valeurs se trouvant dans les instructions et pre´dicats. Une meˆme variable
ou valeur peut survenir plusieurs fois dans la fonction et donc dans le slice. De ce fait, on
identifiera l’occurence des variables et des valeurs par le nom de la variable ou de la valeur
et son nume´ro d’apparition dans la fonction. La figure 2.3 met en e´vidence les variables et
valeurs se trouvant dans le slice de l’output SumN .
Une fois ces ensembles d’occurences de variables et de valeurs identifie´s, la me´thode
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FIG. 2.3 – Illustration du slicing sur la variable SumN [5]
met en relation les slices des outputs. On peut alors voir quelles occurences de variables
et de valeurs se trouvent dans plusieurs slices ou dans un seul. La figure 2.4 illustre ces
relations.
FIG. 2.4 – Abstractions des slices[5]
Un comptage des outputs influence´s par la meˆme occurence de variable ou de valeur
de la fonction est alors effectue´. Les trois mode`les introduits pre´ce´demment peuvent alors
eˆtre applique´s sur base des re´sultats de ce comptage. Les e´chelles de ces mode`les n’ont pas
e´te´ prouve´es comme e´tant des e´chelles de ratio mais leurs valeurs se situent entre 0.0 et
1.0, ce qui permet les comparaisons entre diffe´rentes fonctions du logiciel. Plus de de´tails
concernant ces me´thodes sont disponibles dans [41] et [5].
Il est important de voir que le slicing a permis d’e´valuer une caracte´ristique subjective
du logiciel. La me´thode de´veloppe´e par Bieman et Ott est automatisable et permet de situer
le re´sultat par rapport a` l’e´chelle de Yourdon et Constantine.
En ce qui concerne la cohe´sion, la cohe´sion communicationnelle semble avoir un
lien fort avec les bases de donne´es. En effet, selon la de´finition que nous avons donne´
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pre´ce´demment, cette cohe´sion se base sur les donne´es utilise´es par les fonctions du mo-
dule. Il peut donc eˆtre inte´ressant d’e´tudier la cohe´sion sur base des donne´es obtenues par
la fonction au moyen d’une requeˆte a` la base de donne´es. Cette e´tude nous permettrait d’af-
firmer si en termes de donne´es, un module compose´ de plusieurs fonctions est cohe´rent ou
ne l’est pas. Il peut e´galement eˆtre inte´ressant d’ajouter a` la me´thode propose´e par Bieman
et Ott, une prise en compte des acce`s aux bases de donne´es. Il existe en effet des techniques
permettant de suivre une meˆme variable pre´sente a` la fois dans le code proce´dural et dans
le code SQL de l’application [12]. Il ne s’agirait donc pas d’une modification fondamen-
tale de la me´thode. Cette modification e´tendrait le champ d’application de la me´thode. Les
outils concernant la cohe´sion seront pre´sente´s dans la partie 3.5.1.
Caracte´ristiques non vues
Il existe d’autres caracte´ristiques lie´es a` la maintenabilite´ que nous n’aborderons pas
ici.2 Une d’entre-elles est le couplage [15] qui peut eˆtre e´tudie´ en suivant des re`gles tre`s
pre´cises. Malheureusement, celui-ci s’applique principalement aux appels de fonctions
entre les modules. Ces appels ne sont pas pre´sents au niveau d’un sche´ma de donne´es et
sont peu utilise´s au niveau du code SQL. Il est vrai que certaines proce´dures SQL peuvent
eˆtre appele´es par d’autres ou encore par du code JAVA ou COBOL mais elles n’appellent
ge´ne´ralement pas d’autres fonctions et ne constituent pas un module a` elles seules.
Deux autres caracte´ristiques sont la lisibilite´ et la concision. Pour ces deux ca-
racte´ristiques, nous donnerons seulement quelques observations. Mais nous ne les
e´tudierons pas en de´tails dans ce me´moire car elles se basent sur des e´le´ments subjectifs
pour leur e´valuation.
2.2.3 Travaux et recherches abordant le proble`me au travers des bases
de donne´es
Les travaux abordant directement la qualite´ du logiciel par les bases de donne´es sont
peu nombreux. Nous donnerons ici deux exemples. Le premier se rapporte a` la qualite´ et
l’analyse du langage SQL et plus pre´cise´ment des requeˆtes faites a` la base de donne´es.
Dans l’article [45], les auteurs abordent les proble`mes de reconnaissance des requeˆtes dans
le code du logiciel et de l’analyse de ces requeˆtes par des moyens statistiques, comme le
comptage du nombre de variables, de sorties et d’entre´es, du nombre de requeˆtes ayant
une meˆme structure, du niveau moyen d’imbriquation des requeˆtes, etc. Les auteurs pro-
posent e´galement, au travers d’une e´tude de cas, des conclusions sur la qualite´ du logiciel
en fonction des re´sultats obtenus lors de l’analyse. Ils identifient, entre autres, graˆce aux
re´sultats de leurs mesures, des requeˆtes duplique´es, des erreurs de structure dans la base de
donne´es et des constructions SQL mal de´finies. Cet article propose donc une application
tre`s concre`te de l’analyse des requeˆtes et de´veloppe des outils pour la maintenabilite´ du
logiciel.
Le deuxie`me article [43] traıˆte de l’estimation de la taille d’un syste`me d’informations a`
partir du sche´ma conceptuel des donne´es. Les auteurs ont utilise´ les analyses statistiques et
la re´gression line´aire pour obtenir une formule qui, sur base du nombre de types d’entite´s,
de types d’associations, d’attributs et d’attributs par type d’entite´s, permet d’estimer la
taille en lignes de code (SLOC) du syste`me. Selon le type de syste`me, ils donnent des
coefficients multiplicateurs aux quatres e´le´ments que nous venons de citer. La formule
utilise´e est la suivante :
KLOC = β̂0 + β̂CC + β̂RR+ β̂AA
2Une liste d’autres mesures et mode`les est disponible dans [19].
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ou` l’unite´ de KLOC est en milliers de lignes de code, les β repre´sentent les coefficients a`
estimer, C est le nombre de types d’entite´s, R est le nombre de types d’associations et A
est le nombre moyen d’attributs par type d’entite´s, obtenu au moyen de A, du nombre total
d’attributs et de C.
Les coefficients β varient selon le type du logiciel. Les types de logiciels pre´sente´s
dans l’e´tude de cas sont, par exemple, les syste`mes professionnels e´crits en Visual Basic, les
syste`mes Open Source de´veloppe´s en PHP, les logiciels e´crits en JAVA dans l’industrie, etc.
Ces coefficients sont pre´sente´s dans l’article et sont justifie´s par les re´sultats de nombreuses
e´tudes de cas.
L’inte´reˆt de cette me´thode est de pouvoir estimer la taille du logiciel avant son
imple´mentation. Elle n’est donc pas re´ellement utile dans le cadre de la maintenabilite´,
puisqu’on connaıˆt en principe le nombre de lignes de code lors d’une phase de mainte-
nance. Cette me´thode prouve ne´anmoins qu’il existe un lien direct entre la taille du logiciel
et la structure de donne´es. Nous verrons par la suite qu’il est possible d’estimer la taille
d’un syste`me d’informations, en points de fonctions, en utilisant la base de donne´es et les
acce`s SQL.
Chapitre 3
Techniques et outils
Les chapitres pre´ce´dents ont introduit les concepts de qualite´ du logiciel, de mesures
et de mode`les des logiciels. Ce chapitre est consacre´ a` la de´finition et au de´veloppement
de nouveaux outils. Ceux-ci auront pour but d’e´valuer les caracte´ristiques de la structure
des donne´es et des acce`s a` celles-ci. Ils permettront e´galement de fournir un diagnostic
quant a` certains aspects de la maintenabilite´ du logiciel. Dans le cas d’une relation e´vidente
entre, d’une part, les donne´es et les acce`s a` celles-ci et, d’autre part, la maintenabilite´, cette
nouvelle approche permettra d’ame´liorer les capacite´s d’analyse de la maintenabilite´ et
donc de diminuer les risques lors d’un processus de maintenance.
Ce chapitre commencera par une description des ressources, c’est-a`-dire des e´le´ments
qui pourront eˆtre analyse´s par les techniques et outils que nous de´velopperons par la suite.
La partie suivante pre´sentera de fac¸on plus de´taille´e les intuitions de de´part qui sont a`
la base de ce me´moire et l’approche utilise´e pour les de´veloppements qui suivront. Nous
de´velopperons ensuite les nouvelles me´thodes et mesures, en commenc¸ant par une analyse
du sche´ma des donne´es, pour ensuite se tourner vers les acce`s aux donne´es et pour finir sur
l’influence de ces deux derniers e´le´ments sur le logiciel.
3.1 Ressources utilise´es lors des analyses
Avant de continuer plus en avant dans le de´veloppement de nouveaux mode`les et
me´triques, il est important de pre´senter le cadre ”technique” des outils et mode`les qui vont
eˆtre de´veloppe´s ici. Par cadre technique, nous entendons les ressources qui vont eˆtre uti-
lise´es en vue d’obtenir de nouvelles informations sur le logiciel. Ces ressources sont de
deux types. Le premier type de ressources est une repre´sentation des donne´es, que ce soit
sous la forme d’un sche´ma conceptuel ou logique. Le deuxie`me type de ressources regroupe
le code exe´cute´ lors de l’utilisation du logiciel. Ce code comprend le code proce´dural de
l’application ainsi que le code SQL permettant l’acce`s, l’insertion, la mise-a`-jour et la sup-
pression des donne´es.
3.1.1 Sche´ma de donne´es
Sche´ma conceptuel
Les informations suivantes, sur le mode`le entite´-association, sont tire´es de [26].
Le sche´ma conceptuel permet de repre´senter les diffe´rents objets d’un domaine d’ap-
plication ainsi que les attributs de ces objets et les relations qu’ils ont entre eux. Parmi les
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diffe´rents types de sche´ma conceptuel, nous pre´senterons le mode`le entite´-association, ap-
pele´ e´galement mode`le entite´-relation. Nous utiliserons ici une version e´tendue du mode`le
original [10]. Cette version e´tendue est celle utilise´e par l’outil DB-MAIN. Par la suite,
nous abre`gerons le nom du mode`le par mode`le ERA (entite´-relation-association).
Le mode`le ERA permet de mode´liser les objets du domaine d’application sous forme de
type d’entite´s. Un type d’entite´s repre´sente la cate´gorie se´mantique a` laquelle appartiennent
certains objets du domaine d’application. Par exemple, le type d’entite´s Client repre´sente
l’ensemble des clients du domaine d’application. Afin de repre´senter les relations existant
entre les entite´s, nous utilisons les types d’associations. Un type d’associations de´signe une
relation de´finie sur une collection de type d’entite´s. Un type d’associations permet donc de
repre´senter une relation existant entre les objets du domaine d’application, ces objets e´tant
repre´sente´s, dans le mode`le, par les types d’entite´s concerne´s par l’association. Ces deux
e´le´ments forment les constructions principales du mode`le ERA.
En ce qui concerne les types d’entite´s, en plus du nom de la classe d’objets qu’ils
repre´sentent, les types d’entite´s posse`dent des attributs. Les attributs d’un type d’entite´s
sont les proprie´te´s communes a` toutes les entite´s de ce type. Par exemple, le nom des
clients du domaine d’application, sera repre´sente´ par un attribut nom dans le type d’entite´s
Client. Les types d’associations peuvent e´galement posse´der des attributs. Comme pour
les types d’entite´s, les attributs d’un type d’associations de´signe une proprie´te´ commune a`
toutes les associations de ce type. Afin d’illustrer la the´orie, nous utiliserons le sche´ma a` la
figure 3.1. Dans ce sche´ma, les types d’entite´s sont les clients, les produits, les commandes
et les de´tails. On constate qu’un client posse`de un nume´ro de client, un nom, une adresse,
etc. Ces caracte´ristiques sont les attributs du type d’entite´s Client. Dans le sche´ma, les
types d’associations sont passe, de et en.
FIG. 3.1 – Exemple de sche´ma ERA
Les attributs posse`dent plusieurs caracte´ristiques. Ils peuvent eˆtre atomiques ou com-
pose´s. Un attribut atomique ne peut eˆtre fragmente´ en d’autres composants significatifs.
Au contraire, les attributs compose´s sont constitue´s d’e´le´ments significatifs par rapport au
domaine d’application. Les e´le´ments composant un attribut sont e´galement des attributs et
on dit alors qu’un attribut compose´ est le parent des attributs qui le composent. Les attri-
buts qui ne composent pas un attribut ont pour parent soit le type d’entite´s, soit le type
d’associations auquel ils appartiennent.
Les attributs posse`dent une cardinalite´, repre´sente´e sous la forme [I-J], ou` I et J sont
des entiers positifs, J est strictement supe´rieur a` 0 et I est infe´rieur ou e´gal a` J. I indique
le nombre minimum d’occurences de l’attribut pour chaque occurence de son parent et I
est supe´rieur ou e´gal a` 0. J indique quant a` lui le nombre maximum d’occurences. Suivant
sa cardinalite´, l’attribut posse`de les caracte´ristiques suivantes. Il est soit obligatoire si I
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≥ 1 soit facultatif si I = 0. L’attribut est e´galement soit monovalue´, soit multivalue´. Il est
monovalue´ lorsque J = 1 et il est multivalue´ lorsque J> 1. Ge´ne´ralement, les attributs sont
obligatoires et monovalue´s. Les attributs ayant ces deux caracte´ristiques sont ge´ne´ralement
repre´sente´s graphiquement sans leur cardinalite´ dans le mode`le ERA e´tendu. Enfin, J peut
eˆtre e´gal a` N, signifiant qu’il y a plusieurs occurences dont le nombre est inde´termine´.
La dernie`re caracte´ristique des attributs concerne la stabilite´ de la valeur de l’attribut.
L’attribut est dit stable s’il ne peut eˆtre modifie´ apre`s assignation et est dit modifiable dans le
cas contraire. Dans le sche´ma a` la figure 3.1, tous les attributs sont atomiques, obligatoires,
monovalue´s et modifiables, a` l’exception de l’attributs cat, du type d’entite´s client qui est
atomique, facultatif, monovalue´ et modifiable.
Nous allons maintenant de´velopper les types d’associations. Les types d’associations
ont un nom (le nom de la relation qu’ils repre´sentent) et peuvent e´galement posse´der des
attributs. Chaque type d’associations posse`de aussi un degre´ qui correspond au nombre de
types d’entite´s concerne´es par la relation repre´sente´e par le type d’association. S’il y a deux
types d’entite´s, le degre´ est dit binaire. S’il y en a trois, le degre´ est ternaire. S’il y en a
n, le degre´ est dit n-aire. Nous mettons en e´vidence le fait que lorsqu’un type d’entite´s est
pre´sent plusieurs fois dans la relation, chaque occurence de ce type d’entite´s est conside´re´e.
Par exemple, si un type d’entite´s a une relation avec lui-meˆme, le degre´ sera binaire. Un
type d’associations est ge´ne´ralement de degre´ binaire ou ternaire, il est rare d’en observer
de degre´ supe´rieur. A chaque occurence d’un type d’entite´s dans la relation, on associe un
roˆle. Ce roˆle posse`de un nom et une cardinalite´. Le nom pre´cise le roˆle du type d’entite´s
dans la relation. La cardinalite´ du roˆle est de type [I-J], ou` I indique le nombre minimum
d’association dans lesquelles une entite´ peut jouer ce roˆle et J indique le nombre maximum.
Dans l’exemple, tous les types d’associations sont binaires et repre´sentent une relation de
type 1 a` N (un-a`-plusieurs). Pour la relation passe, une commande est toujours lie´e a` au
plus un client. Dans l’autre sens, un client peut avoir plusieurs commandes. Il existe deux
autres types de relation binaire. Ils sont la relation 1 a` 1 (un-a`-un) et la relation N a` N
(plusieurs-a`-plusieurs). Les nombres 1 et N font re´fe´rence au maximum de la cardinalite´
des roˆles.
Les derniers e´le´ments que nous allons pre´senter sont les identifiants et les contraintes
d’inte´grite´. Un identifiant d’un type d’entite´s repre´sente une caracte´ristique unique d’une
entite´ par rapport aux entite´s de meˆme type. L’identifiant peut eˆtre un attribut ou un en-
semble d’attributs et ou de roˆles attache´s au type d’entite´s. Chaque valeur d’un identifiant
d’un type d’entite´s e´tant unique, elle permet de retrouver l’entite´ qui lui est associe´e. Il
existe donc une contrainte d’unicite´ sur les valeurs des identifiants.
Les contraintes d’inte´grite´ sont du point de vue du domaine d’application, ”les pro-
prie´te´s des objets du domaine d’application qui limitent les configurations et les comporte-
ments” [26]. En base de donne´es, elles sont vues comme ”les proprie´te´s formelles que les
donne´es doivent respecter a` tout instant, ou a` des instants de´termine´s” [26]. Une contrainte
d’inte´grite´ correspond ge´ne´ralement a` la traduction d’une contrainte du domaine d’applica-
tion. Il existe de nombreuses contraintes diffe´rentes. Par exemple, la contrainte d’unicite´ sur
la valeur d’un identifiant ou encore les cardinalite´s des roˆles sont des contraintes d’inte´grite´.
Il est e´galement possible de de´finir ses propres contraintes, par exemple, en limitant les va-
leurs d’un attribut particulier aux valeurs contenues dans un ensemble de´termine´.
Dans le sche´ma d’exemple, les identifiants sont les groupes qui se trouvent dans la
troisie`me partie des types d’entite´s et qui sont pre´ce´de´s de id :. Le terme ”groupe” de´signe
un ensemble non vide d’attributs (exemple : ncli dans l’identifiant de Client et ncom
dans l’identifiant de Commande) et de relations (exemple : en.Produit et de.Commande
qui forment l’identifiant de Detail). Un autre exemple de contrainte d’inte´grite´ est celle
constitue´e par la relation passe qui fait en sorte qu’une commande a toujours un et un
seul client. Cette construction particulie`re donne lieu a` une contrainte re´fe´rentielle, dans le
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mode`le relationnel. On dit alors qu’une commande re´fe´rence un client.
Nous terminons ici le rappel sur le mode`le ERA. Une pre´sentation plus de´taille´e est
disponible dans [26].
Sche´mas logiques et physiques
Nous allons brie`vement rappeler les principaux concepts des mode`les logique et phy-
sique. L’ouvrage de re´fe´rence pour ceux-ci est [29].
”Le sche´ma logique d’une base de donne´es est la traduction du sche´ma conceptuel en
structure de donne´es propres a` une famille de technologie.”
La famille de technologies que nous conside´rerons ici est celle des bases de donne´es re-
lationnelles. Le mode`le logique que nous utiliserons est le mode`le relationnel. Afin d’illus-
trer les diffe´rents concepts, nous utiliserons l’exemple a` la figure 3.2, qui est le mode`le
logique relationnel correspondant au sche´ma conceptuel de la figure 3.1.
FIG. 3.2 – Exemple de sche´ma logique
Les e´le´ments principaux du mode`le logique sont les types d’enregistrements. Ceux-ci
repre´sentent la structure de tous les enregistrements du meˆme type dans la base de donne´es.
Un enregistrement repre´sente une entite´ conceptuelle, une partie d’une entite´ ou encore
plusieurs entite´s. Un type d’enregistrements repre´sente donc un, une partie ou plusieurs
types d’entite´s conceptuelles. Dans l’exemple, les types d’enregistrements sont : Client,
Commande, Produit et Detail. Les types d’enregistrements contiennent des champs, qui
seront instancie´s pour chaque enregistrement de ce type. Dans la repre´sentation graphique
du mode`le relationnel, les champs sont de´crits dans la deuxie`me partie des types d’enre-
gistrements. Lorsque le mode`le conceptuel est assez simple, les champs du mode`le logique
correspondent aux attributs du mode`le conceptuel. Par exemple, les champs du type d’en-
registrementsClient sont : ncli, nom, adresse, etc. Un champ, tout comme un attribut, peut
eˆtre monovalue´ ou multivalue´, atomique ou compose´, facultatif ou obligatoire et stable ou
modifiable. Chaque champ posse`de e´galement un domaine, c’est-a`-dire un type de valeur
technique (exemple : entier, de´cimal, caracte`re, etc.) ou de´fini par l’utilisateur (exemple :
nume´ro de te´le´phone, adresse, etc.). Il existe d’autres proprie´te´s des champs et en particu-
liers celles de´crivant les champs multivalue´s qui, dans la base de donne´es, repre´sentent une
collection de valeurs. Pour plus de de´tails sur ces autres proprie´te´s, nous invitons le lecteur
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a` consulter l’ouvrage de re´fe´rence.
Le dernier e´le´ment du mode`le relationnel que nous allons voir ici est le groupe. Un
groupe appartient a` un type d’enregistrements et se situe, dans la repre´sentation graphique,
dans la troisie`me partie du type d’enregistrements auquel il appartient. Un groupe exprime
une contrainte sur les champs qui le constituent. Il peut s’agir d’une contrainte d’unicite´, un
identifiant primaire ou secondaire, qui e´quivaut a` celle du mode`le ERA. Il peut e´galement
s’agir des contraintes d’existence de type coex (coexistence), excl (exclusion mutuelle),
etc., e´galement pre´sentes dans le mode`le ERA. La contrainte re´fe´rentielle est particulie`re
au mode`le relationnel et est de´signe´e par ref dans le mode`le. Elle impose que toutes les va-
leurs des champs du groupe existent de´ja` dans l’identifiant primaire ou secondaire du type
d’enregistrements re´fe´rence´. Dans l’exemple, Commande re´fe´rence Client. Cela implique
que chaque valeur de ncli de Commande se trouve dans ncli de Client. La contrainte
re´fe´rentielle est une des contraintes les plus utilise´es dans le mode`le relationnel, avec les
identifiants.
Ceci termine notre introduction au mode`le relationnel.
Le mode`le suivant est le mode`le physique qui se de´fini comme suit :
”Le mode`le physique est l’interpre´tation particulie`re du sche´ma logique dans une tech-
nologie de cette famille. Il est ge´ne´ralement constitue´ des objets du sche´ma logique aug-
mente´s de constructions techniques d’imple´mentation.”
Les parame`tres particuliers du sche´ma physique de´crivent, par exemple, les techniques
de repre´sentations des valeurs, les caracte´ristiques des espaces de stockage, la gestion de la
concurrence, etc. Par la suite, nous n’exploiterons pas le mode`le physique et resterons au
niveau d’abstraction du mode`le relationnel et du mode`le ERA e´tendu.
Transformation d’un sche´ma conceptuel en un sche´ma physique
Pour cette introduction aux tranformations de sche´mas, nous utiliserons [28] comme
ouvrage de re´fe´rence.
Nous avons introduit le mode`le conceptuel ERA et le mode`le logique relationnel.
Il reste la question de la transformation d’un mode`le ERA en un mode`le relationnel.
Cette transformation se fait au moyen d’ope´rateurs de transformations de sche´ma. Avec
ces ope´rateurs, il est possible de transformer un sche´ma conceptuel dans une forme
telle qu’elle peut eˆtre traduite en un sche´ma relationnel. Ces ope´rateurs sont nombreux
et permettent d’obtenir des sche´mas e´quivalents, exprime´s dans diffe´rentes formes. Ces
ope´rateurs agissent aussi bien sur les types d’entite´s et les types d’associations que sur
les attributs et les contraintes d’inte´grite´. Ils existent quatre ope´rateurs de base re´versibles.
Ceux-ci permettent de :
• transformer un type d’associations en un type d’entite´s ;
• transformer un type d’associations en un attribut ;
• muter un attribut en un type d’entite´s repre´sentant les valeurs de l’attribut ;
• changer un attribut en un type d’entite´s repre´sentant les instances de l’attribut.
Nous ne verrons ici que les transformations principales qui permettent de passer d’un
sche´ma ERA a` un sche´ma relationnel.
Un type d’entite´s simple ne pose en ge´ne´ral pas de difficulte´s lorsqu’on veut le traduire
dans un mode`le relationnel. Le type d’entite´s devient, en effet, un type d’enregistrements
portant le meˆme nom. Les attributs du type d’entite´s deviennent les champs du type d’en-
registrements. L’attribut A, identifiant le type d’entite´s, devient le champ A du type d’enre-
gistrement et constituera l’identifiant du type d’enregistrements. La figure 3.3 pre´sente une
telle transformation.
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FIG. 3.3 – Transfomation d’un type d’entite´s (objet de gauche) simple en un type d’enregistrements (objet de
droite).
Les relations plusieurs-a`-plusieurs ne sont pas repre´sentables dans le mode`le relation-
nel. Pour les repre´senter, il faut d’abord transformer le type d’associations en un type d’en-
tite´s avec le premier des quatre ope´rateurs principaux. Si le type d’association est N-aire,
il y aura N nouvelles relations un-a`-plusieurs entre le nouveau type d’entite´s et les N types
d’entite´s d’origine. L’identifiant du nouveau type d’entite´s sera son ancien identifiant aug-
mente´ des N nouvelles relations. La figure 3.4 illustre cet ope´rateur. Un fois les transforma-
tions effectue´es, le sche´ma ERA obtenu peut eˆtre traduit en un sche´ma relationnel. Les re-
lations un-a`-plusieurs du sche´ma conceptuel sont traduites en des contraintes re´fe´rentielles
dans le sche´ma relationnel, comme pre´sente´ a` la figure 3.4. Pour ce faire, on utilise le
deuxie`me grand ope´rateur qui transforme un type d’associations en un attribut.
Les techniques de transformations que nous venons de voir donnent un exemple du lien
existant entre les sche´mas conceptuels ERA et les sche´mas logiques relationnels.
Qualite´ du sche´ma conceptuel
Nous n’e´tudierons pas, dans ce me´moire, la qualite´ du sche´ma. Les re`gles de´finissant ce
qu’est un sche´ma de qualite´ font partie d’un aspect non repris dans ce me´moire. Ne´anmoins,
pour e´tudier le rapport entre le sche´ma des donne´es et le reste de l’application, il est
ne´cessaire de caracte´riser le sche´ma. Nous verrons donc certains attributs du sche´ma. Ces
attributs seront des attributs internes, afin de de´finir des mode`les les plus objectifs possibles.
Ces attributs sont, par exemple, le nombre de types d’entite´s, d’attributs, de relations bi-
naires ou N-aires, etc. Ces e´le´ments constituent un ensemble d’e´le´ments formalise´s dans un
sche´ma. Afin de ne pas s’e´tendre dans des constructions trop complexes, nous n’e´tudierons
pas non plus les contraintes repre´sentant des re`gles business, de´finies par un ”utilisateur”
et fournies ge´ne´ralement sous forme de re`gles mathe´matiques dans une annotation.
Diffe´rentes mesures et mode`les vont eˆtre de´veloppe´s par la suite afin d’obtenir des
indicateurs sur le sche´ma. Il faudra, par exemple, pouvoir quantifier la taille d’un sche´ma,
ou encore de´finir son niveau de complexite´.
3.1.2 Imple´mentation des contraintes
Lors de la pre´sentation des mode`les ERA e´tendus et des mode`les relationnels, a` la par-
tie 3.1.1, il a e´te´ question des contraintes d’inte´grite´s. Ces contraintes sont assez proches du
conceptuel au relationnel, mais que deviennent-elles lors de l’imple´mentation ? S’il s’agit
d’une base de donne´es relationnelle, elles peuvent eˆtre soit inte´gre´es automatiquement par
le SGBD 1, soit eˆtre mises en place par un me´canisme SQL e´crit par un programmeur ou
encore eˆtre ge´re´es par du code autre que SQL se trouvant hors du SGBD. Les identifiants
et les contraintes re´fe´rentielles sont ge´ne´ralement ve´rifie´es par le SGBD. Il suffit alors de
1SGBD : Syste`me de gestion de base de donne´es.
Ressources utilise´es lors des analyses 37
FIG. 3.4 – Transfomation d’un sche´ma ERA en un sche´ma relationnel avec le premier grand ope´rateur.
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signaler, avec quelques mot-cle´s SQL, le type de contraintes ainsi que les colonnes et les
tables concerne´es. Les autres contraintes d’inte´grite´, telles que les contraintes d’existence,
celles sur les domaines de valeurs ou encore celles de´finies par l’utilisateur peuvent eˆtre
mises en place soit par un me´canisme SQL, si le SGBD supporte un tel me´canisme, soit
dans le code externe a` la base de donne´es, comme par exemple du code JAVA. Pour le
premier cas, on utilisera un check, qui ve´rifie les conditions simples, un trigger, qui peut
ve´rifier les conditions allant des plus simples aux plus complique´es et entraıˆner des modi-
fications dans la base de donne´es, etc.
Ces explications, assez bre`ves, montrent bien le proble`me de l’analyse du code
SQL d’une application. D’une part, il faut conside´rer les requeˆtes mais e´galement les
me´canismes de´clenche´s par ces requeˆtes. D’autre part, le code SQL est principalement
de´claratif et ne peut donc eˆtre analyse´ par les me´thodes s’appliquant aux langages
proce´duraux. Les me´canismes SQL, comme les triggers, permettent toutefois d’e´crire en
meˆme temps dans le paradigme proce´dural et dans le de´claratif. Nous ajouterons que
dans un syste`me d’acce`s aux fichiers COBOL, par exemple, les contraintes d’inte´grite´ ne
peuvent eˆtre imple´mente´es qu’au travers du code COBOL de l’application. Il en est de
meˆme pour les SGBD ne supportant pas certains me´canismes SQL. Ces me´canismes non
supporte´s peuvent aller de certains types de triggers, aux cle´s e´trange`res, comme c’est le
cas pour certaines versions du SGBD MySql.
Nous ne pre´senterons pas ici le langage SQL et les diffe´rents me´canismes SQL que
nous venons d’aborder. Une introduction au langage SQL est diponible dans [25]. La
de´finition du langage SQL92, que nous avons utilise´ comme re´fe´rence du langage SQL
dans ce me´moire, est disponible dans [22]. Pour une pre´sentation comple`te du langage
SQL ainsi qu’une description des diffe´rents me´canismes, nous redirigeons le lecteur vers
[24].
3.2 De´veloppement avance´ du proble`me
Comme nous en avons parle´ pre´ce´demment, peu d’auteurs ont aborde´ le proble`me
auquel nous nous inte´ressons dans ce me´moire. Les raisons de cette lacune ne sont pas
e´videntes, meˆme si la plus intuitive pourrait eˆtre que le code SQL ne´cessaire a` la mise en
place du sche´ma dans le SGBD et le code des requeˆtes SQL ne repre´sentent bien souvent
qu’une infime partie du logiciel en terme de SLOC. A l’exception, peut-eˆtre, des bases de
donne´es actives dans lesquelles les contraintes business sont repre´sente´es sous formes de
triggers et d’autres me´canismes, une fois le sche´ma mis en place, la base de donne´es passe
en arrie`re plan. Pourtant, il existe un lien fort entre les sche´mas conceptuels, logiques et
physiques. On obtient en effet, le sche´ma physique du logique qui est lui meˆme de´rive´ du
conceptuel. De meˆme, il est possible, dans une certaine limite, d’obtenir le sche´ma concep-
tuel a` partir du sche´ma physique. Le sche´ma conceptuel est e´galement utilise´ pour cre´er la
structure des donne´es dans toute l’application et donc a` d’autres niveaux que dans la base
de donne´es (exemple : les objets business en JAVA). Comme nous l’avons cite´, il existe un
lien entre la taille du sche´ma conceptuel et celle de l’application. Nous pouvons donc pous-
ser plus loin et e´tudier la corre´lation entre certaines caracte´ristiques du sche´ma de la base de
donne´es et celles des acce`s a` la base de donne´es, ainsi qu’entre ces deux dernie`res et les ca-
racte´ristiques de l’application. Ce raisonnement est repre´sente´ a` la figure 3.5. Les requeˆtes
SQL se situent ge´ne´ralement entre la base de donne´es et, par exemple, JAVA. Celles-ci vont
e´galement constituer une source d’informations importantes puisqu’elles seront le moyen
de communication entre la base de donne´es et une tre`s grande partie de l’application. Nous
allons illustrer ces proble`mes et intuitions avec les exemples suivants.
On se souvient encore des syste`mes d’acce`s aux fichiers tre`s utilise´s il y a maintenant
plus d’une quinzaine d’anne´es et pour lesquels les contraintes e´taient imple´mente´es sous
De´veloppement avance´ du proble`me 39
FIG. 3.5 – Repre´sentation des influences.
forme de code proce´dural (exemple : fichiers COBOL). Les bases de donne´es relationnelles,
sur lesquelles nous travaillerons ici, ont permis de mettre en place certaines contraintes,
comme les cle´s e´trange`res, de manie`re simple au moyen de me´canismes inte´gre´s. D’autres
contraintes, comme les domaines de valeurs, ont pu eˆtre imple´mente´es au travers de trig-
gers ou de checks. Ces changements ont bien e´videmment ame´liore´ la qualite´ ge´ne´rale des
applications mais ces diffe´rences ne semblent pas avoir e´te´ e´tudie´es jusqu’a` maintenant.
De nombreux syste`mes anciens, utilisant les fichiers COBOL, sont encore utilise´s de nos
jours. Ces syste`mes forment parfois le composant informatique principal des socie´te´s. Il ne
s’agit donc pas d’un exemple de´passe´, mais bien d’un cas concret de l’informatique. Ces
anciens syste`mes, appele´s aussi ”legacy systems”, sont devenus trop lourds, trop imposants
et surtout trop importants pour les socie´te´s qui les utilisent pour qu’ils soient entie`rement
reconstruits. De´tecter ses failles en terme de qualite´ peut donc se re´ve´ler utile afin d’es-
timer certains couˆts. D’autre part, il existe des applications re´centes qui, pour des raisons
de financement, utilisent des SGBD ne permettant pas de mettre en place ces contraintes.
Celles-ci sont donc imple´mente´es sous forme de code proce´dural. Il ne s’agit que d’une
partie du proble`me. La question de la qualite´ est e´galement valable pour les applications
qui utilisent justement les bases de donne´es relationnelles.
Bien entendu, les contraintes d’inte´grite´ d’une base de donne´es ne sont pas les seuls
e´le´ments qu’il nous semble possible d’exploiter. Les requeˆtes aux bases de donne´es, qui
transmettent une information sur d’une part, les donne´es entrantes et sortantes de la requeˆte
et d’autre part, sur la complexite´ de cette dernie`re, peuvent amener de nouvelles informa-
tions sur l’application. Nous aborderons e´galement certaines mesures associe´es actuelle-
ment aux bases de donne´es et qui pourraient eˆtre adapte´es dans le but de fournir un re´sultat
plus critique, plus pre´cis. Par exemple, le fait de compter un read, un write, etc., comme
valant 1, e´tait valable pour des lectures dans des fichiers, mais qu’en est-il dans une base
de donne´es relationnelle ? Cette taille de 1 correspond-elle a` quelque chose de concret dans
l’application globale ?
Nous avons e´galement pre´sente´ la cohe´sion dans le chapitre pre´ce´dent qui peut se rap-
porter aux donne´es. Or, ces donne´es peuvent eˆtre stocke´es dans la base de donne´es et
doivent donc eˆtre extraites par des requeˆtes. Nous tenterons donc ici d’exploiter au mieux
les informations implicites se trouvant dans ces e´le´ments et de proposer un ensemble de
techniques pouvant soit eˆtre inte´gre´es a` des me´thodes existant, soit en former de nouvelles.
Les sujets aborde´s dans ce me´moire seront principalement les attributs internes du logiciel
lie´s a` la maintenabilite´. Lors du de´veloppement d’une nouvelle mesure ou d’un nouveau
mode`le, il est important que ces derniers confirment l’intuition obtenue en e´tudiant l’objet
conside´re´. De meˆme il est primordial de ne pas chercher a` combiner trop de parame`tres
diffe´rents afin d’e´viter de cre´er un mode`le complexe et peu significatif. Cette critique a
e´te´ faite a` de nombreux mode`les de mesures en ge´nie logiciel. Les mode`les qui vont eˆtre
de´veloppe´s par la suite resteront donc les plus proches possibles de l’intuition, ou encore
des connaissances implicites lie´es aux bases de donne´es et au code en ge´ne´ral. Le premier
proble`me a re´soudre est celui de la caracte´risation des sche´mas de donne´es. Un fois ces
sche´mas caracte´rise´s, nous pourrons proce´der a` l’e´tude des acce`s a` la base de donne´es.
La` encore, nous devrons chercher a` caracte´riser ces acce`s. Nous le ferons en terme de
complexite´. Finalement, les caracte´ristiques de l’application, dans son ensemble, vont eˆtre
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analyse´es et nous tenterons de voir s’il existe un rapport entre les attributs des sche´mas et
des acce`s aux donne´es vues pre´ce´demment et ceux du logiciel.
3.3 Caracte´risation du sche´ma des donne´es
3.3.1 Taille du sche´ma
Intuitivement, la taille du sche´ma est vue comme le nombre d’e´le´ments que celui-
ci contient. Une me´thode de COCOMOII [7] calcule la taille en fonction du nombre de
bytes ou de caracte`res constituant la base de donne´es. Il s’agit d’une fac¸on naturelle de
caracte´riser la taille mais le re´sultat de´pend de la fac¸on dont on utilise la base de donne´es.
La premie`re question a` laquelle il nous faut re´pondre est : quels sont les e´le´ments d’un
sche´ma ? On trouve dans le sche´ma conceptuel des types d’entite´s, d’associations, etc. Ces
e´le´ments ont e´te´ de´crits dans l’introduction au sche´ma conceptuel, a` la section 3.1.1. Ces
e´le´ments sont donc nombreux mais sont internes au sche´ma. De ce fait, ils peuvent eˆtre
compte´s objectivement.
Un premier mode`le serait de prendre la taille du sche´ma comme e´tant e´gale au nombre
de types d’entite´s. Le re´sultat est certainement trop approximatif car le nombre d’attributs
appartenant a` un type d’entite´s varie. Cela aurait pour conse´quence que deux sche´mas dis-
tincts compose´s d’un seul type d’entite´s chacun, mais dont le nombre d’attributs dans le
premier sche´ma est de 5 et dont le deuxie`me sche´ma comprend 30 attributs obtiennent la
meˆme taille.
Le meˆme proble`me se pose si on ne prend en compte que le nombre de type d’asso-
ciations. Toujours dans un cas purement acade´mique, si on conside`re un premier sche´ma
contenant deux types d’entite´ lie´s par une seule relation et un autre sche´ma contenant six
types d’entite´s n’ayant aucune relation entre elles, le premier sche´ma serait alors plus grand
que le deuxie`me. Ce mode`le ne tiendrait pas compte de tous les parame`tres.
Pour avoir un ”bon” mode`le de la taille, il nous faut prendre en compte l’ensemble
des caracte´ristiques du sche´ma. Pour ce faire, nous allons d’abord identifier les compo-
sants des sche´mas sur base du me´ta-mode`le a` la figure 3.6. Ce me´ta-mode`le sche´matise la
structure des donne´es contenue dans un sche´ma entite´s-associations de DB-MAIN. Dans
ce mode`le, nous ne tiendrons pas compte des types d’entite´s DBMProcessingUnit, Pro-
cessingUnitOwner et DBMCollection. Les e´le´ments restant expriment la structure de la
plupart des sche´mas entite´s-associations. Il nous reste a` choisir les e´le´ments qui font la
taille d’un sche´ma conceptuel. Dans la section suivante, nous pre´senterons le proble`me de
la complexite´ du sche´ma, et nous souhaitons ici rendre la taille et la complexite´ du sche´ma
les plus inde´pendantes possibles. L’ide´al est donc d’utiliser, pour caracte´riser la taille du
sche´ma, des types d’entite´s du me´ta-mode`le diffe´rents de ceux utilise´s pour caracte´riser
la complexite´ du sche´ma. Bien entendu, ces types d’entite´s ne peuvent eˆtre entie`rement
inde´pendants, entre autres a` cause des relations entre certains types d’entite´s du me´ta-
mode`le. Prenons pour exemple les roˆles, repre´sente´s par le type d’entite´s DBMRole et
les types d’associations, repre´sente´s par le type d’entite´s DBMRelationshipType. Les
types d’associations vont servir a` e´valuer, en partie, la taille du sche´ma. Les roˆles vont
eˆtre utilise´s pour e´valuer un aspect de la complexite´ du sche´ma. On observe que ces deux
types d’entite´s ne sont pas entie`rement inde´pendants dans le me´ta-mode`le. Les roˆles ne
peuvent exister sans un type d’associations. Le me´ta-mode`le pre´cise qu’il faut au moins
un type d’associations pour tous les roˆles du sche´ma. En pratique, un type d’associations
est ge´ne´ralement binaire, parfois ternaire et posse`de rarement une cardinalite´ supe´rieure.
Un cas pratique aura donc, ge´ne´ralement, un nombre de roˆles par type d’associations situe´
entre 2 et 3. Une autre remarque est que les types d’associations ont, en pratique, au moins
deux roˆles, meˆme si le me´ta-mode`le accepte les types d’associations sans roˆle et unaire. Le
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me´ta-mode`le ne montre qu’une faible relation entre la taille et la complexite´. L’e´tude par la
pratique montre quant a` elle, une relation assez forte entre certains e´le´ments. La taille et la
complexite´ ne sont donc pas inde´pendants. Cette relation entre la taille et la complexite´ est
ne´anmoins naturelle. En effet, il est normal que le nombre d’e´le´ments complexes augmente
en meˆme temps que la taille du sche´ma. La complexite´ ” moyenne ” sera quant a` elle, assez
constante.
FIG. 3.6 – Vue donne´es du repository DB-MAIN pour JIDBM.
Afin de calculer la taille, nous utiliserons les e´le´ments appartenant a` la classe des
DBMDataObject. E´tant donne´ les caracte´ristiques des deux relations d’he´ritage partant
de DBMEntityRelationshipType et DBMAttribute, nous utiliserons les types d’entite´s
suivants :
• DBMEntityType : Repre´sente les types d’entite´s des sche´mas conceptuels ;
• DBMRelationshipType : Repre´sente les types d’associations des sche´mas concep-
tuels ;
• DBMCompoundAttribute : Repre´sente les attributs compose´s qui peuvent posse´der
des groupes ou d’autres attributs ;
• DBMSimpleAttribute : Repre´sentent les attributs simples.
Ce choix est arbitraire et peut eˆtre conteste´ mais il permet d’e´valuer la taille d’un
sche´ma selon des re`gles tre`s pre´cises. Le proble`me restant est celui de l’e´chelle de valeur
servant au comptage. Nous avons ici choisi de compter chacun de ces e´le´ments comme
valant une unite´. Ce choix est contre-intuitif, mais il est justifie´ par le fait que dans le
me´ta-mode`le a` la figure 3.6, tous les e´le´ments que nous venons de citer sont des DBMDa-
taObject. Par les relations d’he´ritage pre´sentes dans le sche´ma, le type d’entite´s DBMDa-
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taObject regroupe tous les e´le´ments principaux du sche´ma. De plus, e´tant donne´ ces choix,
la mesure de la taille d’un sche´ma pre´sente plusieurs avantages. Le premier est que l’unite´
de mesure rend comparable la taille de diffe´rents sche´mas. Le re´sultat de la mesure est aussi
unique et simple. Par ”simple”, nous exprimons le fait que le re´sultat n’est pas compose´ de
plusieurs valeurs mais d’une seule. Nous aurions eu plusieurs valeurs si nous avions, par
exemple, distingue´ les unite´s des types d’entite´s, de celles des types d’associations dans
les sche´mas. Le re´sultat est unique pour chaque sche´ma, car la mesure est objective. Elle
est e´galement automatisable, cela au moyen d’un encodage formel du sche´ma, suivi d’un
comptage des e´le´ments de´sire´s.
Pour illustrer cette mesure de la taille, nous allons utiliser le sche´ma B.1, de l’annexe
B. Cet exemple provient des ceux fournis par l’outil DB-MAIN. Nous avons compte´ dans
le sche´ma, 12 types d’entite´s, 12 types d’associations, 38 attributs simples et 5 attributs
compose´s. La taille totale du sche´ma est donc de 67, c’est-a`-dire, la somme des e´le´ments
que nous venons de citer.
3.3.2 Complexite´ du sche´ma
Cette partie pre´sente une mesure permettant d’e´valuer la complexite´ des sche´mas ERA.
Nous commencerons par voir ce qui correspond intuitivement au concept de complexite´
afin de de´finir une mesure de celle-ci pour les sche´mas ERA. Les complexite´s qui nous
inte´ressent ici sont la complexite´ structurelle et la complexite´ cognitive du sche´ma. Lors-
qu’on e´value la structure du code, comme nous l’avons pre´sente´ au point 2.2.2, ce dernier,
s’il s’agit de code proce´dural, peut eˆtre repre´sente´ sous la forme d’un graphe oriente´. Il n’est
malheureusement pas possible de faire de meˆme avec le sche´ma conceptuel des donne´es.
La raison est que, bien qu’un sche´ma soit un graphe celui-ci ne comporte pas de noeuds
de de´cision contrairement aux repre´sentations du code proce´dural sous forme de graphe.
Or, c’est sur ces noeuds de de´cision qui repre´sentent par exemple des if-then-else, des
while, etc., que s’appuient les mesures de complexite´ du code proce´dural. La complexite´
peut, toutefois, eˆtre de´finie en analysant la structure du sche´ma. Plusieurs e´tudes pre´sente´es
dans le chapitre consacre´ aux mode`les existant ont montre´ qu’il est possible de quantifier
la complexite´ d’une structure de donne´es comme un diagramme de classe UML [20]. Pour
ce qui est de ce que nous avons appele´ la complexite´ cognitive, nous nous appuyerons
sur la complexite´ structurelle du sche´ma pour la de´finir. Elle permettra de classer certains
e´le´ments complexes des sche´mas dans un ordre de grandeur. Nous abordons la complexite´
des sche´mas afin de fournir un outil qui aidera a` de´terminer quels sont les liens entre la
complexite´ du sche´ma et celle du code SQL.
On trouve ge´ne´ralement qu’un sche´ma est plus complexe lorsque celui-ci est plus dif-
ficile a` comprendre, mais il s’agit alors d’une complexite´ cognitive et non plus structu-
relle. Ces deux types sont toutefois fortement lie´s. La complexite´ structurelle devrait nor-
malement eˆtre un attribut interne au sche´ma et devrait pouvoir eˆtre quantifie´e objective-
ment, contrairement a` la complexite´ cognitive qui fait intervenir des conditions exte´rieures
comme l’expe´rience et la formation de la personne analysant le sche´ma, le design du
sche´ma, etc. Nous ne se´parerons plus entie`rement ces deux types de complexite´. Nous
identifierons d’abord les structures complexes d’un sche´ma entite´s-associations. Nous
e´tablirons ensuite des classes de complexite´ a` partir des e´le´ments identifie´s.
La premie`re e´tape va donc consister en l’identification des e´le´ments qui peuvent in-
fluencer la complexite´ d’un sche´ma. Nous avons, dans la partie 3.3.1, choisi de rendre la
complexite´ et la taille du sche´ma les plus inde´pendantes possibles. Toujours sur base des
e´le´ments du me´ta-mode`le a` la figure 3.6, nous allons de´finir les e´le´ments complexes d’un
sche´ma. Intuitivement, le nombre de contraintes de types at-least-1 ou de coexistence, le
nombre de roˆles pour un type d’associations, le type des relations (One-to-Many, One-to-
One, Many-to-Many) sont des exemples d’e´le´ments constituant la complexite´ d’un sche´ma.
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Dans le me´ta-mode`le, ces e´le´ments sont les types d’entite´s en relation avec le type d’entite´s
DBMDataObject ou ses descendants. Nous de´finirons donc la complexite´ du sche´ma sur
base des groupes, des roˆles, des relations IS-A et de la composition des attributs.
Les e´le´ments influenc¸ant la complexite´ des sche´mas sont les suivants 2 :
• DBMCluster : indique une spe´cialisation, c’est-a`-dire un IS-A, pour un type d’en-
tite´s. Cet objet est lie´ au super-type de la relation ainsi qu’aux types d’entite´s indi-
quant les sous-types ;
• DBMSubType : indique les sous-types lie´s dans un IS-A. Cet objet est lie´ au DBM-
Cluster ainsi qu’aux types d’entite´s constituant les sous-types dans la relation IS-A ;
• DBMRole : indique un roˆle dans un type d’associations ;
• DBMGroup : un groupe est utilise´ pour repre´senter une contrainte telle qu’un iden-
tifiant, une contrainte d’existence, etc. Il peut eˆtre compose´ d’attributs, de roˆles et
d’autres groupes. Il est rattache´ a` un type d’entite´s, un type d’associations ou encore
un attribut compose´. L’attribut function repre´sente le type de contrainte ;
• DBMConstraintMember : effectue la liaison entre plusieurs groupes lorsque la
contrainte est une contrainte inter-groupe ;
• DBMConstraint : spe´cifie le comportement ensembliste d’une contrainte inter-
groupe, comme par exemple, l’inclusion, l’e´galite´, etc. ;
• AttributeOwner : indique le proprie´taire de l’attribut. Ce proprie´taire peut eˆtre un
type d’entite´s, un type d’associations ou encore un attribut compose´.
Nous tiendrons e´galement compte du nombre de ces e´le´ments ainsi que de certaines
des relations entre ces e´le´ments et les autres types d’entite´s du sche´ma. Notre mesure de
la complexite´ peut eˆtre introduite de la fac¸on suivante. Nous pouvons imaginer une vue
en hauteur du sche´ma. De cette vue, nous distinguons des structures, sans connaıˆtre leur
sens re´el. Nous pouvons par exemple, voir un type d’associations avec 3 roˆles. Il va nous
sembler plus complexe qu’un autre type d’associations avec 2 roˆles. De meˆme, en ce qui
concerne les groupes, plus ils contiendront d’e´le´ments, plus il nous paraıˆtront complexes.
Dans les relations IS-A, nous distinguerons un IS-A, sans savoir de quel type il est, mais
nous verrons combien de sous-types directs se trouvent dans la relation3. Finalement, nous
pourrons observer le niveau de profondeur des attributs compose´s. Cette interpre´tation de
la complexite´ structurelle des sche´mas ne tient donc pas compte de la se´mantique des struc-
tures choisies. Cette se´mantique est repre´sente´e par les attributs des types d’entite´s DBM-
Cluster, DBMSubType, etc du me´ta-mode`le.
Il n’est bien entendu pas question ici de comparer la complexite´ engendre´e par le
nombre de roˆles et celle engendre´e, par exemple, par les IS-A. Nous devrions alors mettre
des structures de natures tre`s diffe´rentes sur un meˆme pied d’e´galite´. Il est par contre pos-
sible de de´finir des ”familles” d’e´le´ments complexes. Les e´le´ments d’une meˆme famille
peuvent eˆtre compare´s entre-eux. L’exemple le plus simple est celui des roˆles. Nous uti-
liserons la figure 3.7 comme exemple. Il est clair que les roˆles du type d’associations
emp-cloˆture´ forment une structure plus complexe que la structure du type d’associa-
tions re´pondant. Voici un autre exemple, toujours base´ sur la figure 3.7, qui touche aux
contraintes du sche´ma. Les contraintes sont, dans le me´ta-mode`le, repre´sente´es par des
groupes. Les identifiants sont donc des groupes. Nous avons conside´re´ ici la complexite´
2Une de´finition comple`te de ces e´le´ments est disponible dans [37].
3Par sous-type direct, nous faisons ici re´fe´rence uniquement aux types d’entite´s se trouvant au premier niveau
de profondeur dans la relation.
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structurelle de ces groupes comme e´tant le nombre d’e´le´ments (groupes, attributs ou roˆles)4
pre´sents dans le groupe. Ces e´le´ments sont repre´sente´s dans le me´ta-mode`le par le type
d’entite´s Component. En ce qui concerne les relations IS-A, la complexite´ de leur struc-
ture de´pend du nombre de sous-types associe´s pour la relation IS-A. Ces sous-types cor-
respondent au type d’entite´s DBMSubType dans le me´ta-mode`le.
FIG. 3.7 – Illustration de diffe´rentes structures possibles dans un sche´ma conceptuel.
Pour ces 3 familles de structures complexes, les groupes, l’arite´ des types d’associa-
tions et les IS-A et le nombre de sous-types associe´s, nous pouvons distinguer une com-
plexite´ dite cognitive. Cette complexite´ va de´pendre de la structure et de la se´mantique.
La notion de complexite´ va donc devenir la difficulte´ avec laquelle un sche´ma peut eˆtre
compris. Nous ne pourrons de´velopper ici un ordre ge´ne´ral complet sur tous les e´le´ments
complexes. Comme nous l’illustrerons au travers d’un exemple, certains e´le´ments sont trop
proches et ne peuvent donc eˆtre classe´s dans un ordre pre´cis. Nous allons tout d’abord
e´tudier les groupes. Pour ceux-ci, nous utiliserons la fonction du groupe afin de les clas-
ser. La fonction est repre´sente´e dans le me´ta-mode`le par l’attribut function du type d’en-
tite´s DBMGroup. La fonction du groupe peut avoir une des valeurs suivantes : pas de
contrainte, identifiant primaire, identifiant secondaire, at-least-one, coexistence, exclusion
ou contrainte de´finie par l’utilisateur. 5 Parmi ces e´le´ments, le plus courant est la contrainte
d’identifiant. Celle-ci est pre´sente dans la plupart des types d’entite´s d’un sche´ma. Les
e´le´ments de type coexistence, exclusion et at-least-one impliquent une contrainte sur la
valeur des e´le´ments du sche´ma, et forment les contraintes d’existence. Ces contraintes
4Pour garder une certaine simplicite´, nous avons choisi de ne pas aborder les proble`mes concernant les
e´le´ments qui composent les groupes. En effet, un groupe peut composer un autre groupe. Nous pouvons alors
eˆtre dans une situation ou`, pour deux attributs a et b, nous pourrions avoir le groupe 1, contenant a et b. Nous
pourrions e´galement avoir le groupe 2, compose´ de 1 ainsi qu’un groupe 3, contenant 1, a et b. En re´sume´, nous
aurions 1 = {a,b}, 2 = {{a,b}} et 3 = {a,b,{a,b}}. Il s’agit donc d’un proble`me de comparaison entre les com-
posants d’un groupe et on peut se demander si 1 et 2 ou encore si 2 et 3 sont e´quivalents. Par simplicite´, nous
conside´rerons, dans un meˆme groupe, les attributs, les roˆles et les groupes, quels que soient les e´le´ments qu’ils
contiennent, au meˆme niveau.
5Nous n’avons pas tenu compte des cle´s d’acce`s qui n’apparaissent normalement que dans les sche´mas phy-
siques. Toutefois, si celle-ci devait eˆtre classe´e, nous la situerions entre l’absence de contrainte et la contrainte
d’identifiant. En effet, la cle´ d’acce`s n’implique pas de contrainte particulie`re sur la valeur des e´le´ments du sche´ma
et par rapport aux identifiants pour lesquels on e´crit toujours une cle´ d’acce`s, la contrainte ”cle´ d’acce`s” est moins
complexe.
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nous ont semble´ plus difficiles a` interpre´ter que celles indique´es par les identifiants. Pour
cette raison, elles sont conside´re´es comme e´tant plus complexes que l’identifiant. Parmi les
trois contraintes d’existence, nous ne distinguerons pas d’ordre. Finalement, les contraintes
de´finies par l’utilisateur ne seront pas classe´es car elle sont trop variables. Voici donc
l’ordre des contraintes des groupes :
pas de contrainte < identifiant primaire et secondaire < coexistence, at-least-one et
exclusion
Le proble`me restant est de de´finir un ordre de grandeur de complexite´, au sens ge´ne´ral
du terme, sur les groupes. Nous allons ici combiner la complexite´ structurelle et l’ordre des
contraintes. L’ordre ge´ne´ral va d’abord se faire sur base de la taille du groupe (le crite`re
de complexite´ structurelle). Pour une meˆme complexite´ structurelle, les e´le´ments seront
ordonne´s selon l’ordre des contraintes de´fini pre´ce´demment. Ce classement a l’avantage
d’eˆtre simple et de se baser sur la structure et sur l’aspect compre´hension. Il nous paraıˆt
aussi assez intuitif. Il a comme de´savantage de ne pas e´valuer nume´riquement la complexite´
et de ne pas permettre la comparaison d’e´le´ments qui n’ont pas une meˆme structure. Il
s’agit la` d’un choix que nous justifions par la question suivante : un identifiant constitue´
de quatre attributs, roˆles ou autre groupes, est-il plus ou moins complexe qu’une contrainte
d’exclusion a` deux e´le´ments ? Il ne s’agit que d’un exemple parmi d’autres. Ces questions
ne peuvent eˆtre e´claircies que par des e´tudes de cas et le re´sultat de´pendra trop, selon nous,
de la formation et des capacite´s de l’individu analysant le sche´ma.
L’e´valuation de la complexite´ des roˆles et des types d’associations est construite selon
un proce´de´ similaire. Nous ne comparerons entre eux que les constructions qui ont une
complexite´ structurelle similaire et donc les types d’associations ayant une meˆme arite´. Il
est ensuite possible, a` partir de celle-ci, de de´finir un ordre de complexite´ en fonction de
la cardinalite´ des roˆles. Nous utiliserons une relation binaire afin d’illustrer cet ordre. Un
type d’associations binaire peut eˆtre de trois classes fonctionnelles diffe´rentes, repre´sente´es
par la cardinalite´ maximale des roˆles. Dans le me´ta-mode`le, cette information est donne´e
par l’attribut maximumCardinality du type d’entite´s DBMRole. Ces trois classes sont :
un-a`-un, un-a`-plusieurs ou plusieurs-a`-plusieurs. Les trois exemples suivants, aux figures
3.8, 3.9 et 3.10, tire´s de [25], pre´sentent ces trois classes, pour les relations binaires.
FIG. 3.8 – Relation un-a`-un.
Nous pouvons voir, graˆce a` la repre´sentation graphique des objets du domaine d’ap-
plication et des relations un-a`-un, que cette dernie`re est plus simple a` interpre´ter que les
autres. Elle sera donc l’e´le´ment de complexite´ minimale pour les relations binaires. En-
suite, suivant le nombre de liens existant entre les objets, la relation un-a`-plusieurs, est
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FIG. 3.9 – Relation un-a`-plusieurs.
FIG. 3.10 – Relation plusieurs-a`-plusieurs.
la deuxie`me plus complexe. Finalement, la relation binaire la plus complexe est du type
plusieurs-a`-plusieurs. Les relations d’arite´ supe´rieure a` 2 utiliseront un classement de com-
plexite´ similaire, c’est a` dire sur base des cardinalite´s maximales des roˆles avec comme
e´le´ment le moins complexe, la relation ayant tous ses roˆles a` 1 et comme e´le´ment le plus
complexe, la relation ayant tous ses roˆles a` N.
La relation IS-A est, selon nous, un e´le´ment qui augmente la complexite´ d’un sche´ma.
Bien entendu, elle augmente aussi l’expressivite´ des sche´mas ERA. Nous avons choisi
de de´finir la complexite´ structurelle comme e´tant le nombre de sous-types de´clare´s dans la
relation. La complexite´ cognitive va de´pendre, quant a` elle, du type de la relation, repre´sente´
dans le me´ta-mode`le par l’attribut type du type d’entite´s DBMCluster. Ce type est une des
quatre combinaisons des deux caracte´ristiques de la relation qui sont ”disjoint” et ”total”.
Nous utiliserons la relation ISA a` la figure 3.11 comme exemple. Le type de la relation
est a` indiquer a` la place du ? dans l’exemple. La relation peut donc eˆtre partielle et non-
disjointe (le ? est alors remplace´ par un blanc), il s’agit de la combinaison qui a la plus
faible contrainte mais e´galement de celle qui permet le plus de sous-types possibles au
parent A. A peut eˆtre, dans ce cas, de type B, C, a` la fois B et C, ou encore autre chose.
La relation peut eˆtre totale et non-disjointe (le ? est alors remplace´ par un T). A peut alors
eˆtre de type B, C ou a` la fois B et C. La troisie`me combinaison est la relation partielle
et disjointe, repre´sente´e par un D. A peut alors eˆtre de type B, C ou un autre type non
de´clare´ dans le sche´ma. Finalement, la dernie`re combinaison repre´sente la relation totale et
disjointe ( ? est remplace´ par P), qui exprime la partition. A est alors de type B ou C. Pour
une meˆme complexite´ structurelle, les relations IS-A seront classe´es en fonction du nombre
de sous-types auxquels peut appartenir le parent. Les types d’IS-A seront donc classe´s de
la fac¸on suivante :
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total et disjoint (P) < total et non-disjoint (T) et partiel et disjoint (D) < partiel et
non-disjoint ( )
FIG. 3.11 – Relation IS-A
La complexite´ des attributs compose´s ne sera de´finie qu’en terme de structure, contrai-
rement aux groupes, aux relations et aux IS-A. Cette complexite´ structurelle sera le nombre
de niveaux de profondeur existant a` partir d’un attribut compose´. Le niveau de la racine ne
sera pas pris en compte. Ce nombre ne sera conside´re´ que si le parent de l’attribut est un
type d’entite´s ou un type d’associations. Nous sommes conscients que cette description
de la complexite´ peut eˆtre encore de´veloppe´e, mais nous nous limiterons a` ces e´le´ments.
Cette mesure nous a e´galement demande´ de faire des choix arbitraires, qui peuvent eˆtre
conteste´s. Mais ces choix ont e´te´ fait sur base de notre expe´rience des sche´mas conceptuels
et d’ouvrages pre´sentant ceux-ci. Comme pour la mesure de la taille, nous allons illustrer
la mesure de la complexite´ au travers de la figure B.1.
• Les relations IS-A : L’exemple contient 1 relation IS-A a` 1 sous-type et sans
contrainte et une relation IS-A a` 2 sous-types avec une contrainte de partitionne-
ment ;
• Les types d’associations et les roˆles : L’exemple contient 11 relations binaires de
type un-a`-plusieurs et 1 relation binaire de type plusieurs-a`-plusieurs ;
• Les groupes : Le sche´ma contient 9 groupes a` 1 e´le´ments repre´sentant des identifiants
et 4 groupes a` 2 e´le´ments repre´sentant des identifiants ;
• Les attributs compose´s : Il y a dans le sche´ma, 3 attributs compose´s a` 1 niveau et 1
attribut compose´ a` 2 niveaux.
Comme le montre l’exemple, cette mesure de la complexite´ donne des statistiques
simples sur le sche´ma. Il reste donc a` exploiter ces informations, comme nous le ferons
dans le chapitre suivant.
3.3.3 Concision et lisibilite´ du sche´ma
Nous allons ici brie`vement aborder le proble`me de la concision et de la lisibilite´ du
sche´ma par rapport a` sa complexite´. L’un des de´fauts de la mesure de la complexite´ des
sche´mas que nous venons de voir est que celle-ci ne donne pas de re´sultats e´quivalents
pour des sche´mas e´quivalents moyennant une transformation faite aux moyens de re`gles
de normalisation. Plutoˆt que de remettre en question la mesure de complexite´, nous avons
voulu voir si cette proprie´te´ se re´percutait sur la concision et la lisibilite´ du sche´ma. Nous
n’aborderons cette question qu’au travers de deux exemples, aux figures 3.12 et 3.13. Pour
ces deux exemples, le sche´ma de gauche provient de la figure B.1. Le sche´ma de droite est
obtenu au moyen des re`gles de mutations applique´es par l’outil DB-Main.
La mutation d’un type d’associations en un type d’entite´s, dans l’exemple 3.12, aug-
mente la taille du sche´ma ainsi que le nombre d’e´le´ments complexes. La taille passe en effet
48 Techniques et outils
de 5 a` 7 et le nombre d’e´le´ments complexes passe de 2 (1 relation plusieurs-a`-plusieurs et 1
groupe identifiant) a` 4 (2 relations un-a`-plusieurs et 2 groupes identifiants). Donc, la com-
plexite´ des relations diminue. On peut dire que la concision diminue puisqu’il faut plus
d’e´le´ments pour exprimer la meˆme chose. Il reste donc la lisibilite´. Si celle-ci est propor-
tionelle a` la concision, elle diminue e´galement. Si par contre, elle est inverse´ment propor-
tionnelle a` la complexite´ des e´le´ments du sche´ma, elle est modifie´e suite a` la transforma-
tion. Elle augmente car la complexite´ moyenne des relations diminue mais elle augmente
e´galement suite a` l’apparition d’un groupe a` deux composants. Il ne nous est pas possible
ici de quantifier ce changement puisque la complexite´ des groupes et des relations ne sont
pas comparables.
FIG. 3.12 – Exemple de normalisation : Mutation d’un type d’associations en un type d’entite´s.
L’exemple suivant, a` la figure 3.13, concerne la mutation d’un IS-A en types d’asso-
ciations. La taille passe de 7 a` 9. Le sche´ma d’origine contenait les e´le´ments complexes
suivants : 1 groupe identifiant contenant 1 attribut et 1 IS-A de type ” partition ” avec 2
sous-types. Le sche´ma obtenu par transformation contient : 1 groupe identifiant contenant
1 e´le´ment, 1 groupe de type ” exactly-1 ” de 2 e´le´ments et 2 relations binaires de type
un-a`-un. Dans cet exemple, la complexite´ du IS-A disparaıˆt au profit de celle des groupes
et des relations. Il y a une diminution de la concision, puisque la taille augmente. En ce
qui concerne la lisibilite´, si elle de´pend de la complexite´ des e´le´ments du sche´ma, nous ne
pouvons rien affirmer ici. En effet, le sche´ma de gauche contient un ISA, qui n’est plus
dans le sche´ma de droite. De meˆme, le sche´ma de droite contient deux relations exprime´es
par deux types d’associations qui ne sont pas dans le sche´ma de gauche.
FIG. 3.13 – Exemple de normalisation : Transformation par de´sagre´gation
Il y a donc un aspect des sche´mas a` e´tudier, suite a` ces de´veloppements, en ce qui
concerne la concision et la lisibilite´. Cette e´tude demande, pour pouvoir eˆtre re´alise´e, une
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quantification de la concision et de la lisibilite´,que nous ne ferons pas dans le cadre de ce
me´moire.
3.3.4 Adaptation au mode`le relationnel
La transformation d’un sche´ma conceptuel en un sche´ma relationnel entraıˆne des chan-
gements importants. Ceux-ci sont, par exemple, la disparition des types d’associations et
des roˆles, la disparition des relations ISA, l’apparition de la contrainte re´fe´rentielle dans
les groupes, etc. Nous avons de´fini les mesures de taille et de complexite´ sur les sche´mas
ERA. Celles-ci peuvent eˆtre e´galement transforme´es et adapte´es au mode`le relationnel.
En ce qui concerne la mesure de la taille, nous allons compter les types d’enregistre-
ments de la meˆme fac¸on que les types d’entite´s. Nous ferons de meˆme avec les champs et les
attributs. La transformation du relationnel au conceptuel fait donc disparaıˆtre les types d’as-
sociations. Ceux-ci n’ont donc pas d’e´quivalents dans le mode`le relationnel. E´tant donne´es
les re`gles de normalisation et de transformation 6, les types d’associations vont, en ge´ne´ral,
eˆtre remplace´s par des types d’entite´s et des contraintes re´fe´rentielles, dans le cas des re-
lations plusieurs-a`-plusieurs. Les relations un-a`-plusieurs et un-a`-un vont eˆtre remplace´es
par une contrainte re´fe´rentielle. Dans certains cas, les contraintes re´fe´rentielles peuvent
eˆtre remplace´es par des contraintes d’e´quivalence. Par exemple, des types d’associations
binaires ayant comme cardinalite´s des roˆles [1-1]-[1-N], [0-1]-[1-1], [0-N]-[1-N], etc., don-
neront lieu a` ce type de contraintes.
Il faut e´galement adapter la mesure de complexite´ au mode`le relationnel. La complexite´
des relations ne pourra plus eˆtre compte´e, puisque les types d’associations auront disparu.
Il en est de meˆme pour les relations ISA, qui n’existent pas dans le mode`le relationnel.
Le niveau d’imbrication des attributs sera adapte´ au niveau d’imbrication des champs et
compte´ de la meˆme fac¸on. Les groupes sont par contre communs aux deux mode`les. Les
contraintes des groupes en relationnel sont toutefois plus nombreuses. Nous ajouterons la
contrainte re´fe´rentielle et la contrainte d’e´quivalence, de´signe´es respectivement par ref et
equ. La re`gle concernant les groupes devient :
pas de contrainte < identifiant primaire et secondaire < contrainte re´fe´rentielle <
e´quivalence, coexistence, at-least-one et exclusion
Nous avons choisi de conside´rer les contraintes re´fe´rentielles comme e´tant plus com-
plexes que les identifiants pour deux raisons. La premie`re est que ces contraintes sont moins
courantes que les identifiants. La deuxie`me raison est qu’elles demandent, pour pouvoir eˆtre
comprises, la lecture de deux types d’enregistrements, le re´fe´rence´ et le re´fe´renc¸ant. L’iden-
tifiant ne demande, quant a` lui, la lecture que d’un type d’enregistrement. La contrainte
re´fe´rentielle est toutefois moins complexe que celle d’e´quivalence. En effet, cette dernie`re
implique la re´fe´rence mais e´galement une contrainte d’existence sur les valeurs du type
re´fe´rence´. Finalement, nous avons placer la contrainte d’e´quivalence au meˆme niveau que
les contraintes d’existence. Ce choix est duˆ au fait que nous n’avons pu e´tablir un ordre
pre´cis entre les contraintes d’existence et celle d’e´quivalence.
Ceci cloture la partie concernant la taille et la complexite´ des sche´mas. Les mesures
pre´sente´es peuvent encore eˆtre de´veloppe´es. En effet, il existe d’autres contraintes peu
utilise´es, que nous n’avons pas pre´sente´es ici. Il existe e´galement des cardinalite´s d’attributs
qui peuvent eˆtre plus difficile a` comprendre que d’autres. En plus de cela, il reste encore a`
e´tudier ces mesures pendant leurs utilisations. Il nous faut e´galement e´tudier, par des e´tudes
de cas, les valeurs de taille et de complexite´ des sche´mas.
6Cfr. 3.1.1.
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3.4 Influence du sche´ma de la base de donne´es sur les
requeˆtes
Dans cette section, nous e´tudierons l’influence du sche´ma sur les requeˆtes SQL. Nous
commencerons par voir comment repre´senter la complexite´ du code SQL et les limites de
cette repre´sentation. Nous verrons ensuite quels sont les e´le´ments complexes et quels sont
leurs liens avec le sche´ma conceptuel, et en particulier quels sont les rapports avec la taille
et la complexite´ du sche´ma. La caracte´risation de la complexite´ des requeˆtes est un atout
en soi pour l’e´tude de la maintenabilite´. Cet outil permettra entre autres d’identifier les
e´le´ments difficiles a` interpreˆter au sein du code SQL.
3.4.1 Complexite´ des requeˆtes
La mesure de la complexite´ a toujours e´te´ un point cle´ dans la maintenabilite´. Comme
nous l’avons pre´sente´ au chapitre 2, le terme complexite´ regroupe de nombreux concepts.
Nous ne verrons pas ici les proble`mes de couˆts en espace et en temps pour les requeˆtes
SQL. Nous nous concentrerons sur la complexite´ structurelle, qui reste une fac¸on objective
d’e´valuer la complexite´ d’une requeˆte en terme de compre´hension, et qui reste un indi-
cateur important pour la maintenabilite´. Il n’existe pas actuellement de mode`le et mesure
permettant d’e´valuer cette complexite´ structurelle pour les requeˆte SQL, alors que ceux-
ci sont nombreux pour le langage proce´dural. Intuitivement, il est possible de de´velopper
deux approches distinctes. La premie`re est de traduire les requeˆtes SQL en code proce´dural
et ensuite d’appliquer des mesures du code proce´dural reconnues. La deuxie`me est de
de´velopper de nouvelles me´thodes et mesures spe´cifiques au langage SQL. On peut de´ja`
imaginer les proble`mes engendre´s par ces deux approches. Pour la premie`re, il nous faudra
tout d’abord de´finir un ensemble de re`gles de traduction de SQL vers JAVA, par exemple,
qui sera ici le langage de destination. Le choix des re`gles se justifiera au travers de plusieurs
exemples. Les requeˆtes seront traduites en suivant un sche´ma de lecture standard du code
SQL. Le deuxie`me proble`me est l’application de mesures de complexite´ sur la traduction.
Il nous faudra alors identifier quelles sont les structures SQL qui ont engendre´ les structures
JAVA conside´re´es comme complexes. En ce qui concerne la deuxie`me approche, celle-ci a
l’avantage de partir de ze´ro et donc de permettre la de´finition de mesures adapte´es a` SQL.
Malheureusement, cela demande un accord sur le choix de ce qui est complexe et de ce
qui ne l’est pas. Ce choix de´pend d’avis d’experts qui peuvent varier d’un expert a` l’autre.
Nous pensons que les deux me´thodes peuvent eˆtre combine´es. En conservant une relation
d’ordre entre la complexite´ des traductions de SQL en JAVA et la complexite´ obtenue par la
deuxie`me approche, cela correspond a` une certaine validation pour les re`gles de traduction
et pour les mesures de´finies dans la deuxie`me approche.
Nous allons de´velopper ici la premie`re approche. La traduction de SQL en JAVA va
permettre d’obtenir un graphe de controˆle de flux, sur lequel nous pourrons appliquer les
mesures de complexite´. Intuitivement, on peut faire le rapprochement entre un pre´dicat
SQL et un if-then-else. Pour rappel, les pre´dicats sont une structure du langage SQL. Ils
permettent la comparaison en plusieurs expressions au moyen d’un ope´rateur. Cet ope´rateur
peut effectuer une comparaison avec une valeur de´termine´e ou encore le null SQL. Il peut
e´galement ve´rifier des conditions plus complexes comme l’appartenance a` une table, l’uni-
cite´, etc. Le re´sultat d’un pre´dicat peut eˆtre ”vrai”, ”faux” ou ”inconnu”. Nous reviendrons
plus en de´tails sur les types de pre´dicats dans la section 3.6.3. Malheureusement, il n’existe
pas de re`gles permettant de mettre en place une telle repre´sentation. Les deux requeˆtes
suivantes illustrent ce que nous entendons ici par complexite´ de requeˆtes :
select *
from CLIENT
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select *
from CLIENT
where LOCALITE = ’Namur’
Ces deux requeˆtes simples montrent bien qu’il existe diffe´rents degre´s de complexite´
dans les acce`s aux donne´es. Pour pouvoir e´valuer la complexite´ structurelle, nous allons
d’abord transformer les requeˆtes en me´thodes JAVA. Une telle transformation demande la
de´finition de re`gles formelles. Ces re`gles prendront en entre´e une requeˆte SQL et donne-
ront comme re´sultat le code proce´dural e´quivalent. Ces re`gles de transformation pourront
e´galement eˆtre utilise´es si un changement de plateforme est requis. Par exemple, si pour
une application le SQL doit disparaıˆtre au profit d’un langage proce´dural.
Nous allons pre´senter, au travers d’exemples, la transformation d’une requeˆte SQL en
me´thode JAVA. Cette transformation ne sera faite que dans un seul sens. Pour plus de fa-
cilite´s, nous avons conside´re´ que les donne´es sont disponibles sous formes de collection
JAVA et accessibles partout dans le programme. Ces donne´es peuvent eˆtre extraites faci-
lement de la base de donne´es et place´es dans des objets JAVA. Nous ne conside´rons pas
ici les syste`mes d’index, pre´sents dans les base de donne´es et simplifiant conside´rablement
certaines recherches.
Le premier exemple est la requeˆte :
select *
from CLIENT
La me´thode JAVA re´sultant de la transformation est :
Set resultats = new Set();
Iterator <Client>it = clients.iterator();
while(it.hasNext()){
Client cli = it.next();
resultats.add(cli);
}
return resultats;
Le select SQL est ici repre´sente´ par un while JAVA car on doit parcourir tous les ob-
jets de type Client. On pourrait penser que la me´thode JAVA ci-dessus n’est pas correcte
puisqu’on parcourt l’ensemble des clients pour les copier un a` un dans l’ensemble-re´sultat.
On aurait pu en effet copier la re´fe´rence de clients dans resultat. L’argument principal de
cette solution est le gain de performance. Mais elle est contraire a` l’intuition, surtout dans
le cas ou` la requeˆte contient au moins un pre´dicat, comme nous le verrons dans l’exemple
suivant. Nous n’avons donc pas ici pris en compte la performance du code JAVA.
Le deuxie`me exemple introduit les pre´dicats dans le langage SQL.
select *
from CLIENT
where numCli = 1234
La me´thode JAVA re´sultant de la transformation est :
Set resultats = new Set();
Iterator <Client>it = clients.iterator();
while(it.hasNext()){
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Client cli = it.next();
if(cli.numCli == 1234){
resultats.add(cli);
}
}
return resultats;
Si le select SQL repre´sente unwhile JAVA, les pre´dicats SQL peuvent quant-a`-eux, eˆtre
repre´sente´s par des if-then-else. Cette re`gle correspond bien a` l’intuition. Dans la requeˆte
SQL, un client ne sera dans le re´sultat que si son nume´ro de client (numCli) est e´gal a` 1234.
On verifie donc d’abord la condition pour ensuite effectuer l’action, ce qui correspond bien
a` un if-then-else dans les langages proce´duraux.
On observe que les traductions sont simples et directes. Mais plusieurs proble`mes ap-
paraissent lorsqu’on e´tend le langage SQL conside´re´. Le premier est celui des variables
hoˆtes. Pour rappel, ces variables proviennent du code qui a` fait appel au code SQL. Ce
code appelant peut, par exemple, eˆtre e´crit dans le langage COBOL. Les variables hoˆtes
sont reconnues dans la de´finition du embedded-SQL sous le terme de host variable. Ce
me´canisme est tre`s utile, c’est pourquoi nous avons choisi de le prendre en compte. La
requeˆte suivante illustre comment peuvent eˆtre utilise´es les variables hoˆtes.
select *
from CLIENT
where numCli = :numCli
La traduction de ces variables va se faire par l’ajout d’un parame`tre dans la me´thode
JAVA. On ajoutera un parame`tre pour chaque variable diffe´rente de´tecte´e. L’utilisation du
parame`tre se fera de la meˆme fac¸on que pour les valeurs de´ja` fixe´es dans la requeˆte, comme
par exemple, la valeur 1234 repre´sentant un nume´ro de client dans l’exemple pre´ce´dent. On
observe e´galement que les variables hoˆtes ne complexifient pas la structure de la me´thode
JAVA.
Nous allons maintenant de´velopper la traduction de deux des constructions les plus im-
portantes dans le langage SQL. Ces deux constructions sont la requeˆte imbrique´e et la join-
ture interne. Voyons d’abord le proble`me de la requeˆte imbrique´e au travers de l’exemple
suivant :
select *
from ARTICLE
where NumArt in (select NumArt
from LigneCommande)
La me´thode JAVA re´sultant de la transformation est :
Set resultats = new Set();
Iterator <Article>it1 = articles.iterator();
while(it1.hasNext()){
Article art = it1.next();
Iterator <LigneCommande>it2 = lignesCommandes.iterator();
while(it2.hasNext()){
LigneCommande lc = it2.next();
if(lc.numArt == art.numArt){
resultats.add(art);
}
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}
}
return resultats;
Il existe deux fac¸ons d’interpre´ter une requeˆte imbrique´e. La premie`re est une analyse
descendante. On part alors du de´but de la requeˆte jusqu’a` la fin de celle-ci pour interpre´ter et
comprendre la requeˆte. La deuxie`me fac¸on consiste a` partir du plus bas niveau des requeˆtes
imbrique´es, donc de la fin de la requeˆte, pour remonter ensuite vers les niveaux supe´rieurs,
apre`s avoir re´solu chaque sous-requeˆte. Dans les deux cas, la requeˆte imbrique´e sera tra-
duite par unwhile. Selon ces deux lectures, il existe deux fac¸ons de transformer une requeˆte
SQL en une me´thode JAVA. Dans la me´thode JAVA ci-dessus, nous avons applique´ l’ana-
lyse descendante. Cela s’observe dans l’ordre des while dans la me´thode. On commence en
effet par parcourir les objetsArticle, et pour chacun d’entre-eux, nous parcourons les lignes
des commandes. L’e´quivalent au pre´dicat SQL de la requeˆte est encore un if-then-else qui
est exe´cute´ dans la deuxie`me boucle.
Nous allons maintenant traduire cette requeˆte selon une approche ascendante. Pour
ce faire, nous avons besoin de nouveaux objets JAVA qui vont contenir les re´sultats des
requeˆtes imbrique´es. Ces objets sont des ensembles qui contiennent ge´ne´ralement plu-
sieurs valeurs d’un meˆme attribut. Afin de ne pas complexifier le code JAVA, nous avons
conside´re´ les attributs tels que numCli, numArt, etc., comme e´tant des types primitifs.
Dans certaines des me´thodes JAVA qui vont suivre, nous les conside´rerons soit comme des
types primitifs (exemple : int, char, etc.), soit comme des classes repre´sentant ces types
(exemple : Integer, Character, etc.). Dans le premier cas, nous utiliserons alors le syn-
tagme == pour la comparaison. Dans le deuxie`me cas, nous utiliserons la me´thode equals,
ou encore compareTo pour les chaıˆnes de caracte`res. Dans le second cas, nous pourrons
e´galement ajouter les objets dans des ensembles, ce qui n’est pas possible avec des types
primitifs. La traduction est la suivante :
Set resultats = new Set();
Iterator <LigneCommande>it1 = lignesCommandes.iterator();
Set numarts = new Set();
while(it1.hasNext()){
LigneCommande lc = it1.next();
numarts.add(lc.numArt);
}
Iterator <Article>it2 = articles.iterator();
while(it2.hasNext()){
Article art = it2.next();
if(numarts.contains(art.numArt)){
resultats.add(art);
}
}
return resultats;
L’appel de me´thode numarts.contains(art.numArt) traduit la lecture ascendante de
la requeˆte SQL au niveau du pre´dicat in. Cette me´thode indique si un e´le´ment (dans
l’exemple : art.numArt) se trouve dans un ensemble (dans l’exemple : numarts). Tou-
tefois, une telle me´thode peut ne pas eˆtre applicable dans le cas du langage JAVA si la
me´thode equals, testant l’e´galite´, n’est pas de´finie sur les valeurs des objets mais sur les
re´fe´rences des objets. Si la traduction de la requeˆte se fait dans un langage autre que JAVA,
la me´thode contains peut simplement ne pas exister. Les lignes de code suivantes :
if(numarts.contains(art.numArt)){
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resultats.add(art);
}
doivent alors eˆtre remplace´es par une construction similaire a` l’exemple suivant :
Iterator <NumArt>it3 = numArt.iterator();
while(it3.hasNext()){
NumArt na = it3.next();
if(na.equals(art.numArt)){
resultats.add(art);
}
}
On constate dans cet exemple, que les deux me´thodes n’ont pas une structure similaire
par rapport aux while et aux if-then-else. L’approche ascendante ge´ne`re ici un nombre de
while et de if-then-else identique. Les graphes de controˆle de flux des deux versions (des-
cendante et ascendate) auront donc le meˆme nombre de noeuds de controˆle, mais n’auront
pas la meˆme structure. Il nous faut encore de´terminer comment se comporte cette diffe´rence
lorsque le nombre de sous-requeˆtes augmente ainsi que lorsque le type du pre´dicat SQL va-
rie. Voyons tout d’abord comment peut se traduire une requeˆte plus complexe a` 3 niveaux.
Cette requeˆte donne les commandes dont au moins un des de´tails concerne le produit PA60
et ce de´tail a une quantite´ commande´e strictement infe´rieure a` celle du de´tail relatif a` la
commande 30182 et qui concerne le produit PA60. On voit directement qu’une requeˆte a`
trois niveaux devient plus complexe a` comprendre et a` formuler. Voici le code SQL de cette
requeˆte :
select *
from COMMANDE
where NCOM in (select NCOM
from DETAIL
where NPRO = ’PA60’
and QCOM < (select QCOM
from DETAIL
where NPRO = ’PA60’
and NCOM = ’30182’));
Nous traduisons cette requeˆte par la me´thode suivante, en utilisant l’analyse descen-
dante :
Set resultats = new Set();
Iterator <Commande>it1 = commandes.iterator();
while(it1.hasNext()){
Commande com = it1.next();
Iterator <Detail>it2 = details.iterator();
while(it2.hasNext()){
Detail det1 = it2.next();
if(det1.ncom == com.ncom){
if(det1.npro.compareTo("PA60")){
Iterator <Detail>it3 = details.iterator();
while(it3.hasNext()){
Detail det2 = it3.next();
if(det1.qcom < det2.qcom){
if(det2.npro.compareTo("PA60")){
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if(det2.ncom == 30182){
resultats.add(com);
}
}
}
}
}
}
}
}
return resultats;
Comme pour la requeˆte pre´ce´dente, le pre´dicat SQL in est e´value´ dans la sous-requeˆte
a` laquelle il se rapporte. Ce pre´dicat aurait pu eˆtre e´value´ plus tard, par exemple dans le
dernier if-then-else dans la me´thode JAVA, sans changer le re´sultat final. Mais comme nous
simulons ici une analyse descendante, celui-ci est e´value´ le plus toˆt possible dans le code
JAVA. Il en est de meˆme dans la troisie`me boucle, dans laquelle on e´value en premier le
pre´dicat in servant de liaison entre la premie`re et la deuxie`me sous-requeˆte. Observons
maintenant la transformation de la requeˆte selon la me´thode ascendante :
Set resultats = new Set();
Iterator <Detail>it1 = details.iterator();
QCom qc;
while(it1.hasNext()){
Detail det1 = it1.next();
if(det1.npro.compareTo("PA60")){
if(det1.ncom == 30182){
qc = det1.qcom;
break;
}
}
}
Iterator <Detail> it2 = details.iterator();
Set ncoms = new Set();
while(it2.hasNext()){
Detail det2 = it2.next();
if(det2.npro.compareTo("PA60")){
if(det2.qcom < qc){
ncoms.add(det2.ncom);
}
}
}
Iterator <Commande>it3 = commandes.iterator();
while(it3.hasNext()){
Commande commande = it3.next();
if(ncoms.contains(commande.ncom)){
resultats.add(commande);
}
}
La structure du code JAVA varie selon que l’on ait choisi une lecture descendante ou
ascendante de la requeˆte, que ce soit pour la re´partition des noeuds if-then-else, que celle
des noeudswhile. Le nombre de noeuds de de´cision reste quant a` lui identique pour les deux
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versions. Nous ge´ne´raliserons cette diffe´rence entre la lecture descendante et ascendate,
en ce qui concerne la structure. Nous conside´rerons e´galement comme vrai le fait que le
nombre de noeuds est e´gal pour les deux lectures. Nous justifions cela au travers des deux
exemples et par le fait que les pre´dicats SQL sont de deux types, ceux s’appliquant sur
des ensembles, comme le pre´dicat in, et ceux s’appliquant sur des valeurs particulie`res,
comme les pre´dicats is null,<, etc. Les deux exemples pre´ce´dents couvrent ces deux types
de pre´dicats.
Nous voyons e´galement que le niveau d’imbrication des noeuds de de´cision dans l’ap-
proche ascendante est moins e´leve´ que pour celui de l’approche descendante. Cela est duˆ au
fait que la requeˆte imbrique´e est d’abord re´solue et qu’elle donne un re´sultat qui n’est utilise´
qu’apre`s la sous-requeˆte. Par la suite, nous ne traduirons plus les requeˆtes imbrique´es que
selon une lecture descendante, sauf mention contraire. Comme pour les requeˆtes simples et
les pre´dicats, la transformation SQL vers JAVA des requeˆtes imbrique´es reste simple et in-
tuitive, en particulier pour l’approche descendante. Voyons maintenant comment conside´rer
les jointures internes.
Afin de simuler la jointure interne, nous avons aussi besoin de nouveaux objets JAVA.
Ces nouveaux objets vont contenir les re´sultats des jointures, c’est-a`-dire le produit rela-
tionnel, parfois aussi appele´ abusivement produit carte´sien des tables de la jointure. Ces
objets auront comme attributs tous les attributs de chaque table de la jointure. Nous retrou-
verons donc ge´ne´ralement, dans chacun de ces objets, des attributs redondants sur lesquels
seront base´s les conditions de jointure. La traduction de la requeˆte en une me´thode JAVA va
correspondre a` une interpre´tation ge´ne´rale des jointures internes. Nous commencerons par
effectuer le produit relationnel des tables, pour ensuite ve´rifier les conditions de jointure et
les autres pre´dicats. Bien entendu, cette de´marche n’est pas applique´e par le SGBD car cette
me´thode serait alors trop couˆteuse. Mais nous ne tiendrons pas compte ici des proble`mes
de performance. Afin d’illustrer la transformation d’une requeˆte comprenant une jointure
interne, nous utiliserons l’exemple suivant :
select NOM, NCOM, DATECOM
from CLIENT CLI, COMMANDE COM
where COM.NCLI = CLI.NCLI
and LOC = ’Toulouse’
Le produit relationnel de la jointure est d’abord exe´cute´ dans la me´thode JAVA et va
donner tous les couples de CLIENT et de COMMANDE possibles. Il peut eˆtre repre´sente´
de la manie`re suivante :
Set <CommandeClient>commandesclients = new Set();
Iterator <Client>it1 = clients.iterator();
while(it1.hasNext()){
Client cli = it1.next();
Iterator <Commande> it2 = commandes.iterator();
while(it2.hasNext()){
Commande com = it2.next();
CommandeClient comcli =
new CommandeClient(cli.ncli,cli.nom,cli.adresse,
cli.localite,cli.cat,cli.compte,
com.ncom,com.datecom,com.ncli);
}
}
Le produit relationnel est donc une source non-ne´gligeable de complexite´. En effet,
pour chaque jointure interne, le nombre ne´cessaire de while imbrique´s pour effectuer le
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produit relationnel est e´gal au nombre de tables dans la jointure. Une fois le produit rela-
tionnel effectue´, la me´thode parcourt les objets nouvellement cre´e´s et ve´rifie les pre´dicats
de la requeˆte :
Set <ResultatComCli>resultats = new Set();
Iterator <CommandeClient>it1 = commandesclients.iterator();
while(it1.hasNext()){
CommandeClient comcli = it1.next();
Iterator <Commande> it2 = commandes.iterator();
if(comcli.comncli == comcli.clincli){
if(comcli.cliloc.compareTo("Toulouse")){
ResultatComCli res =
new ResultatComCli(comcli.clinom,
comcli.comncom, comcli.comdatecom);
resultats.add(res);
}
}
}
return resultats;
Une fois la jointure effectue´e, la traduction des pre´dicats de la requeˆte se fait facile-
ment, comme on peut le constater dans le code JAVA ci-dessus. On observe e´galement que,
comme les e´le´ments re´sultant du produit relationnel se trouvent dans l’ensemble comman-
desclients, il n’est plus ne´cessaire de parcourir les ensembles clients et commandes. La
structure d’une jointure interne ne paraıˆt donc pas a` premie`re vue beaucoup plus complexe
que celle d’une requeˆte utilisant des requeˆtes imbrique´es. Nous ne pouvons affirmer pour
l’instant qu’une requeˆte utilisant la jointure est toujours plus ou moins complexe qu’une
requeˆte donnant un re´sultat e´quivalent et utilisant des requeˆtes imbrique´es. Pour prouver
cela, il nous faut d’abord de´terminer quelles sont les interrogations de la base de donne´es
qui peuvent eˆtre exprime´es pour un re´sultat e´quivalent sous la forme d’une jointure in-
terne ou d’une requeˆte imbrique´e. Il faut ensuite pouvoir donner un ensemble de re`gles de
transformations des requeˆtes imbrique´es vers les jointures et inversement. Sur base de ces
re`gles, nous pourrions ensuite prouver formellement lequel des proce´de´s est le plus com-
plexes en terme de structure. La de´finition de ces re`gles de´passe le cadre de ce me´moire,
nous nous contenterons donc ici de l’e´tude de deux exemples. Le premier est la requeˆte
suivante utilisant des sous-requeˆtes :
select NCOM, DATECOM
from COMMANDE COM
where NCLI in (select NCLI
from CLIENT
where LOCALITE = ’Poitiers’)
Cette requeˆte est e´quivalente a` la suivante qui utilise la jointure :
select NCOM, DATECOM
from CLIENT CLI, COMMANDE COM
where COM.NCLI = CLI.NCLI
and LOCALITE = ’Poitiers’
La premie`re requeˆte peut eˆtre traduite en JAVA, selon une lecture descendante, dans le
code suivant :
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Set resultats = new Set();
Iterator <Commande>it1 = commandes.iterator();
while(it1.hasNext()){
Commande com = it1.next();
Iterator <Client>it2 = clients.iterator();
while(it2.hasNext()){
Client cli = it2.next();
if(com.ncli == cli.ncli){
if(cli.localite.compareTo("Poitiers")){
resultats.add(art);
}
}
}
}
return resultats;
La deuxie`me requeˆte qui utilise la jointure peut se traduire en JAVA de la fac¸on sui-
vante :
Set <CommandeClient>commandesclients = new Set();
Iterator <Client>it1 = clients.iterator();
while(it1.hasNext()){
Client cli = it1.next();
Iterator <Commande> it2 = commandes.iterator();
while(it2.hasNext()){
Commande com = it2.next();
CommandeClient comcli =
new CommandeClient(cli.ncli,cli.nom,cli.adresse,
cli.localite,cli.cat,cli.compte,
com.ncom,com.datecom,com.ncli);
}
}
Set <ResultatComCli>resultats = new Set();
Iterator <CommandeClient>it1 = commandesclients.iterator();
while(it1.hasNext()){
CommandeClient comcli = it1.next();
Iterator <Commande> it2 = commandes.iterator();
if(comcli.comncli == comcli.clincli){
if(comcli.cliloc.compareTo("Poitiers")){
ResultatCom res = new ResultatCom(comcli.comncom, comcli.comdatecom);
resultats.add(res);
}
}
}
return resultats;
Dans cet exemple, nous pouvons observer que la premie`re me´thode JAVA comporte
moins de points de controˆle (while et if-then-else) que la deuxie`me me´thode. On constate
e´galement que l’imbrication des points de controˆle est plus importante dans la premie`re
me´thode que dans la deuxie`me. Ces observations correspondent bien a` l’intuition que nous
avons en analysant les requeˆtes SQL. Le deuxie`me exemple confirme cette observation, que
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nous conside´rerons comme ge´ne´ralise´e par la suite. La requeˆte utilisant des sous-requeˆtes
est la suivante :
select *
from COMMANDE
where NCOM in (select NCOM
from DETAIL
where NPRO = ’PA60’
and QCOM < (select QCOM
from DETAIL
where NPRO = ’PA60’
and NCOM = ’30182’));
La requeˆte e´quivalente utilisant une jointure est la suivante :
select M.NCOM, DATECOM, NCLI
from COMMANDE M, DETAIL D1, DETAIL D2
where M.NCOM = D1.NCOM
and D1.NPRO = ’PA60’
and D2.NCOM = ’30182’
and D2.NPRO = ’PA60’
and D1.QCOM < D2.QCOM
Nous ne donnerons des me´thodes JAVA que la structure des noeuds de controˆle. La
figure 3.14 de´crit cette structure. A gauche, se trouve la structure de la me´thode corres-
pondant aux requeˆtes imbrique´es, lues de manie`re descendante. Au milieu, se trouve la
structure de la premie`re requeˆte, lue de manie`re ascendante. A droite, se trouve la structure
de la requeˆte utilisant la jointure. On constate, de nouveau, que la requeˆte avec requeˆtes im-
brique´es, comporte moins de noeuds de de´cision par rapport a` la jointure. Cette diffe´rence,
tout comme dans l’exemple pre´ce´dent, est de 1 while. De meˆme en ce qui concerne les
niveaux d’imbriquation des noeuds de de´cision, la premie`re structure posse`de une imbri-
quation plus e´le´ve´e que la troisie`me. La deuxie`me structure est par contre moins imbrique´e
et contient moins de noeuds de de´cision que la jointure.
FIG. 3.14 – Structure ge´ne´rale des points de controˆle
La traduction des requeˆtes en me´thode JAVA peut, naturellement, eˆtre encore
de´veloppe´e car nous n’avons conside´re´ ici qu’une partie tre`s limite´e du langage SQL. Nous
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ne nous attarderons pas plus sur les re`gles de traduction des requeˆtes de type select-from-
where. Nous allons maintenant aborder le proble`me des contraintes inte´gre´es et ge´re´es par
le SGBD. Pour ce faire, nous utiliserons le me´canisme de suppression ge´re´ par le SGBD
ainsi qu’une requeˆte de suppression comme exemple. La gestion des e´le´ments d’une table
re´fe´renc¸ant une autre table, dont on supprime les e´le´ments, est ge´ne´ralement traıˆte´e de trois
fac¸ons diffe´rentes. La premie`re est le mode cascade qui va e´galement supprimer les lignes
de la table qui re´fe´rencent l’e´le´ment supprime´. La construction SQL correspondante est
ON DELETE CASCADE, qui est ajoute´ a` la de´claration de la contrainte re´fe´rentielle. La
deuxie`me me´thode est le changement de valeur de la cle´ e´trange`re. La valeur peut eˆtre mise
a` NULL, dans ce cas on ajoutera ON DELETE SET NULL a` la contrainte re´fe´rentielle.
Elle peut e´galement eˆtre mise a` la valeur par de´faut. La troisie`me fac¸on de ge´rer la sup-
pression est de ne rien faire et d’annuler la suppression lorsqu’une cle´ e´trange`re en mode
bloquant re´fe´rence la ligne supprime´e. Ce type de me´canisme permet de remplacer un en-
semble de requeˆtes de ve´rifications et de suppressions qui aurait pu eˆtre tre`s lourd et tre`s
couˆteux. Il serait donc inte´ressant de pouvoir les conside´rer dans notre analyse. De plus, ils
repre´sentent un e´le´ment a` maintenir et ils ”complexifient” la gestion des donne´es.
Intuitivement, lorsqu’une contrainte re´fe´rentielle est en mode cascade ou changement
de valeur, nous nous repre´sentons une lecture de la table concerne´e, une identification des
e´le´ments touche´s et, finalement, la suppression de la ligne ou le changement de valeur de
la cle´ e´trange`re. Ce sche´ma peut bien entendu eˆtre repre´sente´ sous la forme de code JAVA.
Nous allons illustrer cela avec la requeˆte suivante :
DELETE FROM COMMANDE
WHERE NCOM = ’30182’
S’il existe un modeONDELETE CASCADE sur la cle´ e´trange`re de la table DETAIL
vers la table COMMANDE, une suppression de la commande 30182 entraıˆnera d’abord
la suppression de tous les de´tails qui re´fe´rencent la commande. Le mode cascade doit eˆtre
de´crit explicitement dans la me´thode JAVA afin de mettre en e´vidence la complexite´ globale
de la requeˆte. La suppression et le mode ”cascade” peuvent eˆtre traduit comme suit :
Iterator <Commande>it1 = commandes.iterator();
while(it1.hasNext()){
Commande com = it1.next();
if(com.ncom == 30182){
Iterator <Detail>it2 = details.iterator();
while(it2.hasNext()){
Detail det = it2.next();
if(det.ncom == com.ncom){
details.remove(det);
}
}
commandes.remove(com);
}
return;
La prise en compte du mode ”cascade” a, ici, double´ le nombre de noeuds de de´cision.
En toute ge´ne´ralite´, le mode ”cascade” ajoutera une boucle et un nombre de if-then-
else e´gal au nombre d’attributs constituant la cle´ e´trange`re. Comme pour les exemples
pre´ce´dents, cette me´thode JAVA ne tient pas compte des proble`mes d’optimisation. Il est
bien entendu possible de re´organiser le code afin de simuler un me´canisme de type ”trig-
ger” lors de la suppression d’une commande. Mais ce que nous avons souhaite´ mettre en
e´vidence ici, est le raisonnement suivi lors de la lecture du code. Lors d’un processus de
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maintenance, la personne qui doit analyser le code doit prendre en compte tous les aspects
de ce dernier. Il doit donc raisonner sur le code visible, les requeˆtes, mais aussi sur les
me´canismes cache´s, comme les modes ”cascade”, les checks, ou encore les triggers. En
exprimant le code de´claratif sous une forme proce´durale, nous pouvons donc bien utiliser
les me´thodes et mesures concues pour ce dernier. Nous ne de´taillerons pas plus les re`gles
de traduction qui sont encore nombreuses, ni les autres me´canismes SQL, tels que les trig-
gers. Enfin, il existe un aspect pratique sur lequel cette traduction fait de´faut. Il est possible
de construire les requeˆtes dynamiquement. Ces constructions dynamiques peuvent chan-
ger plus que les valeurs et parame`tres des requeˆtes, elles peuvent modifier la structure, par
exemple, en rajoutant des pre´dicats. Dans ce cas, il devient difficile d’e´nume´rer toutes les
requeˆtes du syste`me.
3.4.2 Influence du sche´ma sur les requeˆtes
Nous abordons, brie`vement, dans cette partie, le proble`me de la relation entre
les sche´mas des donne´es et les requeˆtes ainsi que les autres me´canismes SQL. Nous
pre´senterons nos intuitions sur ce lien et quelques pistes concernant l’e´tude pratique de
cette relation.
Intuitivement, lorsque la partie base de donne´es est bien construite et utilise´e par le
syste`me, nous savons qu’il existe un lien entre le sche´ma et les constructions SQL. Il est
normal que les tables qui proviennent des types d’entite´s soient lues, a` moment ou a` un
autre, au moyen d’une requeˆte. Il est e´galement logique que des donne´es soient inse´re´es
dans la base. Ces exemples sont constituent des e´vidences mais il existe des cas plus parti-
culiers.
On peut se demander s’il existe un lien entre les chaıˆnes de contraintes re´fe´rentielles du
sche´ma et le nombre de requeˆtes utilisant des sous-requeˆtes et des jointures dans l’applica-
tion. En effet, leur existence est ge´ne´ralement due a` de telles contraintes. Ces dernie`res pro-
viennent, quant a` elles, des relations de type un-a`-plusieurs du sche´ma conceptuel. La lon-
gueur des chaıˆnes de re´fe´rences influence peut-eˆtre aussi le niveau d’imbrication des sous-
requeˆtes. Les requeˆtes SQL ne sont pas les seules constructions dont nous pouvons parler.
Les me´canismes tels que les triggers peuvent imple´menter des contraintes spe´cifiques au
domaine d’application mais aussi des contraintes d’existence. Or, ces dernie`res peuvent eˆtre
dues aux relations ISA. Il peut donc exister un lien entre la pre´sence de certaines contraintes
dans le sche´ma et le nombre ainsi que la complexite´ des triggers. Il est aussi possible que
le nombre de pre´dicats pre´sents dans les requeˆtes de´pende du nombre de champs et d’attri-
buts des sche´mas. Un plus grand nombre de champs peut signifier un plus grand nombre
de crite`res de recherches et donc un plus grand nombre de requeˆtes diffe´rentes.
Ces e´le´ments peuvent difficilement eˆtre e´tudie´s de manie`re the´orique. Pour cette raison,
nous allons donner ici une liste d’e´le´ments a` e´tudier au travers d’e´tudes de cas. Ces e´tudes
devraient mettre en e´vidence la relation entre le sche´ma et les acce`s aux donne´es ou encore
montrer que celle-ci est tre`s faible.
Nous pensons que la relation entre certains e´le´ments des sche´mas et les constructions
SQL est de type line´aire. Cette hypothe`se sera bien entendu a` ve´rifier sur des e´tudes de cas.
Dans les relations line´aires, nous devons choisir les variables de´pendantes et les variables
inde´pendantes. Parmi les variables de´pendantes, nous identifions le nombre de requeˆtes, la
complexite´ des requeˆtes, le nombre de jointures et de sous-requeˆtes, le niveau d’imbrication
des sous-requeˆtes, le nombre de pre´dicats concernant une valeur ou une variable et, finale-
ment, le nombre de pre´dicats sur une sous-requeˆte. Dans ces e´le´ments, nous avons parle´ de
la complexite´ des requeˆtes. Celle-ci pourra eˆtre e´value´e par transformations des requeˆtes
en code proce´dural et ensuite par l’application d’une me´thode telle que celles de´finies par
McCabe [39] et Fenton [15].
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Les variables inde´pendantes qui devront eˆtre prises en compte sont les suivantes : La
taille des sche´mas conceptuels et logiques, le nombre et le type des e´le´ments complexes
identifie´s en 3.3.2. Par exemple, nous e´tudierons la taille, le nombre et l’arite´ des types
d’associations, le nombre, la structure et la contrainte des groupes, le nombre de relation
ISA, l’imbrication moyenne des attributs, etc.
Les e´le´ments choisis peuvent, en ge´ne´ral, eˆtre facilement identifie´s dans les sche´mas et
les requeˆtes. Cela facilitera l’e´tude pratique. Il faudra toutefois porter attention au type de
logiciels choisis. En effet, certains parame`tres pourront de´pendre de la classe du logiciel,
comme c’est le cas dans [43].
3.5 Maintenabilite´ du logiciel
Cette section pre´sente les aspects de la maintenabilite´ du logiciel dans son ensemble,
influence´s par le sche´ma des donne´es et les acce`s aux donne´es. Nous allons pre´senter
deux proble`mes distincts. Le premier est celui de la cohe´sion du logiciel. La deuxie`me
concerne l’e´valuation de la taille fonctionnelle du logiciel, a` partir du sche´ma et des acce`s
aux donne´es.
3.5.1 Cohe´sion du logiciel
La cohe´sion est un attribut du logiciel utilise´ lors d’une assertion de la maintenabi-
lite´. Plus un module est cohe´rent, plus celui-ci sera maintenable. Il existe plusieurs types
de cohe´sions mais celle qui va eˆtre retenue ici concerne les donne´es utilise´es par les
diffe´rentes parties du programme. Si on suppose un syste`me utilisant une base de donne´es,
une partie ou l’ensemble de ses modules vont avoir acce`s a` la base de donne´es. Des
donne´es seront alors e´change´es entre les deux syste`mes. La cohe´sion des donne´es peut
eˆtre pre´sente´e comme suit : deux modules distincts doivent avoir acce`s a` des tables ou des
entite´s diffe´rentes et une table ou une entite´ ne doit eˆtre en interaction qu’avec un seul
module.
Ce principe entraıˆne une cohe´sion au niveau du traitement des donne´es.
L’e´tude de la cohe´sion sous l’angle des donne´es permet de mettre en place une me-
sure et un mode`le simples et automatisables. Les entre´es qui nous inte´ressent ici sont les
diffe´rents modules du logiciel pouvant eˆtre identifie´s par leur nom, les acce`s a` la base de
donne´es qu’ils produisent et la structure de la base de donne´es. L’e´tude de ces trois e´le´ments
permet pour chaque module de de´finir un ensemble de tables utilise´es par le module. Le
processus d’identification de ces tables, a` partir d’une analyse des requeˆtes, sera illustre´
dans la section consacre´e a` la taille du logiciel. Une bonne cohe´sion sugge`re qu’il y ait le
moins d’intersections possibles entre ces ensembles de tables.
Soit n, le nombre de modules du syste`me, T1, . . . , Tn, les ensembles de tables associe´s
a` chaque module et t1, . . . , tm l’ensemble des tables de la base de donne´es alors,
• si ∀ i : 1 ≤ i ≤ m : #{j : 1 ≤ j ≤ n : ti ∈ Tj} ≤ LimiteMin ⇒ la cohe´sion
e´tudie´e a` partir des acce`s aux donne´es est maximale. Il n’existe pas de proble`mes de
cohe´sion de par l’utilisation de ces tables ;
• si ∀ i : 1 ≤ i ≤ m : #{j : 1 ≤ j ≤ n : ti ∈ Tj} ≥ LimiteMax ⇒ les tables
re´pondant a` ces crite`res sont des tables techniques. Il ne s’agit pas d’un proble`me de
cohe´sion mais d’une contrainte technique ;
• si ∀ i : 1 ≤ i ≤ m : LimiteMin < #{j : 1 ≤ j ≤ n : ti ∈ Tj} <
LimiteMax ⇒ il existe peut-eˆtre un proble`me de cohe´sion au niveau de ti et des
modulesMj . Le proble`me potentiel ne pourra eˆtre confirme´ ou infirmer que par une
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e´tude plus approfondie.
Ce mode`le rudimentaire permet d’identifier les tables et modules ”a` proble`mes” au
travers de comparaisons avec une borne infe´rieure et une borne supe´rieure. Ces deux bornes
peuvent eˆtre exprime´es en nombre de modules ou, moyennant une le´ge`re modification de
la formule, en pourcentage par rapport au nombre total de modules. La borne infe´rieure
permet de de´finir a` partir de combien de modules ayant acce`s a` une meˆme table le syste`me
manque de cohe´sion par rapport a` cette table. La deuxie`me borne permet de mettre en
e´vidence les tables particulie`res de la base de donne´es qui, pour des raisons techniques,
sont utilise´es par la majorite´ des modules. Ces tables, appele´es tables techniques, sont,
en ge´ne´ral, des tables contenant des parame`tres globaux pour l’ensemble du syste`me ou
encore des tables ”journal” dans lesquelles sont e´crits les e´ve´nements du syste`me.
Cette mesure de la cohe´sion utilise donc des attributs internes et se rapporte a` l’ana-
lysibilite´ et la variabilite´ dans le mode`le ISO9126. Ces sous-caracte´ristiques sont e´tudie´es
de manie`re interne et le mode`le de´fini peut intervenir durant la phase d’e´criture du code
et apre`s celle-ci. Il est e´galement possible de de´finir une mesure similaire pour les phases
de design a` condition que les documents de conception montrent les flux d’informations
entre la base de donne´es et les modules. La mesure et le mode`le sont objectifs. Les
re´sultats ne changent pas selon l’environnement. Mais ce mode`le demande un ajustement
des LimiteMin et LimiteMax base´es sur une e´tude empirique.
Par rapport a` l’e´chelle de cohe´sion de Yourdon et Constantine [47], cette mesure de la
cohe´sion ne donne des informations que sur un aspect de la cohe´sion communicationnelle.
Elle ne permet donc pas de de´terminer si un syste`me posse`de une cohe´sion plus e´leve´e que
la cohe´sion communicationnelle mais permet de´terminer si le logiciel ne posse`de pas ce
niveau de qualite´. Enfin, nous avons remarque´ que la mise en pratique de cette mesure peut
eˆtre difficile dans le cas ou` tous les acce`s a` la base de donne´es se font au travers d’un seul
module. Il faut alors identifier ce module, de´terminer quelles sont les requeˆtes et associer
chaque requeˆte au module qui l’a de´clenche´e.
3.6 Taille du logiciel
La taille du logiciel est un facteur inde´pendant de la maintenabilite´ du logiciel. Toute-
fois, la taille d’un logiciel est de´terminante lorsqu’il s’agit d’e´valuer les couˆts d’un proces-
sus d’inge´nierie d’un logiciel. Ces processus sont par exemple la conception, les tests, la
maintenance, etc. La taille est donc un des attributs les plus importants du logiciel. De plus
diffe´rents travaux ont prouve´ qu’il existe un lien entre la taille du logiciel et la taille et la
structure des donne´es. Ces travaux ont e´te´ pre´sente´s dans les sections 2.2.2 et 2.2.3. Cette
premie`re raison nous ame`ne a` e´tudier e´galement l’influence des donne´es sur le logiciel en
terme de taille.
Une deuxie`me raison, plus concre`te, nous a amene´ a` e´tudier cette influence. Il s’agit
de l’application pratique e´tablie durant le stage lie´ a` ce me´moire. Durant ce stage, une
estimation automatise´e de la taille, en points de fonction, faite a` partir de la structure des
donne´es et de leurs acce`s a pu eˆtre de´veloppe´e. Cette application sera pre´sente´e dans le
chapitre 4 consacre´ a` la mise en place des techniques et outils de´veloppe´s. Mais celle-ci
nous a permis de de´velopper une the´orie plus ge´ne´rale que nous allons pre´senter ici. Il
s’agit donc ici d’une estimation par re´tro-inge´nierie du code de l’application. Ce proble`me
a e´te´ introduit dans [4].
Cette partie commencera par une description bre`ve d’une me´thode permettant de cal-
culer la taille d’une requeˆte. Nous verrons ensuite les nouveaux principes permettant de
de´crire une requeˆte de fac¸on a` reprendre les e´le´ments communs aux mesures de taille fonc-
tionnelle.
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3.6.1 Approche ge´ne´rale pour estimer la taille d’une requeˆte SQL
La taille d’une requeˆte est une caracte´ristique qui reste assez peu aborde´e. Il est tou-
tefois possible de voir une requeˆte en terme de nombre d’e´le´ments lus et e´crits dans les
tables de la base de donne´es. Ces lectures et e´critures sont proches des mouvements de
donne´es. Le mouvement de donne´es est un concept qui est, dans cette partie, repris de la
me´thode COSMIC-FFP [1]. Le principes des mouvements de donne´es se retrouve dans
la plupart des mesures de taille fonctionnelle. La me´thode de´veloppe´e ici permet d’esti-
mer la taille fonctionnelle d’une application, c’est-a`-dire d’estimer le nombre de points
de fonction. Les mouvements de donne´es sont de quatres types diffe´rents. Ceux-ci sont
les entre´es, les sorties, les lectures et les e´critures. Ces mouvements de donne´es, dans la
me´thode COSMIC-FFP, concernent des groupes de donne´es qui sont, en ge´ne´ral, les en-
tite´s du sche´ma conceptuel du logiciel.
FIG. 3.15 – Vue du syste`me selon la mesure COSMIC-FFP
La figure 3.15 donne une vue d’ensemble sur la fac¸on dont la me´thode COSMIC-FFP
repre´sente le syste`me. Cette vue prend en compte l’entie`rete´ du syste`me, mais il est pos-
sible de l’adapter aux acce`s aux donne´es et plus particulie`rement aux requeˆtes SQL, comme
cela a e´te´ de´veloppe´ durant le stage. En utilisant le principe des mouvements de donne´es,
il est alors possible d’e´tablir la taille d’une requeˆte. On peut par exemple estimer la lecture
et l’e´criture dans une table, effectue´e dans la requeˆte, comme ayant chacun un score de 1.
Ce calcul simple permet de`s lors d’obtenir une taille de type fonctionnel pour les requeˆtes.
Ce re´sultat n’apporte malheureusement pas d’informations re´ellement utiles par rapport a`
l’ensemble du logiciel. Les points que nous venons de de´velopper peuvent par contre eˆtre
interpre´te´s d’une fac¸on plus ge´ne´rale. En effet, il est possible d’inte´grer la taille ” fonction-
nelle ” d’une requeˆte dans l’ensemble de l’application. La figure 3.16 montre la nouvelle
fac¸on dont le syste`me peut eˆtre vu.
Cette nouvelle interpre´tation va eˆtre de´veloppe´e dans le reste de ce chapitre.
3.6.2 Interpre´tations des acce`s aux donne´es
Le point pre´ce´dent a pre´sente´ le fait que les mouvements de donne´es constituent un
concept proche des requeˆtes SQL. Une estimation de la taille de l’application peut eˆtre
obtenue a` partir des requeˆtes, en adaptant le concept des points de fonctions a` ces requeˆtes.
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FIG. 3.16 – Mise en e´vidence des acce`s aux donne´es
Pour ce faire, nous posons les hypothe`ses suivantes :
• l’application conside´re´e utilise une base de donne´es pour le stockage et la consulta-
tion des e´le´ments repre´sente´s dans le sche´ma conceptuel des donne´es ;
• les fonctions utilisateurs propose´es par l’application utilisent les donne´es situe´es dans
la base de donne´es ;
• l’application effectue des manipulations simples, ne ne´cessitant pas d’algorithme
complexe7.
Ces hypothe`ses nous mettent en pre´sence d’un syste`me d’informations. Ce type de
logiciel repre´sente une grande partie de la population des logiciels. Elles nous permettent
e´galement de de´river les e´le´ments suivants :
• une fonction utilisateur de l’application, contiendra au moins une instruction SQL de
type lecture, suppression, mise a` jour ou insertion ;
• l’instruction SQL sera compose´e de mouvements de donne´es, qui feront partie de
l’ensemble des mouvements de donne´es de la fonction utilisateur a` laquelle l’ins-
truction SQL se rapporte ;
• l’instruction SQL recevra les donne´es directement transmises par l’utilisateur
le´ge`rement8 ou non modifie´es ;
• l’instruction transmettra a` l’utilisateur des donne´es le´ge`rement ou non modifie´es.
En partant de ces deux groupes d’hypothe`ses, il est possible d’estimer la taille fonction-
nelle d’une application a` partir de ses acce`s aux donne´es. Il n’existe pas de de´monstrations
de ces hypothe`ses. Bien entendu, le premier groupe d’hypothe`ses montre une vision
” utopique ” d’un syste`me d’informations et il n’existe que peu de syste`mes respectant
entie`rement ces principes. Malgre´ tout, nous avons suppose´ que la plupart des syste`mes
d’informations restaient assez proches du type de logiciels que nous venons de pre´senter
9. La me´thode que nous allons de´velopper dans la section suivante va donc nous permettre
d’estimer la taille fonctionnelle de ces applications a` partir de la structure physique des
donne´es et des acce`s SQL.
7Il s’agit la` d’une hypothe`se provenant de la mesure de taille fonctionnelle Cosmic-FFP et qui fait re´fe´rence
aux algorithmes tels ceux du traitement d’images, de videos, ceux utilise´s dans les domaines scientifiques avance´s,
etc.
8Une modification sera conside´re´e comme le´ge`re si elle permet encore de reconnaıˆtre l’attribut et la table
auxquels correspond la donne´e.
9Cette raison fait que nous parlons d’estimation et non pas d’un calcul exact de la taille fonctionnelle.
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3.6.3 Re´e´criture ge´ne´rale des acce`s
Les deux sections pre´ce´dentes ont introduit l’ide´e ge´ne´rale d’une estimation de la
taille fonctionnelle d’un logiciel a` partir des requeˆtes SQL. COSMIC-FFP a e´te´ utilise´
pour pre´senter cette nouvelle me´thode. Nous avons e´galement remarque´ que les principes
aborde´s dans les deux sections pre´ce´dentes sont ge´ne´ralisables a` d’autres mesures de taille
fonctionnelle que COSMIC-FFP. En effet, meˆme si une des particularite´s de COSMIC-FFP
est sa simplicite´ 10, ses types de mouvements de donne´es se retrouvent de´finis de manie`re
plus ge´ne´rale dans les autres mesures de points de fonctions. La base the´orique des points
de fonction [3] s’appuie sur ces principes au travers des types de points de fonction sui-
vants :
• inputs externes ;
• outputs externes ;
• fichiers logiques internes ;
• fichiers externes d’interface ;
• recherches externes.
Ces cate´gories sont de´taille´es dans la plupart des mesures de taille fonctionnelle. Elles
repre´sentent la fac¸on dont se de´roule l’e´change d’informations entre un syste`me et ses
utilisateurs. Bien qu’associe´s a` certains types d’e´changes particuliers, ces points de fonc-
tion utilisent les principes d’entre´e, de sortie, de lecture et d’e´criture que nous avons vu
pre´ce´demment.
Une diffe´rence observe´e entre les mesures de taille fonctionnelle est la fac¸on dont elles
conside`rent l’unite´ d’information. Par exemple, un attribut d’une entite´ constitue la plus
petite unite´ de mesure dans la me´thode de´veloppe´e par le groupe IFPUG [21]. L’unite´ de
mesure est par contre l’entite´ dans la me´thode COSMIC-FFP. Il est donc inte´ressant de
pouvoir de´finir une requeˆte SQL de manie`re plus abstraite de fac¸on a` faire ressortir les
e´le´ments qui nous inte´ressent pour une telle analyse.
Si nous partons de la requeˆte simple 11 et de la de´finition de l’entite´ client a` la figure
3.17 :
select *
from CLIENT
where NCLI = :numCli
Les e´le´ments qui vont nous inte´resser dans cette requeˆte sont :
• select *
• from CLIENT
• where NCLI = :numCli
select * :
Cette construction constitue le retour d’informations de la requeˆte et donc la sortie de la
requeˆte, que nous allons conside´rer comme e´tant l’information fournie a` l’utilisateur. Cette
information n’a fait l’objet que de modifications simples entre la sortie de la requeˆte et sa
lecture par l’utilisateur. On peut donc supposer que les e´le´ments constituant la sortie de la
requeˆte seront de meˆme nature que ceux lus par l’utilisateur. Ces e´le´ments appartiennent
10Cette simplicite´ provient du fait que la me´thode COSMIC-FFP ne distingue pas plusieurs types de fonctions
utilisateur comme le font les autres mesures de taille fonctionnelle. Ce choix constitue une facilite´ lors de son
utilisation mais entraine e´galement un manque de pre´cision.
11La requeˆte est e´crite en SQL92/EMBEDDED. L’e´le´ment ” numCli ” est donc une variable fournie par l’ap-
plication et contenant la valeur d’un nume´ro de client (ncli).
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FIG. 3.17 – Sche´ma de l’entite´ Client.
a` une ou plusieurs entite´s bien de´termine´es du sche´ma conceptuel de l’application. Dans
l’exemple ci-dessus, tous les attributs de l’entite´ Client et donc l’entite´ Client elle-meˆme
constitue la sortie de la requeˆte.
Selon la mesure de points de fonction utilise´e, les informations sont compte´es
diffe´remment. Par exemple, la norme COSMIC-FFP compte les mouvements de donne´es
en nombre d’entite´s. Les mesures de taille fonctionnelle plus proche du mode`le d’Al-
brecht comptent les informations en termes de champs d’informations simples, c’est-a`-dire
ge´ne´ralement en termes d’attributs d’entite´s. Afin de garder une repre´sentation de la requeˆte
utilisable pour la plupart des mesures de taille fonctionnelle, nous avons choisi de re´e´crire
select * de la fac¸on suivante :
” EXIT : (CLIENT.NCLI, CLIENT.NOM, CLIENT.ADRESSE, CLIENT.LOCALITE,
CLIENT.CAT, CLIENT.COMPTE) ”
De cette fac¸on, toutes les informations ne´cessaires a` l’analyse de la requeˆte en terme de
taille fonctionnelle sont pre´sentes dans cette repre´sentation.
Une premie`re re`gle simple peut de´ja` eˆtre donne´e par rapport a` ces re´sultats :
Les sorties d’une requeˆte sont tous les attributs pre´sents dans la clause ” select ” de
la requeˆte.
from CLIENT :
Cette clause de la requeˆte SQL correspond a` la lecture de l’entite´ Client. En effet, from
CLIENT indique que la table lue et utilise´e par la requeˆte est la table CLIENT. La clause
from peut bien entendu eˆtre plus complexe et peut e´galement appartenir a` des requeˆtes SQL
autres que les select-from-where. Nous supposons bien entendu que toutes les tables lues
par la requeˆte le sont par intention et non par erreur lors de l’imple´mentation des requeˆtes.
Il existe des constructions plus complexes. En effet, le langage SQL permet d’appeler des
tables contenues directement dans la base de donne´es ou construites au travers d’une autre
requeˆte. Le langage permet e´galement de faire appel aux jointures externes et internes, afin
de construire de nouvelles tables, ge´ne´ralement temporaires ou persistantes au travers d’une
vue. Ces constructions de tables peuvent eˆtre utilise´es dans la clause from de la requeˆte.
L’estimation des lectures dans la requeˆte devient alors plus complexe. Nous illustrerons ces
constructions et leurs analyses par la suite.
En ce qui concerne la repre´sentation des lectures de la requeˆte, celle-ci peut eˆtre re´e´crite
de la fac¸on suivante :
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” READ : (CLIENT.NCLI, CLIENT.NOM, CLIENT.ADRESSE, CLIENT.LOCALITE,
CLIENT.CAT, CLIENT.COMPTE) ”
Cette repre´sentation permet d’abstraire le langage SQL tout en gardant les informations
sur les e´le´ments lus par la requeˆte. De nouveau, nous pouvons de´finir une re`gle simple sur
base de cet exemple :
Les lectures d’une requeˆte sont tous les attributs de toutes les tables appele´es dans la
clause from de la requeˆte.
where NCLI = :numCli :
Cette construction correspond a` une entre´e, c’est-a`-dire une donne´e fournie par l’utili-
sateur. La fac¸on dont est transmise cette donne´e n’a pas d’importance. L’entre´e peut eˆtre par
exemple saisie au clavier, faire partie d’une liste, etc.NCLI = :numCli est donc un pre´dicat
de comparaison en SQL. En sachant que l’information transmise par l’utilisateur est :num-
Cli, on observe facilement qu’elle correspond a` l’attribut NCLI de la table CLIENT et
donc de l’entite´ Client.
Comme nous l’avons dit pre´ce´demment, les pre´dicats SQL ne sont pas toujours aussi
simples. Dans les diffe´rents types de pre´dicats, il est possible d’avoir plusieurs attributs et
plusieurs informations provenant de l’utilisateur pour un meˆme pre´dicat. Aussi, avant de
de´velopper des pre´dicats plus complexes, il nous faut faire des choix quant a` la fac¸on dont
les entre´es vont eˆtre analyse´es. Nous allons donc de´finir deux principes afin de re´soudre ces
proble`mes. Ceux-ci peuvent paraıˆtre arbitraires et me`nent dans certains cas a` des re´sultats
inexacts, mais ils nous ont permis de garder le caracte`re ” automatisable ” de l’analyse.
Ces deux principes sont les principes de de´compositions des pre´dicats et d’association des
variables. Ils ont e´te´ de´finis pour la me´thode COSMIC-FFP mais sont, bien entendu, appli-
cables a` une analyse inde´pendante de la mesure de taille fonctionnelle utilise´e.
Le proble`me est donc de pouvoir associer une variable avec un groupe d’attributs ap-
partenant a` une ou plusieurs entite´s. Il faut pouvoir identifier les attributs auxquels se rap-
portent les variables utilise´es dans les requeˆtes SQL.
Le premier principe est celui de la de´composition des pre´dicats SQL. Il se base sur les
pre´dicats suivants :
• comparison predicate ;
• between predicate ;
• in predicate ;
• like predicate ;
• null predicate ;
• quantified comparaison predicate ;
• exists predicate ;
• unique predicate.
Il permet e´galement de de´composer les types SQL appele´s CaseExp. Ce type regroupe
quatre types d’expressions ”case”, deux expressions abre´ge´es et deux expressions stan-
dards.
Ces pre´dicats et ces ”cases” peuvent eˆtre de´compose´s en un ou plusieurs couples.
Chaque couple est une association symbolisant une comparaison entre le membre de
gauche et celui de droite. Par exemple, la comparaison simple (comparison predicate) fait
appel a` un membre de gauche, un membre de droite et un ope´rateur de comparaison. Cet
ope´rateur n’a pas d’importance dans l’analyse, ce qui fait que le pre´dicat peut eˆtre rede´fini
sous forme d’une simple association entre le membre de gauche et celui de droite. Les
pre´dicats plus complexes comme le between, se basent e´galement sur des comparaisons.
Taille du logiciel 69
Par exemple, X between Y and Z est e´quivalent a` Y <= X and X <= Z. Ces deux compa-
raisons peuvent alors eˆtre rede´finies en deux associations (X,Y) et (X,Z) car Y et Z n’ont
aucune relation entre eux.
Ce principe permet donc de transformer l’ensemble des pre´dicats d’une requeˆte SQL
en un ensemble de couples, et permet d’appliquer le principe d’association des variables. Il
en est de meˆme pour les expressions SQL de type ”case”, celles-ci peuvent eˆtre rede´finies
sous forme d’association. Nous utiliserons l’expression ”case” suivante comme exemple :
nullif(5, :var). Cette expression est e´quivalente a` : case when 5 = :var then null else
5. On constate donc bien la pre´sence de comparaison au sein des CaseExpr. Exprimer
les comparaisons sous cette forme entraıˆne une perte d’informations sur la requeˆte, mais
l’information perdue n’est pas ne´cessaire a` l’estimation des entre´es.
Par contre, les pre´dicats de type unique, null et exists ne permettent pas de lier une
variable a` une ou plusieurs tables car la comparaison qu’ils effectuent se fait sur un e´le´ment
fixe et pas sur un groupe de donne´es/une entite´, quel que soit le pre´dicat.
La de´composition des pre´dicats permet de simplifier le proble`me mais ne nous permet
pas de lier une variable a` un ou plusieurs attributs. Le deuxie`me principe permet donc d’as-
socier une variable d’une partie gauche ou droite d’une association avec le membre oppose´
de l’association. Il ne s’agit que d’une estimation puisque la variable est associe´e a` l’en-
semble des attributs du membre oppose´ ainsi qu’a l’ensemble des sorties des sous requeˆtes
directes du membre oppose´. Cette approximation permet d’automatiser le comptage des
entre´es car sans celle-ci, il reviendrait a` un expert le choix du lien entre une variable et une
ou plusieurs entite´s.
A l’aide de ces deux principes, il est possible de repre´senter NCLI = :numCli de la
fac¸on suivante :
” ENTRY : ( ( :numCli,(CLIENT.NCLI)) ) ”
Il n’est malheureusement pas possible de donner une re`gle aussi simple que les deux
re`gles pre´ce´dentes en ce qui concerne les entre´es. Toutefois si nous gardons a` l’esprit la
de´composition des pre´dicats et l’association des variables, il est possible de de´finir la re`gle
suivante :
Les entre´es de la requeˆte sont tous les attributs pre´sents dans la partie oppose´e a`
celle contenant une variable fournie par l’utilisateur. Cette partie oppose´e est un des
deux membres d’un couple obtenu par la repre´sentation des pre´dicats et ” cases ”
selon les principes de de´composition des pre´dicats.
Ceci cloˆture l’analyse de notre premier exemple. Cette premie`re pre´sentation ne permet
pas de prendre en compte toutes les constructions utilisables dans les requeˆtes du langage
SQL. Nous allons donc de´tailler l’analyse de certaines constructions les plus fre´quemment
utilise´es.
Jointures et cle´s e´trange`res :
Nous allons tout d’abord aborder la repre´sentation des jointures et des cle´s e´trange`res
au travers de la requeˆte suivante :
select Article.noArticle, coalesce(sum(quantite),0) Quantite
from Article left join LigneCommande
on LigneCommande.noArticle=Article.noArticle
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group by Article.noArticle
Les entite´s sont de´finies de le sche´ma conceptuel, a` la figure 3.18.
FIG. 3.18 – Sche´ma des entite´s Article, LigneCommande et Commande
Le sche´ma ci-dessus peut se traduire directement sous sa forme physique. Les deux
associations ref et comp se retrouvent donc sous forme de cle´s e´trange`res dans la base de
donne´es. On peut de`s lors retrouver facilement le sche´ma conceptuel a` partir du sche´ma
physique des tables.
La requeˆte ci-dessus est compose´e de trois clauses. Celles-ci sont les clauses select,
from et group by. Cette dernie`re ne nous inte´resse pas dans notre analyse car elle ne
modifie ni les lectures, ni les entre´es, ni les sorties.
La clause select peut eˆtre repre´sente´e de la fac¸on suivante :
” EXIT : (ARTICLE.NOARTICLE, LIGNECOMMANDE.QUANTITE) ”
La pre´sence de ARTICLE.NOARTICLE est e´vidente. En effet, l’attribut est pre´sente´
explicitement dans la clause. La construction coalesce(sum(quantite),0) demande par
contre une analyse plus pousse´e. La fonction coalesce est en re´alite´ une expression ” case ”
du langage SQL et donne comme re´sultat le premier parame`tre diffe´rent de null de la
fonction. Il peut donc s’agir soit de sum(quantite) soit de 0. sum(quantite) correspond a`
une somme des quantite´s de la table LIGNECOMMANDE. Le traitement effectue´ par la
fonction sum ne modifie pas la nature de l’attribut qui fait l’objet de la somme. Pour cette
raison, nous le retrouvons directement dans la repre´sentation de la clause. 0 n’est quant
a` lui pas pre´sent car il s’agit d’une valeur arbitraire n’appartenant a` aucune table et donc
entite´.
Nous pouvons de´finir de fac¸on plus formelle la repre´sentation des sorties :
La sortie d’une requeˆte correspond a` la sortie de la clause select de la requeˆte. La
sortie de cette clause contient tous les attributs se trouvant dans la clause a`
l’exception de ceux se trouvant dans un case ou dans une sous - requeˆte. La sortie de
la clause select contient aussi la sortie de toutes les sous-requeˆtes directement
pre´sentes dans la clause select. Finalement, la sortie de la clause select contient
e´galement tous les attributs pouvant eˆtre le re´sultat d’un ” case ” contenus dans la
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clause. Dans le cas ou` le re´sultat d’un ” case ” contiendrait une sous-requeˆte ou un
autre case, les re`gles a` appliquer sont les meˆmes que celles de´finies pour la sortie
d’une clause select.
La clause from peut eˆtre repre´sente´e de la fac¸on suivante :
” READ : (ARTICLE.NOARTICLE, ARTICLE.DESCRIPTION,
ARTICLE.PRIXUNITAIRE, LIGNECOMMANDE.QUANTITE, ARTICLE.NOARTICLE,
COMMANDE.NOCOMMANDE) ”
La repre´sentation ci-dessus nous montre la fac¸on dont sont interpre´te´es les cle´s
e´trange`res. Un attribut ou un groupe d’attributs re´fe´renc¸ant une table restent des e´le´ments
de la table re´fe´rence´e. Pour cette raison, ARTICLE.NOARTICLE est pre´sent deux
fois dans la repre´sentation des lectures. De meˆme, la re´fe´rence de LIGNECOM-
MANDE vers COMMANDE a implique´ dans cette requeˆte la pre´sence de COM-
MANDE.NOCOMMANDE dans les lectures.
On observe dans cet exemple que la pre´sence d’une jointure externe ne pre´sente pas de
proble`me particulier. En effet, l’utilisation d’une jointure externe ou interne dans la clause
from correspond a` la lecture des deux tables de la jointure.
Nous avons pu e´galement illustrer la fac¸on dont peuvent eˆtre repre´sente´es les cle´s
e´trange`res. Cette repre´sentation semble eˆtre la forme la plus minimale. Toutefois, il
pourrait eˆtre inte´ressant de garder de l’information sur toute la re´fe´rence, c’est-a`-dire la
table re´fe´rence´e, l’attribut ou le groupe d’attributs constituant la re´fe´rence et la table qui
re´fe´rence. Ce choix pourra eˆtre discute´ par la suite.
Nous pouvons formaliser l’interpre´tation des cle´s e´trange`res de la fac¸on suivante :
L’attribut ou le groupe d’attributs pre´sents dans une table et constituant une cle´
e´trange`re doit eˆtre repre´sente´ comme appartenant toujours a` la table re´fe´rence´e.
La re`gle concernant les lectures des requeˆtes ne doit pas eˆtre modifie´e. En effet, la re`gle
actuelle tient compte des tables appele´es dans la clause from de manie`re ge´ne´rale. C’est-a`-
dire tant sous leur forme la plus courante, que dans leur utilisation au sein d’une jointure.
Requeˆtes imbrique´es :
Voici maintenant une dernie`re requeˆte illustrant la fac¸on dont sont repre´sente´es les
requeˆtes contenant une requeˆte ou plusieurs requeˆtes imbrique´es. L’exemple est le suivant :
select unique (Art.noArticle)
from Article Art
where Art.noArticle in (select LigneCommande.noArticle
from LigneCommande)
Le sche´ma conceptuel correspondant aux deux tables utilise´es dans la requeˆte est le
meˆme que celui de la requeˆte pre´ce´dente.
La repre´sentation des sorties de la requeˆte ne pose pas de proble`me et est construite de
la meˆme fac¸on que pour les exemples pre´ce´dents. E´tant donne´ l’absence de variables, il n’y
a pas d’entre´es dans cette requeˆte. Nous nous inte´resserons donc aux lectures. La requeˆte
comporte deux clauses from. Ces deux clauses contiennent les tables lues dans la requeˆte.
Nous pouvons donc e´tablir la re`gle suivante :
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Les lectures d’une requeˆte SQL sont constitue´es de tous les attributs se trouvant
dans les tables de´clare´es de chaque clause from de la requeˆte.
Cet exemple termine notre de´veloppement sur la re´e´criture des acce`s aux donne´es au
travers des requeˆtes SQL. D’autres re`gles sont bien entendues encore a` de´finir avant de
pouvoir prendre en compte d’une part, la repre´sentation des e´critures et d’autre part, l’en-
semble du langage SQL utilisable dans les requeˆtes. Le but de ce de´veloppement e´tait
principalement de pre´senter la logique de notre raisonnement au lecteur. Une application
concre`te sera pre´sente´e dans le chapitre suivant. La de´finition sera applique´e dans le cadre
de la me´thode COSMIC-FFP.
3.6.4 Utilisation de cette repre´sentation pour estimer la taille du logi-
ciel
La repre´sentation abstraite des requeˆtes que nous venons de de´finir n’a pas comme
seul but de pouvoir donner les entre´es, lectures, etc., des requeˆtes SQL. En effet, comme
nous l’avons dit pre´ce´demment, nous cherchons ici a` pouvoir estimer la taille fonctionnelle
du logiciel uniquement a` partir d’un sche´ma des donne´es et des acce`s SQL du logiciel.
Les mesures de taille fonctionnelle e´tant nombreuses et utilisant diffe´rentes me´thodes, la
repre´sentation abstraite des requeˆtes a pour but de faciliter l’application de ces mesures sur
des informations pre´e´tablies. En effet, les re`gles que nous venons de donner mettent en
e´vidence les e´le´ments ne´cessaires aux diffe´rentes mesures. Chaque mesure devra alors eˆtre
de´finie de fac¸on pre´cise. Leur de´finition devra pouvoir utiliser les informations contenues
dans la repre´sentation de la requeˆte.
Une fois la mesure de taille fonctionnelle formalise´e et mise en place, l’analyse des
repre´sentations des requeˆtes SQL pourra avoir lieu. Le re´sultat de cette analyse constituera
alors une estimation de la taille fonctionnelle du logiciel. Selon le degre´ de ressemblance
du syste`me par rapport a` celui que nous avons de´fini dans la section 3.6.2, l’estimation
se rapprochera plus ou moins de la taille fonctionnelle re´elle du syste`me. Certains cas
particuliers seront bien entendu a` prendre en compte selon la mesure utilise´e. Par exemple,
on pourra choisir de ne pas conside´rer les tables techniques. Dans ce cas, il reviendra a` un
expert de de´terminer quelles sont ces tables12. Certaines mesures ne conside`rent e´galement
pas les informations redondantes, c’est-a`-dire les attributs de meˆme type se trouvant dans
les lectures, les entre´es, les e´critures ou encore les sorties. Ces re`gles seront a` mettre en
place lors de l’imple´mentation de la mesure. Elles permettront de rapprocher au mieux la
valeur de l’estimation de la valeur re´elle du syste`me.
L’utilite´ du calcul de la taille fonctionnelle a` partir d’un logiciel de´ja` imple´mente´ re´side
dans le fait que la taille fonctionnelle du logiciel peut ne pas eˆtre connue. Cette infor-
mation peut eˆtre ne´cessaire dans certains processus lie´s au logiciel, ge´ne´ralement afin de
calculer le couˆt d’une ope´ration. La taille fonctionnelle ne peut actuellement eˆtre calcule´e
pre´cise´ment par re´tro-inge´nierie qu’avec l’aide d’un expert. Ce calcul se re´ve`le donc tre`s
couˆteux et prend plus ou moins de temps selon la taille du syste`me, de la documentation dis-
ponible et de la qualite´ du code. L’automatisation des mesures de taille fonctionnelle reste
encore un proble`me actuel. La me´thode que nous venons de mettre en oeuvre ne permet
pas d’obtenir des re´sultats pre´cis. Pour cette raison nous parlons uniquement d’estimation.
Mais une estimation reste inte´ressante en particulier dans le cas ou la me´thode est rapide et
automatise´e.
Nous pre´senterons dans le chapitre suivant une imple´mentation de la mesure COSMIC-
FFP ainsi qu’une application de celle-ci sur une partie d’un logiciel particulier.
12L’identification de ces tables pourra e´galement se faire au moyen de la mesure de la cohe´sion, qui identifie
les tables techniques, de´finie au point 3.5.1.
Chapitre 4
Applications des outils de´veloppe´s
Le chapitre pre´ce´dent a de´crit de manie`re the´orique les mesures et mode`les envisa-
geables a` partir du sche´ma des donne´es et des requeˆtes a` la base de donne´es. Ce chapitre
pre´sente la de´finition concre`te et l’application de deux des techniques pre´sente´es dans le
chapitre pre´ce´dent. La premie`re concerne la taille du logiciel et plus pre´cise´ment sa taille
fonctionnelle. La deuxie`me technique aborde´e dans ce chapitre concerne la complexite´ des
requeˆtes.
4.1 Mesure de la taille
Nous avons de´crit dans le chapitre pre´ce´dent une repre´sentation abstraite des requeˆtes.
Cette repre´sentation avait pour but de synthe´tiser la requeˆte afin de ne garder que les
e´le´ments utiles a` une estimation de la taille fonctionnelle du logiciel a` partir des requeˆtes
SQL. Nous allons maintenant mettre en pratique cette repre´sentation ainsi que l’estima-
tion de la taille au travers de la me´thode COSMIC-FFP [1]. Cette partie commencera donc
par une introduction a` la me´thode et mesure de taille fonctionnelle COSMIC-FFP. Nous
pre´senterons ensuite la fac¸on dont les requeˆtes SQL et la mesure peuvent eˆtre associe´es
afin d’estimer la taille fonctionnelle des requeˆtes. Ce re´sultat correspondra a` la taille fonc-
tionnelle du logiciel telle que nous l’avons pre´sente´ dans le chapitre pre´ce´dent. Nous appli-
querons ensuite la me´thode a` un logiciel. Finalement, nous e´tudierons les re´sultats obtenus
et pre´senterons quelques avantages et limites de cette me´thode.
4.1.1 Introduction a` Cosmic-FFP
La mesure Cosmic-FFP [1] [18] permet de calculer la taille fonctionnelle d’un syste`me.
L’application de la me´thode Cosmic-FFP demande en premier lieu une de´limitation du
syste`me, c’est-a`-dire une identification de la frontie`re. Une fois la frontie`re de´limite´e, il
faut pouvoir identifier les groupes de donne´es et les processus fonctionnels.
Les groupes de donne´es sont ge´ne´ralement des types d’entite´s identifie´s dans le sche´ma
conceptuel des donne´es du syste`me, qu’on appelle e´galement sche´ma de la statique. Les
informations les plus utiles provenant du sche´ma sont les types d’entite´s, leurs attributs et
les relations entre les types d’entite´s. Les processus fonctionnels sont les ” Functional User
Requirements ” ou encore FUR, c’est-a`-dire les fonctions utilisateur requises. Ces fonctions
sont ge´ne´ralement de´crites sous forme de use cases au de´but de la conception du syste`me.
Elles sont situe´es a` l’inte´rieur de la frontie`re du syste`me mais interagissent obligatoirement
avec au moins un utilisateur. L’utilisateur peut eˆtre un eˆtre humain ou un autre syste`me.
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Une fois les groupes de donne´es et les FUR identifie´s, il faut calculer la taille fonction-
nelle de chaque processus fonctionnel. La taille fonctionnelle de tout le syste`me est obte-
nue en additionnant la taille de chaque processus du syste`me. La taille fonctionnelle d’un
processus est calcule´e sur base des entre´es, sorties, lectures et e´critures effectue´es dans le
processus. Ces entre´es, sorties, lectures et e´critures sont appele´es mouvements de donne´es,
il en existe donc 4 types dans la me´thode COSMIC-FFP. Chacun de ces mouvements de
donne´es de´crit la fac¸on dont un groupe de donne´es voyage dans le syste`me.
Une entre´e correspond a` un groupe ou une partie d’un groupe de donne´es fourni par
l’utilisateur du syste`me. Une sortie correspond a` un groupe de donne´es allant du syste`me
vers l’utilisateur. Une lecture correspond a` une entre´e d’un groupe de donne´es provenant
de l’espace des donne´es, par exemple une base de donne´es. Une e´criture est une e´criture
d’un groupe de donne´es par le syste`me dans l’espace des donne´es. Le sche´ma ci-dessous
pre´sente´ dans le chapitre pre´ce´dent synthe´tise ces e´le´ments.
FIG. 4.1 – Vue du syste`me selon la mesure COSMIC-FFP
La me´thode COSMIC-FFP se distingue e´galement des autres mesures de taille fonc-
tionnelle par d’autres proprie´te´s. Tout d’abord, les mouvements de donne´es sont compte´s
en types d’entite´s et non en attributs. Un mouvement de donne´es ne concernant qu’un at-
tribut d’un type d’entite´s sera donc vu comme un mouvement de donne´es relatif a` tout le
type d’entite´s. Ce manque de granularite´ constitue un des points critique´s de la me´thode
mais la rend e´galement plus simple. Une autre proprie´te´ de la mesure COSMIC-FFP est
que les mouvements de donne´es redondants ne sont pas comptabilise´s. Contrairement a` la
mesure de´finie par Albrecht et aux autres mesures s’en inspirant directement, COSMIC-
FFP ne distingue pas plusieurs classes de fonctions utilisateur. Toutefois 4 grands types de
fonctions peuvent eˆtre donne´s, ceux-ci e´tant les vues, les mises-a`-jour, les insertions et les
suppressions. L’appartenance d’un processus utilisateur a` un de ces 4 types ne modifie pas
la fac¸on dont sont compte´s les mouvements de donne´es.
Il existe e´videmment d’autres re`gles particulie`res a` la me´thode que nous ne de´crirons
pas ici. Celles-ci concernent, par exemple, l’identification des couches, des sous-syste`mes
ou encore les re`gles particulie`res de redondance. Nous signalons e´galement que COSMIC-
FFP n’est pas adapte´ pour le calcul de la taille des syste`mes base´s sur des algorithmes
lourds et complexes ainsi que des syste`mes utilisant le traitement de variables en continu,
c’est-a`-dire l’audio et la vide´o.1
1Ces types de logiciels demandent un effort d’imple´mentation important pour un nombre limite´ de fonction-
nalite´s utilisateur. La mesure Cosmic-FFP n’est donc pas approprie´e pour ce type de logiciels.
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4.1.2 Mapping entre les deux concepts
Concepts communs et limites
Avant d’adapter la me´thode de´crite au chapitre pre´ce´dent, nous avons proce´de´ a` une
mise en correspondance entre les principes de Cosmic-FFP et le langage SQL. Celle-
ci a permis d’identifier les liens ge´ne´raux entre ces deux concepts et a e´galement mis
en e´vidence les premie`res limites de l’automatisation. Les premie`res limites identifie´es
concernent l’identification du syste`me, de sa frontie`re, des groupes de donne´es et des pro-
cessus fonctionnels.
Nous avons tout d’abord constate´ que l’estimation de la taille fonctionnelle d’un
syste`me au travers de ses acce`s aux bases de donne´es ne permet pas d’identifier la frontie`re
de ce syste`me. Cette identification revient donc a` un expert. Ce fait n’est toutefois pas dom-
mageable car les requeˆtes se trouvent a` l’inte´rieur du syste`me. Cependant, dans le cas ou`
une application serait compose´e de plusieurs syste`mes, comme par exemple une application
client-serveur, l’analyse de l’ensemble de l’application donnerait lieu a` l’analyse de deux
syste`mes distincts ayant chacun leur frontie`re. Ce qui signifierait que l’estimation de toute
l’application donnerait comme re´sultat la somme de l’estimation du client et du serveur.
En pratique, l’identification des frontie`res n’est pas une ope´ration complexe et celle-ci peut
meˆme eˆtre faite manuellement sans l’aide d’un expert. De meˆme, les couches composant
le syste`me ne peuvent eˆtre identifie´es a` partir des requeˆtes SQL.
La me´thode que nous utilisons se base sur le back-end du syste`me/de l’application,
sur ses acce`s a` la base de donne´es. Cela ne permet donc pas de parcourir l’ensemble du
processus fonctionnel en partant du front-end, c’est-a`-dire les interfaces utilisateurs, et de
tracer les me´canismes du processus. Une telle analyse a e´te´ conside´re´e au de´but de la par-
tie pratique du me´moire mais a e´te´ e´carte´e e´tant donne´ sa complexite´. Nous ne pouvons
donc pas identifier un processus fonctionnel au sens Cosmic-FFP mais uniquement faire la
supposition qu’une requeˆte est de´clenche´e par un processus fonctionnel et qu’un processus
fonctionnel ne contient qu’une requeˆte.
Cette supposition sera mise en doute dans les sections suivantes. Nous montrerons qu’il
existe des diffe´rences entre les concepts de COSMIC-FFP et ceux utilise´s pour l’automati-
sation. Ces diffe´rences sont principalement dues au fait qu’un syste`me d’information re´el
diverge de celui que nous avons pre´sente´ au chapitre pre´ce´dent. Malgre´ l’impossibilite´ de
reconnaıˆtre exactement un processus, nous pouvons ne´anmoins donner les e´le´ments sui-
vants :
• Tout processus fonctionnel effectue une lecture et cette lecture passe, selon le do-
maine d’application de la me´thode, par un acce`s a` la base de donne´es ;
• Tout comme les lectures, les e´critures passent e´galement par la base de donne´es ;
• La traduction d’une requeˆte est tre`s similaire a` un processus. On peut donc supposer
qu’une partie des sorties du processus, sinon la totalite´, sont des entite´s se trouvant
dans la base de donne´es sous forme de tables et qui vont eˆtre extraites graˆce a` une
requeˆte ;
• Ce dernier e´le´ment est e´galement valable pour les entre´es fournies par l’utilisateur,
qui sont en ge´ne´ral des contraintes de recherche ou des nouvelles valeurs dans la
requeˆte.
Tout comme pour les divergences entre COSMIC-FFP et les requeˆtes SQL, nous pou-
vons e´tablir les liens entre les deux concepts.
Tout d’abord, les groupes de donne´es sont ge´ne´ralement les entite´s pre´sentes dans
un sche´ma conceptuel, un diagramme UML, etc., repre´sentant la statique du syste`me. Ils
peuvent e´galement eˆtre identifie´s par un expert au travers des use cases du syste`me. Dans
le cas de l’automatisation, le fait de se baser sur le langage SQL nous a oblige´ a` nous
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baser sur le sche´ma physique de la base de donne´es. Par exemple, les relations binaires
ayant les cardinalite´s de leurs roˆles valant respectivement 1-1 et 1-N ne sont pas reconnues
dans le sche´ma physique, mais doivent eˆtre ge´re´es d’une autre fac¸on comme par exemple
a` l’aide des triggers. Un autre exemple de diffe´rence est le changement de nom. En effet,
les noms des entite´s et de leurs attributs peuvent eˆtre change´s durant la transformation du
conceptuel au physique, a` cause de contraintes impose´es par le SGBD. Il existe donc des
diffe´rences importantes entre ces deux niveaux mais afin de limiter le proble`me et de ne
pas e´tendre la me´thode, nous avons suppose´ que le sche´ma physique et le sche´ma concep-
tuel ne comportent pas de diffe´rences significatives, c’est-a`-dire que le sche´ma conceptuel
peut eˆtre retrouve´ a` partir du sche´ma physique, sans ambiguı¨te´. Cela nous ame`ne a` une
correspondance entre les entite´s au sens Cosmic-FFP et les tables de la base de donne´es.
Comme nous en avons parle´ dans la partie pre´sentant la mesure Cosmic-FFP, il existe
des mouvements de donne´es. Ces mouvements sont a` la base du re´sultat d’une estimation
de la taille fonctionnelle puisque l’estimation de la taille du syste`me de´pend de leur oc-
currence. On remarque qu’une requeˆte SQL effectue des lectures, des e´critures, etc., et on
retrouve donc au sein d’une requeˆte les mouvements de donne´es de Cosmic-FFP. Cette
correspondance est certainement le point le plus important pour l’automatisation.
Description pratique de COSMIC-FFP
Comme le montre la description de Cosmic-FFP, une estimation fait appel a` un en-
semble de re`gles allant de la plus simple a` la plus complexe, ces re`gles ne sont toutefois
pas de´taille´es dans le manuel de mesure. Cette partie pre´sente donc les re`gles de Cosmic-
FFP conside´re´es dans la me´thode et les de´crit au travers d’exemples. Ces de´finitions ont
principalement pour but de de´crire les me´canismes Cosmic-FFP en pratique et la fac¸on
dont ils sont interpre´te´s dans la me´thode d’automatisation. Dans ces de´finitions, nous utili-
serons le terme ”groupe de donne´es” et ”entite´” de manie`re e´quivalente. Pour illustrer ces
me´canismes, nous nous baserons sur quatre processus fonctionnels classiques. Ceux-ci sont
la vue, l’ajout, la suppression et la modification. Ces processus condensent les interactions
possibles entre les utilisateurs et un syste`me, et coı¨ncident avec les quatre types principaux
de requeˆtes SQL qui sont les create, read, update et delete. Le sche´ma ci-dessous sera utilise´
a` titre d’exemple pour illustrer la structure des donne´es sur lesquelles agissent les quatre
processus 2.
FIG. 4.2 – Sche´ma conceptuel.
2Ce sche´ma reste assez simple afin de ne pas aborder des proble`mes qui n’ont pas e´te´ inte´gre´ dans la me´thode
d’automatisation comme par exemple les relations binaires aux cardinalite´s 1-1,1-N. Les relations plus complexes
seront pre´sente´es dans le chapitre consacre´ aux proble`mes identifie´s.
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Cas 1 : Une seule entite´ :
Pour ce cas, nous conside´rerons que le type d’entite´s Client est le seul connu du
syste`me. De ce fait, il n’existe donc plus de relation entre Commande et Client.
FIG. 4.3 – Sche´ma conceptuel.
Vue : Une vue du groupe de donne´es Client donnera une lecture, une entre´e et une sor-
tie de Client. La lecture et la sortie sont directement sous-entendues dans une vue
puisqu’il faut en effet lire les donne´es de Client et les fournir a` l’utilisateur comme
re´sultat du processus. La prise en compte d’une entre´e est due au fait que, comme cela
est de´crit dans le chapitre introduisant Cosmic-FFP, un processus n’est fonctionnel
que s’il y a une action, donc une entre´e, provenant de l’utilisateur. Cette contrainte sur
les processus sera adapte´e par la suite. Cette entre´e permettra le plus souvent d’iden-
tifier l’occurrence ou les occurrences du type d’entite´s Client qui doivent se trouver
dans la sortie du processus. Une autre sortie doit eˆtre compte´e mais n’appartient pas
au groupe de donne´eClient. Cette sortie correspond aux messages d’erreurs, qui sont
automatiquement compte´s dans l’analyse de tout processus. Ces messages d’erreurs
doivent donc eˆtre pris en compte pour les processus de suppression, d’ajout et de
modification.
Suppression : La suppression d’un groupe de donne´es aura comme re´sultat une lecture,
une e´criture, une entre´e et une sortie (le message d’erreur). L’entre´e permet, comme
l’entre´e de la vue, d’identifier les occurrences concerne´es. L’e´criture est triviale puis-
qu’il s’agit d’un processus de suppression. La lecture apparaıˆt car avant de supprimer
l’entite´, on ve´rifie si l’entite´ a` supprimer existe bien.
Ajout : L’ajout fournit le meˆme re´sultat que la suppression. La lecture s’effectue toutefois
afin de ve´rifier que l’occurrence ou les occurrences de l’entite´ Client, qui vont eˆtre
ajoute´es, n’existent pas de´ja` dans le syste`me de stockage.
Modification : Le processus de modification de l’entite´ Client donne les meˆmes re´sultats
que la suppression et l’ajout. On voit que la modification rassemble les principes
de la suppression d’une occurrence (ou de plusieurs) et de la cre´ation d’une nou-
velle qui aura le plus souvent des caracte´ristiques communes avec l’ancienne. Ce
me´lange entre l’ajout et la suppression fait que le mouvement de donne´es de lecture
correspond a` une ve´rification de l’existence de l’ancienne version de l’entite´ et de la
non-existence de la nouvelle version.3
Cas 2 : Deux entite´s lie´es par une relation :
Ce sche´ma inclut une relation entre deux entite´s. Cette relation sera traduite en cle´
e´trange`re au moment de la traduction du sche´ma dans la base de donne´es.
3On constate qu’un processus fonctionnel peut ne pas s’effectuer comple`tement et donc, en pratique, ne pas
utiliser certains mouvements de donne´es. Cosmic-FFP ne conside`re pas un cas particulier du processus mais bien
l’ensemble de ses possibilite´s. C’est pourquoi on estime par exemple la vue ci-dessus a` 4 FFP, une lecture, une
entre´e et deux sorties.
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FIG. 4.4 – Sche´ma conceptuel
Vue de Client : Ce processus donne le meˆme re´sultat que dans le cas 1.
Vue deCommande : Le re´sultat de cette vue sera influence´ par les parties deCommande
utilise´es dans le processus. Le fait d’eˆtre une vue implique toujours des lectures, des
entre´es et des sorties mais les groupes de donne´es se trouvant dans le re´sultat se-
ront influence´s par la fac¸on dont est construit le processus. Nous allons tout d’abord
de´tailler les lectures. La vue lit toute l’entite´ Commande, elle lit les attributs de
Commande, qui sont ncom et dateCom, et la relation queCommande a avecClient.
La lecture de cette relation correspond a` la lecture de l’entite´ Client. La vue aura
donc deux groupes de donne´es lus. Pour ce qui est des entre´es et sorties, les entite´s
concerne´es de´pendent du fait que le mouvement de donne´es concerne soit les attri-
buts de Commande, soit la relation entre Client et Commande, ou encore les deux.
Les re´sultats seront donc respectivement soit Commande, soit Client soit Client et
Commande. Par exemple, dans le sche´ma ci-dessus, il est possible de trouver une
Commande uniquement avec ncom car ncom est identifiant, dans ce cas, l’entre´e de
la vue est Client. Il est aussi possible de trouver les occurrences de Commande lie´es
a` un certains Client ou` Client est l’entre´e de ce processus.
Suppression de Client : La logique de la mesure Cosmic-FFP diffe`re ici de la logique de
base de donne´es. En effet, la suppression de l’entite´ Client n’effectue pas de mouve-
ment de donne´es sur l’entite´ Commande. Il y a donc une diffe´rence importante entre
les deux the´ories puisque, en the´orie des bases de donne´es, e´tant donne´ la relation
passe, qui correspond a` une contrainte re´fe´rentielle, une suppression d’une occur-
rence entraıˆne au moins une lecture sur Commande et peut meˆme donner lieu a` une
e´criture. Ce fait n’est pas conside´re´ dans les re`gles de mesures de Cosmic-FFP. Ce
processus ne donnera donc qu’une lecture, une entre´e, une e´criture de Client ainsi
qu’une sortie (le message d’erreur), c’est-a`-dire le meˆme re´sultat que dans le cas 1.
Suppression de Commande : La relation entre Client et Commande intervient ici aussi.
Au niveau des entre´es et lectures, l’analyse est semblable a` celle de la vue de Com-
mande. Pour les e´critures, la suppression entraıˆne une e´criture sur les attributs de
Commande et sur la relation passe. Il y a donc deux e´critures, une sur Commande
et une sur Client.
Ajout de Client : Le re´sultat est identique a` l’ajout dans le cas 1.
Ajout deCommande : Les re`gles utilise´es pour l’analyse de ce processus sont semblables
a` celles vues lors de la lecture et la suppression. On a donc deux lectures, ve´rifiant
que les occurrences de l’entite´ Commande a` ajouter n’existent pas de´ja`. Puis on
compte deux entre´es qui correspondent aux donne´es a` e´crire dans le processus et qui
sont fournies par l’utilisateur. Ces donne´es sont Commande, pour ses attributs, et
Client, pour la relation entre les deux groupes de donne´es. Ensuite, nous avons deux
e´critures, repre´sentant les donne´es e´crites par le processus et finalement, nous avons
une sortie correspondant au message d’erreur.
Modification de Client : Le raisonnement utilise´ pour l’estimation de ce processus est
semblable a` celui de la suppression de Client. Il ne sera donc pas de´taille´ ici. Les
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mouvements de donne´es seront une lecture, une e´criture, une entre´e et une sortie.
Modification de Commande : De la meˆme fac¸on que pour le cas 1, la modification utilise
les me´canismes de l’ajout et de la suppression. Le re´sultat de l’estimation est donc
de deux lectures, Client et Commande, une entre´e Client ou Commande ou deux
entre´es Client et Commande en fonction des champs modifie´s et des occurrences
de Commande qui doivent eˆtre modifie´es. Les e´critures varieront en fonction des
attributs modifie´s et/ou de la modification de la relation passe et seront soit Client
soitCommande ou encore les deux. La sortie du processus sera un message d’erreur.
Les me´canismes pre´sente´s ci-dessus restent assez simples mais couvrent de´ja` une
grande partie des cas possibles. On discerne bien le lien entre un processus et une requeˆte
SQL, et la fac¸on dont Cosmic-FFP peut eˆtre associe´ aux acce`s aux bases de donne´es. Ce
sont ces associations qui vont eˆtre pre´sente´es dans les points suivant et qui constituent le
corps de la me´thode d’automatisation de´crite dans ce me´moire.
4.1.3 Re`gles formelles et imple´mentations
Nous allons ici illustrer une partie du mapping entre la mesure Cosmic-FFP et les
requeˆtes SQL. Le mapping a e´te´ traduit en re`gles formelles, base´es sur la logique des
pre´dicats. Ces re`gles ont ensuite e´te´ imple´mente´es dans l’outils ASF+SDF [44]. L’ensemble
des re`gles formelles utilise´es se trouve dans l’annexe A.
De´composition des pre´dicats et association des variables
Ces deux paragraphes rappellent les principes de de´composition des pre´dicats et d’as-
sociation des variables, donne´s au chapitre pre´ce´dent.
Pour pouvoir automatiser l’estimation FFP a` partir de requeˆte SQL, deux principes
ont e´te´ de´finis et utilise´s dans la me´thode. Le premier est le principe de de´composition des
pre´dicats. Il permet de de´composer n’importe quel pre´dicat SQL en un ensemble d’associa-
tions. Chacune de ces associations repre´sente une comparaison effectue´e dans le pre´dicat.
Une association est repre´sente´e sous la forme d’un couple de deux e´le´ments, chacun de ces
e´le´ments e´tant une expression SQL pouvant eˆtre complexe. L’ensemble des associations
ne permet toutefois pas de retrouver le type de comparaison utilise´e par le pre´dicat mais
celui-ci n’a pas d’influence dans la me´thode Cosmic-FFP.
Le deuxie`me principe est celui de l’association des variables qui permet d’associer une
variable provenant du langage ayant appele´ SQL avec un ensemble de tables. Cette variable
doit se trouver dans une des deux partie d’une association. L’ensemble des tables est obtenu
a` partir de l’autre partie de l’association. La re`gle permettant de de´finir cet ensemble de
tables est donne´e ci-dessous.
De´finitions ge´ne´rales
Cette partie de´finit de manie`re ge´ne´rale les termes et types utilise´s dans les parties
suivantes.
• table ≡ table SQL
• TableDef ≡ ensemble de tables avec leurs attributs respectifs
• Read ≡ lecture au sens COSMIC-FFP
• Write ≡ e´criture au sens COSMIC-FFP
• Entry ≡ entre´e au sens COSMIC-FFP
• Exit ≡ sortie au sens COSMIC-FFP
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• query ≡ requeˆte Select-From-Where
• predicat ≡ ”e´quation” boole´enne au sens SQL, utilisant les ope´rateurs du langage
• attribut ≡ attribut SQL
• variable ≡ parame`tre d’une requeˆte SQL, provenant du langage appelant la requeˆte.
• association ≡ couple repre´sentant une partie ou l’ensemble d’un pre´dicat SQL et
symbolisant une comparaison entre deux membres d’un pre´dicat
• EnsTables ≡ {t1, . . . , tn}, un ensemble de tables
• EnsPredicats ≡ {p1, . . . , pn}, un ensemble de pre´dicats
• EnsAssociations ≡ {assoc1, . . . , assocn}, un ensemble d’associations
Fonctions pre´de´finies
Cette partie pre´sente les fonctions utilise´es par les fonctions pre´sentant de manie`re
the´orique l’estimation COSMIC-FFP. Les fonctions ci-dessous sont conside´re´es comme
donne´es.
• attribut(a, t) ≡ vrai si a est un attribut de l’entite´ t, faux sinon. L’e´valuation se fait
a` partir de TableDef
• query(r) ≡ vrai si la requeˆte est de type Select-From-Where, faux sinon
• clauseFrom(r) ≡ renvoit la clause From d’une requeˆte SQL
• predicat(r) ≡ donne l’ensemble des pre´dicats d’une requeˆte
• association(p) ≡ donne l’ensemble des associations composant le pre´dicat p
• gauche(assoc) ≡ donne la partie gauche de l’association assoc
• droite(assoc) ≡ donne la partie droite de l’association assoc
Re`gles de comptage
Cette section pre´sente de manie`re formelle, l’estimation du comptage COSMIC-FFP
sur une partie du langage SQL/embedded. La partie conside´re´e reprend les requeˆtes de
type select-from-where simples.
Fonction ge´ne´rale :
FFP (r) = (Read+ Entry +Write+ Exit)
| (r ∈ {query}
∧ table(r) ∈ def table
∧ Read = #RTable(r)
∧Write = #WTable(r)
∧ Entry = #ETable(r)
∧ Exit = #ExTable(r)
Comptage des lectures :
RTable(r) ≡
(query(r)⇒ RTable(r) = (RFrom(r))
RFom(r) ≡
∃ {t1, . . . , tn} E :
(∀ table ti ∈ E, (ti ∈ clauseFrom(r)
∧ti ∈ DefTable))
∧(@ t : ((t ∈ clauseFrom(r)
∧t ∈ DefTable ∧ t /∈ E)
⇒ RFrom(r) = E
Comptage des sorties :
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ExTable(r) ≡
(query(r) ⇒
∀ attribut a ∈ clauseSelect(r) :
∃ table t : attribut(a, t)
∧ t ∈ DefTable
⇒ ExTableA = ∪{t})
⇒ ExTable(r) = ExTableA
Comptage des e´critures :
WTable(r) ≡
(query(r) ⇒ WTable(r) = ∅)
Comptage des entre´es :
ETable(r) ≡
(query(r)⇒ ETable(r) = EPredicat(r)
EPredicat(r) ≡
((∀ predicat pi ∈ {p1, . . . , pn},
{p1, . . . , pn} = predicat(r),
∃ Ei, Ei = {t1, . . . , tn} :
∀ association assocj ∈ {assoc1, . . . , assocn},
{assoc1, . . . , assocn} = association(p),
EAssoc(assocj) ⊆ Ei)
∧ (@ table t ∈ Ei ∧ t ∈ DefTable :
∀ association assocj ∈ {assoc1, . . . , assocn},
{assoc1, . . . , assocn} = association(p),
t /∈ ∪ EAssoc(assocj)))
⇒ ETable(r) = ∪ Ei
EAssoc(assoc) ≡
∃ {t1, . . . , tn} E :
∀ table t ∈ E, t ∈ DefTable ∧
((∃ variable v ∈ variable(gauche(assoc)))
∧(∃ attribut a : a ∈ droite(assoc)
∧attribut(a, t)))
∨ ((∃ variable v ∈ variable(droite(assoc)))
∧ (∃ attribut a : a ∈ gauche(assoc)
∧attribut(a, t)))
∧(@ table t , t ∈ TableDef ∧
((∃ variable v ∈ variable(gauche(assoc))
∧ (∃ attribut a : a ∈ droite(assoc)
∧attribut(a, t)))
∨ (∃variable v ∈ variable(droite(assoc))
∧ (∃ attribut a : a ∈ gauche(assoc)
∧attribut(a, t))))
∧ t /∈ E)
⇒ EAssoc(assoc) = E
Imple´mentation
L’outil ASF+SDF [44] permet de de´finir des re`gles d’analyse de langage sous forme
de code fonctionnel, qui vont eˆtre applique´es sur un arbre syntaxique, qui contient ici les
requeˆtes SQL et la structure des tables de la base de donne´es. L’avantage de la program-
mation fonctionnelle est le me´canisme du pattern matching. L’outil ASF+SDF propose
e´galement d’autres fonctionnalite´s telles que le parcours descendant et ascendant des arbres
syntaxiques, jusqu’a` la reconnaissance d’un certain pattern. Une pre´sentation plus comple`te
82 Applications des outils de´veloppe´s
de cet outil est disponible dans [11] et [44]. Nous allons pre´senter l’imple´mentation de deux
des re`gles formelles que nous avons de´finies pre´ce´dement.
La premie`re re`gle est la re`gle principale qui comptabilise les entre´es, les sorties, etc.
Le code ASF ci dessous ne pre´sente qu’en partie cette re`gle. Cette diffe´rence est due a` des
facilite´s d’imple´mentation. La fonction ASF a, dans ce cas, de´ja` identifie´ une requeˆte SQL
de type select-from-where. La deuxie`me diffe´rence, par rapport a` la re`gle formelle, est
que la fonction ASF ne renverra pas un entier mais une liste contenant les listes des tables
d’entre´es, de sorties, etc.
FFP (r) = (Read+ Entry +Write+ Exit)
| (r ∈ {query}
∧ table(r) ∈ def table
∧ Read = #RTable(r)
∧Write = #WTable(r)
∧ Entry = #ETable(r)
∧ Exit = #ExTable(r)
FIG. 4.5 – De´finition ASF : analyse des requeˆtes select-from-where
La fonction ffpDirectSelect a` la figure 4.5 correspond, dans les re`gles formelles, a` la
fonction FFP, applique´e ici a` une requeˆte de type select-from-where. Le me´canisme de
pattern matching ffpDirectSelect(QUERYEXP , BDDEF), permet de ne de´clencher cette
de´finition de la fonction ffpDirectSelect qu’en pre´sence des types QUERYEXP, qui cor-
respond a` une requeˆte select-from-where et BDDEF, qui contient la de´finition des tables.
Le re´sultat de la fonction est <LSTTBN1 , [] , LSTTBN3 , LSTTBN4>, c’est-a`-dire 4
listes. Ces 4 listes contiennent respectivement les noms des tables lues, des tables e´crites,
des tables d’entre´es et des tables de sorties. Ces 4 listes sont assigne´es dans la clause when.
L’assignation est repre´sente´e par le syntagme :=. La partie gauche de l’assignation corres-
pond a` la variable assigne´e. Les variables assigne´es sont, dans ce cas, les listes. La partie
droite correspond a` la valeur donne´e a` la variable. Dans chacune des parties droites, on re-
trouve la fonction technique makeLSTTBNlikeSet qui supprime les doublons de chaque
liste, afin d’obtenir des ensembles. La fonction readDirectSelect correspond a` la fonction
RTable des re`gles formelles. De la meˆme fac¸on, la fonction entryDirectSelect correspond
a` la fonction ETable et la fonction exitDirectSelect repre´sente la fonction ExTable. La
fonction WTable n’a pas d’e´quivalent en ASF car elle renvoit toujours un ensemble vide
pour une requeˆte de type select-from-where. Par rapport a` l’imple´mentation, les re`gles for-
melles restent ge´ne´rales et ne pre´cisent pas le type de r. Par simplicite´, le type de la requeˆte
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est reconnu au de´but d’analyse. Ces re`gles laissent donc des choix en ce qui concerne leur
imple´mentation et ont plutoˆt pour roˆle la formalisation des principes d’analyse. De meˆme,
ces re`gles n’entrent pas en de´tail dans le langage SQL par soucis de concision.
Cette deuxie`me re`gle donne les sorties d’une requeˆte.
ExTable(r) ≡
(query(r) ⇒
∀ attribut a ∈ clauseSelect(r) :
∃ table t : attribut(a, t)
∧ t ∈ DefTable
⇒ ExTableA = ∪{t})
⇒ ExTable(r) = ExTableA
FIG. 4.6 – De´finition ASF : analyse des sorties (1)
Cette fonction a` la figure 4.6 lance l’analyse des sorties des requeˆtes. Il ne s’agit que
d’une fonction de transition dans laquelle on va isoler la clause select et cre´er une liste
contenant les noms des tables utilise´es dans la requeˆte, ainsi que les noms de corre´lation
associe´s aux noms de tables. Cette liste va eˆtre contenue dans les variables MEMTAB*.
Ces listes sont mises a` jour par la fonction listTabCor. L’utilisation de plusieurs variables
de ce type est duˆ au fait que cette fonction est e´galement utilise´e en dehors de l’analyse
des sorties. Il est en effet ne´cessaire, dans d’autres cas, de connaıˆtre les tables de sorties
d’une sous-requeˆte. L’utilisation de deux de ces variables a permis de re´soudre le proble`me
des noms de corre´lation et des noms de tables non encore de´clare´s. Les variables MEM-
TAB* constitue la base de connaissance utilise´e par la fonction attribut(a,t) dans les re`gles
formelles. L’analyse de la clause select va eˆtre effectue´e par la fonction analyseExSelect-
Clause.
84 Applications des outils de´veloppe´s
FIG. 4.7 – De´finition ASF : analyse des sorties (2)
La fonction analyseExSelectClause a` la figure 4.7 n’est ici qu’une fonction de transi-
tion qui ve´rifie, au moyen du pattern matching, si la clause select utilise le symbole *. Ce
symbole de´signe toutes les tables de la clause from de la requeˆte. Dans ce cas, les sorties
de la requeˆte sont les tables de´clare´es dans MEMTAB1. Dans le cas contraire, la fonction
appelle analyseExSelectSubList.
FIG. 4.8 – De´finition ASF : analyse des sorties (3)
La fonction analyseExSelectSubList de la figure 4.8 utilise un des me´canismes pro-
pose´ par l’outil ASF+SDF. Ce me´canisme permet de parcourir un arbre syntaxique automa-
tiquement et d’identifier des noeuds d’un certain type. Par rapport a` la re`gle formelle, le par-
cour descendant permet de mettre en place la partie ” ∀ attribut a ∈ clauseSelect(r) : ”
de la re`gle. Ces noeuds sont ici repre´sente´s par le premier parame`tre des 3 de´finitions de
la fonction. Chacune des de´finitions repre´sente un cas particulier a` traıˆter en fonction du
type du noeud et des conditions impose´es apre`s le when. La premie`re de´finition cherche le
nom de la table a` partir du type syntaxique SQL qualifier. Ce type est ge´ne´ralement le nom
d’une table ou un nom de corre´lation. La deuxie`me de´finition permet de traıˆter directement
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un nom de colonne. Ce nom doit toutefois appartenir a` une table de´clare´e et utilise´e sans
un nom de corre´lation.
4.1.4 Application pratique de la me´thode
L’e´tude de cas qui va eˆtre pre´sente´e ici a e´te´ re´alise´e durant le stage lie´ a` ce me´moire.
Elle a e´te´ re´alise´e avec la collaboration du Professeur Desharnais, expert dans la mesure
Cosmic-FFP. E´tant donne´ les moyens linite´s dont nous disposions, cette e´tude reste assez
restreinte et ne permet pas de valider la mesure. Le cas est le programme Open Source
WebTimeEntry, disponible sur SourceForge [31]. Cette application propose une interface
permettant de ge´rer des projets, des employe´s et l’attribution de ceux-ci aux projets, ainsi
que les comptes et transactions des employe´s. Ce programme est de´veloppe´ en JAVA et
utilise une base de donne´es SQL. Nous avons isole´ certaines fonctions de WebTimeEntry
et choisi l’ensemble des processus fonctionnels touchant les employe´s, leurs feuilles de
pre´sence et leurs comptes. Aux trois e´crans choisis, il existe dix processus fonctionnels.
A ceux-ci correspondent quatorze requeˆtes SQL. Parmi ces requeˆtes, quatre n’ont pu eˆtre
analyse´es a` cause de leur construction dynamique en JAVA. Elles correspondent a` deux
insertions et deux mises-a`-jour.
Nous avons conside´re´ les re´sultats de l’expert comme re´fe´rence. Ces re´sultats ont e´te´
obtenus a` partir de la documentation du programme et des interfaces. Les re´sultats de l’au-
tomatisation ont e´te´ obtenus a` partir des requeˆtes SQL utilise´es par les fonctions des em-
ploye´s, des feuilles de pre´sences et des comptes des employe´s. Les re´sultats se trouvent
dans les tableaux aux figures 4.9, 4.10, 4.11.
Les tailles finales sont donc, pour le comptage de l’expert, e´cran 1 : 16 ; e´cran 2 : 33 ;
e´cran 3 : 38. Les re´sultats de l’automatisation sont : e´cran 1 : 16 ; e´cran 2 : 29 ; e´cran 3 :
32. E´tant donne´ le manque de consistance de l’e´tude, nous ne pouvons valider ou invalider
la me´thode. Nous avons pu par contre de´terminer certaines des raisons pour lesquelles il
existe une diffe´rence entre les deux estimations.
Nous avons observe´ que, lorsqu’une requeˆte est analysable, son re´sultat correspond
a` un processus fonctionnel. Malheureusement, a` un processus peuvent correspondre plu-
sieurs requeˆtes redondantes dont les re´sultats sont e´quivalents en terme de mouvements
de donne´es. La` ou` l’expert ne verra que l’aspect graphique et donc une seule fonction,
notre me´thode peut utiliser des requeˆtes redondantes. Nous avons e´galement constate´ que
si toutes les requeˆtes avaient e´te´ analysables, le re´sultat de l’automatisation aurait e´te´ bien
supe´rieur a` celui de l’expert. Afin de corriger cette diffe´rence, nous proposons de ne pas
compter une requeˆte lorsqu’elle produit les meˆmes mouvements de donne´es qu’une autre.
C’est par exemple le cas avec les actions find-It, Prev et Next qui ne comptent que pour
une seule et meˆme vue dans l’analyse de l’expert.
4.1.5 Critiques des re´sultats
Les critiques ressortant de cette e´tude de cas sont les suivantes. La premie`re est que les
re´sultats de notre me´thode ne sont pas trop e´loigne´s de ceux de l’expert. De plus les varia-
tions ont pu eˆtre justifie´es et peuvent eˆtre corrige´es facilement. Ces variations n’ont pas e´te´
les premie`res observe´es. En effet, durant les premiers tests de la me´thode, des diffe´rences
sont apparues. Celles-ci e´taient dues aux cle´s e´trange`res dans la base de donne´es qui e´taient
conside´re´es diffe´remment par l’expert. Il s’est donc ave´re´ tre`s difficile de prendre en compte
tous les parame`tres d’une mesure essentiellement subjective, telle que Cosmic-FFP. Il reste
sans aucun doute des erreurs non de´couvertes dans notre me´thode.
On peut critiquer l’aspect pratique de la me´thode qui demande l’identification des
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FIG. 4.9 – Re´sultat de la partie ”Employee Time and Attendance”.
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FIG. 4.10 – Re´sultat de la partie ”Time Card Approvals”.
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FIG. 4.11 – Re´sultat de la partie ”Define Accruals”.
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requeˆtes. Cette identification peut eˆtre difficile dans le cas ou` elles sont construites dy-
namiquement. Dans notre e´tude, ces requeˆte ont e´te´ signale´es dans les tableaux avec le
commentaire ”non analysable”. Sur 2 des 3 e´crans, il existait 2 requeˆtes sur 6 non analy-
sables. Cela a bien suˆr influence´ le re´sultat. De plus, nous avons suppose´ que le sche´ma
conceptuel et le sche´ma logique e´taient fort proches. Ce n’est pas toujours le cas en re´alite´.
Il peut exister de grandes diffe´rences entre les deux suite a` l’utilisation de re`gles de muta-
tions vues a` la section 3.1.1.
4.2 E´valuation de la cohe´sion
Cette section pre´sente une application pratique de la me´thode e´valuant la cohe´sion du
logiciel, pre´sente´e en 3.5.1. Comme exemple, nous avons utilise´ une application boursie`re,
qui est le re´sultat d’un laboratoire de me´thodologie de de´veloppement de logiciel, donne´ en
2e`me maıˆtrise a` l’Institut d’Informatique. Pour appliquer la me´thode, nous avons proce´de´
de la fac¸on suivante. Nous avons tout d’abord identifie´ les diffe´rents modules. Apre`s identi-
fication des modules, nous avons de´termine´ quels e´taient les acce`s a` la base de donne´es. Ces
acce`s sont sous la forme de requeˆtes SQL. Nous avons ensuite e´tabli diffe´rentes statistiques
disponibles a` l’annexe C.
La premie`re analyse concerne la partie ”bourse”. L’application est constitue´e de 12
modules, correspondant a` des classes JAVA et sont charge´s de la partie business de l’ap-
plication. Ces 12 classes se trouvent dans le package services de la bourse. Chacune de
ces classes est charge´e du traitement de certaines fonctions business, de la manie`re la plus
inde´pendante possible. Parmi les 12 modules, seuls 9 avaient acce`s a` la base de donne´es.
Les tables acce´de´es sont au nombre de 10 et sont de´taille´es dans l’annexe.
Les re´sultats finaux sont les suivants :
Nom de la table Nombre de modules Pourcentage des modules
acce´dant a` la table acce´dant a` la table
Achat 3 33,33%
Vente 3 33,33%
Broker 1 11,11%
Liquidation 1 11,11%
Historique Jour 1 11,11%
Transaction 3 33,33%
Huissier 1 11,11%
Societe 1 11,11%
Journal Securite 9 100,00%
Param 1 11,11%
Ces donne´es vont nous permettre d’analyser, en partie, la cohe´sion de l’application.
On remarque, comme e´nonce´ dans la the´orie, trois classes de tables. La premie`re re-
groupe les tables acce´de´es par un seul module. Ces tables sont : Broker, Liquidation,
Historique Jour, Huissier, Societe et Param. Ces tables repre´sentent 60% des tables du
sche´ma. La deuxie`me classe regroupe les tables techniques. La table Journal Securite ap-
partient a` cette classe car elle est utilise´e par chacun des 9 modules. Le dernier groupe est
celui des tables indiquant un manque de cohe´sion. Ces tables sont : Achat, Vente et Tran-
saction. Une autre observation est que les trois modules sont identiques pour les tables
Achat et Vente et un seul de ces trois modules fait partie de ceux utilisant la table Tran-
saction. Il s’agit du module GestionDesTransactions. Il y a donc 5 modules sur les 9 qui
peuvent eˆtre sujets a` un manque de cohe´sion. En pratique, le manque de cohe´sion nous
indique un danger dans le cas ou` la structures des tables doit eˆtre modifie´e. Il y aura, en
effet, plus de modules a` mettre a` jour. Il nous indique e´galement que les taˆches des modules
n’ont peut eˆtre pas e´te´ attribue´es de fac¸on correcte. Il pourrait donc y avoir un proble`me au
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niveau de l’architecture du logiciel.
La deuxie`me analyse concerne la partie ”courtier”. Il y a dans cette partie, 13 modules
correspondant a` 13 classes JAVA situe´es dans le package services du courtier. Seuls 8 de
ces modules acce`dent a` la base de donne´es. Les tables utilise´es sont au nombre de 10. Les
re´sultats de l’analyse sont :
Nom de la table Nombre de modules Pourcentage des modules
acce´dant a` la table acce´dant a` la table
Ordres 1 12,50%
CompteFinancier 1 12,50%
Client 1 12,50%
CompteTitre 1 12,50%
Societe Jour 1 12,50%
Liquidation 1 12,50%
Courtier 1 12,50%
Employe 1 12,50%
Possede 1 12,50%
Journal Securite 7 87,50%
Ces re´sultats nous montrent clairement que la cohe´sion est plus e´leve´e dans la partie
”courtier” que dans la partie ”bourse”. Il apparait que chaque table n’est acce´de´e que par
un seul module, a` l’exception de la table Journal Securite. Le roˆle de cette table est de
contenir une trace des e´ve´nements du syste`me. Il s’agit donc d’une table technique. Les
re´sultats ne montrent pas de table sujette a` un proble`me de cohe´rence. Cette application,
contrairement a` l’application boursie`re, posse`de une tre`s bonne cohe´sion communication-
nelle. Un processus de maintenance sur cette partie de l’application devrait donc poser
moins de proble`mes que sur la partie boursie`re.
L’analyse que nous venons de faire est simple et peu couˆteuse. Toutefois, en fonction
du langage de programmation utilise´, l’identification des requeˆtes peut s’ave´rer difficile,
voire impossible. Dans un contexte re´el, il faudra e´galement de´finir la limite entre cohe´rent,
incohe´rent et technique. Cette limite a e´te´, ici, choisie arbitrairement, sur base des pourcen-
tages obtenus. On pourrait donc de´finir la limite infe´rieure de l’incohe´rence a` 40%. Nous
pensons qu’il faudra un grand nombre d’e´tudes empiriques pour de´terminer ces 2 bornes.
Enfin, cette me´thode ne permet pas d’e´valuer la cohe´sion des modules n’utilisant pas la
base de donne´es. Il s’agit d’une limite lie´e a` la de´finition de la me´thode elle-meˆme.
Chapitre 5
Analyse des e´tudes de cas
5.1 Observations ge´ne´rales faites lors des diffe´rentes
mises en pratique
Les applications du chapitre 4 nous ont permis de formuler certaines critiques et obser-
vations ge´ne´rales.
Une premie`re critique ne´gative est que les outils de´veloppe´s et le principe meˆme de
l’e´tude des donne´es et des acce`s aux donne´es, tel que nous les avons aborde´s, limitent
l’e´tude aux applications utilisant une base de donne´es. Plus le nombre de modules de l’ap-
plication utilisant uniquement la base de donne´es comme espace de stockage et d’interro-
gation des donne´es sera e´leve´, plus les mesures et me´thodes de´veloppe´es ici permettront
d’e´valuer la qualite´ de l’application dans son ensemble. Si l’application n’a qu’un seul mo-
dule utilisant la base de donne´es, nous ne pourront e´valuer la qualite´ que de ce module.
Cela limite l’e´valuation de la qualite´ de l’ensemble de l’application. Si par contre, tous les
modules utilisent la base de donne´es, nous pourront e´valuer la qualite´ de ces modules et
donc donner un diagnostic sur l’ensemble de l’application.
La deuxie`me critique ne´gative ressortant de ces e´tudes est que les applications faites
au chapitre pre´ce´dent ne permettent pas de valider les mesures et me´thodes utilise´es. La
raison est que les e´tudes pre´sente´es sont trop particulie`res pour permettre une validation.
Des e´tudes plus comple`tes devront eˆtre re´alise´es sur des cas re´els. Toutefois, les e´tudes
re´alise´es ici nous ont permis d’identifier et de re´soudre des proble`mes, ainsi que d’illustrer
certaines applications possibles.
Nous avons pre´sente´, dans le chapitre 2, la me´thode de Bieman et Ott concernant
l’e´valuation de la cohe´sion au moyen du slicing. Cette me´thode est l’adaptation objective
d’une me´thode qui est a` l’origine subjective. Nous pouvons tirer une conclusion similaire
pour l’e´valuation de la taille. La me´thode de´veloppe´e ici permet d’approcher le re´sultat
d’une e´valuation subjective de la taille, re´alise´e par un expert. Plus qu’un re´sultat pour la
maintenabilite´, il s’agit d’un re´sultat positif sur l’ensemble du domaine des me´triques. Le
dialogue avec l’expert, l’e´tude des proce´de´s qu’il utilise et la formalisation de ces proce´de´s,
nous ont permis de de´finir des re`gles formelles. La traduction de ces re`gles en un pro-
gramme d’analyse nous a permis d’avoir un syste`me automatise´, objectif et aux re´sultats
reproductibles. Cette me´thode de´pend toutefois des hypothe`ses propose´es en 3.6.2. Il s’agit
la` d’un point positif car l’utilisation de tels outils est moins couˆteuse que l’appel a` un expert.
Il reste ne´anmoins a` de´finir la marge d’erreur entre le jugement d’un expert et l’estimation
re´alise´e par l’outil.
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5.2 Parenthe`se sur d’autres mises en pratique
Durant ce me´moire, nous avons aborde´ des possibilite´s d’utilisations que nous n’avons
pu illustrer ici. Nous souhaitons donc en e´noncer certaines, afin qu’elles puissent eˆtre
re´alise´es dans d’autres recherches.
Une premie`re application est l’e´tude de la complexite´ globale, c’est-a`-dire l’e´tude de
la diffe´rence de complexite´ entre du code SQL et du code proce´dural. Cette e´tude pourrait
eˆtre re´alise´e graˆce aux transformations des requeˆtes de´veloppe´es dans la partie 3.4.1. Une
telle e´tude nous permettrait de savoir quel langage est le plus adapte´ dans certaines situa-
tions. De meˆme, on pourrait y comparer les diffe´rentes imple´mentations des contraintes
d’inte´grite´s afin de de´terminer quelles sont les plus complexes. La comparaison pourra se
faire au moyen de mesures et mode`les, base´s sur les graphes de controˆle de flux reconnus
par la communaute´.
La complexite´ des sche´mas est e´galement un point que nous aurions souhaite´ appliquer.
Il aurait en effet e´te´ inte´ressant d’utiliser les mesures de taille et de complexite´ sur des
sche´mas de grande taille, pouvant comporter plusieurs dizaines de types d’entite´s. Cette
application nous aurait permis d’e´tudier la complexite´ moyenne des sche´mas en fonction
de leur taille, et de de´terminer quels sont les e´le´ments moins maintenables dans un sche´ma.
Une e´tude de la cohe´sion de diffe´rents cas re´els serait inte´ressante a` re´aliser. Celle-
ci nous permettrait d’estimer les deux bornes de´finies dans la the´orie. Ce type d’e´tude
permettrait de valider ou d’invalider de fac¸on empirique la me´thode estimant la cohe´sion.
Une dernie`re e´tude inte´ressante aurait e´te´ de quantifier le lien entre le sche´ma des
donne´es et les me´canismes et requeˆtes SQL. Il est e´vident que certains e´le´ments complexes
du sche´ma sont repre´sente´s soit par du code proce´dural, soit par des me´canismes SQL. On
peut donc e´tablir le lien entre la complexite´ de ces me´canismes et celle du sche´ma. De
meˆme, il pourrait eˆtre inte´ressant d’e´tudier le lien entre la taille et la complexite´ du sche´ma
et la complexite´ des requeˆtes. Il parait difficile de construire des requeˆtes complexes si le
sche´ma lui-meˆme n’est pas complexe. Par exemple, s’il n’existe pas de cle´ e´trange`re, il sera
difficile de construire des requeˆtes imbrique´es et des jointures. Il s’agit e´videmment d’un
cas extreˆme qui ne se voit pas en pratique. L’existence de ce lien doit donc eˆtre e´tudie´ par
des e´tudes de cas.
5.3 Possibilite´s d’utilisation des techniques de´veloppe´es
Nous proposons ici des applications possibles des outils de´veloppe´s dans ce me´moire
par rapport aux mesures et mode`les existant. Nous allons donc pre´senter ces diffe´rentes
pistes.
En ce qui concerne la complexite´ des requeˆtes, nous pouvons faire un rapprochement
avec [45]. Cet article, dont nous n’avons eu connaissance que vers la fin du de´veloppement
de ce me´moire, traite de la qualite´ des requeˆtes SQL. Les auteurs y de´finissent, entre autres,
une se´rie de mesures quantitatives sur les requeˆtes. Parmi ces mesures, ils proposent des
mesures de la structure des requeˆtes, c’est-a`-dire du nombre de requeˆtes imbrique´es, de
jointures et d’unions. Il nous semble inte´ressant de faire un rapprochement entre ces me-
sures et notre outil de repre´sentation de la complexite´ des requeˆtes. Nous n’avons pas
pre´sente´, dans ce me´moire, de mesure quantitative de la complexite´ des requeˆtes. En ef-
fet, nous avons pre´fe´re´ nous baser sur les mesures de complexite´ existant, applicables au
code proce´dural. Ces mesures ne sont utilisables que graˆce a` la transformation des requeˆtes.
Les auteurs de l’article ont, par contre, de´veloppe´ des mesures directement applicables au
code SQL. Le re´sultat de ces mesures est utilise´ ensuite comme statistique pour l’ensemble
de l’application. Dans l’article, on conside`re donc les e´le´ments (sous-requeˆtes, jointures et
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unions) se´pare´ment. Dans ce me´moire, nous regroupons chacun de ces e´le´ments, sous une
meˆme forme, c’est-a`-dire une me´thode JAVA. Nous pensons que les deux me´thodes sont
assez diffe´rentes et qu’elles peuvent donc eˆtre utilise´es conjointement et se comple´ter.
L’approche par re´tro-inge´nierie du calcul de la taille fonctionnelle a toujours e´te´
proble´matique lorsqu’on aborde l’imple´mentation d’outils [4]. Nous avons vu lors de l’ap-
plication de notre me´thode, qu’il ne s’agissait que d’une estimation. La raison principale
est que nous n’avons pris en compte que les acce`s aux bases de donne´es. Afin de comple´ter
cette me´thode, nous pouvons envisager une e´tude comple`te du logiciel, allant des interfaces
jusqu’aux acce`s aux donne´es. La partie manquante d’un tel outil contient donc l’analyse
des interfaces jusqu’aux appels des requeˆtes SQL. E´videmment, cet outil est tre`s difficile-
ment re´alisable. Il peut eˆtre meˆme impossible a` re´aliser en fonction du langage du logiciel
et de sa structure. Il faut en effet eˆtre capable de suivre un appel parmi l’ensemble du code.
L’automatisation d’une telle me´thode est donc encore un proble`me aujourd’hui. Nous en-
visageons donc plutoˆt un outil semi-automatise´ qui demanderait le moins d’interactions
possibles avec un expert pour le calcul de la taille fonctionnelle du logiciel. Nous abor-
dons cet outil dans cette partie car il existe des outils semi-automatise´s, calculant la taille
fonctionnelle avant la cre´ation du logiciel. De plus, le slicing [46] pourra eˆtre utilise´ afin
d’analyser le code du logiciel et la valeur des variables du programme.
5.4 De´veloppement d’un outil complet
Est-il possible de de´velopper un outil e´valuant globalement la qualite´ du logiciel ? Nous
avons aborde´ un certain nombre de domaines dans ce me´moire. Ceux-ci allant du sche´ma
des donne´es au logiciel dans sa globalite´. Nous avons laisse´ un certains nombres de points
ouverts qui doivent eˆtre approfondis dans de futures recherches et dans des e´tudes empi-
riques. Malgre´ tout, nous pouvons dire que les outils de´veloppe´s dans ce me´moire ne nous
permettent pas d’e´tudier la maintenabilite´ du logiciel dans son ensemble.
Nous avons pre´sente´ des utilisations d’outils de ce me´moire, qui n’appartiennent pas au
domaine de la maintenabilite´. Par exemple, l’e´valuation de la complexite´ et de la taille des
sche´mas sont plus proches de la qualite´ des sche´mas que de la maintenabilite´ du logiciel.
L’e´valuation de la taille fonctionnelle peut e´galement n’avoir aucun rapport avec un pro-
cessus de maintenance. Nous avons e´galement pre´sente´ des pistes a` de´velopper pre´sentant
des applications qui montrent que les outils de´veloppe´s sont encore sous-exploite´s. Malgre´
cela, nous n’avons pu aborder des proble`mes comme celui du couplage dans le logiciel
ou encore la lisibilite´ et la concision du code dans l’ensemble du logiciel. Ces attributs du
logiciel ne peuvent eˆtre e´tudie´s au travers des donne´es car ils sont inde´pendants de celles-ci.
De plus, nous n’avons pu e´tablir l’influence des donne´es sur l’application en ge´ne´ral.
Nous avons de´termine´ certains liens, comme celui entre les acce`s et la cohe´sion ou encore
entre les acce`s et la taille du logiciel. Mais la partie pratique de ce me´moire ne nous a pas
permis d’e´tudier plus en de´tail ce point. Plutoˆt que d’influence, nous pouvons parler plus
simplement d’e´tude de la relation entre la base de donne´es, les requeˆtes et l’application.
Une e´tude qui reste a` explorer.
Chapitre 6
Conclusions et futures
orientations
6.1 Conclusions ge´ne´rales sur l’ensemble du me´moire
Nous avons commence´ ce me´moire par une introduction aux mode`les et mesures de
qualite´. Cette introduction nous a permis de voir, dans l’e´tat actuel des choses, quelles
e´taient les the´ories accepte´es et quels e´taient en ge´ne´ral leurs points positifs et ne´gatifs.
Nous avons e´galement parle´ des frameworks de´crivant les caracte´ristiques d’un mode`le.
Par rapport a` cela, nous avons pu entreprendre le de´veloppement de nouveaux mode`les,
mesures et outils afin de constituer un nouvel apport a` la maintenabilite´. Les mode`les et
mesures utilisant les bases de donne´es et leurs acce`s e´tant relativement rares, nous avons
duˆ explorer ce domaine.
Cela, nous l’avons fait dans le chapitre 3. Les re´sultats sont des the´ories ponctuelles
et des outils qui peuvent avoir une application pratique. Nous avons construit ce chapitre
sur l’e´tude de la structure des donne´es, puis sur les acce`s aux donne´es et finalement en
e´tudiant l’application en ge´ne´ral. Durant le de´veloppent, nous avons cible´ certains attributs
particuliers du logiciel.
Les mesures de taille et de complexite´ des sche´mas peuvent eˆtre utilise´es pour
l’e´valuation de la qualite´ des mode`les de donne´es. L’analyse de la complexite´ permet de
cibler les parties trop complexes d’un sche´ma. Ces mesures permettent aussi de de´finir des
statistiques quant a` la complexite´ ge´ne´rale d’un sche´ma. Enfin, certains des e´le´ments com-
plexes d’un sche´ma demandent une imple´mentation particulie`re sous forme de me´canismes
SQL ou de code proce´dural. Il ne s’agit plus alors uniquement de maintenabilite´ mais aussi
de pre´vision des couˆts d’imple´mentation.
L’outil de repre´sentation de la complexite´ des requeˆtes a montre´ qu’il est possible d’uti-
liser les me´thodes d’e´valuation de la complexite´ habituelles sur une transformation des
requeˆtes. Cette transformation est la repre´sentation sous forme proce´durale de la lecture de
la requeˆte faite par un analyste. Nous n’avons donc pas tenu compte de la repre´sentation
technique. Cette repre´sentation nous permet, par exemple, d’appliquer la complexite´ cy-
clomatique, ou d’autres mesures et mode`les de complexite´ du code, sur des requeˆtes. Nous
avons d’ailleurs constate´ que les requeˆtes SQL peuvent eˆtre aussi complexes que certaines
fonctions, me´thodes et proce´dures du reste du logiciel. L’analyse de la complexite´ permet
donc d’obtenir, au meˆme titre que la complexite´ du code proce´dural, des informations im-
portantes en terme de maintenabilite´.
La me´thode e´valuant la cohe´sion a donne´ de bons re´sultats dans son application pra-
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tique. Sa de´finition est encore assez informelle et demandera un de´veloppement plus ap-
profondi, mais comme l’a montre´ l’application, les re´sultats sont simples et facilement
exploitables.
Le deuxie`me de´veloppement pratique important a e´te´ celui de l’estimation de la taille
fonctionnelle au moyen des acce`s a` la base de donne´es. Cet outil est sans doute le moins
proche du domaine de la maintenabilite´, mais c’est e´galement le plus abouti. Il pourra eˆtre
utilise´ sur des logiciels existant dont on souhaite connaıˆtre la taille fonctionnelle. Si la docu-
mentation est incomple`te, il ne sera pas possible de faire appel a` un expert. On pourra alors
utiliser la me´thode de´veloppe´e. De plus, celle-ci a l’avantage d’eˆtre peu couˆteuse. L’esti-
mation de la taille apre`s cre´ation du logiciel est utile lors d’un processus de maintenance
afin d’estimer les couˆts.
L’application de ces outils, au chapitre 4, nous a permis de corriger certains proble`mes.
Nous avons pu, au chapitre 5, de´tailler certaines mises en pratique et utilisations des outils
de´veloppe´s. Comme nous l’avons dit, il ne paraıˆt pas judicieux de ne se baser que sur la
partie base de donne´es pour porter un jugement ge´ne´ral sur la qualite´ de l’application. Les
e´le´ments de´veloppe´s sont plutoˆt destine´s a` eˆtre inte´gre´s dans des ensembles plus vastes.
Leur principal avantage est qu’ils analysent un nouvel aspect du logiciel.
En conclusion, nous pouvons avancer que la structure et les acce`s aux donne´es peuvent
eˆtre utilise´s pour e´valuer, en partie, la qualite´ ge´ne´rale des applications de base de donne´es.
Les possibilite´s sont nombreuses et plusieurs recherches sont encore a` mener, meˆme en
dehors du domaine de la maintenabilite´. Ces futures orientations vont eˆtre expose´es dans la
section suivante.
6.2 Futures recherches
Parmi les outils de´veloppe´s, nous pouvons de´ja` orienter la mesure de la taille et de la
complexite´ du sche´ma vers l’e´valuation de la qualite´ des sche´mas. En effet, ces outils per-
mettront de dire si un sche´ma contient trop d’e´le´ments complexes par rapport a` un standard.
Il s’agit donc plus d’une question de lisibilite´ et concision, donc de qualite´ en ge´ne´ral, que
de maintenabilite´.
La mesure de la complexite´ des requeˆtes peut eˆtre utilise´e en combinaison avec des
me´thodes telles que celles de´crites dans [45]. Cet article e´tudie les requeˆtes a` un niveau
assez ge´ne´ral. L’outil de transformation des requeˆtes de´veloppe´ dans ce me´moire permet-
trait d’e´tudier certaines caracte´ristiques des requeˆtes. On peut e´galement de´terminer la part
d’efforts associe´s a` la maintenance des requeˆtes en fonction de leur complexite´. Par apre`s,
il sera possible d’estimer le couˆt en maintenance d’une requeˆte par rapport au reste de
l’application. Il sera e´galement inte´ressant d’e´tudier la complexite´ et la lisibilite´ globale,
c’est-a`-dire de comparer les possibilite´s du langage SQL par rapport aux autres langages
en terme d’acce`s aux donne´es et d’imple´mentations des contraintes.
La mesure de la cohe´sion doit eˆtre approfondie. Elle pourrait eˆtre associe´e a` des
me´thodes telles que celles de´veloppe´e par Yourdon et Constantine. Ces me´thodes, base´es
sur le slicing des variables, ne tenaient pas compte des requeˆtes aux bases de donne´es. On
aurait alors un bon comple´ment aux me´thodes existantes e´valuant la cohe´sion du logiciel.
La the´orie sur la mesure de la taille fonctionnelle est relativement comple`te. Les pro-
chaines recherches pourront porter sur l’adaptation d’autres mesures que Cosmic-FFP
comme, par exemple, IFPUG. On peut e´galement profiter des me´thodes de slicing pour
estimer, de fac¸on tre`s pre´cise, la taille fonctionnelle d’une application en partant des acce`s
aux donne´es jusqu’aux interfaces utilisateurs.
A ces orientations de recherches, nous pouvons bien entendu ajouter les applications
96 Conclusions et futures orientations
que nous n’avons pu mettre en place dans ce me´moire, ainsi que les utilisations possibles
des outils de´veloppe´s.
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Annexe A
Re`gles d’analyse de la taille
fonctionnelle
Cette annexe regroupe l’ensemble des re`gles permettant d’appliquer la me´thode d’esti-
mation de la taille fonctionnelle du logiciel de´crite dans la partie 3.6 et 4.1. Ces re`gles sont
l’application de la me´thode de´crite a` la mesure Cosmic-FFP et couvrent une tre`s large partie
du langage repris dans les requeˆtes SQL. Les de´finitions et re`gles donne´es ici contiennent
e´galement celles donne´es en 4.1.2.
A.1 Types et constructions
A.1.1 Types COSMIC-FFP
• Read ≡ Lecture au sens COSMIC-FFP
• Write ≡ Ecriture au sens COSMIC-FFP
• Entry ≡ Entre´e au sens COSMIC-FFP
• Exit ≡ Sortie au sens COSMIC-FFP
A.1.2 Types ge´ne´raux SQL
• Requete ≡ Le terme requeˆte symbolise les quatres constructions SQL ge´ne´rales
prises en compte lors de l’analyse. Celles-ci sont delete, insert, query et update
• delete ≡ Requeˆte SQL de type Delete-From-Where
• insert ≡ Requeˆte SQL de type Insert-Into
• query ≡ Requeˆte SQL de type Select-From-Where
• update ≡ Requeˆte SQL de type Update-Set-Where
A.1.3 Repre´sentation de la structure des donne´es
• DefTable ≡ De´finition de l’ensemble des tables devant eˆtre prises en compte lors
de l’analyse, de leurs attributs et de leurs contraintes re´fe´rentielles
Constructions particulie`res instancie´es durant l’analyse
• association associ ≡ Couple repre´sentant une partie ou l’ensemble d’un pre´dicat
ou d’un case SQL et symbolisant une comparaison entre deux membres de celui-ci
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• attribut atti ≡ Attribut SQL,ou encore colonne d’une table, repre´sente´ soit par le
nom simple de l’attribut, soit par le nom de la table a` laquelle il appartient avec
le nom de l’attribut ou soit par le nom de corre´lation d’une table avec le nom de
l’attribut
• case cai ≡ Construction SQL de type CaseExp
• modification modifi ≡ Couple repre´sentant une partie ou l’ensemble d’une
e´criture ou d’une modification. Le membre de gauche contient le nom de la colonne
et le membre de droite contient la nouvelle valeur
• predicat pi ≡ ”e´quation” boole´enne au sens SQL, utilisant les ope´rateurs du lan-
gage
• queyrSpec qsi ≡ Requeˆte SQL de type query dite simple et contenant les clauses
Select, From, Where, Group by et Having
• resultat resi ≡ Construction SQL de type Result et contenant le re´sultat d’un Ca-
seExp
• ssrequete ssri ≡ Requeˆte SQL dite complexe, comprenant les unions, jointures
externes,les appels explicits de tables, etc.
• table ti ≡ Table SQL
• variable vi ≡ Parame`tre d’une requeˆte SQL, provenant du langage appelant la
requeˆte
A.2 Description des fonctions conside´re´es comme simples
Cette section pre´sente les fonctions utilise´es dans les re`gles the´orique. Les fonctions ci-
dessous sont conside´re´es comme donne´es et simples a` mettre en oeuvre dans le cas d’une
application pratique. Ces fonctions sont regroupe´es en deux classes, la premie`re contient
les fonctions permettant d’associer une table ou un attribut SQL a` l’entite´ a` laquel il cor-
respond. La deuxie`me contient les fonctions permettant de parcourir et d’obtenir certaines
constructions SQL comme par exemple, les QueryExp, QuerySpec, Case, etc.
• attribut(a, t) ≡ vrai si a est un attribut de l’entite´ t, faux sinon. L’e´valuation se fait
a` partir de TableDef
• query(r) ≡ vrai si la requeˆte est de type Select-From-Where, faux sinon
• clauseFrom(r) ≡ renvoit la clause From d’une requeˆte SQL
• predicat(r) ≡ donne l’ensemble des pre´dicats d’une requeˆte
• association(p) ≡ donne l’ensemble des associations composant le pre´dicat p
• gauche(assoc) ≡ donne la partie gauche de l’association assoc
• droite(assoc) ≡ donne la partie droite de l’association assoc
A.3 De´finitions des fonctions d’analyse
Fonction ge´ne´rale 1
FFP (r) = (Read+ Entry +Write+ Exit) | (r ∈ {query, update, delete, insert}
∧ table(r) ∈ def table
∧ Read = #RTable(r)
∧ Entry = #ETable(r)
∧Write = #WTable(r)
∧ Exit = #XTable(r) + 1
Comptage des lectures
1+1 pour les sorties dans la fonction FFP car Cosmic-FFP compte un message d’erreur par de´faut dans les
sorties d’un processus
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RTable(r) ≡ (query(r)⇒
(((explicitTable(r) = ∅ ⇒ E11 = ∅)
∨ (∃E1{t1, . . . , tn} = explicitTable NQuerySpec NQueryExp(r) :
∃E11 = ⋃ni=1 tableLue(ti)))
∧((querySpec(r) = ∅ ⇒ E21 = ∅)
∨ (∃E2{qs1, . . . , qsm} = querySpec NQueryExp(r) :
∃E21 = ⋃mi=1RQuerySpec(qsi)))
∧((ssrequete(r) = ∅ ⇒ E31 = ∅)
∨ (∃E3{ssr1, . . . , ssrl} = ssrequete NQuerySpec(r) :
∃E31 = ⋃li=1RTable(ssri))))
⇒ RTable(r) = E11 ∪ E21 ∪ E31))
∨(update(r)⇒ RTable(r) = (RUpdate(r) ∪RSet(r) ∪RWhere(r)))
∨(delete(r)⇒ RTable(r) = (RFromDel(r) ∪RWhere(r)))
∨(delete(r)⇒ RTable(r) = (RInto(r) ∪RData(r)))
RFom(r) ≡ ∃ {t1, . . . , tn} E :
(∀ table ti ∈ E, i = 1, . . . , n, ((ti ∈ table NQueryExp(clauseFrom(r))
∧ ti ∈ DefTable)
∨ (∃ssrequete ssr ∈ ssrequete(clauseFrom(r)) : t ∈ RTable(r))))
∧@ t : ((t ∈ table NQueryExp(clauseFrom(r))
∧ t ∈ DefTable ∧ t /∈ E)
∨ (∃ssrequete ssr ∈ ssrequete(clauseFrom(r)) :
t ∈ RTable(r) ∧ t /∈ E))
⇒ RFrom(r) = ⋃ni=1 tableLue(ti)
RSelect(r) ≡ (ssrequete(clauseSelect(r)) = ∅
⇒ RSelect(r) = ∅)
∨(ssrequete(clauseSelect(r)) 6= ∅
⇒ (∃E{ssr1, . . . , ssrn} = ssrequete(clauseSelect(r))
∧RSelect(r) = ⋃mi=1RTable(ssri)))
RWhere(r) ≡ (ssrequete(clauseWhere(r)) = ∅
⇒ RWhere(r) = ∅)
∨(ssrequete(clauseWhere(r)) 6= ∅
⇒ (∃E{ssr1, . . . , ssrn} = ssrequete(clauseWhere(r))
∧RWhere(r) = ⋃mi=1RTable(ssri)))
RSet(r) ≡ (ssrequete(clauseSet(r)) = ∅
⇒ RSet(r) = ∅)
∨(ssrequete(clauseSet(r)) 6= ∅
⇒ (∃E{ssr1, . . . , ssrn} = ssrequete(clauseSet(r))
∧RSet(r) = ⋃mi=1RTable(ssri)))
RData(r) ≡ (ssrequete(clauseData(r)) = ∅
⇒ RData(r) = ∅)
∨(ssrequete(clauseData(r)) 6= ∅
⇒ (∃E{ssr1, . . . , ssrn} = ssrequete(clauseData(r))
∧RData(r) = ⋃mi=1RTable(ssri)))
RHaving(r) ≡ (ssrequete(clauseHaving(r)) = ∅
⇒ RHaving(r) = ∅)
∨(ssrequete(clauseHaving(r)) 6= ∅
⇒ (∃E{ssr1, . . . , ssrn} = ssrequete(clauseHaving(r))
∧RHaving(r) = ⋃mi=1RTable(ssri)))
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RUpdate(r) ≡ (∃{t1, . . . , tn}E : ∃t ∈ clauseUpdate(r)
E = tableLue(t))⇒ RUpdate(r) = E
RInto(r) ≡ (∃{t1, . . . , tn}E : ∃t ∈ clauseInto(r)
E = tableLue(t))⇒ RInto(r) = E
RFromDel(r) ≡ (∃{t1, . . . , tn}E : ∃t ∈ clauseFromDel(r)
E = tableLue(t))⇒ RFromDel(r) = E
RQuerySpec(r) ≡ RQuerySpec(r) =
(RSelect(qs) ∪RFrom(qs) ∪RWhere(qs) ∪RHaving(qs))
Comptage des sorties
XTable(r) ≡ (update(r) ∨ delete(r) ∨ insert(r)⇒ XTable(r) = ∅)
∨(query(r) ⇒
((∃{t1, . . . , tl}E1 = explicitTable NQuerySpec QueryExp(r) :
∃E11 = ⋃li=1 tableLue(ti))
∨(explicitTable NQuerySpec QueryExp(r) = ∅ ⇒ E11 = ∅))
∧((∃{qs1, . . . , qsm}E2 = querySpec NJoinSpec QueryExp(r) :
∃E21 = ⋃mi=1XQuerySpec(qsi))
∨(querySpec NJoinSpec QueryExp(r) = ∅ ⇒ E21 = ∅))
∧((∃{ssr1, . . . , ssrn}E2 = ssrequete NJoinSpec NQuerySpec(r) :
∃E31 = ⋃ni=1XTable(ssri))
∨(ssrequete NJoinSpec(r) = ∅ ⇒ E31 = ∅))
⇒ XTable(r) = E11 ∪ E21 ∪ E31)
XQuerySpec(qs) ≡ ((attribut NQueryExp NCaseExp(clauseSelect()) = ∅ ⇒ E11 = ∅)
∨(∃E1{att1, . . . , attl} = attribut NQueryExp NCaseExp(clauseSelect()) :
∀atti ∈ E1, i = 1, . . . , l,∃ti =MemTab(atti))
∧ ∃E11{t1, . . . , tm} = ⋃lk=1 TableLue(attk, tk))
∧((case NQueryExp(clauseSelect()) = ∅ ⇒ E21 = ∅)
∨(∃E2{ca1, . . . , cal} = case NQueryExp(clauseSelect()) :
∧ ∃E22{res1, . . . , resm} = ⋃lk=1 resultat(cai))
∧ ∃E21{t1, . . . , tm} = ⋃mj=1XCaseResult(resj))
∧((ssrequete NCaseExp(clauseSelect()) = ∅ ⇒ E31 = ∅)
∨(∃E3{ssr1, . . . , ssrn} = ssrequete NCaseExp(clauseSelect()) :
∃E31{t1, . . . , tm} = ⋃ni=1XTable(ssri)))
⇒ XQuerySpec(qs) = E11 ∪ E21 ∪ E31
XCaseResult(res) ≡ ((attribut NQueryExp NCaseExp(res) = ∅ ⇒ E11 = ∅)
∨(∃E1{att1, . . . , attl} = attribut NQueryExp NCaseExp(res) :
∀atti ∈ E1, i = 1, . . . , l,∃ti =MemTab(atti))
∧ ∃E11{t1, . . . , tm} = ⋃lk=1 TableLue(attk, tk))
∧((case NQueryExp(res) = ∅ ⇒ E21 = ∅)
∨(∃E2{ca1, . . . , cal} = case NQueryExp(res) :
∧ ∃E22{res1, . . . , resm} = ⋃lk=1 resultat(cai))
∧ ∃E21{t1, . . . , tm} = ⋃mj=1XCaseResult(resj))
∧((ssrequete NCaseExp(res) = ∅ ⇒ E31 = ∅)
∨(∃E3{ssr1, . . . , ssrn} = ssrequete NCaseExp(res) :
∃E31{t1, . . . , tm} = ⋃ni=1XTable(ssri)))
⇒ XCaseResult(res) = E11 ∪ E21 ∪ E31
Comptage des e´critures
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WTable(r) ≡ (query(r)⇒WTable(r) = ∅)
∨(insert(r)⇒WTable(r) = RInto(r))
∨(delete(r)⇒WTable(r) = RFromDel(r))
∨(update(r)⇒
(∃E1{att1, . . . , attn} = attribut NUpdateSource(clauseSet(r))
∧ ∃t ∈ clauseUpdate(r) :WTable(r) = ⋃ni=1 tableLue(atti, t)))
Comptage des entre´es
ETable(r) ≡ (query(r) ⇒ ETable(r) = EComparison(r)
∨ (insert(r) ⇒ Etable(r) = EComparison(r) ∪ ESet(r))
∨ (delete(r) ⇒ Etable(r) = EComparison(r))
∨ (update(r) ⇒ Etable(r) = EComparison(r) ∪ EData(r))
EComparison(r) ≡ ((case NQueryExp(r) = ∅ ⇒ E11 = ∅)
∨(case NQueryExp(r) 6= ∅ ⇒
∃E1{ca1, . . . , cal} = case NQueryExp(r) :
∃E12{assoc1, . . . , assocm} = ⋃li=1 association(cai)
∧ ∃E11 = ⋃mj=1 EAssoc(assocj)))
∧((predicat NQueryExp(r) = ∅ ⇒ E21 = ∅)
∨(predicat NQueryExp(r) 6= ∅ ⇒
∃E2{p1, . . . , pm} = predicat NQueryExp(r) :
∃E22{assoc1, . . . , assocn} = ⋃mi=1 association(pi)
∧ ∃E21 = ⋃nj=1 EAssoc(assocj)))
∧((ssrequete(r) = ∅ ⇒ E31 = ∅)
∨(ssrequete(r) 6= ∅ ⇒
∃E3{ssr1, . . . , ssrn} = ssrequete NCaseExp(res) :
∃E31 = ⋃ni=1 EComparison(ssri)))
⇒ EComparison(r) = E11 ∪ E21 ∪ E31
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EAssoc(assoc) ≡ (∃{t1, . . . , tn}E :
∀ table t ∈ E, t ∈ DefTable ∧
((((∃v ∈ variable NCaseExp NQueryExp(gauche(assoc)))
∨ (∃ca ∈ case NQueryExp(gauche(assoc)) : ∃res ∈ resultat(ca) :
variableInResult(res) = vrai))
∧((∃attributatt : att ∈ attribut NCaseExp NQueryExp(droite(assoc))
∧ ∃ta ∈MemTab(a) ∧ t ∈ tableLue(a, ta))
∨ (∃ ssrequete ssr ∈ ssrequete NCaseExp(droite(assoc)) : t ∈ XTable(ssr))
∨(∃ca : ca ∈ case NQueryExp(droite(assoc))
∧ ∃E2{res1, . . . , resn} = resultat(ca)
∧ t ∈ ⋃ni=1XCaseResult(resi))))
∨(∃v ∈ variable NCaseExp NQueryExp(droite(assoc)))
∨ (∃ca ∈ case NQueryExp(droite(assoc)) : ∃res ∈ resultat(ca) :
variableInResult(res) = vrai))
∧((∃ attribut att : att ∈ attribut NCaseExp NQueryExp(gauche(assoc))
∧ ∃ta ∈MemTab(a) ∧ t ∈ tableLue(a, ta))
∨ (∃ ssrequete ssr ∈ ssrequete NCaseExp(gauche(assoc)) : t ∈ XTable(ssr))
∨(∃ca : ca ∈ case NQueryExp(gauche(assoc))
∧ ∃E2{res1, . . . , resn} = resultat(ca)
∧ t ∈ ⋃ni=1XCaseResult(resi)))))
∧(@ table t , t ∈ TableDef ∧
((∃ variable v ∈ variable NCaseExp NQueryExp(gauche(assoc)))
∨ (∃caseca ∈ case NQueryExp(gauche(assoc)) : ∃res ∈ resultat(ca) :
variableInResult(res) = vrai))
∧((∃ attribut att : att ∈ attribut NCaseExp NQueryExp(droite(assoc))
∧ ∃ta ∈MemTab(a) ∧ t ∈ tableLue(a, ta))
∨ (∃ ssrequete ssr ∈ ssrequete NCaseExp(droite(assoc)) : t ∈ XTable(ssr))
∨(∃ca : ca ∈ case NQueryExp(droite(assoc))
∧ ∃E2{res1, . . . , resn} = resultat(ca)
∧ t ∈ ⋃ni=1XCaseResult(resi))))
∨(∃ variable v ∈ variable NCaseExp NQueryExp(droite(assoc)))
∨ (∃caseca ∈ case NQueryExp(droite(assoc)) : ∃res ∈ resultat(ca) :
variableInResult(res) = vrai))
∧((∃ attribut att : att ∈ attribut NCaseExp NQueryExp(gauche(assoc))
∧ ∃ta ∈MemTab(a) ∧ t ∈ tableLue(a, ta))
∨ (∃ ssrequete ssr ∈ ssrequete NCaseExp(gauche(assoc)) : t ∈ XTable(ssr))
∨(∃ca : ca ∈ case NQueryExp(gauche(assoc))
∧ ∃E2{res1, . . . , resn} = resultat(ca)
∧ t ∈ ⋃ni=1XCaseResult(resi))))))
⇒ EAssoc(assoc) = E)
∨(((variable NCaseExp NQueryExp(droite(assoc)) = ∅)
∧((case NQueryExp(droite(assoc)) = ∅)
∨ (∀ca ∈ case NQueryExp(droite(assoc)) : ∀res ∈ resultat(ca) :
variableInResult(res) = faux)))
∧((variable NCaseExp NQueryExp(gauche(assoc)) = ∅)
∧((case NQueryExp(gauche(assoc)) = ∅)
∨ (∀ca ∈ case NQueryExp(gauche(assoc)) : ∀res ∈ resultat(ca) :
variableInResult(res) = faux)))
⇒ EAssoc(assoc) = ∅)
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EModif(modif) ≡ (∃ {t1, . . . , tn} E :
∀ table t ∈ E, t ∈ DefTable ∧
((((∃v ∈ variable NCaseExp NQueryExp(droite(modif)))
∨ (∃ca ∈ case NQueryExp(droite(modif)) : ∃res ∈ resultat(ca) :
variableInResult(res) = vrai))
∧(∃ attribut att : att ∈ gauche(modif)
∧ ∃ta ∈MemTab(a) ∧ t ∈ tableLue(a, ta)))
∧(@ table t , t ∈ TableDef ∧
((∃v ∈ variable NCaseExp NQueryExp(droite(modif)))
∨ (∃ca ∈ case NQueryExp(droite(modif)) : ∃res ∈ resultat(ca) :
variableInResult(res) = vrai))
∧(∃ attribut att : att ∈ gauche(modif)
∧ ∃ta ∈MemTab(a) ∧ t ∈ tableLue(a, ta))))
⇒ EModif(modif) = E)
∨(((variable NCaseExp NQueryExp(droite(modif)) = ∅)
∧((case NQueryExp(droite(modif)) = ∅)
∨ (∀ca ∈ case NQueryExp(droite(modif)) : ∀res ∈ resultat(ca) :
variableInResult(res) = faux)))
⇒ EModif(modif) = ∅)
ESet(r) ≡ ∃E{modif1, . . . ,modifn} = modification(clauseSet(r))
⇒ ESet(r) = ⋃ni=1 EModif(modifi)
EData(r) ≡ ∃E{modif1, . . . ,modifn} = modification(clauseData(r))
⇒ EData(r) = ⋃ni=1 EModif(modifi)
Autre fonction
variableInResult(res) ≡ ((variable NQueryExp CaseExp(res) = ∅
∧ case NQueryExp(res) = ∅)
⇒ variableInResult(res) = faux)
∨((variable NQueryExp CaseExp(res) = ∅
∧ ∃E{ca1, . . . , can} = case NQueryExp(res) :
∃E2{res1, . . . , resm} = ⋃ni=1 resultat(cai))
⇒ variableInResult(res) = ⋃mj=1 variableInResult(resj))
(variable NQueryExp CaseExp(res) 6= ∅
⇒ variableInResult(res) = vrai)
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FIG. B.1 – Exemple de sche´ma tire´ de DB-MAIN
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FIG. C.1 – Sche´ma conceptuel de la partie ”bourse”
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FIG. C.2 – Sche´ma relationnel de la partie ”bourse”
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FIG. C.3 – Statistiques obtenues par l’analyse des modules (1)
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FIG. C.4 – Statistiques obtenues par l’analyse des modules (2)
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FIG. C.5 – Sche´ma conceptuel de la partie ”courtier”
1
116 E´tude de la cohe´sion : Documents et statistiques
FIG. C.6 – Statistiques obtenues par l’analyse des modules (1)
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FIG. C.7 – Statistiques obtenues par l’analyse des modules (2)
