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Abstract. We develop new approaches in multi-class settings for constructing proper
scoring rules and hinge-like losses and establishing corresponding regret bounds with
respect to the zero-one or cost-weighted classification loss. Our construction of losses
involves deriving new inverse mappings from a concave generalized entropy to a loss
through the use of a convex dissimilarity function related to the multi-distribution f -
divergence. We identify new classes of multi-class proper scoring rules, which recover and
reveal interesting relationships between various composite losses currently in use. We
also derive new hinge-like convex losses, which are tighter convex extensions than related
hinge-like losses and geometrically simpler with fewer non-differentiable edges, while
achieving similar regret bounds. Finally, we establish new classification regret bounds
in general for multi-class proper scoring rules by exploiting the Bregman divergences
of the associated generalized entropies, and, as applications, provide simple meaningful
regret bounds for two specific classes of proper scoring rules.
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1 Introduction
Multi-category classification has been extensively studied in statistics and machine learn-
ing. For concreteness, let {(Xi, Yi) : i = 1, . . . , n} be training data generated from a
certain probability distribution on (X, Y ), where X is a covariate or feature vector and
Y is a class label, with possible values from 1 to m (≥ 2). Various learning methods are
developed in the form of minimizing an empirical risk function,
RˆL(α) =
1
n
n∑
i=1
L(Yi, α(Xi)), (1)
where L(y, α(x)) is a loss function, and α(x) is a vector-valued function of covariates,
taken from a potentially rich family of functions, for example, reproducing kernel Hilbert
spaces or neural networks. For convenience, α(x) is called an action function, following
the terminology of decision theory (DeGroot 1962; Grunwald & Dawid 2004). The
performance of α(x) is typically evaluated by the zero-one risk on test data,
E
{
Lzo(Y0, α˜(X0))
}
, (2)
where (X0, Y0) is a new observation, independent of training data, and α˜(x) is either
α(x) or an m-dimensional vector converted from α(x), and Lzo(y, α˜(x)) is the zero-one
loss, defined as 0 if the yth component of α˜(x) is a maximum and 1 otherwise. Due to
discontinuity, using Lzo directly as L in (1) is computationally intractable. Hence the
loss L used in (1) is also referred to as a surrogate loss for Lzo.
It is helpful to distinguish two types of loss functions L commonly used for training in
(1). One type of losses, called scoring rules, involves an action defined as a probability
vector q(x) : X → ∆m, where X is the covariate space and ∆m is the probability
simplex with m categories (Savage 1971; Buja et al. 2005). The elements of q(x) can be
interpreted as class probabilities. Typically, the probability vector q(x) is parameterized
in terms of a real vector h(x) as qh(x), via an invertible link such as the multinomial
logistic (or softmax) link. The resulting loss L(y, qh(x)) is then called a composite
loss, with h(x) as an action function (Williamson et al. 2016). It is often desired to
combine a proper scoring rule, which ensures infinite-sample consistency of probability
estimation (see Section 2.2), with a link function qh such that L(y, qh(x)) is convex in h.
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In multi-class settings, composite losses satisfying these properties include the standard
likelihood loss and two variants of exponential losses related to boosting (Zou et al. 2008;
Mukherjee & Schapire 2013), all combined with the multinomial logistic link.
Another type of losses involves an action defined as a real vector, α(x) : X →
R
m, where the elements of α(x), loosely called margins, can be interpreted as relative
measures of association of x with the m classes. Although a composite loss L(y, qh(x))
based on a scoring rule can be considered with h(x) as a margin vector, it is mainly of
interest to include in this type hinge-like losses, where the margins are designed not to be
directly mapped to probabilities vectors. The hinge loss is originally related to support
vector machines in two-class settings. This loss, Lhin(y, τ(x)), is known to be convex
in its action τ , and achieve classification calibration (or infinite-sample classification
consistency), which means that a minimizer of the hinge loss in the population version
leads to a Bayes rule minimizing the zero-one risk (2) (Lin 2002; Zhang 2004a; Bartlett
et al. 2006). There are various extensions of the hinge loss to multi-class settings.
The hinge-like losses in Lee et al. (2004) and Duchi et al. (2018) are shown to achieve
classification calibration, whereas those in Weston & Watkins (1998) and Crammer &
Singer (2001) fail to achieve such a property (Zhang 2004b; Tewari & Bartlett 2007).
Classification calibration is also called Fisher consistency, although it is appropriate
to distinguish two types of Fisher consistency, in parallel to the two types of losses above:
Fisher probability consistency as satisfied by a proper scoring rule or Fisher classification
consistency as achieved by a hinge-like loss. In general, Fisher probability consistency (or
properness) implies classification consistency, but not vice versa (Williamson et al. 2016).
On the other hand, there are interesting results indicating that only hinge-like losses are
(classification) consistent with respect to the zero-one loss when both an action function
and a data quantizer are estimated (Nguyen et al. 2009; Duchi et al. 2018).
The purpose of this article is broadly two-fold: first constructing new multi-class
losses while studying existing ones, and second establishing corresponding classification
regret bounds. Our development in both directions is facilitated by the concept of a
generalized entropy, defined as the minimum Bayes risk for a loss (Grunwald & Dawid
2004). In particular, our construction of losses (including proper scoring rules and hinge-
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like losses) involves deriving inverse mappings from a (concave) generalized entropy to
a loss through a (convex) dissimilarity function f , which is motivated by the multi-
distribution f -divergence (Gyorfi & Nemetz 1978; Garcia-Garcia & Williamson 2012).
Moreover, our regret bounds for proper scoring rules are directly determined by the
Bregman divergence of the associated generalized entropy.
Summary of main results. We develop a new general representation of proper scor-
ing rules based on a dissimilarity function f directly related to the multi-distribution
f -divergence (Proposition 3). The general representation is then employed to derive
two new classes of proper scoring rules: multi-class pairwise losses corresponding an
additive dissimilarity function f and multi-class simultaneous losses with non-additive
dissimilarity functions corresponding to generalized entropies defined as Lβ norms (Sec-
tion 2.2). These two classes of losses not only reveal interesting relationships between
the likelihood and exponential losses mentioned above, but also lead to specific new
losses including a pairwise likelihood loss distinct from the standard likelihood loss.
We propose a novel approach for constructing hinge-like, convex losses in multi-class
settings: we first derive a new loss with actions restricted to the probability simplex ∆m
and its generalized entropy identical to that of the zero-one or cost-weighted classification
loss (Proposition 1; Lemma 3), and then we find a convex extension of the loss such that
its actions are defined on Rm and its generalized entropy remains unchanged. As a result,
we derive two new hinge-like losses (Propositions 5–6), related to Lee et al. (2004) and
Duchi et al. (2018) respectively. In either case, our new loss and the existing one admit
the same generalized entropy and coincide with each other for actions restricted to ∆m,
but our loss is uniformly lower (hence a tighter extension outside the probability simplex)
and geometrically simpler with fewer non-differentiable edges.
We establish classification regret bounds for multi-class proper scoring rules in gen-
eral (Section 6) and our new hinge-like losses (Proposition 7). In each case, a regret
bound compares the regret of the loss studied with that of the zero-one or cost-weighted
classification loss and implies that calibration classification is achieved with a quantita-
tive guarantee. As applications of general results, we derive simple meaningful regret
bounds for two specific classes of proper scoring rules including the standard likelihood
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loss and the pairwise likelihood and exponential losses (Proposition 10).
Related work. There is an extensive literature on multi-category classification. We
discuss directly related work to ours, in addition to those mentioned above. An inverse
mapping from a generalized entropy to a proper scoring rule can be seen in the canonical
representation of proper scoring rules (Savage 1971; Gneiting & Raftery 2007). More
recently, an inverse mapping is constructed from a generalized entropy to a convex loss
with actions in Rm by Duchi et al. (2018). Our construction of losses (including proper
scoring rules and hinge-like losses) is along a similar direction, but leads to interesting
new findings through the use of a dissimilarity function f . In particular, using an
additive function f provides a convenient, general extension of two-class proper scoring
rules to multi-class settings. By comparison, using an additive generalized entropy does
not seem to achieve a similar effect. Moreover, our inverse mapping in terms of f are
applied to discover new hinge-like losses, by first identifying a hinge-like loss on the
probability simplex and then constructing a convex extension. The hinge-like losses in
Lee et al. (2004) and Duchi et al. (2018) are also such convex extensions. This point of
view enriches our understanding of multi-class hinge-like losses.
Our regret bounds for proper scoring rules generalize two-class results in Reid &
Williamson (2009) to multi-class settings, by carefully exploiting the associated repre-
sentation of regrets as Bregman divergences. In general, classification regret bounds pro-
vide a quantitative guarantee on classification calibration, a qualitative property studied
in Zhang (2004b), Tewari & Bartlett (2007), and Williamson et al. (2016) among others.
Although two-class regret bounds can be obtained for general, margin-based losses sim-
ilarly as for proper scoring rules (Zhang 2004a; Bartlett et al. 2006; Scott 2012), such
results seem to rely on simplification due to two classes.
Notation. Denote R = R ∪ {∞}, R+ = {b ∈ R : b ≥ 0}, and R+ = {b ∈ R : b ≥ 0}.
For m ≥ 2, denote [m] as the set {1, . . . , m}, 1m as the m × 1 vector of all ones, Im as
the m×m identity matrix, and ∆m as the probability simplex {q ∈ Rm+ : 1Tmq = 1}. For
j ∈ [m], a basis vector ej ∈ ∆m is defined such that its jth element is 1. The indicator
function 1{·} is defined as 1 if the argument is true or 0 otherwise.
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2 Background
We provide a selective review of basic concepts and results which are instrumental to our
subsequent development. See Grunwald & Dawid (2004), Buja et al. (2005), Gneiting
& Raftery (2007), and Duchi et al. (2018) among others for more information.
2.1 Losses, risks and entropies
Consider the population version of the multi-category classification problem. Let X ∈
X be a vector of observed covariates or features, but Y ∈ [m] an unobserved class
label, where (X, Y ) are generated from some joint probability distribution which can be
assumed to be known unless otherwise noted. It is of interest to predict the value of Y
based on X (i.e., assign X to one of the m classes). The prediction can be performed
using an action function α(x) : X → A, and evaluated through a loss function L(y, α(x))
when the true label of x is y. Typically, an action in the space A is a vector whose
components, as probabilities or margins, measure the strengths of association with the
m classes. The risk or expected loss of the action function α(x) is
RL(α) = E(L(Y, α(X)) = E
{
m∑
j=1
pij(X)L(j, α(X))
}
, (3)
where pij(x) = P (Y = j|X = x), the conditional probability of class j given covariates
x, and the second expectation is taken over the marginal distribution of X only.
From another perspective, the preceding problem can also be formulated as a Bayesian
experiment with m probability distributions (P1, . . . , Pm) on X , corresponding to the
within-class distributions of covariates (DeGroot 1962). Denote by pj(x) the density
function of Pj with respect to a baseline measure µ. Given a label Y = j (regarded
as an m-valued parameter), the random variable X is drawn from the distribution Pj.
Let pi0 = (pi01, . . . , pi
0
m)
T ∈ ∆m be the prior probabilities of Y , corresponding to the
marginal class probabilities. Then the posterior probabilities of Y given X = x are
pij(x) = pi
0
jpj(x)/{
∑m
k=1 pi
0
kpk(x)}, the same as the conditional class probabilities given
covariates mentioned above. In this context, RL(α) is also called the Bayes risk of α(x).
By standard Bayes theory (Garcia-Garcia & Williamson 2012, Eq. (5)), the minimum
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Bayes risk, or even shortened as the Bayes risk, can be obtained as
inf
α(x):X→A
RL(α) = E{HL(pi(X))}, (4)
where α(x) : X → A can be any measurable function, pi(x) = (pi1(x), . . . , pim(x))T, and
HL is a function defined on ∆m such that for η = (η1, . . . , ηm)
T ∈ ∆m,
HL(η) = inf
γ∈A
{
m∑
j=1
ηjL(j, γ)
}
, (5)
The function HL, which is concave on ∆m, is called an uncertainty function (DeGroot
1962) or a generalized entropy associated with the loss L (Grunwald & Dawid 2004).
A subtle point is that minimization in (4) is over all measurable functions α(x) : X →
A, whereas minimization in (5) is over all elements γ ∈ A. The generalized entropy HL
is merely a function on ∆m, induced by the loss L(j, γ) on [m]×A, where the covariate
vector X is conditioned on (or lifted out). Similarly, the risk of an action γ ∈ A is
defined as RL(η, γ) =
∑m
j=1 ηjL(j, γ), and the regret of the action is defined as
BL(η, γ) = RL(η, γ)−HL(η), (6)
where HL(η) = infγ′∈ARL(η, γ
′) by (5). This simplification where the covariate vector
X is lifted out is often useful when studying losses and regrets.
2.2 Scoring rules
A scoring rule is a particular type of loss L(j, q), where its action q is a probability vector
in ∆m, interpreted as the predicted class probabilities (Grunwald & Dawid 2004). Some-
times, the expected loss, RL(η, q) =
∑m
j=1 ηjL(j, q), is also referred to as a scoring rule,
for measuring the discrepancy between underlying and predicted probability vectors, η
and q (Gneiting & Raftery 2007).
A scoring rule L(j, q) is said to be proper if HL(η) = RL(η, η), i.e.,
RL(η, η) ≤ RL(η, q), η, q ∈ ∆m.
The rule is strictly proper if the inequality is strict for q 6= η. Hence for a proper scoring
rule, the expected loss RL(η, q) is minimized over q ∈ ∆m when q = η, the predicted
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probability vector coincides with the underlying probability vector. This condition is
typically required for establishing large-sample consistency of (conditional) probability
estimators (e.g., Zhang 2004a; Buja et al. 2005).
As shown in Savage (1971) and Gneiting & Raftery (2007), a proper scoring rule
L(j, q) in general admits the following representation:
RL(η, q) = HL(q)− (q − η)T∂HL(q), η, q ∈ ∆m, (7)
where −∂HL is a sub-gradient of the convex function −HL on Rm. Note that the
generalized entropy HL is evaluated at q, not η, in (7). Then the regret in (6) becomes
BL(η, q) = HL(q)−HL(η)− (q − η)T∂HL(q), (8)
which is the Bregman divergence from q to η associated with the convex function −HL.
An important example of proper scoring rules is the logarithmic scoring rule (Good
1952), L(j, q) = − log qj . The corresponding expected loss is RL(η, q) = −
∑m
j=1 ηj log qj ,
which is, up to scaling, the negative expected log-likelihood of the predicted probability
vector q with the underlying probability vector η for multinomial data. The general-
ized entropy is HL(η) = −
∑m
j=1 ηj log ηj , the negative Shannon entropy. The regret is
BL(η, q) =
∑m
j=1 ηj log(ηj/qj), the Kullback–Liebler divergence.
2.3 Classification losses
Consider the zero-one loss, formally defined as
Lzo(j, γ) = 1{j 6= argmaxk∈[m]γk}, j ∈ [m], γ ∈ Rm,
where, if not unique, argmaxk∈[m]γk can be fixed as the index of any maximum component
of γ. As mentioned below (2), Lzo is typically used to evaluate performance, but not
as the loss L for training, and the action γ can be transformed from the action of L.
Nevertheless, the generalized entropy defined by (5) with L = Lzo is
Hzo(η) = 1− max
k∈[m]
ηk, η ∈ ∆m. (9)
This function is concave and continuous, but not everywhere differentiable.
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In practice, there can be different costs of misclassification, depending on which
classes are involved. For example, the cost of classifying a cancerous tumor as benign
can be greater than in the other direction. Let C = (cjk)j,k∈[m] be a cost matrix, where
cjk ≥ 0 indicates the cost of classifying class j as class k. For each j ∈ [m], assume that
cjj = 0 and cjk > 0 for some k 6= j. Consider the cost-weighted classification loss
Lcw(j, γ) = cjk if k = argmaxl∈[m]γl, j ∈ [m], γ ∈ Rm.
As shown in Duchi et al. (2018), the generalized entropy defined by (5) with L = Lcw is
Hcw(η) = min
k∈[m]
ηTCk, η ∈ ∆m, (10)
where C = (C1, . . . , Cm) is the column representation of C. The standard zero-one loss
corresponds to the special choice C = 1m1
T
m − Im.
An intermediate case is the class weighted classification loss,
Lcw0(j, γ) = cj01{j 6= argmaxk∈[m]γk}, j ∈ [m], γ ∈ Rm,
where cj0 > 0 is the cost associated with misclassification of class j. This loss is more
general than the standard zero-one loss Lzo, although a special case of the cost-weighted
loss Lcw with C = C01
T
m−diag(C0), where C0 = (c10, . . . , cm0)T. The generalized entropy
associated with Lcw0 is Hcw0(η) = ηTC0 −maxk∈[m] ηkck0.
2.4 Entropies and divergences
In DeGroot’s (1962) theory, any concave functionH on ∆m can be used as an uncertainty
function. The information of X about label (“parameter”) Y is defined as the reduction
of uncertainty (or entropy) from the prior to the posterior:
IH(X ; pi
0) = H(pi0)− E{H(pi(X))},
which is nonnegative by the concavity of H . The information IH(X ; pi
0) is closely re-
lated to the f -divergence between the multiple distributions (P1, . . . , Pm), which is a
generalization of the f -divergence between two distributions (Ali & Silvey 1966; Csiszar
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1967). Heuristically, the more dissimilar (P1, . . . , Pm) are from each other, the more
information about Y is obtained after observing X .
For a convex function f on R
m−1
+ with f(1m−1) = 0, the f -divergence between
(P1, . . . , Pm−1) and Pm with densities (p1, . . . , pm−1) and pm is
Df(P1:(m−1)‖Pm) = 1
m
∫
f
(
p1(x)
pm(x)
, . . . ,
pm−1(x)
pm(x)
)
pm(x) dµ(x),
which is nonnegative by the convexity of f . Compared with the standard definition
of multi-way f -divergences (Gyorfi & Nemetz 1978; Duchi et al. 2018), our definition
above involves a rescaling factor m−1, for notational simplicity in the later discussion;
otherwise, for example, rescaling would be needed in Eqs. (14) and (15).
There is a one-to-one correspondence between the statistical information IH(X ; pi
0)
and multi-way f -divergences, as discussed in Garcia-Garcia & Williamson (2012). For
any prior probability pi0 ∈ ∆m and probability distributions (P1, . . . , Pm), if a convex
function f on R
m−1
+ with f(1m−1) = 0 and a concave function H on ∆m are related such
that for η = (η1, . . . , ηm)
T ∈ ∆n,
H(η) = − ηm
mpi0m
f
(
pi0m
pi01
η1
ηm
, . . . ,
pi0m
pi0m−1
ηm−1
ηm
)
, (11)
then IH(X ; pi
0) = Df (P1:(m−1)‖Pm) or, because H(pi0) = −f(1m−1) = 0 here,
−E{H(pi(X))} = Df (P1:(m−1)‖Pm), (12)
where the expectation is taken over X ∼∑mj=1 pi0jPj .
3 Construction of losses
In practice, a learning method for classification involves minimization of (1), an empirical
version of the risk (3) based on training data, with specific choices of a loss function
L(y, α) and a potentially rich family of action functions α(x). As suggested in Section 2.1,
we study construction of the loss L(y, α) as a function of a label y and a freely-varying
action α, with the dependency on covariates (or features) lifted out. As a result, we
not only derive new general classes of losses, but also improve understanding of various
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existing losses. Nevertheless, the interplay between losses and function classes remains
important, but challenging to study, for further research.
Equation (5) is a mapping from a loss L to a generalized entropy HL, which is in
general many-to-one (i.e., different losses can lead to the same generalized entropy).
Duchi et al. (2018) constructed an inverse mapping from a generalized entropy to a
convex loss. For a closed, concave function H on ∆m, define a loss with action space
A = Rm such that for γ = (γ1, . . . , γm)T ∈ Rm,
LH(j, γ) = −γj + (−H)∗(γ), (13)
where (−H)∗(γ) = supη∈∆m{γTη+H(η)}, the conjugate of −H . Then LH(j, γ) is convex
in γ and (5) is satisfied with (L,HL) = (LH , H), by Duchi et al. (2018), Proposition
3. Hence a convex loss is obtained for a concave function on ∆m to be the generalized
entropy. Note that the loss LH is over-parameterized, because (−H)∗(γ − b1m) = −b+
(−H)∗(γ) and hence LH(j, γ − b1m) = LH(j, γ) for any constant b ∈ R.
We derive a new mapping from generalized entropies to convex losses, by working
with perspective-like functions related to multi-distribution f -divergences. First, there
exists a one-to-one correspondence between concave functions H on ∆m and convex
functions f on R
m−1
+ . For a convex function f on R
m−1
+ , define a function on ∆m:
Hf(η) = −ηmf
(
η1
ηm
, . . . ,
ηm−1
ηm
)
. (14)
Conversely, for a concave function H on ∆m, define a function on R
m−1
+ :
fH(t) = −t•H
(
t1
t•
, . . . ,
tm−1
t•
,
1
t•
)
, (15)
where t = (t1, . . . , tm−1)
T and t• = 1+
∑m−1
j=1 tj . The mappings Hf and fH are of a similar
form to perspective functions associated with f and H respectively, although neither fits
the standard definition of perspective functions (Boyd & Vandenberghe 2004).
Lemma 1 (Garcia-Garcia & Williamson 2012). For a convex function f on R
m−1
+ , the
function Hf defined by (14) is concave on ∆m such that (15) is satisfied with (H, fH) =
(Hf , f). Conversely, for a concave function H on ∆m, the function fH defined by (15)
is convex on R
m−1
+ such that (14) is satisfied with (f,Hf) = (fH , H). Moreover, it is
preserved that H(1m/m) = −m−1f(1m−1) under (14) and (15).
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Remark 1. Equations (14) and (15) can be obtained as a special case of (11) with
pi0 = 1m/m, from Garcia-Garcia & Williamson (2012). As mentioned in Section 2.4, (11)
is originally determined such that identity (12) holds for linking the expected entropy
and multi-way f -divergences, which are, by definition, concerned with the covariates
and within-class distributions. Nevertheless, our subsequent development is technically
independent of this connection, because covariates are lifted out in our study. In other
words, we merely use (14) and (15) as convenient mappings between H and f . The
usual restriction f(1m−1) = 0 used in f -divergences does not need to be imposed.
Our first main result shows a mapping from a convex function f to a convex loss L
such that the concave function Hf is the generalized entropy associated with L.
Proposition 1. For a closed, convex function f on R
m−1
+ , define a loss with action
space A = dom(f ∗) such that for s = (s1, . . . , sm−1)T ∈ dom(f ∗),
Lf (j, s) =

 −sj , j ∈ [m− 1],f ∗(s), j = m, (16)
where f ∗(s) = sup
t∈R
m−1
+
{sTt − f(t)} and dom(f ∗) = {s ∈ Rm−1+ : f ∗(s) < ∞}. Then
Lf (j, s) is convex in s. Moreover, the concave function Hf defined by (14) is the gener-
alized entropy associated with Lf , that is, (5) is satisfied with (L,HL) set to (Lf , Hf).
Proof. For η ∈ ∆m and s ∈ dom(f ∗), the definition of Lf implies that
∑m
j=1 ηjLf(j, s) =
−∑m−1j=1 ηjsj + ηmf ∗(s). Hence
inf
s∈A
{
m∑
j=1
ηjLf (j, s)
}
= − sup
s∈A
{
m−1∑
j=1
ηjsj − ηmf ∗(s)
}
= −ηm sup
s∈dom(f∗)
{
m−1∑
j=1
ηj
ηm
sj − f ∗(s)
}
= −ηmf
(
η1
ηm
, . . . ,
ηm−1
ηm
)
= Hf(η),
where the second last equality holds by Fenchel’s conjugacy relationship. 
Compared with (13), Eq. (16) together with (15) presents an alternative approach
for determining a convex loss L from a generalized entropy H through a dissimilarity
function f . See Figure 1 which illustrates various relationships discussed. For ease
11
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(13)
(15)(5)
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Figure 1: Relations between loss L, generalized entropy H , and dissimilarity function f .
of interpretation, a convex function f on R
m−1
+ can be called a dissimilarity function,
similarly as a concave function H on ∆m can be a generalized entropy.
In spite of the one-to-one correspondence between entropy and dissimilarity functions
H and f by (14) and (15), we stress that the new loss (16) is in general distinct from
(13). An immediate difference, which is further discussed in Section 5, is that the action
space for loss (16), dom(f ∗), can be a strict subset of Rm−1, whereas the action space
for loss (13) is either Rm with over-parametrization as noted above or Rm−1 with, for
example, γm = 0 fixed to remove over-parametrization. Moreover, loss (16) can also be
used to derive a new class of closed-form losses based on arbitrary convex functions f
as shown in the following result or, as discussed in Section 5, to find a novel multi-class,
hinge-like loss related to the cost-weighted classification loss Lcw(j, γ).
Proposition 2. For a closed, convex function f on R
m−1
+ , define a loss with action
space A = Rm−1+ such that for u = (u1, . . . , um−1)T ∈ R
m−1
+ ,
Lf2(j, u) =

 −∂jf(u), j ∈ [m− 1],uT∂f(u)− f(u), j = m, (17)
where ∂f = (∂1f, . . . , ∂m−1f)
T is a sub-gradient of f , arbitrarily fixed (if needed). Then
the concave function Hf defined by (14) is the generalized entropy associated with Lf2,
that is, (5) is satisfied with (L,HL) set to (Lf2, Hf).
Proof (outline). A basic idea is to use the parametrization s = ∂f(u) and Fenchel’s
conjugacy property f ∗(s) = uTs− f(u), and then obtain the loss Lf2 from Lf in Propo-
sition 1. This argument gives a one-sided inequality for the desired equality (5). A
complete proof is provided in the Appendix. 
Compared with loss (16), the preceding loss (17) is of a closed form without involving
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the conjugate f ∗, which can be nontrivial to calculate. On the other hand, loss (17) may
not be convex in its action u. Nevertheless, it is often possible to choose a link function,
for example, uh = (uh1 , . . . , u
h
m−1)
T with uhj = exp(hj) such that Lf2(j, u
h) becomes
convex in (h1, . . . , hm−1). This link can be easily identified as the multinomial logistic
link after reparameterizing (u1, . . . , um−1) as probability ratios below.
The following result shows that a reparametrization of loss (17) with actions defined
as probability vectors in ∆m automatically yields a proper scoring rule. See Section 2.2
for the related background on scoring rules. Together with the relationship between f
and H by (14) and (15), our construction gives a mapping from a dissimilarity function
f or equivalently a generalized entropy H to a proper scoring rule.
Proposition 3. For a closed, convex function f on R
m−1
+ , define a loss with action
space A = ∆m such that for q = (q1, . . . , qm)T ∈ ∆m,
Lf3(j, q) =

 −∂jf(u
q), j ∈ [m− 1],
uqT∂f(uq)− f(uq), j = m,
(18)
where uq = (q1/qm, . . . , qm−1/qm)
T. Then Lf3 is a proper scoring rule, with Hf defined
by (14) as the generalized entropy, satisfying
inf
q∈∆m
{
m∑
j=1
ηjLf3(j, q)
}
= Hf(η) =
m∑
j=1
ηjLf3(j, η).
Proof. The generalized entropy from Lf3 is Hf , due to Proposition 3 and the one-to-one
mapping uq = (q1/qm, . . . , qm−1/qm)
T. Then direct calculation shows that
m∑
j=1
ηjLf3(j, η) = −
m−1∑
j=1
ηj∂jf(u
η) + ηm
{
m−1∑
j=1
ηj
ηm
∂jf(u
η)− f(uη)
}
= −ηmf(uη) = Hf(η) = inf
q∈∆m
{
m∑
j=1
ηjLf3(j, q)
}
.
Hence Lf3 is a proper scoring rule. 
For completeness, the expected loss associated with Lf3 can be shown to satisfy the
13
canonical representation (7) with Hf defined by (14):
m∑
j=1
ηjLf3(j, q) = −
m−1∑
j=1
ηj∂jf(u
q) + ηm
{
m−1∑
j=1
qj
qm
∂jf(u
q)− f(uq)
}
= Hf(q)−
m∑
j=1
(qj − ηj)∂jHf(q), (19)
where −∂Hf = (−∂1Hf , . . . ,−∂mHf)T is the sub-gradient of −Hf . See the Appendix
for a proof. Conversely, the loss Lf3 can also be obtained by calculating the canonical
representation (7) for the concave function Hf in (14) and then taking η to be a basis
vector, e1, . . . , em, one by one in the resulting expression, which is on the left of the
second equality in (19). Moreover, by the necessity of the representation (7), we see
that Lf3 in (18) is the only proper scoring rule with the generalized entropy Hf .
Corollary 1. For a closed, convex function f on R
m−1
+ , any proper scoring rule with Hf
in (14) as the generalized entropy can be expressed as Lf3 in (18), up to possible choices
of sub-gradients of f , {∂jf : j ∈ [m− 1]}.
While the preceding use of the canonical representation (7) seems straightforward, our
development from Propositions 1 to 3 remains worthwhile. The proper scoring rule Lf3
in (18) is of simple form, depending explicitly on a dissimilarity function f . Moreover,
as shown in Section 5, Proposition 1 can be further exploited to derive new convex losses
which are related to classification losses but are not proper scoring rules.
4 Examples of proper scoring rules
We examine various examples of multi-class proper scoring rules, obtained from Propo-
sition 3. In particular, it is of interest to study how commonly used two-class losses can
be extended to multi-class ones. See Section 5 for a discussion of multi-class hinge-like
losses related to zero-one classification losses, derived using Proposition 1.
Two-class losses. For two-class classification (m = 2) and a univariate convex
function f0 on R+, the proper scoring rule (18) in Proposition 3 reduces to
Lf0(j, q) = −11(j)∂f0(uq) + 12(j)
{
uq∂f0(u
q)− f(uq)}, j = 1, 2, (20)
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where uq = q1/q2 for q = (q1, q2)
T ∈ ∆2, ∂f0 denotes a sub-gradient of f0, and 1k(j) is
an indicator defined as 1 if j = k or 0 otherwise. For a twice-differentiable function f0,
the gradient of the loss (20) can be directly calculated as
d
dq1
Lf0(j, q) = −{11(j)− q1}w(q1), (21)
where d/dq1 denotes a derivative taken with respect to q1 with q2 = 1 − q1, and the
weight function w(q1) = f
′′
0 (u
q)/q32 with f
′′
0 the second derivative of f0.
For concreteness, consider the following examples of two-class losses:
• Likelihood loss: Lℓ(j, q) = − log qj with f0 = t log t− (1 + t) log(1 + t),
• Exponential loss: Le(j, q) = 11(j)
√
q2/q1 + 12(j)
√
q1/q2 with f0 = (
√
t− 1)2,
• Calibration loss: Lc(j, q) = {11(j)(q2/q1)+12(j) log(q1/q2)}/2 with f0 = −(log t)/2,
where all the expressions for L(j, q) are up to additive constants in q. See Appendix
Table 1 for further information. While the likelihood loss is tied to maximum likelihood
estimation, the exponential loss is associated with boosting algorithms (Friedman et
al. 2000; Shapire & Freund 2012). The calibration loss is studied in Tan (2020) for logistic
regression, where the fitted probabilities are used for inverse probability weighting.
To compare the preceding three losses, it is convenient to introduce a logistic link
qh0 = (qh01 , q
h0
2 )
T, where qh01 = {1 + exp(−h0)}−1 or equivalently qh01 /qh02 = exp(h0).
Then it can be easily shown that the three composite losses, Lℓ(j, q
h0), Le(j, q
h0), and
Lc(j, q
h0), are convex in h0, with the following gradients:
d
dh0
Lℓ(j, q
h0) = −{11(j)− qh01 } ,
d
dh0
Le(j, q
h0) = −{11(j)− qh01 } (qh02 qh01 )−1/2,
d
dh0
Lc(j, q
h0) = −{11(j)/qh01 − 1} /2.
The corresponding weight functions are in the Beta family, w(q1) = 2
ν1+ν2qν1−11 q
ν2−1
2 ,
with (ν1, ν2) = (0, 0), (−1/2,−1/2) and (−1, 0) respectively. As discussed in Buja et
al. (2005, Section 15), a proper scoring rule with a logistic link and w(q1) in the Beta
family is convex in h0 if and only if ν1, ν2 ∈ [−1, 0]. Hence the likelihood and calibration
losses are at the boundary of achieving convexity in h0.
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Remark 2. The class (20) was derived in Tan et al. (2019) for training a discriminator
in generative adversarial learning (Goodfellow et al. 2014; Nowozin et al. 2016). In that
context, the loss for training a generator is, in a nonparametric limit, the negative Bayes
risk from discrimination or the f0-divergence by relationship (12) with pi
0 = 1m/m,
Df0(P1‖P2) = − inf
q(x):X→∆2
E
{
Lf0(Y, q(X))
}
,
where P1 is the data distribution represented by training data and P2 is the model
distribution represented by simulated data from the generator. Hence the generator can
be trained to minimize various f0-divergences, including forward and reverse Kullback–
Liebler and Hellinger divergences. See Supplement Table S1 in Tan et al. (2019).
Multi-class pairwise losses. There can be numerous choices for extending a two-
class loss (20) to multi-class ones, just as a univariate convex function f0 can be extended
in multiple ways to multivariate ones. A simple approach is to use an additive extension,
f(u1, . . . , um−1) =
∑m−1
k=1 f0(uk). The corresponding loss (18) is then
Lpw,af0 (j, q) =
m−1∑
k=1
[
−1k(j)∂f0( qk
qm
) + 1m(j)
{
qk
qm
∂f0(
qk
qm
)− f0( qk
qm
)
}]
, (22)
Equivalently, the loss (22) can be obtained by applying the two-class loss (20) to a
pair of classes, k and m, and summing up such pairwise losses for k ∈ [m − 1]. In
this sense, the loss (22) can be interpreted as performing multi-class classification via
pairwise comparison of each class k ∈ [m− 1] with class m.
The preceding loss (22) is asymmetric with class m compared with the remaining
classes k ∈ [m − 1]. A symmetrized version can be obtained by varying the choice of a
base class and summing up the resulting losses as
Lpw,sf0 (j, q) =
∑
l,k∈[m],k 6=l
[
−1k(j)∂f0(qk
ql
) + 1l(j)
{
qk
ql
∂f0(
qk
ql
)− f0(qk
ql
)
}]
=
∑
k∈[m],k 6=j
{
−∂f0( qj
qk
) +
qk
qj
∂f0(
qk
qj
)− f0(qk
qj
)
}
. (23)
See the Appendix for a proof. The symmetrized loss (23) can also be deduced from
(18) with the choice f(u1, . . . , um−1) =
∑
l,k∈[m],k 6=l ulf0(
uk
ul
), where um ≡ 1. Consider a
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multinomial logistic link qh = (qh1 , . . . , q
h
m)
T, where h = (h1, . . . , hm)
T and
qhj =
exp(hj)∑m
k=1 exp(hk)
, j ∈ [m]. (24)
The link is a natural extension of the logistic link, because log ratios between (q1, . . . , qm)
are related to contrasts between (h1, . . . , hm). To remove over-parametrization, a restric-
tion is often imposed such as hm ≡ 0 or
∑m
k=1 hk ≡ 0. By the additive construction, the
losses (22) and (23) can be easily shown to be convex in h whenever the two-class loss
(20) with a logistic link qh01 /q
h0
2 = exp(h0) is convex in h0.
For the two-class likelihood, exponential, and calibration losses above, the pairwise
extensions (23) can be calculated as follows:
• Pairwise likelihood loss: Lpw,sℓ (j, q) = 2
∑
k∈[m],k 6=j log(1 +
qk
qj
),
• Pairwise exponential loss: Lpw,se (j, q) = 2
∑
k∈[m],k 6=j
√
qk
qj
,
• Multi-class calibration loss: Lpw,sc (j, q) =
∑
k∈[m],k 6=j{log( qkqj ) +
qk
qj
}/2,
where additive constants in q are dropped for simplicity. See Appendix Table 1 for the
expressions of the corresponding f , H , and gradients. By convexity of the associated
two-class composite losses (Buja et al. 2005), we see that with the multinomial logistic
link (24), the three composite losses, Lpw,sℓ (j, q
h), Lpw,se (j, q
h), and Lpw,sc (j, q
h), are all
convex in h. In particular, the pairwise exponential composite loss is
Lpw,se (j, q
h) = 2
∑
k∈[m],k 6=j
e(hk−hj)/2,
which is associated with multi-class boosting algorithms AdaBoost.M2 (Freund & Schapire
1997) or AdaBoost.MR (Schapire & Singer 1999). See Mukherjee & Schapire (2013) for
further study. The pairwise likelihood and calibration losses appear to be new. The
pairwise likelihood loss, with m ≥ 3, differs from the standard likelihood loss based on
multinomial data, which will be discussed later. The multi-class calibration loss can be
useful for inverse probability weighting with multi-valued treatments.
Multi-class simultaneous losses. Apparently, there exist various multi-class proper
scoring rules, which cannot be expressed as pairwise losses (22) or (23) and hence will be
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referred to as simultaneous losses. A notable example as mentioned above is the standard
likelihood loss (or the logarithmic scoring rule) for multinomial data, L(j, q) = − log qj .
In fact, a large class of multi-class simultaneous losses can be defined with the generalized
entropy in the form
Hβ(q) =

 ‖q‖β, if β ∈ (0, 1),−‖q‖β, if β ∈ (1,∞),
where ‖q‖β = {
∑m
j=1 q
β
j }1/β is the Lβ norm. The corresponding dissimilarity function
is fβ(t) = −‖t˜‖β if β ∈ (0, 1) or ‖t˜‖β if β ∈ (1,∞), where t˜ = (t1, . . . , tm−1, 1)T. The
resulting scoring rule can be calculated by (18) as
Lβ(j, q) =

 (qj/‖q‖β)
β−1, if β ∈ (0, 1),
−(qj/‖q‖β)β−1, if β ∈ (1,∞).
(25)
The case β > 1 is called a pseudo-spherical score (Good 1971; Gneiting & Raftery 2007).
The limiting case β → 1 is also known to yield the logarithmic score, L(j, q) = − log qj ,
after suitable rescaling. The case β ∈ (0, 1) seems previously unstudied. There are also
two additional limiting cases as β → 0+ or∞. See Appendix Table 1 for further details.
Proposition 4. Define a rescaled version of Hβ as
H
r
β(q) =
‖q‖β − 1
m1/β−1 − 1 , (26)
if β ∈ (0, 1) ∪ (1,∞), and Hrβ(q) = limβ′→βH
r
β′(q), if β = 0, 1,∞. Then the following
proper scoring rules are obtained.
(i) Simultaneous exponential loss (β = 0): L
r
0(j, q) = (
∏m
k=1
qk
qj
)1/m corresponding to
H
r
0(q) = m(
∏m
j=1 qj)
1/m.
(ii) Pairwise exponential loss (β = 1/2): L
r
1/2(j, q) = (m− 1)−1
∑
k∈[m],k 6=j
√
qk
qj
corre-
sponding to H
r
1
2
(q) = (m− 1)−1(‖q‖ 1
2
− 1).
(iii) Multinomial likelihood loss (β = 1): L
r
1(j, q) = −(logm)−1 log qj corresponding to
H
r
1(q) = −(logm)−1
∑m
j=1 qj log qj.
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(iv) Multi-class zero-one loss (β = ∞): Lr∞(j, q) = (1 −m−1)−11{j 6= argmaxk∈[m]qk}
corresponding to H
r
∞(q) = (1−m−1)−1(1−maxj∈[m] qj).
Moreover, with a multinomial logistic link (24), the composite loss L
r
β(j, q
h) is convex in
h if β ∈ [0, 1], but non-convex in h if β > 1.
There are several interesting features. First, with a multinomial logistic link (24),
the scoring rule L
r
0(j, q) leads to a composite loss
L
r
0(j, q
h) = e
1
m
∑m
k=1(hk−hj),
which coincides with the exponential loss in Zou et al. (2008). For this reason, L
r
0(j, q) is
called the simultaneous exponential loss. Moreover, the scoring rule L
r
1/2(j, q) yields, up
to a multiplicative factor, the pairwise exponential loss Lpw,se (j, q), which is connected
with the boosting algorithms in Freund & Schapire (1997) and Schapire & Singer (1999)
as mentioned earlier. The logarithmic rule L
r
1(j, q) corresponds to the standard likelihood
loss based on multinomial data. Finally, the loss L
r
∞(j, q) obtained as β → ∞ recovers
the zero-one loss, which is a proper scoring rule (although not strictly proper). Further
research is desired to study relative merits of these losses.
5 Hinge-like losses
The purpose of this section is two-fold. We derive novel hinge-like, convex losses which
induce the same generalized entropies as the zero-one, or more generally, cost-weighted
classification losses in multi-class settings. Our hinge-like losses are uniformly lower (af-
ter suitable alignment) and geometrically simpler (with fewer non-differentiable ridges)
than related hinge-like losses in Lee et al. (2004) and Duchi et al. (2018). Moreover, we
show that the regrets of classification losses are, up to a factor of 1/m, upper bounded
by those of our hinge-like losses, which gives a quantitative guarantee on classification
calibration as studied in Zhang (2004b) and Tewari & Bartlett (2007) among others.
While the proper scoring rules discussed in Section 4 are based on Proposition 3, our
construction here relies on Proposition 1. To see the difference, it is helpful to consider
the two-class setting. The generalized entropy for a zero-one loss is Hzo(η) = min(η1, η2)
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Figure 2: Two-class hinge loss (left) and hinge-like loss in Duchi et al. (2018).
and the dissimilarity function is f zo(t1) = −min(1, t1). For this choice of f , it remains
valid to apply Proposition 3. With ∂f zo(t1) = −1{t1 ≤ 1}, the resulting loss can be
shown to be Lf3(1, q) = 1{q1 ≤ q2} and Lf3(2, q) = 1{q2 > q1}, which is just a zero-
one loss with action q ∈ ∆2. Such a zero-one loss is computationally intractable for
training, even though it is a proper but not strictly proper scoring rule (consistently
with Proposition 3). In contrast, the popular hinge loss can be defined, for notational
consistency with our later results, such that for τ ∈ R,
Lhin(1, τ) = max(0, 1− τ), Lhin(2, τ) = max(0, τ). (27)
which is continuous and convex in τ and known to yield the same generalized entropy Hzo
as the zero-one loss (Nguyen et al. 2009). In the following, we show that Proposition 1
can be leveraged to develop convex, hinge-like losses in multi-class settings.
Application of Proposition 1. Our application of Proposition 1 is facilitated by
the following lemma, which gives the conjugate function of the dissimilarity function f cw,
corresponding to the generalized entropy Hcw in (10) for the cost-weighted classification
loss Lcw. By definition (15), the dissimilarity function f cw can be calculated as
f cw(t) = − min
k∈[m]
CTk t˜,
where t˜ = (tT, 1)T = (t1, . . . , tm−1, 1)
T and, as before, C = (C1, . . . , Cm) is a column
representation of the cost matrix for the cost-weighted classification loss Lcw.
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Lemma 2. The conjugate of the convex function f cw is
f cw ∗(s) = min
{λ∈∆m:sj≤−(Cλ)j ,j∈[m−1]}
(Cλ)m,
where (Cλ)j denotes the jth component of Cλ for j ∈ [m], and the minimum over an
empty set is defined as ∞.
From Lemma 2, the domain of f cw∗ is a strict subset of Rm−1, a phenomenon men-
tioned earlier in the discussion of Proposition 1:
dom(f cw∗) = {s ∈ Rm−1 : sj ≤ −(Cλ)j, j ∈ [m− 1] for some λ ∈ ∆m}.
The following loss can be obtained from Proposition 1 with the convex function f = f cw
and further simplification with a reprametrization sj = −(Cλ)j for j ∈ [m− 1].
Lemma 3. Define a loss with action space A = ∆m such that for λ ∈ ∆m,
Lcw2(j, λ) =

 (Cλ)j , j ∈ [m− 1],(Cλ)m, j = m, (28)
Then the loss Lcw2 induces the same generalized entropy Hcw in (10) as does the cost-
weighted classification loss Lcw.
It is interesting that the loss Lcw2 is defined with actions restricted to the probability
simplex ∆m. But L
cw2 is not a proper scoring rule, because in general
inf
λ∈∆m
{
m∑
j=1
ηjL
cw2(j, λ)
}
= inf
λ∈∆m
ηTCλ = min
k∈[m]
ηTCk
6= ηTCη =
m∑
j=1
ηjL
cw2(j, η).
by Lemma 3. In fact, the minimum risk in the first line is achieved by λ equal to a basis
vector el ∈ ∆m such that ηTCl = mink∈[m] ηTCk.
Extension beyond the probability simplex. The loss Lcw2(j, λ) is convex (more
precisely, linear!) in its action λ when restricted to ∆m. To handle this restriction,
there are several possible approaches. One is to introduce a link function such as the
multinomial logistic link λh = (λh1 , . . . , λ
h
m)
T, where λhj = exp(hj)/
∑m
k=1 exp(hk) with
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h = (h1, . . . , hm−1)
T ∈ Rm−1 unrestricted and hm = 0 fixed. But the resulting loss
Lcw2(j, λh) would be non-convex in h. Another approach is to define a trivial extension
of Lcw2 such that Lcw2(j, λ) = ∞ whenever λ lies outside the restricted set ∆m. But
for numerical implementation with this extension, either a link function such as the
multinomial logistic link would still be needed, or the predicted action for a new obser-
vation is likely to lie outside the probability simplex ∆m, which then requires additional
treatment. By comparison, our approach is to carefully construct an extension of Lcw2
which remains convex in its action and induces the same generalized entropy Hcw, while
avoiding the infinity value outside the restricted set ∆m.
The version of Lcw2 in (28) with C = 1m1
T
m − Im as in the zero-one loss is
Lzo2(j, λ) = 1− λj, j ∈ [m], λ ∈ ∆m. (29)
In the two-class setting, the hinge loss Lhin can be shown to be a desired convex extension
of the loss Lzo2, considered a function of j and λ1:
Lzo2(1, λ) = 1− λ1, Lzo2(2, λ) = λ1, λ1 ∈ [0, 1].
See Figure 2 for an illustration. In multi-class settings, our first extension of the loss
Lcw2 is as follows, related to the multi-class hinge-like loss in Lee et al. (2004).
Proposition 5. Define a loss with action space A = Rm−1 such that for τ ∈ Rm−1,
Lcw3(j, τ) =

 cjm(τ
(j)
m )+ +
∑
k∈[m−1],k 6=j cjkτk+, if j ∈ [m− 1],∑
k∈[m−1] cmkτk+, if j = m,
(30)
where b+ = max(0, b) for b ∈ R, and
τ
(j)
m = 1− τj −
∑
k∈[m−1],k 6=j τk+, j ∈ [m− 1]. (31)
Then Lcw3(j, τ) is convex in τ , and coincides with Lcw2(j, τ˜ ) provided τ˜ ∈ ∆m, where
τ˜ = (τ1, . . . , τm−1, 1 −
∑m−1
k=1 τk)
T. Moreover, Lcw3 induces the same generalized entropy
Hcw in (10) as does the cost-weighted classification loss Lcw.
A special case of the loss Lcw3 with the cost matrix C = 1m1
T
m−Im as in the zero-one
loss can be expressed such that for τ = (τ1, . . . , τm−1)
T ∈ Rm−1,
Lzo3(j, τ) =

 max
(
1− τj ,
∑
k∈[m−1],k 6=j τk+
)
, if j ∈ [m− 1],∑
k∈[m−1] τk+, if j = m,
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Figure 3: Three-class hinge-like losses LLLW2 (top) and Lzo3 (bottom). Regions separated
by solid lines are associated with the function values indicated.
where the summation over an empty set if defined as 0. Then Lzo3 induces the same
generalized entropy Hzo in (9) as does the zero-one loss Lzo. In the two-class setting,
the loss Lzo3 can be easily seen to coincide with the hinge loss (27).
We compare the new loss with the hinge-like loss in Lee et al. (2004) corresponding
to the zero-one loss with C = 1m1
T
m − Im, which is defined such that for γ ∈ Rm,
LLLW(j, γ) =
∑
k∈[m],k 6=j
(1 + γk)+, j ∈ [m],
subject to the restriction that
∑m
k=1 γk = 0. The general case of cost-weighted classifica-
tion can be similarly discussed. To facilitate comparison, consider a reparametrization
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of this loss such that for τ ∈ Rm−1,
LLLW2(j, τ) =


∑
k∈[m−1],k 6=j τk+ +
(
1−∑k∈[m−1] τk)
+
, if j ∈ [m− 1],∑
k∈[m−1] τk+, if j = m,
In the Appendix, it is shown that LLLW2(j, τ) = LLLW(j, γ)/m for j ∈ [m], provided
that τk = (1 + γk)/m for k ∈ [m − 1]. It can be verified that LLLW2, similarly to Lzo3,
is a convex extension of Lzo2 in (29), considered a function of j and (λ1, . . . , λm−1)
T
with λm = 1 −
∑m
k=1 λk. Moreover, by Proposition 5 and Duchi et al. (2018, Example
5), the losses Lzo3 and LLLW2 lead to the same generalized entropy Hzo. Our analysis
later, Proposition 7, also gives a classification regret bound for Lzo3, similar to that
for LLLW2 in Duchi et al. (2018). On the other hand, there are interesting differences
between Lzo3 and LLLW2. While Lzo3(j, τ) and LLLW2(j, τ) are aligned with Lzo2(j, τ˜ ) for
τ˜ = (τ1, . . . , τm−1, 1−
∑m−1
k=1 τk)
T ∈ ∆m, the loss Lzo3 stays uniformly lower than LLLW2,
0 ≤ Lzo3(j, τ) ≤ LLLW2(j, τ), j ∈ [m], τ ∈ Rm−1,
because Lzo3(j, τ) can be written as
∑
k∈[m−1],k 6=j τk+ + (1 − τj −
∑
k∈[m−1],k 6=j τk+)+ for
j ∈ [m − 1]. Hence the loss Lzo3 is a tighter convex extension than LLLW2. Another
remarkable difference is that Lzo3(j, τ) appears to be geometrically simpler with fewer
non-differentiable ridges than LLLW2(j, τ) for j ∈ [m−1]. See Figure 3 for an illustration
in the three-class setting. Further research is needed on whether the aforementioned
differences can be translated into advantages in classification performance.
There are various ways in which the loss Lcw2 can be extended from the probability
simplex ∆m to R
m. We describe another extension, related to the multi-class hinge-like
loss in Duchi et al. (2018) associated with the zero-one loss. The general case of cost-
weighted classification can be handled through the transformation (40), although such
a general construction is not discussed in Duchi et al. (2018).
Proposition 6. Define a loss with action space A = Rm−1 such that for τ ∈ Rm−1,
Lzo4(j, τ) = 1− τ˜j + S(j)τ , j ∈ [m], (32)
where (τ˜1, . . . , τ˜m−1) = (τ1, . . . , τm−1), τ˜m = 1−
∑m−1
k=1 τk, and for j ∈ [m],
S(j)τ = max
{
0, τ˜j − 1,
τ˜j + τ˜j(1) − 1
2
, . . . ,
τ˜j + τ˜j(1) + · · ·+ τ˜j(m−2) − 1
m− 1
}
,
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with τ˜j(1) ≥ . . . ≥ τ˜j(m−1) the sorted components of τ˜ = (τ˜1, . . . , τ˜m)T excluding τ˜j. Then
Lzo4(j, τ) is convex in τ , and coincides with Lzo2(j, τ˜ ) provided τ˜ ∈ ∆m. Moreover, Lzo4
induces the same generalized entropy Hzo in (9) as does the zero-one loss Lzo.
The hinge-like loss in Duchi et al. (2018) is defined such that for γ ∈ Rm,
LDKR(j, γ) = 1− γj + Sγ , j ∈ [m],
where Sγ = max{γ(1) − 1, γ(1)+γ(2)−12 , . . . ,
γ(1)+···+γ(m)−1
m
}, and γ(1) ≥ . . . ≥ γ(m) are the
sorted components of γ ∈ Rm. This loss is invariant to any translation in γ, that is,
LDKR(j, γ − b1m) = LDKR(j, γ) for any b ∈ R. It suffices to consider LDKR(j, γ) subject
to the restriction that
∑m
k=1 γk = 1, or equivalently consider the loss
LDKR2(j, τ) = 1− τ˜j + Sτ , j ∈ [m],
where (τ˜1, . . . , τ˜m−1) = (τ1, . . . , τm−1), τ˜m = 1−
∑m−1
k=1 τk, and
Sτ = max
{
0, τ˜(1) − 1,
τ˜(1) + τ˜(2) − 1
2
, . . . ,
τ˜(1) + · · ·+ τ˜(m−1) − 1
m− 1
}
,
with τ˜(1) ≥ . . . ≥ τ˜(m) the sorted components of τ˜ = (τ˜1, . . . , τ˜m)T. There does not
seem to be a direct transformation between Lzo4 and LDKR2, in spite of their similar
expressions. See Figures 2 and 4 for an illustration.
Comparison between Lzo4 and LDKR2 is similar to that between Lzo3 and LLLW2 dis-
cussed above. It can be verified that LDKR2 is also a convex extension of Lzo2, and by
Proposition 6 and Duchi et al. (2018, Example 3), both Lzo3 and LDKR2 lead to the same
generalized entropy Hzo. Our analysis later, Proposition 7, also gives a classification
regret bound for Lzo4, similar to that for LDKR2 in Duchi et al. (2018). On the other
hand, there are interesting differences. While Lzo4(j, τ) and LDKR2(j, τ) coincide with
Lzo2(j, τ˜ ) provided τ˜ ∈ ∆m, the loss Lzo4 gives a tighter convex extension than LDKR2:
0 ≤ Lzo4(j, τ) ≤ LDKR2(j, τ), j ∈ [m], τ ∈ Rm−1, (33)
because S
(j)
τ ≤ Sτ˜ for j ∈ [m], with S(j)τ being the maximum of m numbers which are
respectively no greater than those in the definition of Sτ˜ . Moreover, L
zo4(j, τ) appears
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Figure 4: Three-class hinge-like losses LDKR2 (top) and Lzo4 (bottom). Regions separated
by solid lines are associated with the function values indicated.
to be geometrically simpler with fewer non-differentiable ridges than LDKR2(j, τ) for
j ∈ [m]. See Figure 4 for an illustration in the three-class setting.
Hinge-like regret bounds. The preceding discussion mainly focuses on construct-
ing multi-class hinge-like losses which induce the generalized entropy Lzo or Hcw as does
the zero-one or cost-weighted classification loss, while achieving certain desirable prop-
erties geometrically compared with hinge-like losses in Lee et al. (2004) and Duchi et
al. (2018). Here we derive classification regret bounds, which compare the regrets of our
hinge-like losses with those of the zero-one or cost-weighted losses defined through the
actions of the hinge-like losses. Such bounds provide a quantitative guarantee on clas-
sification calibration, a qualitative property which leads to infinite-sample classification
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Figure 5: Classification from τ˜ (left) or τ † (right) with 3 classes. Each region separated
by solid lines from others is classified by the index of a maximum component of τ˜ or τ †.
consistency under suitable technical conditions (Zhang 2004b; Tewari & Bartlett 2007).
Proposition 7. The following regret bounds hold for the hinge-like losses Lcw3 and Lzo4.
(i) For η ∈ ∆m and τ ∈ Rm−1, m−1BLcw(η, τ †) ≤ BLcw3(η, τ), that is,
1
m
{
m∑
j=1
ηjL
cw(j, τ †)−Hcw(η)
}
≤
m∑
j=1
ηjL
cw3(j, τ)−HLcw3(η), (34)
where τ † = (τ1, . . . , τm−1, 1−
∑m−1
k=1 τk+)
T.
(ii) For η ∈ ∆m and τ ∈ Rm−1, m−1BLzo(η, τ˜) ≤ BLzo4(η, τ), that is,
1
m
{
m∑
j=1
ηjL
zo(j, τ˜ )−Hzo(η)
}
≤
m∑
j=1
ηjL
zo4(j, τ)−HLzo4(η), (35)
where τ˜ = (τ1, . . . , τm−1, 1−
∑m−1
k=1 τk)
T.
There is an interesting feature in our regret bounds for the hinge-like losses Lzo3(j, τ)
and Lcw3(j, τ), although not Lzo4(j, τ), with τ ∈ Rm−1. The corresponding actions (or
predicted values) γ ∈ Rm used to define the zero-one or cost-weighted loss Lzo(j, γ) or
Lcw(j, γ) are τ † = (τ1, . . . , τm−1, 1 −
∑m−1
k=1 τk+)
T, whose components may sum to less
than one, instead of τ˜ = (τ1, . . . , τm−1, 1 −
∑m−1
k=1 τk)
T, whose components necessarily
sum to one. Although this difference warrants further study, using τ † instead of τ
for classification ensures that the predicted value for mth class, 1 −∑m−1k=1 τk+, is not
27
affected by any negative components among (τ1, . . . , τm−1). For example, if m = 3 and
(τ1, τ2) = (.6,−.3), then 1 −
∑2
k=1 τk+ = .4 but 1 −
∑2
k=1 τk = .7. Using τ
† means that
class 1 is predicted, whereas using τ˜ means that class 3 is predicted, which seems to be
artificially caused by the negative value of τ2. See Figure 5 for an illustration.
The proof of (34)–(35) is facilitated by the fact that HLcw3 = H
cw and HLzo4 = H
zo
by Propositions 5–6. These regret bounds give a quantitative guarantee on classification
calibration, which can be defined similarly as in Zhang (2004b) and Tewari & Bartlett
(2007) while allowing a prediction function, σ = (σ1, . . . , σm)
T : A → Rm. A loss L(j, γ)
with an action space A and a prediction function σ is said to be classification calibrated
for the zero-one loss if for any η ∈ ∆m and k ∈ [m] with ηk < maxj∈[m] ηj,
inf
γ∈A
{
m∑
j=1
ηjL(j, γ)−HL(η) : σk(γ) = max
j∈[m]
σj(γ)
}
> 0. (36)
Compared with Tewari & Bartlett (2007), the prediction function is introduced here
to convert an action possibly in Rm−1 to a prediction in Rm, which is then used as
the corresponding action in zero-one or cost-weighted classification. For L = Lzo4 and
σ(τ) = τ˜ , inequality (35) implies that the left-hand side of (36) is no smaller than
(−ηk + maxj∈[m] ηj)/m > 0. Hence Lzo4 is classification calibrated for the zero-one
loss. Similarly, a loss L(j, γ) with a prediction function σ = (σ1, . . . , σm)
T is said to
be classification calibrated for cost-weighted classification with cost matrix C if for any
η ∈ ∆m and k ∈ [m] with ηTCk > maxj∈[m] ηTCj,
inf
γ∈A
{
m∑
j=1
ηjL(j, γ)−HL(η) : σk(γ) = max
j∈[m]
σj(γ)
}
> 0. (37)
For L = Lcw3 and σ(τ) = τ †, inequality (34) implies that the left-hand side of (37) is
no smaller than (ηTCk − minj∈[m] ηTCj)/m > 0. Hence the loss Lcw3 is classification
calibrated with σ(τ) = τ † for cost-weighted classification.
The regret bounds (34) and (35) for the losses Lcw3 and Lzo4 are similar to those for
the losses LLLW2 and LDKR2 in Duchi et al. (2018). In fact, the regret bound for LLLW2
can be seen as (34) with Lcw3(j, τ) and Lcw(j, τ †) replaced by LLLW2(j, τ) and Lcw(j, τ˜ )
respectively, because LLLW2 is LLLW multiplied by m after a reparametrization noted
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earlier. The regret bound for LDKR2 can be seen as (35) with Lzo4(j, τ) and Lzo(j, τ˜ )
replaced by LDKR2(j, τ) and Lzo(j, τ˜ ) respectively. Further research is desired to compare
these hinge-like losses in both theory and empirical evaluation.
6 Classification regret bounds
We return to proper scoring rules and derive classification regret bounds, which compare
the regrets of the losses with those of the corresponding zero-one and cost-weighted
classification losses. These bounds are also called surrogate regret bounds, in the sense
that the a proper scoring rule can be considered a surrogate criterion for the zero-one
or cost-weighted classification loss. Similarly as Proposition 7 for hinge-like losses, these
results provide provide, for proper scoring rules, a quantitative guarantee on classification
calibration as studied in Zhang (2004) and Tewari & Bartlett (2007).
A potential gain in using proper scoring rules is that classification regret bounds can
be obtained with respect to a range of cost-weighted classification losses with different
cost matrices C for a proper scoring rule, defined independently of C. The cost matrix
is involved only to convert an action (in the form of a probability vector) from the
scoring rule to a prediction for the cost-weighted classification loss. See Corollary 3.
By comparison, for the regret bound (34), the hinge-like loss Lcw3 depends on the cost-
matrix C used in the classification loss Lcw. A similar observation is made in Reid &
Williamson (2009, Corollary 10) in two-class settings.
A general basis for deriving regret bounds, applicable to not just scoring rules but
arbitrary losses L(j, γ) with an action space A ⊂ Rm, can be seen as
ψ(Bzo(η, γ)) ≤ BL(η, γ), (38)
where Bzo(η, γ) = BLzo(η, γ), the regret of the zero-one loss L
zo(η, γ), and
ψ(t) = inf
η′∈∆m,γ′∈A:Bzo(η′,γ′)=t
BL(η
′, γ′), t ≥ 0.
In fact, (38) is a tautology from the definition of ψ. Various regret bounds can be
obtained by identifying convenient lower bounds of ψ. In the two-class setting, the regret
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for the zero-one loss is Bzo(η, γ) = |2η1−1|1{(2η1−1)(γ1−γ2) ≤ 0} for η = (η1, η2)T ∈ ∆2
and γ = (γ1, γ2)
T. For t > 0, Bzo(η, γ) = t means η1 = (1± t)/2, and hence ψ(t) can be
simplified as
ψBJM(t) = min
{
inf
γ′:t(γ′1−γ
′
2)≤0
B1L
(
1 + t
2
, γ′
)
, inf
γ′:t(γ′1−γ
′
2)≥0
B1L
(
1− t
2
, γ′
)}
,
where B1L(η1, γ) denotes BL(η, γ) as a function of (η1, γ). Note that ψ
BJM(t) at t = 0
yields ψBJM(0) = 0 ≤ ψ(0). Therefore, (38) holds with ψ replaced by ψBJM:
ψBJM(Bzo(η, γ)) ≤ BL(η, γ). (39)
In the multi-class setting, the regret Bzo(η, γ) does not admit a direct simplification.
Nevertheless, our results below for proper scoring rules can be seen as further manipu-
lation of (38) by exploiting the fact that the regret (8) is a Bregman divergence due to
the canonical representation (7) for proper scoring rules.
Remark 3. Replacing ψBJM in (39) by the greatest convex lower bound on ψBJM (or the
Fenchel biconjugate of ψBJM) gives the regret bound in Bartlett et al. (2006, Theorem
1) in the symmetric case where L(1, γ) = L(2,−γ). In general, there is a benefit from
such a modification in the setting where covariates are restored, instead of being lifted
out in most of our discussion. For a regret bound in the form φ(Bzo(η, γ)) ≤ BL(η, γ),
if φ is convex, then application of Jensen’s inequality gives
φ
[
E{Bzo(η(X), γ(X))}] ≤ E[φ{Bzo(η(X), γ(X))}]
≤ E{BL(η(X), γ(X))},
where E{Bzo(η(X), γ(X)) and E{BL(η(X), γ(X))} are the average regret over X .
Cost-transformed losses. We study two types of classification regret bounds with
respect to general cost-weighted classification losses. This subsection deals with the first
type where a classification regret bound is derived for a loss, allowed to depend on a
pre-specified cost matrix C, similarly as the hinge-like loss Lcw3 in (30). An action of
the loss is directly taken as a prediction for the cost-weighted classification loss. See the
next subsection on the second type of classification regret bounds.
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For a general loss L(j, γ) (not just scoring rules), define a cost-transformed loss,
depending on a cost matrix C, as
L˜(j, γ) = cjML(j, γ) +
∑
k∈[m],k 6=j
(cjM − cjk){L(k, γ)− 1}, (40)
where cjM = maxk∈[m] cjk. In the special case where C = 1m1
T
m − Im for the zero-one
loss, the transformed loss L˜(j, γ) reduces to the original loss L(j, γ). A motivation for
this construction is that the cost-weighted classification loss can also be obtained in this
way from the zero-one loss: Lcw(j, γ) = L˜zo(j, γ). In general, the risk and regret of the
transformed loss can be related to those of the original loss as follows.
Lemma 4. The risks of the losses L˜(j, γ) and L(j, γ) satisfy
RL˜(η, γ) = (1
T
mη˜)RL(˜˜η, γ)−D(η),
where D(η) =
∑
j∈[m]
∑
k∈[m],k 6=j ηj(cjM−cjk), ˜˜η = η˜/(1Tmη˜) ∈ ∆m, and η˜ = (η˜1, . . . , η˜m)T
∈ Rm+ with
η˜j = cjMηj +
∑
k∈[m],k 6=j
(ckM − ckj)ηk.
Moreover, the regrets of L˜ and L satisfy BL˜(η, γ) = (1
T
mη˜)BL(˜˜η, γ).
For a scoring rule L(j, q) with actions defined as probability vectors q ∈ ∆m, there
is a simple upper bound on the regret of the associated zero-one loss Lzo(j, q), which is
instrumental to our derivation of classification regret bounds.
Lemma 5. For any η, q ∈ ∆m, it holds that
Bzo(η, q) ≤ ‖η − q‖∞2,
where ‖b‖∞2 = maxj 6=k∈[m] (|bj| + |bk|) for any vector b = (b1, . . . , bm)T. The bound is
tight for any m ≥ 2 in that there exist η, q ∈ ∆m for which the bound becomes exact.
Combining the preceding two lemmas and invoking a similar argument as indicated
by (38) leads to the following regret bound, depending on the action q.
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Proposition 8. For a scoring rule L(j, q), define a nondecreasing function ψq:
ψq(t) = inf
η′∈∆m:‖η′−q‖∞2≥t
BL(η
′, q), t ≥ 0.
Then the regrets of the cost-weighted classification loss Lcw(j, q) and the cost-transformed
scoring rule L˜(j, q) satisfy
ψq
(
Bcw(η, q)
1Tmη˜
)
≤ BL˜(η, q)
1Tmη˜
, (41)
where Bcw = BLcw, and η˜ is defined, depending on η and C, as in Lemma 4.
A cost-transformed loss (40) from a proper scoring rule can be easily shown to remain
a proper scoring rule. In this case, a uniform regret bound can be obtained from (41),
by taking an infimum over q and incorporating simplification due to the representation
of the regret (8) as a Bregman divergence for a proper scoring rule.
Corollary 2. For a proper scoring rule L(j, q), define
ψ(t) = inf
η′,q′∈∆m: ‖η′−q′‖∞2=t,
maxj∈[m] q
′
j≤1/2
BL(η
′, q′), t ≥ 0.
Then the regrets of Lcw(j, q) and L˜(j, q) satisfy
ψ
(
Bcw(η, q)
1Tmη˜
)
≤ BL˜(η, q)
1Tmη˜
, (42)
where η˜ is defined, depending on η and C, as in Lemma 4.
It is instructive to examine the regret bound (42) in the special case of class-weighted
costs, where C = C01
T
m− diag(C0) with C0 = (c10, . . . , cm0)T. The cost-transformed loss
L˜ reduces to L˜(j, q) = cj0L(j, q). The regret bound (42) becomes
ψ
(
Bcw0(η, q)
CT0 η
)
≤ BL˜(η, q)
CT0 η
, (43)
where Bcw0 = BLcw0 . We defer a discussion of these results until after Corollary 3.
Cost-independent losses. We derive a different type of classification regret bounds
than in the preceding subsection. Here a loss is defined independently of any cost matrix,
but an action of the loss can be converted to a prediction, depending on the cost matrix
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C, for the cost-weighted classification loss. For scoring rules, our derivation relies on
the following extension of Lemma 5 on the regret of the cost-weighted classification loss,
where a prediction is linearly converted from a probability vector.
Lemma 6. For any η, q ∈ ∆m, it holds that
Bcw(η, C
T
q) ≤ ‖CT(η − q)‖∞2,
where C = CM1
T
m − C and CM = (c1M , . . . , cmM)T with cjM = maxk∈[m] cjk for j ∈ [m]
as defined in the transformed loss (40).
By a similar argument as indicated by (38), we obtain a regret bound which compares
the regret of a scoring rule L(j, q) with that of the cost-weighted classification loss with
a prediction depending on both q and C as in Lemma 6.
Proposition 9. For a scoring rule L(j, q), define a nondecreasing function ψCq :
ψCq (t) = inf
η′∈∆m:‖C
T
(η′−q)‖∞2≥t
BL(η
′, q), t ≥ 0.
Then the regrets of the cost-weighted classification loss Lcw(j, C
T
q) and the scoring rule
L(j, q) satisfy
ψCq
(
Bcw(η, C
T
q)
)
≤ BL(η, q). (44)
For a proper scoring rule L(j, q), the regret bound (44) can be strengthened (see the
Appendix for a proof) such that for each w ∈ Wη,q,
ψCqw
(
Bcw(η, C
T
q)
)
≤ BL(η, q), (45)
where qw = (1− w)η + wq and
Wη,q =
{
w ∈ [0, 1] : CTkqw = max
j
(C
T
j q
w) for k = argmaxj(C
T
j q)
}
∋ 1.
By definition, w ∈ Wη,q means that using qw yields the same classification as using q.
Moreover, a uniform regret bound can be obtained from (45) by minimizing over qw with
w ∈ Wη,q such that maxj∈[m]CTj qw ≤ 1TmC
T
qw/2.
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Corollary 3. For a proper scoring rule L(j, q), define
ψC(t) = inf
η′,q′∈∆m: ‖C
T
(η′−q′)‖∞2=t,
maxj∈[m](C
T
j q
′)≤1TmC
T
q′/2
BL(η
′, q′), t ≥ 0.
Then the regrets of Lcw(j, C
T
q) and L(j, q) satisfy
ψC
(
Bcw(η, C
T
q)
)
≤ BL(η, q). (46)
In the special case of class-weighted costs, corresponding to C = C01
T
m − diag(C0)
with C0 = (c10, . . . , cm0)
T, define
ψC0(t) = inf
η′,q′∈∆m: ‖C0◦(η′−q′)‖∞2=t,
maxj∈[m](cj0q
′
j)≤C
T
0 q
′/2
BL(η
′, q′), t ≥ 0,
where ◦ denotes the component-wise product between two vectors. The regret bound
(46) for proper scoring rules reduces to
ψC0
(
Bcw0(η, C0 ◦ q)
) ≤ BL(η, q). (47)
It is interesting to compare the two regret bounds (43) and (47). On one hand, for the
zero-one loss with C0 = 1m, both the two bounds show that for any η, q ∈ ∆m,
ψ (Bzo(η, q)) ≤ BL(η, q), (48)
hence extending the two-class result (39) to multi-class settings for proper scoring rules.
On the other hand, the two bounds (43) and (47) in general serve different purposes.
The bound (43) compares the regrets of the transformed scoring rule L˜ depending on C0
and the classification loss Lcw0 with the prediction always set to q. To use L˜, a different
round of training is required for a different choice of C0. The bound (47) relates the
regrets of the original scoring rule L, independent of C0, and the classification loss L
cw0
with the prediction defined as C0 ◦ q. Only one round of training is needed to determine
q when using L, and then the prediction can be adjusted from q according to the choice
of C0. Hence the bound (47) can be potentially more useful than (43).
For binary classification with m = 2, the regret bound (47) for proper scoring rules
can be shown to recover Theorem 3 in Reid & Williamson (2009). For a proper scoring
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rule L(j, q) and any η, q ∈ ∆2, it holds that
min
{
ψRW(δ), ψRW(−δ)} ≤ BL(η, q), (49)
where δ = Bcw0(η, C0 ◦ q), ψRW(δ) = B1L((c20 + δ)/(c10 + c20), c20/(c10 + c20)), and
B1L(η1, q1) = BL(η, q) with η = (η1, η2)
T and q = (q1, q2)
T, that is, B1L(η1, q1) is BL(η, q)
treated as a function of (η1, q1) only. See the Appendix for details.
Applications. To focus on main issues, we present applications of our general regret
bound (48) with respect to the zero-one loss. For any particular proper scoring rule L, it
is of interest to find a simple meaningful lower bound of ψ as defined in Corollary 3. Our
current approach involves deriving a lower bound on the regret (or Bregman divergence)
BL by the L1 norm, such that for any η, q ∈ ∆m,
BL(η, q) = HL(q)−HL(η)− (q − η)T∂HL(q) ≥ κL
2
‖η − q‖21, (50)
where κL > 0 is a constant depending on L, and ‖b‖1 =
∑m
j=1 |bj | is the L1 norm for any
vector b = (b1, . . . , bm)
T. Hence (50) can be interpreted as saying that −HL is strongly
convex with respect to the L1 norm with modulus κL. Because ‖η − q‖1 ≥ ‖η − q‖∞2,
the regret bound (48) with (50) implies that for any η, q ∈ ∆m,
κL
2
(Bzo(η, q))2 ≤ BL(η, q). (51)
In general, the preceding discussion shows that a lower bound on the Bregman divergence
BL(η, q) by some norm of η − q can be translated into a corresponding regret bound.
Our current approach does not exploit the restriction that maxj∈[m] q
′
j ≤ 1/2 in the
definition of ψ. Hence it is interesting to study how our results here can be improved.
On the other hand, such an improvement, even if achieved, may be limited. See the
later discussion on regret bounds for the pairwise exponential loss.
Our approach leads to the following result for two classes of proper scoring rules
discussed in Section 4: a class of pairwise losses (23) with f0 associated with a Beta
family of weight functions as studied in Buja et al. (2005), and a class of simultaneous
losses (25). In all these cases, inequalities (50) can be of independent interest.
Proposition 10. Inequalities (50) and (51) hold for the following proper scoring rules.
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(i) Consider a pairwise loss L in (23), with a univariate function f0 defined such that
(21) holds with a weight function w(q1) = 2
2νqν−11 q
ν−1
2 for (q1, q2)
T ∈ ∆2. If ν ≤ 0,
then (50) and (51) are valid with κL = 2.
(ii) Consider a simultaneous loss L in (25). Then (50) and (51) are valid with
κL =

 (1− β)m
(1−1/β)(2β−1)22−2β, if β ∈ [1/2, 1),
(1− β)21/β−1, if β ∈ (0, 1/2].
The bounds from the two segments both give κL = 1 at β = 1/2.
We discuss several specific examples. The standard likelihood loss L(j, q) = − log qj
is equivalent to (25) in the limit of β → 1 after properly rescaled. In this case, it is
known that (50) holds with κL = 1 (Cover & Thomas 1991, Lemma 12.6.1):
m∑
j=1
ηj log(ηj/qj) ≥ 1
2
(
m∑
j=1
|ηj − qj |
)2
. (52)
By Proposition 10(ii), inequality (50) can be shown to hold for the rescaled entropy H
r
β
in (26) with κL = κβ/(m
1/β−1−1), where κβ = (1−β)m(1−1/β)(2β−1)22−2β if β ∈ [1/2, 1).
Then (52) can be recovered from (50) as β → 1, because
lim
β→1
κβ
m1/β−1 − 1 = limβ→1
1− β
m1/β−1 − 1 = (logm)
−1.
The resulting regret bound (51) for the standard likelihood loss L gives
1
2
(Bzo(η, q))2 ≤ BL(η, q), (53)
which appears new, even though the bound (52) is known.
The two inequalities (50) obtained from Proposition 10, part (i) with ν = −1/2 and
part (ii) with β = 1/2, are equivalent to each other, in agreement with the relationship
Lpw,se = 2(L1/2 − 1) in Section 2.2 and leading to
HL1/2(q)−HL1/2(η)− (q − η)T∂HL1/2(q) ≥
1
2
‖η − q‖21,
where H1/2(q) = ‖q‖1/2 and L1/2(j, q) = (‖q‖1/2/qj)1/2 =
∑m
k=1
√
qk/qj. The resulting
regret bound (51) for the pairwise exponential loss L1/2 gives
1
2
(Bzo(η, q))2 ≤ BL1/2(η, q). (54)
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The two bounds (53) and (54) happen to be of the same form, due to the scaling used.
For the two-class exponential loss Le = L1/2 − 1, the existing regret bound (39) or (49),
corresponding to an exact calculation of ψ by the proof of (49), is
1−
√
1− (Bzo(η, q))2 ≤ BL1/2(η, q),
which is slightly stronger than (54) because 1 − √1− δ2 ≥ δ2/2 for δ ∈ [0, 1], but
(1 − √1− δ2)/(δ2/2) → 1 as δ → 0. Therefore, our result (54) provides a reasonable
extension of existing regret bounds to multi-class pairwise exponential losses.
A notable proper scoring rule which is not informed by Proposition 10 for m ≥ 3
is the simultaneous exponential loss L
r
0 as used in Zou et al. (2008). This loss can be
obtained from (25) in the limit of β → 0+ after properly rescaled, by Proposition 4(i).
However, for m ≥ 3, the corresponding modulus κL for Lrβ as β → 0+ gives 0:
lim
β→0+
(1− β)21/β−1
m1/β−1 − 1 = 0.
The limit above gives 1 for m = 2, in agreement with the relationship L
r
0 = L1/2 − 1
with m = 2. Our further calculation (not shown) suggests that a uniform bound in
the form of (50) might not be feasible on the associated Bregman divergence. Hence an
alternative approach would be needed to analyze ψ and deduce a concrete meaningful
implication from regret bound (48) for the simultaneous exponential loss L
r
0.
7 Conclusion
In this article, we are mainly concerned with constructing losses and establishing corre-
sponding regret bounds in multi-class settings. Various topics are of interest for further
research. Large sample theory can be studied regarding estimation and approximation
errors, similarly as in Zhang (2004a) and Bartlett et al. (2006), by taking advantage
of our multi-class regret bounds. Computational algorithms need to be developed for
implementing our new hinge-like losses and, in connection with boosting algorithms, for
implementing composite losses based on new proper scoring rules. Numerical experi-
ments are also desired to evaluate empirical performance of new methods.
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8 Appendix
8.1 Preparation
For a convex function ψ defined on a convex domain Ω, the Bregman divergence is
defined as
Bψ(x, y) = ψ(x)− ψ(y)− (x− y)T∂ψ(y),
where ∂ψ is a sub-gradient of ψ. The symmetrized Bregman divergence is
Bψ(x, y) +Bψ(y, x) = (y − x)T{∂ψ(y)− ∂ψ(x)}.
The following lemma shows that the Bregman divergence is nondecreasing as the first
(or second) argument, x or y, moves away from the other argument, y or x, along a
straight line, while the second (or respectively first) argument remains fixed.
Lemma 7. For any x, y ∈ Ω and w ∈ [0, 1], we have
Bψ(x, y) ≥ Bψ(xw, y), (55)
Bψ(x, y) ≥ Bψ(x, xw). (56)
where xw = (1− w)x+ wy.
Proof. If w = 0 or 1, then (55) and (56) hold trivially. In the following, assume
w ∈ (0, 1). To show (55), direct calculation yields
Bψ(x, y)− Bψ(xw, y) = ψ(x)− ψ(xw)− (x− xw)T∂ψ(y)
= Bψ(x, x
w) + (x− xw)T{∂ψ(xw)− ∂ψ(y)}
= Bψ(x, x
w) +
w
1− w (x
w − y)T{∂ψ(xw)− ∂ψ(y)}.
Hence (55) follows because (xw − y)T{∂ψ(xw) − ∂ψ(y)} is the symmetrized Bregman
divergence between xw and y. From the preceding equations, we see
Bψ(x, y)− Bψ(x, xw) = Bψ(xw, y) + w
1− w (x
w − y)T{∂ψ(xw)− ∂ψ(y)}.
Hence (56) follows because (xw − y)T{∂ψ(xw)− ∂ψ(y)} ≥ 0 again. 
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8.2 Proofs of results in Section 3
Proof of Proposition 2. Denote by ∂†f the set of all sub-gradients of f . For any
u ∈ Rm−1+ and s = ∂f(u) ∈ ∂†f(u), Fenchel’s conjugacy property implies that f ∗(s) =
uTs− f(u) and hence s ∈ dom(f ∗). Moreover, we have
m∑
j=1
ηjLf2(j, u) =
m−1∑
j=1
ηj(−∂jf(u)) + ηm(uT∂f(u)− f(u))
=
m−1∑
j=1
(−ηjsj) + ηmf ∗(s) =
m∑
j=1
ηjLf (j, s).
Therefore,
inf
u∈R
m−1
+
{
m∑
j=1
ηjLf2(j, u)
}
≥ inf
s∈dom(f∗)
{
m∑
j=1
ηjLf (j, s)
}
= Hf(η).
Next, we show the reverse inequality. For any η ∈ ∆m, denote uη = (η1/ηm, . . . , ηm−1/ηm)T
and sη = ∂f(uη) ∈ ∂†f(uη). Then
Hf(η) = −ηmf(uη) = −ηm
{
m−1∑
j=1
uηjs
η
j − f ∗(sη)
}
=
m−1∑
j=1
(−ηjsηj ) + ηmf ∗(sη) =
m−1∑
j=1
ηj(−∂jf(uη)) + ηm(uηT∂f(uη)− f(uη)),
where Fenchel’s conjugacy property, uηTsη = f(uη)+f ∗(sη), is used in the last equalities
on the first and second lines. Hence Hf(η) ≥ infu∈Rm−1+ {
∑m
j=1 ηjLf2(j, u)}. 
Proof of equation (19). By definition, Hf(q) = −qmf(q1/qm, . . . , qm−1/qm). The
sub-gradient of −Hf can be calculated as
−∂jHf(q1, . . . , qm) =

 ∂jf(u
q), if j ∈ [m− 1],
f(uq)−∑m−1j=1 qjqm∂jf(uq), if j = m,
where uq = (q1/qm, . . . , qm−1/qm)
T. Substituting these expressions intoHf(q)−
∑m
j=1(qj−
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ηj)∂jHf(q) yields the second equality in Eq. (19):
Hf(q)−
m∑
j=1
(qj − ηj)∂jHf(q)
= −qmf(uq) +
m−1∑
j=1
(qj − ηj)∂jf(uq) + (qm − ηm)
{
f(uq)−
m−1∑
j=1
qj
qm
∂jf(u
q)
}
= −
m−1∑
j=1
ηj∂jf(u
q) + ηm
{
−f(uq) +
m−1∑
j=1
qj
qm
∂jf(u
q)
}
.

8.3 Proofs of results in Section 4
Proof of equation (23). By manipulating the summation, we have
Lpw,sf0 (j, q) =
∑
l,k∈[m],k 6=l
[
−1k(j)∂f0(qk
ql
) + 1l(j)
{
qk
ql
∂f0(
qk
ql
)− f0(qk
ql
)
}]
=
∑
l∈[m]
∑
k∈[m],k 6=l
{
−1k(j)∂f0(qk
ql
)
}
+
∑
k∈[m]
∑
l∈[m],l 6=k
1l(j)
{
qk
ql
∂f0(
qk
ql
)− f0(qk
ql
)
}
=
∑
l∈[m],j 6=l
{
−∂f0(qj
ql
)
}
+
∑
k∈[m],j 6=k
{
qk
qj
∂f0(
qk
qj
)− f0(qk
qj
)
}
,
which yields the desired result. 
Proof of Proposition 4. The scoring rules are obtained directly from Proposition 3.
First, we show the three limits of Hβ for β = 0, 1,∞.
(i) Rewrite Hβ(q) as
Hβ(q) =
exp{ 1
β
log(1 +
∑m
j=1(q
β
j −1)
m
)} −m− 1β
m−1 −m− 1β
.
Using log(1 + x)/x→ 1 as x→ 0, we have
lim
β→0+
Hβ(q) = lim
β→0+
exp{
∑m
j=1(q
β
j −1)
βm
} −m− 1β
m−1 −m− 1β
= m
(
m∏
j=1
qj
) 1
m
,
where the last step holds because limβ→0+(q
β
j − 1)/β = log qj by L’Hopital’s rule.
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(iii) Rewrite Hβ(q) as
Hβ(q) =
exp{ 1
β
log(
∑m
j=1 q
β
j )} − 1
exp{( 1
β
− 1) logm} − 1 .
Using (ex − 1)/x→ 1 as x→ 0, we obtain
lim
β→1
Hβ(q) = lim
β→1
log(
∑m
j=1 q
β
j )
(1− β) logm.
Applying L’Hopital’s rule yields
lim
β→1
Hβ(q) = lim
β→1
−∑mj=1 qβj log qj
(logm)(qβ1 + · · ·+ qβm)
=
−∑mj=1 qj log qj
logm
.
(iv) The result follows from the standard limit of Lp-norm, limp→∞ ‖x‖p = ‖x‖∞,
where ‖x‖p = (
∑m
j=1 |xj |p)1/p and ‖x‖∞ = maxj∈[m] |xj| for x ∈ Rm.
Finally, we show that the composite loss L
r
β(j, q
h) is convex in h for β ∈ [0, 1]. The
case β = 0 or 1 can be verified directly, corresponding to the simultaneous exponential
or likelihood composite loss. For β ∈ (0, 1), the unscaled composite loss Lβ(j, qh) is
Lβ(j, q
h) =
{
1 +
∑
i 6=j
exp(β(hi − hj))
} 1
β
−1
.
It suffices to show that for β ∈ (0, 1), the function
g(x) =
{
1 +
m−1∑
i=1
exp(βxi)
} 1
β
−1
is convex in x ∈ Rm−1. Rewrite g(x) as
g(x) = exp
[(
1
β
− 1
)
log
{
1 +
m−1∑
i=1
exp(βxi)
}]
.
Note that log{1 +∑m−1i=1 exp(βxi)} is convex in x (Boyd & Vandenberghe 2004, Ex-
ample 3.14). The convexity of g(x) follows by the scalar composition rule in Boyd &
Vandenberghe (2004, Section 3.2.4). 
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8.4 Proofs of results in Section 5
Proof of Lemma 2. Note that f cw(t) = maxk∈[m] (−CTk t˜), that is, the maximum of m
functions −CT1 t˜, ...,−CTmt˜. By a direct extension of Eq. (1) in Bot & Wanka (2008) to
allow multiple functions, we have
f cw∗(s) = min
λ∈∆m
f ∗λ(s),
where fλ = −(Cλ)Tt˜. For each λ ∈ ∆m, direct calculation yields
f ∗λ(s) = sup
t∈Rm−1+
{
st+ (Cλ)Tt˜
}
=

 (Cλ)m, if sj ≤ −(Cλ)j , j ∈ [m− 1],∞, otherwise.
The desired result then follows. 
Proof of Lemma 3. We need to show that for η ∈ ∆m,
Hcw(η) = inf
λ∈∆m
{
m−1∑
j=1
ηj(Cλ)j + ηm(Cλ)m
}
.
Although this can be directly established, we give a proof based on Proposition 1. In
fact, applying Proposition 1 with f = f cw yields
Hcw(η) = inf
s∈dom(fcw∗)
{
m−1∑
j=1
ηj(−sj) + ηmf cw∗(s)
}
For each s ∈ dom(f cw∗), there exists some λs ∈ ∆m such that sj ≤ −(Cλs)j , j ∈ [m− 1]
and hence by Lemma 2,
m−1∑
j=1
ηj(−sj) + ηmf cw∗(s) ≥
m−1∑
j=1
ηj(Cλ
s)j + ηm(Cλ
s)m.
Therefore,
Hcw(η) ≥ inf
λ∈∆m
{
m−1∑
j=1
ηj(Cλ)j + ηm(Cλ)m
}
.
The reverse inequality can be obtained by using the fact that for each λ ∈ ∆m, the
vector sλ is contained in dom(f cw∗) with sλj = −(Cλ)j . 
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Proof of Proposition 5. We need to show that for η ∈ ∆m,
Hcw(η) = inf
τ∈Rm−1
{
m∑
j=1
ηjL
cw3(j, τ)
}
. (57)
In fact, Lemma 3 implies that for η ∈ ∆m,
Hcw(η) = inf
λ∈∆m
{
m∑
j=1
ηjL
cw2(j, λ)
}
,
where by definition
Lcw2(j, λ) =

 (Cλ)j = cjmλm +
∑
k∈[m−1],k 6=j cjkλk, if j ∈ [m− 1],
(Cλ)m =
∑
k∈[m−1] cmkλk, if j = m,
(58)
It suffices to show that
(i) Lcw3 is an extension of Lcw2 from ∆m to R
m−1, and
(ii) the minimum in (57) is achieved at τ ∈ Rm−1 such that τ˜ ∈ ∆m, where τ˜ =
(τ1, . . . , τm−1, 1−
∑m−1
k=1 τk)
T.
For the extension in (i), Lcw2(j, λ) is considered a function of j and (λ1, . . . , λm−1)
T, with
λm = 1−
∑m−1
j=1 λj, such that λ ∈ ∆m.
Result (i) is immediate by comparison of (30) with (58). For any τ ∈ Rm−1 such
that τ˜ ∈ ∆m, we have τk+ = τk for k ∈ [m − 1], τ (j)m+ = τ (j)m = 1 −
∑
k∈[m−1] τk for any
j ∈ [m− 1], and hence Lcw3(j, τ) = Lcw2(j, τ˜ ) for j ∈ [m− 1] or j = m.
For result (ii), we distinguish two cases. First, we show that for any τ ∈ Rm−1 with
one or more negative components and j ∈ [m],
Lcw3(j, τ ′) ≤ Lcw3(j, τ), (59)
where τ ′ is obtained from τ by setting all negative components of τ to 0. In fact, by
examining (30), we have Lcw3(m, τ ′) = Lcw3(m, τ), because τ ′k+ = τk+ for each k ∈
[m− 1]. Moreover, Lcw3(j, τ ′) ≤ Lcw3(j, τ), by noting that τ ′j ≥ τj and (τ ′)(j)m ≤ τ (j)m for
j ∈ [m− 1], where (τ ′)(j)m is defined by (31) with τ replaced by τ ′.
Second, we show that for any τ ∈ Rm−1+ (i.e., all components of τ are nonnegative)
with
∑m−1
k=1 τk > 1 and j ∈ [m],
Lcw3(j, τ ′′) ≤ Lcw3(j, τ), (60)
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where τ ′′ = (τ ′′1 , . . . , τ
′′
m−1)
T ∈ Rm−1+ with τ ′′k = (τk − b)+ and b > 0 chosen such that∑m−1
k=1 τ
′′
k = 1. This choice of b exists, because
∑m−1
k=1 (τk−b)+ is continuous in b, attaining
a value > 1 at b = 0 but a value < 1 at a sufficiently large b. By examining (30),
we have Lcw3(m, τ ′′) ≤ Lcw3(m, τ) because τ ′′k ≤ τk for each k ∈ [m − 1]. Moreover,
Lcw3(j, τ ′′) ≤ Lcw3(j, τ) for j ∈ [m − 1], by noting that (τ ′′)(j)m = 1 −∑k∈[m−1] τ ′′k = 0,
τ
(j)
m = 1−∑k∈[m−1] τk < 0, and hence (τ ′′)(j)m+ = τ (j)m+ = 0.
By combining the preceding two steps, the minimum in (57) is achieved at some
τ ∈ Rm−1+ with
∑m−1
k=1 τk ≤ 1, that is, satisfying τ˜ ∈ ∆m. 
Proof of Proposition 7(i). Note that HLcw(η) = HLcw3(η) by Proposition 5. Then
inequality (34) is equivalent to
1
m
RLcw(η, τ
†) +
m− 1
m
HLcw(η) ≤ RLcw3(η, τ), (61)
where τ † = (τ1, . . . , τm−1, 1−
∑m−1
k=1 τk+)
T. We distinguish three cases.
In the first case, suppose that τ ∈ Rm−1 with one or more negative components. We
show that for any η ∈ ∆m,
RLcw(η, τ
′†) = RLcw(η, τ
†), RLcw3(η, τ
′) ≤ RLcw3(η, τ),
where τ ′ is obtained from τ by setting all negative components of τ to 0. The second
inequality follows from (59) directly. To see the first equality, note that a maximum
component among τ † = (τ1, . . . , τm−1, τ
†
m)
T must be positive; otherwise, τj ≤ 0 for
each j ∈ [m − 1] and hence τ †m = 1, a contradiction. A maximum component among
τ ′† = (τ ′1, . . . , τ
′
m−1, τ
′†
m)
T must also be positive. But for j ∈ [m − 1], we have τ ′j = τj
whenever τ ′j or τj is positive. Moreover, we have τ
′†
m = τ
†
m, regardless of the signs of
τ ′†m and τ
†
m, because τ
′
k+ = τk+ for each k ∈ [m − 1]. Therefore, argmaxj∈[m](τ ′)†j and
argmaxj∈[m]τ
†
j can be set to be same, and the first equality above holds.
In the second case, suppose that τ ∈ Rm−1+ (i.e., all components of τ are nonnegative)
with
∑m−1
k=1 τk > 1. We show that for any η ∈ ∆m,
RLcw(η, τ
′′†) = RLcw(η, τ
†), RLcw3(η, τ
′′) ≤ RLcw3(η, τ),
where τ ′′ = (τ ′′1 , . . . , τ
′′
m−1)
T ∈ Rm−1+ are defined as in Proof of Proposition 5. The second
inequality follows from (60) directly. To see the first equality, note that argmaxj∈[m](τ
′′)†j
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and argmaxj∈[m]τ
†
j must lie in the set [m− 1] because (τ ′′)†m = 1−
∑
k∈[m−1] τ
′′
k = 0 and
τ †m = 1−
∑
k∈[m−1] τk < 0. But the first m− 1 components of τ ′′, (τ ′′)†j = τ ′′j = (τj − b)+
for j ∈ [m− 1], are ordered in the same way as those of τ . Hence argmaxj∈[m](τ ′′)†j and
argmaxj∈[m]τ
†
j can be set to be same, and the desired equality holds.
From the preceding discussion, it suffices to show (61) in the third case where τ ∈
R
m−1
+ with
∑m−1
k=1 τ
†
k ≤ 1, and hence τ † = (τ †1 , . . . , τ †m−1, 1 −
∑
j∈[m−1] τ
†
j )
T ∈ ∆m. Let
k = argminj∈[m]η
TCj and l = argmaxj∈[m]τ
†
j . Then τ
†
l ≥ m−1 and
RLcw(η, τ
†) = ηTCl, HLcw(η) = η
TCk.
Moreover, direct calculation yields
RLcw3(η, τ) =
m∑
j=1
ηTCjτ
†
j ≥ τ †l ηTCl + (1− τ †l )ηTCk.
The right-hand side above is non-decreasing in τ †l because η
TCl ≥ ηTCk, and hence is no
smaller than its value at τ †l = m
−1, that is, the left-hand side of (61). 
Proof of equivalence between LLLW and LLLW2. Suppose that τk = (1+ γk)/m for
k ∈ [m − 1]. Then it is immediate LLLW2(m, τ) = LLLW(m, γ)/m. Moreover, because
0 =
∑m
k=1 γk = γm +
∑m−1
k=1 (mτk − 1), we have
1 + γm = m−m
m−1∑
k=1
τk.
Substituting this into the definition of LLLW and using 1 + γk = mτk for k ∈ [m − 1]
yields LLLW2(j, τ) = LLLW(j, γ)/m for j ∈ [m− 1]. 
Proof of Proposition 6. We need to show that for η ∈ ∆m,
Hzo(η) = inf
τ∈Rm−1
{
m∑
j=1
ηjL
zo4(j, τ)
}
. (62)
Similarly as in the proof of Proposition 5, it suffices to show that
(i) Lzo4 is an extension of Lzo2 from ∆m to R
m−1, and
(ii) the minimum in (62) is achieved at τ ∈ Rm−1 such that τ˜ ∈ ∆m, where τ˜ =
(τ1, . . . , τm−1, 1−
∑m−1
k=1 τk)
T.
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We use the following equivalent expressions for S
(j)
τ :
S(j)τ = max
{
0, τ˜j − 1,
−τ˜j(m−1)
m− 1 ,
−τ˜j(m−1) − τ˜j(m−2)
m− 2 , . . . ,
−τ˜j(m−1) − · · · − τ˜j(2)
2
}
. (63)
and, if m
(j)
τ ≥ 1,
S(j)τ = max
{
τ˜j − 1, max
m
(j)
τ ≤l≤m−2
−∑lk=1 τ˜j(m−k)
m− l
}
, (64)
where m
(j)
τ = #{k ∈ [m] : k 6= j, τ˜k ≤ 0}. The first expression is immediate because∑m
k=1 τ˜k = 1. The second expression follows because {τ˜j(m−k) : 1 ≤ k ≤ m(j)τ }, the
smallest m
(j)
τ components among τ˜ excluding τ˜j , are {τ˜k : τ˜k ≤ 0, k 6= j, k ∈ [m]}, and
−∑lk=1 τ˜j(m−k)/(m− l) is nonnegative and nondecreasing in 1 ≤ l ≤ m(j)τ .
Result (i) can be directly verified. For any τ ∈ Rm−1 such that τ˜ ∈ ∆m, we have
S
(j)
τ = 0 for j ∈ [m] by examining the expression (63), and hence Lzo4(j, τ) = Lzo2(j, τ˜ ) =
1− τ˜j for j ∈ [m] by the definitions (32) and (29).
For result (ii), we show that for any τ ∈ Rm−1 with one or more negative compo-
nents in τ˜ , there exists τ ′ = (τ ′1, . . . , τ
′
m−1)
T ∈ Rm−1 such that τ˜ ′ = (τ ′1, . . . , τ ′m−1, 1 −∑m−1
k=1 τ
′
k)
T ∈ ∆m and for j ∈ [m],
Lzo4(j, τ ′) ≤ Lzo4(j, τ). (65)
Then the minimum in (62) is achieved at some τ ∈ Rm−1 with τ˜ ∈ ∆m.
First, let τ ′′ = (τ˜ ′′1 , . . . , τ˜
′′
m−1)
T and τ˜ ′′ = (τ˜ ′′1 , . . . , τ˜
′′
m)
T with
τ˜ ′′j =

 τ˜j − b, if τ˜j ≥ 0,τ˜j + m+τm−τ b, if τ˜j < 0,
for j ∈ [m], wherem−τ = #{k ∈ [m] : τ˜k < 0} ≥ 1,m+τ = #{k ∈ [m] : τ˜k ≥ 0} = m−m−τ ,
and b > 0 is determined such that max{τ˜k + (m+τ /m−τ )b : k ∈ [m], τ˜k < 0} equals
min(0,min{τ˜k − b : k ∈ [m], τ˜k ≥ 0}). Then the following properties hold:
(a)
∑m
k=1 τ˜
′′
k =
∑m
k=1 τ˜k = 1.
(b) The ordering among components of τ˜ ′′ remains the same as that among τ˜ .
(c) If τ˜k ≤ 0 then τ˜ ′′k ≤ 0 for k ∈ [m].
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It can be shown that Lzo4(j, τ ′′) ≤ Lzo4(j, τ) for j ∈ [m], depending on the sign of τ˜j .
• Suppose τ˜j ≥ 0. Then m−τ ≤ m(j)τ by definition, and m(j)τ ≤ m(j)τ ′′ by property (c).
For m−τ ≤ l ≤ m− 2, by property (b),
1− τ˜ ′′j −
∑l
k=1 τ˜
′′
j(m−k)
m− l −
{
1− τ˜j −
∑l
k=1 τ˜j(m−k)
m− l
}
= −(τ˜ ′′j − τ˜j)−
∑m−τ
k=1(τ˜
′′
j(m−k) − τ˜j(m−k)) +
∑l
k=1+m−τ
(τ˜ ′′j(m−k) − τ˜j(m−k))
m− l
= b− m
+
τ b− (l −m−τ )b
m− l = 0.
By combining the preceding properties with (64),
Lzo4(j, τ) = max
{
0, 1− τ˜j + max
m
(j)
τ ≤l≤m−2
−∑lk=1 τ˜j(m−k)
m− l
}
, (66)
Lzo4(j, τ ′′) = max
{
0, 1− τ˜ ′′j + max
m
(j)
τ ′′
≤l≤m−2
−∑lk=1 τ˜ ′′j(m−k)
m− l
}
. (67)
we see that Lzo4(j, τ ′′) = Lzo4(j, τ).
• Suppose τ˜j < 0 and m−τ ≥ 2. Then 1 ≤ m−τ − 1 ≤ m(j)τ by definition, and
m
(j)
τ ≤ m(j)τ ′′ by property (c). For m−τ − 1 ≤ l ≤ m− 2, by property (b),
1− τ˜ ′′j −
∑l
k=1 τ˜
′′
j(m−k)
m− l −
{
1− τ˜j −
∑l
k=1 τ˜j(m−k)
m− l
}
= −(τ˜ ′′j − τ˜j)−
∑m−τ −1
k=1 (τ˜
′′
j(m−k) − τ˜j(m−k)) +
∑l
k=m−τ
(τ˜ ′′j(m−k) − τ˜j(m−k))
m− l
= −m
+
τ
m−τ
b−
(m+τ b− m
+
τ
m−τ
b)− (l −m−τ + 1)b
m− l = −
(
m+τ
m−τ
+ 1
)
b+
(m
+
τ
m−τ
+ 1)b
m− l < 0.
Hence Lzo4(j, τ ′′) ≤ Lzo4(j, τ) by the expressions (66)–(67).
• Suppose τ˜j < 0 and m−τ = 1. Then τ˜k ≥ 0 for k ∈ [m] and k 6= j, and hence
Lzo4(j, τ) = 1− τ˜j by (63). Moreover, τ˜ ′′j ≤ 0 and τ˜ ′′k ≥ −b for k ∈ [m] and k 6= j,
and hence by (63) applied to τ ′′,
Lzo4(j, τ ′′) ≤ 1− τ˜ ′′j + (m− 2)b/2
= 1− τ˜j − (m− 1)b+ (m− 2)b/2 ≤ Lzo4(j, τ).
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If τ˜ ′′ has no negative components, then τ˜ ′′ ∈ ∆m and (65) holds with τ ′ = τ ′′.
Otherwise, the preceding mapping from τ˜ to τ˜ ′′, denoted as F(·), can be iteratively
applied. Let τ˜ (0) = τ˜ and for i = 1, 2, . . ., if τ˜ (i−1) has one or more negative components,
then let τ˜ (i) = F(τ˜ (i−1)). It suffices to show that this process necessarily terminates after
finite steps. The final iteration τ˜ (i) has no negative components and hence τ˜ (i) ∈ ∆m.
The first m− 1 components of τ˜ (i) can be taken as the desired τ ′ in (65).
Denote the set of m−τ negative components of τ˜ (or equivalently the m
−
τ smallest
components of τ˜) as 0 > τ˜j1 ≥ . . . ≥ τ˜j,m−τ . By property (b), τ˜
(i)
j1 ≥ . . . ≥ τ˜ (i)j,m−τ remain
the smallest m−τ components of τ˜
(i) for each i ≥ 1. It suffices to show that τ˜ (i)j1 becomes
0 for a certain finite i ≥ 1. Then the number of negative components of τ˜ (i) decreases
to m−τ − 1 or smaller. Applying this argument repeatedly shows that τ˜ (i)j,m−τ necessarily
becomes 0 (or equivalently the number of negative components of τ˜ (i) decreases to 0) for
a certain finite i, hence proving the finite-termination of the iterations.
Return to the mapping from τ˜ to τ˜ ′′ = τ˜ (1). By the choice of b, τ˜ ′′j1 either equals 0
or τ˜ ′′k for some k ∈ [m] such that τ˜k ≥ 0 but τ˜ ′′k < 0. In the latter case, the number
of negative components of τ˜ ′′ increases to at least m−τ + 1. Applying this argument
repeatedly shows that τ˜
(i)
j1 necessarily equals 0 for some i ≤ m − m−τ . Otherwise, the
number of negative components of τ˜
(i)
j1 would be m, which contradicts the fact that all
the components of τ˜ (i) sum up to 1, by property (a). 
Proof of Proposition 7(ii). The main steps of the proof are similar as in the proof of
Proposition 7(i). First, note that HLzo(η) = HLzo4(η) by Proposition 6. Then inequality
(35) is equivalent to
1
m
RLzo(η, τ˜) +
m− 1
m
HLzo(η) ≤ RLzo4(η, τ). (68)
Second, for any τ ∈ Rm−1 with one or more negative components in τ˜ , there exists
τ ′ = (τ ′1, . . . , τ
′
m−1)
T ∈ Rm−1 such that τ˜ ′ = (τ ′1, . . . , τ ′m−1, 1 −
∑m−1
k=1 τ
′
k)
T ∈ ∆m and for
any η ∈ ∆m,
RLzo(η, τ˜
′) = RLzo(η, τ˜), RLzo4(η, τ
′) ≤ RLzo4(η, τ).
The second equality follows from (65) directly. Moreover, in the proof of (65), τ˜ ′ is
obtained from τ˜ by iteratively applying the mapping F(·) from τ˜ to τ˜ ′′. By property
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(b), the ordering among components of τ˜ is preserved (although not strictly preserved)
under the mapping. Hence argmaxj∈[m]τ˜
′′
j and, through iterations, argmaxj∈[m]τ˜
′
j can all
be set to be same as argmaxj∈[m]τ˜j . The first equality holds.
Finally, it suffices to show (68) for τ ∈ Rm−1 with τ˜ ∈ ∆m. Let k = argmaxj∈[m]ηj
and l = argmaxj∈[m]τ˜j . Then τ˜l ≥ m−1. Direct calculation yields
RLzo4(η, τ) =
∑
j∈[m]
ηj(1− τj) = 1−
∑
j∈[m]
ηj τ˜j ,
and
1
m
RLzo(η, τ˜) +
m− 1
m
HLzo(η)
=
1
m
(1− ηl) + m− 1
m
(1− ηk) = 1−
(
1
m
ηl +
m− 1
m
ηk
)
.
Inequality (68) can be obtained by comparing the above two expressions:
∑
j∈[m] ηj τ˜j is
upper-bounded by ηlτ˜l + ηk(1− τ˜l), which is nonincreasing in τ˜l with ηl ≤ ηk, and hence
is no greater than its value at τ˜l = m
−1. 
8.5 Proofs of results in Section 6
Proof of Lemma 4. By definition,
RL˜(η, γ) =
∑
j∈[m]
ηjcjML(j, γ) +
∑
j∈[m]
ηj
∑
k∈[m],k 6=j
(cjM − cjk){L(k, γ)− 1}
=
∑
j∈[m]
ηjcjML(j, γ) +
∑
j∈[m]
ηj
∑
k∈[m],k 6=j
(cjM − cjk)L(k, γ)−D(η),
where D(η) =
∑
j∈[m]
∑
k∈[m],k 6=j ηj(cjM − cjk). By an exchange of indices j and k, the
second term above is
∑
k∈[m] ηk
∑
j∈[m],j 6=k(ckM − ckj)L(j, γ). Substituting this into the
preceding expression for RL˜(η, γ) yields
RL˜(η, γ) =
∑
j∈[m]
L(j, γ)η˜j −D(η) = (1Tmη˜)RL(˜˜η, γ)−D(η).
The generalized entropy from L˜ is
HL˜(η) = infγ
RL˜(η, γ) = (1
T
mη˜) inf
γ
RL(˜˜η, γ)−D(η) = (1Tmη˜)HL(˜˜η)−D(η).
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The desired result on BL˜(η, γ) then follows. 
Proof of Lemmas 5 and 6. The bound in Lemma 5 is a special case of Lemma 6 with
C = 1m1
T
m − Im. If η = (η1, η2, 0, . . . , 0)T and q = (1/2, 1/2, 0, . . . , 0)T, then the bound
becomes exact: Bzo(η, q) = |2η1 − 1| = |η1 − q1|+ |η2 − q2| with η1 + η2 = 1.
For Lemma 6, let l = argmaxj∈[m](C
T
j η) and k = argmaxj∈[m](C
T
j q), where C =
(C1, . . . , Cm) is a column representation of C. By definition, Cj = Cj −CM and CTj η =
CTMη − CTj η for j ∈ [m]. Direct calculation yields
Bcw(η, C
T
q) = RLcw(η, C
T
q)−Hcw(η)
= CTk η − CTl η = C
T
l η − C
T
kη.
Then Bcw(η, C
T
q) = C
T
l η − C
T
kη ≤ C
T
l η − C
T
l q + C
T
kq − C
T
kη because C
T
l q ≤ C
T
kq by
definition. Hence Bcw(η, C
T
q) ≤ |CTl η − C
T
l q|+ |C
T
kq − C
T
kη| ≤ ‖C
T
(η − q)‖∞2. 
Proof of Proposition 8. Note that Lcw(j, γ) = L˜zo(j, γ) by direct calculation. Apply-
ing Lemma 4 to L and Lzo shows that for any η, q ∈ ∆m,
BL˜(η, q) = (1
T
mη˜)BL(˜˜η, q), (69)
Bcw(η, q) = (1Tmη˜)B
zo(˜˜η, q), (70)
where η˜ and ˜˜η are defined as in Lemma 4. The desired result then follows because
Bzo(˜˜η, q) ≤ ‖˜˜η− q‖∞2 by Lemma 5, ψq(‖˜˜η− q‖∞2) ≤ BL(˜˜η, q) by definition, and ψq(·) is
nondecreasing. 
Proof of Corollary 2. Applying (47) with C0 = 1m and η replaced by ˜˜η yields
ψ
(
Bzo(˜˜η, q)
) ≤ BL(˜˜η, q).
Combining this with (69) and (70) gives the desired result. 
Proof of Proposition 9. The desired result is obtained by combining the following
observations: Bcw(η, C
T
q) ≤ ‖CT(η−q)‖∞2 by Lemma 6, ψCq (‖C
T
(η−q)‖∞2) ≤ BL(η, q)
by definition, and ψCq (·) is nondecreasing. 
Proof of inequality (45). For any w ∈ Wη,q, argmaxj∈[m](CTj qw) can be set to be same
as argmaxj∈[m](C
T
j q) and hence B
cw(η, C
T
qw) = Bcw(η, C
T
q). Then inequality (44) with
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q replaced by qw shows that ψCqw(B
cw(η, C
T
q)) ≤ BL(η, qw). The desired result then
follows because BL(η, q
w) ≤ BL(η, q) by the representation of BL(η, q) as the Bregman
divergence (8) and inequality (56) in Lemma 7. 
Proof of Corollary 3. By the representation of BL(η, q) as the Bregman divergence
(8) and inequality (55) in Lemma 7, ψCq (t) in Proposition 9 can be equivalently defined
with η′ ∈ ∆m restricted such that ‖CT(η′ − q)‖∞2 = t.
We distinguish three cases. Let k = argmaxj∈[m](C
T
j q). First, if C
T
kq > 1
T
mC
T
q/2
and C
T
kη > 1
T
mC
T
η/2, then k = argmaxj∈[m](C
T
j η) and hence B
cw(η, C
T
q) = 0 and (46)
holds trivially. Second, if C
T
kq > 1
T
mC
T
q/2 and C
T
kη ≤ 1TmC
T
η/2, then (45) holds with
some w ∈ Wη,q such that CTkqw = 1TmC
T
qw/2 and hence maxj∈[m](C
T
j q
w) = 1TmC
T
qw/2,
because C
T
kq
w/(1TmC
T
qw) is continuous in w ∈ [0, 1], while taking a value ≤ 1/2 at w = 0
and > 1/2 at w = 1 by assumption. Third, if C
T
kq ≤ 1TmC
T
q/2, then (45) holds with
w = 1 ∈ Wη,q. In the latter two cases, inequality (46) can be shown as follows:
ψC
(
Bcw(η, C
T
q)
)
≤ ψCqw
(
Bcw(η, C
T
q)
)
≤ BL(η, q).
The first inequality holds because ψC(t) ≤ ψCqw(t) with qw satisfying maxj∈[m](C
T
j q
w) ≤
1TmC
T
qw/2. The second inequality holds by (45) with w ∈ Wη,q. 
Proof of inequality (49). For η, q ∈ ∆2, we have ‖C0◦(η−q)‖∞2 = (c10+c20)|η1−q1|,
where η = (η1, η2)
T and q = (q1, q2)
T. Moreover, maxj=1,2(cj0qj) ≤ CT0 q/2 for q ∈ ∆2
leads to a single probability vector q = (c20, c10)
T/(c10 + c20). From these expressions,
ψC0(t) can be simplified as ψC0(t) = min{ψRW(−t), ψRW(t)}. 
Proof of Proposition 10. We use the fact that for a twice differentiable generalized
entropy HL, the Bregman divergence can be written as a double integral of a quadratic
form based on the Hessian matrix of ∇2HL:
BL(η, q) = −
∫ 1
0
∫ 1
0
(η − q)T∇2HL(q + ts(η − q))(η − q)t dsdt, η, q ∈ ∆m. (71)
Identity (71) follows from a second-order Taylor expansion with an integral remainder
for the univariate function HL(q + t(η − q)) with t ∈ [0, 1].
(i) By definition (5), the generalized entropy corresponding to the pairwise (sym-
metrized) loss L in (23) is HL(q) = −
∑m
i=1
∑
j 6=i qif0(qj/qi). See also Appendix Table 1.
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The first-order and second-order derivatives of H(q) are
∂H
∂qi
= −
∑
j 6=i
{
f0(
qj
qi
)− qj
qi
f ′0(
qj
qi
) + f ′0(
qi
qj
)
}
,
∂2H
∂q2i
= −
∑
j 6=i
{
q2j
q3i
f ′′0 (
qj
qi
) +
1
qj
f ′′0 (
qi
qj
)
}
,
∂2H
∂qj∂qi
=
qj
q2i
f ′′0 (
qj
qi
) +
qi
q2j
f ′′0 (
qi
qj
), j 6= i.
By the relationship w(q1) = f
′′
0 (u
q)/q32, we obtain f
′′
0 (u
q) = 22νqν−11 q
ν+2
2 from w(q1) =
22νqν−11 q
ν−1
2 . Then the quadratic form −xT∇2HL(η˜)x with x = η− q and η˜ = q+ ts(η−
q) ∈ ∆m can be written as
−xT∇2HL(η˜)x =
m∑
i=1
m∑
j=1
[{
η˜2j
η˜3i
f ′′0 (
η˜j
η˜i
) +
1
η˜j
f ′′0 (
η˜i
η˜j
)
}
x2i −
{
η˜j
η˜2i
f ′′0 (
η˜j
η˜i
) +
η˜i
η˜2j
f ′′0 (
η˜i
η˜j
)
}
xixj
]
= 22ν
m∑
i=1
m∑
j=1
(η˜iη˜j)
ν
(η˜i + η˜j)2ν+1
(η˜
1
2
j η˜
− 1
2
i xi − η˜
1
2
i η˜
− 1
2
j xj)
2.
With ν ≤ 0, note that (η˜iη˜j)ν/(η˜i + η˜j)2ν+1 ≥ 2−2ν because η˜iη˜j ≤ 2−2(η˜i + η˜j)2 and
ηi + ηj ≤ 1 for each pair (i, j). Hence we have
−xT∇2HL(η˜)x ≥
m∑
i=1
m∑
j=1
(η˜
1
2
j η˜
− 1
2
i xi − η˜
1
2
i η˜
− 1
2
j xj)
2
= 2
{
(
m∑
i=1
η˜−1i x
2
i )(
m∑
j=1
η˜j)− (
m∑
i=1
xi)
2
}
≥ 2‖x‖21,
where the last inequality follows because (
∑m
i=1 η˜
−1
i x
2
i )(
∑m
j=1 η˜j) ≥ (
∑m
i=1 |xi|)2 by the
Cauchy–Schwartz inequality and
∑
i xi =
∑
i pi −
∑
i ηi = 0. Combining this lower
bound with (71) and integrating over s and t yield κL = 2.
(ii a) Suppose β ∈ [1/2, 1]. The generalized entropy corresponding to the simultaneous
loss L in (25) is H(q) = ‖q‖β. The first-order and second-order derivatives are
∂H
∂qi
= qβ−1i ‖q‖1−ββ ,
∂2H
∂q2i
= −(1 − β)(
∑
j 6=i
qβj q
β−2
i )‖q‖1−2ββ ,
∂2H
∂qi∂qj
= (1− β)(qjqi)β−1‖q‖1−2ββ , j 6= i.
55
The quadratic form −xT∇2HL(η˜)x with x = η − q and η˜ = q + ts(η − q) ∈ ∆m can be
written as
−xT∇2HL(η˜)x = 1− β
2
{
m∑
i=1
m∑
j=1
‖η˜‖1−2ββ (η˜iη˜j)β−1(η˜
1
2
j η˜
− 1
2
i xi − η˜
1
2
i η˜
− 1
2
j xj)
2
}
.
With β ∈ [1/2, 1) and hence β − 1 < 0, it holds that (η˜iη˜j)β−1 ≥ 22−2β by inverting
the inequality η˜iη˜j ≤ 2−2(η˜i + η˜j)2 ≤ 2−2. In addition, ‖η˜‖β is concave and attains the
maximum m1−1/β over ∆m when η˜i = 1/m for i ∈ [m]. Because 1 − 2β ≤ 0, it follows
that the minimum of ‖η˜‖1−2ββ over ∆m is m(1−1/β)(2β−1). Then the quadratic form is
lower bounded by
−xT∇2HL(η˜)x ≥ 1− β
2
m
(β−1)(2β−1)
β 22−2β
{
m∑
i=1
m∑
j=1
(η˜
1
2
j η˜
− 1
2
i xi − η˜
1
2
i η˜
− 1
2
j xj)
2
}
= (1− β)m (β−1)(2β−1)β 22−2β
{
(
m∑
i=1
η˜−1i x
2
i )(
m∑
j=1
η˜j)− (
m∑
i=1
xi)
2
}
≥ (1− β)m (β−1)(2β−1)β 22−2β‖x‖21,
where the last inequality follows similarly as in the proof of (i), by the Cauchy-Schwartz
inequality and
∑
i xi = 0. Integration of (71) with the preceding lower bound yields
κL = (1− β)m(1−1/β)(2β−1)22−2β.
(ii b) Suppose β ∈ (0, 1/2]. The generalized entropy, derivatives and quadratic form
remain the same as in (iia). With β ∈ (0, 1/2] and hence 1− 2β > 0, we have
‖η˜‖1−2ββ (η˜iη˜j)β−1 ≥ (η˜βi + η˜βj )
1−2β
β (η˜iη˜j)
β−1 =
{
(η˜iη˜j)
β
(η˜βi + η˜
β
j )
2
}1− 1
β
(η˜βi + η˜
β
j )
− 1
β ≥ 2 1β−1.
The first inequality holds trivially. The second inequality holds because 1 − 1/β < 0,
(ηiηj)
β ≤ 2−2(ηβi + ηβj )2, and (η˜βi + η˜βj )−1/β is lower bounded by 21−1/β. Similarly as in
(ii a), the quadratic form is lower bounded by
−xT∇2HL(η˜)x ≥ (1− β)2
1
β
−1
{
(
m∑
i=1
η˜−1i x
2
i )(
m∑
j=1
η˜j)− (
m∑
i=1
xi)
2
}
≥ (1− β)2 1β−1‖x‖21,
where the last inequality follows from the Cauchy-Schwartz inequality and
∑
i xi = 0.
Integration of (71) with the preceding lower bound yields κL = (1− β)21/β−1. 
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Table 1a: Examples of losses, dissimilarity functions, and generalized entropies
Name Loss L(j, q) Dissimilarity function f(t) Generalized Entropy H(η)
Two Class Loss
Likelihood −1{j=1} log q1 − 1{j=2} log q2 t log t− (t+ 1) log(t + 1) −η1 log η1 − η2 log η2
Exponential 1{j=1}
√
q2
q1
+ 1{j=2}
√
q1
q2
(
√
t− 1)2 −(√η1 −√η2)2
Calibrationa 1{j=1}
q2
2q1
+ 1{j=2}
1
2
(log q1
q2
− 1) −1
2
log t η2
2
log η1
η2
Calibrations 1{j=1}
1
2
(log q2
q1
+ q2
q1
− 1) + 1{j=2} 12(log q1q2 +
q1
q2
− 1) 1
2
(t log t− log t) 1
2
(η1 log
η2
η1
+ η2 log
η1
η2
)
Multi-class Pairwise Asymmetric
Likelihood 1{j∈[m−1]} log(1 +
qm
qj
) + 1{j=m}
∑m−1
i=1 log(1 +
qi
qm
)
∑m−1
i=1 {ti log ti − (1 + ti) log(1 + ti)} −
∑m−1
i=1 (ηm log
ηm
ηi+ηm
+ ηi log
ηi
ηi+ηm
)
Exponential 1{j∈[m−1]}(
√
qm
qj
− 1) + 1{j=m}
∑m−1
i=1 (
√
qi
qm
− 1) ∑m−1i=1 (√ti − 1)2 −∑m−1i=1 (√ηi −√ηm)2
Calibration 1{j∈[m−1]}
qm
2qj
+ 1{j=m}
∑m−1
i=1
1
2
(log qi
qm
− 1) −∑m−1i=1 12 log ti ∑m−1i=1 ηm2 log ηiηm
Multi-class Pairwise Symmetric
Likelihood
∑
i 6=j 2 log(1 +
qi
qj
) −∑mi=1∑j 6=i 2ti log(1 + tjti ) ∑mi=1∑j 6=i 2ηi log(1 + ηjηi )
Exponential
∑
i 6=j 2(
√
qi
qj
− 1) ∑mi=1∑j 6=i(√ti −√tj)2 −∑mi=1∑j 6=i(√ηi −√ηj)2
Calibration
∑
i 6=j
1
2
(log qi
qj
+ qi
qj
− 1) −∑mi=1∑j 6=i ti2 log tjti ∑mi=1∑j 6=i ηi2 log ηjηi
Multi-class Simultaneous
Lβ Family (m
1
β
−1 − 1)−1[{(1 +∑i 6=j( qiqj )β} 1β−1 − 1] −(m 1β−1 − 1)−1{1 +∑m−1i=1 tβi ) 1β − t•} (m 1β−1 − 1)−1{(∑mi=1 ηβi ) 1β − 1}
Pairwise Exp(β = 0) (
∏
i 6=j
qi
qj
)
1
m −m(∏m−1i=1 ti) 1m m(∏mi=1 ηi) 1m
Simulteneous Exp(β = 1
2
) (m− 1)−1∑i 6=j√ qiqj −(m− 1)−1{(1 +∑m−1i=1 √ti)2 − t•} (m− 1)−1{(∑mi=1√ηi)2 − 1}
Multinomial Lik(β = 1) −(logm)−1 log(qj) (logm)−1
∑m
i=1 ti log
ti
t•
−(logm)−1∑mi=1 ηi log ηi
Note: tm = 1 and t• =
∑m
i=1 ti. Calibrationa and Calibrations are the asymmetric and symmetric versions.
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Table 1b: Examples of losses and gradients
Name Gradients ∂
∂hl
L(j, qh)
Two Class Loss
Likelihood (1{j=1}q2 − 1{j=2}q1)(−1)1{l=1}
Exponential 1
2
(
1{j=1}
√
q2
q1
+ 1{j=2}
√
q1
q2
)
(−1)1{l=1}
Calibrationa
1
2
(
1{j=1}
q2
q1
+ 1{j=2} · 1
)
(−1)1{l=1}
Calibrations
1
2
{
1{j=1}
(
1 + q2
q1
)
+ 1{j=2}
(
1 + q1
q2
)}
(−1)1{l=1}
Multi-class Pairwise Asymmetric
Likelihood


−1{j=l} qmql+qm + 1{j=m}
ql
ql+qm
, l ∈ [m− 1]
1{j 6=l}
qm
qj+qm
+ 1{j=m}
∑m−1
i=1
qi
qi+qm
, l = m
Exponential


1
2
(− 1{j=l}√ qmql + 1{j=m}√ qlqm), l ∈ [m− 1]
1
2
(
1{j 6=l}
√
qm
qj
− 1{j=m}
∑m−1
i=1
√
qi
qm
)
, l = m
Calibration


1
2
(− 1{j=l} qmql + 1{j=m} · 1), l ∈ [m− 1]
1
2
(
1{j 6=l}
qm
qj
− 1{j=m} · (m− 1)
)
, l = m
Multi-class Pairwise Symmetric
Likelihood 2(1{j 6=l}
ql
ql+qj
− 1{j=l}
∑
i 6=l
qi
qi+ql
)
Exponential 2
(
1{j 6=l}
√
ql
qj
− 1{j=l}
∑
i 6=l
√
qi
ql
)
Calibration 1
2
(
1{j 6=l}
(
ql
qj
+ 1
)− 1{j=l}∑i 6=l (qiql + 1))
Multi-class Simultaneous
Lβ Family
1−β
m
1
β
−1
−1
(
∑m
i=1 q
β
i )
1
β
−2
(
1{j 6=l}q
β−1
j q
β
l − 1{j=l}
∑
i 6=l q
β−1
l q
β
i
)
Pairwise Exp(β = 0) 1
m
1{j 6=l}(
∏
i 6=j
qi
qj
)
1
m − m−1
m
1{j=l}(
∏
i 6=l
qi
ql
)
1
m
Simultaneous Exp(β = 1
2
) 1
2(m−1)
(
1{j 6=l}
√
ql
qj
− 1{j=l}
∑
i 6=l
√
qi
ql
)
Multinomial Lik(β = 1) 1
logm
(
1{j 6=l}ql + 1{j=l}(ql − 1)
)
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