Abstract-
I. INTRODUCTION
Nowadays the network is a vital part of any company and even became an important part of our daily life. Technology innovations brought us a facility to gather and share information, to communicate our ideas with others, the opportunity to work from home and other small gestures that have became part of everyday life and it would be impossible to survive without the Internet. The infrastructure behind the convenience, in most cases, are monitored to prevent possible failures and loses of performance. The causes can be a simple misconfiguration to attacks that can harm the system, among many other. One of the causes that may affect the operation of the network is an anomaly behavior, which has a focus on areas such as Network Traffic, Data Mining, Image Processing, Credit Card Transactions and other pointed in [1] . In [1] and [2] , the authors provide a structured and comprehensive overview of the research on anomaly detection summarizing other survey articles and discussing the importance and the applications in anomaly detection. The basis of the techniques and the manner how they are applied in some domains is described and the techniques are classified according to: Classification, Clustering, Nearest Neighboor, Statistical, Information Theoritic and Spectral. Still a challenge in anomaly detection, specially in the Network Traffic, is the identification of what could be considered an anomaly or not. In [3] , the authors present a benchmark suite for volume anomalies based on the parameters: shape, duration, intensity and target. Throught the four parameters a set of sixteen scenarios have been presented.
In our work is considered an anomaly anything that is outside a threshold range created using the Digital Signature of Network Segment (DSNS) generated through GBA tool (Automatic Backbone Management) presented in [4] and briefly described in section III. The threshold range adopted is described in section IV.
Clustering is a technique where it is possible to find hidden patterns that may exist in datasets and it is possible to infer better conclusions. Clustering techniques are applied in Data Mining and known as "vector quantization" when dealing with Speech and Image data [5] . The most popular Clustering algorithm is K-means (KM) because it can deal with a large amount of data [6] , is fast in most cases and it is simple to implement. The main basic idea is to partition the dataset into K clusters. Two weak aspects of KM are the sensitivity to initialization and the convergence to local optima [7] . To solve the initialization sensitivity Zhang proposed the K-Harmonic means (KHM) [8] , minimizing the harmonic mean average of all points of N in all centers of K. In section V the KHM is discussed in detail.
In the literature heuristic there are methods where the main advantage pointed out by the authors is the characteristic of not converging rapidly to local optima. Tabu Search, Simulated Annealing, Particle Swarm Optimization, Ant Colony Optimization are examples of such methods. Firefly Algorithm (FA) is a relatively new method developed by Yang [9] in 2008. FA is inspired by the behavior of fireflies, the intensity of the lights and the attraction are the keys to the proper functioning of the algorithm. In section VI the algorithm is described in more detail.
In this paper we proposed a hybrid data clustering algorithm based on KHM and FA, called Firefly Harmonic Clustering Algorithm (FHCA) described in section VII. Exploring the advantages of both algorithms to apply them to detect anomalies in real network traffic is possible to achieve a trade-off between the 90% true-positive rate and 30% false-positive rate.
In Section II some related works are discussed in the literature using heuristic, clustering and both techniques applied for detecting anomalies. Section III describes the GBA tool. Section IV describes the context anomaly adopted. Section V introduces KHM clustering. Section VI is relative to the Firefly Algorithm. Section VII is about the proposed algorithm. Section VIII presents the results achieved by the proposed algorithm. Section IX presents the conclusion and future improvements.
II. RELATED WORK
The anomaly detection receives special attention in Network Traffic, because it concern directly to quality and security of service provide to end-users, companies and other services are directly affected. In [10] is presented a survey on anomaly detection methods: statistical, based on classifier, machine learning and use of finite state machines. According to this classification, our model is based on a classifier, where the anomaly detection depends on the idea that normal characteristics behavior can be distinguished from abnormal behavior. Digital Signature of Network Segment (DSNS) generated by GBA (Automatic Backbone Management) tool is assumed as a normal traffic.
Techniques of clustering have the characteristic of grouping data objects into clusters, where the objects in each cluster are similar and different from others clusters. Through clustering it is possible to find new patterns in datasets that may need a new way to observe to make new . In [2] , the authors pointed out the ability to learn from the data set, without the need to describe the various anomalies types, resulting in a reduction of time spent in training. Two main approaches are training using raw data containing both regular and anomaly samples and training only by using regular data.
Traditional signature based on automatic detections methods compare the network data values with a set of attack signatures provided by experts. One weakness is the dependence of data being provided by human expert leading the system to detect previously known attacks. Hereupon, in [11] , the authors present an unsupervised anomaly detection, which trains on unlabeled data. Since the algorithm is designed to be general, the normalization is an important step of preparation of the training dataset. For each new data instance it computes the distance between it and each centroid of the clusters. The cluster presenting the shortest distance and if the distance is less than a adopted constant W (cluster width) then the instance is assigned to that cluster. The metric of distances is the Euclidean distance.
In [12] , the authors are preoccupied with the notion of distance-based outliers. The approach presented is based on the Euclidean distance of the k th nearest neighbor from a point O. Herewith, it is created a list of "degree of outliersness" of point O denoting the distances from k th neighbors. Ranking the list and assuming the top points as outliers they developed a highly efficient partition-based algorithm for mining outliers. Partitioning the input data set into disjoint subsets, and then cutting off entire partitions as soon as it is determined that they cannot contain outliers. This greedy approach results in substantial savings in computation.
In [13] , the authors use the concept of outliers to differentiate between normal and abnormal data. Random forest is a algorithm of classification and classifies the data set in trees. Each tree is constructed by a different bootstrap sample from the original data using a tree classification algorithm. After the forest is formed, a new object that needs to be classified is put down each of the tree in the forest for classification. Random forests algorithm uses proximities to find outliers whose proximities to all other cases in the entire data are generally small.
In [14] , the method concentrates on user commandlevel data and the authors proposed a system with hostbased data collection and processing. The reasons the author point to adopt clustering are: a cluster presenting low variance is efficiently represented by its center, with a constraint on the cluster support is possible to reduce noise and retain more relevant clusters and if the intra-cluster similarity threshold (i.e., the minimum acceptable similarity between a cluster's center and any other sequence assigned to it) is set high enough, some test sequences may remain unassigned. "ADMIT" as the authors called the system works basic in three steps: 1) data pre-processing, 2) clustering user sequences, and 3) cluster refinement. The authors method achieve detection rate as high as 80% and a false positive rate as low as 15.3%.
Clustering and heuristics to form a hybrid solution with better results is found in [15] where the authors make use of the Bee Algorithm to overtake the K-means (KM) local optima problem, but there is still the initialization problem. In [16] , the authors make use of Particle Swarm Optimization (PSO) and in [5] the authors use Simulated Annealing (SA), but the adopted clustering algorithm is the K-Hamornic Means (KHM).
The use of clusters and heuristics combined in the area of anomaly detection is also found in the literature. Lima [17] uses the PSO algorithm with the K-means clustering for detecting anomalies using as regular data the DSNS generated by BLGBA [4] . The system seeks to find the distances between points and their centroid, and for a given threshold value the system triggers alarms for the network administrator.
III. TRAFFIC CHARACTERIZATION
The first step to detect anomalies is to adopt a model that characterizes the network traffic efficiently, which represents a significant challenge due to the non-stationary nature of network traffic. Large networks traffic behavior is composed by daily cycles, where traffic levels are usually higher in working hours and are also distinct for workdays and weekends. So an efficient traffic characterization model should be able to trustworthily represent these characteristics. Thus, the GBA tool is used to generate different profiles of normal behavior for each day of the week, meeting this requirement. These behavior profiles are named Digital Signature of Network Segment (DSNS), proposed by Proença in [4] and applied to anomaly detection with great results in [18] .
Hence, the BLGBA algorithm was developed based on a variation in the calculation of statistical mode. In order to determine an expected value to a given second of the day, the model analyzes the values for the same second in previous weeks. These values are distributed in frequencies, based on the difference between the greatest G aj and the smallest S aj element of the sample, using 5 classes. This difference, divided by five, forms the amplitude h between the classes, h = (G aj − S aj )/5. Then, the limits of each L Ck class are obtained. They are calculated by L Ck = S aj + h * k, where C k represents the k class (k = 1 . . . 5). The value that is the greatest element inserted in the class with accumulated frequency equal or greater than 80% is included in DSNS.
The samples for the generation of DSNS are collected second by second along the day, by the GBA tool. The DSNS is generated for each day of the week. Figure  1 shows charts containing workdays and the weekend of monitoring of UEL network for the first week from August 2011. Data were collected from SNMP object tcpInSegs, at the University's Proxy server. The respective DSNS values are represented by the blue line, the collected data are represented in green and the red line is the collected data that surpasses the blue line.
In figure 1 , the network behavior is well captured by the DSNS and can be observed that the blue line follows close along all the day the green area representing the monitored network traffic. The work hours cycles from the workdays is captured and seen in with the increase of traffic volume at 7 a.m. in the beginning of the university (office hours and classes) and decreasing around 12 a.m. for the lunch break, increasing again near 2 p.m. At 6 p.m. the traffic volume decreases but as the university offers courses at night, the traffic maintain a volume until around 11 p.m. For the weekends, Saturday and Sunday present different behaviors from each other. On Saturday some courses or events may occur generating a traffic volume but less than the traffic volume during the workdays. On Sunday the most important thing is a peak occurred between 7 a.m. and 8 a.m. caused by the backup system.
Because the DSNS can highly represent the daily cycles for workdays and weekends it is an efficient traffic characterization model and adopted as regular behavior of the network for our proposed anomaly detection system.
IV. ANOMALY DESCRIPTION
In this section, we introduce a definition adopted in our context to create a template in order to compare the classified intervals by the algorithm, Firefly Harmonic Clustering Algorithm (FHCA). This template is generated using the Digital Signature of Network Segment (DSNS) described in section III.
The anomalies causes can arise from various situations as flash crowds, network elements failures, misconfigurations, outages and malicious attacks such as worms, DoS (Denial of Service) and DDoS (Distributed Denial of Service). In our scenario, the anomaly description is preocupied in describe flash crowds (involuntarily there is an increase in network traffic for a short period of time saturating the server-side resources [19] ), network elements failures, misconfigurations and outages which are situations that typically occur in the university campus.
Given d, which represents the Digital Signature of Network Segment (DSNS) data, it can be described as a vector with N positions, the position index is related to the timestamp of collect value and d(index) = the collected value. The J represents the value of the total lenght of intervals described as follows: J = N/∆, where ∆ is the hysteresis interval and N is the positions. For example, one day have 86400 seconds. As explained in section III, we collect data from every second throughout the day, N = 86400, and assuming intervals duration for anomaly analysis of ∆ = 300 seconds, we have J = 288 intervals in a single day. Lets d j be the vector of data values on the j-th interval. We can extend the analysis defining the concatenated vector d as:
with dimension of N × 1.
The parameter λ is a measure of the deviation level occurred in the DSNS. We can adopt a constant value based on prior knowledge of the network or using a statistical measure. In our work, λ is statistically characterized by:
where σ is the standard deviation of d j and max[] return the highest σ of all the DSNS intervals.
The real traffic must go through the DSNS on a different scale and certain deviation is tolerable. In figure  2 , the lines drawn represents the acceptable range created from DSNS. It is possible to observe that the traffic (red line) follows, in most of the time, the DSNS (blue line) and is inside the threshold range most of it. Depending on the network segment and the MIB objects collected data, the parameters may vary because of the volume. For example, on a HTTP server the traffic is measure by the IP address of destination and origin, and it is different from a Firewall, where all traffic passes before entering and/or leaving a network segment. As the volume passing Figure 2 . DSNS, the threshold range and real traffic of tcpInSegs SNMP object, on Web-Server of State University of Londrina.
by through the Firewall is larger than a HTTP server, the λ is different.
To determine if a d J is an anomaly or not, the equation 3 describes:
where J = N/∆. a(j) is a vector contain boolean values for each j th interval, resulting into the template used to compare against the results from the tested algorithms in section VIII.
The λ DOW N and λ UP are calculated by the equations 4:
We can observe that the presented threshold range can capture the normal variations of the traffic, classifying the intervals in regular and anomaly in a automatic and more precise manner. This generated template is used to compare to the intervals classified from the proposed anomaly detection system.
V. K-HARMONIC MEANS CLUSTERING
A method of unsupervised classification of patterns into groups is called Clustering. In analyzing the data, the clustering problem has combinatorially characteristic. The existing clustering techniques are classified according to some features: agglomerative vs. divisive, monothetic vs. polythetic, hard vs. fuzzy, deterministic vs. stochastic, incremental vs. non-incremental [20] . Another important aspect in clustering is the similarity measure that define how similar a given data x is to a cluster.
The K-means (KM) algorithm is a partitional centerbased clustering method and the popularity is due to simplicity of implementation and competence to handle large volumes of data. The similarity function adopted is the Euclidean distance described in equation 5.
The problem to find the K center locations can be defined as an optimization problem to minimize the sum of the Euclidean distances between data points and their closest centers, described in equation 6. To state the problem the following notations are used [5] :
where x is the data set to be clustered and c the centers. The KM randomly select k points and make them the initial centres of k clusters, then assigns each data point to the cluster with centre closest to it. In the second step, the centres are recomputed, and the data points are redistributed according to the new centres. The algorithm stop when the number of iterations is achieved or there is no change in the membership of the clusters over successive iterations [15] . One issue founded in KM is the initialization due to partitioning strategy, when in local density data results in a strong association between data points and centers [16] .
In [8] , Zhang proposed the K-Harmonic means (KHM), where the main idea is throught of the harmonic mean distance between a data point to all the centers. The author demonstrate that KHM is insensitive to the initialization of the centers due to the membership function (8) and weight function (9) . The KHM optimization function is presented in equation 7:
where p is an input parameter of KHM and assume p ≥ 2. In the harmonic mean, increasing the parameter p the value of x i − c j p , decreasing the value of 1 xi−cj p . The value of KHM converge to some value as p → ∞.
The KHM calculate the membership function (8) describing the proportion of data point x i that belongs to center c j :
increasing the parameter p in the membership function it give more weight to the points close to the center.
The weight function (9) defining how much influence data point x i has in re-computing the center parameters in the next iteration:
After calculating the membership function (8) and weight function (9) , the algorithm calculate the new center location described by:
The new center will be calculated depending on the x i and its m(c j |x i ) and w(x i ), if x 1 is closer to c 1 and far from c 2 , it will present a m(c 1 |x 1 ) > m(c 2 |x 1 ) and calculating the new center c 1 , x 1 will be more representative into the final answer for c 1 and less representative for c 2 .
The pseudocode of KHM is presented in Algorithm 1 [5] :
VI. FIREFLY ALGORITHM Firefly Algorithm (FA) was designed by Yang [9] in 2008. FA was developed based on the behavior of fireflies and the behavior of light emitted. Many biologists still debate the importance and usage of the flashes used by fireflies, but it is known that is used to attract partners for mating, some cases to attract future prey, often as a security mechanism. Some important features are the length of the Algorithm 1 K-Harmonic means 1. Initialize the algorithm with randomly choose the initial centers; 2. Calculate the objective function value according to equation (7); 3. For each data point xi compute the membership value according to equation (8); 4. For each data point xi, calculate the weight function according to equation (9); 5. For each center cj , recompute its location based on the equation (10); 6. Repeat steps 2-5 until KHM(x,c) does not change or predefined number of iterations; 7. Assign data point xi to cluster j with the biggest m(cj |xi).
brightness, the brightness level and rhythm. It is known that the brightness level of I is inversely proportional to the distance r, and I ∝ 1/r 2 , the brightness decreases with distance from the observer [21] .
The proposed algorithm follows three rules: 1) all fireflies are unisex and can attract and be attracted, 2) The attractiveness is proportional to the brightness by moving the firefly fainter toward the brighter, 3) The brightness is directly linked to the function of the problem treated.
Two important issues must be addressed: the variation of light intensity and the formulation of attractiveness. The author suggests a simplifying assumption that the attractiveness of a firefly is determined by its brightness, which in turn is associated with the objective function encoded. The pseudocode is presented in Algorithm 2 [21] :
T Initialize a population of fireflies x i (i = 1, 2, ..., n) Define light absorption coefficient γ while (t < MaxGeneration) for i = 1 : n all n fireflies for j = 1 : i all n fireflies Light intensity
Attractiveness varies with distance r via exp[−γr] Evaluate new solutions and update light intensity end for j end for i Rank the fireflies and find the current best end while Yang [9] based the movement and the distance, given two fireflies, i e j, the distance is given by:
and the attraction movement performed by the firefly i in relation to the brighter firefly j is describe by:
where the second term is the attraction and the third term is randomization with α being the randomization parameter. rand is a uniform distribution in [0, 1]. The author adopt values of β 0 = 1 and α ∈ [0, 1]. According to [9] , the emission intensity of light from a firefly is proportional to the objective function, i.e., I(x) ∝ f (x), but the intensity with which light is perceived by the firefly decreases with the distance between the fireflies. The agents in FA have adjustable visibility and more versatile in attractiveness variations, which usually leads to higher mobility and thus the search space is explored more efficiently, getting a better ability to escape local minimum or maximum [9] .
According to [9] , the emission intensity of light from a firefly is proportional to the objective function, i.e., I(x) ∝ f (x), but the intensity with which light is perceived by the firefly decreases with the distance between the fireflies. Thus, the perceived intensity of a firefly is given by: I(r) = I 0 e γr 2 , where I 0 is the intensity of light emitted, r is the Euclidean distance between i and j firefly, i being the bright and j the less bright; and γ the absorption coefficient. The attractiveness β of a firefly is defined by:
The agents in FA have adjustable visibility and more versatile in attractiveness variations, which usually leads to higher mobility and thus the search space is explored more efficiently, getting a better ability to escape local minimum or maximum [9] .
VII. PROPOSED ANOMALY DETECTION SYSTEM
This section present the proposed anomaly detection system based on a clustering optimized algorithm, Firefly Harmonic Clustering Algorithm (FHCA), which cluster the Digital Signature of Network Segment (DSNS) data and the network traffic samples. The intervals are classified according to the Alarm System Generator.
A. Firefly Harmonic Clustering Algorithm
Presented the K-Harmonic means (KHM) algorithm to clustering data in section V and the heuristic Firefly Algorithm (FA) in section VI, into this section will be discussed the implementation of Firefly Harmonic Clustering Algorithm (FHCA).
Merging and using the benefits of the two algorithms we propose the FHCA and applied it to the volume anomaly detection of network traffics. The first step is almost the same as presented in V, adding a step after (2), where we use the FA to optimize the equation 7.
The FHCA have a complexity of O(N KDM 2 ), where N = data points, K = number of centers, D = dimension and M = the population of fireflies, resulting in a quickly convergence due to the fact of the Firefly Algorithm to perform local and global search simultaneously. (KHM(x,c)) )
Calculate the objective function according to equation (7);
Move firefly i towards j in all d dimensions end if Attractiveness varies with distance Evaluate new solutions and update light intensity endFor j Compute the membership function (Equation (8)) Compute the weight function (Equation (9)) Recompute cj location based on the Equation (10); endFor i Rank the fireflies and find the current best end while
B. Alarm System Generator
Once the centroids are defined the classification part classify the intervals in anomalous or normal. The following steps described by the Algorithm 4. The parameter Λ describes a porcentage of acceptable points to exceed the distances diferences inside the analyzed interval. As we increase Λ the number of anomaly points increase, Λ ∈ [0, 1]. For example, if we assume ∆ = 300 and Λ = 0.2, it means that 60 points inside the interval can exceed the distance diferences between DSNS and traffic samples from its centroids and be considered a normal interval, but if 61 points exceed, the interval will be consider anomalous.
Algorithm 4 Alarm System Algorithm
The labeled intervals generated by the Alarm System are compared to the template generated by the Anomaly Description described in section IV.
VIII. RESULTS
To validate the proposed algorithm were real data collected from the Proxy server of the network environment from State University of Londrina (UEL) which receive traffic from 5,000 computers connected to its network. One week starting from 08/01/2011 (Monday) until 08/07/2011 (Sunday) and the MIB object tcpInSegs which represent the total number of segments received.
To measure if the proposed approach is feasible or not, the metrics adopted are classical and discussed in [22] . Changing the nomenclature to our context, the metric is composed of several variables: (16) Equation (14) describes how much of the interval pointed by the algorithm was classified wrongly. Equation (15) describes the successes of the proposed algorithm classifying the intervals. Equation (16) is the percentage of corrected data classified throughout all the data classified. The Receiver Operating Characteristics (ROC) graph is a technique to visualize the performance based on the parameters and demonstrated the better trade-off between false-positive rate and true-positive-rate.
For the KHM parameters, p = 2 and FA parameters, γ = α = 0, 2 and β 0 = 1 and the population, N = ∆/2. These parameters did not influence directly in the results for the cluster formation because the data dimension treated in our scenario is the volume (one SNMP object per scenario), D = 1. The number of cluster formed into the dataset is an important characteristic, aiming betters clusters and proposing an center based algorithm method we tested K = 2, 3 and 4. In figure 3 is presented the true-positive rate varying in ∆ intervals. K = 2 present the highest true-positive rate and low changing among the intervals.
The best result is achieved when K = 2, it can be explained by the average of the cluster might be low, resulting in a smaller number of objects associated and the clusters might be located far apart. An average result is achieved when K = 3. K = 1 was tested with reservations, our group believe that one group does not represent all the network traffic data comprehended in that timespace. K = 4 present the lower rates, meaning a poorly classification. For the following graphs and results, we assume K = 2. The figure 4 present the highest and lowest perfomance of the algorithm respectively. The parameter Λ of the Alarm System Generator is tested for [0,1]. As we increase Λ, the TPR also increase but the FPR increase as well. Higher the value of Λ more greedy the algorithm behaves accepting more points inside the interval to exceed a maximum amount resulting in intervals wrongly classified.
The first conclusion about the proposed method is the better perfomance in workdays. The real traffic does not follow a general rule and for different days we have different results, the 08/01 is a Monday and the 08/06 is a Saturday. As discussed in section III, it was expected a different behavior from workdays and weekend, therefore, the Alarm System Generator need to be refined for weekends behavior. In figure 5 is presented the overall ROC curve compose of the average of the results for the workdays only.
From figure 5 we can conclude that the presented algorithm achives a trade-off 80% TPR and around 20% FPR. From all the intervals anomalous the proposed algorithm classify 80% intervals right. Unfortunately, the algorithm classify 20% of the regular intervals as anomalous. Naturally the challenge in the anomaly detection is to increase the TPR and decrease the FPR, and our results prove to be promising.
As stated before, the overall ROC takes the workdays and weekends to calculate, where the workdays pull up the TPR and the weekends pull down the FPR. Our research show promises results, because our classification model present a 80% TPR, meaning that our model can classify the rights interval, and with a little bit more of refinement it is possible to form clusters more accurate, and increase our classification and in exchange, our FPR will decrease.
IX. CONCLUSIONS
In our work we proposed a new algorithm based on the merge of two algorithms: K-Hamornic means (KHM) and Firefly Algorithm (FA), named Firefly Harmonic Clustering Algorithm (FHCA). The FHCA utilizes the strength of KHM giving weight to members in calculating the centroids, circumventing the initialization problem present in center based clustering algorithm and exploits the search capability of FA in escaping local optima, resulting in better clusters.
Applying the FHCA to detect abnormalities in volume, the results achieved by the algorithm are satisfactory presenting high true-positive rates and low false-positive rates. The results present a true-positive rate above 80% and false-positive rates of nearly 20%. For workdays the algorithm results in better results than for the weekend, thus, the conditions to be consider an anomaly for the weekends and the parameters for the Alarm System Generator will be redesigned. The next step is to combine the power of FHCA with another technique, i.e., Principal Component Analysis (PCA) or Support Vector Machine (SVM) to use other objects collected from the same segment network to group the results adding more information to increase the precision to classify correctly the intervals. 
