Smoothing a topological manifold  by Pugh, Charles C.
Topology and its Applications 124 (2002) 487–503
Smoothing a topological manifold
Charles C. Pugh
Mathematics Department, University of California, Berkeley, CA 94720, USA
Received 8 January 2001; received in revised form 6 August 2001
Abstract
When can a topological manifold be smoothed—i.e., when does its (maximal) topological atlas
contain a smooth subatlas? In 1940, S.S. Cairns gave sufficient conditions for such a smoothing
[Ann. of Math. 41 (1940) 796–808], and in 1961 J.H.C. Whitehead perfected Cairns’ ideas; see
[Ann. of Math. 73 (1961) 154–211, especially p. 164]. Using dynamical systems methods, I give
a new proof of an improved Cairns–Whitehead Theorem. The improvement consists of a Lipschitz
bound expressing a numerical criterion for smoothability.
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1. Introduction
Throughout this paper M denotes a topological m-manifold embedded in Rm+k .
An affine k-plane N ⊂ Rm+k is transverse to M at p ∈M if, p ∈ N and locally M is
the graph of a Lipschitz function
h :N⊥(r)→N,
where N⊥(r) is the k-disc of radius r at p in the affine plane N⊥ ⊂Rm+k perpendicular to
N at p. See Fig. 1. The map H :x → x+h(x) is a graph chart for M at p. It sends N⊥(r)
homeomorphically onto a neighborhood of p in M . Since H and H−1 are Lipschitz, H is
a Lipeomorphism.
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Fig. 1. The local picture of a Lipschitz submanifold of Euclidean space.
Let G = G(k,m + k) denote the Grassmann of k-planes in Rm+k . A continuous map
N :M →G such that each affine plane p +N(p) is transverse to M at p is a transverse
field for M .
Theorem A (Cairns–Whitehead). If M has transverse field then it has an ambient
smoothing: it is Lipeomorphic to a nearby C∞ submanifold of Rm+k .
What makes the Cairns–Whitehead Theorem surprising is how close it comes to
contradicting the combination of results by Kervaire and Sullivan. Namely
• Kervaire [4]. There exists an unsmoothable manifold of dimension 10. Its atlas
contains no smooth subatlas.
• Sullivan [8]. Every manifold of dimension = 4 has an atlas whose overlaps are
Lipschitz.
By the Whitney Embedding Theorem [10], Kervaire’s manifold embeds as a closed,
Lipschitz submanifold K ⊂R21, which implies that in a neighborhood of each point there
is a continuous field of 11-planes transverse to K . It follows that there can be no general
way to patch together continuous local transverse fields to get a global one. Any such
patching destroys transversality somewhere. In fact it seems likely that there can be no truly
local-to-global proof of the Cairns–Whitehead Theorem, smoothing successively larger
pieces until all of the manifold is smooth. (See [7] for further discussions of smoothing.)
Instead we proceed to a proof Theorem A in two semi-global steps.
(a) From a given transverse field we construct a Lipschitz tubular neighborhood
retraction, and smooth it by convolution approximation.
(b) Thinking of the smoothed retraction f as a dynamical system, we apply [3] to get
an f -invariant section of the normal bundle, which we show has a C1 image M˜ , and
which is Lipeomorphic to M . The Whitney Smoothing Theorem [10] improves C1-
smoothness of M˜ to C∞-smoothness, and completes the proof thatM is smoothable.
As a byproduct of this dynamics proof we find a numerical criterion for smoothability
of M as follows.
Theorem B. M is smoothable if at each p ∈M there exists a local graph chart in which
M is the graph of a function with Lipschitz constant  0.18.
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The proof of Theorem A appears at the end of Section 3 and that of Theorem B in
Section 4. Theorem B has the following interpretations, also discussed in Section 4.
Theorem C. There is a “numerical barrier to smoothability” b > 0.18. Lipschitz embed-
dings of unsmoothable manifolds always have graph charts with Lipschitz constant > b.
Theorem D. If M is Lipschitz and the “modulus of discontinuity” of its tangent plane
field (which exists almost everywhere by Rademacher’s Theorem) is < 0.36 then M is
smoothable.
For simplicity we assume henceforth that the manifold M is compact. Also, all lengths
and norms refer to the fixed Euclidean structure of the ambient space Rm+k .
2. Lipschitz tubular neighborhoods
In this section we assume that N is a transverse field for M .
Proposition 2.1. It is no loss of generality to assume that N is Lipschitz.
Proof. N is a continuous map M →G where G = G(k,m+ k) is the Grassmann of k-
planes in Rm+k , and for each p ∈M , the affine plane p +N(p) is transverse to M at p.
Since G is a smooth manifold and M inherits a metric from Rm+k , it makes sense to speak
of M →G being Lipschitz. We want to approximate N by N ′ :M → G such that N ′ is
Lipschitz and N ′ is a transverse field for M .
Extend N to a continuous map N̂ :U →G where U is a neighborhood of M in Rm+k ,
and approximate N̂ by a smooth map N˜ :U →G. Let N ′ be the restriction of N˜ to M . It
is Lipschitz and approximates N . Openness of transversality implies that N ′ is transverse
to M . ✷
Proposition 2.2. Corresponding to a Lipschitz transverse field for M there is a Lipschitz
tubular neighborhood of M .
Proof. See [9, p. 157], [10, p. 118], or Fig. 2.
Fig. 2. The tubular neighborhood defined by the Lipschitz transverse k-plane field N .
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Fig. 3. The triangle qp1p2 in which θ = φ2 − φ1.
Let p1,p2 be distinct points of M near p0, and consider q ∈N(p1) ∩N(p2). We claim
that
ρ1 = |p1 − q| and ρ2 = |p2 − q|
are locally, uniformly bounded away from 0. See Fig. 3. The angles φ1 =  qp1p2 and
ψ2 =  qp2p1 are bounded away from 0 since N is transverse to M . Set φ2 = π − ψ2.
Since N is Lipschitz,
|φ2 − φ1| L|p2 − p1|
for some uniform positive constant L. By trigonometry
ρ2 = |p2 − p1|
∣∣∣∣ sinφ1sin(φ2 − φ1)
∣∣∣∣ | sinφ1|L ,
which provides a local positive lower bound for the radii of distinct, intersecting discs of
N . Compactness of M gives an r > 0 such that if p1 = p2 then N(p1,2r), N(p2,2r) are
disjoint. The neighborhood
N(2r)=
⋃
p∈M
N(p,2r)
is the tubular neighborhood of M and the map π :N(2r)→ M which collapses each
N(p,2r) to p is the tubular neighborhood retraction. It is Lipschitz because N is
Lipschitz. ✷
Fix a smooth bump function β :Rm+k → [0,∞) with support in the unit ball and
integral 1. For small ε > 0, the ε-convolution approximation to the tubular neighborhood
retraction π :N(2r)→M of Proposition 2.2 is
f (v)=
∫
Rm+k
π(v+ εu)β(u)du.
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Fig. 4. The Lipschitz structure of the tubular neighborhood of M .
f is well defined on N(r), smooth, and sends N(r) into itself. The degree to which f
approximates π is spelled out in the next two propositions.
Referring to Fig. 4 we fix p0 ∈M and set
X =N(p0)⊥, Y =N(p0).
This gives XY-coordinates on a neighborhood of p0 in Rm+k . In these coordinates,
p0 = (0,0).
We use XY-coordinates systematically, writing z = (x, y) as the coordinates of a point
p near p0. In particular, we write Df in block matrix form with respect to X× Y as
(Df )z =
[
A B
C K
]
,
A :X→X, B :Y →X,
C :X→ Y, K :Y → Y,
where dependence of A, B , C, K on z, ε, etc. is implicit.
Proposition 2.3. Under these hypotheses
(Df )z =
[
A B
C K
]
=
[
I + o(1) o(1)
O(1) o(1)
]
(1)
as z→ 0 and ε→ 0. That is, ‖A− Id‖⇒ 0, ‖B‖⇒ 0, ‖D‖⇒ 0 as z→ 0 and ε→ 0,
while ‖C‖ stays bounded.
Proof. The double arrows indicate uniform convergence with respect to p0 varying in M .
Step 1. For p1,p2 near p0 we use XY-coordinates to write
p1 = z1 = (x1, y1), p2 = z2 = (x2, y2),
π(p1)= ζ1 = (ξ1, η1), π(p2)= ζ2 = (ξ2, η2),
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and we claim that
,ζ =
[
,ξ
,η
]
=
[
,x
O(1),x
]
+ o(1),z (2)
as p1,p2 → p0. In this notation O(1),x is a vector in Y whose length tends to 0 no slower
than |,x|, while o(1),z is a vector whose length tends to 0 faster than |,z|. See Fig. 4.
The planes N(π(p1)) and N(π(p2)) are graphs of affine maps
Q1 :Y → X, Q2 :Y → X,
y → P1(y − y1)+ x1, y → P2(y − y2)+ x2,
where P1, P2 are linear. Since N is Lipschitz,
‖P2 − P1‖ L|,ζ | LLip(π)|,z| =O(1)|,z|
as z1, z2 → 0. Also, since Y =N(p0)
‖P1‖ + ‖P2‖ = o(1).
Near p0, M is the graph of a Lipschitz function h :X → Y and Lip(h) is uniformly
bounded. This gives two coordinate expressions for π , namely(
ξ,h(ξ)
)= π(z)= (Q(η), η).
Thus ξ =Q(h(ξ)), η= h(Q(η)), and
|,ξ −,x| = ∣∣P2(h(ξ2)− y2)− P1(h(ξ1)− y2)∣∣
 ‖P2‖
∣∣(h(ξ2)− y2)− (h(ξ1)− y1)∣∣+ ‖P2 − P1‖∣∣h(ξ1)− y1∣∣
= o(1){Lip(h)|,ξ | + |,y|}+O(1)|,z|o(1)
= o(1){Lip(h)Lip(π)+ 1+O(1)}|,z|
= o(1)|,z|
as z1, z2 → 0. Thus, ,ξ −,x is a vector in X whose length tends to 0 faster than |,z|.
This gives
,ξ −,x = o(1),z
as claimed. It is simple to estimate |,η| since
|,η| = ∣∣h(ξ2)− h(ξ1)∣∣=O(1)|,ξ | =O(1)|,x| + o(1),z.
But the estimate we want is subtler: the vector ,η ∈ Y should be the sum two vectors, one
whose length tends to zero no slower than |,x|, and the other whose length tends to zero
faster than |,z|. (It is a question of vectors, not just magnitudes.) There are two cases. If
2|,x| |,ξ | then O(1),ξ =O(1)(,ξ −,x), and hence
,η=O(1),ξ =O(1)(o(1),z)= 0+ o(1),z,
while if 2|,x| |,ξ | then
,η=O(1),ξ =O(1),x + 0.
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In either case ,η=O(1),x + o(1),z, which completes the proof of (2).
Step 2. We claim that (2) persists when f approximates π . That is,
,f =
[
,ξε
,ηε
]
=
[
,x
O(1),x
]
+ o(1),z (3)
as z1, z2 → 0 and ε → 0. This is an instance of the principle that convolution
approximation preserves a function’s good features.
,x , ,y , and ,z are unchanged under translation by εu, so we have from (2) that
,ξε =
∫ (
ξ(z2 + εu)− ξ(z1 + εu)
)
β(u)du
=
∫ (
,x + o(1),z)β(u)du
= ,x + o(1),z.
Similarly
,ηε =
∫ (
η(z2 + εu)− η(z1 + εu)
)
β(u)du
=
∫ (
O(1),x + o(1),z)β(u)du
= O(1),x + o(1),z,
which completes the proof of (3).
Step 3. The partial derivative matrices of f are the limits
A = lim
t→0
ξε(z+ t,x)− ξε(z)
t
, B = lim
t→0
ξε(z+ t,y)− ξε(z)
t
,
C = lim
t→0
ηε(z+ t,x)− ηε(z)
t
, K = lim
t→0
ηε(z+ t,y)− ηε(z)
t
so (1) follows from (3). ✷
Let a, b, c, k be the suprema of ‖A − idX ‖, ‖B‖, ‖C‖, ‖K‖ as z ranges over all
points near p0, p0 ranges over M , and ε ranges over all small positive numbers. By
Proposition 2.3 and compactness of M , the numbers a, b, k are small, and c is bounded.
Definition. The pair of points {z1, z2} is S-horizontal if, in the preceding notation, |,y|
S|,x|. Similarly, if |,x| δ|,y| then {z1, z2} is δ-vertical.
Proposition 2.4. Let S, δ > 0 be given and let z1, z2 be near p0. If {z1, z2} is S-horizontal
then {f (z1), f (z2)} is S′-horizontal where
S′ = c+ kS
1− a − bS .
If {z1, z2} is δ-vertical, let {z¯1, z¯2} be a δ-vertical pair such that z¯1 = f (z1) and {z¯2, f (z2)}
is S-horizontal. Then |,z¯| κ |,z| where
κ = (1+ δ)(Saδ+ Sb+ cδ+ k)
1− Sδ .
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Fig. 5. The effect of f on S-horizontals, shown dashed, and δ-verticals, shown dotted. The shaded
region is the cone of slope S around the X-plane through f (z2).
Remark. We tacitly assume that the denominators in the expressions for S′ and κ are
positive. In particular, Sδ < 1 implies that the S-horizontal and δ-vertical cones at p0 meet
only at p0. The proposition implies that if S > c and the constants a, b, k are small then
f preserves S-horizontality. In addition, if δ is small then κ < 1. This indicates that f
contracts vertically modulo S-horizontal “correction”. See Fig. 5.
Proof of Proposition 2.4. Suppose that {z1, z2} is S-horizontal. By Proposition 2.3 and
the Mean Value Theorem, the Y -components of f (z1) and f (z2) differ by at most
(c + kS)|,x|, while the difference of their X-components is at least (1 − a − bS)|,x|.
This gives the S′ estimate.
Now suppose that {z1, z2} is δ-vertical. The pair {f (z1), f (z2)} need not be δ-vertical,
but we translate f (z2) S-horizontally to correct this. Consider the affine cone at f (z2)
having slope S with respect to X × Y , and choose any z¯2 in it which is δ-vertical with
respect to f (z1) = z¯1. See Fig. 5. Writing z1 = (x1, y1), z2 = (x2, y2), f (z1) = z¯1 =
(x¯1, y¯1), f (z2)= (ξ2, η2), and z¯2 = (x¯2, y¯2) gives
|,y¯| = |y¯2 − y¯1| |y¯2 − η2| + |η2 − y¯1|
 S|ξ2 − x¯2| + c|,x| + k|,y|
 S
(|x¯2 − x¯1| + |x¯1 − ξ2|)+ (cδ+ k)|,y|
 S
(|,x¯| + a|,x| + b|,y|)+ (cδ+ k)|,y|
 Sδ|,y¯| + (Saδ+ Sb+ cδ+ k)|,y|.
Thus
|,y¯|
(
Saδ+ Sb+ cδ+ k
1− Sδ
)
|,y|,
which gives the κ estimate. ✷
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3. The graph transform and invariant sections
Consider a section of the Lipschitz normal bundle π :N(ρ)→M where 0 ρ < r . It is
a map σ :M → N(ρ) such that π ◦ σ is the identity map on M . (If ρ = 0, σ itself is the
identity map.)
As in the preceding section, let c be the bound on the shear term C of Df in (1). Choose
and fix S > 1+ c.
Definition. A section of the normal bundle has slope S if in the r-neighborhood of each
p0 ∈M , it is expressed with respect to the XY-coordinates at p0 as the graph of a Lipschitz
function with Lipschitz constant S. The set Σ =Σ(ρ,S) of all such sections is metrized
according to
d(σ1, σ2)= sup
{∣∣σ1(p)− σ2(p)∣∣: p ∈M}.
Proposition 3.1. Σ is complete with respect to d .
Proof. This is elementary. ✷
Proposition 3.2. If 0 < ε ρ < r  1 then f (the ε-convolution approximation to the
tubular neighborhood retraction π ) defines a natural graph transform f# :Σ(ρ,S) →
Σ(ρ,S), and f# is a contraction.
Proof. Choose δ so small that Sδ < 1 and also choose ε ρ < r so small that the resulting
smallness of a, b, k from Proposition 2.3 gives
(a) κ = (1+ δ)(Saδ+ Sb+ cδ+ k)
1− Sδ < 1.
(b) a + bS < 1.
(c) f (N(ρ))⊂N(ρ).
(d) For each p0 ∈M and each p in the r-neighborhood of p0, the co-slope of the normal
fiber N(p) through p, measured in the XY-coordinates at p0, is  δ.
(e) λ= k + (c+ kS)b
(1− a − bS)2 < 1.
Now consider σ ∈ Σ(ρ,S). A pair {z1, z2} in σ(M) near p0 is S-horizontal. By
Proposition 2.4 {f (z1), f (z2)} is also S-horizontal. Thus, h = π ◦ f ◦ σ :M → M is
locally injective. Since f approximates π , h is homotopic to the identity on M . Hence
it is a homeomorphism, and we see that f (σ(M)) is the image of a section that has slope
 S. It follows that f acts naturally on Σ = Σ(ρ,S) according to the graph transform
formula
f#σ(p)= f ◦ σ ◦ h−1(p), h= π ◦ f ◦ σ.
By Proposition 2.4, f# contracts Σ . For
|f#σ1 − f#σ2| κ |σ1 − σ2|. ✷
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Proposition 3.2 implies that there is a unique f#-fixed point σf ∈ Σ(ρ,S). Since
f (σf (M))= σf (M) one says that σf is an f -invariant section. Although σf is Lipschitz,
it has no hope of being C1 since the bundle of which it is a section is only Lipschitz.
Nevertheless
Proposition 3.3. Mf = imageσf = σf (M) is a C1 manifold.
Lemma 3.4. Let U ⊂ Rm be open and let g :U →Rk be Lipschitz. Suppose that U0 ⊂U
has full measure and
(a) The derivative of g exists at all points of U0.
(b) There is a continuous map G :U → L(Rm,Rk) such that for all u ∈ U0, (Dg)u =
G(u).
Then g is C1 and Dg =G.
Proof. This is multivariable calculus and the C1 Mean Value Theorem. ✷
Proof of Proposition 3.3. Following the method of [3] we first find a prospective tangent
bundle for Mf , and then verify that its planes actually are tangent to Mf .
Let H be an S-horizontal m-plane at p near p0. If H is expressed as the graph of an
affine map X→ Y whose linear part is L :X→ Y then Tpf (H) is the m-plane at f (p)
whose linear part is
L¯= (C +KL) ◦ (A+BL)−1.
By (e) above the inverse exists and the norm of L¯ is  S. If p → Hp is an S-horizontal
m-plane field defined over Mf (or over any f -invariant subset of Mf ) then its Tf -image is
another such plane field. (The field p →Hp need not be continuous, merely S-horizontal.)
Thus Tf acts naturally on the spaceH of all such H , say as (Tf )# :H→H, and contracts
by the factor λ. For∥∥(C +KL1) ◦ (A+BL1)−1 − (C +KL2) ◦ (A+BL2)−1∥∥
 k‖L1 −L2‖(1− a − bS)−1
+ (c+ kS)(1− a − bS)−1b‖L1 −L2‖(1− a − bS)−1
 λ‖L1 −L2‖.
Let Hf be the unique fixed point of Tf . Since (Tf )# sends the closed subspace H0 of
continuous H ’s into itself, Hf lies in H0.
We claim that Hf = T (Mf ). This certainly makes sense, since Mf is an f -invariant
m-submanifold and Hf is a Tf -invariant S-horizontal m-plane field over Mf , just like
T (Mf ) would be if it were known to exist.
There are several ways to check that Hf = T (Mf ). Here is the quickest. By
Rademacher’s Theorem [6] Mf has a tangent plane τp at every p ∈ Rf , where Rf is some
set of full m-dimensional measure in Mf . (Since Mf is locally the graph of a Lipschitz
function it makes sense to speak of sets having zero or full measure.) Clearly, any tangent
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plane to Mf that does exist is S-horizontal. Since Tf is non-singular on all S-horizontal
planes at points of Mf , f (Rf )⊂Rf , and
Tpf (τp)= τf (p).
Set R0 = ⋂n0 f n(Rf ). It has full measure. Then Hf |R0 and τ |R0 are both Tf -
invariant. By uniqueness they are equal. Therefore, τ is the restriction to R0 of a continuous
m-plane field. It follows that Mf is C1. For the issue is local, and we can apply
Lemma 3.4. ✷
Proof of Theorem A, the Cairns–Whitehead Theorem. Proposition 3.3 implies that M
is Lipeomorphic to a C1 manifold Mf . The Whitney Smoothing Theorem states that a C1
atlas contains a C∞ subatlas, in fact a real analytic one, so Mf is C1-diffeomorphic to a
smooth manifold M˜ . ✷
Remark. When M is non-compact, the same proof goes through if “ε→ 0” is interpreted
in the Whitney topology on the set of continuous positive functions defined on M .
Also, the smooth structure on M˜ is uniquely determined by N . For if M∗ is a second
ambient smoothing of M transverse to N then M∗ is a section of a smooth normal bundle
N˜ of M˜ , and consequently M∗ is diffeomorphic to M˜ .
4. Limited slope
Here we prove Theorem B, “A Lipschitz submanifold of Euclidean space is smoothable
if it can be covered by graph charts in which its slope is  0.18”.
We use the following centroid construction that arose as part of an extrinsic proof of
Cheeger’s Finiteness Theorem [2,5].
Let P1, . . . ,P> be m-planes in Rm+k (each contains the origin) and let w1, . . . ,w> be
associated non-negative weights with
∑
wi = 1. Set
T =
>∑
i=1
wiπi,
where πi is the orthogonal projection onto Pi . Let µ= maxi,j dm(Pi,Pj ) where dm is the
norm metric on the Grassmannian. (See Section 5.)
Theorem 4.1. If µ < ν = √1−√3/4 then T has no eigenvalue of modulus 1/2. Its
generalized eigenspace H with eigenvalues of modulus > 1/2 is an m-plane that serves as
a centroid of the >-tuple of weighted planes (P1,w1), . . . , (P>,w>). That is, H is a smooth
function of the planes and weights, and it satisfies
(a) H is independent of permutation of the weighted planes.
(b) If wi = 0 then H is determined by the remaining weighted planes.
(c) H is contained in the unit sector around each Pi .
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The proof of Theorem 4.1 involves only elementary geometric linear algebra and appears
in the next section.
Proof of Theorem B. Cover M by graph charts Ui such that M has slope  0.18 with
respect to Pi × P⊥i . If Ui ∩Uj = ∅ then
dm(Pi,Pj ) < ν =
√
1−√3/4,
since at almost every x ∈ Ui ∩Uj the tangent plane to M exists and
dm(Pi,Pj ) dm(Pi, TxM)+ dm(TxM,Pj ) 2× (0.18) < 0.366≈ ν.
Choose a partition of unity {βi} subordinate to {Ui}, and apply Theorem 4.1 to the weighted
planes Pi,βi(x). This gives a continuous m-plane field H(x) on M , and if βi(x) > 0 then
H(x) is contained in the unit sector Si(x) around Pi at x .
The continuous k-plane field N(x)=H(x)⊥ is transverse to M . For in the graph chart
Ui , N(x) is contained in the unit sector around P⊥i , while M is interior to Si(x). Since
N is continuous, smoothability is a consequence of Theorem A, the Cairns–Whitehead
Theorem. ✷
Since non-smoothable Lipschitz manifolds exist and embed as Lipschitz submanifolds
of Euclidean space, their slopes must be somewhere > 0.18. Thus there exists a numerical
barrier to smoothability b > 0.18, which is the meaning of Theorem C.
Problem. Determine b. I conjecture that b  1.
Limited slope can be interpreted as “limited discontinuity” in the following way. Since
M is locally the graph of a Lipschitz function, it has a tangent plane TpM at almost every
point p. We say that µ is a modulus of discontinuity of TM if
lim sup
|p−q|→0
dm(TpM,TqM) µ.
Theorem D asserts that if TM has modulus of discontinuity µ < 0.36 then it is
smoothable. The proof is an adaptation of the proof of Theorem B and is left to the reader.
5. Grassmannian centroids
In this section we present a centroid construction in the Grassmannian Gm = G(m,
m+ k) of m-planes in Rm+k . We begin by describing a natural, convenient “norm metric”
dm on Gm. For P,Q ∈Gm,
dm(Q,P)=
∥∥π⊥P ◦ πQ∥∥,
where π⊥P and πQ project Rm+k orthogonally onto P⊥ and Q. Thus dm(Q,P) is the
maximum distance from points u in the unit sphere of Q to the plane P . Equivalently
dm(Q,P)=max
u =0
sin θ(u),
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where u ∈Q and θ(u) is the non-negative angle between u and πP (u). Note that dm differs
from the Riemannian arc-length metric on Gm, even when m = k = 1 and G(1,2) is the
circle.
Proposition 5.1. dm is a metric and the complementation homeomorphism G(m,m +
k)→G(k,m+ k) is an isometry: dk(P⊥,Q⊥)= dm(P,Q).
Proof. This may be well known, but here is a proof anyway.
(a) It is clear that dm is positive definite.
(b) Since π⊥Q + πQ is the identity map on Rm+k , we have (for any P,Q,R ∈Gm)
dm(R,P ) =
∥∥π⊥P ◦ (π⊥Q + πQ) ◦ πR∥∥

∥∥π⊥P ∥∥∥∥π⊥Q ◦ πR∥∥+ ∥∥π⊥P ◦ πQ∥∥‖πR‖
 dm(R,Q)+ dm(Q,P),
which is the triangle inequality.
(c) Symmetry is the tricky property to check.
Case 1. Q ∩ P⊥ = 0. Then dm(Q,P) = 1, and Q + P⊥ has dimension < m + k. In
general
(X+ Y )⊥ =X⊥ ∩ Y⊥,
so (Q+P⊥)⊥ =Q⊥ ∩P has positive dimension. That is, Q⊥ ∩P = 0 and dm(P,Q)= 1.
Rewriting Q ∩ P⊥ = 0 as P⊥ ∩ Q⊥⊥ = 0 gives dk(P⊥,Q⊥) = 1 also. Applying
the preceding symmetry to the orthogonal complements gives dk(P⊥,Q⊥) = 1 =
dk(Q
⊥,P⊥), which completes the proof in case 1.
Case 2. Q∩P⊥ = 0=Q⊥ ∩P . Then for each non-zero u ∈Q we have
0 θ(u)=  (u,πP (u))< π/2.
Consider the point u′ ∈ [0, u] with u′ − πP (u) perpendicular to u. See Fig. 6. Then∣∣u′ − πP (u)∣∣= ∣∣πP (u)∣∣ sin θ(u).
Since πP projects Q onto P (in case 2) we have
Fig. 6. The point u′.
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Fig. 7. The point u.
dm(P,Q) = max
{
dist(v,Q)
|v| : v = 0 and v ∈ P
}
= max
{
dist(πP (u),Q)
|πP (u)| : u = 0 and u ∈Q
}
 max
u
|πP (u)− u′|
|πP (u)| =maxu sin θ(u)= dm(Q,P).
It remains to check that dk(Q⊥,P⊥)= dm(Q,P). Given a non-zero w ∈Q⊥, let ψ(w) be
the angle between w and π⊥P (w). Then
dk
(
Q⊥,P⊥
)=max
w
sinψ(w).
We claim that
sinψ(w) dm(Q,P).
If ψ(w) = 0 the claim is trivial, so we assume that ψ(w) > 0. Since w − πP (w) is
perpendicular to P , there is a unique u ∈Q on the the line through w and πP (w). It is non-
zero since ψ(w) = 0. See Fig. 7. Clearly, θ(u)= ψ(w). Since maxu sin θ(u)= dm(Q,P)
we get sinψ(w) dm(Q,P), as claimed, and therefore
dk
(
Q⊥,P⊥
)
 dm(Q,P).
Taking complements gives dm(Q,P) dk(Q⊥,P⊥), and we get equality. ✷
Corollary 5.2. For any P,Q ∈Gm,∥∥π⊥P ◦ πQ∥∥= ∥∥π⊥Q ◦ πP∥∥= ∥∥πP ◦ π⊥Q∥∥= ∥∥πQ ◦ π⊥P ∥∥.
In general, a centroider for a manifold V is a family of smooth maps
f> :V>→ V
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such that > ∈N and V> is a neighborhood of{
(p1,w1, . . . , p>,w>): p1 = · · · = p> and
∑
wi = 1
}
in (V × [0,∞))>. Thus, f> produces the centroid of the >-tuple of weighted points
(p,w)= (p1,w1, . . . , p>,w>) ∈ V>. It is natural to require that
(a) f> remains unchanged under permutation of the weighted points.
(b) If w1 = 0 then f>(p,w)= f>−1(p2,w2, . . . , p>,w>).
(c) If p1 = p2 then f>(p,w)= f>−1(p1,w1 +w2,p3,w3 . . . , p>,w>).
(d) f1(p,1)= p.
A simple method to construct a centroid is this: embed V in a Euclidean space and project
the Euclidean centroid of nearby points of V into V via the smooth tubular neighborhood
retraction. The drawback to this construction is its lack of a specific lower bound for the
inner radius of the neighborhood V>. Such a lower bound is part of Theorem 4.1, which we
now prove in the following form.
Theorem 5.3. If (P1,w1), . . . , (P>,w>) is a weighted >-tuple of m-planes in Rm+k , and if
for some m-plane P we have (for i = 1, . . . , >)∥∥π⊥P ◦ πi∥∥ µ< ν =
√
1−√3/4
then the operator
T =
>∑
i=1
wiπi
has no eigenvalue of modulus 1/2. (We write πi for πPi .) Its generalized eigenspace H
with eigenvalues of modulus > 1/2 is an m-plane contained in the unit sector around P ,
and it serves as a smooth centroid of (P1,w1), . . . , (P>,w>).
Proof. One may view P as an (> + 1)st m-plane whose weight is zero; its use makes
the notation simpler. The number ν solves the equation ν + ν2 = 1/2, so we have
µ+µ2 < 1/2. Choose λ with
µ+µ2 < λ< 1
2
.
Call X= P , Y = P⊥, and write T in block matrix form as
T =
[
A B
C D
]
,
A :X→X, B :Y →X,
C :X→ Y, D :Y → Y.
Observe that for v = (x, y) ∈X× Y we have
Ax − x = π ◦ T ◦ π(v)− π(v)= π ◦
(∑
wiπi −
∑
wi Id
)
◦ π(v)
= −
∑
wi π ◦ π⊥i ◦ π(v).
By Corollary 5.2
‖A− IdX ‖
∑
wi
∥∥π ◦ π⊥i ∥∥∥∥π⊥i ◦ π∥∥µ2.
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In the same way
‖B‖ µ, ‖C‖ µ, ‖D‖ µ2.
Now suppose that v lies in the unit sector S = {(x, y): |y| |x|} around X. Then∣∣π⊥(T v)∣∣ = |Cx +Dy| (µ+µ2)|x| λ|x|,∣∣πT (v)∣∣ = |Ax +By| (1−µ2)|x| −µ|y| (1− λ)|x|
which implies∣∣π⊥(T v)∣∣ λ
1− λ
∣∣π(T v)∣∣.
Thus, T carries S strictly inside itself.
With respect to the maximum norm |v|max =max(|x|, |y|), all vectors in S are expanded
by a factor  (1−µ−µ2) > 1− λ since
|T v|max
|v|max =
|(Ax +By,Cx +Dy)|max
|v|max =
|Ax +By|
|x| 
(
1−µ−µ2).
Likewise, if T v /∈ S then v /∈ S and
|T v|max
|v|max =
|(Ax +By,Cx +Dy)|max
|v|max =
|Cx +Dy|
|y|  µ+µ
2.
This implies that under T -iteration, norms of non-zero vectors in S grow uniformly faster
than (1 − λ)n, while vectors that never land in S grow uniformly slower than λn. Since
λ < 1/2 < 1− λ and T (S)⊂ S, all vectors are eventually of one type or the other, and T
has no eigenvalue of modulus 1/2. Thus Rm+k splits T -invariantly as L⊕H where L, H
are the generalized eigenspaces of T corresponding to eigenvalues with modulus < 1/2,
> 1/2. Under T n, vectors in L grow slower than 1/2n, while those in H grow faster than
1/2n. Thus L ∩ S = 0 and H ⊂ S. This implies that H has dimension m.
The other centroid properties of H are easy to check:
(a) H is independent of permutation of the weighted planes.
(b) If w1 = 0 then H is determined by the remaining weighted planes.
(c) If P1 = P2 then H is determined by adding the weights w1,w2.
(d) If >= 1 then the centroid of (P,1) is P .
Since T has no eigenvalue with modulus 1/2, H depends analytically on T , and H is a
smooth function of the 2>-tuple (P1,w1, . . . ,P>,w>). ✷
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