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Al~traet--This paper develops an iterative algorithm, based on a priori deduction from Bellman's principle 
of optimality, for solving eigenvalue problems. During each iteration, the set of admissible states is 
restricted only to those stages that are "near" to the nominal trajectory. The algorithm is shown to use 
only minimal storage requirements. The significance of the method is that it provides ameans of reducing 
Bellman's "curse of dimensionality" and broadens the scope of problems that can effectively be solved 
with the dynamic programming approach. The technique is then applied to evaluate the smallest 
eigenvalue for the differential equation arising in the mathematical modelling of the desorption from a 
liquid film. 
INTRODUCTION 
The solution of the smallest eigenvalue for differential equations in dynamic programming has 
been developed for some time [1, 2]. However, it is well known that the sole hindrance to 
a straightforward computational solution of eigenvalue problems by dynamic programming 
techniques lies in their computer storage requirements. Hence in the past, many scientists have 
directed their research towards mitigating Bellman's "curse of dimensionality". Among them are, 
Larson [3], Morin [4], Howson and Sancho [5], Ng and Sancho [6, 7] and Ozden [8], to name but 
a few. 
The eigenvalue problem for the two-dimensional Laplace operator is 
-V2u = #u, in bounded region R, 
with u = 0 on C, the boundary of R. 
Also known as the Helmholtz equation [9], it arises from separating the time variable out 
of the wave equation, and so occurs in many physical science applications. The Helmholtz 
equation may represent the vibration of a fixed membrane, with the eigenvalue/~ = k 2, where k 
is proportional to a principal frequency of vibration, and the eigenfunction u represents the 
shape of a mode of vibration. These are also the frequencies and modes of the simply supported 
plate of the same shape. The above boundary value problem may also represent the propagation 
of a wave down a waveguide (either acoustical or electrical), with cross section R, and k is 
proportional to a cutoff frequency and u is called either a TE-mode or TM-mode in an electrical 
waveguide [10, 11]. On the other hand, the simplified one-dimensional eigenvalue problem is 
denoted by 
dx 
x"+M)(t)x=O, x(0) = x(1) =0; x'=- 
dt' 
where ~b(t) is a continuous positive function of t in [0, 1]. The application of the above equation 
is also abound, such as the buckling of beams where the values of the eigenvalues represent critical 
loads. The implication is that the beam will not deflect and will support all loads that are less than 
the smallest eigenvalue or the smallest critical oad. Another well known eigenvalue example is the 
?Dedicated to the memory of Richard Bellman. 
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one-dimensional Schrrdinger equation in quantum mechanics. In view of the many applications 
that are governed by the one. and two-dimensional eigenvalue problems, the methods of solutions 
are classical in mathematics and physics. As a result, computational methods for estimating the 
eigenvalues are still of much current interest [12]. 
In this paper, our aim is to develop an algorithm, based on a priori deduction from Bellman's 
principle of optimality, for solving one-dimensional eigenvalue problems. This simple class of 
problems is solved in order to illustrate the methodology of the algorithm. Generalization of the 
technique for eigenvalues of the Laplacian in two dimensions will be discussed in a separate paper. 
The proposed algorithm is an extension of our previous work on unconstrained problems [5-7]. 
Basically, the algorithm uses a method of successive approximations in which at each step only 
two variables are changed. During each iteration, the set of admissible states is restricted only to 
those near the "nominal trajectory" (i.e. the trajectory found so far). Hence, the algorithm consists 
of solving many small optimization problems instead of a few large ones. The significance of the 
proposed algorithm is that it provides a means of reducing Bellman's "curse of dimensionality" 
and it also broadens the scope of problems that can effectively be solved with the dynamic 
programming approach. 
DYNAMIC PROGRAMMING FORMULATION 
Consider the following simplified one-dimensional eigenvalue problem. 
dx 
x" + #q~(t)x = 0, x(0) = x(1) = 0; x' -: dt' (1) 
where ~(t) is a continuous positive function of t in [0, 1]. From the theory of calculus of variations 
[13], the determination f the eigenvalues i  equivalent to 
j" rain x "2 dt, x(O) = x(1) = O, (2) 
0 
subject o 
0 t#p(t)x2dt = 1. (3) 
The standard finite difference discretization of system (2) and (3) gives 
N 
mink ~ { xi----x'-.~2 
{=,} iffi,\ k ) ,  k=l /N ,  (4) 
subject o 
Let 
N 
k T, ¢,x, ~ = I .  (5) 
i f f i l  
f,(v) = rain kj 1, 2, N 1, {xj} .= I~ k , ] ,  r . . . . .  - 
where x ,_  ~ = v and subject to the boundary  cond i t ions  x0 = O, XN = O. 
It can be shown that the dynamic programming formulation [1, 2] of system (4) and (5) is 
[ ( )] } f , (v )  = minx, k-~(Xr- v) 2 + (1 = k¢ ,x~÷,  (1 - kC ,x ,2 )  ~/2 ' r = 1, 2 . . . . .  N - 1, 
with 
fN- ,(V) = k - t (k  -'12d~;[~ -- v) 2 + k-2~;L,. 
(6) 
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Following the approach of Larson [1], Ng and Sancho [6], the computer storage requirement for 
the recurrence relation (6) can be computed as follows. Suppose ach state variable is quantized 
to Mj levels, and the number of locations required are given by 
where M is the order of vector xj; and in this particular problem, M = 1. 
The storage required for the complete solution is then equal to 
where N is the number of stages. It is obvious that, as in other dynamic programming 
problems, the solution of the recurrence relation (6) is plagued by Bellman's "curse of dimension- 
ality". 
Next, the recurrence relation of the modified dynamic programming algorithm given by 
system (2) and (3) will be formulated. (First, it can be easily observed that the only solu- 
tion to the minimization problem (2) without the constraint (3), is the trivial solution.) 
By the nature of the minimization process, there is no loss of generality in rewriting equation 
(3) as 
fo I dp(t)x2 dt >1 1. (7) 
Applying the theory of quasilinearization [14] to the constraint inequality (7) and then subsequently 
the finite difference scheme, the system (2) and (7) becomes 
mink ~ -- = min g(&- i, x/), x0 = xu = 0, (8) 
{x~} i= I {x~} l= 
subject o 
N 
k ~ 4),{J}~ + 2,~,(x,- ,~,)}/> 1, 
i - I  
where ~i denotes certain fixed feasible trial solution, or 
N 
T ,  h (x  i _ l ,  X i )  } 1. (9) 
i=l 
In the above system, g(xi_ l, x~) is clearly recognized as a strictly convex function and h(x~_ z, xi) 
is a concave function. By letting z; = (x~_ i, x~), system (8 and 9) becomes a convex programming 
problem. Thus the Kuhn-Tucker necessary conditions for optimality are sufficient and any 
optimum is a global optimum. 
The first iteration sweep x~)s are found by solving the following (for each j, 
j=  1,2,3 . . . . .  N -2 ) .  
N 
min ~ g(x,_ ,, xi), 
xj,xl + t i = l 
x~') = x~O) =..,.a,, _..,~_ ~(o) = 0, 
(10) 
subject o constraint (9) with xt = x~ I) for i < j  and & = M °) for i > j  + 1. 
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The solutions for xj, xj+l, j = 1, 2 , . . . ,  N -  2 are equivalent o solving the Kuhn-Tucker 
necessary conditions of the Lagrangian L with respect o xj, xj+l and 2 where 
Z(Xl'X2 . . . . .  XN-I'~)"-z"i~lg(xi-I'gi)--X(~h(Xl-l'Xi)--l)i=l ( l l )  
and 2 is the Lagrange multiplier. [Since the constraint (9) is concave, the constraint qualification 
for the existence of the Lagrange multiplier 2, is guaranteed [15] provided h # 0 at optimal x~_ i 
and x~]. 
The necessary conditions are given by (for each j, i = 1, 2 . . . . .  N - 2): 
VxjL(xl, x2 . . . . .  XN_ I, 2) = 0, V~j = dxj (12) 
Vxj +,L(xl, x2 . . . . .  x#_l ,  2) = 0 (13) 
N 
h (x~_l, x,) - 1 I> 0 (14) 
i=1 
2 j~ lh (x i - I ' x i ) - I  ---0 (15) 
2 I> 0 (16) 
with x, = x~ 1) for i < j  and x, = x~ °) for i > j  + 1. 
The solution for equations (12)--(16) can be obtained by substituting for 2 = 0 and 2 > 0. For 
2 = 0, the solution results in a trivial solution. Therefore, 2 must be greater than zero, and the 
solution can be obtained from equations (12) and (13) and 
N 
Y~ h(~i_,,x,)- 1 =0,  07)  
i=1  
with xi = x~ 1) for i < j  and x, = xl °) for i > j  + 1. 
Further, equation (17) can be decoupled from equations (12) and (13), the Lagrange multiplier 
2 can be eliminated from the latter equations prior to the solutions of xj, xj+ 1. Since g(x~_ I, x~) 
and h(xi_ 1, x~) are strictly convex and concave functions, respectively, the sufficient conditions for 
the existence of a minimum for a given .~j~(1)_ I and x ¢°)j +2 are satisfied. The optimal xj, xj+ i are thus 
obtained. It should be remarked that the two-variable algorithm equation (10) is independent of 
the method for solving equations (12), (13) and (17). Hence any convenient method can be 
employed to solve the system of equations. 
Starting with the first three stages, we solve for 
N 
mJn E g(xi-l, xi), 
Xl.X2 i- 1 
subject to equation (9). The solution obtained for xl is called xl I), whereas the other newly 
computed x2 is used to update the initial approximation for x~ °), i.e. x~ °) will now be given by the 
solution of the system of equations minxL.x2 subject o equation (9). With the initial approximation 
now given by [xl ~), x~ °) . . . . .  x~ t], we solve for minx2.x3 subject o equation (9). The new values of 
x2, x3 found are called x~ l), x~ °), respectivdy, and the newly computed x3 is again used to update 
x~ °). Continuing on with this procedure, we find x~ I~, x~ ~) etc. and in the last stage of the first 
iteration sweep we find x~1.  The algorithm is repeated to obtain estimates to x~2); x~ 3> etc. 
Convergence to the optimal solution is assumed if the differences between the state variables in 
successive iteration sweeps are less than a specified tolerance factor. 2 is obtained by solving 
equation (12) for any j. 
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The procedure for finding the solution of system (4) and (5) can be put into an algorithm as 
follows. 
Define 
G = x -..~-.(Xl,X 2 . . . . .  XN_ I )  , xj~real number ~ h(x j_ l ,x j )= 1 . 
Step 1. k,=0; select x (k) = (xt k), x~k),. . . ,  X~ )_ l)~ G; k ,=k + 1. 
Step 2. Find x (k) by solving the following system of equations for each j: 
j= l ,2  . . . . .  N -2 ,  
Vx L (x, ,  x2 . . . .  , xu_  ,, ,t) = 0, 
where L is defined in equation (11), 
Vxy+iL (X l ,  X2 . . . . .  X ,v- I ,  2 )  = 0 
N 
h(xi_,, xj) - 1 = 0 
i=1 
= = = = 0 ,  
(18) 
with x~ = x~ k) for i < j  and x~ = xl k- i) for i > j  -t- 1. [Equation (18) is simpli- 
fied by eliminating 2 prior to solution.) 
Step 3. If IXJ.k)--X)k-~)l<e for all j, j=  1,2 . . . . .  N, then stop and denote the 
solutions obtained by the algorithm as xt, x2 . . . .  , Xu-1, or else, k,=k + 1, 
go to step 2. [2 is obtained by solving equation (12) for any j.] 
The computer storage requirements for the two variable algorithm requires one complete set of 
x) k) for alljs, at the kth iteration sweep and one complete set x). k- ~) at the (k - l)th iteration sweep. 
Thus, for an N-stage process, the core memory requirement for a complete iteration sweep and 
thus for the complete solution is only 2MN locations, where again M is the order of the vector 
xj (M = 1 in this particular case). Comparing with the storage requirement for the complete 
solution by means of dynamic programming, namely, 
it can be easily seen that if the quantization level Mj of xj is large, the reduction in the storage 
requirement by our modified ynamic programming algorithm can be quite significant as compared 
to the storage requirement needed by the dynamic programming technique. It should also be 
remarked that in principle if one can solve the Kuhn-Tucker conditions for two variables at a time, 
it is possible to solve for more than two. On the other hand, due to the presence of the constraint, 
it is not possible to solve subproblems in terms of one variable (and).) at a time, because this may 
lead to inconsistency [e.g. by solving 
5 
(xk  - xk_  ,)2 
k=l  
subject o 
2 2 x4~= 1, =xs=0 x~ + x~ + x3 2+ x0 
with respect o one variable and ~. at a time]. 
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CONVERGENCE PROOF 
Lemma 
The iterations obtained as a result of minimizing equations (4) and (5) by the two-variable 
algorithm are monotonically decreasing, i.e. 
N N N 
E g( fc i - I ,  fCi) <~' ' "  <~ E g(x~l)- l ,  X~ 1)) ~< E g(~°-) I, X~ °)), (19) 
i= l iffi [ ira1 
with constraint (9) satisfied. 
Proof By the application of the two-variable algorithm, the first iteration sweep is given as, 
" c (c  ))) s~i-J,-.'-I~(°) r (°)~, . . . .  >~ min min rain g(xi_ i, xi) , i~ 1 XN -2,XN - I  ~XN -3,XN -2 \Xl.X2 ls  I 
subject o equation (9). Since g, h are strictly convex and concave functions, respectively, the 
existence of x[ 1) are guaranteed and unique. Therefore we have, 
N N 
E _t~(1) XO)~ (o) ,g I,-~ i -1,  i ~, ~. E X~ O) g (x i- 1, (20) 
i=1 i=l 
with constraint (9) satisfied. 
Next, we consider the evaluation of the second iteration sweep. The same reasons for showing 
that condition (20) is satisfied can be applied to show that 
N N 
E .t~(2) ... (2)'~ ~ '~ i -  I, -~i I ~ E (1) g(x,_ I, xP )) 
iffi¿ i=1 
with constraint (9) satisfied. Hence, by induction we can easily shows that ~t, i ffi 1, 2 . . . .  N - 1 
satisfy conditions (19) and (9). 
Theorem 
Given g and h are real valued, strictly convex and concave functions with continuous first partial 
derivatives, respectively, then the two-variable algorithm converges to the optimal solution. 
Proof If iterations converge in a finite number of steps, say n, then for equation (19) we have 
equality for all k i> n, that is, xl n), 2 (n) have reached steady state values ~1, ~. Let 
N 
F (0, £ )  --- Y+ Eg( i- i, - i ,  ffi Xo ffi 0, (21) 
i=I 
where ,~ > 0 is the Lagrange multiplier obtained when 
N 
E h (~,_,, ~,) - 1 = O. (22) 
i - I  
We conjecture that the dynamic programming formulation for system (8) and (9) is equivalent to 
the application of the principle of optimality to F~(0, £) in equation (21). We rewrite 
FN(0, £) = min [g(0, xl) + g(xl, x2) + g(x2, x3) + g(x3, Y~,) -- •{h(0, xl) 
XI,X2, X 3 L 
"31- h (X l ,  X2) --  h(x2 ,  x3) "~ h(x3, -~4)} + ~ [g (x / -  l, -l~i) 1 ~h(f~i_ i  ' )~i)]], (23) 
t-5 A 
with equation (9) satisfied. Since equation (23) has reached a steady state and since 
rain [...], 
Xl,X2,X3 
given ~(0), x4, is RI, ~2, ~3. We now show that the 
rain [...] 
X I, X2, X] 
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in equation (23) is also dependent on ~4 and subsequently 
equation (23) is given by 
Og(O, xO Og(x,,x2) ,fOb(O, t 
Ox~ 
Og(x~. x2) + 
Ox2 
0g(x2, x3) 
f- 
Ox3 Ox~ 
~u-t. The minimization procedure in 
xt) £Oh(xt, x2) = 0 
Ox~ Ox, Oxl 
Og(x2, x3) ~ Oh(xl, x2) ~ Oh(x2, x3) = 0 
Ox2 Ox2 Ox2 
Og (X3, X4) ~ Oh (x2, x3) /~ Oh (x3, .~4) = 0 
0X3 0x4 
N 
h(O, x) + h(Xl, x2) + h(x2, x3) "3 L h(x3, x4) + ~ h(Yc i_ m, Yci) - 1 = O. 
i=5 
(24) 
Given that g and h are strictly convex and concave functions, respectively, the sufficient conditions 
for the existence and uniqueness of minimum for a given x(0) = 0 and ~4 are satisfied. The optimal 
x~, x2, x3 are thus obtained for equation (24). However, equation (24) is the same system of 
equations in our proposed algorithm by finding 
mill [g(0, xl) + g(xl, x2) + g(x2, x3) ]
XI,X2 
and 
min [g(xt, x2) + g(x2, x3) + g(x3, -~4)], (25) 
X2, X3 
subject to equation (22), where ~,  ~2, )~3 are  the steady state solutions. From the uniqueness 
of solutions of equation (24), xl, x2, x3 are the same unique solutions of equation (25), and xl 
is also dependent on ~4. By induction it is also dependent on ~u-t. Hence equation (23) can be 
written 
~)  = min  rg (0 ,  xi)-/~h(0, x,) + rain tg(xl, X2)- ~h(x,, F.(0, X2) 
XI'X2 I X2'X3 t 
=minrg(O,x,)- J~h(O, xl)+ min ~,O',-,,x,)-~'x,-,,x,)l, 
Xl L x2,x3, . . . .  XN- i  i=2 l 
with equation (22) satisfied. Using the principle of optimality we obtain, 
F.(0. ~) = rain [g(0. x,) - ~h(0, x,) + FN_,(x,, £)1. 
Xl 
On the other hand, let 
fN(X, 4) = 
N 
rain ~ [g (xt_ ~, x,) - 2h (x~_ ~, x,)] 
Xl,X2 ..... XN - I  i~ I 
in the given system (8) and (9). The recurrence relation is 
f~(0, 2) = rain [g(0, xz) - ~h(0, x0 +f~_ ~(x,, ~)] 
x I 
with optimal values xt, 22 . . . . .  xN-t, X, where ~ is the Lagrange multiplier obtained in order 
to satisfy 
N 
h(xi_l, xi) = 1. 
i~ l  
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From the uniqueness of convex programming, we obtain 
FN(O, fO=fN(O,~),  :?,=:fi, i=1 ,2 ,3  . . . . .  N and /~=~. 
Next, suppose the iterations do not converge in a finite number of steps. Since system (8) and 
(9) is a convex programming problem, there exists a global minimum .~i, ~, i = 1, 2 . . . . .  N to the 
system. Also, the two-variable minimization scheme is monotonically decreasing (lemma) and 
bounded below, thus the algorithm converges to the state variable £i and/~, where 
limx~ k)=£~ and lim2 <k)=f., i=1 ,2  . . . . .  N. 
k-*oo k~oo 
By the uniqueness of the global minimum to the system (8) and (9), we have ~ = )[~ and £; = gi, 
i = 1, 2 . . . . .  N. (A simplified proof without using dynamic programming techniques i included 
in the Appendix.) 
It should be noted that the concept of the proofs in this paper can easily be generalized into the 
minimization of equations (8) and (9) with respect o "r"  variables at a time, where 2 < r < N. 
The trade-off between the use of two variables versus "r"  variables in system (8) and (9) is that 
at each time a system of "r"  simultaneous equations are required to be solved. It is anticipated 
that by solving "r"  variables at a time, the solution might converge faster than the two-variable 
approach. On the other hand, the solution of r simultaneous equations might pose a more difficult 
problem than that of the two simultaneous equations. 
EXAMPLES 
Example 1 
Suppose we have a beam or column of length I which is pinned at both end points. This beam 
is initially straight so that its axis coincides with the y axis. Due to an axial load of constant 
magnitude P, the beam undergoes a deflection. The problem is to find the smallest critical oad 
so that the beam can support such a load. The governing equation is as follows: 
d2x P 
dy---- ~ + ~-~x = 0, x(0) = x(1) = 0, (26) 
where 
and 
E = Young modulus of elasticity and depends on the material used in designing the 
beam; 
I = moment of inertia of the cross section of the beam 
EI  = flexural rigidity (a constant). 
The values of P are the eigenvalues and represent the critical loads P~, P2 . . . . .  for which the 
corresponding deflections are given by the eigenfunctions of equation (26). For a given load P < P3 
(the smallest eigenvalue), the deflection is zero, so that the beam can support such a load. For 
P = Pt, the beam will buckle and will fail to support he load P~. To prevent such buckling it is 
necessary toprovide a constraint at the mid-point x = 1/2 of the beams o that no deflection occurs. 
If this is done, the beam will not buckle until the critical load/'2 is reached. 
Assuming E1 = 1, and by the two-variable algorithm, we are r~luired to solve the following 
system of equations: 
1 
2x, -  P(6y)2x~ k- ') - x,+l - x?)-l = O, @ = ~V' 
2x,+ t -- p(6y):x!k+-i l) -- ~i" -- ~+2"~k- 0 = O, 
N 
6y E ((X) k- ,))2 + 2x)k-O(x j _ x).k-,))) = I, 
iffil 
(27) 
X 0 ~ X N ~ O, 
So lv ing  e igenva lue  prob lems 
Table I 
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Initial approximation Number  of iterations Smallest eigtmvalu¢ Relative erro~ 
x~ °) required to converge or critical load (%)  
1. xl =x9=0.3627 153 9.77932 ~ P ~ 9.80742 9.1 × 10-L-6.3 × 10 - I  
X 2 ~ x s = 2X I 
X 3 = X 7 = 3X I 
X4 = X5 = Xo ffi 4X  ~ 
2. xl = x9 - 0.3430 172 9.77933 ~< P ~ 9.80739 Same as above 
X2 =x8 = 2X j 
X3 = X7 = 3Xi 
Xt = X6 = 4X I 
X S = 5X 2 
3. x~ = x 9 = 0.5270 56 9.77908 <~ P ~< 9.80775 Same as above 
x2 = xs = l.Sxt 
X3 = X7 = 2X I 
x4 = x6 = 2.5x~ 
X 5 = 3X 1 
"}'The relative error is calculated by comparing the solution obtained via the two-variable algorithm with the smallest 
eigenvalue computed by the Fourier series method, namely, P = 9.8696. 
with xj = x) k) for j < i and xj = x) k- 1) for j > i + 1, j = 1, 2 . . . . .  N, k denotes the iterations, 
k = 1, 2, 3 , . . . .  [P is eliminated from equation (27) prior to solution.] The solution obtained via 
the two-variable algorithm with different initial approximations for x~ °), tolerance factor 1 x 10 -5, 
6y = 0.1 are displayed in Table 1. The comparison of the state variables obtained by the 
two-variable algorithm (with initial approximations for x[ °) given by case 3) and the analytical 
solution is included in Table 2. 
Example 2 
In our next example, we consider the mathematical model for desorption from a liquid film that 
flows in the z-direction [16]. The flow is laminar with a fully developed parabolic velocity profile 
also at z = 0. The free surface is at x = 0 and there are no gas film transport resistance. Transport 
in the x-direction occurs by liquid diffusion with zero diffusion gradient at the solid wall x = 1. 
The governing equations are given by 
(1 - x 2) ~y ¢32Y 
¢9z - ax 2' y(0, z) = 0, 
dy(1, z) 
~----T- = 0, y (x ,  0) = 1. 
By the separation of variables we have the following Sturm-Liouville problem 
d2w(x) t dx 2 + #(1 - x2)w(x) = 0 
dw(1) 0 (28) w(0) = 0, ~ = 
where the solution has already been obtained by Villadsen and Michelson [17] by means of the 
Fourier series. It is found that the value of the smallest eigenvalue is equal to 5.12167. 
By utilizing variational calculus, finite differences discretization and the two-variable algorithm, 
the system of equations that is required to be solved is as follows: where for each i, 
i=1 ,2  . . . . .  N -2  
2w,+l --/~(Ax)2(1 - ((i + 1) Ax)2)w~k+-i l) _ w, -- wI~2 t) (29) 
M 
Ax ~ (1 - ( j  Ax)2)[(wl k- ,))2 + 2w(k-')(Wj -- W~ k- '))] 
j -0  
with lz > 0, wj = w) k) for j  < i and wj = w) .k- 1) for j  > i + 1,j = 1, 2, . . . .  N; k denotes the iteration, 
k = l, 2, 3 . . . . .  Computational results for equation (29) with interval size Ax = 0.1 and tolerance 
factor I x 10-5, are given in Table 3. 
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Table 2 
x Analytical solution Two-variable algorithm solution 
0. I 0.4370 0.4383 
0.2 0.8312 0.8337 
0.3 1.1441 1.1473 
0,4 1.3450 1.3486 
0.5 1.4142 1.4178 
0.6 1.3450 1.3482 
0.7 1.1441 1.1467 
0,8 0.8312 0.8330 
0.9 0.4372 0.4379 
Table 3 
Number of iterations Relative rror~ 
Initial approximation required to converge Smallest eigenvaluet (%) 
I. x~= 1.275 408 5.12317 ~< # ~< 5.15579 2.9 x 10-2-6.6 x 10 -I 
xi= 1,2 . . . . .  l0 
2. xl = x9 = xl0 ~ 0.623 410 5.12313 ~ p ~< 5.15584 Same as above 
x 2 = x s = 1.5x I 
X3~X7=2Xl  
x4 = x~ = 2.5x~ 
Xs = 3X~ 
3. x~ = x 9 = xl0 = 0.4027 413 5.12334 ~ p ~< 5.15552 Same as above 
X 2 ~ X s = 2X I 
X3 ~ X? = 3X I 
X 4 = X 6 = 4X I 
X 5 ~ 5X I 
t/~ is eliminated from equation (29) prior to solution. 
:[:The relative rror is computed with respect to the analytical solution obtained by means of Fourier series, namely, 
/~ = 5.12167. 
CONCLUSION 
We have described an iterative algorithm, based on a priori deduction from Bellman's principle 
of optimality, for solving eigenvalue problems. Although the technique was only applied to a 
one-dimensional equation for illustrative purposes, it can be generalized to solving the two- 
dimensional Helmholtz equation in irregular domains, e.g. in finding the single ridge rectangular 
waveguide. It can be applied to solve higher order eigenvalue problems, such as the buckling of 
cantilever, etc. The application of the method to the latter class of problems will be discussed in 
subsequent papers. The technique is also very promising towards the solution of regulators subject 
to initial boundary conditions and integral inequality constraints in control theory. 
The results as illustrated in Tables 1-3 are comparable in accuracy to the analytical solution even 
with a fairly coarse discretization grid size of 0.1. It is expected that the accuracy of the solution 
will improve as the grid size decreases. From our computational experiments, he algorithm is not 
sensitive to initial input data. The preparational nd computational effort is comparatively 
minimal. The modified dynamic programming formulation is independent of the form of the 
differential equation, and changing from one problem to another is easy. The examples were run 
with the same computer program, requiring only a slight change in a subprogram and the input 
data. Thus the two variable algorithm for solving eigenvalue problems is robust and efficient. 
In subsequent papers, the technique will be compared with other well known numerical techniques 
for solving eigenvalues problems, such as the finite element method, the Power method, the 
Wielandt method and the Chebyshev polynomials methods, etc. 
In conclusion, the proposed method provides a means of reducing Bellman's "curse of 
dimensionality". It also broadens the scope of problems that can effectively be solved with the 
dynamic programming approach. 
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APPENDIX  
Proof of Theorem Without he use of Dynamic Programming Techniques 
Proof 
If iterations converge in a finite number of steps, say n, then for equation (19) we have equality for all k >I n. That is, 
x~ "), 2 (") have reached steady state values ~ and ,~. Then by minimizing the Lagrangian L defined in equation (l l)  with 
respect o the variables xj, xj+l and 2 at each time, we have the following: with respect o x I, x~, 2; 
V~,L011, "~2 . . . . .  :~N, X ¢) = 0 
v j . (~ , ,  ~2 . . . . .  ~,,, ~) = 0 
N 
h(-r~- I, xJ) - b = 0; 
with respect o x 2, x3, ~.; 
with respect to  x~ _ ~, x N, A; 
Vx2L(fcl, :r2, . . " , YeN, '~) ---- 0 
Vx3L (~1, "r2 . . . . .  ~ ,  ,() -- 0 
N 
h (:~_ l, ~) - b = 0; 
v~_, L(~,. ~ . . . . .  ~.. .~)=o 
V~L(~,  ~: . . . . .  ~ ,  ,~) = 0 
N 
h(x,-L,x,) -b=O.  
i - I  
The solutions for xl, x2 . . . . .  xjv obtained are the steady state values -rl, :~2 . . . . .  :~N with ,~ being the Lagrange multiplier. 
These equations are the same set of equations obtained from the Kuhn-Tucker necessary conditions of equation (l l) by 
differentiating with respect o xl, x2 . . . . .  XN, A. Since g, h are real valued, differentiable, strictly convex and concave 
functions, then the Kuhn-Tucker necessary conditions for optimality are also sufficient. Thus the extremum found by means 
of the proposed algorithm is also a global optimum. 
The case when the iterations do not converge in a finite number of steps follows exactly as that of the proof in the theorem 
and is omitted here. 
C.A.M.W.A. 16tlO-I I - -C  
