New form of sufficient optimality condition is obtained in comparison with the Mangasarian sufficiency theorem. Both finite and infinite values of objective functional are allowed since concepts of overtaking and weakly overtaking optimality are implied. Examples, where new conditions can be applied are presented. The conditions are shown to be both necessary and sufficient, when Hamiltonian is linear with respect to state and control.
Introduction
Optimal control problems with infinite horizon play important role in economic theory. For instance, the problem of optimal consumption/investment by a household/firm living infinite time is considered in major advanced textbooks on the theory of economic growth, see, e.g. Acemoglu (2009) .
There are well known the Mangasarian sufficiency theorem, assuming Hamiltonian concavity w.r.t. state and control variables, and the Arrow sufficiency theorem, assuming that control maximized Hamiltonian is concave w.r.t. state variable, see, e.g. Seierstad and Sydsaeter (1986) . Both theorems prove that control is overtaking optimal 1 if lim inf t→∞ ψ(t),x(t) − x(t) ≥ 0,
and weakly overtaking optimal 2 if lim sup t→∞ ψ(t),x(t) − x(t) ≥ 0,
for all admissible state trajectories x(·), wherex is the optimal state variable, ψ is the corresponding tox adjoint variable, and brackets ·, · denote scalar 1 Catching up criterion in Seierstad and Sydsaeter (1986) .
2 Sporadically catching up criterion in Seierstad and Sydsaeter (1986) .
product of two vectors. These conditions may be implied by usual transversality conditions lim t→∞ ψ(t) = 0, lim t→∞ x(t), ψ(t) = 0,
under particular assumptions, see Cartigny and Michel (2003) . Similarly one can check that the state and control belong to particular weighted spaces, see Pickenhain and Lykina (2006) . In contrast to the more general Arrow theorem the proof of the Mangasarian sufficiency theorem could be written without the maximum condition of the Hamiltonian w.r.t. control variable. This allows us to derive new form of sufficient conditions instead of (1)-(2) under similar concavity condition and almost in the same way as the Mangasarian theorem.
In this paper another form of sufficient conditions, is obtained with the use of a Cauchy-type formula with variable upper limit integral same as in Belyakov (2015) ; Aseev (2017) . This formula solves the adjoint equation, but in my proof it does not have to converge to the adjoint variable of the maximum principle, as time horizon tends to infinity.
For problems linear in control and state variables the obtained conditions are both necessary and sufficient.
Statement of the problem
Let X be a nonempty open convex subset of R n , U be an arbitrary nonempty set in R m . Let us consider the following optimal control problem:
where u(t) ∈ U and exists state variable x(t) ∈ X for all t ∈ [t 0 , +∞). We call such control u(·) and state variable x(·) trajectories admissible. Functions f and g are differentiable w.r.t. (x, u) , and together with these partial derivatives are defined and locally bounded, measurable in t for every (x, u) ∈ X × U , and continuous in (x, u) for almost every t ∈ [0, ∞). Improper integral in (4) might not converge for any candidate for optimal controlû(·), i.e. the limit
might fail to exist, or might be infinite, where we introduce the finite time horizon functional:
subject to state equation (5). Thus functional J may be unbounded or oscillating as T → ∞. So we consider more general definitions of optimality.
Definition 1. An admissible controlû(·) is overtaking optimal (OO) if for every admissible control u(·) and every scalar ε > 0 there exists time
Definition 2. An admissible controlû(·) is weakly overtaking optimal (WOO) if for every admissible control u(·), scalar ε > 0, and time T > t 0 one can find
These two definitions imply that for all admissible controls u(·)
for OOû(·) in Definition 1 and
for WOOû(·) in Definition 2. It is clear that ifû(·) is OO, then it is also WOO. When ordinary optimality holds, i.e. finite limit exists in (6) and for all admissible controls u(·)
thenû(·) is also both OO and WOO.
3 Moreover, when limit in (6) is finite, all WWO controls are ordinary optimal.
Optimality conditions
With the use of Lagrange multipliers, scalar λ and vector ψ, we introduce Hamilton-Pontryagin function
where brackets ·, · denote scalar product of two vectors. We consider the following Cauchy-type formulâ
as a particular solution of the adjoint equation:
with Y (τ ) being the fundamental matrix of the linear systeṁ
where ∂f ∂x (x(t),û(t), t)
′ is the transposed Jacobian matrix ∂f ∂x (x(t),û(t), t). Assumption 1. For almost all time instances t ≥ t 0 there exists
This assumption differs from Mangasarian concavity assumption becausê J x (t, T ) does not have to be equal to the adjoint variable for which holds the maximum principle, see Example 4. Moreover we do not require in the following lemma the existence of the limit
soĴ x (t, T ) can be unbounded (Example 2) or oscillating in T (Example 1).
Lemma 1 (Sufficient optimality conditions). Let Assumption 1 be fulfilled, then admissible pair (û(·),x(·)). 1) is OO if for each admissible control u(·) holds
2) is WOO if for each admissible control u(·) holds lim sup
Proof. Let us consider any admissible pair (u(·), x(·)), i.e. u(t) ∈ U and corresponding trajectory x(t) ∈ X for all t > t 0 . The corresponding increment in the value of the functional can be written as follows:
Due to concavity Assumption 1 we have the following inequality
where
The first integral is zero
Notice that if in Assumption 1 we require linearity w.r.t. (x, u) instead of concavity, then inequality (15) becomes equality and sufficient conditions also become necessary.
Corollary 1 (Nesessary and sufficient optimality conditions). Let H(x, u, t, ψ, 1) be linear in (x, u) for each ψ and t. Then admissible pair (û(·),x(·)) 1) is OO iff for each admissible control u(·) holds inequality (12), 2) is WOO iff for each admissible control u(·) holds inequality (13).
The following example applies these optimality conditions, when they are both necessary and sufficient due to linearity of the problem and whenĴ x (τ, T ) oscillates in T having no limit as T → ∞.
Example 1 ( (Carlson et al., 1991 , Example 1.2) extended to b > 0). Let us maximize the following integral
where b ≥ 0, subject to the system describing a linear oscillator with bounded control u(t) ∈ [−1, 1] for all t ≥ 0.
We have the state-transition matrix of the linearized system
and vector-functionĴ x , defined in (9), oscillating in T :
Hamilton-Pontryagin function takes the form
and its derivative w.r.t. u at point (x, u, t, ψ, λ) = (x(t),û(t), t,Ĵ x (t, T ), 1)
Controlû(·) is OO iff for each admissible control u(·) holds (12)
lim inf
Controlû(·) is WOO iff for each admissible control u(·) holds (13)
lim sup
The next example applies Corollary 1 to a linear problem, whereĴ x (τ, T ) is unbounded as T → ∞.
Example 2. Let us maximize the following integral
where control u(t) ≤ 1 for all t ≥ 0.
and vector-functionĴ x , defined in (9) is unbounded in T :
Hamilton-Pontryagin function takes the form H(x, u, t, ψ, λ) = λ x + ψ u and its derivative w.r.t. u at point (x, u, t, ψ, λ) = (x(t),û(t), t,Ĵ x (t, T ), 1)
Then controlû ≡ 1 is OO since for each admissible control u(·) holds (12) lim inf
Proposition 1 (Sufficient optimality conditions). Let H(x, u, t, ψ, 1) be concave in (x, u) for each ψ and t, then admissible pair (û(·),x(·)).
1) is OO if for each admissible control u(·) holds
where ψ(t) is the adjoint variable for which maximum condition holds.
Proof. Notice that H(x, u, t, ψ, λ) is linear w.r.t. ψ as well as its derivatives. Hence
Since H(x(t),û(t), t, ψ(t), 1) is the maximum in u, we have
In the result of Lemma 2 we can use the inequality
Example 3 (The q-Theory of Investment, see, e.g. Acemoglu (2009), 7.8) . Let us maximize the following integral
where u(t) ∈ [u 1 , u 2 ] is the investment intensity and x(t) is the amount of capital, f is a concave production function, interest rate r > 0, depreciation
We have the state-transition function of the linearized system
and vector-functionĴ x , defined in (9) can be written via marginal Tobin's q:
and derivative ∂f ∂u (x(t),û(t), t) = 1. Admissible controlû(·) is OO if for each admissible control u(·) holds (17) lim inf
We assume that control leads to stationary point x(t) → x * and q(t) → q * as t → ∞, then limit in (19) is zero, due to bounded control.
Example 4 (Ramsey (1928) ). Let us maximize the following integral
where control u(t) > 0 and state x(t) > 0 for all t ≥ 0. δ > 0, α ∈ (0, 1). Vector-functionĴ x ≡ 0 due to its definition in (9). Hamilton-Pontryagin function is concave w.r.t. (x, u)
and derivative ∂f ∂u (x(t),û(t), t) = −1. Admissible controlû(·) is OO if for each admissible control u(·) holds (17) lim inf
where ψ(t) = 1/û(t). This yields condition (12) lim inf
This sufficient condition is yet to be studied. Necessary conditions for this problem are considered in Belyakov (2019) .
Non-concavity and non-differentiability with respect to control
We can relax conditions of concavity and differentiability of Hamilton-Pontryagin function with respect to control variable. The following proposition could be useful if state variable in Hamilton-Pontryagin function is additive-separable from control variable.
Proposition 2 (Sufficient optimality conditions). Let for almost all time instances t ≥ t 0 there exists T 1 = T 1 (t) > t 0 such that H(x, u, t,Ĵ x (t, T ), 1) is concave in x for each T ≥ T 1 , where we takeĴ x (τ, T ) as defined (9). Then admissible pair (û(·),x(·)) 1) is OO if for each admissible pair (x(·), u(·)) holds lim inf
Proof. Let us consider any admissible pair (u(·), x(·)), i.e. u(t) ∈ U and corresponding trajectory x(t) ∈ X for all t > t 0 . Due to concavity of H w.r.t. x we have the following inequality
where Increment (14) in the value of the functional can be written as follows:
H(x(t),û(t), t,Ĵ x (t, T ), 1) − H(x(t), u(t), t,Ĵ x (t, T ), 1) dt, where the first integral is zero due to (16).
Similar to Corollary 1 if we require linearity w.r.t. x instead of concavity, then inequality (22) becomes equality and sufficient conditions also become necessary.
Corollary 2 (Nesessary and sufficient optimality conditions). Let for almost all time instances t ≥ t 0 there exists T 1 = T 1 (t) > t 0 such that H(x, u, t,Ĵ x (t, T ), 1) is linear in x for each T ≥ T 1 , where we takeĴ x (τ, T ) as defined (9). Then admissible pair (û(·),x(·)) 1) is OO iff for each admissible pair (x(·), u(·)) holds inequality (20), 2) is WOO iff for each admissible control (x(·), u(·)) holds inequality (21).
Consequently, conditions (20)-(21) lead to same results as (12)-(13) in linear Examples 1 and 2.
Discussion
We derive sufficient conditions (12)- (13) and (17)- (18) instead of (1)-(2) in the Mangasarian sufficiency theorem. New condition could be easier to check since we do not have to calculate all admissible trajectories of the state variable. We do not have also to find the "true" adjoint variable of the maximum principle. Instead we use particular adjoint solution (9) that does not have to be bounded in T . We extend conditions to the case where Hamiltonian is nether differentiable nor concave in control.
