Let λ 2 (G) and κ ′ (G) be the second largest eigenvalue and the edge-connectivity of a graph G, respectively. Let d be a positive integer at least 3. For t = 1 or 2, Cioabǎ proved sharp upper bounds for λ 2 (G) in a d-regular simple graph G to guarantee that κ ′ (G) ≥ t + 1. In this paper, we settle down for all t ≥ 3.
Introduction
A multigraph is a graph that can have multiple edges but does not contain loops. A simple graph is a graph without loops or multiple edges. Thus a simple grpah is a special case of a multigraph. Let V (G) and E(G) be the vertex and edge set of G, respectively. For S ⊆ V (G), we denote by G[S] and by G − S the graph induced by S and the subgraph of G obtained from G by deleting the vertices in S together with the edges incident to vertices in S, respectively. A multigraph G is k-vertex-connected if |V (G)| > k and for S ⊆ V (G) with |S| < k, G − S is connected. The vertex-connectivity of G, written κ(G), is the maximum k such that G is k-vertex-connected. The adjacency matrix A(G) of a multigraph G is the matrix whose rows and columns are indexed by the vertex set V (G), and the (u, v)-entry is the number of edges between u and v. The eigenvalues of G are the eigenvalues of A(G). We denote the eigenvalues of G by λ 1 (G), . . . , λ |V (G)| (G), indexed in nonincreasing order. For v ∈ V (G), the degree of v is the number of edges incidient to v. If every vertex in V (G) has the same degree d, then G is called d-regular. The Laplacian matrix of G is L(G) = D(G) − A(G), where D(G) is the diagonal matrix of degrees. We denote the eigenvalues of L(G) by µ 1 (G), . . . , µ |V (G)| (G), indexed in non-decreasing order. Note that µ 2 (G) > 0 = µ 1 (G) for a connected graph G, and that if G is d-regular, then λ i (G) = d − µ i (G) for all i ∈ {1, . . . , |V (G)|}.
In 1973, Fiedler [7] showed that for any non-complete simple graph G, we have µ 2 (G) ≤ κ(G), and he called µ 2 (G) the algebraic connectivity of G. His work stimulated a lot of research in graph theory (see, for example [2, 9, 12, 13, 14, 17, 19] ). In 2002, Kirkland, Molitierno, Neumann and Shader [11] characterized when µ 2 (G) = κ(G). The first author [14] extened the Fiedler's result to multigraphs.
A multigraph G is t-edge-connected if for S ⊆ E(G) with |S| < t, G − S is connected. The edge-connectivity of G, written κ ′ (G), is the maximum t such that G is t-edge-connected. Note that κ(G) ≤ κ ′ (G). In 2004, Chandran [5] showed that if G is an n-vertex d-regular simple graph with λ 2 (G)
and every minimum diconnecting edge set is trivial. In 2006, by Krivelevich and Sudakov [12] , this result was slightly improved as follows: if G is a d-regular simple graph with
, then κ ′ (G) ≥ t + 1, and he strengthened the result for t = 1, 2. Theorem 1.1. [6] Let d be an odd integer at least 3 and let π(d) be the largest root of
Note that the upper bounds for λ 2 (G) in Theorem 1.1 and 1.2 are sharp (see, for example [6] ) and that the first author [15] conjectured in his Ph.D thesis that it can be generalized for all t ≥ 3. In this paper, we settle down the conjecture (see, Theorem 3.3) in a positive way.
The first author [16] proved sharp upper bounds for λ 2 (G) in a d-regular multigraph. With Abiad, Brimkov, Martinez-Rivera, and Zhang, the first author [1] also gave an upper bound for λ 2 (G) in a d-regular multigraph with given order. This paper is organized as follows: after Introduction, in Section 2, we describe examples of graphs which assure that the bounds for λ 2 in Conjecture 1.3 are sharp. In Section 3, we give a proof of Conjecture 1.3.
For underfined terms, see West [18] or Godsil and Rolye [8] .
Construction
In this section, we provide d-regular simple graphs G d,t with λ 2 (G d,t ) = ρ(d, t) and with κ ′ (G d,t ) = t, where
Those graphs show that the bounds for λ 2 (G) in Conjecture 1.3 are sharp if the conjecture is true. Note that for a d-regular graph G and odd t, if κ ′ (G) = t, then d must be odd by the Degree-Sum formula.
We denote the complete graph and the cycle on n vertices by K n and C n , respectively. The join of two graphs G and H, written G ∨ H, is the graph obtained from G and H by joining the vertices of G and H. The complement of a simple graph G, denoted G, is the graph with the vertex set V (G) defined by uv ∈ E(G) if and only if uv / ∈ E(G). Suppose that d and t are positive integers such that 3 ≤ t ≤ d − 1. Let
Let G d,t be the graph obtained from two copies of H d,t by adding t edges so that the resulting graph is d-regular. We first show that κ ′ (G d,t ) = t by using Proposition 2.1.
For S, T ⊆ V (G), we denote by [S, T ] the set of edges joining S and T .
Proof. We prove the theorem for odd t. The proof of the other case is similar and is omitted.
By the construction of G d,t , there exist t edges between two copies of H d,t , which is a subgraph of
Since there are t edges between two copies of H d,t in G d,t , for any pair of two vertices in V (G d,t ), there exists at least t edge-disjoint paths between them. Thus we have the desired result. Now, we determine the second largest eigenvalue of G d,t . Before determining it, we introduce an important tool, which is called "eigenvalue interlacing".
For an n × n matrix A, B is a principal submatrix of A if B is a square matrix obtained by removing the same set of rows and columns of A. Given two sequences of real numbers a 1 ≥ · · · ≥ a n and b 1 ≥ · · · ≥ b m with m < n, we say that the second sequence interlaces the first sequence whenever a i ≥ b i ≥ a n−m+i for i = 1, . . . , m. 
the eigenvalues of B interlace the eigenvalues of A.
Let P = {V 1 , . . . , V s } be a partition of the vertex set of a multigraph G into s non-empty subsets. The quotient matrix Q corresponding to P is the s × s matrix whose entry Q i,j (1 ≤ i, j ≤ s) is the average number of incident edges in V j of the vertices in V i . More precisely,
. Note that for a simple graph, Q i,j is just the average number of neighbors in V j of the vertices in V i .
Corollary 2.4. [4, Quotient Interlacing Theorem] The eigenvalues of the quotient matrix interlace the eigenvalues of G.
A partition P is equitable if for each 1 ≤ i, j ≤ s, any vertex v ∈ V i has exactly Q i,j neighbors in V j . In this case, the eigenvalues of the quotient matrix are eigenvalues of G and the spectral radius of the quotient matrix equals the spectral radius of G (see [4, 8] for more details).
Let A and D be the two copies of d+2−t 2 K 2 and let B and C be the two copies In order to calculate remaing 4 eigenvalues of G d,t , we consider the quotient matrix with respect to
Note that the vertex partition {V (A), V (B), V (C), V (D)} is equitable. Thus the eigenvalues of the quotient matrix are the eigenvalues of G. Since d, −2, and
are the eigenvalues of Q, we conclude that
Main Results
In this section, we show that Conjecture 1.3 is true by using Corollary 2.4 and Theorem 3.1.
Let M n (F ) be the set of all n by n matrices over a field
Theorem 3.1. [3, 10] Let A be a non-negative tridiagonal matrix as follows:
has eigenvalues λ 2 , λ 3 , . . . , λ n . 
which is a contradiction. Now we assume that r is odd. Since |S| ≥ d + 1, we may assume that |S| = d + 1. Then
Since d(d + 1) is even and r is odd, this is a contradiction. Now, we are ready to show that Conjecture 1.3 is true. We prove the contrapositive of Theorem 3. 
Proof. Assume to the contrary that κ ′ (G) ≤ t. Then there exists a vertex subset S ⊆ V (G) such that [S, S] = r ≤ t (see Figure 1) .
Let s = |S| and let s ′ = S . Then the quotient matrix of the partition S and S is 
Case 1: r ≤ t − 1. By (1) and Proposition 3.2,
Since
Case 2: r = t. Consider the vertex partition
, and V 2 and V 3 are the endpoints of the two edges between S and S. Let α = |V 2 | and let Figure 2) .
The quotient matrix of the partition V 1 , V 2 , V 3 and V 4 is
Note that Q 1 is non-negative tridiagonal matrix and that each row sum of Q 1 is d. By Theorem 3.1, we have
Then for large enough ∆ ∈ R, Q 1 + ∆I and Q ′ 1 + ∆I are non-negative matrices. Since Q 1 + ∆I − ( Q ′ 1 + ∆I) is non-negative matrix, by Perron-Frobenius,
which implies that
Thus we consider s = d + 1 in Q 1 . Then by the Degree-Sum formula,
Similarly, we have l =
The largest root of the characteristic polynomial is
We show that (3) is a non-increasing function of α. Claim that
, we want to show that
It suffices to show that
By simplifying (5), we have
).
Thus we want to show that
which suffices to show that 0 ≤ 2t α(α + 1)
Note that
Thus Inequality (4) holds. Similarly, we can show that (3) is a non-increasing function of β. Since α, β ≤ t, if we replace both α and β with t in Q ′ 1 , then we have
Then since (3) is a non-increasing function of α and β, we have
by Corollary 2.4, Theorem 3.1,and (2).
In the above two cases, we showed that if G is a d-regular graph with κ ′ (G) ≤ t,
, which proved the first statement in Theorem 3.3. This result shows that when r ≤ t − 1
The remaining case for odd t is when r = t.
Case 3: r = t and t is odd. Consider the quotient matrix Q 1 in Case 2. Since t is odd, we have s, s ′ ≥ d + 2 by Proposition 3.2. We replace s and s ′ with d + 2 to have
and with a similar proof to Case 2, we have
Now, assume that both S and S has exactly d + 2 vertices. Note that since every vertex has the fixed degree d, the number k is determined by the number of edges between V 1 and V 2 . For v ∈ V 1 , there are only two choices: v is adjacent to either α vertices in V 2 or α − 1 vertices since G is d-regular and |S| = d + 2. Note that if every vertex in V 1 is adjacent to α vertices in V 2 , then we have the minimum k and that if every vertex in V 1 is adjacent to α − 1 vertices in V 2 , then we have the maximum k. Thus we have the following inequalities:
By solving for k in the above inequalities, we have
Similarly, we can have
, we have
If A = 0, then we have
To show that the largest root of g(x) is at most the largest root of f (x), we first show that the largest root of g(x) is at least d − 2. Let θ be the largest root of the polynomial g(x). Since g(x) is a cubic function with a positive leading coefficient, if
Claim that g(d − 2) ≤ 0.
Since 0 ≤ B ≤ 1 and α, β ≤ t < d,
Now, we assume that 2d
Since t ≤ d − 1, we have
Since θ is a root of g(x), we have
Then from (8), we have
By applying (8) and (9) to f (θ), we have
Then by (7), we have Figure 3 This implies that for any A = 0, the largest eigenvalue of Q ′ 1 is bigger than θ (see Figure 3) .
Similarly, we can show that for any B = 0, the largest eigenvalues of Q ′ 1 is bigger than the largest root of h(x), where h(x) is the cubic polynomial obtained from f (x) by plugging 0 into B. Now, we assume that A = 0 and B = 0 in Q ′ 1 . Then we have
We show that (10) (10) is a non-increasing funcion of β.
Since α, β ≤ t, if we replace both α and β with t in Q ′ 1 , then we have
by Corollary 2.4, Theorem 3.1,and (6). This completes the proof of the second statement in Theorem 3.3.
