The modular multilevel converter is the state-of-theart topology for voltage source converter HVDC. Despite its advantages, this converter handles large internal low-frequency energy ripples, and the capacitance that supports these dynamics is a key design parameter that affects the operating region of the converter. Different strategies can be found in the literature to increase the feasible region of operation of the converter. Nevertheless, they are typically open loop in nature and use precalculated control references. This paper presents an alternative based on model predictive control that steers the system through optimal control trajectories that are calculated online. This provides feedback and corrective control action in real time. The predictive controller used for this purpose is presented and a linear time-varying approximation is used to reduce the computational burden of the algorithm. The feasible boundaries of the converter are sought and the final performance of the control algorithm is evaluated through detailed simulations using a switching model of the converter.
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Complex representation of the AC grid current. V (u,l) DC voltage component in the upper and lower arms. V (u,l) D C DC component at each pole of the DC bus. V (u,l) Complex representation of the voltage modulated in the upper and lower arms. T HE Modular Multilevel Converter (MMC) has become the converter topology adopted in many high-power applications, specially in High Voltage Direct Current (HVDC) transmission [1] , [2] . The MMC is an interesting structure because of its scalability, which allows increasing the number of voltage levels by simply adding a larger number of submodules (SM) to each arm (see terminology in Fig. 1 ) [3] , [4] . This reduces the filtering requirements, produces a clean output voltage and allows decreasing the switching frequency of the individual semiconductor devices which reduces their losses [1] , [5] . In addition, the reliability of the system is enhanced as a large number of SMs would allow the converter to keep operating even in the event of a SM failure [3] , [6] . The arm currents charge and discharge SM capacitors which results in periodic fluctuations in the energy stored in each arm. These energy oscillations contain different frequency components which generate non-negligible voltage ripple in the SMs capacitor. In order to guarantee a correct operation, the converter is designed to have a large SM capacitance such that the voltage ripple can be decreased. Nevertheless, the increment of the capacitance of the device has a direct impact on its size and cost, specially in high power applications [7] . While early work focused on the suppression of the circulating current within the converter [8] , techniques based on controlled circulating current injection have been shown to reduce the voltage ripple of the SMs such that the energy storage requirements can be reduced [9] - [11] . Indeed, the increment of circulating current can be used to shape the energy oscillations without affecting the power exchanged with the AC system as long as the device efficiency is not compromised. Alternatively, the use of circulating current is also proposed to shape the arm capacitor ripple and extend the P -Q capability of the converter [12] , [13] . This strategy has also been adopted in [14] to extend the dynamic overload capability of MMCs in HVDC systems. However, only the circulating current is considered in these analysis whilst other variables that could potentially enhance the device performance are not evaluated. In [15] , all the different system variables that can increase the operating region of the MMC, i.e. circulating current, average energy stored and triplen harmonic injection in the case of three-phase systems, are discussed. This study proposed a control scheme which adapted a conventional open-loop controller while considering an appropriate set of internal variables as references. The steady-state values used as references were obtained from a numerical optimization algorithm based on a frequency-domain model of the MMC [16] . Alternatively, different publications propose the use of MPC techniques to control the MMC and regulate its circulating current [17] , [18] . The implementation of MPC techniques in MMCs has gained attention in the last years due to its interesting features such as fast dynamics response and easiness to handle multivariable problems [19] , [20] . Different MPC approaches based on Finite Control Set (FCS) strategies have been proposed, e.g. [21] , [22] , although existing FCS-MPC algorithms generally suffer from high computational burden when a large number of SMs is considered [23] . Nevertheless, recent publications suggest simplified strategies and/or the use of a modulator to extend the prediction horizon and reduce the burden of the optimization [24] . For instance, [25] introduces a novel approach where an MPC strategy is combined with a modulator achieving a regular pulse patter and improved steady-state tracking performance. Similarly, [26] presents an MPC current controller combined with a phase-shifted pulse-width modulation which decouples the burden of the predictive algorithm from the number of SMs. Similarly, this paper implements a predictive strategy combined with a modulator whose objective is to extend the operating region of an MMC. To do so, a long predictive horizon is stated to foresee whether or not the system states will reach physical constraints when the converter operates beyond its nominal design ratings. Besides, a Linear Time-Varying (LTV) strategy is proposed in order to reduce the burden of the optimization while retaining the main dynamics of the system [27] .
This paper is organized as follows: Section II describes the system under analysis and provides insight into the modeling approach. Section III derives the time domain steady-state expressions required to formulate the predictive controller afterwards. Then, Section IV describes the MPC algorithm and formulates the LTV approximation. Section V compares the feasible operating region of the MMC when a conventional controller or the LTV-MPC approach are considered. Finally, the performance of the algorithm is evaluated in Section VI and some concluding remarks are given in Section VII.
II. GENERAL SYSTEM DESCRIPTION AND MODELLING
The system under study, shown in Fig 1, is a single-phase MMC interfacing a DC link with an AC grid. A single-phase MMC is used in the analysis given that its dynamics are comparable to a three-phase MMC under balanced conditions. This statement is based on the analysis of the different currents through each arm of the MMC. This simplification does not detract the outcomes of the paper but facilitates the presentation of the predictive strategy as the complexity of the formulation and description of the algorithm is reduced.
Conventionally, each phase of the MMC is called leg, which is also subdivided into two subsystems called arms. Note that the upper and lower arms are designated with the sub-index u or l respectively. Each arm is comprised of a stack of N arm series-connected SMs where each SM is a half-bridge converter although other topologies, such as the full-bridge, could be considered [4] , [28] . The arms of the MMC are connected in series to an inductor, which smooths the arms current and limits its rate-of-change in case of faults. In addition, the middle point of the DC bus is connected to the neutral point of the AC side, providing a return path for the AC grid current.
The output voltage of the MMC is synthesized by setting the switching states of the SMs. If the number of SMs per arm is large, the harmonic content of the output voltage decreases and the high frequency distortion of the current can be attenuated easily [29] . The MMC has a large number of controllable degrees of freedom with as many independent voltages and switching signals as SMs in the converter. This fact increases the complexity of the modelling and the control design [30] . Commonly, the design of the controller relies on decoupling the system into different control problems. For instance, the time scales at which the current dynamics change are much smaller than those of the capacitor voltages. Therefore, the stack of SMs of each arm is typically regarded as a controllable voltage source in the design of the current controllers. Then, an energy controller acting significantly slower than the current controller is used to regulate the total energy of each arm [31] . To do so, the total capacitance of the arm is usually represented by an equivalent capacitor designated hereinafter as arm equivalent capacitor. This assumption is valid if all the capacitors of the arm are balanced [29] . The balancing of the stack of SMs is ensured by a slower-acting Balancing Control Algorithm (BCA) which equalizes the energy deviation of the SMs [32] . These simplifications lead to the equivalent schematic shown in Fig. 1 .
III. STEADY-STATE ANALYSIS OF MMC
The steady-state analysis of the MMC is largely discussed in [29] . This analysis is used afterwards to determine the steadystate trajectories of the system in order to formulate the MPC algorithm introduced in Section IV. The following simplifications are considered:
r The AC grid is an ideal sinusoidal voltage source. r The DC side is modeled as two constant voltage sources.
The middle point of the DC link is grounded.
r The voltage modulated at each arm of the converter is not affected by the switching operation of the SMs.
r The losses of the converter are negligible. r The SMs of each arm are correctly balanced.
A. Steady-State Equations
The analysis of the upper and lower meshes of the system depicted in Fig. 1 leads to the following expressions:
where L a and R a are the arm inductance and its equivalent parasitic resistance. The sub-index h = (u,l) is used to designate those variables that correspond to the upper (u) or lower (l) arms respectively. Then, v (h) D C is the the voltage of each pole of the DC bus, v (h) is the voltage modulated at each arm, i (h) is the current through each arm, i g is the AC grid current and v g is the AC grid voltage. The dynamics of the equivalent arm capacitor are:
where C a is the arm equivalent capacitance, v c(h) is the voltage of the equivalent arm capacitor and i c(h) is the current through it. Note that the power balance within each arm
Then, the grid current i g is the difference of the arms current whilst the circulating current i circ corresponds to the current common to both arms.
1) AC Component: as the voltage-current circuit relationships are linear, the analysis of the DC and AC system components can be performed independently. Then, the AC quantities are analyzed in the phasor-domain, decomposing them into real and imaginary parts.
The system impedances are defined as following:
where Z is the equivalent grid impedance, Z a is the equivalent arm impedance and ω is the angular frequency of the grid. Next, (1), (2), (4) and (5) are analysed in phasor-domain form:
where the capital letters plus an over-line symbol designates the AC component of the variables. Note that the DC components are designated only with capital letters (no over-line).
2) DC Component:
The following expression is got from (1), (2) and (4):
B. Power Balance
The net power balance across an arm has to be zero to keep the arm energy stable. This implies that the real AC power exchanged by the arm has to be equal to its DC power:
C. Operating Setpoint Reference
Different control strategies could be considered depending on the operating requirements of the converter, e.g. P -Q or V D C -Q control strategies [31] . Here, the P -Q control approach is considered such that a target AC grid current reference is calculated from the power setpoint. In addition, the reactive current of the grid is chosen to be equally shared between both arms. However, this particular condition could be different depending on the operating requirements.
D. Time-Domain Trajectories in Steady-State
The time domain trajectories of the arm currents and the modulated voltages are obtained by solving (8)- (17) .
Next, the trajectory of the arm equivalent capacitor can be calculated considering their energy [33] , [34] . The time-domain trajectories of the energy of each arm are obtained integrating their power over time:
where e (h) 0 is the initial energy of the arm. Finally, the time domain voltage expression of the equivalent arm capacitor can be obtained from (20) . Note that the arm equivalent capacitor voltage is approximately the sum of the voltages of the different SMs of the stack [29] . 
IV. CONTROLLER DESCRIPTION
The MPC controller is designed to optimize the slow dynamics of the system and, consequently, its prediction horizon should be designed to be relatively long. Nevertheless, a direct implementation of the MPC with a long horizon and a fast sampling frequency could result in an optimal control problem with a large computational burden. This issue was discussed in [27] , where a reduced sampling of the predictive algorithm combined with a cascaded structure was suggested. Indeed, the energy dynamics of the converter allow an MPC block with a reduced sampling to be considered. Nonetheless, because of the fast dynamics of the current, it could happen that the converter becomes unstable during sampling intervals. Thus, a fast inner controller is added to guarantee the good performance of the system even in the event of unexpected disturbances. On the other hand, a low sampling of the predictive regulator would also provide distorted signals to the inner control blocks. Consequently, the output of the predictive block is interpolated with the data of the prediction horizon such that smooth reference signals are obtained [27] . Then, the control system, apart from the MPC and the interpolation blocks, is formed by a Phase-Lock Loop (PLL) [35] used to determine the AC grid voltage and frequency, and a fast inner current controller tuned using an H ∞ approach [36] . Additionally, a Nearest Level Control (NLC) strategy is adopted to generate the firing signals and provide inter-arm energy balancing [37] . Note that the predictive algorithm is formulated to optimize the average dynamics of the system but it is not responsible of controlling the SMs individually. This last task is performed by the NLC algorithm, although other modulation techniques could be considered. The resulting control structure is shown in Fig. 2 . The Operator Splitting Quadratic Program (OSQP) algorithm based on an Alternating Direction Method of Multipliers (ADMM) first-order method [38] is used to solve the optimal control problem of the predictive algorithm.
A. Linear Time-Varying Approximation
Even though the voltage-current circuit relationships of the system are linear, the power balance equations that relate arm currents and voltages with the arms energy are nonlinear. As it was discussed in [27] , the addition of nonlinear terms on the formulation of the MPC algorithm largely increases the computational burden of the optimization. The use of an LTV-MPC approach is found convenient, because this approach provides an accurate approximation of the non-linear dynamics at a reduced computational cost [27] . Doing so, the nonlinear terms of the system are described as deviations around a steady-state trajectory varying periodically over time. Then, the nonlinear dynamics of the plant are approximated by linear ones and faster optimisation solvers can be used. The validity of this approximation is proven in Section VI where the LTV model is used to control a switching model of the MMC. In order to introduce the LTV approximation, x refers to a vector containing all the system states (x [i u [1 ] , i l [1 ] , v cu [1 ] , v cl [1 ] , . . . ,
) and u is a vector containing the con-
. Then, according to the previous description, the following definitions are done:
where the accent ∼ designates steady-state periodic trajectories and δ designates variables that model disturbances around them. This approach is illustrated in Fig. 3 . Besides, the system under analysis is assumed to be generically represented by:
and trajectories of the system states can be linearised around a steady-state trajectory by applying a first-order Taylor's approximation as:
where the term A 0 corresponds to the steady-state trajectories at a particular time instant and it can be obtained from expressions (18)- (19) and (21) .
B. LTV-MPC Algorithm
The LTV-MPC controller is formulated to track the current to be exchanged with the AC system, which is adapted according to the required power to be exchanged and the instantaneous grid voltage. This requirement is formulated as a constraint in order to guarantee that the current injection exactly follows the reference. According to their nature, the different parts of the optimization problems are described below.
1) Objective Function: its different terms account for the minimization of the arms current (i u and i l ), the control voltages (v u and v l ) and the reduction of the oscillation of the equivalent arm capacitor voltage (v cu and v cl ), which is expected to be stabilized around the energy reference E N . In addition, variables λ i , λ V and λ v c are slack variables added to soften the constraints. The objective function is as following:
where [k] describes a discrete time instant and N is the number of points of the prediction horizon. Then, R, S and U are tuning weights and ψ 1 , ψ 2 , ψ 3 are scaling factors. Note that i eu , i el , v ecu , v ecl , v eu and v el are variables that represent the difference between the steady-state trajectories and their references, e.g. v ecu = v cu − v * cu . Finally, W i , W V and W v c are weights that penalize the softening variables (see Section VI for more detail about the use of the softening variables).
2) Constraints: different types of constraints are introduced below according to their function. a) Modelling: This set of constraints define the model of the predictive algorithm and correspond to the derivative terms of the LTV approximation (see Section IV-A). The discrete approximation of these terms is obtained applying a Forward Euler transformation:
where Δt is the sampling interval. Note that (26) accounts for deviations around the steady-state trajectory of the arms current whereas (27) describes variations of the equivalent arms capacitor voltage. b) Reference Tracking: Considering (4), this equality constraint imposes that the current injected into the grid matches its reference.
c) System Limitations: The physical limits of the system are stated as inequality constraints that bound the upper and lower values of the variables. The following boundaries are considered:
where ∨ and ∧ denote lower and upper variable bounds respectively and V is a safety boundary. Then, (29) and (30) limit the values of the modulated voltages ensuring that these signals are not negative and that they do not generate over-modulation by exceeding the arm capacitor voltage. Likewise, (31) limits the maximum value of the current through the arms. Next, (32) and (33) restrict the maximum voltage of the equivalent arm capacitor over the prediction horizon. Finally, (34)- (36) bound the values of the softening variables, if required.
C. LTV-MPC Tuning Parameters
The LTV-MPC algorithm described in this document is equivalent to the controller presented in [27] . The algorithm is defined in per-unit values and the tuning is based on the fact that the system states present a negative correlation, i.e. a reduction on the equivalent capacitor voltage requires the injection of circulating current, which increases the current through the arms. Because of this negative correlation, the weights of these terms are defined as: S + R = 1. It is desired that the control action has a negligible impact on the steady-state performance; thus, a very low weight is assigned to this parameter (U ∼ 10 −3 ). In addition, the scaling factors ψ 1 , ψ 2 and ψ 3 are included in the formulation to normalize the objective function. However, as per-unit values are used to formulate the algorithm, these terms are set equal to 1 (see Table I ). Then, slack variable weights W V , W i and W v c have a large value to not permit a large transgression of the physical constraints.
The effect of considering different S weights under nominal operating conditions is depicted in Fig. 4 . It is shown that different weights cause a different injection of circulating current through the converter, which also affects the voltage ripple oscillation of the arm in steady-state. On the other hand, it is found that the performance of the converter when its nominal operating ratings are exceeded differs from the analysis presented in [27] , as a result of numerous system states reaching their physical limits. Note that these limits cannot be exceeded because of the constraints defined in the predictive algorithm. Under these circumstances, it is observed that the weighting factor is mostly relevant for the transient response of the converter but do not significantly change the operating area in steadystate. Additionally, it must be mentioned that the algorithm can be tuned to present a conventional performance under nominal operating conditions such that the injection of harmonic components into the circulating current is only performed when the system is driven beyond its nominal ratings. Doing so, it can be argued that the system efficiency is not affected during nominal operating conditions. Therefore, only one weight S accounting for this performance is considered in the subsequent study.
The sampling frequency and the horizon length are chosen considering their impact on the performance and the computational burden. The sampling frequency is chosen relatively low considering the slow energy dynamics of the SMs and the prediction horizon is chosen sufficiently large to adequately foresee the impact of the control action. Fig. 5 shows the influence of these parameters on the states trajectories. The tuning values of the algorithm are detailed in Table I .
The dynamic behaviour of the the system is depicted in in Fig. 6 . This simulation starts at zero load and later, at time 0.01 s, the power reference is modified and a step-change from 0 to 1 pu (power factor equal to 1) is performed. Next, at time 0.08 s, the power reference undergoes another step-change and the power factor changes from 1 to 0.4. Finally, at time 0.14 s, the AC grid undergoes a fault and its voltage falls to 20% of its nominal value and the phase shifts by 15 • . It is seen that the cascaded controller keeps the system stable at all times and exhibits good transient response. This graph proves the good performance of the controller under nominal operating conditions before analysing the response of the system when the power ratings of the converter are exceeded.
V. OPERATING REGION ANALYSIS
The underlying numerical optimization of the predictive algorithm does not permit a closed solution of the system trajectories to be obtained. Thus, the operating area of the converter is analyzed using a numerical method based on a sequential search algorithm. The search strategy is used to evaluate the feasible operating region of the system under two scenarios: when the converter is driven by a conventional controller and when the MPC controller is used. Note that a conventional controller is considered to be a control structure based on cascaded PI loops and sinusoidal current references as described in [31] . In order to determine the ideal operating region, it is assumed that the output trajectories of the controllers match the ones followed by the plant. Nevertheless, detailed simulations considering the effect of the different control blocks described in Section IV are presented in Section VI to validate the performance of the controller. Fig. 7 . Flowchart of the sequential search algorithm. Fig. 8 . Comparison of the operating region. The radial search is exemplified with symbols and × , which denote feasible and unfeasible points. In order to provided more insight about the behaviour of the predictive algorithm, different points marked in this picture are further analyzed in Fig. 9 and Fig. 10 .
A. Sequential Search Algorithm
The capability curve of the converter is evaluated by sampling the potential P -Q region of the device. These samples must be small enough to be representative of the area of operation. Each of these samples represents a grid current reference point at which the converter should be operated. Then, the system is driven from no load to the reference point. The search of suitable points is done radially, i.e., the region under analysis is divided into small angle increments and for each of these angles the radius is swept from 0 to 2 pu. The sequential search algorithm evaluates whether or not the system could be driven to that specific reference point. Once a candidate point has been assessed, the next point is evaluated. The flowchart of the search strategy is shown in Fig 7. 
B. P-Q Region
The results obtained from the sequential search are presented in Fig. 8 . The operating area of the converter considering a conventional control strategy is depicted in gray. This area is limited by the following boundaries [39] :
r Over-current: current that each arm can withstand. r Peak SM: voltage that a stack of SMs could withstand. r Zero-Voltage: capability to generate negative voltage. As half-bridge SMs are considered, it is not possible to generate negative voltage.
r Stack Voltage: voltage that a stack of SMs can synthesize considering their available energy. Similarly, the area obtained using the LTV-MPC approach is shown green. These areas correspond to the converter parameters shown in Table I .
Next, Fig. 9 shows the trajectories of the system variables when the converter is driven by conventional control references. Note that the operating area of the converter is not symmetrical and it depends on which constraints are met at different directions. Then, points A and C are found when the upper or lower current limits are reached. Likewise, boundary B is formed as a results of the in-ability to generate negative voltage. Finally, point D is obtained when there is not enough energy stored in the SMs of the arms to modulate the required voltage. Fig. 10 shows how the trajectories of points E, F, G and H are regulated by the LTV-MPC algorithm such that the system variables do not reach their limits at points A, B, C and D. This, however, is subject to the thermal limitations of the converter which are not considered here. The analysis of the trajectories Fig. 10 . Trajectories of points E, F, G and H marked in Fig. 8 in Fig. 10 brings significant findings. First, the increment of the operating region is not homogeneous in all directions and it is noticeable that different strategies are inherently adopted by the MPC algorithm. The comparison between points A ( Fig. 9 ) and E (Fig. 10) indicates the injection of circulating current. This is noticeable from the harmonic analysis depicted in Fig. 11 , which shows that the injection of current through the arms is not limited to a single component but varies depending on the operating conditions. Likewise, it is evident from comparing points B and F that the MPC algorithm modified the average energy stored in the SMs. The variation in the SM energy, combined with an appropriate injection of circulating current, permitted to extend the operating area. Thus, it is observed that the predictive controller enhances the operating area of the converter by naturally combining different strategies present in the literature [12] , [13] , [15] . Furthermore, the trajectories of the system variables are adapted online which implies that the change of the system trajectories is done by considering the values of the states at each moment and they are adapted for each operating condition.
C. Operating Region Under Different Design Parameters
In order to evaluate the influence of the design parameters on the operating region, Fig. 12 shows the P -Q area of the converter when these parameters are slightly modified. Based on this information, three study cases are considered (see Table II ). Fig. 13 compares the feasible region of the con- TABLE II  PARAMETERS OF THE SENSIBILITY STUDY CASES   TABLE III INCREMENT OF OUTPUT APPARENT POWER AT SPECIFIC ANGLES verter using the MPC strategy and the conventional controller for the three different study cases. The results are summarized in Table III , which provides information about the increment of apparent power the converter could exchange in each scenario. Nevertheless, it is not possible to generally quantify this increment as the operating area is not enhanced evenly for all power angles. Thus, only specific directions are compared in Table III . Finally, the results indicate that despite the variation on the converter parameters, the MPC strategy significantly increases the operating area of the converter, which in the worst case and direction is enhanced by up to 25%. Table I ) is plotted in black. 
VI. SIMULATION RESULTS
This section presents detailed simulation results to validate the performance of the LTV-MPC strategy at points E and H. These simulations, conducted in Matlab Simulink, are based on a switching model of the converter where each arm is built by a stack of 589 SMs. The output voltage is synthesized by implementing a NLC strategy [8] . As the system is driven to operate at its operating boundaries, it is expected that a small deviation from the ideal model used in Section V-B might make the optimal control problem become unfeasible. This is justified as the ideal trajectories presented in Section V might slightly mismatch with the detailed dynamics of the system. Thus, the softening slack variables permit small violations of the rated constraints, if required. The tuning and the simulation parameter values are presented in Table I .
First, Fig. 14 shows the performance of the system at point E. The simulation begins at 1 pu (power factor 1) and at time 0.03 s the reference is smoothly changed to reach 1.48 pu (power factor 1) at time 0.05 s. It is noticeable how the LTV-MPC algorithm modifies the natural trajectories of the plant such that this point is achievable. Nevertheless, as it was expected, the non-ideal elements of the model cause the trajectories predicted by the predictive algorithm to slightly deviate from the dynamics of the ideal system shown in Fig. 10 . In order to relax the optimization constraints, the slack variables acquire non-zero values. This is shown in Fig. 14 where the values of the softening variables are plotted. Note that before exceeding 1 pu the MPC algorithm controls the system without requiring the use of additional allowance. Nevertheless, the margins provided to the softening variables are considered reasonable for a realistic operation of the converter. In addition, the voltage of a few SMs is also displayed, proving the good balancing of the SMs and the compatibility between the balancing strategy and the predictive algorithm. Likewise, Fig. 15 shows the performance of the system at point H. Here, the system is driven from 1 pu (power factor 0) to 1.475 pu (power factor 0) between the time instants 0.03 s and 0.05 s. Similarly, the trajectories resemble the ones shown in Fig. 10 although the soft-constraints acquire non-zero values at specific instants of time such that the problem does not become infeasible.
VII. CONCLUSION
This paper has proposed a control structure based on an MPC strategy to investigate how the operating region of an MMC could be extended. It has been shown that when compared with a conventional controller with classical sinusoidal current references, the predictive strategy can naturally extend the P -Q area of the MMC by adjusting the trajectories of the system variables. To achieve this, the predictive controller naturally combines different strategies, such as the circulating current injection and the regulation of the average energy of the SMs. Thereby, the feasible operating limits of the converter show that the converter can be steadily operated above its nominal design ratings allowing a better utilization of the hardware resources.
