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Abstract
We study local operators of U(N)×U(N)N =6 Chern-Simons-matter theory including
a class of magnetic monopole operators. To take into account the interaction of monopoles
and basic fields for large Chern-Simons level k, we consider the appropriate perturbation
theory in 1k which reliably describes small excitations around protected chiral operators.
We also compute the superconformal index with some simple monopole operators and
show that it agrees with the recent result obtained from localization. For this agreement,
it is crucial that excitations of gauge fields and some matter scalars mix, which is described
classically by odd dimensional self-duality like equations.
∗Address from 1 September 2009.
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1 Introduction
Recent studies of AdS4/CFT3 states that a class of Chern-Simons-matter theories provide
holographic descriptions of M-theory. See, among others, [1, 2, 3, 4]. An important ingredient
for understanding M-theory in this setting is the magnetic monopole operator [5], creating
the gauge theory duals of Kaluza-Klein modes along the ‘eleventh direction’ beyond type IIA
backgrounds. For recent studies of monopole operators, see [6, 7, 8, 9, 10, 11, 12, 13]. The
N =6 Chern-Simons-matter theory [4] is an ideal model to study this subject.
Generically, operators (or states via radial quantization) involving monopole operators can
be understood only after taking large interactions into account even if the coupling constant 1
k
is small, where k is the Chern-Simons level. A simple argument goes as follows. For simplicity,
consider a subsector of U(N) × U(N) N =6 theory consisting of the gauge fields Aµ, A˜µ and
complex scalars φI . The argument generalizes to other theories. The action takes the form∫
tr
[
k
4π
(
AdA− 2i
3
A3
)
− k
4π
(
A˜dA˜− 2i
3
A˜3
)
−DµφIDµφ¯I − 1
k2
V (φ)
]
, (1.1)
where V (φ) is a potential which is of sixth order in φI . The equations of motion for Aµ, A˜µ are
k
2π
⋆ Fµ = i
(
Dµφ¯
IφI − φ¯IDµφI
)
,
k
2π
⋆ F˜µ = i
(
φIDµφ¯
I −DµφI φ¯I
)
. (1.2)
With magnetic monopoles, the left hand sides on a spatial 2-sphere integrate to O(k) numbers
due to the flux quantization, which requires the scalars to be O(k 12 ). With scalars at this
order, one generically finds that both the kinetic term and the potential 1
k2
V (φ) contribute to
the scalar equation of motion in same orders, implying that conventional perturbative approach
cannot be valid.1
1An important exception is the case in which V (φ) vanishes, which corresponds to chiral operators. We shall
consider these exceptional cases as well in this paper.
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In this paper, we investigate the correct perturbation theory at large k appropriate for
studying the spectrum of these operators. We start by studying the classical field theory. We
first find the lowest energy configurations solving all equations of motions in the interacting
theory including (1.2), for a class of magnetic fluxes turned on. See section 2 for the details
on the monopole operators we consider. By studying the fluctuation of fields in this exact
background, we find the desired perturbation theory in 1
k
. In this paper, we mainly study the
‘free theory’ limit ignoring subleading interactions, leaving more elaborate study as a future
work. Quantizing the modes in the free theory, one can immediately calculate the partition
function for these operators.
The spectrum that we obtain in this free theory is subject to change as one considers
interactions suppressed by 1
k
. However, spectrum of certain states preserving supersymmetry
can be stable against interaction at least in the ’t Hooft limit, which takes N, k → ∞ with
λ = N
k
finite [14]. Such states are counted by the superconformal index [15]. Recently the
superconformal index for the N = 6 Chern-Simons-matter theory has been computed and
studied [9] in the sectors containing monopole operators, generalizing the earlier work [14].
In [9], the index is computed by applying localization technique to the path integral for the
index. This calculation involves deforming the theory in a way that the index is not changed.
Although this is a standard method, it should be illuminating if one can understand the same
quantity directly from the N =6 Chern-Simons-matter theory itself, at least for large k. We
use our free theory to reproduce this index for a class of monopoles.
Monopole operators studied in [9] can be classified into two classes, according to their
representations of U(N)×U(N) gauge group. Firstly, a monopole operator can be in a conjugate
representation of the two U(N) gauge groups. Such monopole operators can combine with basic
field operators to form gauge invariant chiral operators, in the sense that theirs dimensions are
given by the R-charge. These chiral operators are relatively well understood [6, 7, 10, 11]. It
is also in this sector that we can find exact classical solutions with lowest energy. Secondly, it
was shown in [9] that monopole operators in non-conjugate representations of two U(N) should
exist. This claim was solidly supported by a very detailed matching between the large N indices
from gauge theory and supergravity. In this case, the lowest energy states come with nonzero
spatial angular momenta, which is harder to study than the chiral operators in the first class.
We do not know yet how to analyze this sector using the approach of this paper, and leave this
problem as a future work.
The rest of this paper is organized as follows. In section 2 we provide the classical analysis of
the field theory on S2×R, in the presence of magnetic fluxes. By studying all small fluctuations
of charged modes and quantizing them, we calculate the superconformal index, which agrees
with the result of [9]. We also briefly discuss open problems with monopole operators which
are not considered in detail in this paper. In section 3 we conclude with a few comments.
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Note: While we were finalizing this draft, [16] appeared with some overlap with our work.
2 Spectrum with monopole operators
The N = 6 Chern-Simons-matter theory is often conveniently described by decomposing the
fields in N =2 supermultiplets. In particular, this is useful for us since we shall consider the
superconformal index of this theory in section 3, which uses N =2 supersymmetry only. In the
notation of [9] (which closely follows [17]), the matter fields decompose to four chiral multiplets
(Aa, ψaα), (Ba˙, χa˙α) (with a, a˙ = 1, 2) in bifundamental and anti-bifundamental representation
of U(N)× U(N), respectively. Table 1 summarizes the global charges of fields. h1,2,3 are three
Cartans of SO(6) R-symmetry, and h4 is the ‘baryon-like’ U(1)b charge. The action on R
2+1 is
given as follows:
L = LCS + Lm , (2.1)
where the Chern-Simons term is given by
LCS = k
4π
tr
(
A ∧ dA− 2i
3
A3 + iλ¯λ− 2Dσ
)
− k
4π
tr
(
A˜ ∧ dA˜− 2i
3
A˜3 + i
¯˜
λλ˜− 2D˜σ˜
)
, (2.2)
and (overbar for scalars denotes Hermitian conjugation)
Lm = tr
[
−DµA¯aDµAa −DµB¯a˙DµBa˙ − iψ¯aγµDµψa − iχ¯a˙γµDµχa˙
− (σAa −Aaσ˜)
(
A¯aσ − σ˜A¯a)− (σ˜Ba˙ − Ba˙σ) (B¯a˙σ˜ − σB¯a˙)
+A¯aDAa − AaD˜A¯a − Ba˙DB¯a˙ + B¯a˙D˜Ba˙
−iψ¯aσψa + iψaσ˜ψ¯a + iA¯aλψa + iψ¯aλ¯Aa − iψaλ˜A¯a − iAa ¯˜λψ¯a
+iχa˙σχ¯
a˙ − iχ¯a˙σ˜χa˙ − iχa˙λB¯a˙ − iBa˙λ¯χ¯a˙ + iB¯a˙λ˜χa˙ + iχ¯a˙ ¯˜λBa˙
]
+ Lsup . (2.3)
Lsup contains scalar potential and Yukawa interaction obtained from a superpotential
W = −2π
k
ǫabǫa˙b˙tr(AaBa˙AbBb˙) . (2.4)
σ, λ,D and σ˜, λ˜, D˜ are auxiliary. The Lagrange multipliers D, D˜ impose
σ =
2π
k
(
AaA¯
a − B¯a˙Ba˙
)
, σ˜ =
2π
k
(
A¯aAa −Ba˙B¯a˙
)
. (2.5)
λα, λ˜α are also given in terms of the matter fields as
λ =
4π
k
(
χ¯a˙Ba˙ − Aaψ¯a
)
, λ˜ =
4π
k
(
Ba˙χ¯
a˙ − ψ¯aAa
)
. (2.6)
This theory can be put on S2 × R via radial quantization. See, say, [9] for the details. One
of the important changes is that scalars acquire masses proportional to the curvature of S2.
Without losing generality, we set the radius of S2 to 1. Then one finds m2 = 1
4
for all scalars.
3
fields h1 h2 h3 j3 ǫ h4
(A1, A2) (
1
2
,−1
2
) (1
2
,−1
2
) (−1
2
,−1
2
) 0 1
2
1
2
(B1˙, B2˙) (
1
2
,−1
2
) (−1
2
, 1
2
) (−1
2
,−1
2
) 0 1
2
−1
2
(ψ1±, ψ2±) (12 ,−12) (12 ,−12) (12 , 12) ±12 1 12
(χ1˙±, χ2˙±) (
1
2
,−1
2
) (−1
2
, 1
2
) (1
2
, 1
2
) ±1
2
1 −1
2
Aµ, A˜µ 0 0 0 (1, 0,−1) 1 0
Table 1: charges of fields
In the radially quantized theory, one can consider configurations in which nonzero magnetic
flux on spatial S2 is turned on. From the representations of matter fields under U(N)×U(N),
one finds that trF = trF˜ should be satisfied. The Kaluza-Klein momentum in the dual M-
theory along the fiber circle of S7/Zk is given by
P =
k
4π
∫
S2
trF =
k
4π
∫
S2
trF˜ (2.7)
in the gauge theory [4]. This, via Gauss’ law constraint, turns out to be proportional to
h4 in Table 1. Monopole operators create these fluxes on S
2. In particular, we can embed
U(1)N × U(1)N Dirac monopoles to U(N)× U(N) such that
1
4π
∫
S2
F =
1
2
diag(n1, n2, · · · , nN ) , 1
4π
∫
S2
F˜ =
1
2
diag(n˜1, n˜2, · · · , n˜N) . (2.8)
Here H ≡ (n1, n2, · · · , nN) and H˜ ≡ (n˜1, n˜2, · · · , n˜N) are non-increasing integers.
2.1 Classical solutions
In this paper, we mainly consider monopole operators with n1= n˜1=n>0 and other ni, n˜i=0.
Sectors with negative n can be obtained by parity. In subsection 2.3, we discuss the technical
complications that we encounter for other cases, including the cases with H 6= H˜.
The matter fields carry positive scale dimensions and nonzero U(1)b charge h4, where the
latter charge has to be balanced with the total magnetic flux through the Gauss’ law. The
total U(1)b charge is given by the magnetic flux as
k
2
N∑
i=1
ni =
k
2
N∑
i=1
n˜i =
kn
2
> 0 . (2.9)
Our strategy is to first obtain classical solutions which would account for the states with lowest
energy (after quantization) for a given positive U(1)b charge given above, and then study
the small fluctuations with higher energy. We will see that the latter modes can be treated
perturbatively in 1
k
. From Table 1, the lowest energy states with positive U(1)b charge are given
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by creating states only with operators B¯1˙, B¯2˙, or only with A1, A2, in their s-waves. The two
cases can be analyzed in a completely same way. They are annihilated by different combinations
of supercharges. Here we consider the first sector only.
Turning on the gauge fields and Ba˙, the equations of motion for Aµ, A˜µ are given by
k
4π
ǫµνρFνρ = −i
√−g (B¯a˙DµBa˙ −DµB¯a˙Ba˙) (2.10)
where ǫtθφ = 1. θ and φ denote the standard spherical coordinates for the unit 2-sphere. The
equation of motion for Ba˙ on S
2 × R is given by(
DµDµ−1
4
)
Ba=
4π2
k2
[
3(BbB¯
b)2Ba+3Ba(B¯
bBb)
2−2BbB¯cBcB¯bBa−2BaB¯bBcB¯cBb−2BbB¯bBaB¯cBc
]
.
(2.11)
Our solution has nonzero uniform magnetic fields on S2 in the first U(1) among U(1)N in each
U(N), and s-wave of Ba˙ is nonzero in the 11 component, where the first (second) 1 denotes
the first component in the anti bi-fundamental (bi-fundamental) of first (second) U(N) group.
The Gauss’ law demands
Ba˙ = ba˙e
−it/2 (2.12)
where the complex constants ba˙ satisfy
|b1|2 + |b2|2 = kn
4π
. (2.13)
We also set At = 0. One finds that this solution also satisfies the scalar equation of motion
(2.11) with the right hand side from the potential vanishing. The positive frequency ω = 1
2
of
our solution implies that b¯a modes are to be regarded as creation operators after quantization.
These states belong to protected short multiplets, which is easy to see as they are obtained by
SU(2) actions on states of the form (b†1)
kn|0〉 [18].
We now investigate fluctuations of all fields around the above background in the leading
order in 1
k
. The modes run over Aa, Ba˙, ψa, χa˙ in the matter fields as well as the vector fields
Aµ, A˜µ which turn out to couple to some of the matter fields.
We start by considering bosonic fluctuations. We first consider the fluctuations δAa in
bifundamental of U(N)×U(N), which can be considered seperately since they do not mix in the
leading order with other fields in the background with nonzero Ba. The mode (δAa)11 or (δAa)ij
do not couple to magnetic field or the background scalar Ba in the leading quadratic order,
where i, j = 2, 3, · · · , N are fundamental/anti-fundamental indices for U(N−1) × U(N−1).
These are simply expanded with the spherical harmonics, which is the same as the weakly
coupled theory without monopoles.
The modes (δAa)1i or (δAa)i1, which couple to ±n units of magnetic charges, are expanded
with monopole spherical harmonics. Monopole spherical harmonics are labeled by the total
5
angular momentum j = |n|
2
, |n|
2
+1, |n|
2
+2, · · · and the Cartan j3 = m. From the kinetic and the
conformal mass terms, one obtains
d(δAa)
dt
d(δA¯a)
dt
−
[(
j +
1
2
)2
− n
2
4
]
δAaδA¯
a , (2.14)
where δAa denotes either 1i or i1 component. The leading contribution of this fluctuation is
also present in the potential. In the potential, it may appear either by directly fluctuating
Aa, A¯
a which are explicit in (2.3), or via fluctuations of the composite fields σ, σ˜. The latter
possibility yields no leading terms, quadratic in δAa: δσ, δσ˜ coupling to Aa’s obviously starts
from sextic fluctuations with coefficients 1
k2
while those coupling to Ba˙ always comes with a
factor of the background fields (σ˜Ba˙−Ba˙σ) or its conjugate which is zero since σ = σ˜ commute
with background Ba. Thus we only study the direct fluctuations. One first finds a factor
− n
2
4
δAaδA¯
a (2.15)
from the term coupling to σ, σ˜. One should also consider the potential coming from the super-
potential: the term relevant for the fluctuations δAa is
− 4π
2
k2
tr
[
(B1˙AaB2˙ − B2˙AaB1˙)(B¯2˙A¯aB¯1˙ − B¯1˙A¯aB¯2˙)
]
. (2.16)
The contribution from this term is zero. This is easy to see, since by an SU(2) internal rotation
ba˙ can be rotated to satisfy either b1 = 0 or b2 = 0. Since the superpotential is SU(2) invariant
and acquires nonzero contribution only when the two scalars are both nonzero, the vanishing
of the fluctuation in this case is obvious.2 Combining all, one finds that the last term in (2.14)
and (2.15) cancel that the frequencies of these modes are given by
ω2 =
(
j +
1
2
)2
. (2.17)
In particular, the spectrum ω = ± (j + 1
2
)
is crucial since some highest weight states, satisfying
j = j3, should saturate the BPS energy bound
ǫ ≥ R + j3 = j3 + 1
2
(2.18)
where R is the R-charge of N = 2 supersymmetry. This was also found in [9].
We then turn to the fluctuations of the scalars δBa in 1i and i1 component, where again the
first and second indices are for the first and second of U(N)×U(N). (Again, ‘diagonal’ modes
with 11 and ij are trivially expanded with spherical harmonics.) It is convenient to decompose
δBa = zaδφ+ ǫabz¯
bδϕ , (2.19)
2In subsection 2.3, we will find a subtle contribution from the superpotential for backgrounds with more
general monopoles.
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where we define ǫ12 = −ǫ21 = 1 and ba ≡
√
kn
4π
za, satisfying |z1|2 + |z2|2 = 1. From its SU(2)
index structure, the mode δϕ does not directly couple to the background scalar ba in the leading
(quadratic) order and only couples to it via nonzero σ, σ˜. This is the same as the fluctuations
δAa above, leading to the same result (2.17).
Finally in the bosonic sector, we consider off-diagonal fluctuation δφ. We denote by δφ±
the i1 and 1i components of the first and second gauge group, respectively. δφ± couples to ±n
units of fluxes. We also denote by φ0 =
√
kn
4π
e−it/2 the background field. By taking a glance
at the off-diagonal components of (2.10) and (2.11), it turns out that one has to expand the
off-diagonal Aµ, A˜µ together with δφ. Let us denote by δAµ and δA˜µ the 1i component in the
adjoint of the first/second gauge group, respectively. From Gauss law one obtains
⋆DδA =
2π
k
[
|φ0|2δA− i
(
φ¯0Dδφ
+−dφ¯0δφ+
)]
, ⋆DδA˜ =
2π
k
[
− |φ0|2δA˜− i
(
dφ0δφ¯
−−φ0Dδφ¯−
)]
.
(2.20)
Inserting the value of |φ0|2, we rewrite it as(
⋆D − n
2
)
δA = −2πi
k
(
φ¯0Dδφ
+ − dφ¯0δφ+
)
,
(
⋆D +
n
2
)
δA˜ = −2πi
k
(
dφ0δφ¯
− − φ¯0Dδφ¯−
)
.
(2.21)
δA, δA˜ are taken to be of same order as 1√
k
δφ±. D acts on fluctuations according to their
charges: D = d− iA(0) on δA, δA˜, δφ+ and D = d+ iA(0) on δφ−, where A(0) provides uniform
U(1) magnetic field with n units of flux. Expanding the scalar equation of motion, one finds(
DµDµ − 1
4
)
δφ+ + iφ0 (D
µδAµ) + 2i∂µφ0δA
µ = 0(
DµDµ − 1
4
)
δφ¯− + iφ¯0(DµδA˜µ) + 2i∂µφ¯0δA˜µ = 0 . (2.22)
Note that the potential does not contribute since it vanishes for a single complex scalar. All
covariant derivatives here and below are associated with the background magnetic field, and
when necessary, it is also spatially covariantized as well.
To proceed, we act D⋆ on the first equation of (2.21) and obtain
i
n
2
volS2∧δA−n
2
D⋆δA = −2πi
k
(
φ¯0D ⋆ Dδφ
+ − d ⋆ dφ¯0δφ+
)
= −2πi
k
φ¯0
(
D ⋆ Dδφ+ +
1
4
vol3δφ
+
)
(2.23)
where we used ⋆2 = −1, d ⋆ dφ¯0 = −14 φ¯0vol3, and(
D2δA
)
µνρ
= 3!D[µDνδAρ] =
3!
2
[D[µ, Dν ]δAρ] = −i3!
2
F[µνδAρ] = −i (F ∧ δA)µνρ . (2.24)
Since D ⋆ Dδφ = −vol3DµDµδφ, D ⋆ δA = −vol3DµδAµ, one obtains
i
n
2
δA0 +
n
2
DµδAµ =
2πi
k
φ¯0
(
DµDµδφ
+ − 1
4
δφ+
)
. (2.25)
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Multiplying φ0 on both sides, one obtains
i
n
2
φ0δA0 +
n
2
φ0D
µδAµ = i
n
2
(
DµDµδφ
+ − 1
4
δφ+
)
, (2.26)
which is exactly the scalar equation of motion for δφ+ in (2.22). Similar manipulation with
the second equation of (2.21) yields the δφ¯− equation in (2.22). From this finding, we conclude
that it suffices for us to solve (2.21) only.
One can easily check the following gauge invariance of (2.21):
δA 7→ δA +Dǫ , δφ+ 7→ δφ+ − iφ0ǫ
δA˜ 7→ δA˜ +Dǫ˜ , δφ¯− 7→ δφ¯− − iφ¯0ǫ˜ . (2.27)
This comes from the linearized off-diagonal part of the U(N) × U(N) gauge transformation,
which at this order does not change the background magnetic field. A convenient gauge is
δφ+ = 0 and δφ¯− = 0, which resembles the ‘unitary gauge’ in spontaneously broken gauge
theories with Higgs fields. The resulting equation is(
⋆D − n
2
)
δA = 0 ,
(
⋆D +
n
2
)
δA˜ = 0 (2.28)
where D in both equations is D = d − iA(0). These equations (with ordinary derivative re-
placing D) are known as odd dimensional self-duality equations [19], which find their natural
appearances in gauged supergravity theories.
We solve these equations by expanding with monopole vector spherical harmonics. This is
most easily done by reformulating the problem on R3, after formally defining Euclidean-like
variable τ ≡ it. (τ is imaginary below.) One obtains
⋆ DΨ = −in
2
Ψ , ⋆DΨ˜ = i
n
2
Ψ˜ (2.29)
where Ψ, Ψ˜ are δA, δA˜ on Euclidean S2 × R: (Ψ)τ = −i(δA)t, (Ψ)θ,φ = (δA)θ,φ, etc. Defining
r = eτ and rescaling fields with 1
r
, namely Ψr =
1
r
Ψτ , etc., one obtains
~∇× ~Ψ = −i n
2r
~Ψ , ~∇× ~˜Ψ = −i n
2r
~˜Ψ (2.30)
on R3. Actually this is the same expression as that appearing in the computation of supercon-
formal index in [9]. There the 1-loop determinant ~D × δ ~A − i[σ, δ ~A] − ~Dδσ over the bosonic
part of vector multiplet is computed. The gauge chosen in [9] was the Coulomb gauge, but the
differential operator becomes the same if one chooses δσ = 0 gauge instead.
We consider the two equations together below, where the upper/lower sign denotes the case
with Ψ, Ψ˜, respectively. We look for configurations on S2 × R with frequency ω and angular
momentum j, given by
~Ψ, ~˜Ψ =
1
rω
(
a+ ~C
+
jm + a− ~C
−
jm + a0
~C0jm
)
. (2.31)
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~Cλjm are monopole vector spherical harmonics with n units of flux on S
2. λ = +1, 0,−1 for
j ≥ |n|
2
+1, and λ = +1, 0 for j = |n|
2
. Finally, λ = +1 for j = |n|
2
−1. See Appendix B.2 of [9].
Note that 1
rω
= e−ωτ = e−iωt is the energy factor. For j ≥ |n|
2
+1, one finds
 ω ±
n
2
0 s+
0 ω ∓ n
2
s−
s+ −s− ∓n2



 a+a−
a0

 = 0 , (2.32)
where s± =
√
j(j+1)−q2±q
2
with q = n
2
, and the upper and lower sign is for Ψ and Ψ˜, respectively.
Nonzero solution exists when the determinant of 3× 3 matrix is zero,
n
2
[(
ω ± 1
2
)2
−
(
j +
1
2
)2]
= 0 . (2.33)
There are two independent solutions for Ψ with ω = −(j + 1) and j, and for Ψ˜ with ω = −j
and j + 1. For j = n
2
, we lose the mode ~C−. Also in this case s− = 0 and s+ =
√
q. The
equations for ~Ψ, ~˜Ψ are (
ω ± n
2
s+
s+ ∓n2
)(
a+
a0
)
= 0 . (2.34)
The solution exists when ω = ∓(n
2
+ 1) = ∓(j + 1). Finally, for j = n
2
−1 (when n ≥ 2), only
the mode ~C+ remains. The equation reduces to(
ω ± n
2
)
a+ = 0 , (2.35)
which has solution if ω = ∓n
2
= ∓(j + 1).
Note that, in our gauge which simplified the analysis, the parallel modes δφ and the orthog-
onal modes δϕ apparently look different. We would now like to rewrite the solutions such that
the background-dependence of δAµ, δA˜µ, δBa fluctuations can be addressed in a simple manner.
To this end, we try to gauge transform the modes δAµ and δA˜µ back to δφ using (2.27) and
make the latter look similar to the δϕ modes. Certainly this is possible for all modes with
j ≥ n
2
since there are corresponding ǫ, ǫ˜ scalar modes which do this job.3 The modes from δAµ
with j ≥ n
2
+1, having frequency ω = −(j+1), j go to δφ+=−iφ0ǫ with frequency ω = ∓
(
j+ 1
2
)
due to the multiplication of φ0. Similarly, the modes from δA˜µ go to δφ¯
− with frequencies
ω = ± (j+ 1
2
)
. This is identical to the spectrum of δϕ with j ≥ n
2
+1. For j = n
2
, one needs
modes with ω = ± (n
2
+1
)
in δφ± to match the spectrum of δϕ, which would translate to the
modes in δAµ with frequency ω =
n
2
,−n
2
−1 and δA˜µ with frequency ω = −n2 , n2+1. However,
from our analysis in (2.34), only the latter frequencies for δAµ, δA˜µ exist in the spectrum. We
understand it as considering δBa having universal spectrum (namely, ω=±
(
j+ 1
2
)
for j ≥ n
2
)
and regard the lacking modes in δφ as constraints
[δφ]j=n
2
, ω=j+1
2
∼ b¯a [δBa]j=n
2
, ω=j+1
2
= 0 (2.36)
3As summarized in [9], action of D does not change the values of j,m or the frequency ω in this case.
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for all 1i and i1 components of δBa. Since the background b¯
a carries charges under U(1)×U(1) ⊂
U(N)×U(N), one should understand this constraint either as the 1i component in the adjoint
of first U(N), or the i1 component in the adjoint of second U(N). Since the frequency is
positive, the constrained creation operator would be its conjugate after quantization. Finally,
the modes with j = n
2
−1 in δAµ, δA˜µ cannot be gauge-transformed to scalars, since they are
genuinely vector-like modes. They remain as the modes in 1i components of each U(N).
To finish the analysis of classical solutions, we consider the off-diagonal fermions. For ψaα,
in its 1i and i1 components denoted by ψ+a and ψ
−
a , the equation of motion is given by
− iγµDµψ±a ± i
n
2
ψ±a = 0 . (2.37)
The last term comes from the coupling to σ, σ˜ background like [9]. The spatial part of the
differential operator in this equation is the same as that appearing in Appendix B.1 of [9].
There are modes with frequencies ω = ± (j+ 1
2
)
for j ≥ n+1
2
, and furthermore modes with
ω = j+ 1
2
for j = n−1
2
. The last modes provide creation operators for ψ¯a.
To obtain the χa equation, one should also study terms obtained by integrating out λα, λ˜α:
− 4πi
k
tr
[(
ψaA¯
a − B¯aχa
) (
Abψ¯
b − χ¯bBb
)]
+
4πi
k
tr
[(
A¯aψa − χaB¯a
) (
ψ¯bAb −Bbχ¯b
)]
. (2.38)
Denoting by χ±a the fluctuations in 1i and i1 components of first and second U(N) group,
respectively, the equation of motion is given by
− iγµDµχ+a − i
n
2
χ+a +
4πi
k
χ+b b¯
bba = 0 , −iγµDµχ−a + i
n
2
χ−a −
4πi
k
bab¯
bχ−b = 0 . (2.39)
We decompose the fermions as (recall ba =
√
kn
4π
za)
χ±a = zaξ
± + ǫabz¯bζ± . (2.40)
The Dirac equations for ξ± and ζ± are
− iγµDµξ± ± in
2
ξ± = 0 , −iγµDµζ± ∓ in
2
ζ± = 0 . (2.41)
The spectrum of ζ± is same as that of ψa above, since the differential operator in the second
equation of (2.41) is the same as that for χa in [9]. However, the sign of the second term
in ξ± equation is flipped from that in [9], due the the last terms in (2.39). The modes with
ω = ± (j+ 1
2
)
for j ≥ n+1
2
remain the same, but the modes for j = n−1
2
come with negative
frequency ω = − (j+ 1
2
)
= −n
2
due to this sign change. The last modes create ξ± instead of ξ¯±.
We would again like to express the spectrum of ξ±, ζ± in a way such that background
dependence is addressed simply. We add by hand modes in ξ± with j = n−1
2
and frequency
ω = j+ 1
2
, just like ζ±. Then the whole spectrum of χa is the same as that obtained in [9]. The
additional mode we inserted is eliminated by the following fermionic constraint
[ξ±]j=n−1
2
, ω=j+ 1
2
∼ b¯a [χ±a ]j=n−1
2
, ω=j+ 1
2
= 0 . (2.42)
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creation operator nature ǫ h3 ǫ− h3 − j3 (indices)group
(δAµ)j=n
2
−1 (δA˜µ)∗j=n
2
−1 bosonic states
n
2
0 j−j3+1 (1i)1 (i1)2
ba(δB¯
a)j=n
2
bosonic constraints n
2
0 j − j3 (i1)1 (1i)2
b¯a(χa)j=n−1
2
fermionic states n+1
2
1 j − j3 (1i)1 (i1)2
ba(χ¯
a)j=n−1
2
fermionic constraints n−1
2
−1 j−j3+1 (i1)1 (1i)2
Table 2: adjoint states and constraints (ω<0, creation operators)
The constraint is either in the 1i or i1 component, which is regarded as adjoint components in
the first and second U(N) gauge group, respectively, due to the multiplication of b¯a. Finally,
there are left-over modes ∼ b¯aχ±a with j = n−12 and ω = −
(
j+ 1
2
)
= −n
2
in the 1i of first U(N)
and i1 of second U(N), respectively, from the analysis in the above parenthesis.
Table 2 summarizes adjoint modes and constraints. As for the indices, (1i)1 denotes the
1i’th component in the adjoint representation of the first gauge group (subscript), for instance.
2.2 Quantization and the superconformal index
Quantizing the modes obtained in the previous subsection at weak-coupling N
k
→ 0, including
the background modes ba, one can identify the Fock space. From this one can compute the
partition function. Although the last computation is straightforward, in this paper we only
compute the superconformal index.
In the quantum theory (at weak coupling), one can compute the symplectic 2-form on the
phase space to obtain normalized oscillators. We do not do this explicitly here, but simply
regard the modes with positive/negative frequencies as annihilation/creation operators, respec-
tively.4 The background variables ba are regarded as annihilation operators. The Gauss’ law
(2.13) on the background now constrains the summation of the occupation numbers by
kn = b†aba (2.43)
after correct normalization. However, all other small fluctuations now participate on the right
hand side of this equation as well. The right hand side is the generator of the global part of
4However, we should mention the modes from gauge fields in Table 2, since it is not clear a priori if ω ≷ 0
corresponds to annihilation/creation operators for these modes. The symplectic form is proportional to
− k
4π
√
gS2 ǫ
µν
(
δAµ ∧ δAν − δA˜µ ∧ δA˜ν
)
,
with opposite signs for two gauge fields. From the definition of ~C+1jm∼( ~D+ irˆ× ~D)Yjm given in [9], one can show
that the modes from δAµ with ω < 0 are indeed creations, while that from δA˜µ with ω > 0 are annihilations.
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the U(1)× U(1) ⊂ U(N) × U(N) gauge transformation. Since only the difference of two U(1)
couples nontrivially to matters, it may be viewed either as the generator of first U(1) or minus
the generator of second U(1). The presence of kn on the left hand side implies that the U(1)
gauge singlet condition should be imposed in the presence of the background U(1) charge, which
is −kn or +kn from the viewpoint of the first/second gauge group, respectively. The gauge
invariance condition for U(N−1)× U(N−1) is applied in the standard way. To impose these
conditions later, it is convenient to introduce 2N chemical potentials αi, α˜i (i = 1, 2, · · · , N) for
the U(1)N ×U(1)N ⊂ U(N)×U(N) color charges. Our convention is that states with positive
charges are weighted by positive powers of e−iαi .
The partition function of the free theory is easily calculated by first considering the single
particle partition function, namely that over the modes. We define it by
z(x, x′, y1, y2, ζ, α, α˜) = tr
[
xǫ+j3(x′)ǫ−h3−j3yh11 y
h2
2 ζ
2j3e−i
PN
i=1(αiqi+α˜iq˜i)
]
(2.44)
where qi, q˜i are U(1)
N × U(1)N charges. The one particle index is obtained by setting ζ=−1:
f(x, y1, y2, α, α˜) = z(x, x
′, y1, y2,−1, α, α˜) = tr
[
(−1)Fxǫ+j3yh11 yh22 e−i
PN
i=1(αiqi+α˜i q˜i)
]
. (2.45)
The dependence on chemical potential x′ disappears in this limit. These quantities are also
called partition functions or index over ‘letters.’
Let us compute the contribution to f from various modes. Firstly, the modes in 11 or ij
(for i, j 6= 1) of U(N)× U(N) are basically the same as those of conventional free field theory,
considered in [14]. The one particle index from bi-fundamental modes is given by
e−i(α1−α˜1)f+(x, y1, y2) +
N∑
i,j=2
e−i(αi−α˜j)f+(x, y1, y2) (2.46)
where
f+ =
(√
y1
y2
+
√
y2
y1
)
x
1
2
1− x2 −
(√
y1y2 +
√
1
y1y2
)
x
3
2
1− x2 , (2.47)
and the anti bi-fundamental index is given by
ei(α1−α˜1)f−(x, y1, y2) +
N∑
i,j=2
ei(αi−α˜j)f−(x, y1, y2) (2.48)
where
f− =
(√
y1y2 +
√
1
y1y2
)
x
1
2
1− x2 −
(√
y1
y2
+
√
y2
y1
)
x
3
2
1− x2 , (2.49)
as explained in [14].
To evaluate the contribution to the single particle index from 1i, i1 of U(N)×U(N) (where
i 6= 1), we follow the decomposition of charged modes in the previous subsection, into bi-
fundamentals and adjoints. The bifundamental/anti-bifundamental part of the index is simply
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given by that of [9], since all the modes are same in two cases. This is given by
N∑
i=2
[
e−i(α1−α˜i)xnf+(x, y1, y2) + ei(α1−α˜i)xnf−(x, y1, y2)
]
(2.50)
plus
N∑
i=2
[
e−i(αi−α˜1)xnf+(x, y1, y2) + ei(αi−α˜1)xnf−(x, y1, y2)
]
. (2.51)
Finally, we sum over the finite number of adjoint modes which are either in 1i or i1 components
of one of the two U(N) gauge groups. The necessary information is summarized in Table 2. One
finds the following indices (bosonic/fermionic constraints appear with ∓ signs, respectively)
gauge fields :
N∑
i=2
xx′
[
(x′)n−2 + (x′)n−3x+ · · ·+ xn−2] (e−i(α1−αi) + e−i(α˜i−α˜1))
bosonic constraint : −
N∑
i=2
[
(x′)n + (x′)n−1x+ · · ·+ xn] (e−i(αi−α1) + e−i(α˜1−α˜i))
fermionic states : −
N∑
i=2
x
[
(x′)n−1 + (x′)n−2x+ · · ·+ xn−1] (e−i(α1−αi) + e−i(α˜i−α˜1))
fermionic constraint :
N∑
i=2
x′
[
(x′)n−1 + (x′)n−2x+ · · ·+ xn−1] (e−i(αi−α1) + e−i(α˜1−α˜i)).(2.52)
Adding the first/third lines, and also the second/fourth lines, one observes a vast cancelation.
The final answer for the adjoint single particle index is
f adj(x, α, α˜) = −xn
N∑
i=2
[
e−i(α1−αi) + e−i(α˜i−α˜1) + e−i(αi−α1) + e−i(α˜1−α˜i)
]
, (2.53)
which is in perfect agreement with the result of [9].
Let us define the sum of (2.46), (2.48), (2.50), (2.51) to be fmatter(x, y1, y2, α, α˜). The full
index is obtained from one particle index by the multi-particle (or Plethystic) exponential of
fmatter + f adj. At this point we impose the U(1) and U(N − 1)× U(N − 1) singlet conditions
with background U(1) charge. The final result is
I(x, y1, y2) =
∫
dα1dα˜1
(2π)2
eikn(α1−α˜1)
1
[(N−1)!]2
N∏
i=2
[
dαidα˜i
(2π)2
]∏
i<j
[
2 sin
αi−αj
2
]2 [
2 sin
α˜i−α˜j
2
]2
× exp
[ ∞∑
p=1
1
p
(
fmatter(xp, yp1, y
p
2, pα, pα˜) + f
adj(xp, pα, pα˜)
)]
. (2.54)
This was used in [9] to reproduce the large N supergravity index.
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2.3 Generalizations and open problems
One can try to generalize the analysis in the previous two subsections. Firstly, one can take
more magnetic charges to be nonzero ni, n˜i 6= 0 for some i ≥ 2, while still satisfying H = H˜ .
We discuss some aspects of the semi-classical analysis and point out some puzzles, or subtleties.
Secondly, one can consider the case H 6= H˜, which is claimed to be present during comparison
with supergravity [9]. We have very little to say about this case here, apart from modest
comments at the end of this subsection.
We first consider the case in which ni= n˜i for i = 1, 2, · · · , N where more than one pairs of
fluxes are nonzero. For simplicity, we take all of them to be non-negative. Among H = {ni},
some of them can be identical. If the fluxes are given by
p1, p1, · · · , p1︸ ︷︷ ︸ >
N1
p2, · · · , p2︸ ︷︷ ︸ >
N2 · · ·
> pf , · · · , pf︸ ︷︷ ︸
Nf (2.55)
where N1+N2+· · ·+Nf =N , the gauge symmetry U(N)×U(N) is broken to
∏f
i=1 U(Ni)×U(Ni).
Again one can obtain classical solutions which will account for the lowest energy states. We
take all U(1)N × U(1)N magnetic fluxes in (2.55) to be uniform on S2, set At = 0, and restrict
the scalars Ba˙ to be s-waves and also to be block-diagonal in
∏f
i=1 U(Ni)× U(Ni). We take
Ba˙ = ba˙e
−it/2 , (2.56)
where ba˙ are constant block-diagonal matrices. To solve the Gauss’ law, they are subject to the
following condition
kpi
4π
1Ni = b¯
aba ,
kpi
4π
1Ni = bab¯
a (2.57)
in each of the U(Ni) × U(Ni) block. Inserting the above relation to the scalar equation of
motion (2.11), one finds that it is satisfied as well.
The constraint (2.57) from the Gauss’ law may be solved as follows. In each block-diagonal
sector, the matrices ba can be diagonalized with unitary matrices Ua, Va as
ba = U
†
aDaVa . (2.58)
The constraints can then be written in the i’th block as
U †2D2D†2U2 = U †1(
kpi
4π
−D1D†1)U1 , V †2D†2D2V2 = V †1 (
kpi
4π
−D†1D1)V1 . (2.59)
One finds that U2 = SNiU1, V2 = SNiV1, where SNi denotes an element of permutation of
eigenvalues. Thus b1 and b2 can be simultaneously diagonalized by U(Ni)× U(Ni). Denoting
the eigenvalues of Da by λan (n = 1, 2, · · · , Ni), one obtains
|λ1n|2 + |λ2n|2 = kpi
4π
. (2.60)
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There still remains SNi permutation symmetry acting on Ni doublets (λ1n, λ2n) of eigenvalues.
Before discussing the excitations from this solution, we first try to quantize the lowest energy
states. One can do this in two approaches. One can either start from the diagonalized variables
(2.60) with permutation symmetry, or work directly with block-diagonal variables satisfying
(2.13). The first way is essentially the quantization of moduli space discussed in, say, [4].
We start by considering the first method. Each pair of eigenvalues (λ1, λ2), correctly
normalized as creation/annihilation operators after quantization, are constrained to satisfy
λ†1λ1 + λ
†
2λ2 = pik, constraining the sum of occupation numbers to be pik. The single particle
partition function is given by (y is conjugate to SU(2) Cartan)
z(x, y) = x
pik
2
(
ypik + ypik−2 + · · ·+ y−pik) . (2.61)
The full Ni-particle partition function ZNi(x, y) in i’th block is given by
Z(x, y, ν) ≡
∞∑
N=0
νNZN(x, y) = exp
( ∞∑
n=1
νn
n
ζ(xn, yn)
)
(2.62)
=
1
(1− νx pik2 ypik)(1− νx pik2 ypik−2) · · · (1− νx pik2 y−pik)
.
Actually this is the dual graviton partition function at lowest energy. The full partition function
is given by the product of partition functions for all blocks.
We can also quantize this sector by working with 2N2 matrix elements of oscillators (ba)
†.
For the mn’th matrix element of (ba)
†, the partition function for the single oscillator is
1
1− x 12y±1e−i(αm−α˜n) (2.63)
where ±1 is for a = 1, 2, respectively. αn, α˜n are 2N chemical potentials conjugate to the
U(Ni)× U(Ni) color charges. The quantum version of the constraints (2.57) are given by
pik1Ni =: bab
†
a : , pik1Ni =: b
†
a ba : (2.64)
where : : denotes normal ordering. The right hand sides of the two equations are minus the
generator of the second U(N) gauge transformation, and the generator of the first U(N) gauge
transformation, respectively. The presence of left hand sides imply that gauge invariance has to
be imposed with the background electric charges (−pik1Ni,pik1Ni) for U(Ni)×U(Ni). Collecting
all, the partition function counting gauge invariant states is given by
ZNi(x, y) =
∫
[dU ][dU˜ ] eikpi
PNi
n=1(αn−α˜n)
Ni∏
m,n=1
1
(1− x 12 ye−i(αm−α˜n))(1− x 12y−1e−i(αm−α˜n)) (2.65)
where the phase factor is due to the background charge, and the unitary matrices U, U˜ can be
diagonalized with eigenvalues {eiαn}, {eiα˜n}. The Haar measure appearing in the integral is
[dU ][dU˜ ] =
1
(Ni!)2
[
dαndα˜n
(2π2)
] ∏
m<n
(
2 sin
αm−αn
2
)2(
2 sin
α˜m−α˜n
2
)2
. (2.66)
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This is the same as the field theory index in [9], which is actually the partition function since
there are no fermions. Again, the full partition function is given by the product for all blocks.
We turn to discuss the fluctuations of modes around this background in the leading order
in 1
k
. Contrary to the analysis in previous sections, we encounter a subtlety starting from the
simplest fluctuations δAa. We will simply point this out in this case, leaving a detailed study
for the future.
We take the diagonalized background scalars satisfying (2.60). Let us consider the fluctu-
ations δAa in bifundamental of U(N1) × U(N2).5 After an analysis similar to section 2.1, the
kinetic and mass terms become
dδAa
dt
dδA¯a
dt
−
[(
j +
1
2
)2
− (p1−p2)
2
4
]
δAaδA¯
a (2.67)
where j ≥ |p1−p2|
2
. Its appearance in the potential can also be analyzed similarly. From the
coupling of Aa to σ, σ˜ in (2.3), one obtains
− (p1−p2)
2
4
δAaδA¯
a (2.68)
in the leading order. One should also consider the potential coming from the superpotential in
this case: from (2.16), one obtains (superscripts in λ1am, λ
2
bn refer to first/second blocks)
− ∣∣ǫabλ1amλ2bn∣∣2 δAamn(δAamn)∗ (2.69)
where m = 1, 2, · · · , N1 and n = 1, 2, · · · , N2. This is nonzero unless λ1am and λ2an are propor-
tional as SU(2) doublets. Collecting all, one obtains the classical modes of (δAa)mn with the
following frequency:
ω2 =
(
j +
1
2
)2
+ |ǫabλ1amλ2bn|2 . (2.70)
Apparently, the supersymmetric modes, which should satisfy ω ± (j+ 1
2
)
, seem to be allowed
only for specific backgrounds. It is not yet clear to us how to deal with these modes and, in
particular, address the results in [9] from our approach.
The analysis in [9] also demands the existence of monopole operators with H 6= H˜ , for
the index to agree with the index from supergravity. This case is much harder to study in
our approach than examples above, since we even do not know an exact classical solution in
this background. Note that our semi-classical consideration of the exact backgrounds in the
previous subsections resembles the quantization of moduli space, which is generally useful in
dealing with the modes in s-waves. From the analysis in [9], states including monopole operators
with H 6= H˜ carry nonzero spatial angular momenta, j3 6= 0. Perhaps it may not be effective
to consider this case with our approach.
5The case with δAa within a single block can also be obtained if one replaces p2, N2 by p1, N1 below.
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3 Concluding remarks
In this paper we studied the spectrum of local operators which involve magnetic monopole
operators. We considered the semi-classical quantization of all excitations around the exact
classical solution, where the latter accounts for protected chiral operators with lowest energy
in the monopole background. We used our result to reproduce the superconformal index of [9]
in the simplest monopole background, namely H = H˜ = (n, 0, 0, · · · , 0).
A motivation of this study was to demystify some results obtained in [9]. Since the calcu-
lation there involved deforming the theory (in a way that the index does not change), it was
hard to see what is actually going on physically, despite all the quantitative agreement with
supergravity reported there. A novel feature was the appearance of degrees of freedom in the
adjoint representation of U(N) × U(N) in the presence of nonzero flux. The analysis of this
paper shows that this has to do with the interaction between some matters and gauge fields.
It technically comes from ‘exceptional’ low-lying spherical harmonics with nonzero monopoles,
with total angular momentum j = |n|−1
2
for spinors and j = |n|
2
, |n|
2
−1 for vectors.
Another finding is that the actual spectrum is subtler than that in the ‘deformed’ theory,
although the difference is guaranteed not to affect the index. Knowing the actual Hilbert space
in the weakly interacting regime, one can try to systematically develop the relevant perturbation
theory to higher orders in 1
k
. This will in principle enable us to study the open strings connecting
heavy D0 branes (with mass ∼ k) from the gauge theory. For instance, it may be interesting to
see if one can obtain a useful open spin chain description for macroscopic open strings ending
on D0 branes. See also [16] for a study of open strings ending on membrane giant gravitons.
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