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Introduction
The Next Generation Science Standards [1] calls for all American students to learn engineering in addition to science in grades K-12. The NGSS places particular emphasis on students learning engineering practices and an understanding of engineering design. At the earliest grades, children learn about engineering as solving problems that people want solved. "Emphasis is on thinking through the needs or goals that need to be met, and which solutions best meet those needs and goals" [1 Appendix I] . Throughout elementary school, students' engineering work becomes more formal, as they define the criteria for success in solving a problem, define the constraints on design solutions, research a variety of possible solutions, and iterate towards an optimal solution. Engineering practices include defining problems, developing and using models, conducting investigations, analyzing data, designing solutions, arguing from evidence, and communicating information.
Teachers of K-12 students and researchers studying K-12 engineering need to find ways to measure students' developing engineering skills. To measure student learning of engineering practices efficiently, there is need for tools to capture student performances in a way that readily affords evaluation and scalability.
Purpose of the Study
We chose for this study to focus on the assessment of the engineering performance of elementary school students. The problem we pursue in this paper is how to accomplish the measurement of elementary students' skills with engineering practices, their understanding of engineering design, and their conception of engineering as a discipline. To address this need, we developed a performance assessment, which we have named the Elementary Engineering Performance Assessment (EEPA).
Our research questions are as follows:
 Can we evaluate individual elementary students' engineering skills with a quick pencil and paper design task?  What are the characteristics of the EEPA when used with a sample of students from the target population?  Can the instrument be efficiently and reliably coded using a rubric, so that researchers and teachers can make use of it?
Literature Review
Performance assessments are a form of contextual assessment where students engage in tasks within a context that affords the use of practices of interest to the assessor [2, 3] . There are many advantages to performance assessment, including face validity, the emphasis on skills and the ability to deal with complexity, and relevance [2, 3] .
Performance assessment tasks should meet several criteria: they should elicit complex and observable performances, use a standard set of tasks, have high fidelity to "real life" performances, measure a variety of levels of performance, and afford improvement with practice [4] .
In engineering in the K-12 setting in particular, there is need for assessment focusing on performance not content-extensive research into the issue of preparing high school students for college engineering found that what is most consistently called for is familiarity with the process of designing a product [5] . Elementary school engineering curricula also consistently focus on the process of design, engaging students in simple design tasks and familiarizing them with elements of the process [6] [7] [8] . The processes of design are also the primary focus of the NGSS [7] .
An important challenge for the development of performance assessment is achieving reliability in determining the skill level of students (test-retest reliability) [2, 4] . This is a frequent problem with performance assessments, because they are time-consuming to administer, which precludes administering a sampling of similar tasks; however, they also present opportunities for learning for both students and teachers, and as such may be worth an additional investment of time [3] .
Method

Instrument Development
Our target population for assessment is elementary students. Therefore, we faced a number of constraints for instrument development. First, elementary school classes do not have consistent computer access, and requiring a computer assessment would have significantly impeded our data collection efforts, so we chose to implement the EEPA in a written format. Second, our target age range was 8 to 11 (grades 3 through 5), so we needed an assessment incorporating a third grade reading level, which could be completed within 30 minutes (a class period).
We chose to develop an instrument that would assess the learning objectives detailed in Table 1 . Students are presented with three hypothetical design challenges to choose from. Each is presented in a single paragraph, to minimize reading time. Each describes a problem, a goal, and criteria for success (see Figure 1) . Then, students are prompted to answer questions designed to elicit their understandings of the learning goals (see Table 1 ). 
Pilot Testing the Instrument
During development of the instrument, as part of our process of gathering evidence for validity, we conducted think-aloud protocols with 23 students in the target age range (7-11) who were participating in an engineering summer camp at a suburban school, to inform design and ensure that students were interpreting the instrument as intended. Fourteen of the students were male and 9 were female, and all students were white. Students were asked to read aloud and express their thinking aloud as they completed the assessments, while researchers watched, took notes, and prompted students to clarify the thinking that led to their responses.
Drawing on student and teacher feedback and student observations, we revised wording and revised the layout of the EEPA. We again tested using a think aloud protocol with another 12 students, ages 8 and 9, participating in an engineering summer program for academically at-risk students at an urban school. Seven of the students were male and five were female; 9 were Black and 3 were white.
Sample and Procedure for Coding Assessments
We collected assessments from grades 3-5 students in 274 classes from 129 schools. In each class, teachers had just finished implementing one or more engineering units. Schools were located in three states on the east coast, one in New England, one in the Mid-Atlantic region, and one in the South. Half the students were male and half female. Further demographics can be found in Table 2 . Students completed the EEPA individually. To characterize quality of performance on the EEPA, we developed a rubric (see Table 3 ) that focuses solely on aspects of the NGSS Engineering DCI and Practices that we planned to assess, as detailed above (Table 1) . Three researchers each separately coded the same 130 assessments from 6 classrooms (a fully crossed design), then met to discuss the codes and come to consensus, in order to develop inter-rater reliability. Those 3 researchers then each independently coded another set of 161 assessments from 8 classrooms to check for inter-rater reliability (IRR). Interrater reliability was calculated using intra-class correlation (ICC), which is most appropriate for ordinal data [9] as in our rubric. We used a two-way absolute agreement type of model as appropriate for fully crossed design, and single-measures ICC, as we intend that the reliability of ratings made by 3 coders should be generalized to the full sample. 
Engineering? Blank
No aspects of engineering.
One aspect of engineering.
Multiple aspects of engineering.
Once inter-rater reliability was established, we randomly selected 5 student assessments from each class to analyze, and divided that sample randomly by class into 3 parts. Each of the three coders independently coded one of the three parts. The final, coded sample was 1370 assessments from 274 classes. Coding took approximately 60 to 90 seconds per assessment. The demographic breakdown of this sample is presented in Table 4 . 
Exploratory Factor Analysis
We used the Principal Axis Factoring (PAF) method of Exploratory Factor Analysis (EFA) in SPSS 23 [10] because we expected our coded data to be non-normal. The ratio of sample size (1370) to expected factors (<8) is quite high (170:1) so we expect that the sample size is sufficient for this procedure, even if extracted commonalities are low [11] . We used parallel analysis to determine the number of factors to retain. We used the Oblimin rotation with the PAF because we expect the resulting factors to be correlated to some extent. We then examined pattern matrices for item loadings, crossloadings, and internal consistency reliability (by calculating Cronbach's alpha) to determine the best model fit and suitability of scales.
Comparison of Demographic Groups
We examined characteristics of the data we collected, both overall and across demographic groups. We tested for differences across demographic groups (gender, race, etc.) using the Independent-Samples Mann-Whitney U Test, after first checking the assumption that results were similarly distributed across groups using population pyramid graphs. We tested for differences across grades 3, 4, and 5 using the Kruskal-Wallis H test, with the assumption of similar distributions of scores assessed by visual inspection of boxplots.
Examining Validity Evidence
To compile evidence that the instrument is valid for its intended use-to measure the engineering process skills and knowledge of elementary school students-we used the rubric we developed to examine the videotaped interactions and journal inscriptions of 30 students from 8 engineering classes as they complete design challenges in their teams. Approximately 1 hour of engineering design work was examined from each of 11 student groups, with 3 or 4 students in each group. The sample includes 16 girls and 14 boys. Twenty students are White, 5 Black, and 5 Asian.
We compared the videotaped students' in-class performances to the work they did on the EEPA, to see if the skills we intend to measure are congruent. Because of time constraints, we limited our qualitative analysis to students' explanations and justifications during design planning, which corresponds to the "How Will Solve" section of the EEPA. We analyzed the transcript turn-byturn, to identify student contributions where they explained, justified, or argued for their engineering design ideas, then scored these design element explanations according to the same rubric we used in analyzing the EEPA.
Results
Student feedback on the EEPA during pilot testing was that it was engaging and interesting to them, and student responses indicated that they were interpreting the prompts as intended. With this initial evidence of validity for use as an elementary school assessment of engineering design practices, we went on to collect and code a larger sample.
Inter-rater reliability for our 3 coders proved to be Good or Excellent for all variables (Table 5 ). .
Excellent
Exploratory Factor Analysis
Parallel analysis determined that one factor should be retained for the 7 coded items. We manually set the number of factors to retain in the analysis to 1. Exploratory Factor analysis confirmed one factor accounting for 19.75% of the variance. Though Cronbach's alpha was reasonable (.610) and Bartlett's Test of Sphericity (p<0.001) indicated high factorability, extracted communalities were all low (<.4). The lowest communality was for the variable Num_Ideas (.054), and reliability analysis also indicated that Cronbach's alpha would improve if this item were dropped from the scale. We repeated the analysis with this item dropped, leaving 6 items. Internal consistency reliability improved marginally (Cronbach's alpha=.617), as did the percentage of variance accounted for (22.19%) but communalities remained low (<.4). We concluded that all items should be analyzed separately.
Comparison of Demographic Groups
Nonparametric tests showed that girls consistently outperformed boys on the EEPA (see Table  6 ). On all but the "Number of Materials" section, girls did significantly better. Students from racial and ethnic groups that are well-represented in engineering in the United States (White and Asian) performed consistently significantly better than students from underrepresented racial and ethnic groups (Black and Hispanic), on all parts of the EEPA (see Table 7 ). Students whose parents reported higher income performed consistently better on the EEPA than students whose parents reported lower income, as determined by student eligibility for the National School Lunch Program (NSLP--see Table 8 ). Higher-income students performed significantly better on all parts of the assessment except the "Number of Ideas" section. It is important to note that Race / Ethnicity is significantly correlated with eligibility for the National School Lunch Program, with a Pearson Correlation of .348, p-value<.001. It is also important to note the high rate of missing data for the NSLP variable (51.3%). Given this high rate, we also compared students from Title 1 schools (those with 40% or more students from low-income families) to those from schools not designated as Title 1 schools. Students from Title 1 schools performed worse than other students on all but 2 sections of the EEPA, the "Drawings" and "Do Next" sections (see Table 9 ). Finally, we found that the youngest (Grade 3) students performed consistently worse than other students-significantly worse on all but the "Do Next" portion of the EEPA-while the oldest (Grade 5) students in our sample performed consistently better (see Tables 10 and 11 ). All medians were significantly higher except for the variable coding the "Number of Materials" section of the assessment, which was near significance (p=.054). 
Validity Evidence from Video Analysis
In our analysis of video of students' planning time, we found that most groups engaged in 3 distinct phases of planning activity:
1. Share-out of individually brainstormed ideas 2. Arguing out the details of a group plan 3. Inscribing the final plan in journals During the share-out of individually brainstormed ideas, students took turns explaining their ideas to each other, as in the following example (names are pseudonyms).
Dan:
You-that's-My idea is a little triangle. Rayna:
Can I share my ideas now? Can I share my ideas now? Dan:
Yeah. Rayna:
Okay. So, my idea one, is it's an aluminum foil outside with small windows so the sun can get in.
During the second phase of planning, students worked on coming to consensus about their group plan. They argued about what to do-especially the details of their design.
Question. Shouldn't we use the sturdy clear plastic? Serena:
Or we could use a piece of milk carton and then cover the top with-umDan:
No, but then light couldn't get through. Serena:
No. Cover the top with this. Dan:
You put something that's clear on top of something that's not clear you still can't see through it. Serena:
No, on top. The sun will get in through the top. Dan:
Oh, you mean the cling wrap, now I get it.
Finally, each group inscribed the plan they had all decided upon in their journals. This often involved further explanation and justification. Oh my gosh, yeah! Analysis revealed that there were many differences between students' planning as a collaborative activity and their completion of the EEPA planning question. The motivation and audience for their explanations are quite different, with students working in groups needing to convince peers and come to group consensus, while work on the EEPA is for a grade or evaluation. Activity has a complexity that no assessment can match: coordination of joint activity, interactions, motivations, negotiation of ideas, and negotiation of standing.
However, we also saw important similarities between the planning activity and performance assessment of planning explanations. Just as on the EEPA, students explained and/or justified their ideas with differing degrees of skill during discussion. The form of the explanations and justifications was similar across tasks, and the same rubric could be used to code explanations and justifications across tasks. Figure 2 below shows examples of explanations that both were coded as 3, the highest score: one from the engineering activity, the other from the EEPA. In speaking with her peers, Serena explains that in her design for a plant package, she wants to have "two straws holding up the plant." A little later, she justifies her idea to use straws: "because then the plant will be held up when we do the shake test." On the EEPA, similarly, the student's explanation and its justification are linked: "It will be safe because it has a settbelt to ceep the animale on (sic)." 
In Activity
Serena: My idea is a milk carton at the bottom, plastic wrap over top, and two straws holding up the plant. On the inside, plastic wrap over the top of a foil bowl and the plant inside.
… Serena: I like straws. I think we should add the straws because then the plant will be held up when we do the shake test.
On the EEPA
Discussion and Conclusion
The EEPA is a written performance assessment, intended to be used to measure some engineering skills and knowledge of elementary students, as outlined by the NGSS. Seven separate items can be coded or scored using a rubric by a teacher or researcher in one or two minutes, such that it can be used in classrooms and for research and evaluation studies with small to moderate populations; larger populations will require significant resources to complete the coding. Three researchers were able to reach inter-rater reliability after practicing on a handful of classes, suggesting that it can be reliably scored.
The coded responses do not form a strong factor or scale with internal consistency reliability and strongly loaded items, most likely because each item addresses a separate learning objective. Given the time needed for young students to complete the assessment is already high, the instrument should not have additional items.
However, we see from the nonparametric analysis comparing demographic groups that significant differences are readily apparent. Students from low-income families and schools, as well as students from racial and ethnic minority groups that are underrepresented in engineering (Black and Hispanic) do not perform as well as higher-income students, White students, and Asian students. Such achievement gaps are found on many assessments, including the National Assessment of Educational Progress (NAEP) [12] , and so are unsurprising. The youngest (grade 3) students perform worse than older students, and the oldest (grade 5) students perform better than younger students, which again is unsurprising. These findings serve to demonstrate that the EEPA can distinguish between higher-achieving and lower-achieving students.
More surprising is the fact that girls perform much better on the assessment than boys. This may be due to the writing-heavy nature of the assessment, as there exists a persistent gender gap in the United States on writing assessments, with girls outperforming boys [13] . This suggests that scores should be read with caution: at least some component of the scores, with differences seen in the gender gap and in the gaps for the highly correlated groups of low-income students and underrepresented racial minorities, may be due to writing skills. It is possible that the EEPA is a test of writing to some extent-to what extent is unknown. Additional research is needed to gather evidence and distinguish the contributions of these possible explanations.
The similarity of students' engineering explanations on the EEPA to those they make to their peers, however, strengthens the argument that the EEPA is valid for use in measuring students' skills in "Constructing Explanations (in service of) Designing Solutions", a Practice called for by the NGSS [1] . In further work, we plan to make comparisons between students' other responses on the EEPA and their corresponding classroom engineering practices.
This preliminary work shows the EEPA to be a promising instrument for possible use in elementary engineering classrooms, research, and evaluation; however, additional work is needed to further establish whether the EEPA validly represents students' abilities in elementary engineering, to establish the relative roles of writing skills and engineering skills in determining scores, and to establish test-retest reliability.
