ABSTRACT Health degradation monitoring of machining tools is of great importance in industrial application field. In this paper, a novel multisensory data-driven health degradation monitoring system schema for the machining tools is proposed by using a generalized multiclass support vector machine (GenSVM). In this schema, multidimensional feature extraction is implemented in the time domain, frequency domain, and time-frequency domain based on the time domain statistical analysis, power spectrum analysis, and complete ensemble empirical mode decomposition with adaptive noise, respectively. On the basis, effective features that are strongly associated with the degradation process are picked out using a Pearson correlation coefficient. Meanwhile, a new and flexible GenSVM model is constructed to identify the health state of machining tools, which integrates a simplex encoding and iterative majorization optimization algorithm. A practical application case study is implemented to verify the effectiveness of the proposed method. The results show the superior performance of the proposed method compared with other standard methods.
I. INTRODUCTION
Due to wide application, computer numerical control (CNC) machining tools have always been a crucial issue in manufacturing processes [1] , [2] . Catastrophic failure of the machining tools might directly affect production rate and product quality. Hence, it is vital to constantly monitor the health condition of the machining tools so as to replace worn tools and avoid the failures [3] - [5] .
Nowadays, health degradation monitoring of tool machining has attracted more and more attention [6] - [8] . A considerable amount of research on health degradation monitoring of tool machining has been reported during the last decade. Yin et al. [9] employed a belief-rule-base model to estimate the health status of computerized numerical
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control (CNC) machine tool. Benkedjouh et al. [10] described a tool wear condition monitoring method based on continuous wavelet transform and blind source separation. Deng et al. [11] utilized hidden Markov chain model for health status assessment of the feed system of CNC machine tool. Niaki et al. [12] proposed an extended Kalman filterbased health state monitoring method for tracking tool flank wear area. In general, the health degradation monitoring methods might be divided into three main kinds, that is, model-based method, data-driven method and qualitative knowledge-based method [13] - [15] . Owing to the nonlinearity and uncertainty of degradation process and the complexity of failure mechanisms of machining tools in cutting process [16] , [17] , data-driven methods are much easier than the other two kinds of methods in terms of implementation.
Support vector machine (SVM), as a data-driven method, determines an optimal hyperplane to define a decision boundary which separates input data points into different classes. If the samples are linearly inseparable, a kernel function is needed to convert the samples into high-dimensional feature spaces for a linear classification [18] , [19] . SVM has an irreplaceable advantage in solving the problem of small sample, high dimensional and nonlinear classification [20] . Hence, SVM has been extensively used for fault diagnosis [21] , [22] and health degradation monitoring [23] , [24] . However, the methods reported in these literature shows two drawbacks. which are shown as follow.
(1) Any feature extraction method can only analyze multisensory signals from one dimension, which inevitably fails to fully reflect the evolution trend of degradation process. Therefore, it will challenge the precision and promptness of the online health monitoring for the machining tools. Multidimensional feature extraction may be a potential solution to deal with this problem. Features are extracted from three dimensions including time domain, frequency domain and time-frequency domain, which can reflect the various characteristics of degradation process. (2) A single SVM model can not solve the problem of multi-state classification. Although the one-vs-one [25] and one-vs-all [26] strategies are used in these literature to combine multiple SVM models to achieve multistate classification problems, multi-state identification of SVM requires solving a large dual optimization problem. Fortunately, generalized multiclass support vector machine (GenSVM) is a good solution to this problem. GenSVM generalizes multiclass SVMs through a single optimization problem, where an iterative majorization algorithm is derived that solves the optimization problem of GenSVM without the need of dual optimization. In this paper, a multisensory data-driven health degradation monitoring system is proposed based on GenSVM. First, a system schema for online health degradation monitoring system is introduced using multiple sensor signals, which contains an offline process and an online process. Next, time domain features, frequency domain features and intrinsic energy features (IEFs) in time-frequency domain are respectively extracted from preprocessed multisensory data. Furthermore, a Pearson correlation coefficient (PCC) based feature selection method is presented to pick up optimal degradation features. Finally, GenSVM model is constructed to identify the health state of machining tools from a large number of the degradation features. The main contributions of this paper include: (1) Multidimensional feature extraction are achieved for reflect the various characteristics of degradation process from different aspects, via the integration of time domain features extraction based on time domain statistical analysis (TDSA), frequency domain features extraction based on power spectrum analysis (PSA), and IEFs extraction based on complete ensemble empirical mode decomposition with adaptive noise (CEEMDAN).
(2) A new and flexible GenSVM model is constructed to identify the health state of machining tools. Through the application of simplex encoding and the implementation of iterative majorization optimization algorithm, GenSVM model can effectively avoid the large dual optimization problem of SVM when realizing the multi-state identification of machining tools.
The remainder of this paper is organized as follows. Section II introduces the proposed system schema for online health degradation monitoring. Section III presents the time domain features, frequency domain features, and IEFs extracted from the sensor signals. In addition, a PCC-based feature selection method is designed to pick up the degradation features. Section IV builds the GenSVM-based health state identification model. Section V describes a practical application case of the multisensory data-driven health degradation monitoring method and shows the results and discussions. Finally, a conclusion is drawn in Section VI.
II. SYSTEM SCHEMA OF HEALTH DEGRADATION MONNITORING
In the paper, a system schema for health degradation monitoring is proposed to achieve online health state identification of machining tools using the multisensory signals. As shown in Fig. 1 , the system schema of the proposed method includes multidimensional feature extraction, feature selection, and health degradation monitoring, which involves two processes.
In the offline process, multisensory signals are obtained from CNC machine tools, including vibration signal, motor current signal, and acoustic emission signal. First, the obtained sensor signals are preprocessed. And, time domain features, frequency domain features, and IEFs in time-frequency domain are respectively extracted based on TDSA, PSA and CEEMDAN. After the extracted features are normalized, PCC of different sensors and features are analyzed for feature selection. Finally, a GenSVM model is constructed, and the selected features are sent to train and verify the health degradation identification models.
Once the health degradation identification model is confirmed to be practicable and efficient, the online process follows. Online sensor signals are preprocessed and only the selected features are extracted so as to input into the trained health degradation identification model. Finally, the degradation state of machining tools will be obtained.
III. DEGRADATION FEATURE EXTRACTION AND SELECTION
Raw sensor signals cannot be directly utilized to accomplish health degradation monitoring of machining tools because of the contained redundant information with noise. To detect and track the evolution of nonlinear and stochastic degradation processes for machining tools, multidimensional features for the health degradation monitoring are generated by analyzing time domain, frequency domain and time-frequency domain of the preprocessed sensor signals. 
A. TIME DOMAIN FEATURE EXTRACTION BASED ON TDSA
Time domain features have been proven effective for health degradation monitoring and failure prognostics [27] , [28] . In this paper, time domain features are extracted from the collected multisensory signals using TDSA. Table 1 shows the formulas of the time domain features, where N represents the number of sampling and X (t) is the signal data. Features including MV, SMR, RMS and MA show the amplitude and energy of sensor signal over time domain, while features including MSE, SF, KF, CF and MF reveal the distribution situation over time domain.
B. FREQUENCY DOMAIN FEATURE EXTRACTION BASED ON PSA
Fast Fourier transform is widely used for power spectrum in signal frequency domain analysis [29] . In this paper, the power spectrum of multisensory signals are analyzed to obtain frequency domain features. The equations of frequency domain features are summarized in Table 2 , where S(f ) represents the power spectrum of the signal. Features including FC, MSF and RMSF describe the variation of the main frequency band as well as VF and RVF reflect the distribution of spectral energy.
C. INTRINSIC ENERGY FEATURE EXTRACTION BASED ON CEEMDAN
CEEMDAN, as the latest improved version of EMD algorithm, is able to self-adaptively decompose complex signals into a series of intrinsic mode functions (IMFs) and a residue [30] - [32] . Unlike other decomposition methods such as wavelet packet decomposition, CEEMDAN does not require a harmonic basis function with prior knowledge. And, it can efficiently control the noise level at each decomposition for the achievement of self-adaptive signal decomposition. In the degradation process, the intrinsic energy in the IMFs could change according to the intensity of corresponding resonance frequency components appearing in signals. Hence, the CEEMDAN algorithm is introduced in this paper to extract the IEFs in the IMFs from the multisensory signals. Fig. 2 shows the flow chart of the CEEMDAN algorithm. The procedure of the IEFs extraction is described as follows.
(1) Signal X (t) is added with a series of white noise W i (t) whose mean equals to zero and variance is unity. The noise-added signal X i (t) is expressed as
where ε is the signal to noise ratio coefficient and I is the ensemble number.
(2) EMD algorithm is used to decompose X i (t) for the first IMF E 1 (X i (t)), then the mean IMF 1 (t) is given as
(3) The first residue r 1 (t) is calculated as
(4) If r 1 (t) is monotonic, the decomposition will stop. Otherwise, a new signal X 1i (t) is generated through an adaptive white noise adding into r 1 (t), which is shown as
(5) According to the decomposition process above, the mean of the second IMF is obtained as
(6) Repeat the decomposition process until the residue is monotonic. Then the final residue R (t) is expressed as
where K represents the total number of IMFs. Note that R (t) is considered as the (K + 1)th IMF. (7) Finally, the IEFs are calculated based on the IMFs of the signal, which are described as
D. FEATURE SELECTION BASED ON PCC
For not all of the extracted features are perfectly correlated with item degradation processing, it is necessary to pick up features that can better reflect the degradation process of machining tools. In this paper, a PCC-based feature selection method is introduced to find the features which have strong correlation with the tool wear level. The mathematical formula of PCC is given as
where F is extracted feature and W indicates the tool wear level.cov(F, W ) represents the covariance of F and W . σ F and σ W represents the standard variance of f and v, respectively. In this paper, the selection threshold of PCC value is set to 0.8, denoting a very strong correlation between the selected features and the wear level of machining tool.
IV. GENSVM-BASED HEALTH DEGRADATION IDENTIFICATION MODEL A. GENSVM FOR HEALTH DEGRADATION IDENTIFICATION

Support vector machines (SVM) initially developed by
Vapnik is a machine learning method based on statistical theory [33] . An optimal hyperplane is determined in SVM model to define a decision boundary which separates input data points into different classes. However, traditional extensions of the binary SVM to multiclass classification problems are either heuristics or require solving a large dual optimization problem [34] . To overcome this problem, a novel and flexible GenSVM model is constructed to identify the health state of machining tools. Suppose x i ∈ R m be ith object vector corresponding to m selected features and y i ∈ (1, 2, . . . , K ) denotes the class label of object i, for i ∈ (1, 2, . . . ,n), K indicates the number of machining tools health state and n is the number of training sampling points. VOLUME 7, 2019 In GenSVM, the kernel trick is used to take the data from the input space to a feature space, the mapping is expressed as x → . Note that the value of depends on the chosen kernel.
Then, simplex encoding is used to construct classification boundaries and object i is represented in the high-dimensional simplex space by
where W is a weight matrix and t is a translation vector for the bias terms. Therefore, the misclassification error of an object can be determined as the projection distance of object i onto the boundary between class k and j in the simplex space, which is
where u k and u j are the simplex vertex of class k and j. Several weightings of the misclassification errors calculated by the Huber hinge function are incorporated in the loss function so that the GenSVM loss function is both general and flexible. Finally, the complete GenSVM loss function combining all n objects can be formulated as
is optional object weight, h denotes Huber hinge loss, p represents Huber hinge error parameter. G k = {i : y i = k} is the set of objects belonging to class k, λtrW W is the penalty term to avoid overfitting and λ > 0 is the regularization parameter.
The predicting class labels are based on the optimal parameters (W * , t * ) that minimize the loss function. Predicting the health state label of online sample x n+1 contains two steps. In the first step, x n+1 is mapping into simplex space to obtain S n+1 based on (W * , t * ) and Eq. (9). In the second step, the predicted class label is corresponding to the nearest simplex vertex as measured based on squared Euclidean norm, which is expressed aŝ
B. PARAMETERS OPTIMIZATION BASED ON IM ALGORITHM
The process of minimizing the loss function is based on the iterative majorization (IM) algorithm which can allow for a quick approximation to the exact SVM solution in few iterations.
and L = L MSVM (W, t), and construct a majorization function g(V t ,V ) such that
withV a so-called supporting point. If L (V t ) is differentiable at the supporting point, the following procedure can now be used to find minimum of loss function. (1) LetV = V 0 . V 0 is a random starting point.
, where is the stopping parameter for the optimization algorithm, optimal parameter V * = V t+1 is obtained and the algorithm stops, otherwise let V = V t+1 and go to the previous step.
V. EXPERIMENTAL STUDY A. EXPERIMENTAL SETUP AND DATA DESCRIPTION
Multisensory data of the machining tools acquired from milling machine in BEST lab at UC Berkeley [35] is utilized to validate the availability of the proposed health degradation monitoring system. Fig. 3 shows the schematic diagram of the experimental setup. Data sampled by three types of sensors are obtained at several positions. Both spindle and table are mounted with a vibration sensor and an acoustic emission (AE) sensor. Furthermore, a direct current (DC) sensor and an alternating current (AC) sensor are installed in spindle for motor current data. NI high speed data acquisition board are utilized to amplify and filter the acquired sensor signals. Finally, health degradation monitoring are achieved using multisensory signals in computer.
The chosen of experimental parameters are recommended by industrial applicability and manufacturer. Hence, the cutting speed is set to 200m/min (826 rev/min). Also, two feeds speed including 0.5mm/rev and 0.25mm/rev are adopted. The machined workpieces are steel and its size is 483mm×178mm×51mm. Table 3 presents the experimental conditions. Two case named A and B represent two different working conditions and each case contains two dataset. Each dataset contains multiple machining cycles which make up the whole life of the machining tools. In each machining cycle, six sensor signals are collected with a sampling rate of 250 Hz and sampling points of 9000. At the beginning and end of each machining cycle, a microscope is used to measure the flank wear of machining tools. In this paper, dataset 1 and 3 are used as training data to construct the health degradation identification model and dataset 2 and 4 are used as online testing data to verify the identification accuracy of the model.
Based on the tool wear VB, machining tools' entire life can be divided into three states, that is, health state (HS), degradation state (DS) and failure state (FS). Referring to the international standard and the actual processing conditions, the wear standard of the state classification for the machining tools is shown in Table 4 .
Signals of six sensors in different health states in dataset 1 are shown in Fig. 4 . It can be seen from Fig. 4 that signals show large differences in different health states. It is noted that only the last 4500 samples points in the steady period of each machining cycle are chosen and divided into 90 data points with a length of 50 sampling points to implement the following study. 
B. RESULTS AND DISCUSSIONS
In the offline stage, multisensory data preprocessing is first implemented to remove singular values and noise components. Then, time domain features and frequency domain features are extracted based on TDA and PSA, respectively. Then, CEEMDAN algorithm is used to extract IEFs of the machining tools. Fig. 6 shows the IEFs extraction process of AE signal on table. As shown in Fig. 6 , the AE signal is decomposed into six IMFs and the six corresponding IEFs are obtained. The normalized IEFs extracted from six sensors in dataset 1 are shown in Fig. 7 . It can be found from fig. 7 that VOLUME 7, 2019 some IEFs can well reflect the machining tool wear process while others are not appropriate.
For not all of extracted features are perfectly correlated with item degradation processing, PCC analysis is adopted to implement the feature selection. The normalized PCC values of all the extracted features of the six sensors are separately shown in Fig. 8 , and all sensor features are arranged in order from small to large. It can be seen that vibration signals obtained from spindle and table are not fit for tool health degradation identification. The signals of AE sensor in spindle, DC sensor in spindle, AE sensor on table, and the AC sensor in spindle can be utilized.
Then, two GenSVM models are respectively constructed for health state identification in Case A and B and the selected features constructed for training data sets. During model training stage, 70% data in training dataset are randomly selected and disordered for model training, while the remaining 30% are used for model validation. In Case A, Huber hinge error parameter of GenSVM p is chosen as 1 and regularization parameter λ is set to 10 −6 . Maximum number of iterations of the optimization algorithm is set as 1000 and the optimization will stop if the relative change in the loss function is below 0.001. Four kernels including linear kernel, polynomial kernel, radial basis function (RBF) kernel and sigmod kernel are applied to the inputting data and the results of two GenSVM models in different cases are tabulated in Table 5 . Both two cases show that the linear kernel has the fastest training speed and the Sigmod kernel has the highest calibration accuracy and relatively fast training speed. Hence, the Sigmod kernel is selected for the two GenSVM models in different cases. Fig. 9 shows the state identification results in training stage. It can be seen from Fig. 9 that all validation data points are correctly identified in case A and only one data point is misjudged from DS to HS in case B, which reflects the effectiveness of the GenSVM model. On this basis, the health state identification of testing data is executed.
In the online stage, every data point of the testing data is subjected to preprocessing and feature extraction in turn, and the selected features are sent into the trained GenSVM model for health degradation identification. Fig. 10 shows the state identification confusion matrix of testing data points in two cases. It can be observed that the GenSVM model has a good effect in health state identification of machining tools.
A number of other methods including SVM algorithm, least squares support vector machines (LSSVM), k-nearest neighbor (KNN), back propagation neural network (BPNN) and adaptive network-based fuzzy inference system (ANFIS) have been utilized for identification performance comparison with proposed method using the same dataset. To get a relatively good effect, many attempts tried and the optimal parameters of all methods are finally designed. In SVM algorithm, a cross-validation strategy is used to obtain the optimal value of the penalty parameter and the RBF kernel parameter. In LSSVM algorithm, the kernel type is set as RBF kernel and the coding scheme is chosen as the 'One versus All Coding' scheme. In addition, cross-validation method is used to obtain optimal parameters. In BPNN model, hidden layer parameters are set to [40, 20] hidden layer activation function is symmetric sigmoid transfer function and output layer activation function is linear transfer function. In KNN model, cross validation set is also used to prevent model from overfitting. In ANFIS algorithm, Sugeno-type ANFIS model is constructed and initial step size is set as 0.03. Fig. 11 shows the state identification results of different models. As can be seen from the Fig. 11 , the four identification accuracy of GenSVM are equal to or close to 100%. It is obvious that proposed method achieves much better average accuracy than all the other methods. Finally, Table 6 presents performance comparison results of all methods. The average identification accuracy is as high as 99.69% which demonstrate the superiority of proposed GenSVM-based health degradation identification method.
VI. CONCLUSIONS AND OUTLOOK
In this paper, a novel multisensory data-driven health degradation monitoring system schema is proposed. This schema integrates multisensory signal preprocessing and feature extraction, PCC-based feature selection as well as GenSVMbased health state identification. First, the multisensory signals are collected and preprocessed. Then, multidimensional feature extraction is implemented in which time domain features are extracted based on TDSA, frequency domain features are extracted by PSA and IEFs in time-frequency domain are extracted via CEEMDAN. Furthermore, PCC is used to pick up features that can well reflect the degradation process of machining tools from massive extracted features. Next, a GenSVM model trained by selected features is used to implement health state identification of machine tools. Finally, an experimental case is implemented to verify the proposed health degradation monitoring method of machining tools. The experimental study shows that the proposed method can achieve accuracy health degradation identification of machining tools which shows the feasibility of this method in practical application. In addition, compared other methods, GenSVM model achieves eximious identification performance and shows great superiority.
In the future, the proposed method will be applied to other multi-sensor monitoring devices in more complex operating conditions. Moreover, we will further expand proposed method to incorporate fault diagnosis and remaining useful life prediction for predictive maintenance of multi-sensor monitoring equipment.
