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Abstract. As earlier conjectured by several authors and much later established by Sole`r (relying
on partial results by Piron, Maeda-Maeda and other authors), from the lattice-theory point of
view, Quantum Mechanics may be formulated in real, complex or quaternionic Hilbert spaces
only. Stu¨ckelberg provided some physical, but not mathematically rigorous, reasons for ruling
out the real Hilbert space formulation, assuming that any formulation should encompass a
statement of Heisenberg principle. Focusing on this issue from another –in our opinion deeper–
viewpoint, we argue that there is a general fundamental reason why elementary quantum systems
are not described in real Hilbert spaces. It is their basic symmetry group. In the first part of
the paper, we consider an elementary relativistic system within Wigner’s approach defined as a
locally-faithful irreducible strongly-continuous unitary representation of the Poincare´ group in
a real Hilbert space. We prove that, if the squared-mass operator is non-negative, the system
admits a natural, Poincare´ invariant and unique up to sign, complex structure which commutes
with the whole algebra of observables generated by the representation itself. This complex
structure leads to a physically equivalent reformulation of the theory in a complex Hilbert space.
Within this complex formulation, differently from what happens in the real one, all selfadjoint
operators represent observables in accordance with Sole`r’s thesis, and the standard quantum
version of Noether theorem may be formulated. In the second part of this work we focus on
the physical hypotheses adopted to define a quantum elementary relativistic system relaxing
them on the one hand, and making our model physically more general on the other hand. We
use a physically more accurate notion of irreducibility regarding the algebra of observables only,
we describe the symmetries in terms of automorphisms of the restricted lattice of elementary
propositions of the quantum system and we adopt a notion of continuity referred to the states
viewed as probability measures on the elementary propositions. Also in this case, the final result
proves that there exist a unique (up to sign) Poincare´ invariant complex structure making the
theory complex and completely fitting into Sole`r’s picture. This complex structure reveals a nice
interplay of Poincare´ symmetry and the classification of the commutant of irreducible real von
Neumann algebras.
In memory of Rudolf Haag
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1 Introduction
1.1 The three Hilbert space formulations permitted by Sole`r’s theorem
Quantum theory can basically be formulated in terms of a non-Boolean probability theory
over the partially ordered set of elementary propositions L about the given physical
quantum system [BeCa81, Va07, Re98]. Elementary propositions, also called elemen-
tary observables, are the experimentally testable propositions admitting the only pos-
sible outcomes 0 and 1. The partial order relation ≤ in L is the logical implication (many
slightly different interpretations are possible actually [Ma63, BeCa81, Va07, EGL09]).
With some noticeable exceptions [Ma63], many authors assume that the partially ordered
set L is more strongly a lattice. In other words, a pair of elements a, b ∈ L always admits
inf{a, b} ∈ L indicated by a ∧ b and called meet, and always admits sup{a, b} ∈ L indi-
cated by a∨ b and called join. It is immediate to see that a ≤ b if and only if a = a∧ b. It
turns out that ∨ and ∧ are separately symmetric and associative in every lattice. The L
is also requested to be a bounded lattice: A minimal element 0, the always false propo-
sition, and a maximal element 1, the always true proposition, of L are also assumed to
exist in L. L is also supposed to be orthocomplemented: For every element a ∈ L, an
orthogonal complement a⊥ ∈ L is defined and interpreted as the logical negation of
a. The orthocomplement is defined by requiring a ∨ a⊥ = 1, a ∧ a⊥ = 0, (a⊥)⊥ = a, and
a ≤ b implies b⊥ ≤ a⊥ for any a, b ∈ L. With these definitions, a, b ∈ L are orthogonal,
written a ⊥ b, if a ≤ b⊥ (equivalently b ≤ a⊥. )
If L1, L2 are orthocomplemented lattices, a map h : L1 → L2 is a lattice homomor-
phism if f(a ∨1 b) = h(a) ∨2 h(b), f(a ∧1 b) = h(a) ∧2 h(b), h(a)⊥2 = h(a⊥1) if a, b ∈ L1,
h(01) = 02, h(11) = 12. When the lattices are complete, resp. σ-complete, (see Appendix
A (ii)) the first pair of conditions are made stronger to h(supa∈A a) = supa∈A h(a) and
h(infa∈A a) = infa∈A h(a) for every infinite, resp. countably infinite, subset A ⊂ L1. A
straightforward calculation shows that a ≤1 b implies h(a) ≤2 h(b). A bijective lattice
homomorphism is a lattice isomorphism. The inverse map of a lattice isomorphism is a
lattice isomorphism as well. Lattice automorphisms are isomorphisms with L1 = L2;
they give rise to a group, denoted by Aut(L1).
A pair of mutually compatible elementary propositions (those which are simultaneously
testable by means of experiment) is assumed to be represented by commuting elements
p, q ∈ L in the sense of abstract orthocomplemented lattices. By definition [BeCa81]
it means that the sublattice generated by {p, q}, namely the intersection of all ortho-
complemented sublattices of L which include {p, q} is Boolean: ∨ and ∧ are mutually
distributive. If restricting ourselves to a maximal set of pairwise compatible propositions,
we have a complete Boolean sublattice and an interpretation in terms of classical logic
turns out to be appropriate. Since compatibility of pair of propositions is not a transi-
tive relation, the structure of maximal boolean subsets of L is very complex. The whole
lattice L of elementary propositions of a quantum system is however non-Boolean, in
particular ∧ and ∨ are not mutually distributive. This obstruction to distributivity is
physically due to the existence of pairwise incompatible elementary propositions (e.g., see
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[BeCa81, Mo13]). The non-Boolean nature of L was and still is nowadays the starting
point for interpretations of the formalism in terms of quantum logics instead of classical
logics [EGL09]. Generally speaking, the quantum lattice L seems to enjoy a list of specific
features which one may try to justify from the known quantum phenomenology (e.g., see
[BeCa81]) even if some deep interpretative problems remain [EGL09]. We merely list these
properties without entering into the details [BeCa81] (see Appendix A for a brief illustra-
tion of these definitions): (i) orthomodularity, (ii) σ-completeness, (iii) atomicity,
(iii)’ atomisticity, (iv) covering property, (v) separability, (vi) irreducibility.
A long standing problem, the so-called coordination problem [BeCa81], was to prove that
an abstract bounded orthocomplemented lattice L fulfilling the properties (i)-(vi) and
possibly further technical requirements, is necessarily isomorphic to the lattice L(H) of
the orthogonal projectors/closed subspaces of a complex Hilbert space H. This was done
in order to recover the standard Hilbert-space formulation of Quantum Theory. Some
intermediate, but fundamental, results due to Piron [Pi64] and next to Maeda-Maeda
[MaMa70] demonstrated that such L, if contains at least four orthogonal atoms, must be
isomorphic to the lattice of the orthoclosed subspaces (K = K⊥⊥) of a structure general-
izing a vector space over a division ring D equipped with a suitable involution operation,
and admitting a generalized non-singular D-valued Hermitian scalar product (giving rise
to the above mentioned notion of orthogonal ⊥). The order relation of this concrete lat-
tice is the standard inclusion of orthoclosed subspaces. In 1995 Sole`r [So95] achieved the
perhaps conclusive result. Consider an orthocomplemented bounded lattice L satisfying
(i)-(vi), such that (vii) it contains at least four orthogonal atoms (so that the above gen-
eralized Hermitian scalar product exists) and (viii) L includes an infinite orthogonal sets
of atoms with unit (generalized) norm. With these hypotheses (for alternative equivalent
requirements see [Ho95] and [AeSt00]), the thesis of Soler’s theorem reads:
[Sth] The lattice L of quantum elementary propositions is isomorphic to the lattice L(H)
of (topologically) closed subspaces of a separable Hilbert space H with set of scalars given
by either the fields R, C or the real division algebra of quaternions H.
The quaternionic Hilbert space structure is defined in Appendix C. In all three cases, the
partial order relation of the lattice is again the standard inclusion of closed subspaces
and M ∨ N corresponds to the closed span of the union of the closed subspaces M and
N, whereas M ∧ N := M ∩ N. The minimal element is the trivial subspace {0} and the
maximal element is H itself. Finally, the orthocomplement of M ∈ L(H) is described
by the standard orthogonal M⊥ in H. All the structure can equivalently be rephrased
in terms of orthogonal projectors P in H, since they are one-to-one associated with the
closed subspaces of H identified with their images P (H). In particular P ≤ Q (namely
P (H) ⊂ Q(H)) corresponds to the logical implication P ⇒ Q, for P,Q ∈ L(H). Relaxing
the irreducibility requirement on L, requirement physically corresponding to the absence
of superselection rules, an orthogonal direct sum of many such Hilbert spaces (even over
different set of scalars) replaces the single Hilbert space H.
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Sole`r’s theorem relies upon a list of rigid postulates on the lattice L and the arising picture
stated in Sth turns out to be equally rigid. Regarding the hypotheses, in particular, no
reference to physically fundamental symmetries, like Galileo or Poincare´ ones are included.
Looking at the thesis Sth in complex Hilbert spaces, we see that only type-I factors are
admitted to represent the algebra of observablesR and no gauge group may enter the game
excluding, for instance, systems of quarks where internal symmetries (color SU(3)) play
a crucal roˆle. Sole`r’s picture is evidently not appropriate also to describe non-elementary
quantum systems like pure phases of extended quantum thermodynamical systems. There,
always referring to complex Hilbert space description, the algebra of observables is still
a factor, but the type-I is not admitted in general due to the presence of a non-trivial
commutant R′. Also localized algebras of observables in QFT are not encompassed by
Sole`r’s framework. As a matter of fact, elementary relativistic systems like elementary
particles in Wigner’s view are however in agreement with Sth when we confine ourselves
to deal with a complex Hilbert space H. Since these elementary relativistic systems are
characterized by irreducible unitary representations of Poincare´ group and assuming that
the von Neumann algebra of observables is that generated by the representation, Schur’s
lemma implies that the algebra of observables coincides with the whole B(H). Therefore
the lattice of elementary propositions is the entire L(H), just as stated in Sth. What
happens when changing the set of scalars of the Hilbert space, passing from C to R or H
is not obvious.
1.2 Quantum notions common to the three formulations
The following theoretical notions used to axiomatize quantum mechanics are defined in
the afore-mentioned separable Hilbert space H, with scalar product (·|·), over R, C or
H respectively and referring to the quantum lattice L(H). However these notions are
defined also replacing L(H) for a smaller lattice L1(H) ⊂ L(H), provided it is still or-
thocomplemented and σ-complete (and therefore also orthomodular and separable). For
future convenience, we shall list these notion below in this generalized case.
(1) Elementary observables are represented by the orthogonal projectors in L1(H).
Two such projectors are said to be compatible if they commute as operators. Indeed
the abstract commutativity notion of elementary observables turns out to be equivalent
to the standard commutativity of associated orthogonal projectors.
(2) Observables are the Projector-Valued Measures (PVMs) over the real Borel sets
(see Def.B.22) taking values in L1(H)
B(R) ∋ E 7→ P (A)(E) ∈ L1(H) .
Equivalently, [Va07] an observable is a selfadjoint operator A : D(A)→ H with D(A) ⊂ H
a dense subspace such that the associated projector-valued measure is made by elements
of L1(H). The link with the previous notion is the statement of the spectral theorem
for selfadjoint operators A =
∫
σ(A)
λdP (A)(λ) (Theorem B.26 in appendix for the real
and complex case, for the quaternionic case see [Va07]). Obviously the meaning of each
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elementary proposition P (A)(E) is the outcome of the measurement of A belongs to the
real Borel set E. Evidently, L1(H) = L(H) if and only if every selfadjoint operator in H
represents an observable. A selfadjoint operator, in particular an observables, A is said to
be compatible with another selfadjoint operator, in particular an observables, B when
the respective PVMs are made of pairwise commuting projectors.
(3) Quantum states are defined as σ-additive probability measures over L1(H),
that is maps µ : L1(H)→ [0, 1] such that µ(I) = 1 and
µ
(
s-
∑
k
Pk
)
=
∑
k
µ(Pk) if {Pk}k∈N ⊂ L1(H) with PkPh = 0 for h 6= k,
s-
∑
k denoting the series in the strong operator topology. µ(P ) has the meaning of the
probability that the outcome of P is 1 if the proposition is tested when the state is µ.
If L1(H) = L(H) for H separable with +∞ ≥ dim(H) 6= 2 (always assumed henceforth),
these measures are in one-to-one correspondence with all of the selfadjoint positive, unit-
trace, trace class operators Tµ : H→ H according to
µ(P ) = tr(TµP ) ∀P ∈ L(H) .
This correspondence exists for the three cases as demonstrated by the celebrated Glea-
son’s theorem valid for R and C [Gl57], and finally extended by Varadarajan to the H
case [Va07]. The result holds true (but the correspondence ceases to be one-to-one) for
separable complex Hilbert spaces when L1(H) ( L(H) and L1(H) is the projector lattice of
a von Neumann algebra whose canonical decomposition into definite-type von Neumann
algebras does not contains type-I2 algebras [Dv93].
(4) Pure states are extremal elements of the convex body of the afore-mentioned
probability measures. If L1(H) = L(H) pure states are one-to-one with unit vectors of H
up to (generalized) phases η, i.e., numbers of R,C,H respectively, with |η| = 1. In this
case, the notion of probability transition |(ψ|φ)|2 of a pair of pure states defined by
unit vectors ψ, φ can be introduced. |(ψ|φ)|2 = µψ(Pφ) is the probability that Pφ is true
when the state is µψ, where Pφ = (φ|·)φ and µψ := (ψ| · ψ).
(5) Lu¨ders-von Neumann’s post measurement axiom can be formulated in the
standard way in the three cases: If the outcome of the ideal measurement of P ∈ L1(H)
in the state µ is 1, the post measurement state is
µP (·) := µ(P · P )
µ(P )
.
If L1(H) = L(H), we may define states in terms of trace class operators and, with obvious
notation, TP =
1
tr(PT )
PTP . In terms of probability measures over L(H), this is equivalent
to say that the post measurement measure µP , when the state before the measurement
of P is µ, is the unique probability-measure over L(H) satisfying the natural requirement
of conditional probability µP (Q) =
µ(Q)
µ(P )
, for every Q ∈ L(H) with Q ≤ P .
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(6) Symmetries are naturally defined as automorphisms h : L1(H) → L1(H) of the
lattice of elementary propositions. A subclass of symmetries hU are those induced by
unitary (or also anti unitary in the complex case) operators U ∈ B(H) by means of
hU(P ) := UPU
−1 for every P ∈ Li(H). Alternatively, another definition of symme-
try is as automorphism of the Jordan algebra of observables constructed out of L1(H).
If L1(H) = L(H), following Wigner, symmetries can be defined as bijective probability-
transition preserving transformations of pure states to pure states.
With the maximality hypothesis on the lattice, the three notions of symmetry coincide.
In this case, all symmetries turn out to be described by unitary (or anti unitary in the
complex case) operators, up to constant phases of R, C, H, respectively due to well known
theorems by Kadison, Wigner and Varadarajan [Si76, Va07].
(7) Continuous symmetries are one-parameter groups of lattice automorphisms
R ∋ s 7→ hs, such that R ∋ s 7→ µ(hs(P )) is continuous for every P ∈ L1(H) and every
quantum state µ (R may be replaced for a topological group but we stick here to the
simplest case). The time evolution of the system R ∋ s 7→ τs is a preferred continuous
symmetry parametrized over R.
(8) A dynamical symmetry is a continuous symmetry h which commutes with the
time evolution, hs ◦ τt = τt ◦ hs for s, t ∈ R.
If L1(H) = L(H), every continuous symmetry R ∋ s 7→ hs is represented by a strongly
continuous one-parameter group of unitary operators R ∋ s 7→ Us such that hs(P ) =
UsPU
−1
s for all P ∈ L(H) [Va07]. Versions of Stone theorem hold in the three considered
cases R, C and H (the validity in the quaternionic case easily arises form the theory
developed in [GMP16]), proving that Us = e
sA for some anti-selfadjoint operator A,
uniquely determined by U . In the complex case, if R ∋ s 7→ esA is also a dynamical
symmetry, the selfadjoint operator −iA, which is an observable the lattice being maximal,
is invariant under the natural adjoint action of time evolution τ unitarily represented by
R ∋ t 7→ Vt, and thus −iA it is a constant of motion, V −1t (−iA)Vt = −iA for every
t ∈ R. This is the celebrated quantum version of Noether theorem. In the real Hilbert
space case, no such simple result exists, since we have no general way to construct a
selfadjoint operator out of an anti selfadjoint operator A in absence of i. There is no
unitary operator J corresponding to the imaginary unit iI which commutes with the
anti selfadjoint generator A of every possible continuous symmetry (the time evolution in
particular), thus producing an associated observable JA which is a constant of motion.
Such an operator however may exist for one or groups of observables. In the quaternionic
case, contrarily, there are many, pairwise non-commuting, imaginary unities as recently
established [GMP16]. An interesting physical discussion on these partially open issues for
the quaternionic formulation appears in [Ad95].
1.3 Fake real Hilbert space formulation and Stu¨ckelberg’s analysis
Focusing on the description of quantum theories in real Hilbert space and complex Hilbert
space, a crucial fact which makes a sharp distinction between these two descriptions,
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regards the correspondence of (pure) states and unit vectors of H. Assuming that the
quantum lattice is the whole L(H), while in a complex theory pure states are one-to-one
with unit vectors up to phases, in a real theory pure states are one-to-one with unit
vectors up to signs. Therefore a quantum theory formulated in a real Hilbert space is
not a theory formulated in a complex Hilbert space where states are decomposed in real
and imaginary parts and where i is simply hidden in the (fake) real formalism. Suppose
that H = L2(R, dx) viewed as space of complex wavefunctions. A complex wavefunction
ψ can always be decomposed into a pair of real wavefunctions ψ1 = Reψ and ψ2 = Imψ
and all the theory can be recast into the real Hilbert space L2R(R, dx)⊕L2R(R, dx), where
L2R(R, dx) indicates the real Hilbert space of real-valued square-integrable functions. A C-
linear operator in L2(R, dx) admits a decomplexificated corresponding R-linear operator
in L2R(R, dx) ⊕ L2R(R, dx) accordingly, and a selfadjoint operator in L2(R, dx) induces
a selfadjoint operator in L2R(R, dx) ⊕ L2R(R, dx) this way. This real representation has
nothing to do with the thesis of Sole`r’s theorem in the real Hilbert space case, since
(a) pure states turn out to be one-to-one with unit vectors of the real space L2R(R, dx)⊕
L2R(R, dx) up to a rotation of SO(2) (arising from the decomposition in real and imaginary
part of eiθψ) and not up to a sign;
(b) not all selfadjoint operators of the real Hilbert space represent observables here,
since not all operators in L2R(R, dx)⊕ L2R(R, dx) descend from operators in L2(R, dx).
Let us stick a while to the analysis of this fake real model for further observations. The
operator iI of the complex Hilbert space induces a non-diagonal decomplexified operator
J in the real Hilbert space, with the properties JJ = −I and J∗ = −J . These types
of operators in real Hilbert spaces are called complex structures. J permits to recon-
struct back an isomorphic version of the initial complex Hilbert space using the vectors of
L2R(R, dx)⊕ L2R(R, dx). This happens just defining the product of complex numbers and
vectors like this
(a+ ib)Ψ := (a+ bJ)Ψ where a, b ∈ R and Ψ ∈ L2R(R, dx)⊕ L2R(R, dx),
also complexifying the natural scalar product of L2R(R, dx)⊕L2R(R, dx) as we shall discuss
into a very general fashion later. The crucial property of J , in relation with (b) above, is
that it permits us to distinguish between selfadjoint operators in L2R(R, dx) ⊕ L2R(R, dx)
constructed out of selfadjoint operators in L2(R, dx) through the decomplexification pro-
cedure and the remaining unphysical selfadjoint operators in L2R(R, dx) ⊕ L2R(R, dx) not
representing observables. In fact, also dropping the selfadjointness requirement, a R-
linear operator A in L2R(R, dx)⊕L2R(R, dx) arises form a corresponding C-linear operator
in L2(R, dx) if and only if AJ = JA.
From this remark we conclude that a quantum theory apparently formulated in a real
Hilbert space H may actually be a standard theory, formulated in a corresponding complex
Hilbert space HJ . It happens if there is a complex structure J which commutes with every
observable of the theory.
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If such a J exists, also the correspondence of states and vectors up to signs (as in (a)
above) fails in H. Indeed the algebra of observables, just due to the presence of J cannot
coincide with the whole class of (real) selfadjoint operators and vectors Ψ and eθJΨ for
every θ ∈ R cannot be distinguished by means of physical measurements. For instance, if
A is an observable and (·|·) is the real scalar product in H,
(eθJΨ|AeθJΨ) = (Ψ|e−θJAeθJΨ) = (Ψ|Ae−θJeθJΨ) = (Ψ|AΨ) .
Even passing from a fake real formulation to a corresponding complex formulation by
means of a complex structure commuting with all the observables, it is still possible that
the found class of observables in the final complex Hilbert space is however smaller that the
whole set of C-linear selfadjoint operators. Nevertheless the final complex Hilbert space
formulation has less redundancy than the initial real formulation, since the selfadjoint-
operators/observables ratio has increased.
Independently form the result by Sole`r, the theoretical possibility of formulating quantum
theories in Hilbert spaces over either R or H (or other division rings of scalars) [BeCa81]
was matter of investigation since the early mathematical formulations of Quantum Me-
chanics. However, differently from quaternionic quantum mechanics [FJSS62, Ad95] which
still deserves some theoretical interest, real quantum mechanics was not considered as
physically interesting almost immediately especially in view of well-known Stu¨ckelberg’s
analysis [St60, StGu61] in the early seventies. As a matter of fact, Stu¨ckelberg [St60,
StGu61] provided some physical reasons for getting rid of the real Hilbert space formu-
lation relying on the demand that every conceivable formulation of Quantum Mechanics
should include the statement of Heisenberg principle. He argued that the statement of
Heisenberg principle requires the existence of a natural complex structure J commuting
with all physical observables and thus making the theory complex as observed above.
His analysis is definitely physically interesting, but very poor from a mathematical view-
point as it assumes that all observables have pure point spectrum and some of them are
bounded, in contradiction with the nature of position of momentum observables necessary
to state Heisenberg principle. No discussion about domains appears. Many inferences are
just heuristically justified (including the universality of J) even if they all are physically
plausible. Moreover, in Stu¨ckelberg’s analysis, the existence of J seems to be more a suffi-
cient condition to guarantee the validity of Heisenberg inequalities rather than a necessary
requirement, since everything is based on an a priori and arbitrary (though physically
very plausible) model of any version of uncertainty principle as described in Sect.2 of
[St60]. Finally, the validity of Heisenberg principle cannot be viewed as a fundamental a
priori condition nowadays: it needs the existence of the position observable which is a very
delicate issue, both theoretically and mathematically (it is based on Mackey’s imprimi-
tivity machinery) in case of relativistic elementary systems [Va07]. For massless particles
like photons, the position observable simply does not exist [Va07]. The analysis of this
work covers also that case instead.
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1.4 Main results and structure of this work
The overall goal of this work is to rigorously investigate if there are cogent physical reasons
to abandon any real Hilbert space formulation. Reasons deeper than, and independent
from, the request of validity of Heisenberg principle. Obviously we are thinking here of
elementary quantum systems different from the ones which already admit descriptions
in complex Hilbert spaces. Simultaneously we want to check how solid the final picture
arising from Sole`r’s analysis stated in Sth is. We therefore assume that quantum theories
can be formulated in a real, complex or quaternionic Hilbert space, focusing on the first
case. The core of our analysis and the corresponding results are contained in the sections
4 and 5. We initially suppose in Section 4 that, in accordance with Wigner’s view, an
elementary relativistic physical system is described in a real Hilbert H space admitting
a strongly-continuous unitary irreducible representation U of Poincare´ group and that
the algebra of observables R coincides with the von Neumann algebra RU generated by
the said representation. This idea is encapsulated in Definition 4.1. In this sense the
group representation completely fixes the physical system. We therefore confine ourselves
to deal with elementary systems, described in real Hilbert spaces, whose maximal group
of symmetry is Poincare´ group (so that more complicated systems like quarks are not
encompassed by our study). However, we do not assume that the lattice of orthogonal
projectors in R coincides with the whole L(H) or is isomorphic to some L(H′) for some
other Hilbert space (also with a different set of scalars) as in the thesis of Sole`r’s theorem
Sth. We would like to either find it as a consequence of our hypotheses or to disprove it.
With our hypotheses, we shall find in Theorem4.3 that, remarkably, there must exist a
unique (up to the sign) complex structure J commuting with both the group representa-
tion U and algebra of observables R. As a consequence the theory can be reformulated
in a complex Hilbert space HJ where both the representation (which remains strongly
continuous and irreducible) and the von Neumann algebra of observables are well-defined
and the theory admits the standard formulation. In particular R coincides with the whole
B(HJ) and consequently the lattice of orthogonal projectors coincides (and thus is isomor-
phic) to L(HJ) in agreement with Sole`r’s thesis, even if different hypotheses are assumed.
This way, also the standard formulation of the quantum Noether theorem takes place,
because we can associate anti selfadjoint generators A of Poincare´ continuous symmetries
to observables JA and J commutes with the time evolution.
In Section 5 we will deal with a more sophisticated theoretical idea of an elementary
relativistic system, since some issues remain open in our first formulation when dealing
with real Hilbert spaces. In particular, the irreducibility assumption is not well motivated
and should be formulated into a more physical framework regarding only observables. As
a consequence, there is no deep reason to assume that symmetries are represented by
unitary operators and also proving it for each element of the representation separately,
there is no a priori cogent reason to suppose that the representation is unitary instead of
(real) projective unitary. These issues will be fixed taking advantage of a result (Theorem
5.3) about the commutant of irreducible von Neumann algebras in real Hilbert spaces.
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With the improved version of elementary relativistic system stated in Definition 5.7, we
will however find the same result already established with the previous simpler definition.
In fact, Theorem 5.11 proves again that the theory can be reformulated into a complex
setting in agreement with Sole`r’s thesis, exploiting a complex structure J which, again,
is unique up to a sign and Poincare´ invariant. Actually we also prove that the improved
definition of relativistic elementary system though physically finer is actually mathemat-
ically equivalent to Wigner’s one also in the real case.
The rest of this paper is organized as follows. The next two sections, Section 2 and Section
3, are devoted to collect, and in some cases autonomously prove, several results on real
spectral theory and the theory of Lie group representation in real Hilbert spaces. Section
4 and Section 5 discuss the notion of relativistic elementary system and present the two
versions of the afore-mentioned main result of this paper (Theorem4.3 and Theorem 5.11).
Conclusions are discussed in the last section. A final appendix includes several results
and proofs of intermediate propositions.
2 Complexification procedures and technical results for real Hilbert spaces
We hereafter assume that the reader is familiar with some standard definitions and results
of the theory of operators in either real and complex Hilbert spaces. A summary of these
notions appears in Appendix B.
It is possible to extend back to real Hilbert spaces some technical results valid for complex
Hilbert spaces like Stone’s theorem or Schur’s lemma and the polar decomposition theorem.
These extensions take advantage of a certain complexification procedure which produces
a complex Hilbert space when a real Hilbert space is given. Another procedure to build
up a complex Hilbert space from a real one exploits the existence of a so called complex
structure. This section is devoted to introduces these procedures and to prove some
technical results about real Hilbert spaces, in comparison with corresponding well known
results in complex Hilbert space theory presumably more familiar to the reader.
2.1 External complexified structures
Let H be a real Hilbert space (Definition B.3) whose real scalar product will be henceforth
denoted by (·|·). It is possible to define an associate complex Hilbert space [MeVo97] by
means of an elementary external complexification procedure. The elements of this associate
complex vector space are couples x + iy := (x, y) ∈ H × H and the complex linear space
structure is defined by assuming that
(α + iβ)(x+ iy) := αx− βy + i(βx+ αy) ∀x, y ∈ H and ∀α, β ∈ R . (1)
The scalar product of H× H is, by definition,
(x+ iy|u+ iv)C := (x|u) + (y|v) + i[(x|v)− (y|u)] , ∀x, y, u, v ∈ H . (2)
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This scalar product is Hermitian in agreement with Definition B.1 with associated norm
||x+ iy||2C := (x+ iy|x+ iy)C = ||x||2 + ||y||2 , ∀x, y ∈ H . (3)
Proposition 2.1 Let H be a real Hilbert space with real scalar product (·|·), the following
facts hold.
(a) The complex vector space over H × H, with the complex linear structure (1) and
the Hermitian scalar product (·|·)C defined in (2) is a complex Hilbert space, henceforth
denoted by HC and called external complexification of H.
(b) N ⊂ H is a Hilbert basis (Def.B.6) of the real Hilbert space H if and only if N is a
Hilbert basis of HC. Thus HC is separable if and only if H is.
(c) If K ⊂ H is a subspace, KC := K × K ⊂ HC , turns out a to be (complex) subspace of
HC and KC = KC.
Proof. From (3), Cauchy sequences in HC define pairs of Cauchy sequences in H. For this
reason HC is complete in view of the completeness of H. The second statement is true
because N is maximal orthonormal in H iff it is maximal orthonormal in HC. The proof
of (c) is immediate.
Remark 2.2 Notice that, thanks to (c), a subspace K ⊂ H turns out to be closed or
dense in H if and only if KC is, respectively, closed or dense in HC.
Definition 2.3 If H is a complex Hilbert space, a conjugation is an anti linear (Def.B.7)
norm-preserving operator C : H→ H such that CC = I.
A conjugation C : H → H is bijective (since C = C−1) and satisfies (Cx|Cy) = (x|y)
for x, y ∈ H due to the polarization identity of a complex scalar product. Conjugations
always exist. If N ⊂ K is a Hilbert basis of the complex Hilbert space K, an associated
conjugation is K ∋ x =∑z∈N(z|x)z 7→∑z∈N (z|x)z ∈ K .
Proposition 2.4 Let K be a complex Hilbert space and CK : K → K a conjugation. K
is isomorphic (Definition B.3) to HC for a certain real Hilbert space H associated to CK.
Proof. Define the closed real vector subspace H = 1
2
(I + CK)(K) equipped with the real
scalar product given by the restriction to H of the Hermitian scalar product of K. H is
a real Hilbert space because is closed. The identity map K ∋ x 7→ x ∈ K rearranged as
follows:
K ∋ x 7→ 1
2
(I + CK)x+ i
1
2
(I + CK)
1
i
x ∈ H+ iH = HC ,
turns out to be a complex Hilbert space isomorphism from K to HC.
If HC is constructed out of the real Hilbert space H, the real Hilbert space associated to
K = HC through Prop.2.4 is just H if employing the natural conjugation CK = C with
C : HC ∋ x+ iy 7→ x− iy ∈ HC . (4)
Let us pass to operators extending Remark 20.18 in [MeVo97].
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Definition 2.5 If A : D(A)→ H is an R-linear operator in the real Hilbert space H we
define the (C-linear) associated complexificated operator
AC := A+ iA : D(A) + iD(A) ∋ x+ iy 7→ Ax+ iAy ∈ HC . (5)
It follows immediately that KerAC = (KerA)C and RanAC = (RanA)C.
Remark 2.6 From now on, unless differently explicitly stated, a subspace of a complex
Hilbert space is a complex subspace. Similarly, an operator in a complex Hilbert space is
a complex-linear operator.
The notion of adjoint operator and its elementary properties are given in Def.B.10 and
Remark B.11. The definitions of the various types of operators we use below are listed in
Def.B.13 and B.16 including Remark B.17 for their basic properties. The notion spectrum,
PVM and spectral integral appear in Def.B.20, Def.B.22, Prop.B.24 and Thm B.26. Finally
we henceforth adopt Def.B.8 concerning the domain of composed operators.
Proposition 2.7 The following facts are valid referring to Def.2.5 for a real Hilbert
space H and the associated complexified Hilbert space HC.
(1) An operator B : D(B) → HC with D(B) ⊂ HC satisfies B = AC for some operator
A : D(A)→ H and D(A) ⊂ H if and only if
CB ⊂ BC , (6)
where C is the conjugation in HC defined in (4). If (6) holds, then CB = BC and A is
uniquely defined by
Ax+ i0 = B(x+ i0) on D(A) = {x ∈ H, x+ i0 ∈ D(B)}
In the following A : D(A)→ H is an operator in the real Hilbert space H.
(2) If D(A) is dense, then (AC)
∗ = (A∗)C, in particular D((AC)∗) = D(A∗) + iD(A∗).
(3) A is either closed or closable if and only if AC is, respectively, closed or closable. In
the second case, AC = (A)C.
(4) A subspace S ⊂ D(A) is a core for A if and only if SC is a core for AC.
(5) AC is symmetric, selfadjoint, anti symmetric, anti selfadjoint, essentially selfadjoint,
unitary, normal, an orthogonal projector, if and only if A, respectively, is symmetric,
selfadjoint, anti symmetric, anti selfadjoint, essentially selfadjoint, unitary, normal, an
orthogonal projector.
(6) If A is self-adjoint and P (A) is the associated PVM, the PVM P (AC) of AC satisfies
P (AC) = (P (A))C so that, in particular P
(A) = P (AC)|H
and, regarding the spectrum,
σ(AC) = σ(A), more precisely σp(AC) = σp(A) , σc(AC) = σc(A) .
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If f : R→ R is measurable, referring to Prop.B.24, we have
f(AC) =
∫
σ(AC)
f(λ)dP (AC)(λ) =
(∫
σ(A)
f(λ)dP (A)(λ)
)
C
= (f(A))C
(7) If A′ : D(A′)→ H is another operator in H then
A ⊂ A′ iff AC ⊂ A′C and (AA′)C = ACA′C .
(8) If p = p(x) is a real polynomial of finite degree, it holds
p(AC) = (p(A))C .
(9) Let D(A) be dense. A is symmetric and positive iff AC is positive ((8) Def.B.16)
The proof of this proposition is given in Appendix F.
2.2 Stone’s theorem for real (and complex) Hilbert spaces
We are in a position to state and prove a version of famous Stone’s theorem valid for real
(and complex) Hilbert spaces, exploiting the constructed formalism. The difficulty with
the real Hilbert space case relies on the fact that the spectral decomposition cannot be
directly exploited because the generator of the group is anti selfadjoint and these operators
do not admit a spectral decomposition in real Hilbert spaces.
Definition 2.8 A one-parameter group of bounded operators over an either real
or complex Hilbert space H is a map U : R → B(H), such that U0 = I and UtUs = Ut+s
for t, s ∈ R.
We are now interested in the case where this map is strongly continuous (Def.B.30) with
respect to the standard topology of R and every Ut is unitary (Def.B.16(6) and Remark
B.17(b)). To introduce the problem, we observe that if A is an anti selfdjoint operator in
the complex Hilbert space, then R ∋ t 7→ etA = e−it(iA) (adopting the notation (53) for a
function of a selfadjoint operator iA) is a one-parameter group of unitary operators which
is also strongly continuous. The proof is easy (e.g., see [Mo13]). If H is real and A is
anti-selfadjoint, we can consider the strongly-continuous one-parameter group of unitary
operators R ∋ t 7→ etAC in HC. Now, let C the natural conjugation defined in (4), then
an easy application of complex Stone’s theorem proves that CetACC = etCACC = etAC.
Hence, thanks to (1) and (5) of Prop.2.7, the map R ∋ t 7→ etAC∣∣
H
turns out to be a
strongly-continuous one-parameter group of unitary operators in the real Hilbert space H.
The theorem we go to state, reversing the argument, focuses on the existence of an anti-
selfadjoint generator A for a given strongly-continuous one-parameter group of unitary
operators R ∋ t 7→ Ut in H. For the sake of completeness we will state the theorem into
a way which is valid for both real and complex Hilbert spaces.
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Theorem 2.9 (Stone’s theorem) Let H be an either real or complex Hilbert space and
consider a strongly-continuous one-parameter group of unitary operators U : R→ B(H).
Define the subspace
D(A) :=
{
x ∈ H
∣∣∣ ∃yx ∈ H , yx := lim
h→0
h−1(Uhx− x)
}
(7)
and the operator
A : D(A) ∋ x 7→ yx ∈ H . (8)
It turns out that
(i) D(A) is dense in H,
(ii) AUt = UtA, so that Ut(D(A)) = D(A), for all t ∈ R,
(iii) A is anti-selfadjoint: A = −A∗,
(iv) If H is complex, A is the unique anti-selfadjoint operator satisfying (adopting the
notation (53))
Ut = e
tA .
(v) If H is real, A is the unique anti-selfadjoint operator satisfying
Ut = e
tAC |H .
Proof. The statement for the complex case is a trivial re-adaptation of the standard
statement of celebrated Stone’s theorem (e.g., see [Mo13]), let us therefore pass to focus
on the real Hilbert space case. Consider the class of operators Vt := (Ut)C. R ∋ t 7→ Vt is
a one-parameter group of unitary operators on HC as one immediately prove from (5) and
(7) of Prop.2.7. Strong continuity of V immediately arises from Vt := (Ut)C and strong
continuity of U . Notice also that VtC = CVt holds from (1) of Prop.2.7 where C is the
natural conjugation of HC. In view of the complex version of Stone’s theorem, we have
Vt = e
tB for a unique anti-selfadjoint operator B : D(B) → HC, D(B) ⊂ HC. D(B) is
dense, Vt(D(B)) = D(B), BVt = VtB, and it holds
D(B) :=
{
x+ iy ∈ HC
∣∣∣ ∃x′ + iy′ ∈ HC , x′ + iy′ := lim
h→0
h−1(Vh(x+ iy)− (x+ iy))
}
and B : D(B) ∋ x+iy 7→ x′+iy′. From the definition ofD(B) and the fact that VtC = CVt
it immediately arises that C(D(B)) ⊂ D(B) and CB ⊂ BC. (1) of Prop.2.7 entails that
B = AC for some anti-selfadjoint operator on H whose domain is D(A) = D(B)∩H which,
by construction coincides with
D(A) = D(B) ∩ H =
{
x ∈ H
∣∣∣ ∃yx ∈ H , yx := lim
h→0
h−1(Uhx− x)
}
.
D(A) is dense and Ut(D(A)) = D(A), from the analogous properties of D(AC) = D(B),
and UtA = AUt from the complex-case analogue making use of (7) in Prop.2.7.
Let us finally come to the uniqueness issue. Suppose that there is an anti-selfadjoint oper-
ator A′ : D(A′)→ H, in principle different from A, such that Ut = etA′C |H. Consequently,
Vt = (e
tA′
C |H)C = etA′C. The uniqueness part of Stone’s theorem for complex Hilbert space
implies A′C = AC so that A
′ = A′C|H = AC|H = A.
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Definition 2.10 Consider a strongly-continuous one-parameter group of unitary oper-
ators U : R → B(H) with H either complex or real Hilbert space. The anti selfadjoint
operator A : D(A)→ H associated to U and defined by (7)-(8) is called the generator of
U . In both the real and complex Hilbert space case, we write
Ut = e
tA t ∈ R ,
2.3 Schur’s lemma for real (and complex) Hilbert spaces
Another important issue is the formulation of the so-called Schur’s lemma which has
different statements for real and complex Hilbert spaces.
Definition 2.11 Let H be an either real or complex Hilbert space. A family of operators
U ⊂ B(H) is said to be irreducible if U(K) ⊂ K for all U ∈ U and a closed subspace
K ⊂ H implies K = {0} or K = H. U is said to be reducible if it is not irreducible.
Since the definition refers to closed subspaces, our notion of irreducibility is sometimes
called topological irreducibility.
Remark 2.12
(a) if U is irreducible, then it is easy to see that {P ∈ L(H) | [P, U ] = 0 ∀U ∈ U} = {0, I},
while the opposite implication holds true if U is closed under Hermitian conjugation.
(b) If H is a real Hilbert space, every family U ⊂ B(H) induces an associated family
UC := {UC | U ∈ U} ⊂ B(HC). If UC is irreducible, U must be irreducible as well because
U(K) ⊂ K implies UC(KC) ⊂ KC. The opposite implication is not true in general.
We have a first result which is valid for both the real and the complex Hilbert space case.
Proposition 2.13 (Schur’s lemma for essentially selfadjoint operators) Let H be an,
either real or complex, Hilbert space and let U ⊂ B(H) be irreducible.
If the operator A : D(A)→ H, with D(A) ⊂ H dense, is essentially selfadjoint and
UA ⊂ AU for all U ∈ U , (9)
then A ∈ B(H) (the bar denoting the closure of A) and
A = aI , for some a ∈ R.
If A satisfying (9) is selfadjoint, we have A ∈ B(H) with A = aI for some a ∈ R.
Proof. We prove the thesis for the real Hilbert space case, the complex Hilbert space case
has an analogous proof with obvious changes. Since the operators U ∈ U are bounded,
from Remark B.14, one has UA ⊂ AU . Theorem B.26 (b) (ii) now implies that the
spectral measure of P (A), of A, commutes with every U ∈ U. Since U is irreducible, if
E ∈ B(R), then either P (A)(E) = 0 (i.e. P (A) projects onto {0}) or P (A)(E) = I (i.e.
P (A) projects onto the whole H). If P (A)((a0, b0]) = 0 for all a0 ≤ b0 in R, we would
have P (A)(R) = 0, due to the σ-additivity, which is not possible. Thus P (A)((a0, b0]) = I
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for some a0 ≤ b0 in R. Notice that P (A)(R \ (a0, b0]) = 0 as trivial consequence of the
properties of a PVM. Now, define δ0 := b0 − a0 and divide (a0, b0] into the disjoint union
of two equal-length contiguous half-open intervals. Reasoning as above we see that one
and only one of them has vanishing measure, while the other satisfies P (A)((a1, b1]) = I.
Clearly δ1 := b1 − a1 = 12δ0. Iterating this procedure we find a couple of sequences
a0 ≤ a1 ≤ · · · ≤ an, bn ≤ · · · ≤ b1 ≤ b0 within [a0, b0] such that δn := bn − an = 2−nδ0
and P (A)((an, bn]) = I. Being [a0, b0] compact and δn → 0 it easily follows that there
must exist λ0 ∈ [a0, b0] such that an → λ0 and bn → λ0. From outer continuity of
the positive measure (x|P (A)(E)|x) we have (x|PA({λ0})|x) = (x|P (A)(∩n(an, bn])x) =
(x|Ix) for every x ∈ H. Since P (A)({λ0}) − I is selfadjoint, 2(x|(P (A)({λ0}) − I)y) =
(x + y|(P (A)({λ0}) − I)(x + y)) − (x|(P (A)({λ0}) − I)x) − (y|(P (A)({λ0}) − I)y) = 0 so
that (x|(P (A)({λ0}) − I)y) = 0. Since x, y ∈ H are arbitrary, we have obtained that
P (A)({λ0}) = I and therefore P (A)(R \ {λ0}) = 0. Computing the spectral integral of
A, defining a := λ0, this result immediately implies that A =
∫
R
λP (A)(λ) = aI. If the
initial A is already selfadjoint, it is essentially selfadjoint, too and the proof applies to A.
However as A∗ is closed and A = A∗, we have A = A proving the last statement.
A better result can be obtained when the class U consists of an irreducible unitary repre-
sentation
Definition 2.14 Let H be an, either real or complex, Hilbert space and G a group with
unit element e and group multiplication G×G ∋ (g, g′) 7→ gg′ ∈ G.
A unitary representation of G over H is a map G ∋ g 7→ Ug ∈ B(H) where Ug is
unitary, Ue = I and UgUg′ = Ugg′ for every g, g
′ ∈ G.
The unitary representation is said to be irreducible if U := {Ug | g ∈ G} is irreducible.
In this juncture, the difference from the real and complex Hilbert space cases is evident
and concerns a mathematical notion which will play a fundamental roˆle in our work.
Definition 2.15 If H is an either real or complex Hilbert space, an operator J ∈ B(H)
such that J2 = −I and J∗ = −J is called complex structure on H.
In complex Hilbert spaces, obviously, ±iI are the most natural complex structures.
Proposition 2.16 Let H be an, either real or complex, Hilbert space and G ∋ g 7→ Ug a
unitary representation on H of the group G and consider a densely-defined operator in H
A : D(A)→ H such that
UgA ⊂ AUg , ∀g ∈ G . (10)
Then (10) holds in the stronger form
UgA = AUg and UgA
∗ = A∗Ug , ∀g ∈ G .
If G ∋ g 7→ Ug is irreducible and A is closed, the following further facts hold
(i) if H is real, then A = aI + bJ , with a, b ∈ R and J is a complex structure,
(ii) if H is complex, then A = cI, where c ∈ C.
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In particular D(A) = H and A ∈ B(H) in both the cases.
Proof. We use conventions and properties of standard domains (Def.B.8 and Remark B.9)
also in relation with the adjoint conjugation (Remark B.11). From (10), applying Ug−1
to both sides, we also have AUg−1 ⊂ Ug−1A. Since the inclusion holds for every g ∈ G, it
must also be AUg ⊂ UgA which together with (10), yields AUg = UgA for every g ∈ G.
Taking the adjoint of both sides of AUg = UgA and observing that Ug ∈ B(H), (c) and
(d) of Remark B.11 gives U∗gA
∗ ⊂ A∗U∗g . Now, since U∗g = Ug−1 and g ∈ G is generic,
this is equivalent to UgA
∗ ⊂ A∗Ug for every g. Reasoning as above we get also the
opposite inclusion and the proof of the first statement is over. Let us now assume that
A is closed and the representation is irreducible. From AUg = UgA, A
∗Ug = UgA∗ and
taking eventually Remark B.9 into account, we have A∗AUg = A∗UgA = UgA∗A. Since
A is closed, the operator A∗A turns out to be densely defined and selfadjoint. This is a
well known result if H is complex [Ru91, Sc12, Mo13]. The validity of the same statement
for the real case will be given in the proof of Thm 2.18 (a) below. Using Proposition
2.13 for the selfadjoint operator A∗A we find A∗A = aI for some real a. In particular
D(A∗A) = D(aI) = H so that D(A) = H and thus, since A is closed, the closed graph
theorem (Thm B.15) gives A ∈ B(H).
We can decompose the operator A into A = A+A
∗
2
+ A
∗−A
2
, where the two addends are,
respectively, selfadjoint and anti selfadjoint. Let us denote them, respectively, by AS and
AA. Both of them commute with the representation U , in particular UgAS = ASUg for
any g ∈ G gives AS = aI for some a ∈ R, thanks to Prop. 2.13. Now, suppose that H
is complex, then the operator iAA is selfadjoint and commutes with the representation
U . So, thanks again to Prop 2.13 we find iAA = cI for some c ∈ R, i.e. AA = −ci and
the proof is complete. Now, suppose that H is real. The operator A2A is selfadjoint and
commutes with the group representation, hence A2A = cI for some c ∈ R, thanks again
to Proposition 2.13. Notice that c ≤ 0, indeed if we take a unit vector v ∈ H, it holds
c = (v|cv) = (v|AAAAv) = −(AAv|AAv) = −‖AAv‖2 ≤ 0. We also see that c = 0 if and
only if AA = 0, that is if A is selfadjoint: in this case the theorem is proved. Suppose
that c 6= 0 and define J := AA√−c . With this definition we find J ∈ B(H), J∗ = −J and
J∗J = −I, i.e., J is a complex structure as wanted, and A = aI + bJ for a, b ∈ R.
Remark 2.17 The result in (i) can be made stronger with the help of Theorem 5.3 we
shall prove later, observing that if A ∈ B(H) commutes with the unitary representation
U it also commute with the von Neumann algebra generated by U .
2.4 Square root and polar decomposition in real (and complex) Hilbert spaces
Another technical tool, which will be very useful in this work, is the polar decomposition
theorem demonstrated in a version which is valid for a real Hilbert space, too.
Theorem 2.18 Let H be an, either real or complex, Hilbert space and A : D(A)→ H a
densely-defined closed operator in H. Then the following facts hold.
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(a) A∗A is densely defined, positive and selfadjoint.
(b) There exists a unique pair of operators U, P in H such that,
(i) A = UP where in particular D(P ) = D(A)
(ii) P is selfadjoint and P ≥ 0 ((8) Def.B.16),
(iii) U ∈ B(H) is isometric on Ran(P ) (and thus on Ran(P ) by continuity),
(iv) Ker(U) ⊃ Ker(P ).
The right-hand side of (i) is called the polar decomposition of A. It turns out that, in
particular,
(v) P = |A| := √A∗A,
(vi) Ker(U) = Ker(A) = Ker(P ),
(vii) Ran(U) = Ran(U),
are also valid where
√
A∗A is interpreted as in Prop.B.28
(c) If H is real, the polar decomposition of AC is AC = UCPC where A = UP is the polar
decomposition of A. In particular, |AC| = |A|C.
The proof of the theorem is given in Appendix F.
U is a partial isometry (Def.B.16) because U ∈ B(H) and is isometric on Ker(U)⊥ (it
is indeed isometric on Ran(P ) = Ker(P ∗)⊥ = Ker(P )⊥ = Ker(U)⊥). We conclude
this section with a pair of technical proposition, the second concerning the interplay
of commutativity of one-parameter unitary groups and commutativity of elements of the
corresponding polar decomposition of the generators. That result will turn out very useful
later.
Proposition 2.19 Let H be an, either real or complex, Hilbert space. Consider an,
either selfadjoint or anti selfadjoint, operator A : D(A) → H with polar decomposition
A = UP . The following facts hold.
(a) If A∗ = −A and B ∈ B(H), BetA = etAB is valid if and only if BA ⊂ AB holds.
(b) If B ∈ B(H) satisfies BA ⊂ AB, then BU = UB and BP ⊂ PB.
(c) The commutation relations are true
UA ⊂ AU and U∗A ⊂ AU∗ .
Moreover, for every measurable function f : [0,+∞)→ R:
Uf(P ) ⊂ f(P )U and U∗f(P ) ⊂ f(P )U∗ .
(d) U is respectively selfadjoint or anti selfadjoint.
(e) If A is injective (equivalently if either P or U is injective), then U and U∗ are unitary.
In this case all the inclusions in (c) are identities.
The proof of this proposition is given in Appendix F.
Proposition 2.20 Let H be an, either real or complex, Hilbert space and A and B anti-
selfadjoint operators in H with polar decompositions A = U |A| and B = V |B|.
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If the strongly-continuous one-parameter groups generated by A and B commute, i.e.,
etAesB = esBetA for every s, t ∈ R,
then the following facts hold
(i) UB ⊂ BU and U∗B ⊂ BU∗;
(ii) Uf(|B|) ⊂ f(|B|)U and U∗f(|B|) ⊂ f(|B|)U∗ for every measurable function
f : [0,+∞)→ R;
(iii) UV = V U and U∗V = V U∗.
If any of A, |A|, U is injective, then the inclusions in (i) and (ii) can be replaced by
identities.
The proof of this proposition is given in Appendix F.
2.5 Internal complexificated structures
If H is a real Hilbert space, it is possible to define an associate complex Hilbert space by
means of an internal complexification procedure depending on a complex structure J as
defined in Def.2.15. The vectors x ∈ H can be viewed as elements of a complex vector
space equipped with a Hermitian scalar product both constructed out of J . The complex
linear space structure is
(a+ ib)x := ax+ bJx ∀x ∈ H and ∀a, b ∈ R . (11)
The Hermitian scalar product is, by definition,
(x|y)J := (x|y)− i(x|Jy) , ∀x, y ∈ H (12)
so that, in particular,
x ⊥HJ y if and only if both x ⊥H y and x ⊥H Jy. (13)
and
(x|y) = Re(x|y)J , ∀x, y ∈ H (14)
which immediately implies that the norm generated by that Hermitian scalar product
satisfies
||x||J = ||x|| , ∀x ∈ H (15)
The elementary but crucial result comes now.
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Proposition 2.21 Let H be a real Hilbert space whose scalar product is denoted by (·|·)
and equipped with a complex structure J . The complex vectors space over H with the
complex linear structure (11) and the Hermitian scalar product (12) has the following
properties.
(a) It is a complex Hilbert space denoted by HJ .
(b) N ⊂ HJ is a Hilbert basis of HJ if and only if {u, Ju | u ∈ N} is a Hilbert basis of H.
Thus HJ is separable if and only if H is.
Proof. Due to (15), Cauchy sequences in H define pairs of Cauchy sequences in HJ and
vice versa. For this reason HJ is complete in view of the completeness of H. The sec-
ond statement is true because N is orthonormal maximal in HJ iff {u, Ju | u ∈ N} is
orthonormal maximal in H as it can be proved immediately.
Remark 2.22
(a) Due to (15), the identity map I : H ∋ x 7→ x ∈ HJ is evidently an isometry of metric
spaces. In particular H and HJ are homeomorphic.
(b) From the definition of HJ it easily arises that a R-linear subspace K ⊂ H is a C-
linear subspace of HJ if and only if J(K) ⊂ K (more precisely, J(K) = K as JJ = −I).
Moreover K
H
= K
HJ
, hence K is closed or dense in H iff it is, respectively, closed or dense
in HJ . Conversely every C-linear subspace of HJ is trivially a R-linear subspace of H.
A C-linear operator A : D(A) → HJ , where D(A) ⊂ HJ is a complex linear subspace, is
also a R-linear operator on H. The converse is generally false. The following proposition
concerns that issue.
Proposition 2.23 Let H be a real Hilbert space with complex structure J ∈ B(H).
A R-linear operator A : D(A)→ H is a C-linear operator in HJ if and only if AJ = JA.
In that case D(A) is a complex subspace of HJ as well.
Proof. If A is C-linear, its domain must be C-linear and, in view of the complex lin-
ear structure of HJ , AJ = JA. Conversely, if A is R-linear and AJ = JA, it must
be J(D(A)) ⊂ D(A) and thus D(A) is complex linear subspace ((b) in Remark 2.22).
Moreover Aix = AJx = JAx = iAx for every x ∈ D(A) so that A is C-linear.
Remark 2.24
(a) A complex Hilbert space H (with scalar product denoted by 〈 | 〉) can always be written
as KJ for a real Hilbert space K. As a set K = H equipped with the R-linear structure
restriction of the C-linear one of H. The real scalar product on K is (x|y) := Re〈x|y〉, and
the complex structure over K is the R-linear operator J : K ∋ x 7→ ix ∈ K.
(b) If a real Hilbert space is finite-dimensional and its dimension is odd, there is no com-
plex structure in B(H), otherwise we would obtain a contradiction from (b) in Prop.2.21,
and no internal complexification procedure is possible. The reader may easily prove that
this is the only obstruction: if the dimension of H is infinite or finite and even, a complex
structure always exists associated with every given Hilbert basis of H.
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(c) If U ⊂ B(H), where H is a real Hilbert space, and the elements of U commute with
a complex structure J ∈ B(H), then UJ := U is also a family of C-linear operators in
HJ . UJ is irreducible if U is irreducible since complex closed subspaces are real closed
subspaces.
Proposition 2.25 Let H be a real Hilbert space with complex structure J ∈ B(H) and
suppose that the the operator A : D(A)→ H satisfies AJ = JA. The following facts hold.
(a) If D(A) is dense, the adjoint A∗ of A with respect to H coincides with the adjoint
operator referred to HJ .
(b) A is closable referring to H if and only if it is closable referring to HJ . In this case
the two closures coincide.
(c) Let A be closable and S ⊂ D(A) s.t. J(S) ⊂ S. Then S is a core for A referring to
HJ , iff it is a core for A referring to H.
(d) A is symmetric, selfadjoint, anti symmetric, anti selfadjoint, essentially selfadjoint,
unitary, normal, an orthogonal projector referring to H if and only if A is respectively
symmetric, selfadjoint, anti symmetric, anti selfadjoint, essentially selfadjoint, unitary,
normal, an orthogonal projector referring to HJ .
(e) If A is selfadjoint and P (A) is the associated PVM in H, P (A) is also the PVM of A
in HJ . Moreover the (point and continuous) spectrum of A referring to H coincides to the
(resp. point and continuous) spectrum of A referring to HJ .
The proof of this proposition appears in Appendix F.
2.6 Elementary fact on von Neumann algebras in real (and complex) Hilbert spaces
If M ⊂ B(H) is a subset in the algebra of bounded operators on the, either real or
complex, Hilbert space B(H), the commutant of M is:
M′ := {T ∈ B(H) | TA−AT = 0 for any A ∈M} .
If M is closed under the adjoint conjugation, then the commutant M′ is a ∗-algebra with
unit. In general: M′1 ⊂ M′2 if M2 ⊂ M1 and M ⊂ (M′)′, which imply M′ = ((M′)′)′.
Hence we cannot reach beyond the second commutant by iteration. The continuity of
the product of operators says that the commutant M′ is closed in the uniform topology,
so if M is closed under the adjoint conjugation, its commutant M′ is a C∗-algebra (C∗-
subalgebra) in B(H). It is easy to prove M′ is both strongly and weakly closed. The next
crucial result due to von Neumann is valid both for the real and complex Hilbert space
case.
Theorem 2.26 If H is an, either real or complex, Hilbert space and A a unital ∗-
subalgebra of B(H), the following statements are equivalent.
(a) A = A′′.
(b) A is weakly closed.
(c) A is strongly closed.
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More precisely, if B is a unital ∗-subalgebra of B(H), then B′′ = B
w
= B
s
, the bar
denoting the closure with respect to either the weak (·w) or strong (·s) topology.
Proof. The proof of the last statement can be found in every book on operator algebras,
e.g., Theorem 5.3.1 in [KaRi97] Vol I (see also [Li03, Mo13]) and it does not depend on
the field of H, either R or C. (a) implies (b) because A = A′′ is the commutant of A′
and the commutant of a set is evidently weakly closed. (b) implies (c) because the strong
convergence implies the weak convergence. (c) implies (a) because A
s
= A for (c), A ⊂ A′′
by definition of commutant, and A′′ = A
s
in view of the last statement of the theorem.
Definition 2.27 A von Neumann algebra in B(H) is a unital ∗-subalgebra of B(H)
that satisfies the three equivalent properties (a),(b),(c) appearing in Theorem 2.26.
The center of R is the Abelian von Neumann algebra ZR := R ∩R′.
A von Neumann algebra R is a factor when ZR = {cI}c∈K with K = R,C.
A von Neumann algebra A in B(H) is evidently a C∗-(sub)algebra with unit of B(H).
Moreover M′ is a von Neumann algebra provided M is a ∗-closed subset of B(H), because
(M′)′′ = M′ as we saw above. If M ⊂ B(H) is closed under the Hermitian conjugation,
M′′ turns out to be the smallest (set-theoretically) von Neumann algebra containing M
as a subset. Indeed, if A is a von Neumann algebra and M ⊂ A, then M′ ⊃ A′ and
M′′ ⊂ A′′ = A. This fact leads to the following definition.
Definition 2.28 Let H be an, either real or complex Hilbert, space and M ⊂ B(H) a
set closed under the Hermitian conjugation. The von Neumann algebra M′′ is called the
von Neumann algebra generated by M.
Differences between the real and complex case arise when one study the interplay of a
von Neumann algebra and its lattice of orthogonal projectors as is already evident form
(d) and (e) of the following elementary result whose proof appears in Appendix F.
Theorem 2.29 Let R be a von Neumann algebra over the either real or complex Hilbert
space H, define JR := {J ∈ R | J∗ = −J , −J2 ∈ LR(H)} and let LR(H) denote the set of
orthogonal projectors in R. The following facts hold.
(a) A∗ = A ∈ R if and only if the orthogonal projectors of the PVM of A belong to R.
(b) LR(H) is a complete (in particular σ-complete) orthomodular lattice which is sublattice
of L(H).
(c) R is irreducible if and only if LR′(H) = {0, I}.
(d) If H is a complex Hilbert space, then LR(H)′′ = R.
(e) If H is a real Hilbert space,
(i) LR(H)′′ contains all selfadjoint operators in R,
(ii) (LR(H) ∪ JR)′′ = R,
(iii) LR(H)′′ ( R if and only if there is J ∈ JR \ LR(H)′′.
Example. We show an elementary example where LR(H)′′ ( R is valid. Let H0 be either
an infinite-dimensional real Hilbert space or a finite-dimensional one with even dimension,
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so that H0 admits a complex structure J0. Next define H := H0 ⊕ R and J = J0 ⊕ 0 and
let P : H → H denote the orthogonal projector onto H0. Obviously P = −J2. Consider
the unital ∗-algebra R := {aI + bJ + cJ2}a,b,c∈R ⊂ B(H) (notice that J3 = −J). It is
easy to prove that R is weakly closed and thus it is an algebra of von Neumann. However
LR(H) = {0, I, P, I − P}, so that LR(H)′′ = {aI + bP}a,b∈R = {aI + cJ2}a,c∈R which
is strictly included in R since it does not contains J itself. As stated in the theorem
above, however, J∗ = −J and −J2 = P ∈ LR(H) so that J ∈ JR and (LR(H) ∪ JR)′′ =
{aI + bP + cJ}a,b,c∈R = R.
Remark 2.30 Another difference between the two cases regards the group of unitary
operators of R, denoted by UR. Indeed, as proved in Prop.4.3.5 [Li03] and in the subse-
quent Remark, while in the complex case the linear span [UR] of UR equals R, in the real
case we have to take its norm closure: [UR]
B(H)
= R.
3 Unitary Lie-Group representations
This last technical section is devoted to introduce the main machinery we will exploit to
describe the continuous quantum symmetries of a quantum system and the observables
associated with these symmetries. Decisive tools are the notions of strongly-continuous
unitary representations of Lie groups, anti selfadjoint generators and their universal en-
veloping algebra. We assume that the reader is familiar with the basic theory of Lie
groups (e.g., see [NaSt82, Wa83, Va84]).
3.1 Unitary representations and Lie algebra of generators in real (and complex) Hilbert
spaces
Definition 3.1 If G is a topological group, a strongly-continuous unitary represen-
tation of G over the, either real or complex, Hilbert space H is a unitary representation
G ∋ g 7→ Ug ∈ B(H) (Def.2.14) which is strongly continuous (Def.B.30).
Remark 3.2 In the rest of the paper we only consider the case of a finite-dimensional
real Lie group G whose Lie algebra is denoted by g. The adjectives finite-dimensional and
real will be omitted almost always. In the rest of this work C∞0 (G) refers to real-valued
functions.
Definition 3.3 Let G be a Lie group with Lie algebra g and consider a strongly contin-
uous unitary representation G ∋ g 7→ Ug over the, either real or complex, Hilbert space
H. If A ∈ g let us indicate by R ∋ t 7→ exp(tA) ∈ G the generated one-parameter Lie
subgroup. The anti-selfadjoint generator associated to A, A : D(A) → H is the
generator of the unitary group R ∋ t 7→ Uexp{tA} in the sense of Def.2.10.
To go on, we need some technical definitions. Let G ∋ g 7→ xg ∈ H a continuous map,
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f ∈ C∞0 (G) and let dg denotes the left-invariant Haar measure. Exploiting Riez’ Lemma,∫
G
f(g)xg dg denotes the unique vector xG ∈ H s.t. (y|xG) =
∫
G
f(g)(y|xg) dg ∀y ∈ H .
It is easy to prove that ‖ ∫
G
f(g)xg dg‖ ≤
∫
G
|f(g)|‖xg‖ dg (see LemmaB.5). This allows
us to exploit the results in Ch.10 [Sc90] where a different notion of integral is used.
Now we can introduce a very important notion: the so called G˚arding space.
Definition 3.4 Let G be a Lie group and consider a strongly continuous unitary rep-
resentation U of G over the, either real or complex, Hilbert space H. If f ∈ C∞0 (G) and
x ∈ H, define
x[f ] :=
∫
G
f(g)Ugx dg . (16)
The, respectively real or complex, finite span of all vectors x[f ] ∈ H with f ∈ C∞0 (G) and
x ∈ H is called G˚arding space of the representation and is denoted by D(U)G .
From the definition it is easy to see that, if x ∈ D(U)G , then the function g 7→ Ugx is a
smooth map if the differentiation is carried out in the topology of H with respect to the
Lie group structure of G. Actually an, actually more general, remarkable result due to
Dixmier and Malliavin [DiMa78] shows that also the inverse result holds. We assume the
validity of the theorem in the complex case and extend the proof to the case of a real
Hilbert space.
Theorem 3.5 Let H be either real or complex Hilbert space. Then the G˚arding space
coincides with the subspace of the smooth vectors of the representation, that is the vectors
x ∈ H such that the function U : G ∋ g 7→ Ugx is C∞.
Suppose that H is real, then the following facts hold:
(a) UC : G ∋ g 7→ (Ug)C is a unitary strongly-continuous representation of the Lie Group
G on the complex Hilbert space HC and D
(UC)
G = (D
(U)
G )C.
(b) If J is a complex structure commuting with every Ug, then G ∋ g 7→ Ug is a unitary
strongly-continuous representation of G on the complex Hilbert space HJ and the definition
of D
(U)
G does not depend on the field of scalars.
Proof. The proof of the first part for the complex case is part of the content of the original
Dixmier-Malliavin paper [DiMa78] where the thesis is even proved for representations on
Fre´chet spaces. Suppose that H is real and consider the map UC : G ∋ g 7→ (Ug)C defined
by the complexification of U : this is clearly a unitary strongly-continuous representation
thanks to Prop.2.7 and the definition of HC. Let x, y ∈ H, then it easy to see that
g 7→ Ugx and g 7→ Ugy are smooth iff g 7→ Ux + iUy = UC(x + iy) is smooth, proving
this way also (a) of the second part. In particular, if x ∈ D(U)G then x+ i0 ∈ D(UC)G hence,
using the complex part of the theorem there must exist a finite number of functions
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fk ∈ C∞0 (G), corresponding scalars ak, bk ∈ R and corresponding vectors vk, uk ∈ H such
that x+ i0 =
∑
k(ak+ ibk)(vk+ iuk)[fk] ∈ D(UC)G . Using the definition of G˚arding vectors,
a direct calculation shows that (x+ iy)[f ] = x[f ]+ iy[f ] for any x, y ∈ H and f ∈ C∞0 (G),
where the left-hand side is defined with respect to HC, UC and the right-hand side with
respect to H, U . A straightforward calculation gives x + i0 =
∑
k(akvk − bkuk)[fk] +
i
∑
k(bkvk+akuk)[fk] which implies x =
∑
k(akvk−bkuk)[fk] ∈ D(U)G . Now let us prove (b)
of the second part. Prop.2.25 and the definition of HJ proves immediately that g 7→ Ug
is a unitary strongly-continuous representation also on HJ . Again, since the notion of
differentiability only looks at the norm and the R-linearity of H a vector x is smooth for
U on H if and only if it is smooth for U on HJ .
D
(U)
G enjoys very remarkable properties we state in the next theorem. In the following
Lg : C
∞
0 (G) → C∞0 (G) denotes the standard left-action of g ∈ G on smooth compactly
supported real-valued functions defined on G:
(Lgf)(h) := f(g
−1h) ∀h ∈ G , (17)
and, if A ∈ g, then XA : C∞0 (G) → C∞0 (G) is the smooth vector field over G (a smooth
differential operator) defined as:
(XA(f)) (g) := lim
t→0
f (exp{−tA}g)− f(g)
t
∀g ∈ G . (18)
so that the map
g ∋ A 7→ XA (19)
defines a faithful Lie-algebra representation of g in terms of vector fields on C∞0 (G).
There is a natural way to see the Lie algebra g, where only the commutator is defined, as
immersed into an associative algebra Eg, where a complete associative product giving rise
to the commutator of g exists. Eg is called the universal enveloping algebra of g (Def.E.1).
This algebra is real unital and admits a natural real involution Eg ∋M 7→M+ (Def.E.6).
The physical relevance of Eg is that its symmetric elements are related to the observables
of a quantum physical system admitting G as symmetry group. An important technical
roˆle is played by the Nelson elements of Eg which are those of the form
N :=
n∑
i=1
Xi ◦Xi , (20)
where {X1, . . .Xn} is a basis of g.
The next theorem states the basic properties of G˚arding domain also in relation with a
natural representation of g constructed out of the generators of the representation U of
G and its universal enveloping algebra.
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Theorem 3.6 Let G be a Lie group with Lie algebra g and Lie bracket [ , ]g, consider a
strongly continuous unitary representation G ∋ g 7→ Ug over the, either real or complex,
Hilbert space H and let indicate by A the anti selfadjoint generator associated to A ∈ g
as in Def.3.3. The G˚arding space D
(U)
G satisfies the following properties.
(a) D
(U)
G is dense in H.
(b) If g ∈ G, then Ug(D(U)G ) ⊂ D(U)G . More precisely, if f ∈ C∞0 (G), x ∈ H, g ∈ G, it
holds
Ugx[f ] = x[Lgf ] . (21)
(c) If A ∈ g, then D(U)G ⊂ D(A) and furthermore A(D(U)G ) ⊂ D(U)G . More precisely
Ax[f ] = x[XA(f)] . (22)
(d) The linear map
u : g ∋ A 7→ A|
D
(U)
G
(23)
is a Lie-algebra representation in terms of anti symmetric operators on H ((2) in Def.B.16)
defined on the common dense invariant domain D
(U)
G so that, in particular,
[u(A), u(B)] = u([A,B]g) A,B ∈ g ,
where [ , ] is the standard commutator of operators.
(e) The map u uniquely extends to a real unital algebra representation of the universal
enveloping algebra Eg: If M ∈ Eg is taken as in (54),
u(M) := c0I|D(U)G +
N∑
k=1
Nk∑
j=1
cjku(Aj1) · · ·u(Ajk) (24)
It holds u(M+) ⊂ u(M)∗ (see Def.E.6), in particular u(M) is a symmetric if M =M+.
(f) D
(U)
G is a core for every anti self adjoint generator A with A ∈ g, that is
A = u(A) , ∀A ∈ g . (25)
(g) Suppose that M ∈ Eg satisfies both M = M+ and [M,N]g = 0 for some Nelson
element (20) N ∈ Eg, then u(M) is essentially selfadjoint. In particular, u(N) is always
essentially selfadjoint.
The proof of this theorem appears in Appendix F.
Remark 3.7
(a) Notice that, from u(M+) ⊂ u(M)∗ it immediately follows that u(M) is closable, its
adjoint being densely defined (see Remark B.14 (d)).
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(b) Referring to the representations U and UC, respectively on the real Hilbert space H
and the associated complex one HC discussed at the end of Theorem 3.5, it is easy to
prove that u(A)C = uC(A) for every A ∈ g, where g ∋ A 7→ uC(A) is the Lie-algebra
representation of UC.
(c) Suppose g 7→ Ug is defined on the real Hilbert space H and commutes with a complex
structure J . Then it is immediate from their definition that the anti selfadjoint generators
of Uexp(tA), for A ∈ g, defined on H and HJ , respectively, coincide. In particular the
definition of Lie algebra representation u is independent from the scalar field, thanks to
Theorem 3.5.
Proposition 3.8 Let H be an either real or complex Hilbert space, G a connected Lie
group and G ∋ g 7→ Ug a unitary strongly-continuous representation of G over H. If
B ∈ B(H) the following conditions are equivalent
(i) Bu(A) ⊂ u(A)B for every A ∈ g,
(ii) Bu(A) ⊂ u(A)B for every A ∈ g,
(iii) BUg = UgB for every g ∈ G.
If one of these conditions is satisfied, then B(D
(U)
G ) ⊂ D(U)G .
The proof of this theorem appears in Appendix F.
Corollary 3.9 If B in Proposition 3.8 is either a complex structure or a unitary self-
adjoint operator, then each of (i), (ii), (iii) is equivalent to
(iv) Bu(A) = u(A)B for every A ∈ g.
Proof. (iv) implies (ii). Conversely, if (ii) holds, applying B to both sides of Bu(A) ⊂
u(A)B we obtain u(A)B ⊂ Bu(A). Together with (ii) this inclusion proves (iv).
3.2 Analytic vectors of unitary representations in real (and complex) Hilbert spaces
There exists another subspace of H relevant to continuous unitary representations of Lie
groups, made of ”good” vectors. A function f : Rn ⊃ U → H is called real analytic at
x0 ∈ U if there exists a neighborhood V ⊂ U of x0 where the function f can be expanded
in power series as (exploiting the standard multi index notation)
f(x) =
+∞∑
|α|≤n ,n=0
(x− x0)αvα, x ∈ V (26)
with suitable vα ∈ H for every multi index α ∈ Nn.
Definition 3.10 Let H be an, either real or complex, Hilbert space and G ∋ g 7→ Ug a
strongly-continuous unitary representation on H of the Lie group G. A vector x ∈ H is
said to be analytic for U if the function g 7→ Ugx is real analytic at every point g ∈ G,
referring to the analytic atlas of G. The linear subspace of H made of by these vectors is
called the Nelson space of the representation and is denoted by D
(U)
N .
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Remark 3.11 Let H be real. A direct application of the definition shows that x, y are
analytic for U if and only if x+ iy is analytic for UC, hence D
(UC)
N = (D
(U)
N )C
To go on, according Nelson [Ne59], we say that a vector x ∈ ⋂+∞n=0D(An) – where A :
D(A)→ H is an operator in a either real or complex Hilbert space H – is analytic for A,
if there exists tx > 0 such that
+∞∑
n=0
tnx
n!
||Anx|| < +∞ (27)
From the elementary theory of series of powers, we know that t above can be replaced for
every z ∈ C with |z| < tx obtaining an absolutely convergent series.
Remark 3.12 It should be evident that the analytic vectors for A form a subspace of
D(A). Moreover, if H is real, from (3) and the very definition of AC, it immediately arises
that x, y ∈ H are analytic for A if and only if x+ iy is analytic for AC.
One of remarkable Nelson’s results states that
Proposition 3.13 Consider an operator A : D(A) → H on an either real or complex,
Hilbert space H.
(a) If A is anti selfadjoint and x ∈ D(A) is analytic with tx > 0 as in (27), then
etAx =
+∞∑
n=0
tn
n!
Anx if t ∈ R satisfies |t| ≤ tx.
(b) If A is (anti) symmetric and D(A) includes a set of analytic vectors whose finite span
is dense in H, then A is (anti) selfadjoint and D(A),
Proof. If H is complex, (a) and (b) are classic result [Ne59, Mo13] ((b) in the anti self-
adjoint case arises from the selfadjoint case by simply using iA in place of A). If H is
real and x ∈ D(A) is analytic for A, then x + i0 is analytic for AC. Taking advantage
of Prop.2.7, we have etAx = etAC(x + i0) =
∑+∞
n=0
tn
n!
AnC(x + i0) =
∑+∞
n=0
tn
n!
Anx for t ∈ R
which satisfies |t| ≤ tx. This proves (a) for the real case. Regarding (b) for H real, observe
that x+ iy is analytic for AC when x, y are analytic for A. Thus, with the hypotheses in
(b), AC is (anti) selfadjoint. Finally (5) in Prop. 2.7 implies the thesis.
Theorem 3.14 Referring to Def.3.10, Def.3.3 and Thm 3.6, D
(U)
N satisfies the following
properties.
(a) D
(U)
N ⊂ D(U)G ,
(b) Ug(D
(U)
N ) ⊂ D(U)N for any g ∈ G,
(c) D
(U)
N is dense in H,
(d) D
(U)
N consists of analytic vectors for every operator u(A) with A ∈ g,
(e) u(A)(D
(U)
N ) ⊂ D(U)N for any A ∈ g.
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(f) Let p : R→ R be a real polynomial such that either
p(−x) = p(x) for every x ∈ R or p(−x) = −p(x) for every x ∈ R .
If A ∈ g then u(p(A)) is, respectively, selfadjoint or anti selfadjoint.
Proof. Let H be complex. The proof of (a) and (b) is immediate noticing that an analytic
function is in particular smooth and that the multiplication onG is analytic with respect to
the analytic atlas of G. Properties (c), (d) and (e) straightforwardly arise from the results
in [Ne59], Sect.2 and Sect.7. Now consider H real, from Remark 3.11 thatD
(UC)
N = (D
(U)
N )C.
This equality, together with D
(UC)
G = (D
(U)
G )C and uC(A) = (u(A))C, gives the thesis.
Regarding (f), from (a), (d) and (e), D
(U)
G includes a dense set of analytic vectors for the,
respectively, symmetric or anti symmetric operator u(p(A)). (b) in Prop.3.13 immediately
proves (f).
A final remarkable consequence of the properties of Nelson’s technology and our version
of Schur’s lemma is the following proposition whose proof is in Appendix F.
Proposition 3.15 Let H be an, either real or complex, Hilbert space and G ∋ g 7→ Ug
is an irreducible strongly-continuous unitary representation of the connected Lie-group G
on H. If M ∈ Eg satisfies:
(i) [M,A]g = 0 for every A ∈ g,
(ii) u(M) (defined on D
(U)
G ) is essentially selfadjoint,
then it holds
u(M) = cI|
D
(U)
G
for some c ∈ R.
4 Wigner elementary relativistic systems in real Hilbert spaces: Emergence
of the complex structure
Within this section we introduce a first notion of elementary system with respect to
the relativistic symmetry adopting the famous framework introduced by Wigner, but now
formulated also in a real Hilbert space. As a result, both in the real and complex cases, we
will find that the mathematical formulation of the theory naturally produces a complex
structure which is the trivial one in the complex case. In the real case, it permits to
reformulate all the model into a complex Hilbert space fashion. This final complex model
is in agreement with Sole`r’s picture and, differently from the initial real version, does not
carry mathematical information without physical meaning because, differently form the
initial real case, all selfadjoint operators represent observables.
4.1 Wigner elementary relativistic systems
As discussed in Sect.1.1, there are three possible Hilbert-space formulations of QM on
a Hilbert space H, respectively over R,C or H, as proved by Piron-Sole`r’s analysis of
abstract lattices of elementary propositions of a quantum system. However as already
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noticed, several mathematical requirements assumed in Sole`r’s analysis could be relaxed
already for the complex Hilbert space case and some further hypotheses regarding symme-
tries should be added. Observables, states, symmetries are however described as discussed
in points (1)-(8) of Section 1.2 in the general case of a lattice of elementary propositions
which does not coincide with the whole L(H). We do not require in fact that all self-
adjoint operators of B(H) represent observables, but the observables are the self adjoint
operators whose spectral measures belong to a certain a von Neumann algebra R which
may or may not coincide to B(H) and the elementary propositions are the orthogonal
projectors of LR(H) which is an orthomodular σ-complete sublattice of L(H). As already
discussed, unitary operators induce symmetries (not all symmetries in general). Relying
on the original Wigner’s ideas about the notion of elementary system with respect to
a group of symmetry, we assume that (1) an elementary relativistic system supports a
faithful strongly-continuous irreducible unitary representation of the Poincare´ group and
(2) the von Neumann algebra R is generated by the representation itself.
We are therefore led to a definition written below, where the proper orthochronous Poincare´
group actually means the real simply-connected Lie group given by the semi-direct product
SL(2,C)⋉R4 which more properly is the universal covering of the proper orthochronous
Poincare´ group as understood in relativity. This is because SL(2,C) ⋉ R4 is the group
which actually enters the physical constructions and every representation of the proper
orthochronous Poincare´ group is also a representation of SL(2,C)⋉R4. For this reason we
require a local-faithfulness assumption, i.e., the representation is only required to be injec-
tive in a neighborhood of the neutral element of SL(2,C)⋉R4, since only in a nighborhood
of the neutral elements SL(2,C) and the proper orthochronous groups are identical. To
corroborate our assumption, we observe that all the complex strongly-continuous unitary
irreducible representations of SL(2,C) ⋉ R4 with physical meaning are locally faithful:
(1) for positive squared mass with integer spin they are faithful, (2) for positive squared
mass with semi-integer spin they are faithful up to the sign of the SL(2,C) element, so
they are locally faithfull, and (3) they are againg faithful up to the sign of the SL(2,C)
element for zero squared mass and non-trivial momentum representation [Va07].
Definition 4.1 A real (complex)Wigner relativistic elementary system (WRES)
is a unitary strongly continuous real (resp. complex) representation of the proper or-
thochronous Poincare´ group P,
U : P ∋ g 7→ Ug ∈ B(H)
over the real (resp. complex) separable Hilbert space H which is irreducible and locally
faithful, i.e., U is injective in a neighborhood of the neutral element of P.
If RU is the von Neumann algebra generated by U (definition 2.28), the observables of
the system are the selfadjoint operators A whose PVMs belong to LRU (H).
Remark 4.2
(a) Evidently, the bounded observables are thus the selfadjoint operators of RU and
the elementary observables are the elements of LRU (H) itself.
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(b) In both the real and the complex case, the PVM of A = A∗ belongs to a von Neumann
algebra R if and only if A is affiliated to R, that is V A ⊂ AV for every unitary operator
V ∈ R′. This easily arises from Th.B.26 (c) (ii) and Remark2.30. Thus, the observables
of a WRES are all of the selfadjoint operators affiliated to RU .
(c) It is easy to prove that V u(M) ⊂ u(M)V , for every M ∈ Ep and every V ∈ R′U =
{Ug}′g∈P . Therefore V u(M) ⊂ u(M)V also holds. As a consequence, if u(M) is essentially
selfadjoint, then the selfadjoint operator u(M) is an observable. We will come back later
to this point in Corollary 4.7 following another way.
4.2 Emergence of an complex structure (unique up to sign) from Poincare´ symmetry
A strongly-continuous unitary representation U of P (not necessarily irreducible or locally
faithful) gives rise to an associated representation u on the G˚arding domain D
(U)
G of the
corresponding Lie algebra p of the proper orthochronous Poincare´ group P, in accordance
with Theorem 3.6 (d),
u : p ∋ A 7→ u(A) : D(U)G → H .
Let us fix a Minkowskian reference frame in Minkowski spacetime. From now on, for
i = 1, 2, 3, ki ∈ p are the three generators of the boost one-parameter subgroups along the
three spatial axes, li ∈ p are the three generators of the spatial rotation one-parameter
subgroups around the three axes, and pµ ∈ p, where µ = 0, 1, 2, 3, are the four generators
of the spacetime displacements one-parameter subgroups along the four Minkowskian axes.
We have the well-known commutation relations for i, j = 1, 2, 3,
[p0,pi]p = [p0, li]p = [pi,pj ]p = 0, [p0,ki]p = pi ,
[li, lj]p =
3∑
k=1
εijklk, [li,pj ]p =
3∑
k=1
εijkpk, [li,kj ]p =
3∑
k=1
εijkkk ,
[ki,kj]p = −
3∑
k=1
εijklk, [ki,pj ]p = −δijp0 .
(28)
We finally define the associated basic anti selfadjoint generators
K˜i := u(ki) , L˜i := u(li) , P˜0 := u(p0) , P˜i := u(pi) i = 1, 2, 3 , (29)
which satisfy the same commutation relations as the Lie algebra generators of P, in
accordance with with Theorem 3.6 (d) and for i, j, k = 1, 2, 3,
[H˜, P˜i] = [H˜, L˜i] = [P˜i, P˜j ] = 0, [H˜, K˜i] = cP˜i ,
[L˜i, L˜j ] =
3∑
k=1
εijkL˜k, [L˜i, P˜j] =
3∑
k=1
εijkP˜k, [L˜i, K˜j] =
3∑
k=1
εijkK˜k ,
[K˜i, K˜j] = −
3∑
k=1
εijkL˜k, [K˜i, P˜j] = −c−1δijH˜ ,
(30)
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where every operator is evaluated on D
(U)
G and we have introduced the anti selfadjoint
generator of the temporal displacements H˜ := cP˜0 and c is the speed of light as usual.
If H is complex and U represents a WRES, these operators produce well-known basic
observables simply by the addition of a factor i. This is not the case if H is real unless a
common complex structure, commuting with each of them exists. A symmetric operator
defined on the invariant domain D
(U)
G , which will play a crucial role in our discussion, is
M2U :=
(
−P˜ 20 +
3∑
k=1
P˜ 2k
)∣∣∣∣∣
D
(U)
G
. (31)
This operator is physically associated with the squared mass of the system (the apparent
overall wrong sign on the right-hand side is due to the fact that the P˜µ are anti selfadjoint
instead of selfadjoint). Suppose that H is real. We intend to prove that, if Definition
4.1 holds and M2U ≥ 0, then there exists a – unique up to the sign – complex structure
which makes the theory complex. A candidate for this complex structure is the operator J
appearing in the polar decomposition H˜ = J |H˜| (see Theorem 2.18). Within this picture,
the selfadjoint and positive operator H := |H˜| may be interpreted as the energy operator,
the Hamiltonian, of the system. Especially exploiting Theorem 2.20, we will prove that
J is actually a complex structure. A sketch of an alternative proof of the existence of
the complex structure J appears in [NeOl17] relying on the mathematical technology of
modular theory. Since it turns out that J commutes with both every operator Ug of the
Poincare´ group representation and every anti selfadjoint operator u(A) associated with
any A ∈ p, J is the wanted complex structure. Our J exists also if H is complex, but in
this case it reduces to the much more trivial operator J = ±iI. Let us see everything in
details.
Theorem 4.3 Consider an either real or complex Wigner elementary relativistic system
and adopt definitions (29) and (31). Let H˜ := cP˜0 and H˜ = JH its polar decomposition.
The following facts hold provided M2U ≥ 0.
(a) J ∈ RU and J is a complex structure on H.
(b) J ∈ RU ∩R′U because JUg = UgJ for all g ∈ P. In particular the complex structure
J is Poincare´ invariant.
(c) Ju(A) ⊂ u(A)J for every A ∈ p so that, in particular, J leaves D(U)G invariant.
(d) If J1 is a complex structure on H such that either J1 ∈ R′U or J1u(A) ⊂ u(A)J1 for
every A ∈ p are valid, then J1 = ±J .
(e) If A ∈ p, then Ju(A) = u(A)J and this operator is an observable of the system, i.e.,
it is selfadjoint and its PVM belongs to RU .
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(f) If H is real, passing to the complexified Hilbert space HJ ,
P ∋ g 7→ Ug : HJ → HJ
defines a complex WRES whose associated von Neumann algebra is made of the same
operators as for the initial real WRES, but now
RU = B(HJ ) and LRU (HJ ) = L(HJ) ,
in accordance with the thesis of Sole`r theorem Sth (this is false if referring to H).
(g) If H is complex, then J = ±iI and again
RU = B(H) and LRU (H) = L(H) ,
in accordance with Sth.
To prove the theorem we need some intermediate results.
Lemma 4.4 Let U : P ∋ g 7→ Ug ∈ B(H) be a strongly continuous unitary representa-
tion over the, either real or complex, Hilbert space H. Using the above defined notations,
for i = 1, 2, 3 we have
ezK˜ieaP˜0e−zK˜i = ea cosh z P˜0e−a sinh z P˜i if a, z ∈ R . (32)
ezK˜iP˜0e
−zK˜ix = cosh z P˜0x− sinh z P˜ix if x ∈ D(U)G , z ∈ R . (33)
Proof. Take z, a ∈ R, then a straightforward calculation with the one-parameter sub-
groups R ∋ s 7→ exp(sA) of P gives
exp(zki) exp(ap0) exp(−zki) = exp(a cosh zp0) exp(−a sinh zpi) .
Applying the representation U to both sides of this identity we have (32). Now, let
u, v ∈ D(U)G . Since the G˚arding domain is invariant under U , it is easy to see that(
ezK˜iP˜0e
−zK˜iv
∣∣∣ u) = d
da
∣∣∣
a=0
(
ezK˜ieaP˜0e−zK˜iv
∣∣∣u) = d
da
∣∣∣
a=0
(
ea(cosh z)P˜0e−a(sinh z)P˜iv
∣∣∣u) =
=
d
da
∣∣∣
a=0
(
e−a(sinh z)P˜iv
∣∣∣ e−a(cosh z)P˜0u) = (−(sinh z) P˜iv∣∣∣ u)+ (v ∣∣∣−(cosh zP˜0 )u) =
=
(
((cosh z)P˜0 − (sinh z)P˜i)v
∣∣∣ u) .
Since D
(U)
G is dense, (33) is true.
Lemma 4.5 With the hypotheses of Theorem 4.3, the following facts are valid.
(a) M2U = µI|D(U)G for some µ ≥ 0.
(b) Ker(P˜0) = {0}.
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Proof. (a) Let M =M+ = −p20 +
∑
k p
2
k ∈ Ep be the element in the universal enveloping
algebra with u(M) = M2U , where u is the associative algebra homomorphism defined in
(e) of Theorem 3.6. From (28) we find [M,A]p = 0 for every A ∈ p and thus [M,N]p = 0
where N is a Nelson element of Ep. Thus Theorem 3.6 (g) proves that M
2
U := u(M)
is essentially selfadjoint on D
(U)
G and Proposition 3.15 implies that M
2
U = µI|D(U)
G
. In
particular µ ≥ 0 if and only if M2U ≥ 0.
(b) Let us first suppose that µ > 0. Let x ∈ Ker(P˜0). Since D(U)G is a core for P˜0 (Theorem
3.6 (f)), there is a sequence D
(U)
G ∋ xn → x with P˜0xn → P˜0x = 0. As a consequence,
taking advantage of the definition of M2U ,
3∑
k=1
(P˜kxn|P˜kxn) = −µ(xn|xn) + (P˜0xn|P˜0xn) .
For n→ +∞, the right-hand side converges to −µ||x||2, so that
lim
n→+∞
3∑
k=1
||P˜kxn||2 = −µ||x||2 . (34)
Since the right-hand side is non-positive whereas the left-hand side is non-negative, we
conclude that limn→+∞
∑3
k=1 ||P˜kxn||2 = −µ||x||2 = 0. With our hypothesis µ > 0, we
find x = 0 and thus Ker(P˜0) = {0}. Let us pass to the remaining case µ = 0. Now
(34) implies limn→+∞
∑3
k=1 ||P˜kxn||2 = 0 and therefore limn→+∞ ||P˜kxn||2 = 0 for every
k = 1, 2, 3. Since P˜k is closed and xn → x ∈ Ker(P˜0), we conclude that Ker(P˜0) ⊂ D(P˜k)
and, more precisely,
Ker(P˜0) ⊂ Ker(P˜k) , k = 1, 2, 3 . (35)
To go on observe that, from Stone theorem,
Ker(P˜0) = {x ∈ H | etP˜0x = x ∀t ∈ R} = {x ∈ H | Uexp(tp0)x = x ∀t ∈ R} (36)
Since exp(tp0) commutes with the one-parameter subgroups generated by pj and lj , we
have from (36) that Ker(P˜0) is invariant under the corresponding subgroups unitarily
represented through U . However, from (35) which immediately implies
eb P˜kx = x if x ∈ Ker(P˜0) and b ∈ R , (37)
we also conclude that Ker(P˜0) is invariant under the unitary representation of one-
parameter group generated by every ki. Indeed, from (32) and (37), for x ∈ Ker(P˜0),
eaP˜0e−zK˜ix = e−zK˜iea cosh z P˜0e−a sinh z P˜ix = e−zK˜iea cosh z P˜0x = e−zK˜ix ∀a, z ∈ R ,
hence ezK˜ix ∈ Ker(P˜0) in accordance to (36). Since P is a connected Lie group, every
g ∈ P is the product of a finite number of elements of one-parameter groups generated by
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the vectors of every fixed basis of p. Lifting this result to the Hilbert space H by means of
the representation U , we conclude that the closed subspace Ker(P˜0) is invariant under U .
Since U is irreducible, either Ker(P˜0) = {0} or Ker(P˜0) = H. In the second case P˜0 = 0
(and more strongly P˜k = 0 for k = 1, 2, 3 from (35)). In this case Uexp(tp0) = I for every
t ∈ R and thus P ∋ g 7→ Ug is not locally faithful contrarily to the hypothesis on U . We
conclude that Ker(P˜0) = {0} also if µ = 0.
Proof of Theorem 4.3.
(a) First, notice that the polar decomposition of P˜0 is simply given by J(c
−1H).
Lemma 4.5 (b) says that Ker(H˜) = {0}, hence Prop.2.19 (d),(e) guarantees that J
satisfies J∗ = −J and JJ = −I. Let us prove that J ∈ RU . If B ∈ R′U , then [B, etH˜ ] = 0
for every t ∈ R. Prop.2.19 (a) implies that BH˜ ⊂ H˜B and thus [B, J ] = 0 in view of (b)
of the same Proposition. In other words J ∈ R′′U = RU . The proof of (a) is concluded.
(b) and (c) It should be clear that JUg = UgJ for all g ∈ P and Ju(A) ⊂ u(A)J
for every A ∈ p are equivalent statements due to Proposition 3.8 and Corollary 3.9.
Furthermore JUg = UgJ for all g ∈ P is the same as J ∈ R′U because R′U = {Ug}′′′g∈P =
{Ug}′g∈P . Therefore we will prove only that JUg = UgJ for all g ∈ P. We divide this
technical proof into six parts where we will denote J by JH for notational convenience.
First part. Let A ∈ p such that [p0,A] = 0, then Baker-Campbell-Hausdorff formula
together with the fact that U is a representation, give Uexp(tp0)Uexp(sA) = Uexp(sA)Uexp(tp0),
i.e. etP˜0esA = esAetP˜0 for every s, t ∈ R, where A = u(A). Prop. 2.19 and 2.20 imply that,
for the mentioned A ∈ p commuting with p0 and referring to their polar decomposition
A = JA|A|, we have (0) JHetA = etAJH (1) JHA = AJH , (2) JH |A| = |A|JH , (3)
JH
√|A| = √|A|JH and (4) JHJA = JAJH . Notice that in particular, thanks to point
(0), JH commutes with the one parameter subgroups generated by p0,pi, li. All these
identities will be exploited shortly.
Second part. Let us focus attention to the boost generators ki, the associated (uni-
tary) one parameter subgroups and their anti selfadjoint generators K˜i. We want to
prove that, exactly as it happens for the already discussed one-parameter subgroups,
JHe
zK˜i = ezK˜iJH if z ∈ R. To this end, observe that the polar decomposition of the
closed operator X := ezK˜iH˜e−zK˜i is trivially constructed out of the polar decomposi-
tion of H˜ and reads X = [ezK˜iJHe
−zK˜i][ezK˜iHe−zK˜i] since the two factors satisfy the
requirements listed in Theorem 2.18 fixing the polar decomposition of X . However it also
holds X = (JH)(−JHezK˜iH˜e−zK˜i), hence if we succeed in proving that also the couple
U := JH , B := −JHezK˜iH˜e−zK˜i satisfies the conditions of Theorem 2.18 and therefore
defines another polar decomposition of A, then by uniqueness of the polar decomposition
we get in particular that JH = e
zK˜iJHe
−zK˜i. This is our thesis JHezK˜i = ezK˜iJH .
Third part. According to the final comment in the second part of the proof, let us prove
that the above defined operators U,B satisfy the requirements (i)-(iv) listed in Theorem
2.18. Item (i) is true by construction. Item (iii) is trivial, since JH is unitary. Item (iv)
is equivalent to Ker(B) = {0} which is immediate since JH , e±zK˜ , H˜ are all injective. It
remains to prove (ii), that B = −JHezK˜H˜e−zK˜ is positive and selfadjoint. This third
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part is devoted to rephrase the positivity property of B into a more operative way. It is
useful to start by considering the generator of the space translations P˜i = JPiPi, where
Pi := |P˜i|, noticing that JPi
√
Pi ⊂
√
PiJPi thanks again to Proposition 2.19. Furthermore,
since [p0,pi] = 0, the identities established in the first part of this proof hold for A = P˜i.
Thanks to Lemma 4.4, we get for v ∈ D(U)G that
(v|Bv) =
(
v
∣∣∣−JHezK˜iH˜e−zK˜i v) = (v ∣∣∣(cosh z)(−JHH˜)v − (c sinh z)(−JH P˜i) v) =
= cosh z
(
(v|Hv)− (c tanh z)(v|(−JH P˜i)v)
)
.
(38)
Since cosh z > 0 and | tanh z| < 1 for every z ∈ R, in order to prove that (v|Bv) ≥ 0
for v ∈ D(U)G it suffices to prove that (v|Hv) ≥ c|(v|(−JHP˜i)v)|. Define S := −JHJPi,
which is clearly selfadjoint thanks to the properties of the J operators, then it holds
|(x|Sx)| ≤ (x|x) for every x ∈ H because both operators have norms bounded by 1. We
have JHJPi
√
Pi ⊂ JH
√
P iJPi =
√
PiJHJPi, from which it follows that S
√
Pi ⊂
√
PiS.
Now, let v ∈ D(U)G ⊂ D(Pi). It holds Pi =
√
Pi
√
Pi, hence v ∈ D(
√
Pi) and
√
Piv ∈
D(
√
Pi). All this justifies what follows
|(v| − JHP˜iv)| = |(v| − JHJPiPiv)| = |(v|SPiv)| = |(v|S
√
Pi
√
Piv)| =
= |(v|
√
PiS
√
Piv)| = |(
√
Piv|S
√
Piv)| ≤ (
√
Piv|
√
Piv) = (v|Piv) .
(39)
Thanks to this inequality, it suffices to prove that c(v|Piv) ≤ (v|Hv) to conclude from
(38) that B ≥ 0 on D(U)G . The proof of the positivity property of B ends if establishing
the inequality
c(v|Piv) ≤ (v|Hv) if v ∈ D(U)G (40)
and next extending the result to the full domain of B. This is done within the next part
of the proof.
Fourth part. Thanks to Lemma 4.5, defining m2 = c−2µ ≥ 0, we have −H˜2v =
(mc2)2v −∑3k=1 c2P˜ 2k v if v ∈ D(U)G , from which
(v| − H˜2v) = m2c4 − c2
3∑
i=1
(v|P˜ 2i v) = m2c4 + c2
3∑
i=1
(P˜iv|P˜iv) ≥ c2(P˜kv|P˜kv) k = 1, 2, 3
where we supposed, without loss of generality, that ‖v‖ = 1. In other words,
‖H˜v‖ ≥ c‖P˜kv‖ if v ∈ D(U)G . (41)
Our next step consists in proving that (41) extends to the whole D(H˜) ∩ D(P˜k), which
is actually equal to D(H˜). Let us prove this. From Theorem 3.6 (f), we know that
both H˜ and P˜k are the closures of their restriction to D
(U)
G . So, if v ∈ D(H˜), there exists
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{vn}n∈N ⊂ D(U)G such that vn → v and H˜vn → H˜v. Thanks to (41), we see that {P˜kvn}n∈N
is a Cauchy sequence in H, thus converging to some y ∈ H. Since P˜k is closed, v ∈ D(P˜k)
and y = P˜kv. This gives D(H˜) ⊂ D(P˜k). Now, we have ‖P˜kv‖ = limn→∞ ‖P˜kvn‖ ≤
limn→∞ c−1‖H˜vn‖ = c−1‖H˜v‖, hence (41) is valid on D(H˜)∩D(P˜k) = D(H˜). This result
implies (40) as we go to prove.
Everything we have so far established is valid for both real or complex H. Here we make
a distinction. First assume that H is complex. Notice that the spectral measures of iH˜
and iP˜k commute because e
tH˜esP˜k = esP˜kesH˜ for every s, t ∈ R (Thm 9.35 in [Mo13]).
As H is separable, this guarantees the existence of a joint spectral measure E on R2
(e.g., [Mo13]) such that f(iH˜) =
∫
R2
f(λ1)dE(λ) and f(iP˜k) =
∫
R2
f(λ2)dE(λ) for every
measurable function f on R2 where λ = (λ1, λ2) ∈ R2. Moreover E(∆)H˜ ⊂ H˜E(∆)
for every Borelian ∆ ⊂ R2, hence in particular it holds E(∆)(D(H˜)) ⊂ D(H˜). Now, if
v ∈ D(iH˜) = D(H˜), (41) which is valid on the whole D(H˜) = D(H˜) ∩D(P˜k) as proved
above, and (51) yield∫
∆
|λ1|2dµv(~λ) =
∫
R2
|λ1|2dµE∆v(~λ) = ||iH˜E∆v||2 ≥ c2||iP˜kE∆v||2 = c2
∫
∆
|λ2|2dµv(~λ) ,
(42)
for every Borelian ∆ ⊂ R2. So that ∫
∆
(|λ1|2 − c2|λ2|2)dµv ≥ 0 for every Borelian ∆. As
a consequence |λ1|2 − c2|λ2|2 ≥ 0 almost everywhere R2 with respect to the measure µv.
This implies that also |λ1| ≥ c|λ2| almost everywhere on R2 with respect to µv because
0 ≤ (|λ1|2 − c2|λ2|2) = (|λ1| − c|λ2|)(|λ1|+ c|λ2|) .
As an immediate consequence, if v ∈ D(U)G ⊂ D(H),
(v|Hv) = (v||iH˜|v) =
∫
R2
|λ1|dµv ≥ c
∫
R2
|λ2|dµv = c(v||iP˜k|v) = c(v|Pkv) . (43)
Since (40) therefore holds, in accordance with the third part of this proof, this concludes
the proof of (v|Bv) ≥ 0 for every v ∈ D(U)G when H is complex.
If H is real, passing to the complexified representation UC (which is not necessarily irre-
ducible differently from U but this fact does not play any role in this part of the proof),
(41) is valid for H˜C and P˜kC on D(H˜C) and the generated one-parameter groups still
commute. Thus the proof used for the complex case is valid for H˜C and P˜kC giving rise to
(40) on D
(UC)
G for the absolute values of these operators, hence for HC and PkC, because
|AC| = |A|C (Theorem 2.18 (c)). By direct inspection, one sees that
c(x+ iy|PkC(x+ iy))C ≤ (x+ iy|HC(x+ iy))C x+ iy ∈ D(UC)G
implies (40), namely
c(v|Pkv)) ≤ (v|Hv) v ∈ D(U)G
exploiting D
(UC)
G = (D
(U)
G )C (last statement in Theorem 3.5) and the fact that H = |H˜|
and Pk = |P˜k| are symmetric on D(U)G . Since we have established that (40) is valid also
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in the real case, we conclude again from the third part of this proof that B ≥ 0 on D(U)G
also if H is real.
Let us finally extend the property B ≥ 0 to the whole domain of B. B is the composition
of −JH , which is unitary, and ezK˜H˜e−zK˜ which is easily seen to be the closure of its
restriction to the G˚arding domain D
(U)
G (e
zK˜ its a bijection from this domain to itself and
this set is a core for H˜ , see Theorem 3.6 (b),(f) and Remark B.17 (f)). The same Remark
shows that B is closed with D
(U)
G as a core. This immediately implies that B is positive
on its domain it being positive on a core.
Before going on, we observe that the proof to show that (40) implies B ≥ 0 on D(U)G can
be rephrased as it stands for the relevant complexified operators of the complexified rep-
resentation UC if H is real, so that we have also established that BC = −JHCezK˜CH˜Ce−zK˜C
is positive on D
(UC)
G and where JHC = (JH)C. Finally also the proof of the fact that B is
positive on its whole domain extends as it stands to BC on its whole domain.
Fifth part. Now let us prove that B = B∗. First assume that H is complex. If
x, y ∈ D(B), comparing the expansions of (x+ y|B(x+ y)) and (x+ iy|B(x+ iy)) taking
into account the fact that (u|Bu) ∈ R since B is positive, we easily have (x|By) = (y|Bx).
In other words, B ⊂ B∗. Now, since JH is bounded, from B = −JHezK˜H˜e−zK˜ we have
(see Remark B.11)
B∗ = ezK˜H˜∗e−zK˜(−JH)∗ = −ezK˜H˜e−zK˜JH
so that B ⊂ B∗ can be rephrased as −JHezK˜H˜e−zK˜ ⊂ −ezK˜H˜e−zK˜JH . Applying JH on
the left side and −JH on the right one, we find −ezK˜H˜e−zK˜JH ⊂ −JHezK˜H˜e−zK˜ , that is
B∗ ⊂ B and thus B = B∗.
If H is real, as observed at the end of the fourth part of this proof, we know that BC ≥ 0
and, exploiting again the proof above for the complexified operators, we have BC = B
∗
C.
Proposition 2.7 (2) finally implies B = B∗.
We have so far established that U,B satisfy the requirement listed in requirements (i)-
(iv) listed in Theorem 2.18, so that JH commutes with the unitary representation of the
one-parameter groups generated by ki.
Sixth part. Let us conclude our proof by establishing that JHUg = UgJH is true for
every g ∈ P. From the previous five parts of the proof we know that JH commutes with
the unitary representations of the one-parameter subgroups generated by each element of
the natural basis of the Lie algebra of p made of the vectors pµ, lk, kk. As is well-known,
there is a sufficiently small neighborhood O of the identity element of a Lie group group (P
in our case) whose elements are products of a finite number of elements on one-parameter
subgroups generated by an arbitrarily fixed basis of the Lie algebra. Also, if the group is
connected (as P is), every element of the group can be written as product of finite elements
chosen in a, arbitrarily fixed, neighborhood of the identity element of the group. Since
JH commutes with the unitary representations of the one-parameter subgroups generated
by each element of the natural basis of the Lie algebra of p, it therefore commutes with
every element Ug of the representation: JHUg = UgJH for every g ∈ P concluding the
proof of (b) and (c).
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(d) First of all, notice that, in view of Prop.3.8, J1u(A) ⊂ u(A)J1 implies J1Ug = UgJ1
for every g ∈ P. In other words J1 ∈ R′U . We therefore may assume J1Ug = UgJ1 in
every case. The proof of (d) in the complex case immediately arises from (g) whose
proof is independent from this one. Let H be real. Exploiting Prop.2.19 (a) and (b)
for the one-parameter group generated by P˜0, we get J1J = JJ1. This means that J1
is complex linear with respect to the complex structure induced on H by J . Since U is
irreducible with respect to H, it is irreducible also referring to HJ . Since J1 commutes
with every Ug, the complex version of Schur lemma for complex Hilbert spaces implies
J1 = (α + βi)I = αI + βJ for some α, β ∈ R. Since both J, J1 are simultaneously anti
selfadjoint and unitary it follows that α = 1 and β = ±1.
(e) The fact that Ju(A) = u(A)J is equivalent to the already proved statement in (c)
due to Prop.3.8 and Corollary 3.9. Since J is bounded, it holds (Ju(A))∗ = u(A)
∗
J∗ =
u(A)J = Ju(A) (see Remark B.11): this proves that Ju(A) is selfadjoint. It remains
to prove that its PVM is contained in RU . Let B ∈ R′U , then Betu(A) = BUexp(tA) =
Uexp(tA)B = e
tu(A)B, from which it follows Bu(A) ⊂ u(A)B thanks to Prop.2.19 (a).
This inclusion, together with J ∈ RU , gives B[Ju(A)] ⊂ [Ju(A)]B and so, Th.B.26 (c)
(ii) guarantees that the PVM of Ju(A) commutes with B. It being B ∈ R′U generic and
RU = R
′′
U , we have the thesis.
(f) Everything is easily established by collecting the previously obtained results. In
particular, since J ∈ RU ∩R′U both the commutant {Ug, g ∈ P}′ = R′U and the double
commutant {Ug}′′g∈P = RU computed in H coincides with the respective commutant and
double commutant in HJ . Since RU is irreducible in H it is also irreducible in HJ . Due
to proposition 2.16, R′U = {cI}c∈C so that RU = R′′U = {cI}′c∈C = B(HJ) and thus
LRU = LB(HJ ) = L(HJ).
(g) Item (b) together with the complex case of Schur lemma guarantees that J = cI,
for some c ∈ C. Since J is anti selfadjoint and unitary it must be c = ±1. The proof of
the second part is immediate.
Remark 4.6
(1) A (real or complex) WRES admits in particular the following observables associated
with the generators of U respectively called: energy, three momentum components,
angular momentum components, boost components:
H = −JH˜ , Pk = −JP˜k , Lk = −JL˜k , Kk = −JK˜k , k = 1, 2, 3 .
All these observables but Kk are constants of motion since they commutes (like J does)
with the time evolution generated by H . (Each Kk define a t-parametrized constant of
motion e.g., see [Mo13].) This system has “non-negative energy” H = −JH˜ = |H˜| ≥ 0
and “non-negative squared mass“ m2 ≥ 0, where M2U = m2I, if the positivity hypothesis
on M2U is assumed. The case of vanishing mass is encompassed in the proved theorem in
spite of the absence of the position operator. At least in this case Heisenberg principle
cannot be stated and Stu¨ckelberg’s argument cannot be used to rule out real quantum
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mechanics.
(2) The found representation is an irreducible unitary complex strongly-continuous rep-
resentation of SL(2,C) ⋉ R4 which is also locally faithful and thus, in particular, the
representation of its Abelian subgroup R4 admits non-vanishing self-adjoint generators.
It therfore admits the well-known features known from Wigner-Mackey theory (see e.g.
[Va07]). For positive massm2, it must include an irreducible finite-dimensional representa-
tion of SU(2) and thus a definite value of the spin, constructed out of the Pauli-Lubanski
vector. If m2 = 0, the representation either admits definite helicity or a non-physical
infinite-dimensional spin representation. We do not enter into the details of these struc-
ture because this subject is very well known.
(3) Physically speaking, (b) has an important implication. If J1 is associated to the gen-
erator of temporal displacements of a different Minkowskian reference frame, connected
with the initial one by means of a transformation of P, then J1 = J . Indeed, observe
that, changing Minkowskian reference frame by means of g ∈ P, the new generator H˜ ′
of the time displacements is expected to be related to the initial one by means of the
relation H˜ ′ = UgH˜U∗g . The unitary operator J
′ appearing in the polar decomposition of
H˜ ′ is therefore J ′ = UgJU∗g = UgU
∗
g J = J . In other words, the complex formulation is
independent from the choice of Minkowskian reference frame.
We have a final technical corollary regarding the interplay of J and the extension of u
over the whole Ep also establishing how unbounded observables are generated by J and
elements of Ep.
Corollary 4.7 In the same hypotheses of Theorem 4.3, it holds
J(D
(U)
G ) = D
(U)
G and J(u(M) + Ju(N)) = (u(M) + Ju(N))J for every M,N ∈ Ep.
More strongly
Ju(M) + Ju(N) = u(M) + Ju(N)J for every M,N ∈ Ep.
If u(M) + Ju(N) is selfadjoint, then it is an observable of the WRES.
Proof. We know from (c) that J(D
(U)
G ) ⊂ D(U)G and thus J(J(D(U)G )) ⊂ J(D(U)G ) which
implies D
(U)
G ⊂ J(D(U)G ) because JJ = −I and D(U)G is a subspace and thus J(D(U)G ) =
D
(U)
G . Next, from the very definition of u(M) (the properties of the associative unital
∗-algebra homomorphism u of (e) in Theorem 3.6) and (c) we also have Ju(M) ⊂ u(M)J
which can be made more precise into Ju(M) = u(M)J because J−1(D(U)G ) = D
(U)
G is
the domain of u(M)J by definition of composite operators, but D
(U)
G is also the domain
of Ju(M) since D(J) = H. With a trivial extension of the used argument, J(u(M) +
Ju(N)) = (u(M) + Ju(N))J Taking the closures of both sides, since J is bounded, we
have Ju(M) + Ju(N) = u(M) + Ju(N)J . Regarding the last sentence, if u(M) + Ju(N)
is selfadjoint, due to the second statement above and Th.B.26 (c) (ii), its PVM commutes
with J and thus belongs to B(HJ ) = RU namely to LRU (H) so that u(M) + Ju(N) is an
observable of the WRES.
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5 A physically more accurate approach: Emergence of the complex structure
The discussion in the previous section though leading to an interesting final result was
based on a not very accurate notion of relativistic elementary physical system as pre-
sented in Definition 4.1 in terms of Wigner elementary physical system. The first problem
with that definition concerns the nature of the Poincare´ representation. In principle, dif-
ferently from the complex case where everything is consequence of well-known Wigner’s
and Bargmann’s theorems, in real Hilbert spaces there is no reason to assume that the
Poincare´ symmetry is implemented (a) in terms of a strongly-continuous representation
and (b) without taking possible multiplicators in front of the unitary operators into ac-
count. From the most general viewpoint, relying on the content of Sec.1.1, we should
instead assume that the action of Poincare´ group is given in terms of automorphisms of
the lattice of elementary propositions of the system. Furthermore, the natural notion of
continuity of this sort of representation might concern the probabilities associated to every
state on the system, viewed as a σ-additive probability measure on the afore-mentioned
lattice. Secondly, two notions of irreducibility actually appeared into a mixed form in
Definition 4.1, one concerned the group representation and the other regarding the alge-
bra of observables. In principle one may try to keep these two notions distinct from each
other or prove that one is a consequence of the other.
The next discussion will be performed for a real Hilbert space H only. The quaternionic
case will be analyzed elsewhere in its whole generality. The extension of our approach
to the complex case would lead again to the result stated in Theorem 4.3 for the com-
plex Hilbert space case as the reader may straightforwardly prove using a proof strictly
analogous to that of Theorem 5.10. Therefore the apparently rigid definition of complex
WRES (Definition 4.1) is actually completely appropriate to describe complex elementary
relativistic systems.
In the rest of this section we will make use of some notions and results of quaternionic
Hilbert spaces already exploited in [Va07] and summarized in Appendix C. For recent
papers on this subject where the spectral theory is developed in details see [GMP13] and
[GMP16]. Here we just point out how a quaternionic Hilbert space can be obtained from
a real one. If H is a real Hilbert space admitting two complex structures J,K such that
JK = −KJ , a quaternionic Hilbert space HJ,K can be constructed out of H in a fashion
similar to the procedure to build the complex Hilbert space HJ from the real Hilbert space
H. The elements of HJ,K are the vectors of H viewed as additive group and equipped with
the right product of vectors and quaternions
ψ(a1 + bi+ cj + dk) := aψ + bJKψ + cJψ + dKψ for a, b, c, d ∈ R and ψ ∈ H
and the Hermitian scalar product is
(ψ|φ)J,K := (ψ|φ)− i(ψ|JKφ)− j(ψ|Jφ)− k(ψ|Kφ) .
It turns out that ||x||J,K :=
√
(x|x)J,K = ||x|| for every x ∈ HJ,K so that, in particular,
HJ,K is complete because H is. B(HJ,K) coincides with the subset of B(H) whose elements
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commute with J and K. It is easy to prove that the adjoint of A ∈ B(H) commuting
with J and K coincides with the adjoint of A viewed as an element of B(HJ,K). In
particular L(HJ,K) coincides with the subset of L(H) whose elements commute with J
and K. Moreover if U ∈ B(H) commutes with J,K then it is unitary on H if and only if
it is unitary on HJ,K .
5.1 General elementary quantum systems, states and symmetries
To describe an elementary physical system in the absence of any group of symmetry, it
seems to be reasonable to assume that there is a von Neumann algebra of observables
R, represented over the Hilbert space H. The proper observables of the system are the
selfadjoint operators whose spectral measures belong to R and the elementary observables
are the elements of the lattice of projectors LR(H). An elementary system should not have
superselection rules (or we can always restrict ourselves to deal with a single superselection
sector) so that it is natural to assume that the center of LR(H) is trivial. This is equivalent
to say that there are no orthogonal projectors in the center ZR of R different form I and
0. A further reasonable requirement for an elementary system is that R is irreducible,
that is R′ does not contain non-trivial orthogonal projectors: these projectors could be
interpreted as elementary observables of another external system, whereas we would like
that our elementary system be the complete system we are dealing with. Supposing that
the center ofR is trivial, the request thatR is irreducible may also be justified by assuming
that R includes a so-called maximal set of compatible observables A [BeCa81] as it
happens in several concrete examples for systems described in complex Hilbert spaces. A
maximal set of compatible observables, by definition, is a subset of self-adjoint operators
A ⊂ R such that (a) the elements of A are pairwise compatible and (b) if T ∈ B(H) is
selfadjoint and commutes with each element of A, then T is a function of the observables
of A in the sense that T ∈ A′′. Under these hypotheses R is irreducible. Indeed, consider
a closed subspace invariant under R. Its orthogonal projector P therefore satisfies P ∈ R′
and thus P ∈ A′ in particular. The hypothesis on A yields P ∈ A′′ ⊂ R′′ = R. We have
proved that P ∈ R∩R′ which we have assumed to be trivial, so that P = 0 or P = Iand
thus R is irreducible.
All that gives rise to the following definition.
Definition 5.1 A real elementary system is an irreducible von Neumann algebra R
over the real separable Hilbert space H.
Remark 5.2
If H were complex in the definition above, we would find the trivial result R′ = {cI |c ∈ C}
as we know from Proposition 2.13, so that R = B(H) necessarily.
Things dramatically change when H is real, for two main reasons. The first difference
regards the role of the lattice LR(H) represented by the elementary observables of the
system. Focussing on the von Neumann algebra O := LR(H)′′, we know from Th.2.29 (e)
that, unlike the complex case, O is a proper subalgebra of R in general. Nevertheless,
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a direct check shows that LO(H) = LR(H) so that the same lattice of propositions is
shared by two different von Neumann algebras, one properly contained in the other.
However, differently from R, its subalgebra O is not necessarily irreducible and it may
not represent an elementary system according to our definition. We will not address this
issue any further here sticking to Def. 5.1 but leaving open the possibility that R \ O
contains some relevant operators for the description of the system. The second important
difference from the complex case concerns the commutant of the irreducible algebra R
which, in the real case, may have three different forms, as the following result clarifies.
Theorem 5.3 Let R be a von Neumann algebra on the real Hilbert space H. If R is
irreducible, then the following facts hold.
(a) R′ is of three possible mutually exclusive types listed below.
(i) R′ = {aI | a ∈ R} (real-real type).
(ii) R′ = {aI+ bJ |a, b ∈ R} where J is a complex structure determined up to its sign.
Furthermore J ∈ R (real-complex type).
(iii) R′ = {aI + bJK + cJ + dK | a, b, c, d ∈ R} where J,K and JK = −KJ are
complex structures. Furthermore J,K, JK 6∈ R (real-quaternionic type).
(b) Correspondingly, R, ZR, and LR(H) are of three possible mutually exclusive types:
(i) R = B(H), ZR = {aI | a ∈ R} and LR(H) = L(H) (real-real type).
(ii) R = B(HJ ), ZR = R
′ = {aI +BJ | a, b ∈ R} and LR(H) = L(HJ) (real-complex
type).
(iii) R = B(HJ,K), ZR = {aI | a ∈ R} and LR(H) = L(HJ,K) (real-quaternionic
type).
Proof. (a) Let A ∈ R′. Dealing with as in the proof of (i) in Proposition 2.16, we have
that A = aI + bL for some a, b ∈ R and some complex structure L depending on the
element A. R′ is an real associative unital normed algebra with the further property that
||AB|| = ||A|| ||B||. Indeed, by direct computation ||(aI + bL)x||2 = (a2 + b2)||x||2 so
that ||aI + bL||2 = a2 + b2. Furthermore, iterating the procedure, where L′ is another
complex structure, ||(aI+bL)(a′I+b′L′)x||2 = (a2+b2)(a′2+b′2)||x||2 = ||aI+bL||2 ||a′I+
b′L′||2||x||2 and thus ||(aI + bL)(a′I + b′L′)|| = ||aI + bL|| ||a′I + b′L′||. Next, a known
result [UW60] establishes that, as R′ is a real associative unital normed algebra where
||AB|| = ||A|| ||B||, there must exist a real associative unital normed algebra isomorphism
h from R′ to R, C or the algebra of quaternions H. In the first case it simply holds
R′ = h−1(R) = {aI | a ∈ R}. In the second case R′ = h−1(C) = {aI+ bJ | a, b ∈ R} where
J := h−1(i). As h−1 is an isomorphism JJ = h−1(jj) = h−1(−1) = −I. In the third case
R′ = h−1(H) = {aI + bJ + cK + dJK | a, b, c, d ∈ R} with J := h−1(j), K := h−1(k),
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JK := h−1(i) where i, j, k ∈ H (with i = jk = −kj) are the three imaginary quaternionic
units. Again, as in the real-complex case, we get JJ = h−1(jj) = h−1(−1) = −I and
KK = h−1(kk) = h−1(−1) = −I. Let us prove that J in the real-complex case and
J,K in the real-quaternionic one are anti selfadjoint concluding that they are complex
structures. The proof is the same for all of them, so take J . Since R′ is a ∗-algebra, it
holds J∗ ∈ R′, in particular J∗J ∈ R which is clearly self-adjoint and positive. Being R
irreducible, Lemma 2.13 guarantees that J∗J = aI for some a ≥ 0. Multiplying both sides
on the right by −J , keeping in mind that JJ = −I, we get J∗ = −aJ . Now, if we take the
adjoint on both sides we obtain J = −aJ∗ which in particular assures that a 6= 0, J being
a unitary operator. So, J∗ = − 1
a
J . Putting all together we have 0 = J∗−J∗ = (a− 1
a
)
J .
Again, since J is unitary it must be a = 1
a
, hence a = 1, concluding the proof of the
anti-selfadjointness of J . JK turns out to be a complex structure since J and K are
complex structures and JK = −KJ . In the complex case, since J commutes with R′, it
must belong to R′′ = R. In the quaternionic case, if J ∈ R we would have JK = KJ
which is impossible since we know that JK = −KJ and JK 6= 0. The same arguments
applies for K and JK. If, in the real-complex case, J ′ is another complex structure in
R′, it commutes with J (as it belongs to R). Therefore JJ ′ ∈ R′ is self adjoint and thus
JJ ′ = aI, namely J ′ = −aJ , because R is irreducible. Since JJ = J ′J ′ = −1 we must
have a = ±1.
(b) In the first case R′ = h−1(R) = {aI |a ∈ R} and thus R = R′′ = {aI |a ∈ R}′ = B(H).
LR(H) = L(H) follows trivially. In the second case, A ∈ R if and only if [A, J ] = 0,
which is the same as saying that A : H→ H is C-linear that is an operator on HJ . Since
||x||J = ||x|| for x ∈ H ( = HJ as a set) we have ||A||H = ||A||HJ . Therefore R = B(HJ). If
P ∈ B(H) commutes with J , it holds P = P ∗ with respect to (·|·) if and only if it happens
with respect to (·|·)J . Therefore P is an orthogonal projector of B(H) commuting with
J if and only if it is an orthogonal projector of B(HJ ). Thus LR(H) = L(HJ). The proof
of R = B(HJ,K) for the third case is very similar to that for the real-complex case. The
remaining statements are then trivial.
Remark 5.4
(a) Consider a complex Hilbert space H with scalar product 〈·|·〉. B(H) can always be
viewed as a real elementary system in the real-complex case over a suitable real Hilbert
space HR. This is obtained by defining HR = H with 〈x|y〉R := Re〈x|y〉 for all x, y ∈ H
equipped with the complex structure J : HR ∋ x 7→ ix ∈ HR viewed as R-linear operator.
With these choices (HR)J = H, and B(H) = {aI + bJ | a, b ∈ R}′ the commutant being
that defined in B(HR). B(H) is irreducible in HR because J ∈ B(H) and thus every
orthogonal projector P ∈ B(HR) commuting with B(H) commutes with J and thus P is
a complex orthogonal projector in (HR)J = H commuting with B(H) so that P = 0, I.
Finally it B(H)′ = {aI + bJ | a, b ∈ R}′′ = {aI + bJ | a, b ∈ R}. We conclude that B(H)
is a real elementary system over HR in the real-complex case.
(b) Consider a quaternionic Hilbert space K with scalar product 〈·|·〉. B(K) can always
be viewed as a real elementary system in the real-quaternionic case over a suitable real
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Hilbert space KR. This is obtained by defining KR = K with 〈x|y〉R := Re〈x|y〉 for
all x, y ∈ K equipped with the three complex structures J : KR ∋ x 7→ xj ∈ KR and
K : KR ∋ x 7→ xk ∈ HR, viewed as R-linear operator. With these choices (KR)JK = K
and one finds by direct inspection that B(K) = {aI + bJK + cJ + dK | a, b, c, d ∈ R}′
the commutant being that defined in B(KR). Since B(K) is the commutant of a set of
operators in B(KR) which is
∗-closed, it is automatically a real von Neumann algebra on
KR. It is also irreducible since every orthogonal projector P ∈ B(KR) commuting with
B(K) is of the form P = aI+bJK+cJ+dK so that P = P ∗ implies aI+bJK+cJ+dK =
aI − bJK − cJ − dK. Thus P = aI from P = 1
2
(P + P ∗), with a = 0, 1 since PP = P .
We conclude that B(K) is a real elementary system over KR in the real-quaternionic case
becauseB(K)′ = {aI+bJK+cJ+dK |a, b, c, d ∈ R}′′ ⊃ {aI+bJK+cJ+dK |a, b, c, d ∈ R}
and thus B(K)′ = {aI + bJK + cJ + dK | a, b, c, d ∈ R} by Theorem 5.3.
Theorem 5.3 with the help of important achievements in [Va07], permits us to charac-
terize states and the symmetries of an elementary system adopting the general version of
these notions as presented in Sect.1.1. The definition and some properties of trace-class
operators are listed in Appendix D.
Proposition 5.5 Consider an elementary system described by the irreducible von Neu-
mann algebra R over the separable real Hilbert space H. The following assertions are true.
(a) Assuming that dim(H) 6= 2, if µ : LR(H)→ [0, 1] is a σ-additive probability measure –
i.e., a state – there is a unique selfadjoint positive unit-trace trace-class operator T ∈ R
such that
tr(TP )H = µ(P ) for every P ∈ LR(H) .
Every selfadjoint positive unit-trace trace-class operator T ∈ R defines a state by means
of the same relation.
(b) If h : LR(H) → LR(H) is a lattice automorphism – i.e., a symmetry – there is a
unitary operator U : H→ H such that
h(P ) = UPU−1 for every P ∈ LR(H) , (44)
and the following facts are true.
(i) In both the real-real and real-quaternionic case, U ∈ R.
(ii) In the real-complex case, U may either commute with J (thus U ∈ R) or anticom-
mute with J (thus U 6∈ R and U2 ∈ R)
(iii) Every unitary operator U that satisfies (i) or (ii), depending on the case, defines
a symmetry by means of (44) and another unitary operator U ′ of the same kind satisfies
(44) in place of U for the same h if and only if U ′U−1 ∈ ZR.
Proof. We leave to the reader the proof of the following elementary result relying on the
content of Appendix D. A ∈ B(H) is a selfadjoint positive trace-class operator commuting
with J in the real-complex case or with J and K in the real-quaternionic case, if and only
46
if A is a selfadjoint positive trace-class operator, respectively, inB(HJ) orB(HJ,K). Under
these hypotheses and with obvious notation,
tr(A)HJ =
1
2
tr(A)H in the real-complex case, (45)
tr(A)HJ,K =
1
4
tr(A)H in the real-quaternionic case. (46)
(a) Due to Theorem 5.3 (b), a σ-additive probability measure over LR(H) is a σ-additive
measure over, respectively, L(H), L(HJ) or L(HJ,K). Here we can apply the Gleason-
Varadarajan theorem (Theorem 4.23 in [Va07]) proving that there is a unique unit-trace
trace-class selfadjoint positive operator T0 in, respectively, B(H), B(HJ) or B(HJ,K) such
that µ(P ) = tr(T0P ) with P in, respectively, L(H), L(HJ) or L(HJ,K). As seen above such
T0 can be viewed as a trace-class selfadjoint positive operator in B(H). This operator has
trace 1 in the first case, has trace 2 and commutes with J in the second case, and has
trace 4 and commutes with J , K and JK in the third case. In the first case T := T0
fulfills all requirements. Let us consider the second case. Since tr(TP )HJ = tr(TPP )HJ =
tr(PTP )HJ , where PTP is trace class, positive and selfadjoint if T is, we can use (45) and
T := 1
2
T0 fulfills all requirements. In the third case we can similarly use (46) obtaining
that T := 1
4
T0 fulfills all requirements. By direct inspection one sees that a positive
selfadjoint trace class unit-trace operator T which, in the first case commutes with J
and in the second case commutes with J , K (and JK), defines a σ-additive probability
measure over LR(H). That T is uniquely fixed by the afore-mentioned properties as a
consequence of Gleason-Varadarajan theorem because it fulfills the requirements when T
(multiplied by 2 or 4, depending on the case) is viewed as an operator in, respectively,
B(H), B(HJ) or B(HJ,K).
(b) With the same strategy adopted to prove (a), i.e., sticking to H in the real-real case, or
passing to describe everything from H to HJ or HJ,K for, respectively, the real-complex or
the real-quaternionic case, points (i),(22) easily arise from Theorems 4.27, 4.28 in [Va07].
Notice that the quaternionic generalization of Wigner Theorem presented in Theorem 4.27
in [Va07] (see Remark C.3 for the conventions used in [Va07]) gives an apparently more
general result: in the real-quaternionic case the symmetry h is represented by V ·V where
V : HJ,K → HJ,K is an additive and bijective function such that V (ψp) = V (ψ)q−1pq and
(V φ|V ψ)J,K = q−1(φ|ψ)q for some q ∈ H with |q| = 1 depending only on the function.
Moreover another map W like V generates h if and only if Wψ = (V ψ)a for every vector
ψ and a constant a ∈ H with |a| = 1. Corollary 4.28 in [Va07] shows how, by taking
a := q−1 we can always find a linear and unitary representative of h. In point (iii) of
(b) we deal only with quaternionic linear and unitary operators representatives U, U ′,
hence they must be equal up to a real number a with |a| = 1 since a = U ′U−1 must be
quaternionic linear as well.
Remark 5.6 Let us focus on the case of H complex instead of real and equipped with
a complex irreducible von Neumann algebra R. The statement (a) above holds true as it
stands for dim(H) 6= 2. In fact, one has R = B(H) and LR(H) = L(H) and the statement
47
is nothing but the statement of Gleason’s theorem (Theorem 4.23 in [Va07] specialized
to complex Hilbert spaces). The statement concerning (44) in (b) is now nothing but a
version of the standard Wigner-Kadison theorem (e.g., see [Mo13]) for complex Hilbert
spaces and it is true with U either unitary or anti unitary depending on h. Every unitary
(anti unitary) operator U defines a symmetry by means of (44) and another unitary
(respectively anti unitary) operator U ′ satisfies (44) in place of U for the same h if and
only if U ′U−1 = eiaI for some a ∈ R.
5.2 A more physical notion of elementary relativistic system
We are in a position to state a physically more precise version of the notion of a real
elementary relativistic system, making use of the general notions introduced in Sec.1 and
relying upon two ideas. First, an elementary relativistic system must be elementary ac-
cording to Def.5.1 so it includes an irreducible von Neumann algebra R. Secondly, it has
to support a representation of Poincare´ group P viewed as maximal symmetry group of
the system. In line with (6) of Sec.1.2, this representation is realized in terms of auto-
morphisms of the lattice of projectors. We therefore assume the existence of a locally
faithful group representation h : P ∋ g 7→ hg ∈ Aut(LR(H)). The demand of elemen-
tariness of the system is completed by further specific requirements on h. On the one
side, since the system has to be regarded as a realisation of the physical symmetries,
h must contain all information about observables of the system. Since observables are
described by operators, this idea can be implemented by picturing h in terms of unitary
operators in accordance with Proposition 5.5 and exploiting their products, linear com-
binations and weak limits to get the PVMs of the self-adjoint operators of R. On the
other side, the demand of elementariness must also involve some irreducibility property
of h. We therefore assume that no non-trivial sublattices of LR(H) are left fixed under
h. If it were the case, the observables constructed out of the elements of the sublattice
could be viewed as describing a Poincare´ invariant subpart of the overall system, against
the idea of elementariness. Finally, it is reasonable to lift the continuous nature of P to
its representation in a weak operational way, using the natural (seminormed) topology
induced by the probability measures representing quantum states.
Definition 5.7 A real relativistic elementary system (real RES) is a real elemen-
tary system R over the real separable Hilbert space H equipped with a representation of
Poincare´ group h : P ∋ g 7→ hg ∈ Aut(LR(H)) which is locally faithfull (P is injectively
represented by h in a neighborood of the neutral element) and satisfies the following re-
quirements.
(a) h is irreducible, in the sense that hg(P ) = P for all g ∈ P implies either P = 0 or
P = I.
(b) h is continuous, in the sense that the map P ∋ g 7→ µ(hg(P )) is continuous for every
fixed P ∈ LR(H) and every fixed quantum state µ.
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(c) h defines the observables of the system. That is, according to Proposition 5.5 (b) and
representing h in terms of unitary operators Ug ∈ R (defined up to unitary factors in ZR),
hg(P ) = UgPU
−1
g for g ∈ P and P ∈ LR(H), it must be
({Ug |g ∈ P } ∪ ZR)′′ ⊃ LR(H) .
Remark 5.8
(a) Suppose that such a P 6= 0, I exists and take the set LP := {Q ∈ LR(H), | Q ≤ P}.
It is easy to see that this is a lattice (≤P :=≤) which is still complete, orthomodular
(Q⊥P := Q⊥ ∧ P ) and σ-complete. Since hg is a lattice automorphism it preserves the
order and so, if Q ∈ LP , we have hg(Q) ≤ hg(P ) = P , i.e. hg(Q) ∈ LP . LP is then
a proper sublattice of LR(H) which is left invariant under the action of h, but we have
assumed that such sublattices do not exist.
(b) We have explicitly assumed that Ug ∈ R is always valid, excluding the case of Ug
anticommuting with J in the real-complex case (corresponding to an anti unitary op-
erator in the complex Hilbert space HJ). The reason is the following. From the polar
decomposition of P = SL(2,C)⋉R4 one sees that every g ∈ P can be always decomposed
into a product of this kind g = rrbb where r is a spatial rotation and b a boost. Using
Proposition 5.5(b)(iii), we have that Ug = e
cJU2rU
2
b for some c ∈ R. It is now clear that,
even if it were either UrJ = −JUr or UbJ = −JUb or both, then Ug would commute with
J in any case.
(c) The center ZR plays a role in defining the observables as is evident in the requirement
({Ug |g ∈ P } ∪ ZR)′′ ⊃ LR(H) and this is relevant only in the real-complex case. In the
other two cases ZR is trivial and can be omitted. The utmost reason for the appearance
of ZR in the formula above is that any particular representative Ug of g ∈ P has no
meaning in its own right as the physical content is owned by hg, that is by ”Ug up to
phases”, i.e., elements of ZR in the meaning of Prop. 5.5 (b) (iii). Of course it holds
({Ug |g ∈ P } ∪ ZR)′′ = ({Vg |g ∈ P } ∪ ZR)′′ for two different choices of representatives
Ug, Vg of hg, when g ∈ P.
(d) If H were complex, the definition above could be restated as it stands and it would
reduce to the already given definition of complex WRES. Indeed, since the only complex
irreducible von Neumann algebra is B(H) itself, we would find R = B(H). Moreover,
the representation h would be implemented by a locally-faithful irreducible unitary rep-
resentation P ∋ g 7→ Ug ∈ B(H) as a consequence of the famous theorem by Wigner
on continuous symmetries and a celebrated result by Bargmann we shall exploit to prove
Proposition 5.10 below. More strongly, on a complex Hilbert space, WRES and RES are
equivalent definitions since every WRES gives rise to a RES in a trivial way.
(e) If H is real only one direction of the equivalence of (d) is trivially true: every real
WRES gives rise to a real RES. The converse is far from obvious. However it is true if an
additional physical requirement is assumed. The proof of this fact (See proposition 5.17)
is the last result of this paper.
The map P ∋ g 7→ Ug introduced in Definition 5.7 (c) is not, in general, a group rep-
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resentation since we may have UgUh = Ω(g, h)Ugh for operators Ω(g, h) ∈ U(ZR) where
U(ZR) henceforth denotes the set of unitary operators in the center of R. In particular
Ue = Ω(e, e) putting g = h = e in the identity above. Such a map P ∋ g 7→ Ug is known
as a projective unitary representation of P while the function Ω : P × P → U(ZR)
is said to be the multiplier function of the representation.
Remark 5.9 The structure of ZR implies the following algebraic identifications for a
real relativistic system: U(ZR) = Z2I – the multiplicators are signs – in the real-real and
real-quaternionic cases and U(ZR) = U(1)I – the multiplicators are complex phases – in
the real-complex case.
The associativity property of the operator multiplication easily gives the cocycle-property,
Ω(r, s)Ω(rs, t) = Ω(r, st)Ω(s, t) for all r, s, t ∈ P . (47)
For any function χ : P → U(ZR) the map P ∋ g 7→ χ(g)Ug is still a projective represen-
tation associated with the same representation h of P ∋ g 7→ Ug, whose multiplier is now
given by
Ωχ(g, h) = χ(g)χ(h)χ(gh)
−1Ω(g, h) for all g, h ∈ P.
A natural question then concerns the possibility of getting rid of the multipliers by finding
a function χ such that Ωχ = I in order to end up with a proper unitary representation
from a given projective unitary representation. A positive answer can be given for all of
the three cases.
Proposition 5.10 LetR and h respectively be the von Neumann algebra and the Poincare´
representation of a real RES as in Definition 5.7. The following facts hold.
(a) There exists a locally-faithful strongly-continuous unitary representation P ∋ g 7→
Ug ∈ R on H such that hg(P ) = UgPU−1g for every g ∈ P and every P ∈ LR(H).
(b) P ∋ g 7→ Ug ∈ R is irreducible respectively on H, HJ or HJ,K according to the three
cases of Proposition5.5,
Proof. We simultaneously prove (a) and (b). We already know that hg(·) = Vg·V ∗g for some
unitary operator Vg ∈ R. By the continuity hypothesis on hg and (a) of Proposition5.5,
we see that the maps P ∋ g 7→ tr(Pψhg(Pφ))H = |(ψ|Vgφ)|2, P ∋ g 7→ tr(Pψhg(Pφ))HJ =
|(ψ|Vgφ)J |2 and P ∋ g 7→ tr(Pψhg(Pφ))HJ,K = |(ψ|Vgφ)J,K|2 respectively, are continuous
for every ψ, φ ∈ H,HJ ,HJK . Let us focus on the real-complex case first. Thanks to the
above remark, following the analysis contained in the well-known paper [Ba54], we get
a strongly-continuous unitary representation P ∋ g 7→ Ug on HJ such that Ug = χgVg
for some χg ∈ U(1), hence generating h. This unitary representation is locally faithful
because h is locally faithful. (If Ug = Uf with g, f in the neighborhood of the neutral
element where h is injecive, we have hg = Ug · U∗g = Uf · U∗f = hf , so that f = g.) Notice
that since H = HJ as a set and || · ||J = || · ||, P ∋ g 7→ Ug is also strongly continu-
ous on H. Irreducibility on HJ follows from the following argument. Since the family
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U := {Ug, | g ∈ P} is closed under the adjoint operation, thanks to Remark 2.12 (a)
we need only to prove that U′ ∩ L(HJ) = {0, I}, but this is a direct consequence of the
irreducibility of h. Indeed, if P is a complex projector commuting with every Ug then
hg(P ) = UgPU
∗
g = P for every g ∈ P and thus P = 0 or P = I. Let us next focus
on the real-quaternionic case. Thanks to the analysis of [Em63] we can always find a
strongly-continuous unitary representation P ∋ g 7→ Ug on HJ,K such that Ug = χgVg for
some χg ∈ Z2, hence generating h. The same kind of arguments used in the real-complex
case prove irreducibility and local faithfulness of the found unitary representation.
Let us conclude the proof discussing the real-real case. We affirm that we may always
choose an equivalent representative P ∋ g 7→ Ug such that Ue = I, it is strongly con-
tinuous over an open neighborhood of the identity Ae and its multiplier (g, h) 7→ Ω(g, h)
is continuous over A′e × A′e with A′e ⊂ Ae, a smaller open neighborhood of e which can
always be assumed to be connected (P is a Lie group and as such it is locally connected).
The proof of this fact can be found within the proof of Proposition 12.38 in [Mo13] which
is valid both for complex and real Hilbert spaces since there is no distinctive role played
by the imaginary unit. Since Ω(g, h) ∈ {±I} which is not connected if equipped with the
topology induced by R and Ω(e, e) = I, the continuity of Ω guarantees that Ω(g, h) = I
for every g, h ∈ A′e. In other words UgUh = Ugh for every g, h ∈ A′e. As the group
U(H) of all unitary operators over H is a topological group with respect to the strong
operator topology, the continuous function P ∋ g 7→ Ug is then a local topological-group
homomorphism as in Definition B, Chapter 8, Par.47 of [Po46]. Since, as established in
[PuWi51], U(H) is connected if dimH is not finite and P is a simply connected Lie group,
we can apply Theorem 63 [Po46] proving that there exists a strongly-continuous unitary
representation P ∋ g 7→Wg ∈ U(H) such thatWg = Ug on some open neighborhood of the
identity A′′e ⊂ A′e. If dim(H) = n < +∞, then U(H) can be identified to the topological
group O(n). Its open subgroup SO(n) is the connected component including the identity
element I. In this situation, we can restrict ourselves to deal with a smaller initial open
set A′e ∩ B where B is the pre-image through the map U (which is continuous on A′e)
of an open set including I and completely included in SO(n). As SO(n) is connected,
we can finally exploit the same procedure as in the infinite dimensional case, proving
that there exists a strongly-continuous unitary representation P ∋ g 7→ Wg ∈ U(H) such
that Wg = Ug on some open neighborhood of the identity element A
′′
e ⊂ A′e ∩ B. To
conclude, we observe that since the Lie group P is connected, a standard result guar-
antees that every g ∈ P can be written as g = g1 · · · gn for some g1, . . . , gn ∈ A′′e . So,
Wg = Wg1 · · ·Wgn = Ug1 · · ·Ugn and hg = hg1 ◦ · · · ◦ hgn , from which it easily follows
hg = Wg ·W ∗g for every g ∈ P. Local faithfulness and irreducibility of the representation
P ∋ g 7→ Wg arises form the same properties of h as in the other two cases.
5.3 Emergence of an (up to sign unique) complex structure from Poincare´ symmetry
We are in a position to state and prove our second main result of this work, establish-
ing that, even relying on the more accurate definition of relativistic elementary system
51
as in Definition 5.7, when assuming a standard hypothesis that physically means that
the squared mass of the particle is non-negative, one finally achieves a complex Wigner
elementary relativistic system which is equivalent to our relativistic elementary system.
Again the initial real theory can be naturally rephrased into a better complex theory. In
particular, now the lattice of elementary observables coincides with the whole lattice of
orthogonal projectors of the complex Hilbert space in agreement with the picture of the
thesis of Sole`r’s theorem, even if we started from different hypotheses. Our second result
is however more refined than our first achievement because it studies the interplay of
the final complex structure due to relativistic invariance arising in Theorem 4.3 with the
complex structures of the classification in theorem 5.3.
Theorem 5.11 Consider a real relativistic elementary system defined by a real von Neu-
mann algebra R over the separable real Hilbert space H and a representation P ∋ g 7→
hg ∈ Aut(LR(H)). Let U : P ∋ g 7→ Ug ∈ R be a corresponding locally-faithful strongly-
continuous unitary representation of P on H as in Proposition 5.10(a). If the associated
operator M2U (31) satisfies M
2
U ≥ 0, the following facts hold.
(a) R is of real-complex type with preferred complex structure J ∈ R′ defined up to sign.
(b) U : P ∋ g 7→ Ug ∈ B(HJ) is irreducible over HJ and defines a complex WRES which
is equivalent to the real RES:
(i) hg(P ) = UgPU
−1
g for every P ∈ LR(H) and g ∈ P
(ii) R = RU (HJ),
In particular R = B(HJ ) and LR(H) = L(HJ) in agreement with the thesis Sth of Sole`r’s
theorem.
(c) J in (a) is Poincare´ invariant and coincides up to the sign with the unitary factor
of the polar decomposition of the anti self adjoint generator of the temporal translations
R ∋ t 7→ Uexp(tp0).
Proof. Since R is irreducible we have three mutually exclusive cases for R′, as discussed
in Theorem 5.3. Let us start by supposing that R′ is of real-complex type so that, up to
sign, there is a preferred complex structure J ∈ R′.
(b) Using J to construct HJ , As given by Proposition 5.10 P ∋ g 7→ Ug ∈ R is a com-
plex locally-faithful irreducible strongly-continuous unitary representation, i.e. a complex
WRES. By construction if satisfies item (i). Let us prove (ii). The complex von Neu-
mann algebra generated by U , RU(HJ ) must coincide with the whole B(HJ ) because
U is (complex-) irreducible so that RU(HJ) = RU(HJ )
′′ = {Ug | g ∈ P}′′ = {cI | c ∈
C}′ = B(HJ). On the other hand, we already know that R = B(HJ ), in particular
LR(H) = L(HJ). The two descriptions are clearly equivalent.
(c) First, notice that the anti selfadjoint generators of Uexp(tpµ), with µ = 0, 1, 2, 3 defined
on H and HJ as well as the definition of D
(U)
G do not depend on the scalar field (see The-
orem 3.5 and Remark 3.7), hence the same holds true for the symmetric operator M2U . In
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particular Prop.2.7 (9) guarantees thatM2U is positive also on HJ . Now, let J1, |P0| be the
polar decomposition of the anti self adjoint generator of Uexp(tp0), defined on H. It is easy
to see that this couple satisfies (i)-(iv) of (b) Th.2.18 also with respect to HJ . Since all the
hypotheses of Th.4.3 are satisfied for P ∋ g 7→ Ug on HJ , point (g) gives J1 = ±iI = ±J .
The fact that J is Poincare´ invariant is evident since UgJU
−1
g = JUgU
−1
g = J .
The proof concludes by proving that in a real RES, R′ can be neither of real-real type
nor real-quaternionic type.
Proposition 5.12 R defining a real RES cannot be of real-real type if M2U ≥ 0.
Proof. Let us start by assuming that R′ is of real-real type so that, by Theorem 5.3,
R = B(H) and LR(H) = L(H). Thanks to Proposition 5.10 the RES R, h defines a real
a locally-faithful irreducible strongly-continuous unitary representation P ∋ g 7→ Ug ∈ R
over the real space H. Theorem 4.3(b) implies that there is a complex structure J which
commutes with the representation U . On the other hand we have from the definition of
RES, using in particular the fact that ZR is trivial in the real-real case, L(H) = LR(H) ⊂
({Ug|g ∈ P} ∪ ZR)′′ = {Ug|g ∈ P}′′ from which J ∈ {Ug|g ∈ P}′ = {Ug|g ∈ P}′′′ ⊂
L(H)′′′ = L(H)′. This is impossible because J 6= 0 is anti selfadjoint whereas L(H)′ is
made of selfadjoint operators due to the following lemma.
Lemma 5.13 Let H be a real Hilbert space, then L(H)′ = {aI | a ∈ R} .
The proof of the lemma above appears in Appendix F.
Proposition 5.14 R defining a real RES cannot be of real-quaternionic type if M2U ≥ 0.
Proof. Assume that R′ is of real-quaternionic type. H cannot have dimension 1 as quater-
nionic Hilbert space. If it were the case, the representation U could be seen as a locally-
faithful unitary representation on a 4-dimensional real Hilbert space. Thus U would
include a locally-faithful unitary representation V of SL(2,C) on R4 and VC whould be a
locally-faithful unitary representation of SL(2,C) on the 2-dimensional complex Hilbert
space (R4)C. This is not possible since the continuous finite-dimensional unitary repre-
sentations of SL(2,C) are completely reducible and the irreducible ones are the trivial
representation only [Kn01]. In other words, the initial representation U would be the
trivial representaion against the local faithfulness hypothesis. To deal with the case of
quaternionic dimension > 1 we need some technical results whose proofs appear in Ap-
pendix F.
Lemma 5.15 Suppose that R is an irreducible real von Neumann algebra over the real
Hilbert space with R′ of real-quaternionic type and let J ∈ R′ be a complex structure as in
Theorem 5.3 (a)(iii). If A,B ∈ R, then A+ JB = 0 if and only if A = B = 0. Moreover
R+ JR := {A+ JB | A,B ∈ R} = B(HJ) .
Now, consider the locally-faithful strongly-continuous irreducible unitary representation
P ∋ g 7→ Ug ∈ B(HJ,K) given by Proposition 5.10. This is still locally-faithful, strongly-
continuous and unitary if viewed over B(HJ) instead of B(HJ,K). We affirm that it is also
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irreducible on HJ , let us prove it. Let P ∈ L(HJ) such that [P, Ug] = 0 for every g ∈ P.
Thanks to Lemma 5.15 it must be P = A+ JB for some A,B ∈ R. Since P is selfadjoint
(adjoints of P,A,B, J defined on H or HJ coincide) 0 = P −P ∗ = (A−A∗) + J(B +B∗).
Thanks again to Lemma 5.15 this implies A∗ = A and B∗ = −B. Next PP = P gives
A2−B2 = A and AB+BA = B. Now, notice that 0 = [P, Ug] = [A,Ug]+J [B,Ug], hence
[A,Ug] = [B,Ug] = 0. Now, notice that it simultaneously hold that A,B ∈ {Ug, | g ∈
P}′ ⊂ LR(H)′ (thanks to (c) in the definition of RES) and that A,B are quaternionic-
linear. This means that A,B belong to the set L(HJ,K)′ ⊂ B(HJ,K) which is trivial thanks
to the following Lemma whose proof appears in Appendix F.
Lemma 5.16 Let H be a quaternionic Hilbert space of dimension strictly greater than
1, then L(H)′ = {aI | a ∈ R}.
Hence A = aI and B = bI for some a, b ∈ R. Since B turns out to be both anti selfadjoint
and selfadjoint it must vanish and so, from A2 − B2 = A it follows a2 = a, i.e. a = 0, 1,
concluding the proof of irreducibility of P ∋ g 7→ Ug ∈ B(HJ ).
The found results implies that R satifying the hypotheses of Theorem 5.11 cannot be of
real-quaternionic type as we go to prove. Consider the one-parameter subgroup R ∋ t 7→
exp(tp0) ∈ P of time-translations. By the complex version of Stone Theorem we have
Uexp(tp0) = e
tP0 for a unique anti-selfadjoint operator P0 on HJ . Thanks to Theorem 2.18,
there exists a unique pair of operators V, P defining the polar decomposition of P0 on
HJ . They are completely defined by the requirements that P0 = V P , P is positive and
selfadjoint and V ∈ B(HJ ) is isometric on Ran(P ) and vanishes on Ker(P ). The anti-
selfadjoint generators of U do not change if we consider U over H or HJ . The hypothesis
M2U ≥ 0 is therefore valid also when thinking of U as a representation over HJ . Since
this strongly-continuous representation is locally-faithful, unitary and irreducible over the
complex Hilbert space HJ , invoking Theorem 4.3(g) we conclude that V = ±iI = ±J .
P0 is of course also real linear and anti selfadjoint, as V, P are. Moreover, selfadjointness
and positivity of P still hold in H, and V is still isometric on Ran(P ) and vanishing on
Ker(P ) if understood as operators on H. Thanks again to Theorem2.18, this implies that
P0 = V P is also the polar decomposition of P0 in the real Hilbert space H, and as already
noticed in general, Uexp(tp0) = e
tP0 is valid in H. Here the contradiction comes. As R is
of real-quaternionic type, the complex structure K ∈ R′ commutes with every element
Ug, in particular with Uexp(tp0) = e
tP0 and thus Lemma 2.19(a) yields KP0 ⊂ P0K and so
(b) dives KV = V K. Since V = ±J we therefore have KJ = JK in contradiction with
KJ = −KJ .
The proof of Theorem 5.11 is concluded.
Once established that every real relativistic elementary system can always be pictured in
a complex Hilbert space in terms of a complex Wigner relativistic elementary system and
this description is better than the real one for the reasons discussed above, it remains open
the theoretical question whether or not there exist intrisically complex Wigner relativistic
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elementary system. In other words, given a complex Wigner relativistic elementary system
(remind that in the complex case WRES and RES are equivalent concepts) is it always
possible to interpret it as arising from a real relativistic elementary system? The answer is
positive and immediately proved Indeed, suppose we have a complex Wigner relativistic
elementary system P ∋ g 7→ Ug ∈ B(H) on a complex Hilbert space (H, 〈·|·〉). As
discussed in Remark 5.4(a), referring to the Hilbert space structure defined by HR := H
and (·|·) := Re〈·|·〉, the set of complex linear operators B(H) gives rise to an irreducible
von Neumann algebraR on HR with LR(HR) = L(H). Defining h := Ug ·U−1g , we finally get
a real relativistic elementary system. Remembering that J := iI is a complex structure on
HR such that (HR)J = H, trivially reversing the reasoning we have that (R, h) is equivalent
to the initial complex Wigner relativistic elementary system.
As already announced in Remark 5.8(e) we establish another relevant result, showing
that a real RES can actually be derived from an equivalent real WRES, if the usual
positive-squared-mass condition holds true.
Proposition 5.17 With the hypotheses of Theorem 5.11, M2U ≥ 0 in particular, the
representation U is also irreducible and R = RU , so that U determines a real WRES
equivalent to the real RES defined by R and U .
Proof. As demostrated in Theorem 5.11, R is of real-complex type with preferred complex
structure J and the representation U is complex irreducible on HJ . We intend to prove
that U is irreducible also on H. To this end, suppose that P ∈ B(H) is an orthogonal
projector in H and UgP = PUg for every g ∈ P. We have to prove that P = 0 or
P = I. Consider the operator P ′ := JP + PJ , it is anti selfadjoint and commutes with
J so that P ′ ∈ B(HJ). So, since U is (complex) irreducible, P ′ = λI with λ imaginary
because P ′∗ = −P ′. In other words, going back to the real Hilbert space H, it holds (1)
JP + PJ = aJ for some a ∈ R. We derive (2) JP = −PJP + aJP and, taking the
adjoint, (3) −PJ = PJP −aPJ . (2) and (3) yield [J, P ] = a[J, P ]. If a 6= 1 we must have
[J, P ] = 0 and thus P is complex linear and coincides with either 0 or I and the proof ends.
Instead, if a = 1, (1) reduces to JP = (I − P )J where necessarily P 6= 0, I and therefore
we have the orthogonal decomposition of H into proper real closed subspaces H = HP⊕H⊥P ,
where HP := P (H). Finally, A : HP → H⊥P , where A := J |HP , turns out to be a bijective
isometry. Referring to the decomposition H = HP⊕H⊥P we have, J = A⊕I (−A−1) 1. As P
commutes with U , both real subspaces HP and H
⊥
P are invariant under U . It is easy to see
that the Ugs are also surjective if restricted as operators on HP or H
⊥
P . This, together with
the fact that they are isometric, gives rise to a couple of unitary representations UP , UP⊥
of P on, respectively, HP and H⊥P such that U = UP⊕UP⊥. Moreover these representations
are also irreducible, indeed if there is an orthogonal projector Q ≤ P with Q 6= 0, P and
commuting with U , we can repeat the construction obtainig H = HQ⊕H⊥Q and J(HQ) = H⊥Q
bijectively and this is impossible because it would give H⊥Q = J(HQ) ⊂ J(HP ) = H⊥P , hence
Q⊥ ≤ P⊥, i.e. P ≤ Q which is impossible. By construction, AUP = UP⊥A which implies
1Since A and A−1 swap the subspaces HP ,H
⊥
P
, we define their ⊕I sum as A ⊕I (−A−1)(u, v) :=
(−A−1v,Au). The symbol ⊕ denotes the standard direct sum of operators.
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that both representations are locally faithful since U = UP ⊕ UP⊥ is locally faithful and
A is a vector space isomorphism. It is possible to prove, taking into account all the
corresponding definitions, that M2UP ⊕M2UP⊥ = M
2
U . This gives M
2
UP
⊕M2U
P⊥
≥ 0 and
therefore both M2UP ≥ 0 and M2UP⊥ ≥ 0. We are in the hypotheses of Theorem 4.3
(a) for both representations UP and UP⊥ which imples that, up to sign, there are two
complex structures JP and JP⊥ on the real Hilbert spaces HP and H
⊥
P commuting with
UP and UP⊥ respectively, and AJPA
−1 = JP⊥. The last identity implies J(JP ⊕ JP⊥) =
(A⊕I (−A−1))(JP ⊕ JP⊥) = (JP ⊕ JP⊥)(A⊕I (−A−1)) = (JP ⊕ JP⊥)J . As a consequence
JP ⊕ JP⊥ is complex linear. Furthermore, (JP ⊕ JP⊥)2 = −I and since JP ⊕ JP⊥ is
isometric, we conclude that it is also unitary and thus it is a complex structure over (the
complex Hilbert space) HJ . By construction JP⊕JP⊥ commutes with U and thus Theorem
4.3(d),(g) imply that JP ⊕JP⊥ = ±J . This is impossible because the left-hand side leaves
HP invariant while the right-hand side transforms it into H
⊥
P . Now, it remains to prove
that RU = {Ug | g ∈ P}′′ = R. Applying Theorem 4.3 to the real WRES g 7→ Ug we get
a complex structure J1 on (the real Hilbert space) H commuting with U which is unique
up to the sign. Moreover it holds RU = B(HJ1). Since J is also a complex structure
commuting with U it must be J1 = ±J and so R = B(HJ) = B(HJ1) = RU .
6 Conclusions
This work has produced some, in our view interesting, results (Theorems 4.3 and 5.11)
regarding the formulation of quantum theories for elementary relativistic systems. We
have in particular established that it is not physically justified to formulate the theory on
a real Hilbert space because some physical natural requirements give rise to an essentially
unique and Poincare´ invariant complex structure which commutes with all observables of
the theory. This structure permits us to reformulate the whole theory in a complex Hilbert
space. This formulation is less redundant than the initial real one, since differently from
the real case, all selfadjoint operators represent observables. The final result is in agree-
ment with the final picture of Sole`r’s theorem which however relies on different physical
hypotheses. This complex structure permits also to associate conserved quantities to the
anti selfadjoint generators of the Poincare´ group allowing the formulation of the quantum
version of Noether theorem. Our results are valid also for massless particles where the
position observable cannot be defined and the physical analysis by Stu¨ckelberg, leading
to similar conclusions, cannot by applied. The description of a relativistic elementary
system has been discussed within two different frameworks. The former is closely related
to Wigner’s idea of elementary particle (Definition 4.1), the second (Definition 5.7) is
based on a finer analysis and takes several technical subtleties into account like the fact
that representations of continuous symmetries are generally projective unitary and not
unitary. Both frameworks lead to the identical final result.
It is however necessary to stress that our notion of elementary system does not encom-
pass relevant physical situations where the commutant of the algebra of observables is
not Abelian as it happens in the description of quarks, since the commutant includes
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a representation of SU(3). However this situation is neither considered by the Wigner
notion of elementary particle in complex Hilbert spaces.
A final remark about intrinsically quaternionic formulations will conclude our paper. Re-
ferring to the three possibilities arising from the thesis Sth of Sole`r’s theorem a possibility
remains open. This is the formulation of a quantum theory regarding an elementary rel-
ativistic theorem on a quaternionic Hilbert space. Presumably the algebra of observables
cannot coincide with the whole class of selfadjoint operators of B(K) and the irreducibil-
ity of U should be valid only referring to a sublattice of projectors L ( L(K), the true
elementary observables of the quantum system, similarly to what happens in Definition
5.7. Indeed if this were not the case, we would presumably fall into a situation simi-
lar to the one discussed in the proof of Theorem 5.11 when we demonstrated that the
real-quaternionic case leads to a contradiction.
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Appendix
A Elementary lattice types
If L is a bounded lattice, a ∈ L \ {0} is said to be an atom, if 0 ≤ p ≤ a implies either
p = 0 or p = a. Furthermore a ∈ L is said to cover b ∈ L if a ≥ b, a 6= b, and a ≥ c ≥ b
implies either c = a or c = b. A bounded orthocomplemented lattice L is said to be
distributive or Boolean if, for all p, q, r ∈ L, we have p∧ (q ∨ r) = (p∧ q)∨ (p∧ r) and
p ∨ (q ∧ r) = (p ∨ q) ∧ (p ∨ r).
The following definitions are valid for a bounded orthocomplemented lattice L.
(i) L is said to be orthomodular, if q ≥ p implies q = p ∨ ((p⊥) ∧ q), ∀p, q ∈ L (if L
is distributive it is always orthomodular, the converse is false).
(ii) L is said to be complete, resp., σ-complete, if every set, resp. countable set,
A ⊂ L admits least upper bound (∨a∈Aa := supA) and greatest lower bound (∧a∈Aa :=
inf A) in L. (In this case De Morgan’s rules turn out to be valid also for the case of A
infinite, resp., countably infinite: (∨a∈Aa)⊥ = ∧a∈Aa⊥ and (∧a∈Aa)⊥ = ∨a∈Aa⊥.)
(iii) L is said to be atomic, if for any r ∈ L \ {0} there exists an atom a with a ≤ r.
(iii)’ L is said to be atomistic, if it is atomic and for every r ∈ L \ {0}, r is the sup
of the set of atoms a ≤ r.
(iv) L is said satisfy the covering property, if a, p ∈ L with a atom, satisfy a∧p = 0,
then a ∨ p covers p.
(v) L is said to be separable, if {rj}j∈A ⊂ L satisfies ri ⊥ rj , i 6= j, then A is finite
or countable.
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(vi) L is said to be irreducible, if the only elements of L commuting with every
elements of L are 0 and 1.
The bounded orthocomplemented lattice of orthogonal projectors L(H) in a real, complex
or quaternionic Hilbert space H satisfies all properties (i)-(vi) above. In particular L(H)
is σ-complete if H is separable. P ∈ L(H) is an atom if and only if dim(P (H)) = 1. L(H)
is not boolean if dim(H) > 2.
B Definitions and technical results for real and complex Hilbert spaces
Definition B.1 If H is a, respectively real or complex vector space, a respectively real
or Hermitian scalar product is a map (·|·) : H× H→ R resp. C, which is
(i) R-linear, resp., C-linear in the right entry;
(ii) symmetric ((x|y) = (y|x)), resp., Hermitian ((x|y) = (y|x)));
(iii) positively defined ((x|x) ≥ 0 and (x|x) = 0 implies x = 0).
Under these conditions the Cauchy-Schwartz inequality is valid
|(x|y)| ≤
√
(x|x)
√
(y|y) x, y,∈ H .
and the map H ∋ x 7→ ||x|| :=√(x|x) turns out to be a norm over H.
The polarization identity holds for the respectively real and complex case if x, y ∈ H:
(x|y) = 1
4
(||x+ y||2 − ||x− y||2) ,
(x|y) = 1
4
(||x+ y||2 − ||x− y||2 − i||x+ iy||2 + i||x− iy||2)
Remark B.2 These identities immediately imply that a real or complex linear map
between two, respectively, both real or both complex vector spaces, equipped with re-
spectively, real or Hermitian, scalar products, preserves the scalar products if and only if
it preserves the associated norms.
Definition B.3 A real or complex Hilbert space is a respectively real or complex
vector space H equipped with a, respectively real or Hermitian, scalar product (·|·) and
such that H is complete with respect to the norm ||x|| :=√(x|x), x ∈ H.
If H1, H2 are both real or both complex Hilbert spaces, f : H1 → H2 is a Hilbert space
isomorphism if it is, respectively, real or complex linear, surjective and preserves the
norm (thus it is also injective). In this case H1 and H2 are said to be isomorphic.
If H1 = H2, said f is called Hilbert space automorphism.
Definition B.4 If M ⊂ H, the closed subspace M⊥ := {x ∈ H | (x|y) = 0 , ∀y ∈ M} is
the (respectively real or complex) orthogonal of M .
Properties of ⊥ are identical for the real and complex case (e.g. see [Ru91]), in particular,
span(M) = (M⊥)⊥ and H = span(M)⊕M⊥
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where the bar denotes the topological closure and ⊕ denotes the orthogonal sum of sub-
spaces. The Riesz lemma holds for both real and complex Hilbert spaces (the proof
being the same (e.g. see [Ru91])):
Theorem B.5 Let H be a real or complex Hilbert space. φ : H → R, respectively C, is
linear and continuous if and only if has the form φ = (xφ| ), where xφ ∈ H is uniquely
determined by φ. Moreover ‖φ‖ := sup‖x‖=1 |φ(x)| = ‖xφ‖.
Definition B.6 A Hilbert basis of the, either real or complex, Hilbert space H is a
maximal set N of unit-norm pairwise orthogonal vectors.
Zorn’s lemma implies the existence of a Hilbert basis for every real or complex Hilbert
space. A real or complex Hilbert space H is separable (i.e., it admits a dense numerable
subset) if either it is finite dimensional or admits a countable Hilbert basis. If N ⊂ H is
a Hilbert basis, the standard orthogonal decompositions hold
x =
∑
z∈N
(z|x)z , ||x||2 =
∑
z∈N
|(z|x)|2 , (x|y) =
∑
z∈N
(z|x)(z|y) for every x, y ∈ H,
the first series converges with respect to the norm topology of H, at most a countable
set of summed elements do not vanish in each series, and each series can be rearranged
arbitrarily. The proofs of these fact can be found, e.g., in [Ru91, Sc12, Mo13] and they
are essentially identical for the real and complex case.
Definition B.7 Let H be a real or complex Hilbert space and D(A) ⊂ H a, respectively
real or complex, subspace. An operator in H is a, respectively R-linear or C-linear, map
A : D(A)→ H.
If H is complex, an anti linear operator in H is a map A : D(A) → H, D(A) complex
subspace of H, such that
A(ax+ by) = aA(x) + bA(y) if a, b ∈ C and x, y ∈ D(A).
In both cases D(A) is called the domain of A.
If A : H→ H is an operator
||A|| := sup
||x||=1
||Ax|| .
If ||A|| < +∞, A is said to be bounded and B(H) denotes the set of the bounded
operators in H with domain coinciding with H. These are all of continuous operators
A : H→ H.
The symbol I always denotes the identity map I : H ∋ x 7→ x ∈ H.
It turns out that:
(i) B(H) is an unital (associative) algebra over, respectively, R or C. (The vector
space structure is (aA + bB)x := aAx + bBx for x ∈ H and a, b ∈ R, resp. C, the
associative product is the composition of functions (AB)x = A(Bx) if x ∈ H, and I is the
multiplicative unit.)
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(ii) B(H) ∋ A 7→ ||A|| is a norm satisfying ||AB|| ≤ ||A|| ||B|| if A,B ∈ B(H) and
||I|| = 1.
(iii) B(H) is complete with respect to the said norm.
Properties (i),(ii),(iii) make B(H) a, respectively, real or complex (associative) unital
Banach algebra (see, e.g.,[Mo13]).
Definition B.8 If A : D(A) → H and B : D(B) → H are, respectively R or C, linear
operators with domains D(A), D(B) ⊂ H,
A ⊂ B means that D(A) ⊂ D(B) and B|D(A) = A.
We adopt standard conventions regarding domains of combinations of operators A,B,
(i) D(AB) := {x ∈ D(B) | Bx ∈ D(A)},
(ii) D(A+B) := D(A) ∩D(B),
(iii) D(αA) = D(A) for α 6= 0.
Remark B.9 With these standard definition of domains, we adopt everywhere in the
work, the sum and the product turn out to be associative referring to three operators
A,B,C with arbitrary domains in the same Hilbert space H: (A+B)+C = A+(B+C)
and (AB)C = A(BC). Furthermore A ⊂ B implies both AC ⊂ BC and CA ⊂ CB.
Finally A ⊂ B and B ⊂ A imply A = B.
Definition B.10 Let H be an either real or complex Hilbert space and consider the,
respectively R-linear or C-linear operator A : D(A)→ H where D(A) ⊂ H is dense.
A∗ : D(A∗)→ H is the adjoint operator of A if
D(A∗) := {y ∈ H | ∃zy ∈ H s.t. (y|Ax) = (zy|x) ∀x ∈ D(A)} , A∗y := zy , ∀y ∈ D(A∗) .
The fact that D(A) is dense immediately implies that A∗ is well-defined.
Remark B.11
By direct application of the given definitions we get well-known technical results.
(a) If A is densely defined and A ⊂ B then B∗ ⊂ A∗.
(b) A∗ ∈ B(H) whenever A ∈ B(H). In this case (A∗)∗ = A.
(c) For densely defined operators A,B in H and a ∈ R or a ∈ C depending on the nature
of H, if D(A∗B) and D(AB) are dense, then
(αA)∗ = αA∗ and A∗ +B∗ ⊂ (A +B)∗ and A∗B∗ ⊂ (BA)∗ ,
where obviously α = α if α ∈ R. The above relations hold in a stronger version on B(H),
making B(H) ∋ A 7→ A∗ ∈ B(H) a, respectively real or complex, involution over the
algebra B(H):
(αA)∗ = αA∗ and A∗ +B∗ = (A+B)∗ and A∗B∗ = (BA)∗ A,B ∈ B(H)
(d) The above identities are also valid if B ∈ B(H) and A is densely defined.
(e) Let D(A) be dense and U be unitary, then it is easy to show that (UAU∗)∗ = UA∗U∗
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Remark B.12 The unital algebra B(H) is closed with respect to the involution B(H) ∋
A 7→ A∗ ∈ B(H) so that it is a, respectively real or complex, unital ∗-algebra. Since
it also satisfies the C∗-property: ||A∗A|| = ||A||2 for A ∈ B(H), B(H) is a, respectively
real or complex, unital C∗-algebra (see, e.g.,[Mo13]).
Definition B.13 Let H be an either real or complex Hilbert space and consider the,
respectively real or complex, linear operator A : D(A)→ H.
(1) A is said to be closed if the graph of A, that is the set pairs (x,Ax) ⊂ H× H with
x ∈ D(A), is closed in the product topology of H× H.
(2) A is closable if the closure of its graph is the graph of an operator, denoted by A,
and called the closure of A.
(3) If A is closable, a respectively real or complex, subspace S ⊂ D(A) is called core for
A if A|S = A.
Remark B.14
(a) Directly from the definition, A is closable if and only if there are no sequences of
elements xn ∈ D(A) such that xn → 0 and Axn → y 6= 0 as n → +∞. In this case
D(A) is made of the elements x ∈ H such that xn → x and Txn → yx for some sequences
{xn}n∈N ⊂ D(A) and some yx ∈ H. In this case Ax = yx.
(b) As a consequence of (a) one has that, if A is closable, then aA + bI is closable and
aA+ bI = aA + bI for every a, b real or complex numbers in accordance with H.
(c) Directly from the definition, A is closed if and only if D(A) ∋ xn → x ∈ H and
Txn → y ∈ H imply both x ∈ D(A) and y = Ax.
(d) If A is densely defined, A∗ is always closed from the definition of adjoint operator
and (c) above. Moreover, a densely defined operator A is closable if and only if D(A∗) is
dense. In this case A = (A∗)∗. The proof is the same in real and complex case see, e.g.,
[Mo13].
(e) If A is densely defined we have
Ker(A∗) = Ran(A)⊥ , Ker(A∗)⊥ = Ran(A) , Ker(A) ⊂ Ran(A∗)⊥ .
The last inclusion becomes an identity when A ∈ B(H). The proofs of these relations are
elementary and identical in real and complex Hilbert spaces [Mo13].
The closed graph theorem holds for both the real and the complex Hilbert space case
since the well known proof is valid in real or complex Banach spaces.
Theorem B.15 Let H be a real or complex Hilbert space. A, respectively R-linear or
C-linear, operator A : H→ H is closed if and only if A ∈ B(H).
Definition B.16 Let H be an either real or complex Hilbert space and consider the,
respectively R-linear or C-linear, operator A : D(A)→ H. A is said to be
(1) symmetric if it is densely defined and A ⊂ A∗,
(2) anti symmetric if it is densely defined and −A ⊂ A∗
(3) selfadjoint if it is densely defined and A = A∗,
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(4) anti selfadjoint if it is densely defined −A = A∗,
(5) essentially selfadjoint if it is symmetric and (A∗)∗ = A∗.
(6) unitary if A∗A = AA∗ = I.
(7) normal if it is densely defined and AA∗ = A∗A.
(8) positive, written A ≥ 0, if (x|Ax) ≥ 0 for every x ∈ D(A).
(9) an isometry if D(A) = H and A is norm preserving.
(10) a partial isometry if A ∈ B(H) and A is norm preserving on Ker(A)⊥.
Remark B.17
(a) If A is symmetric and D(A) = H (so that A = A∗), then it is bounded as an immediate
consequence of the closed graph theorem.
(b) If A is unitary then A,A∗ ∈ B(H), the proof is elementary. Notice also that the
following facts are equivalent for the operator A : H → H: (i) A is unitary, (ii) A is
a surjective isometry, (iii) A is surjective and preserves the scalar product, (iv) A is a
Hilbert space automorphism. Finally A is an isometry if and only if A∗A = I. If A is a
partial isometry, it is easy to prove that A∗A is the orthogonal projector (see Def.B.18)
onto Ker(A)⊥ and AA∗ is the orthogonal projector onto Ran(A) = Ran(A).
(c) It is easy to show that a symmetric operator is always closable, moreover for such
an operator the following conditions are equivalent : (i) (A∗)∗ = A∗ (A is essentially
selfadjoint), (ii) A = A∗, (iii) A = (A)∗. If these conditions are valid, A = (A∗)∗ = A∗ is
the unique selfadjoint extension of A. The proof is the same in the real and the complex
case (e.g., see [Mo13]).
(d) If A ⊂ B are symmetric operators and A is essentially selfadjoint, then also B is
essentially selfadjoint and A = B. The proof is elementary.
(e) In the complex Hilbert space case A, is anti selfadjoint if and only if iA is selfadjoint.
(f) Let U be unitary, then A is closable iff UA is closable iff AU is closable. In this case
UA = UA and AU = AU . As a consequence UAU∗ = UAU∗.
Definition B.18 Let H be an either real or complex Hilbert space. P ∈ B(H) is called
orthogonal projector when PP = P and P ∗ = P . L(H) denotes the set of orthogonal
projectors of H.
Remark B.19 Let H an either real or complex Hilbert space. If P ∈ L(H), then P (H)
is a closed, respectively real or complex subspace. If H0 ⊂ H is a closed, respectively real
or complex subspace, there exists exactly one P ∈ L(H) such that P (H) = H0. Finally,
I − P ∈ L(H) and it projects onto H⊥0 . The proofs are identical in real and complex
Hilbert spaces (e.g., see [Mo13]).
The definition of spectrum of the operator A : D(A) → H is the same for both real and
complex Hilbert spaces.
Definition B.20 Let H be an either real or complex Hilbert space and let K denote the
field of H. Consider a K-linear operator A : D(A)→ H, with D(A) ⊂ H. The resolvent
62
set of A is the subset of K,
ρ(A) := {λ ∈ K|(A−λI) is injective on D(A), Ran(A− λI) = H, (A−λI)−1is bounded}
The spectrum of A is the set σ(A) := K \ ρ(A) and it is given by the union of the
following pairwise disjoint three parts:
(i) the point-spectrum, σp(A), where A−λI not injective (σp(A) is the set of eigen-
values of A),
(ii) the continuous spectrum, σc(A), where A−λI injective, Ran(A− λI) = H and
(A− λI)−1 not bounded,
(iii) the residual spectrum, σr(A), where A− λI injective and Ran(A− λI) 6= H.
Remark B.21
(a) If A = ±A∗ or if A is unitary, the residual spectrum is absent (e.g., see [Mo13]).
(b) If K = C, then A = A∗ implies σ(A) ⊂ R, A = −A∗ implies σ(A) ⊂ iR, and
AA∗ = A∗A = I implies σ(A) ⊂ {eia | a ∈ R}. (e.g., see [Mo13]).
(c) If K = R, it turns out that A = A∗ implies σ(A) ⊂ R, A = −A∗ implies σ(A) = ∅,
AA∗ = A∗A = I implies σ(A) ⊂ {±1}. The proof is similar to the one for the complex
case.
Definition B.22 Let H be an either real or complex Hilbert space and Σ(X) a σ-algebra
over X . A projector-valued measure (PVM) over X is a map Σ(X) ∋ E 7→ PE ∈
L(H) such that
(i) PX = I,
(ii) PEPF = PE∩F ,
(iii)
∑
j∈N PEjx = P∪j∈NEjx for x ∈ H, N finite or countable, Ej ∩ Ek = ∅ if k 6= j.
Remark B.23 If x, y ∈ H, Σ(X) ∋ E 7→ (x|PEy) =: µ(P )xy (E) is a signed measure if H
is real or, respectively, a complex measure if H is complex. In both cases the finite total
variation is denoted by |µ(P )xy |. It holds µ(P )xy (X) = (x|y) and µ(P )xx is always positive and
finite. The proof are elementary and identical in the real and the complex case (e.g., see
[Ru91, Mo13]).
We have a fundamental notion defined in the following proposition which can be demon-
strated with an essentially identical proof for real and complex Hilbert spaces [Ru91, Sc12,
Mo13].
Proposition B.24 Let H be an either real or complex Hilbert space and P : Σ(X) →
L(H) a PVM. If f : X → K is measurable where K is the field of H, define
∆f :=
{
x ∈ H
∣∣∣∣
∫
X
|f(λ)|2µ(P )xx (λ)
}
.
(a) ∆f is a, respectively, real or complex subspace of H and there is a unique operator∫
X
f(λ)dP (λ) : ∆f → H (48)
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such that (
x
∣∣∣∣
∫
X
f(λ)dP (λ)y
)
=
∫
X
f(λ)µ(P )xy (λ) ∀x ∈ H , ∀y ∈ ∆f (49)
(b) ∆f is dense in H and the operator in (48) is closed and normal.
(c) The operator in (48) is bounded if and only if ∆f = H and this is equivalent to say
that f is essentially bounded with respect to P .
(d) It holds (∫
X
f(λ) dP (λ)
)∗
=
∫
X
f(λ)dP (λ) , (50)
where f(λ) is replaced by f(λ) in the real-Hilbert space case, and∣∣∣∣
∣∣∣∣
∫
X
f(λ) dP (λ)x
∣∣∣∣
∣∣∣∣
2
=
∫
X
|f(λ)|2dµ(P )xx (λ) ∀x ∈ ∆f . (51)
Remark B.25 The integral in the right-hand side of (49) is well defined for y ∈ ∆f
since it turns out that f is L2(X,Σ(X), µ
(P )
yy ) ⊂ L1(X,Σ(X), |µ(P )xy |). In particular, the
estimate holds∫
X
|f(λ)| d|µ(P )xy |(λ) ≤ ||x||
√∫
X
|f(λ)|2dµ(P )yy (λ) ∀y ∈ ∆f , ∀x ∈ H . (52)
The proof is essentially the same in the real and the complex case (e.g., see [Ru91, Mo13]).
We are in a position to state the fundamental tool of the spectral theory.
Theorem B.26 (Spectral Theorem) Let H be a Hilbert space over the field K = R or
C and consider a K-linear operator A : D(A) → H with D(A) ⊂ H a dense K-linear
subspace. Denote by B(K) the Borel σ-algebra on K.
(a) If K = C and A is normal (in particular selfadjoint, anti-selfadjoint, unitary), then
there is a unique PVM, P (A) : B(C)→ L(H), such that
A =
∫
C
λdP (A)(λ) .
(b) If K = R and A is selfadjoint, then there is a unique PVM, P (A) : B(R) → L(H),
such that
A =
∫
R
λdP (A)(λ) .
(c) In both cases the following facts hold.
(i) supp(P (A)) = σ(A), where the support supp(P (A)) of P (A) is the complement in
K of the union of all open sets O ⊂ K with P (A)O = 0. As P (A) is supported in σ(A), the
integrals in (a) and (b) can be restricted to this set.
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(ii) B ∈ B(H) satisfies P (A)(E)B = BP (A)(E) for every E ∈ B(K) iff BA ⊂ AB.
(d) Finally, if A is selfadjoint in both cases:
(i) λ ∈ σp(A) ⇔ P (A)({λ}) 6= 0. In this case P (A)({λ}) is the orthogonal projector
onto the eingenspace of A with eigenvalue λ;
(ii) λ ∈ σc(A) ⇔ P (A)({λ}) = 0 and Eλ ⊂ R open with Eλ ∋ λ gives P (A)(Eλ) 6= 0;
(iii) if λ ∈ σ(T ) is isolated, then λ ∈ σp(A);
(iv) if λ ∈ σc(A), then for any ǫ > 0 there exists φǫ ∈ D(A), ||φǫ|| = 1 with
0 < ||Aφǫ − λφǫ|| ≤ ǫ .
The proof of (a) can be found, e.g., in [Ru91, MeVo97, Sc12, Mo13]. The proof presented
in [Sc12] for the complex case can be re-adapted to the real case (b) since it does not use
the Cayley transform but real functions only. The proof of (c) and (i),(ii) of (b) when H
is complex can be found in [Mo13] and it is essentially identical in the real case.
A useful technical result arising from the spectral theorem is the following whose proof is
identical in the real and complex case [Mo13].
Proposition B.27 If A is a selfadjoint operator in a, either real or complex, Hilbert
space, A ≥ 0 if and only if σ(A) ⊂ [0,+∞).
In view of theorem B.26, if f : R→ K is measurable and A selfadjoint, we use the notation
f(A) :=
∫
R
f(λ)dP (A)(λ) . (53)
As P (A) is supported in σ(A) the definition above can equivalently be stated restricting
the integral (and the domain of f) to σ(A). An important example of ”operator function”
is the following:
Proposition B.28 Let A as in Prop.B.27, then
√
A defined through (53) is the unique
selfadjoint positive operator such that
√
A
√
A = A
An elementary but important result is the following whose proof is identical in the real
and complex Hilbert space case (see, e.g., [Mo13])
Proposition B.29 Let H be a, respectively, real or complex Hilbert space and let A :
D(A)→ H be a selfadjoint operator in H. If p(x) =∑Nk=0 akxk is a real polynomial, then
it holds
N∑
k=0
akA
k =
∫
R
p(λ)dP (A)(λ)
where the left-hand side is the operator defined on its natural domain in accordance to
Def.B.8 with A0 := I and Ak := A · · · (k times) · · ·A.
To conclude we list the three most common operator continuity notions among the seven
appearing in the literature (these can be induced form suitable seminorm topologies, e.g.,
see [Ru91, Mo13], as is well known).
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Definition B.30 Let H be a, respectively, real or complex Hilbert space and T a topo-
logical space. A map T ∋ x 7→ Vx ∈ B(H) is said to be:
(a) uniformly continuous at x0, if ||Vx − Vx0 || → 0 for x→ x0;
(b) strongly continuous at x0, if ||Vxz − Vx0z|| → 0 for x→ x0 and every z ∈ H;
(c) weakly continuous at x0, if (u|Vxz)→ (u|Vx0z) for x→ x0 and every u, z ∈ H;
(d) uniformly continuous, strongly continuous, weakly continuous if, respec-
tively, (a), (b) or (c) is valid for every x0 ∈ T.
Evidently (a) implies (b) which, in turn, implies (c).
C Quaternionic Hilbert spaces
H := {a1 + bi + cj + dk | a, b, c, d ∈ R} denotes the real unital associative algebra of
quaternions. i, j, k are the standard imaginary units satisfying i2 = j2 = k2 = −1
and ij = −ji = k, jk = −kj = i, ki = −ik = j which give rise to the notion of
associative, distributive and non-commutative product in H with 1 as neutral element.
H is a division algebra, i.e., every non zero element admits a multiplicative inverse. The
center of H is R. H is assumed to be equipped with the quaternionic conjugation
a1 + bi+ cj + dk = a1 − bi − cj − dk. Notice that the conjugation satisfies qq′ = q′q
and q = q for all q, q′ ∈ H. If q ∈ H, its real part is defined as Re q := 1
2
(q + q) ∈ R.
The quaternionic conjugation together with the Euclidean norm |q| := √qq for q ∈ H,
makes H a real unital C∗-algebra which also satisfies the composition algebra property
|qq′| = |q| |q′|.
Definition C.1 A quaternionic vector space is an additive Abelian group (H,+)
denoting the sum operation, equipped with a right-multiplication H×H ∋ (x, q) 7→ xq ∈ H
such that (a) the right-multiplication is distributive with respect to +, (b) the sum of
quaternions is distributive with respect to the right-multiplication, (c) (xq)q′ = x(qq′)
and (d) x1 = x for all x ∈ H and q, q′ ∈ H.
Definition C.2 A quaternionic Hilbert space is a quaternionic vector space H
equipped with aHermitian quaternionic scalar product, i.e., a map H×H ∋ (x, y) 7→
〈x|y〉 ∈ H such that (a) 〈x|yq + z〉 = 〈x|y〉q + 〈x|z〉 for every x, y, z ∈ H and q ∈ H, (b)
〈x|y〉 = 〈y|x〉 for every x, y ∈ H and (c) 〈x|x〉 ∈ [0,+∞) where (d) 〈x|x〉 = 0 implies
x = 0, and H is complete with respect to the norm ||x|| =√〈x|x〉.
The standard Cauchy-Schwartz inequality holds, |〈x|y〉| ≤ ||x|| ||y|| for every x, y ∈ H
for the above defined quaternionic Hermitian scalar product. The notion of Hilbert
basis (Def. B.6) is the same as for real and complex Hilbert spaces and properties are
the same with obvious changes. A quaternionic Hilbert space turns out to be separable as
a metrical space if and only if it admits a finite or countable Hilbert basis. The notion of
orthogonal subspace S⊥ of a set S ⊂ H is defined with respect to 〈·|·〉 (Def. B.4) and
enjoys the same standard properties as for the analog in real and complex Hilbert spaces.
The notion of operator norm and bounded operator are the same as for real and complex
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Hilbert spaces. Since the Riesz lemma (Theorem B.5) holds true also for quaternionic
Hilbert spaces, the adjoint operator A∗ : H → H of a bounded quaternionic linear
operator A : H → H can be defined as the unique quaternionic linear operator such that
〈A∗y|x〉 = 〈y|Ax〉 for every pair x, y ∈ H. Notice that if A : H → H is quaternionic
linear and r ∈ R, we can define the quaternionic linear operator rA : H → H such that
rAx := (Ax)r for all x ∈ H. Replacing r for q ∈ H produces a non-linear map in view of
non-commutativity of H. Therefore only real linear combinations of quaternionic linear
operators are well defined. B(H) denotes the real unital C∗-algebra of bounded operators
over H. The notion of orthogonal projector P : H → H is defined exactly as in the
real or complex Hilbert space case, P is bounded, PP = P and P ∗ = P . Orthogonal
projectors P are one-to-one with the class of closed subspaces P (H) of H. L(H) denotes
the orthocomplemented complete lattice of orthogonal projectors of H. This lattice also
satisfies properties (i)-(vi) listed in Appendix A. Another important notion is the one
of square root of positive bounded operators. As for the real and complex case (see
Prop.B.28), also for quaternionic Hilbert spaces, if A is bounded and positive, then there
exists a unique bounded positive operator
√
A such that
√
A
√
A = A. In particular,
if A : H → H is a bounded quaternionic-linear operator |A| := √A∗A is well defined
positive and self-adjoint. For the proofs of the afore-mentioned properties and for more
advanced issues, especially concerning spectral theory, we address the reader to [GMP13]
and [GMP16].
Remark C.3 In [Va07] and [Em63] the Quaternionic Hilbert space is defined through a
left-multiplication H×H ∋ (q, u) 7→ qu ∈ H and a Hermitian quaternionic scalar product
H×H ∋ (u, v) 7→ 〈u|v〉 ∈ H whose only difference resides in point (a): 〈qx|y〉 = q〈x|y〉 for
all x, y ∈ H and q ∈ H. To define a left-multiplication on a space with right-multiplication
it suffices to define qu := uq for all q ∈ H and u ∈ H, while the scalar product does not
need to be modified. It is immediate to see that a map A : H → H is linear, bounded,
self-adjoint, idempotent and unitary with respect to the right-multiplication if and only
if it has the same properties with respect to the left-multiplication. This allows us to use
indifferently the results in [GMP13, GMP16] and [Va07],[Em63].
D Trace class operators
We present here some basic notions about trace-class operators for real, complex, and
quaternionic Hilbert spaces.
Definition D.1 Let H be a separable real, complex or quaternionic Hilbert space. An
operator T ∈ B(H) is said to be of trace class if ∑k∈K(ek||T |ek) < +∞ for a Hilbert
basis {ek}k∈K ⊂ H.
It is possible to prove that, in view of the given definition, the trace of T computed with
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respect to every Hilbert basis {vk}k∈K, i.e.,
tr(T ) =
∑
k∈K
(vk|Tvk)
absolutely converges2 in, respectively, R, C or H. Furthermore tr(A) does not depend on
the chosen Hilbert basis. All the theory of trace-class operators (see Sect.4.4 of [Mo13])
is essentially identical in real, complex and quaternionic Hilbert spaces as is based on
the theorem of spectral decomposition of self-adjoint compact operators (Theorems 4.17
and 4.18 in [Mo13] valid also for the real Hilbert space case and see [GMP14] for the
quaternionic case), the polar decomposition theorem of bounded operators and the notion
of absolute-value operator |A| of a bounded operator A (see [GMP13] and [GMP16] for
the quaternionic case). Rephrasing the proof of these statements appearing in Sect.4.4 of
[Mo13], we have in particular that the set of trace class operators (a) is closed with respect
to the ∗-operation and (b) is a R-linear subspace of B(H) in the real and quaternionic
case and is a C-linear subspace of B(H) if C is complex. The map T 7→ tr(T ) defined
over the linear space of trace class operators is a respectively R, C or H linear functional
and the following proposition is true.
Proposition D.2 If A, T ∈ B(H) and T is trace class, then TA and AT are of trace
class and tr(AT ) = tr(TA).
E Universal enveloping algebra
A notion, very useful in quantum physical applications, is the universal enveloping algebra
of a Lie algebra, discussed Ch.3 Section 2 of [Va84]. To introduce this notion we observe
that a real unital associative algebra can be turned into a (real) Lie algebra simply by
taking the natural commutator [a, b] := ab − ba. However there exists also an inverse
procedure allowing one to canonically embed a given real Lie algebra g into a suitable real
associative unital algebra Eg with product ◦ such that [A,B]g identifies with A◦B−B◦A
for any A,B ∈ g.
Definition E.1 (Universal enveloping algebra) Let g be a real Lie algebra. The
universal enveloping algebra Eg of g is the quotient real associative unital algebra,
Eg := Tg/Kg
of the (real associative unital) tensor algebra Tg generated by g and the two-sided ideal
Kg of Tg generated by the elements
A⊗B−B⊗A− [A,B]g with A,B ∈ g.
The product of Eg will be denoted by ◦.
2This property is used as definition of trace-class operator in [Va07]. Unfortunately this property
of trace-class operators is equivalent to the definition D.1 in complex Hilbert spaces, but is a simple
consequence in real Hilbert spaces. Complex structures in real Hilbert spaces are easy counterexamples.
However, all theorems preved in [Va07] exploit the theory arising from definition D.1.
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Remark E.2 The enveloping algebra is clearly real associative and unital. From now
on, dealing with Lie algebras and universal enveloping algebra we will almost always omit
the adjectives real and associative.
The quotient map πg : Tg → Eg is a unital algebra homomorphism and Eg admits a unit
obviously given by π(1) itself. Here 1 ∈ R where R is viewed as a trivial subspace of Tg.
Moreover,
ιg := π|g : g→ Eg
is a Lie-algebra homomorphism because
π(A) ◦ π(B)− π(B) ◦ π(A) = π(A⊗B−B⊗A) = π([A,B]g) if A,B ∈ g .
Eg is a natural object because the following universality result is valid as a consequence
of the universal property of the tensor product.
Theorem E.3 (Universal property) Let V be any (unital associative) algebra and
f : g → V a Lie-algebra homomorphism. Then there exists a unique unital algebra
homomorphism f˜ : Eg → V of such that f = f˜ ◦ ig.
It is easy to see that (Eg, ιg) is the only couple of unital associative algebra and Lie
algebra homomorphism from g to Eg satisfying this property up to isomorphisms. To go
on, suppose that g is finite dimensional and consider a vector basis {X1, . . . ,Xn} of g.
The set containing the elements 1 and all of possible finite products Xi1 ⊗ · · · ⊗Xik is a
basis of Tg. The objects π(1), π(Xi1 ⊗ · · ·⊗Xik) therefore span the quotient Eg, but they
are not linearly independent. In order to get a basis we invoke the following (see [Va84])
Theorem E.4 (Poincare´-Birkhoff-Witt Theorem) Let g be a Lie algebra of finite
dimension n and {X1, . . . ,Xn} a vector basis of g. A vector basis of Eg is made of π(1)
and all possible products
π(Xi1) ◦ · · · ◦ π(Xik)
where k = 1, 2, . . . and ij ∈ {1, . . . , n} with the constraints i1 ≤ · · · ≤ ik.
As a corollary, the Lie-algebra homomorphism ig : g→ Eg is injective since, evidently, the
kernel of πg, Kg, does not contain elements of g \ {0}. Thus g turns out to be naturally
isomorphic to the Lie subalgebra of Eg given by ig(g).
Remark E.5 Due to the afore-mentioned canonical isomorphism, we will simply denote:
(i) π(1) by 1,
(ii) π(A) by A,
(iii) π(A) ◦ π(B) by A ◦B,
when A,B ∈ g. In particular, the generic element M ∈ Eg can be written as
M = π
(
c01 +
N∑
k=1
Nk∑
j=1
cjkAj1 ⊗ ...⊗Ajk
)
= c01 +
N∑
k=1
Nk∑
j=1
cjkAj1 ◦ ... ◦Ajk (54)
for some N,Nk ∈ N, c0, cjk ∈ R and Ajm ∈ g.
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The last notion we intend to define is the notion of symmetric element of Eg. We start
by considering the unique linear map p : Tg → Tg such that
p(1) = 1 , p(A1 ⊗ · · · ⊗An) = (−1)nAn ⊗ · · · ⊗A1 for n = 1, 2, . . . and Aj ∈ g.
Notice that p is involutive, i.e., pp = ITg, so that it is a vector space automorphism, and
also fulfills the crucial property
p(A⊗B−B⊗A− [A,B]g) = B⊗A−A⊗B− [B,A]g for A,B ∈ g.
Hence the ideal K is invariant under the action of p and thus there exists a unique vector
space automorphism
Eg ∋M 7→M+ ∈ Eg
such that π(M)+ = π(p(M)) for every M ∈ Eg. Referring to (54), the action of + on M
is completely defined by
(
c01 +
N∑
k=1
Nk∑
j=1
cjkAj1 ◦ ... ◦Ajk
)+
= c01 +
N∑
k=1
Nk∑
j=1
cjk(−1)kAjk ◦ ... ◦Aj1 (55)
This map satisfies the following properties making it a real involution on the real unital
algebra Eg,
(cM)+ = cM and (M+N)+ =M+ +N+ and (M ◦N)+ = N+ ◦M+
for c ∈ R, M,N ∈ Eg. Summing up, Eg, equipped with the involution +, is therefore a
real unital ∗-algebra.
Definition E.6 Let g be a Lie algebra. The real involution Eg ∋M 7→M+ ∈ Eg defined
by (55) is called the involution of Eg. An element M ∈ Eg is said to be symmetric if
M =M+.
F Proofs of some propositions
Proof of Proposition 2.7
Proof. All the proof is based on the theory developed in Appendix B. Point (7) is straight-
forward. Let us prove items (1) and (2). (1) If B = A + iA, in particular D(B) =
D(A) + iD(A), then C(D(B)) ⊂ D(B) and CBy = BCy for every y ∈ D(B), in other
words CB ⊂ BC. Let us prove the converse implication. Suppose that B : D(B) → HC
is a C-linear operator. First consider HC as a real vector space, define the non-empty
real subspace D(A) := {x ∈ H | x + i0 ∈ D(B)}. Since CB ⊂ BC, in particular
C(D(B)) ⊂ D(B). By direct inspection it follows that x + iy ∈ D(B) if and only if
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x, y ∈ D(A), i.e. D(B) = D(A) + iD(A). So, we can see B a R-linear operator from
D(A)×D(A) to H ×H and, as such, it can be represented as
B =
[
E F
G H
]
,
where E, F,G,H : D(A) → H are R-linear operators. Since B is actually C-linear, it
must commute with
J :=
[
0 −I
I 0
]
,
which corresponds to iI on HC viewed a proper complex vector space: JB ⊂ BJ . This
inclusion, by direct inspection implies G = −F and E = H . If we finally impose also the
constraint CB ⊂ BC, where C =
[
I 0
0 −I
]
, we easily obtain F = 0 so that
B =
[
A 0
0 A
]
,
where A := E. This is the same as saying B = AC.
To conclude, observe that CB ⊂ BC implies BC−1 ⊂ C−1B. However C = C−1 so that
CB ⊂ BC ⊂ CB and thus CB = BC.
(2) First recall that a subspace M ⊂ H is dense if and only if the subspace MC = M+ iM
of HC is dense. Therefore D(A) is dense iff D(AC) is dense and thus A
∗ and (AC)∗ are
simultaneously well defined. Applying the definition of the domain of the adjoint we find,
D((AC)
∗) = {x+iy ∈ HC | ∃s+it ∈ HC | (s+it|u+iv) = (x+iy|Au+iAv)C, u, v ∈ D(A)}.
Restricting ourselves to the case v = 0, decomposing the inner product into real and
imaginary parts we find x, y ∈ D(A∗) and (AC)∗(x + iy) = A∗x + iA∗y, hence (AC)∗ ⊂
(A∗)C. The converse inclusion is immediate, concluding the proof of (AC)∗ = (A∗)C.
The proof of (5) is an immediate consequence of (2) and the definition of AC. The proofs
of items (3),(4),(6),(8) are direct applications of the given definitions and the theory
developed in Appendix B. Regarding (6), the statement about the spectrum immediately
arises from the definitions of AC and the definitions of the various parts of the spectrum.
The first statement in (6) can be established as follows. First, notice that E 7→ P (A)E is a
PVM on H if and only if E 7→ (P (A)E )∆ is a PVM on HC. Moreover, with obvious notation,
u, v ∈ ∆(P )f if and only if u + iv ∈ ∆(PC)f for any measurable function f : R → R. This
easily follows from µ
(PC)
u+iv = µ
(P )
u + µ
(P )
v . So, take f(λ) = λ, u, v ∈ D(A) and x, y ∈ H. It
holds
(x+ iy|AC(u+ iv))C = (x|Au)− (y|Av) + i ((y|Au)− (x|Av)) .
Using the very definition of complexified operator, Thm B.26, identity (49), and elemen-
tary properties of the measures µ
(P )
r,s ,
(x|Au)− (y|Av) + i ((y|Au)− (x|Av)) =
∫
R
λdµ(P
(A))
x,u (λ)−
∫
R
λdµ(P
(A))
y,v (λ)
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+i
(∫
R
λdµ(P
(A))
y,u (λ)−
∫
R
λdµ(P
(A))
x,v (λ)
)
=
∫
R
λdµ
(P
(A)
C
)
x+iy,u+iv(λ) .
Summing up, we have found for u+ iv ∈ D(AC) and x+ iy ∈ HC
(x+ iy|AC(u+ iv))C =
∫
R
λdµ
(P
(A)
C
)
x+iy,u+iv(λ) ,
and thus
AC =
∫
R
λd(P (A))C(λ)
which implies P (AC) = (P (A))C by the uniqueness statement in Thm B.26 (a). A similar
argument applies to generic measurable functions, proving the last statement. Point (10)
has a direct proof using the definition of AC and HC.
Proof of Theorem 2.18
Proof. The proof of (a) and (b) for the complex case can be found in [Mo13]. In the rest
of the proof it is useful to notice that the bounded operator U is isometric on Ran(P ) by
continuity and that, since ((e) Remark B.14) [Ran(P )]⊥ = Ker(P ), U also vanishes on
[Ran(P )]⊥.
Now, suppose that H is real and let us demonstrate (a) and (b) with this hypothesis.
Consider the complexifications HC and AC. D(AC) = D(A)C is clearly dense since D(A)
is dense, furthermore AC is closed thanks to Proposition 2.7 (3). Hence we can apply (a)
and (b) for the complex case, obtaining that (AC)
∗AC is densely defined and selfadjoint.
Furthermore the polar decomposition AC = U
′P ′, with P ′ = |AC| where P ′, U ′ satisfy all
properties listed in (b). Notice that (A∗A)C = (AC)∗AC from (2) and (7) of Proposition
2.7, and (5) implies that A∗A is densely defined and selfadjoint since A∗CAC is densely de-
fined and selfadjoint. A∗A and (AC)∗AC are evidently positive and so item (6) of Proposi-
tion 2.7 and Prop.B.28 guarantee that |AC| =
√
A∗CAC =
√
(A∗A)C = (
√
(A∗A))C = |A|C.
Define P := |A|. Of course D(P ) = D(P ′)|H = D(AC)|H = D(A). Now we need to prove
that U ′ is the complexification of some R-linear operator on H. This is equivalent to
demonstrate that U ′C = CU ′ as stated by Prop.2.7 (1), where C is the conjugation de-
fined in (4). Let x + iy ∈ Ran(P ′), then x + iy = P ′(u + iv) for some u, v ∈ D(P ). So
we have U ′C(x+ iy) = U ′CP ′(u+ iv) = U ′P ′C(u+ iv) = ACC(u+ iv) = CAC(u+ iv) =
CU ′P ′(u + iv) = CU ′(x + iy). So, by continuity of CU ′, U ′C we get U ′C = CU ′ on
Ran(P ′). Now, it is easy to see that C(Ker(P ′)) ⊂ Ker(P ′) and so U ′C = CU ′ on
[Ran(P ′)]⊥ trivially. Hence there must exist U ∈ B(H) such that U ′ = UC. Putting
all together we find AC = UCPC = (UP )C, so that A = UP where P ≥ 0 is selfadjoint
as P ′ is (see Prop.2.7). This way we have proved items (i) and (ii) together with (v).
The properties (iii),(iv),(vi) and (vii) can be trivially obtained from the corresponding
properties of U ′ and P ′ exploiting Prop.2.1 (c) and Def.2.5.
Proof of Proposition 2.19
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Proof. (a) Remember that ψ ∈ D(A) if and only if exists d
dt
∣∣
0
etAψ exists. The equality
BetAψ = etABψ and the continuity of B guarantees that Bψ ∈ D(A) and ABψ = BAψ,
i.e. BA ⊂ AB. Let us prove the opposite inclusion. If H is complex the proof can
be found in [Mo13] using the self adojint operator iA. So, suppose H is real and take
AC on the complexified space HC. Applying the complex case to BCAC ⊂ ACBC we get
BCe
tAC = etACBC, hence Be
tA = etAB.
(b) First suppose that H is complex. The operator A∗A is densely defined, positive
and selfadjoint as we know. Since P = |A| = √A∗A is selfadjoint, we have ((e) in
Remark B.14) Ker(|A|)⊥ = Ran(|A|) and H = Ker(|A|)⊕ Ran(|A|). BA ⊂ AB implies
BAA ⊂ ABA and thus BAA ⊂ AAB. This inclusion can be rewritten as BA∗A ⊂ A∗AB
because A∗ = ±A. As A∗A is selfadjoint and B bounded, the found inclusion extends
to all measurable functions of A∗A: Bf(A∗A) ⊂ f(A∗A)B (Thm 9.35 in [Mo13]). In
particular, we have B|A| = B√A∗A ⊂ √A∗AB = |A|B which is the second of the pair
of relations we wanted to establish. Now, let u ∈ D(|A|) = D(A), from the proved
inclusion we immediately have UB|A|u = U |A|Bu = ABu = BAu = BU |A|u, from
which we see that UB = BU on Ran(|A|) and thus on Ran(|A|) by continuity. If we
manage to prove that this equality holds also on Ker(|A|), the proof is complete for the
complex Hilbert space case because H = Ker(|A|)⊕ Ran(|A|). Let u ∈ Ker(|A|), then
|A|Bu = B|A|u = 0, that is Bu ∈ Ker(|A|). Since Ker(|A|) = Ker(U) (Thm 2.18 (b))
and Ker(|A|) is invariant under the action of B, it immediately follows that UBx = BUx
trivially for x ∈ Ker(|A|) as wanted, concluding the proof for the complex Hilbert space
case.
Now, suppose that H is real and let A = UP the polar decomposition of A = ±A∗.
Take B as in the hypotheses and complexify everything, then we have BCAC ⊂ ACBC
on the natural domains. As we know from (c) in Theorem 2.18 AC = UCPC is the polar
decomposition of AC, hence, using the first part of the proof we get BCUC = UCBC and
BCPC ⊂ UCBC, which respectively means (BU)C = (UB)C and (BP )C ⊂ (PB)C so that
BU = UB and BP ⊂ PB by restriction to H.
(c) Let first suppose that H is complex and A = −A∗. In this case Theorem 2.9 (ii)
implies that e−tA (which belongs to B(H)) commutes with A and thus, exploiting (b),
we have Ue−tA = e−tAU and U∗etA = etAU∗ taking the adjoint. Due to Thm 2.9, the
limit for t → 0 in both cases yields UA ⊂ AU and U∗A ⊂ AU∗. Remaining in the
complex case, if A∗ = A, replacing A for iA everywhere in our reasoning, we again reach
the same final result UA ⊂ AU and U∗A ⊂ AU∗. Now assume A = A∗ (otherwise
everywhere replace A for iA). As U and U∗ are bounded, we conclude (Thm 9.35 in
[Mo13]) that U and U∗ commute with every measurable function of A. In particular
U |A| ⊂ |A|U and U∗|A| ⊂ |A|U∗. Exploiting (iii) Thm 9.35 in [Mo13] once again, we
prove that Uf(|A|) ⊂ f(|A|)U and U∗f(|A|) ⊂ f(|A|)U∗ for every measurable function
f : [0,+∞) → R. We have so far established (c) for a complex Hilbert space H. If H is
real and A (anti)-selfadjoint, AC fulfills (c) in the complex Hilbert space HC. (c) Thm
2.18 and (2),(6),(7) Prop.2.7 easily extend the result to A.
(d) We prove that U∗ = ±U if, respectively, A∗ = ±A. Since U is bounded, we have
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(±U)|A| = ±A = A∗ = |A|U∗. Take u ∈ D(|A|), then U∗|A|u = |A|U∗u = (±U)|A|u,
hence U∗x = ±Ux for x ∈ Ran(|A|) and, by continuity, x ∈ Ran(|A|). Since H =
Ran(|A|) ⊕ Ker(|A|) we have to prove that U∗x = ±Ux holds also for x ∈ Ker(|A|).
Since Ker(|A|) = Ker(U) by Thm 2.18, we have Ux = 0 if x ∈ Ker(|A|). By proving
Ker(|A|) ⊂ Ker(U∗) we would have U∗x = 0, establishing U∗x = ±Ux also for x ∈
Ker(|A|) as required. To this end, let x ∈ Ker(|A|) and y ∈ H. We have y = u + v,
with u ∈ Ran(|A|) and v ∈ Ker(|A|). Let |A|xn ∈ Ran(|A|) such that u = limn→∞ |A|xn,
then we have (U∗x|y) = (x|Uy) = (x|Uu) = limn→∞(x|U |A|xn) = limn→∞(x||A|Uxn) =
limn→∞(|A|x|Uxn) = limn→∞(0|Uxn) = 0. Since y is arbitrary, we have U∗x = 0 if
x ∈ Ker(|A|) as required, proving our thesis U∗x = ±Ux for all x ∈ H.
(e) We exploit here Thm 2.18 several times. Since H = Ker(|A|) ⊕ Ran(|A|) and U is
isometric on Ran(|A|), if Ker(|A|) (which coincides with Ker(|A|) = Ker(U)) is trivial,
then U is isometric on H. It is therefore enough proving that Ran(U) = H to end the
proof of the fact that U is unitary. We know from Thm 2.18 that Ran(U) = Ran(U), but
since U = ±U∗, we also have Ran(U) = Ran(U∗) = Ker(U)⊥ = Ker(|A|)⊥ = {0}⊥ = H.
To conclude demonstrating the last statement of (d), observe that if U is unitary and US ⊂
SU , U∗S ⊂ SU∗ simultaneously hold (in particular U(D(S)) ⊂ D(S) and U∗(D(S)) ⊂
D(S)), we also have U∗USU∗ ⊂ U∗SUU∗, that is SU∗ ⊂ U∗S. The found inclusion
together with U∗S ⊂ SU∗ implies U∗S = SU∗. Interchanging the roˆle of U and U∗, we
also achieve US = SU .
Proof of Proposition 2.20
Proof. From esBetA = etAesB and Stone’s theorem, we have esBA ⊂ AesB. Thus (a) in
Prop.2.19 implies that both esB|A| ⊂ |A|esB and UesB = esBU . Applying Stone’s theorem
again to the second result we have UB ⊂ BU and also U∗B ⊂ BU∗ since U = −U∗ ((d)
of Prop.2.19). We have so far established (i). Regarding (ii), observe that UB ⊂ BU
and (b) of Prop.2.19 yield both U |B| ⊂ |B|U , which gives (ii) with the same reasoning
carried out in proving (c) of Prop.2.19, and UV = V U which gives (iii) immediately. The
last statement is a trivial consequence of the fact that U is unitary if any of A, |A|, U is
injective as stated in (d) of Prop.2.19.
Proof of Proposition 2.25
Proof. First of all, notice that the considered R-linear operator, A, is also a C-linear
operator and D(A) is also a complex subspace of HJ in view of Proposition 2.23. (a)
easily arises by applying the definition of adjoint operator. (b) is immediate consequence
of the fact that the identity map is an isometry of metric spaces from H to HJ . (c)
straightforwardly arises from (b). (d) is consequence of (a) and (b) and the relevant
definitions. Let us prove (e). Let B(R) ∋ E 7→ P (A)E be the PVM of A on H, then, since
JA = AJ , Theorem B.26 (c) (ii) guarantees that JP
(A)
E = P
(A)
E J , hence P
(A) is made of
complex linear projectors and it immediately arises that it is a PVM also with respect
to HJ . Moreover µ
(P )
x (E), and so also ∆
(P )
λ (which equals D(A) on H), turns out to be
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equal if defined on H or HJ and µ
(P ),HJ
x,y (E) = µ
(P )
x,y (E)− iµ(P )x,Jy(E), with obvious notation,
if x ∈ H and y ∈ ∆(P )λ . So, let x, y as above, then, noticing that Jy ∈ ∆(P )λ , we have
(x|Ay)J = (x|Ay)− i(x|AJy) =
∫
R
λ dµ(P )x,y − i
∫
R
λ dµ
(P )
x,Jy =
∫
R
λ dµ(P ),HJx,y
From Prop.B.24 (a) and Th.B.26 P (A) must be also the PVM of A with respect to HJ .
Since the support of P (A) is the spectrum of A both in the real and complex Hilbert space
case (Theorem B.26), the two notion of spectrum coincide. Since the point spectrum
is the set of eigenvalues, which are the same considering A as a complex-linear or real
linear operator, the two notions of point spectrum coincide as well. Since, for selfadjoint
(either real or complex) operators σc(A) = σ(A) \σp(A), the result extends to continuous
spectra.
Proof of the Theorem 2.29
Proof. (a) If A∗ = A ∈ R its PVM commutes with every bounded operator commuting
with A for theorem B.26 (c)(ii), so that the PVM is in (R′)′ = R. If the PVM P (A)
of A∗ = A belongs to R, the operators of the form
∫
R
sdP (A) belongs to R for every
simple function s. Since there exists a non-decreasing sequence of simple functions sn
converging pointwise to id : R ∋ x 7→ R (see, e.g., [Ru91]), from the second identity of
(d) of proposition B.24 and theorem B.26 (a), the monotone convergence theorem implies
that A ∈ R, since the latter is closed with respect to the strong operator topology. (b)
The proof is identical in the real and complex case see, e.g. [Re98].
(c) If R is reducible there is a non-trivial subspace invariant under the action of every
element of R. The orthogonal projector P onto that space is therefore an element of
R′, and thus LR′(H), different form 0 and I. If there is such an element in LR′(H), the
(proper) projection subspace is invariant under R which is not irreducible consequently.
(d) The proof arises form the fact that T ∈ R can be decomposed as T = S + A where
both S and iA are selfadjoint elements of R and so, thanks to (a), they are strong limit of
elements belonging to the *-algebra generated by LR(H) as seen in the proof of (a) itself.
(e) If T ∈ R is selfadjoint, its PVM belongs to LR(H) and thus also to the von Neumann
algebra LR(H)′′ proving (i). Regarding (iii), first observe that if J exists in R \ LR(H)′′
then LR(H)′′ ( R. Let us prove the converse implication and (ii) simultaneously. If
A ∈ R\LR(H)′′, then A−A∗ does, otherwise A ∈ LR(H)′′ because the selfadjoint operator
A + A∗ does. Due to proposition 2.19 (b) and R = R′′, both the factors of the polar
decomposition of A−A∗ = J |A−A∗| belong to R. Since |A−A∗|∗ = |A−A∗| ∈ LR(H)′′,
it must be J 6∈ LR(H)′′. Proposition 2.19 (d) yields J∗ = −J . Finally, from the general
properties of the polar decomposition and Remark B.17 (b), we know that −JJ = JJ∗
is the orthogonal projector onto RanJ , hence belongs to LR(H) because is selfadjoint
and a product of elements of R. This discussion also proves that (ii) is true because, if
A ∈ R, then A ∈ (LR(H) ∪ JR)′′ since A = 12(A + A∗) + 12J |A − A∗| and we know that
1
2
(A+ A∗), 1
2
|A−A∗| ∈ LR(H)′′ and J ∈ JR.
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Proof of Theorem 3.6
Proof. The proof of (a) is the same for the real and the complex case and appears in
Ch.10 of [Sc90]. Equation (21) can be derived directly from the definitions, proving (b)
for both the real and the complex case. The same holds for (22), noticing that every
Ga´rding vector x is smooth for U , hence in particular every function t 7→ Uexp(tA)x is
differentiable. This proves (c). As for (a), the proof of (d) is the same for both the
two cases and can be found in Ch.10 of [Sc90], keeping in mind that D
(U)
G equals the set
of smooth vectors for U . Now, let us prove (e). It follows directly from the universal
property in Theorem E.3 taking V as the real associative algebra of (either R-linear or
C-linear depending on the nature of H) operators on D
(U)
G . Using item (d), a direct
calculation shows that u(M) is symmetric whenever M = M+. Let us pass to (f). If
H is complex, Corollary 10.2.11 in Ch.10 of [Sc90] establishes that iu(A) is essentially
self adjoint. Since iu(A) ⊂ iA and both operators are symmetric and the second is
selfadjoint, we have that iu(A) = iA = ((iA)∗)∗ = iA, which is equivalent to say that
u(A) = A. If H is real, it is convenient to pass to consider the strongly-continuous unitary
representation UC of G on HC obtained by complexification (Ug)C of the operators Ug.
Exploiting Theorem 2.9 one immediately proves that, if A is the anti-selfadjoint generator
associated to A ∈ g by the real representation U , the complexified operator AC is the
anti selfadjoint generator associated to A ∈ g by the complex representation UC. The
G˚arding space D
(UC)
G of UC is nothing but the complexified one (D
(U)
G )C as arises from Thm
3.5. Therefore, restricting the operators to the G˚arding domains one has (AC)|D(UC)G =
(A|
D
(U)
G
)C, that is uC(A) = u(A)C, where we denoted by uC the Lie-algebra representation
associated with UC. Applying the (already proved) complex case of (f) to AC, we have
AC = uC(A) = u(A)C = (u(A))C, where the last identity arises from (3) in Proposition
2.7. We have obtained that AC = (u(A))C which is equivalent to our thesis A = u(A).
Finally, let us pass to the proof of (g). If H is complex the thesis follows immediately
from Theorem 10.2.6 in Ch.10 of [Sc90]. If H is real, taking into account (e) and the fact
that uC(A) = u(A)C for every A ∈ g, we easily get uC(M) = u(M)C. From this equation
and Prop.2.7, it follows (u(M)∗)C = (u(M)C)∗ = uC(M)∗ = uC(M) = u(M)C = (u(M))C
which concludes the proof.
Proof of Proposition 3.8
Proof. If (i) holds, by definition of the involved domains B(D
(U)
G ) ⊂ D(U)G . Since B is
bounded and u(A) closable, and exploiting Remark B.13 (a), we immediately achieve (ii).
Suppose now that (ii) holds, that is Bu(A) ⊂ u(A)B, then Prop.2.19 (a) gives Betu(A) =
etu(A)B. This is true both for the real and the complex Hilbert space cases. Since the
groupG is connected, every element g ∈ G can be written as the product of a finite number
of one-parameter subgroup elements of G, hence the thesis (iii) holds true. Regarding the
fact that (iii) entails (i), assume that (iii) is valid, i.e., BUg = UgB for every g ∈ G. In
particular, we therefore have Betu(A) = BUexp(tA) = Uexp(tA)B = e
tu(A)B for every A ∈ g
76
and t ∈ R. Exploiting again Prop.2.19 (a) we get (ii), namely Bu(A) ⊂ u(A)B. However
also (i) is valid because, if (iii) is satisfied, B
(∫
G
f(g)Ugxdµ
)
=
∫
G
f(g)Ug(Bx)dµ, hence
the G˚arding domain is invariant under the action of B and thus from (ii) we pass to
(i).
Proof of Proposition 3.15
Proof. Let x ∈ D(U)N and A ∈ g. Thanks to Theorem 3.14 it holds x ∈ D(U)G and x is
analytic for u(A). Exploiting Prop.3.13, we have that there exists tA,x > 0 such that
Uexp(tA)x = e
tu(A)x =
∞∑
n=0
tn
n!
u(A)nx, |t| ≤ tA,x .
Moreover D
(U)
N is invariant under the action of u, hence u(M)x ∈ D(U)N . Then there exits
tA,u(M)x > 0 such that
Uexp(tA)u(M)x = e
tu(A)u(M)x =
∞∑
n=0
tn
n!
u(A)nu(M)x, |t| ≤ tA,u(M)x .
Now take a positive real tx < min{tA,x, tA,u(M)x}. Using [u(M), u(A)] = 0 we have
Uexp(tA)u(M)x =
∞∑
n=0
tn
n!
u(M)u(A)nx, |t| ≤ tx .
Since u(M) is closable, it follows directly from the equations above and the invariance of
D
(U)
G under the action of U that
Uexp(tA)u(M)x =
∞∑
n=0
tn
n!
u(M)u(A)nx = u(M)Uexp(tA)x
for every |t| ≤ tx. Actually this equality holds for every t ∈ R. Indeed define Z := {z >
0|u(M)Uexp(tA)x = Uexp(tA)u(M)x, |t| ≤ z} and let t0 := supZ. Suppose that t0 < ∞,
then it is easy to see that the fact that u(M) is closable ensures that u(M)Uexp(t0A)x =
Uexp(t0A)u(M)x, hence t0 ∈ Z. We know that y := Uexp(t0A)x ∈ D(U)N , we can therefore
repeat the above reasoning finding a real ty > 0 such that u(M)Uexp(tA)y = Uexp(tA)u(M)y
for every |t| ≤ ty. Noticing that exp((t + t0)A) = exp(tA) exp(t0A), it straightforwardly
follows that u(M)Uexp(t+t0)Ax = Uexp(t+t0)Au(M)x for |t| ≤ ty, hence t0 + ty ∈ Z, which
is in contradiction with the definition of t0. This proves that t0 = ∞. As is well known
from the elementary theory of Lie-group theory, since the G is connected, every element
is the product of a finite number of elements belonging to one parameter subgroups
generated by g, so that we have actually demonstrated that u(M)Ug = Ugu(M) on D
(U)
N
for every g ∈ G. This identity implies Ugu(M)|D(U)N = u(M)|D(U)N Ug on the natural domains
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thanks to the invariance of the Nelson space under the action of the group representation.
In our hypotheses, u(M)|
D
(U)
N
is the restriction of a closable operators and thus it is
closable as well and so Remark B.17 (f) gives Ugu(M)|D(U)N = u(M)|D(U)N Ug for every g.
Using Proposition 2.16 we find D(u(M)|
D
(U)
N
) = H and u(M)|
D
(U)
N
∈ B(H), more precisely
u(M)|
D
(U)
N
= aI + bJ for some a, b ∈ R, where J = iI if H is complex, and J is a generic
complex structure if H is real. Since u(M)|
D
(U)
N
⊂ u(M), the maximality of the domain
gives u(M)|
D
(U)
N
= u(M). As the latter is selfadjoint, it follows that b = 0 and u(M) = aI
with a ∈ R ending the proof.
Proof of Lemma 5.13
Proof. Let A ∈ L(H)′, then in particular APψ = PψA where Pψ is the orthogonal projector
onto the subspace generated by ψ ∈ H \ {0}. This gives Aψ = APψψ = PψAψ which
means that for every ψ ∈ H \ {0} it holds Aψ = λψψ for some (and unique) λψ ∈ R. If
dimH = 1 the proof ends, otherwise if φ ∈ H \ {0} is linearly independent from a given
ψ ∈ H \ {0}, with the same argument it holds λφ+ψ(φ + ψ) = A(φ + ψ) = λφφ + λψψ,
that is (λφ+ψ − λφ)φ = (λψ − λφ+ψ)ψ. By linear independence it must be λφ+ψ − λφ =
λψ − λφ+ψ = 0, that is λφ = λψ. Finally, complete the initial ψ – assumed to have unit
norm – to a Hilbert basis {ei}i∈I of H so that Aei = λψei for every i ∈ I. By linearity
and continuity of A we have A = λψI ∈ RI.
Proof of Lemma 5.15
Proof. If A,B ∈ R and A+ JB = 0, then 0 = −K(A+ JB)K = A− JB. The first part
of the thesis follows immediately. To conclude we prove that RJ := R+ JR is a complex
von Neumann algebra whose commutant is trivial, this implies the second part of the
thesis because RJ = R
′′
J = {cI | c ∈ C}′ = B(HJ ). RJ is evidently a unital ∗-subalgebra
of B(HJ), hence we only need to prove that it is closed with respect to the strong operator
topology and that its commutant is made up of complex scalars. Suppose that An+JBn →
T ∈ B(HJ ) strongly. Since all the operators considered are also real linear and the norms
in H and HJ coincide, the same strong limit holds in B(H). By continuity of K we have
that AnK+JBnK → TK and AnK−JBnK = KAn+KJBn → KT strongly. From this
it easily follows that An → A and Bn → B for some real linear operators A,B ∈ B(H).
Since R is strongly closed we have A,B ∈ R so that An + JBn → A + JB ∈ RJ . We
have established that R+ JR is a complex von Neumann algebra. Finally, take T ∈ R′J ,
in particular we have [T,A] = 0 for every A ∈ R ⊂ RJ . Since T is also real linear, it
must be T = aI + bJ + cK + dJK for some a, b, c, d ∈ R. Since it also holds [T, J ] = 0,
it must be T = aI + bJ . In other words T = (a+ ib)I which is equivalent to say that RJ
has trivial commutant concluding the proof.
Proof of Lemma 5.16
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Proof. Let A ∈ L(H)′, then, reasoning as in the proof of Lemma 5.13 we conclude that
for every ψ ∈ H\{0} it holds Aψ = ψλψ for some and unique λψ ∈ H. Again, if φ ∈ H{0}
is linearly independent from a given ψ ∈ H \ {0}, we find λφ = λψ. Next step consists in
proving that λψ ∈ R. Let p ∈ H\{0}. Clearly, if ψ, φ are linearly independent then so are
ψ, φp, hence λφ = λψ = λφp. Now, we have (φp)λφ = (φp)λφp = A(φp) = (Aφ)p = (φλφ)p
from which it immediately follows pλφ = λφp. Being p generic, λφ must be real. The
conclusion follows as in the proof of Lemma 5.13.
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