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Abstract
The spatial organization of a population plays a key role in its evolutionary dynamics
and growth. In this thesis, we study the dynamics of range expansions, in which
populations expand into new territory. Focussing on microbes, we first consider how
nutrients diffuse and are absorbed in a population, allowing it to grow. These nutrients
may be absorbed before reaching the population interior, and this “nutrient shielding”
can confine the growth to a thin region on the population periphery. A thin population
front implies a small local effective population size and enhanced number fluctuations (or
genetic drift). We then study evolutionary dynamics under these growth conditions. In
particular, we calculate the survival probability of mutations with a selective advantage
occurring at the population front for two-dimensional expansions (e.g., along the surface
of an agar plate), and three-dimensional expansions (e.g., an avascular tumor). We
also consider the effects of irreversible, deleterious mutations which can lead to the
loss of the advantageous mutation in the population via a “mutational meltdown,” or
non-equilibrium phase transition. We examine the effects of an inflating population
frontier on the phase transition. Finally, we discuss how spatial dimension and frontier
roughness influence range expansions of mutualistic, cross-feeding variants. We find here
universal features of the phase diagram describing the onset of a mutualistic phase in
which the variants remain mixed at long times.
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xChapter 1
Introduction
1.1 Motivation and Random Walks
Figure 1.1.1: Complex spatial organization occurs in many diverse populations of organ-
isms. In the left panel, a biofilm of Bacillus subtilis [1]. In the center, a coral flares out its
branches in a complex, fractal arrangement. In the right panel, we see a satellite image
of the Nile river valley taken at night (image credit: NASA Earth Observatory/Suomi
NPP). The city lights show the heavily-populated areas.
Populations of living organisms exhibit a remarkable variety of complex spatial
organization. Some particularly striking examples are shown in Fig. 1.1.1. In certain
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cases, such as the bacteria in the left panel of Fig. 1.1.1, the organization is generated
dynamically. In other cases, such as the distribution of human life in the right panel, the
organization is heavily influenced by aspects of the environment, such as its geographical
features. In either case, the organization can profoundly impact how the population
evolves and grows.
In this thesis, we will focus on simple, asexual organisms, and attempt to uncover
general features of the interaction between spatial organization, growth, and evolution.
Since we will be interested in the collective behavior of many organisms, the tools of
statistical physics will be indispensable. In the spirit of the theory of phase transitions
and critical phenomena, we will try to distill out the features of these interactions
which are insensitive to the microscopic details of either the spatial organization or the
organisms. This coarse-grained approach reveals the effects of macroscopic properties
such as the spatial dimension and geometry of the population. It is also worth noting
that living organisms, by consuming energy, reproducing, etc., are far from equilibrium.
So far, we do not know of a universal description of non-equilibrium processes that would
serve as the analogue of the Boltzmann and Gibbs treatment of equilibrium statistical
mechanics. Hence, beyond the biological implications, our analyses provide important
examples and test cases for developing fundamental theories of statistical states out of
equilibrium.
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Figure 1.1.2: An image (adapted from Ref. [2]) of a range expansion of an initial disk-
like inoculation of a 50-50 mixture of green-fluorescing and red-fluorescing (and otherwise
identical) E. coli on an agar plate. The initial inoculation, or “homeland” is region I in the
image. In region II, the red and green strains remain mixed, but start to fix locally. After
some time, as the population grows outward in region III, genetic sectors of the green and
red strains develop. This thesis is concerned with understanding the dynamics of such
sectors, especially under the influence of an inflating circular (or spherical) population
frontier.
Microbial populations are particularly well-suited for our purposes because they are
easily cultured in the laboratory, and we may study their evolution as their generation
time can be quite small (  1 hour). Such populations require nutrients and space in
order to grow, and this thesis will focus on populations expanding into new territory
while consuming nutrients from the surrounding medium. Such growth is called a range
expansion. These range expansions are ubiquitous, and describe the growth of cancerous
tissue, biofilms, microbial colonies, the migrations of early humans, and many other
populations. It is also easy to visualize the evolutionary dynamics in these populations
through the use of fluorescent markers. In Fig. 1.1.2 we show a range expansion of
Escherichia coli in which a mixture of two bacterial strains labelled with different
fluorescent markers (but otherwise identical) is inoculated at the center of an agar plate.
The population then grows outward with circular population fronts. Most of this thesis
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focuses on the dynamics of the colors when the strains can mutate into each other or
have selective advantages. We also study the generalization of these dynamics to three
dimensions.
Diffusion and absorbing states will serve as important, overarching mathematical
themes in this thesis. First, the diffusion of a particle toward an absorbing location is a
canonical example of a Markovian, non-equilibrium process. A Markovian process is one
in which the system has no memory of its previous states, so transitions between system
configurations C and C  are independent of the history of the system. Such a process is
often most easily described via a master equation, which is the equation describing the
evolution of the probability P(C,t) of observing the system in a particular configuration
C at time t. This equation reads
∂tP(C,t) =
X
C 
[w(C
  → C)P(C
 ,t) − w(C → C
 )P(C,t)], (1.1)
where w(C → C ) is the probability per unit time that a system in configuration C
transitions into configuration C  and ∂t is a partial derivative with respect to the time t.
Figure 1.1.3: A random walk on the lattice Zd with lattice spacing a and spatial dimension
d. A small section of the lattice is shown for d = 1,2,3. We place an absorbing site at
the lattice origin r = 0.
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Let’s consider the master equation for a simple random walk model, where a walker
moves around on a cubic lattice with lattice spacing a. We’ll suppose that the walker
steps to one of the nearest neighbor sites (chosen with equal probability) with a rate q.
The stepping will be independent of the walker’s history, so this is a Markovian processes
describable by Eq. (1.1). Our configurations C will just be the walker position r, which
we take to be some r = an, where n   Zd is an n-tuple of integers in d dimensions. On
this lattice there are 2d nearest neighbors for each lattice site. Hence, the rate at which
the random walker hops to a particular nearest neighbor site must be q/2d. Thus, the
master equation transition rates are
w(r → r + aΔ) =
q
2d
  (0,1), (1.2)
where Δ = (1,0,0,...),(0,1,0,...) are n-tuples pointing to the direction of one of the
2d nearest neighbor of the lattice site at r. The master equation is
∂tP(r,t) =
q
2d
X
Δ
[P(r + aΔ) − P(r,t)]. (1.3)
We also suppose that at the origin of the lattice, r = 0, we have an absorber. Any
random walker that reaches the origin will be absorbed, which introduces the boundary
condition P(0,t) = 0. This discrete random walk model is illustrated in Fig. 1.1.3. We
also recognize that the left-hand side of Eq. (1.3) is a finite-difference formula for the
Laplacian operator  2 in the limit a → 0. Taking a → 0 such that D ≡ a2q/2d is finite,
we find the probability obeys
∂tP(r,t) = D 
2P(r,t). (1.4)
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Equation (1.4) is the diffusion equation and describes how the probability density P(r,t)
of finding a walker at position r and time t evolves over time. This equation and various
generalizations will show up over and over again in this thesis. It is of interest to look at
some solutions.
We now consider the concentration ψ(r,t) of N random walkers, defined by
ψ(r,t) = NP(r,t). This concentration clearly also satisfies Eq. (1.4). An illuminating
initial condition is a uniform concentration ψ(r,t = 0) = ψ0. We may now solve Eq. (1.4)
in the presence of the absorber. An invaluable mathematical tool in solving diffusion
equations is the Laplace transform, which takes a function f(x) to
F[s] ≡
Z ∞
0
f(x)e
−sx dx. (1.5)
The function f(x) can be recovered by integrating s over a line parallel to the imaginary
axis in the complex plane:
f(x) =
1
2πi
Z γ+i∞
γ−i∞
F(x)e
sx dx. (1.6)
Taking a Laplace transform of Eq. (1.4) and assuming a spherically symmetric solution
[so that ψ(r,t) = ψ(r = |r|,t)], we find that the diffusion equation reduces to
sψ(r,s) − D

∂2
∂r2 +
d − 1
r
∂
∂r

ψ(r,s) = ψ(r,t = 0) = ψ0. (1.7)
Equation (1.7) is now just an ordinary differential equation in the variable r. We now
solve it with an absorbing boundary condition. Our absorber is at the origin, and we’ll
assume it is an absorbing d-dimensional sphere with radius a. Then, our boundary
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condition is ψ(r = a,s) = 0. The solution to Eq. (1.7) is [3]
ψ(r,s) =
ψ0
s
"
1 −
r
a
1−d/2 K1−d/2(r
p
s/D)
K1−d/2(a
p
s/D)
#
, (1.8)
where Kν(z) is a modified Bessel function of the second kind [4]. For d = 1 and d = 3,
Eq. (1.8) is easily invertible because the Bessel functions reduce to K±1/2(z) = e−xp
π/2x.
For d = 2, the inversion is more difficult and we’ll have to make some approximations.
Figure 1.1.4: Solutions for the concentration of random walkers in a d-dimensional space
with a spherical absorber of radius a = 1 at the origin for various Dt (measured in units
of a2). For d = 1,2, the concentration eventually becomes completely depleted, as each
random walker will eventually reach the absorber. For d = 3, the solutions approach a
non-trivial steady-state satisfying Laplace’s equation as Dt → ∞.
Inverting Eq. (1.8) yields the full time-dependent solutions
ψ(r,t) =

         
         
ψ0 erf

r − a
√
4Dt

d = 1
ψ0
2πi
Z γ+i∞
γ−i∞
est
s
"
1 −
K0(r
p
s/D)
K0(a
p
s/D)
#
ds ≈
ψ0 ln(r/a)
ln

2e−γE
√
Dt/a
 d = 2
ψ0

1 −
a
r

+
aψ0
r
erf

r − a
√
4Dt

d = 3
, (1.9)
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where we expanded the solution for d = 2 to leading order in 1/ln[Dt/a2]   1, an
approximation valid for long times. In the d = 2 solution, γE ≈ 0.577 is Euler’s constant.
These solutions are plotted in Fig. 1.1.4 for different times (time and space can be
rescaled so that D = a = 1). Notice some crucial features of these solutions: For
d = 1 and d = 2, we have ψ(r,t → ∞) → 0. This means that in these dimensions,
the concentration around the absorber becomes depleted completely over time. This
behavior is a manifestation of the fact that random walks are recurrent in d = 1 and
d = 2. That is, random walkers will return to their initial position with probability 1 in
one and two dimensions. However, in three dimensions, random walkers have a chance
of escaping and never returning! In our problem, this means that any random walker
that is some finite distance away from the absorber will eventually get absorbed for
d = 1,2. Conversely, for d = 3, the random walker may escape and never reach the
absorber. Another important fact is that we may only take the a → 0 limit without
disturbing the concentration profile too much in the d = 1 case. Note that when we
send a → 0 in Eq. (1.9) for d = 2,3 , the absorbing point disappears completely and we
find ψ(x,t) = ψ0! This is an important point: The problem of diffusion to an absorber
requires a short distance (ultra-violet) cutoff for d = 2,3. In other words, the absorber
must be of non-zero size in order to find a meaningful solution to the problem.
Note that, over time, for d = 3 in Eq. (1.9), the concentration field ψ(r,t) approaches
a non-trivial steady-state form ψ(r,t → ∞) = ψ0(1 − a/r) (dashed black line in right
panel of Fig. 1.1.4). This form is independent of the diffusion constant D and is simply
the solution to Laplace’s equation
 
2ψ(r) = 0. (1.10)
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If ψ(r,t) represents the concentration of a nutrient outside a metabolizing cell of radius
a, the steady-state may be reached quite rapidly relative to the time scales of interest,
such as the division time of the cell. We will exploit this fact in Chapter 2 where we
study solutions to the simpler, time-independent Eq. (1.10) in three dimensions in
order to understand how nutrients diffuse and are absorbed in clusters of cells. The
two-dimensional case, d = 2, is marginal. It is the dimension at which a random walkers
all eventually reach the absorber, but this process may take an extremely long time.
Note that the depletion of the concentration field around the absorber grows only
logarithmically in time in this case.
The d = 3 solution in Eq. (1.9) is clearly important for nutrient diffusion and
absorption (see Chapter 2). However, the problem of diffusing walkers with an absorbing
site will actually turn out to be relevant for our analysis of evolutionary dynamics, as
well! It’s already possible to see an aspect of this in region III of Fig. 1.1.2. It turns out
that the boundaries between the differently colored sectors behave like random walkers.
In the absence of natural selection, the random walks are unbiased. We shall see that
the extinction of a genetic sector is related to a pair annihilation event between adjacent
boundaries. This is how the absorbing events come into the picture and, eventually, the
d = 1 solution of the diffusion equation in Eq. (1.9) (see Chapter 3). In fact, it turns
out that the d = 2 solution will be relevant for three-dimensional range expansions, such
as the growth of spherical microbial colonies in soft agar (see Chapter 4). Thus, the
solutions in all dimensions d = 1,2,3 will be important, and the diffusion equation with
an absorbing boundary condition is an overarching mathematical concept in this thesis.
We discuss these ideas in more detail below.
This thesis is organized as follows: In Chapter 2 we analyze nutrient diffusion
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and absorption in clusters of cells, generalizing the simple diffusion problem discussed
above to multiple, partially absorbing spherical absorbers. We use effective medium
theory to calculate the characteristic screening length ξ(φ,ν) of the nutrients inside the
cluster, as a function of the cell packing fraction φ and the single-cell dimensionless
absorption strength ν. In Chapter 3 we study two-dimensional range expansions, as
might occur on the surface of a Petri dish. In Chapter 4 we extend our analysis to three
dimensions, focussing on the survival probability of selectively advantageous mutations
at the frontier. Finally, in Chapter 5, we consider range expansions of two species
which provide either a growth enhancing or inhibiting effect to each other when they
are in close proximity (via, e.g., a secreted nutrient or poison, respectively). We study
how the spatial dimension and geometry of the population front influences the onset of
the mutualistic phase in which the two species remain locally mixed during the range
expansion. In the remainder of this chapter, we provide introductory material for each
of these topics.
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1.2 Nutrient Shielding
Figure 1.2.1: (a) A confocal microscope image (courtesy of J. H. Koschwanez) of the
bottom of a roughly hemispherical yeast colony growing on the bottom of a glass well
inside a nutrient-rich liquid medium with a glucose concentration ψ∞ ≈ 4 mM. The green
fluorescent color indicates active cell divisions, in contrast to the blue colors, indicating
regions where cell divisions have ceased. We see a screening length   is present, indicating
the fraction of the population that is receiving enough nutrients to grow. (b) A slice of a
multicellular tumor spheroid of rat osteogenic sarcoma cells with a region A of viable cells
and a region B of necrotic cells, which do not receive enough nutrients due to nutrient
shielding. This image is taken from Ref. [5].
We study nutrient diffusion and absorption in clusters of cells in Chapter 2. These
processes are important because many living organisms require a diffusive transport of a
nutrient. For example, in human tissue, oxygen must diffuse to the cells. In yeast cells
growing in a nutrient broth, sugar molecules must diffuse to the cell surface before this
fuel can be taken up and metabolized. However, when the cells are closely packed in a
cluster, the cells on the periphery of the cluster will “shield” the cells on the interior from
the nutrients. This “nutrient shielding” can sometimes arrest the growth of the interior
cells, as illustrated for yeast cells in Fig. 1.2.1(a). Nutrient shielding is also important in
cancerous tissue which has not yet developed a vascular system (avascular tissue), which
will only grow as long as enough nutrients are able to reach it from the surrounding
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medium via diffusion. When nutrient can no longer penetrate into the cancer interior, a
necrotic region of dead cells develops, as illustrated in Fig. 1.2.1(b). In order to grow into
a larger tumor, the cancerous tissue may circumvent the nutrient shielding by developing
a vascular system to transport nutrients into the tissue interior.
Our simple analysis of random walkers in the previous subsection already tells
us something about the length  . The steady-state solution for the concentration of
diffusing particles in the presence of the absorber for d = 3 [t → ∞ in Eq. (1.9)] tells us
that at long times, a non-trivial concentration profile develops around the cell, which
we assume here is perfectly absorbing. This concentration profile will have a gradient,
which according to Fick’s law means that there will be a steady-state flux of particles
into the absorber. The resulting flux density j(r) into the cell may be integrated over
the spherical absorber surface S to yield a total flux
J =
Z
S
j(r)dr = 4πa
2j(a) = 4πa
2Dψ0
∂ψ
∂r




r=a
= 4πaDψ0. (1.11)
This result, first calculated by Smoluchowski in 1916 [6], has the interesting feature that
the flux, perhaps counter-intuitively, grows with the radius a of the absorber, instead of
a2 as one might expect if it were to scale with the surface area.
If there is a collection of such absorbers, then, if they are sufficiently far apart, each
one will have the same steady-state flux. We can then replace ψ0 in Eq. (1.11) by the
local steady-state concentration ψ(r). Then, if the packing fraction φ of cells is dilute,
so φ   1, these fluxes will deplete the concentration. This depletion can be interpreted
as a local chemical reaction. At each point r in space, there will be a reaction between
nutrient particles and the absorbing cells. The reaction will have a chemical kinetic
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equation, which in general looks like
∂tψ(r,t) = −R[ψ(r,t)], (1.12)
where R[ψ(r,t)] is the reaction rate at which the concentration is depleted. If the cells
have a uniform number density n = 3φ/(4πa3):
R[ψ(r,t)] ≈ 4πaDnψ(r,t) =
3φD
a2 ψ(r,t) ≡ k(φ)ψ(r,t), (1.13)
where we have identified a rate coefficient k(φ) = 3φD/a2. We can extract a characteristic
length ξ by recognizing that the reaction dynamics in Eq. (1.12) which deplete the
nutrient will be balanced by the diffusive transport of the nutrient into the depletion
zone. This balance will establish an exponentially decaying steady-state nutrient
concentration inside the cell cluster. The characteristic exponential decay length can be
found by simple dimensional analysis. The only combination of k and D that yields a
length is
ξ =
r
D
k
=
a
√
3φ
. (1.14)
As expected, as the cluster becomes more and more dilute and φ → 0, the nutrient will
be able to penetrate further into the cluster and the screening length ξ → ∞.
The analysis sketched here is extended and its major deficiencies are discussed
and remedied in Chapter 2. First, as mentioned above, we have also assumed the cells
are perfectly absorbing. This is not realistic for many kinds of cells, and yeast cells in
particular. Most glucose particles that hit a yeast cell as they random walk in the liquid
medium are reflected back. Second, when the cells are crowded, like in the yeast colonies
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in Fig. 1.2.1(a), the deformations of the concentration field by one cell will clearly change
the concentration field that nearby cells experience. We take these cell correlations into
account in Chapter 2 by introducing an effective medium theory, in which we model the
cell cluster as a homogeneous, reactive medium. Nutrients in this medium will experience
some effective diffusion coefficient Deff and an effective reaction rate Reff[ψ(r)], which
will depend on the local nutrient concentration ψ(r). We argue using a linear response
theory that
Reff[ψ(r)] ≈ keffψ(r), (1.15)
where keff is an effective rate coefficient. Hence, inside the cluster of cells, the nutrient
concentration will no longer obey the simple diffusion equation. Instead, we will have an
diffusion equation with a reaction term:
∂tψ(r,t) = Deff 
2ψ(r,t) − Reff[ψ(r,t)] ≈ Deff 
2ψ(r,t) − keffψ(r). (1.16)
The effective medium procedure discussed in detail in Chapter 2 then provides a
self-consistent method of determining Deff = Deff(ν,φ) and keff = keff(ν,φ) as functions of
the cell packing fraction φ and the absorption strength ν of each cell (discussed below).
The effective medium approximation procedure is outlined in Fig. 1.2.2. Note that our
simplified derivation with perfectly absorbing cells, interpreted in this effective medium
language, yields Deff = D and keff = 3φD/a2.
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Figure 1.2.2: A schematic of the effective medium approximation developed in Chapter 2
for nutrient absorption in a cluster, or colony, of cells immersed in a nutrient bath with
some steady concentration ψ∞ (red halos) far from the cluster. The cluster is approx-
imated as a homogeneous “effective medium” in green. In the interstitial parts of the
cluster, nutrient particles (red dot) perform random walks (red line) until they react with
a cell (orange spheres) and get absorbed (red cross). The nutrient concentration field
ψ = ψ(r,t) then obeys a simple diffusion equation with absorbing boundary conditions
at the cell surfaces. In the effective medium approximation, the concentration obeys a
reaction-diffusion equation instead. The nutrient particles diffuse with an effective diffu-
sion constant Deff and spontaneously disappear (react) with a rate coefficient keff, which
will depend on the arrangement of cells in the cluster and the individual cell absorption
properties.
In Chapter 2, we will allow for cells to be partially absorbing by generalizing the
boundary condition at the cell surface S. As discussed above, perfect absorbers have
ψ(r) = 0 for all r   S. A more general condition, called a radiation boundary condition,
states that the concentration is proportional to the diffusive flux of nutrients at the
surface, which itself must be proportional to the concentration gradient:
D ˆ n ∙  ψ(r) = κψ(r) for all r   S, (1.17)
where ˆ n is a unit-vector normal to the cell surface at r and κ is an absorption strength.
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We can define a dimensionless absorption strength ν by introducing the cell radius a:
ν ≡
κa
D
. (1.18)
Note that as ν → 0, ˆ n ∙  ψ(r) → 0 and no nutrients will enter the cell. Conversely, as
ν → ∞, we recover the perfect absorber condition ψ(r) = 0. We may now use these
partially absorbing cells to find the appropriate rate coefficient keff(φ,ν), which will now
depend on ν as well as the cell packing fraction φ. In the effective medium theory, we
also assume that the nutrient diffusion is modified inside the cell cluster, due to the
confinement of cells in the cell interstices prior to absorbtion. Hence, we will have a
“renormalized” diffusion coefficient Deff(φ,ν) which will also depend on the packing
fraction and the absorption strength.
Figure 1.2.3: A model of a partially absorbing boundary condition in one dimension.
The red nutrient particles perform random walks until they reach the set at x = a. Then,
if the particle hopes left to x = 0, it gets immediately absorbed with probability pabs or
reflected with probability 1 − pabs.
What is the meaning of ν and how might the radiation boundary condition in
Eq. (1.17) be derived? The master equation formalism in Eq. (1.1) provides a simple,
illuminating derivation. Suppose for simplicity we have a random walk in one dimension.
Then, suppose there is a partially absorbing cell wall at location x = a. We will assume
that as soon as a nutrient particle at this location attempts to penetrate the barrier
to move to x = 0, it will get absorbed only with probability pabs. Otherwise, it gets
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reflected back (which must happen with probability 1 − pabs), as illustrated in Fig. 1.2.3.
This model is also analyzed in detail in Refs. [3, 7].
We can re-write the master equation in Eq. (1.3) for d = 1 by recognizing the
left-hand side as a difference between fluxes:
∂tP(x,t) =
q
2
[P(x + a,t) + P(x − a,t) − 2P(x,t)] = J(x − a,t) − J(x,t), (1.19)
where we have identified a nutrient flux J(x,t) into site x at time t:
J(x,t) = −
q
2
[P(x + a,t) − P(x,t)]. (1.20)
Equations (1.19) and (1.20) are discrete versions of the continuity equation (∂tP + ∙J =
0) and Fick’s first law (J = −D P), respectively. Let’s now look at what happens to
the flux to the origin, J(x = 0,t). We know that particles will enter this site only if they
hopped from x = a and were absorbed. Hence,
J(x = 0,t) = −
pabsq
2
P(x = a,t), (1.21)
where the minus sign means that the flux is coming from the right (toward the negative
x axis in Fig. 1.2.3). We now equate this result for J(x = 0,t) to the general expression
from the discrete Fick’s law in Eq. (1.20). Upon taking the small a limit and Taylor
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expanding, we have
pabsP(a,t) = P(a,t) − P(0,t) (1.22)
P(a,t) − P(0,t)
a
≈
∂P(x,t)
∂x




x=0+
=
pabs
a(1 − pabs)
P(0,t) ≡
κ
D
P(0,t). (1.23)
Equation (1.23) is the desired radiation boundary condition! Hence, in this discrete
model, the dimensionless absorption strength ν is very simply related to the probability
of absorption pabs:
ν =
κa
D
=
pabs
1 − pabs
. (1.24)
In fact, there are many ways of deriving this partially absorbing radiation and it is quite
general. We give another derivation in Chapter 2 where we model the cell wall as a
potential barrier.
Nutrient shielding will not only be important for the population growth dynamics,
but also for evolution. In particular, only the viable cells near a frontier will be able
to propagate their genetic information to future generations. For example, only the
yeast cells in the green rim in Fig. 1.2.1(a) and the cancer cells in the region “A” in
Fig. 1.2.1(b) will form lineages by cell division. Hence, nutrient shielding will determine
the effective population size for the evolutionary dynamics. It might also completely
arrest the spread of a population. For example, when combined with pressure from the
external, healthy tissue, nutrient shielding may arrest the spread of cancer cells. The
necrotic region “B” in Fig. 1.2.1(b) will result in a volume loss as cells undergo apoptosis
and are flushed out of the cluster. This volume loss can be balanced by cell division and
growth in the viable region, resulting in a kind of “treadmilling” effect where cells at
the tumor surface constantly divides while remaining the same radius. We consider the
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evolutionary implications of these growth regimes in detail in Chapters 3 and 4.
1.3 Evolution of Range Expansions with Inflating
Frontiers
In Chapter 3 and 4 of this thesis, we will study range expansions of populations with
some characterstic size, or radius, R(t) at time t. In general, R(t) can have a complicated
time dependence. If all cells in the population are dividing, then we generally expect
that the range expansion size grows exponentially like R(t)   eλt, where λ is the cell
growth rate. However, effects such as nutrient shielding, discussed in Chapter 2, can slow
down this growth. For example, small avascular tumors will often grow approximately
linearly in time, with R(t)   t until they reach a maximum size Rmax. After this point
they will “treadmill” as discussed above. We will be able to capture many biologically
growth regimes by studying a general power-law growth
R(t) = R0

1 +
t
t 
Θ
, (1.25)
where t  is a cross-over time and Θ is a growth exponent. In general, both of these
paramters would have to be fit to experiments. However, we already know that the
linearly inflating case Θ = 1 and the “treadmilling” regime Θ = 0 will be relevant. These
regimes are indicated for tumor growth in Fig. 1.3.1(a). Also, since Θ decreases from 1
to 0 over the growth history of the tumor, intermediate cases with 0 < Θ < 1 are also of
interest.
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Figure 1.3.1: (a) Experimental results from Ref. [8] for the average diameter and standard
deviation (error bars) of 70 tumor spheroids cultured in agar. There is a clear linear
inflation regime in which the tumor spheroid diameter grows approximately linearly in
time, R(t)   tΘ with Θ = 1. The tumors eventually saturate at some constant maximum
diameter, corresponding to a “treadmilling,” Θ = 0, growth regime. (b) Two-dimensional
expansions of E. coli on agar plates, taken from Ref. [9]. In the top panel, an expansion
off of a razor blade inoculation is shown. This corresponds to a Θ = 0 growth regime
because the population front along the horizontal direction in the micrograph remains the
same size. Conversely, in the bottom panel, a circular expansion has an inflating frontier
which increases linearly in time, so that Θ = 1.
The Θ = 0 and Θ = 1 regimes are also important in range expansions of microbes.
A Θ = 0 expansion may be realized by inoculating the microbes in a straight line on an
agar plate with a razor blade, for example. Then, as the microbial colony grows out, the
long edge of the razor blade inoculation will stay roughly the same size (provided that
the population front does not undulate too much), similar to treadmilling. Conversely,
if we inoculate the microbes in a disk-shaped “homeland” using a pipette, say, the
resulting colony will grow out radially with circular population fronts with radii that
grow approximately linearly in time, i.e., R(t)   t. These two cases are illustrated in
Fig. 1.3.1. We study two-dimensional range expansions like this in Chapter 3 using
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simulations and analytic techniques. A realization of a circular expansion in a simulation
is shown in Fig. 1.3.2(a). For these two-dimensional expansions, we focus in Chapter 3
on populations that grow out as monolayers of cells with a population front that is a
single cell wide. This limit is interesting because the local effective population size for
the evolutionary dynamics is extremely small and small number fluctuations, or “genetic
drift” will play an important role.
Figure 1.3.2: (a) A simulation of a circular range expansion with a radius R(t)   t
increasing linearly in time (Θ = 1). The “homeland” consists of mixed, selectively neutral
red and green species. We indicate boundaries between red and green genetic sectors by
blue diamonds. Yellow crosses indicate pair annihilation events between these boundaries.
(b) Range expansions at different inflation exponents Θ can be realized by growing cells
on surfaces with different curvatures. These surfaces are illustrated in the figure, along
with some example range expansion evolutions for the “treadmilling” Θ = 0 case and the
linearly inflating Θ = 1 case. Note that the cylindrical Θ = 0 is similar to a razor blade
inoculation, but with periodic boundary conditions.
Another way of understanding the different growth exponents Θ is to consider a
population, such as a biofilm, growing over a surface. Then, provided that the cells grow
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at a uniform surface density, each exponent Θ will correspond to a different kind of
surface. We show some examples in Fig. 1.3.1(b). The Θ = 0 and Θ = 1 cases are realized
in simulations in Chapter 3. However, our analytic theory can be done for arbitrary Θ,
such as Θ = 1/2. Chapters 3 and 4 focus on the evolutionary dynamics in populations
with these different growth regimes in two and three dimensions, respectively. In two
dimensions, we already know that random walkers will again play an important role.
Note from Fig. 1.3.2(a) that a mixture of two neutral strains will form genetic sectors.
The genetic sector boundaries will wander as the green and red cells divide and push
each other at the frontier. If two such sector boundaries meet, they will annihilate as
illustrated in the figure. Hence, we again have diffusing random walkers with absorption!
For Θ > 0, however, we have the additional complication that the random walkers live
on a population frontier that is increasing in size. Hence, they are random walkers
in an “inflationary universe.” Note that these random walkers live in an effectively
one-dimensional space. This illustrates the concept of dimensional reduction. Although
our population expansion is two-dimensional, the population frontier at which all of the
evolutionary dynamics happens is one-dimensional. The radial direction perpendicular
to the front, then, may be treated as a time-like direction: as the population frontier
sweeps out radially, the population that is left behind represents an evolutionary history
of the population.
22CHAPTER 1. INTRODUCTION
Figure 1.3.3: A plot of the transformed time coordinate tc, relevant for diffusion in an
inflationary environment that grows according to Eq. (1.25) for various growth exponents
Θ. When Θ = 0, tc = t. Note that for t   t , tc ≈ t. However, for t   t , tc approaches
a finite value for all Θ > 1/2. Otherwise, if Θ ≤ 1/2, tc → ∞ as t → ∞. This means
that a single genetic sector will take over for all Θ ≤ 1/2. However, for Θ > 1/2, there is
a non-zero probability that multiple genetic sectors survive at long times.
The effects of the inflation can be understood by considering the angular distance
φ between two genetic boundaries along the frontier of a circular expansion with radius
R(t). We’ll ignore the periodicity in φ for simplicity by analyzing small genetic sectors for
which φ   2π, so we can extend our range to φ   (−∞,∞), with negligible corrections.
For monolayer growth, after a generation time τg a green or red cell near the boundary
will divide and may push its daughter cell into the opposite cell color territory. Hence,
after time τg, φ may change by an amount Δφ   ±a/R(t). If the circular expansion
front remains locally flat due to, say, surface tension effects, this boundary jostling (on
either side of the sector) will happen every generation and φ will perform a random
walk! Also, note that if at any time the angle φ goes to zero, it will stay zero because the
sector will have gone extinct. Thus, φ = 0 is an absorbing state. Hence, we may apply
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the master equation approach of Eq. (1.1) to find a diffusion equation for the probability
P(φ,t) of observing a particular φ at time t. The effects of the inflating boundary are
then captured by a time-dependent diffusion coefficient, whose time dependence may be
transformed away with a variable change:
∂tP(φ,t) =
D
[R(t)]2
∂2P(φ,t)
∂φ2   ∂tcP(φ,tc) =
D
R2
0
∂2P(φ,tc)
∂φ2 , (1.26)
where D   a2/τg and we have introduced a new time variable
tc ≡ tc(t) =
(1 + t/t )1−2Θ 
(1 + t/t )2Θ−1 − 1

2Θ − 1
t
 , (1.27)
where t  is the crossover time appearing in Eq. (1.25). This expression for tc at various
Θ is plotted in Fig. 1.3.3.
The expression for tc in Eq. (1.27) already reveals quite a bit about the effects of
the inflating frontier. We already mentioned that random walks are recurrent in one
dimension. This means that if R(t) = R0 is a constant, we expect φ to eventually reach
zero. Thus, all genetic sector boundaries pair annihilate at long times and a single sector
reaches fixation. However, for this to happen with probability 1, we have to wait an
infinitely long time (t → ∞). In an inflationary scenario, φ will perform a random
walk, but in the transformed time coordinate tc. Hence, to ensure that φ eventually
vanishes, we require that tc → ∞ in the diffusion equation in Eq. (1.26) as t → ∞. For
populations with Θ = 0 (razor blade inoculation, or range expansion on a cylinder),
tc = t and everything is consistent. However, note from Fig. 1.3.3 that tc → ∞ for
all Θ ≤ 1/2. This means that a single sector must eventually reach fixation for all
Θ ≤ 1/2, as well. What happens for Θ > 1/2? In this case, as t → ∞, tc → t /(2Θ − 1)
24CHAPTER 1. INTRODUCTION
approaches a finite limit! Thus, there will always be some residual probability that φ
never reaches zero as t → ∞. Hence, the population may have multiple genetic sectors
at long times, as illustrated for Θ = 1 in the circular expansions in Fig. 1.3.1(b) and
Fig. 1.3.2(a). Our model for R(t) in Eq. (1.25) can also describe an exponentially
expanding population, which may occur when nutrient shielding is absent. We simply
take Θ,t  → ∞ such that tR = t /Θ is a finite characteristic time. Then, R(t) = R0et/tR
and tc(t) = tR(1 − e−2t/tR)/2. This time approaches the finite limit tc → tR/2 as t → ∞.
The average sector number [for a slightly different general power-law growth of R(t)] is
calculated in Chapter 2.
What happens in three-dimensions? This case is considered in detail in Chapter 4.
Unlike the two-dimensional case, a mapping of sector boundaries to random walks is not
available. Indeed, the population front will be effectively two-dimensional so that the
genetic sectors now form “patches.” These patches will have complicated shapes. Hence,
we need a different tool to analyze the evolutionary dynamics. To understand this, let us
generalize our discussion a bit and allow the green strain to have a selective advantage
over the red strain. Then, if the growth rates of the green and red strains are Γg and Γr,
respectively, then we can define a selection coefficient via
s =
Γg − Γr
(Γg + Γr)/2
≥ 0. (1.28)
Then, to further generalize our dynamics, we also assume that green cells can mutate to
red cells with some rate μ (see next section for a biological justification).
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Figure 1.3.4: (a) We can model a well-mixed population of N asexual cells with the Moran
model of population genetics [10]. At each time step, we pick one cell to divide with a
probability proportional to its growth rate (Γg,r for green and red cells, respectively) and
another one to die. Cells can then mutate with some rate μ from green to red. (b)
A simulation of a range expansion with a uniform, flat front that is just a single cell
wide. The evolutionary dynamics can be related to a stepping-stone model of a series of
connected well-mixed populations via a coarse-graining. In addition to the Moran model
dynamics, each “stepping stone” population exchanges a fraction m of cells with their
nearest neighbors every generation.
The main tool we use to study the evolutionary dynamics of the competing red
and green species is stochastic calculus. In particular, we derive an evolution equation
for the coarse-grained fraction f(x,t) of the green species at a point x along the
population frontier at time t. The derivation involves mapping the range expansion to a
stepping-stone model [11] in which adjacent well-mixed populations at each site interact
by exchanging organisms. Upon coarse-graining, each group of N adjacent cells along
the population front is regarded as a well-mixed population. Each well-mixed population
[see Fig. 1.3.4(a)] will have its own evolutionary dynamics. We then allow for exchange
of a fraction m of the N cells between neighboring populations, as shown in Fig. 1.3.4(b).
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The exchange can be performed in many different ways [12], but always yields a diffusion
term D 2f(x,t) in the evolution equation for f(x,t), where D ≈ ma2/τg, where a is the
cell diameter and τg a generation time [12, 13]. To match our coarse-grained results to
simulations of range expansions with population fronts of one cell width, we will have to
take N → 1, which maximizes the importance of number fluctuations at the frontier.
The exchange dynamics are also fixed in this case with m = 1 (see Chapter 3 for more
details). In this case, we also have D ≈ a2/τg. We model the evolutionary dynamics
in each well-mixed population using a Moran model [10] illustrated in Fig. 1.3.4(a). In
this model, we pick two cells at random from the N cells in a test tube (or “deme”) at
every time step Δt = τg/N (τg is a generation time). One of the two cells divides with
a probability proportional to its growth rate Γg or Γr if it is green or red, respectively.
(For example, a green cell is selected to reproduce with probability Γr/(Γr + Γg) if we
pick a green and red cell pair.) The other cell is then thrown out of the population.
If a green cell divides, one daughter cell can mutate to red with some probability μ.
We will motivate the latter rule in the next section. For now, note that these rules
provide a plausible model of the stochastic birth-death dynamics inside the test-tube
that conserves the total population number N. (We will eventually allow organisms to
exchange between neighboring test tubes.)
Consider the dynamics of f(t), the fraction of green cells in a single well-mixed
population. We may once again appeal to the powerful master equation formalism in
Eq. (1.1) to write down an evolution equation for P(f,t), i.e., the probability of observing
a fraction f of green cells in a particular test-tube at time t. The master equation is
particularly simple because the number of green cells in the population changes by at
most one cell per unit time. So, in this one-step Master equation [14] there will be two
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relevant rates, call them un and dn, which correspond to the increase (“step up”) and
decrease (“step down”) of n by one cell, respectively. Then, our configurations are just
the number of green cells n   {1,2,...,N}, or, equivalently the fractions f = n/N. The
Master equation for Pn ≡ P(n,t) reads
∂tPn = un−1Pn−1 + dn+1Pn+1 − (un + dn)Pn. (1.29)
This one step Master equation is more conveniently written in terms of a step operator
E that takes any function ψn and steps it forward via Eψn ≡ ψn+1. Equation (1.29)
becomes
∂tPn = (E − 1)dnPn +
 
E
−1 − 1

unPn. (1.30)
We now promote un, dn and Pn to continuous functions of both n and t and consider the
continuous version of the E operator, defined via the following Taylor expansion:
ψ(n + 1) = ψ(n) +
∂ψ
∂n
+
1
2
∂2ψ
∂n2 + ... = e
∂
∂nψ(n) = Eψ(n). (1.31)
Upon expanding E to second order in the derivatives, we have
∂tPn =

−
∂
∂n
+
1
2
∂2
∂n2

unPn +

∂
∂n
+
1
2
∂2
∂n2

dnPn
=
∂
∂n
[(dn − un)Pn] +
1
2
∂2
∂n2 [(un + dn)Pn]. (1.32)
Equation (1.32) is a Fokker-Planck equation. For the Moran model dynamics described
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above (see Fig. 1.3.4),

   
   
un = τ−1
g
Γgf(1 − f)
Γgf + Γr(1 − f)
dn = τ−1
g
Γrf(1 − f)
Γgf + Γr(1 − f)
+
μ
τg
f
, (1.33)
where f = n/N. We can now move to a stochastic differential equation description of
the dynamics.
Although the evolution equation for Pn(t) (Eq. (1.32)) is useful, it is difficult to
generalize to the spatial stepping-stone model illustrated in Fig. 1.3.4(b), including a
cell exchange term. As mentioned above, we would like to include cell exchange as a
diffusion term D 2f(x,t). To do this, we need an equation that describes the dynamics
of n itself. Consider first n(t) for a single population. The evolution of n(t) is noisy
and it must follow the probability distribution that satisfies the Fokker-Planck equation
[Eq. (1.32)]. It turns out that the appropriate evolution equation is
∂tn(t) = un − dn +
p
un + dn ξ(t) ≡ −R[n(t)] +
p
V [n(t)]ξ(t), (1.34)
where we have emphasized that un and dn may depend on n(t) by introducing new
functions R[n(t)] = dn − un and V [n(t)] = un + dn. The Gaussian white noise ξ(t) is
constructed by drawing a random real number from a Gaussian distribution (with zero
mean and variance equal to 1) at each instant of time. These random variables are drawn
independently at each time, so  ξ(t)  = 0 and  ξ(t)ξ(t )  = δ(t − t ). Thus,
p
V [n(t)]
is the magnitude of the noise and since  ξ(t)  = 0, it may be interpreted as a standard
deviation, or square root of the variance. Written in this way, Eq. (1.34) has the form
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of a noisy chemical kinetic equation. Indeed, note that the only difference between
Eq. (1.34) and Eq. (1.12) is the presence of the term proportional to ξ(t) in Eq. (1.34).
This noise comes from the discrete nature of the organisms or “chemical species,” and
has important consequences for the dynamics of n(t).
The noise ξ(t) is a highly stochastic function. In fact, its integral is a Wiener process
W(t), which is everywhere continuous and nowhere differentiable:
W(t) ≡
Z t
0
ξ(t
 )dt
  (1.35)
The violently stochastic nature of ξ(t) introduces an ambiguity when we try to integrate
the noise term in Eq. (1.34). To see this, suppose we partition the interval [0,t] into n
slices, and try to define the integral of the noise term as follows:
Z p
V [n(t)]ξ(t)dt
? = “ lim
n→∞
”
n X
i=1
p
V [n(τi)][W(ti) − W(ti−1)], (1.36)
where τi   [ti−1,ti]. We run into two issues here. First, W(ti) and W(ti−1) are random
variables and we have to specify how exactly we take the n → ∞ limit of a sequence of
such random variables (hence the quotes around the limit). Second, we need to decide
which particular τi to pick. It turns out that the limiting procedure can be defined
unambiguously [15]. The choice of τi, however, turns out to be quite subtle. In fact,
different choices lead to different statistical properties of the process n(t)! Different
evolution equations for Pn(t) arise depending on which τi we pick. Two popular choices
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are
τi =

   
   
ti−1 ˆ Ito interpretation
ti + ti−1
2
Stratanovich interpretation
. (1.37)
The interpretation that yields the correct equation for population genetics [Eq. (1.32)] is
the ˆ Ito interpretation, where τi = ti−1. This choice is plausible because we know that the
noise is ultimately caused by the discrete nature of the dividing organisms. Hence, one
expects that the noise contribution when we evolve from n(ti−1) to n(ti) during some
discrete division step will depend on the state of the system before any division occurs,
i.e., n(ti−1). Note, however, that it is possible to introduce an additional drift term to
Eq. (1.32) and to use the Stratanovich (or some other choice for τi), instead [15].
Armed with the evolution equation for n(t) for a single population, we now allow
for an n(t) variable to live at all points x along the population front and introduce a
population number density n(x,t). We introduce a stochastic noise ξ(t) at every position,
which will clearly be uncorrelated between the populations at various x. Hence, we
define a new spatio-temporal noise ξ(x,t) such that
 ξ(x,t)  = 0 and  ξ(x,t)ξ(x
 ,t
 )  = δ(x
  − x)δ(t − t
 ). (1.38)
Upon moving to the reduced variable f(x,t) = n(x,t)/N (the deme size N is assumed
fixed), we then add the cell exchange term and find the evolution equation
∂tf(x,t) = D 
2f(x,t) − R[f(x,t)] +
p
V [f(x,t)]ξ(x,t), (1.39)
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where we find from Eq. (1.33):
R[f(x,t)] = τ
−1
g
(Γr − Γg)f(1 − f)
Γgf + Γr(1 − f)
+ μτ
−1
g f ≈ −sτ
−1
g f(1 − f) + μτ
−1
g f (1.40)
for s   1 in Eq. (1.28) and
V [f(x,t)] =
τ−1
g (Γr + Γg)f(1 − f)
Γgf + Γr(1 − f)
+ μτ
−1
g f ≈ 2τ
−1
g f(1 − f) (1.41)
for μ,s   1. Equation (1.39) is our desired description! It is an evolution equation for
the green cell fraction f(x,t) at points x and times t along the frontier. If the frontier
is inflating, we can use angular coordinates and a time-dependent diffusion coefficient,
much like in Eqs. (1.26) and (1.27). However, as described in detail in Chapter 4, we
also have to properly generalize the noise ξ(x,t) to an inflating geometry. The reaction
term R[f(x,t)] remains the same because it represents the local birth-death dynamics
that occur within each test-tube or deme in Fig. 1.3.4. As it stands, though, Eq. (1.39)
can be used for any range expansion with a uniform, non-inflating population front. For
example x could represent a point on the surface of a treadmilling tumor, or a point on
a planar population front in a reference frame that moves with the front velocity..
What are the properties of Eq. (1.39)? It is a noisy reaction-diffusion equation with a
non-linear reaction term. Without the noise, i.e. V = 0, such equations exhibit travelling
wave solutions called Fisher-Kolmogorov-Petrov-Piscounov waves which describe the
movement of an interface from a “stable” uniform state into an “unstable” uniform state:
f(x,t) = f(s) and f(x,t) = f(u), respectively. Both states satisfy R[f(x,t) = f(s),(u)] = 0.
The derivative of the reaction term satisfies R [f(x) = f(s)] > 0 for the stable state and
R [f(x,t) = f(u)] < 0 for the unstable one (see Ref. [16] for more details). Under fairly
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broad conditions, the speed of such a wave is given by [16]
v ≈ 2
q
−DR [f(x,t) = f(u)]. (1.42)
In our case, from Eq. (1.40) in the μ,s   1 limit, we find the fixed points f(u) = 0 and
f(s) = 1−μ/s for s > μ. The f(s) fixed point corresponds to a mixed region in which the
green cells have enough of a selective advantage s to overcome the irreversible mutation
rate μ. (The fixed point f(u) = 0 is an all red absorbing state.) The Fisher wave speed in
this case is v ≈ 2
p
D(s − μ)/τg. Note that μ = s is a special! In this case, we only have
a single fixed point f(x,t) = 0. This threshold is our mutational meltdown transition at
which the green cells can no longer be sustained in the population. When we include the
noise term, however, the properties of these Fisher waves are strongly modified [9, 17].
Indeed, the mutational meltdown no longer occurs at μ = s and is instead governed by
scaling laws of the directed percolation universality class, studied in detail in Chapter 3
(also see the next section).
Let us briefly mention how solutions to the two-dimensional diffusion equation with
an absorbing boundary condition come into play here [d = 2 case in Eq. (1.9)]. One
useful tool in analyzing stochastic equations like Eq. (1.39) is the ˆ Ito calculus. This
calculus allows us to calculate an evolution equation for an arbitrary functional G[f(x,t)]
of the green cell density field f(x,t). This important formula reads (see, e.g., Ref. [13]):
∂tG[f(x,t)] = G
 [f(x,t)]∂tf(x,t) +
1
2
G
  [f(x,t)]V [x,t], (1.43)
where the primes indicate (functional) derivatives with respect to f(x,t) and V [f(x,t)]
is the noise variance term, as in Eq. (1.39). Equation (1.43) is a kind of chain rule. For
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the usual chain rule, the variance term is absent, as it would be in the Stratanovich
interpretation. However, because of our choice of the ˆ Ito interpretation, we pick up this
extra contribution. We can now average Eq. (1.43) over all noise realizations ξ(x,t) and
use Eq. (1.38) to find an evolution equation for  G[f(x,t)] .
Important averages of functionals  G[f(x,t)]  include the various moments and
correlation functions of the field, such as  f(x,t) ,  f(x,t)f(x ,t ) , etc. A particularly
useful quantity is the heterozygosity. This is the probability H(x,t;x ,t ) that if we take
two cells at the points x and x  along the population frontier, at possibly two different
times t and t , that the cells are different strains (colors). The heterozygosity is related
to the two-point, two-time correlation function as follows:
H(x,t;x
 ,t
 ) =  f(x,t)[1 − f(x
 ,t
 )]  +  f(x
 ,t
 )[1 − f(x,t)] . (1.44)
Let’s find the evolution equation for the heterozygosity for two neutral green and red
strains, so that s = μ = 0 in Eq. (1.40) and we take V [f] ≈ 2τ−1
g f(1 − f) in Eq. (1.39).
We set G = f(x,t)[1−f(x ,t )]+f(x ,t )[1−f(x,t)] in Eq. (1.43) and average both sides.
We assume that we seeded a range expansion with a translationally-invariant population
frontier, so that H(x,t;x ,t ) = H(|x − x |,|t − t |). The computation is a bit tedious,
but we eventually find that the heterozygosity obeys the simple diffusion equation:
∂tH(x,t) = 2D 
2H(x,t), (1.45)
where D is the same diffusion coefficient as in Eq. (1.39) and we have set x  = 0 and
t  = 0 without loss of generality. What boundary condition should we impose on H(x,t)?
For a population front with a single cell width of actively dividing cells growing outward
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in a monolayer, we know that if |x − x | ≤   for an average separation   between cells
(    a where a is the cell diameter, because of excluded volume interactions) and t = t ,
then x and x  will represent a single species along the population frontier. This means
that
H(|x| ≤  ,t) = 0. (1.46)
This is precisely the absorbing boundary condition we considered previously! (We can
clearly impose the condition at |x| =   and maintain a zero concentration for |x| ≤  .)
We already know the solution to Eq. (1.45) for d = 1,2,3 from Eq. (1.9).
Figure 1.3.5: The heterozygosity for treadmilling expansions on a sphere, collapsed for
different R0 = 50,60,75,100,125 and at different times t. The collapsed data is used to
fit the effective diffusion constant D ≈ 0.8 and cell separation parameter   ≈ 0.2. In
the inset we show a snapshot of the unusual genetic domain coarsening, which proceeds
logarithmically slowly in time for fixed x. We also show a separation x measured as a
geodesic distance along the population frontier.
For an initially well-mixed population of equal portions red and green cells, the
initial condition reads H(x,t = 0) = 1/2, since we’re equally likely to find a red or green
cell at any position along the initial frontier. The evolution of H(x,t) over time then
35CHAPTER 1. INTRODUCTION
tells us a lot about the formation of genetic sectors. In particular, we know that the
absorbing boundary condition H(x =  ,t) = 0 will lead to a depletion of H(x,t) for
small x, like the solutions in Fig. 1.1.4. We can use Eq. (1.9) to get nice data collapses
of the heterozygosity correlation function as determined from our computer simulations.
For example, consider the dynamics on a treadmilling, spherical tumor. We can define
a separation x = |x| between two points along the frontier as a geodesic distance, as
illustrated in the inset of Fig. 1.3.5. Then, we would have a two-dimensional population
front and the heterozygosity H(x,t) can be written as a function of a single scaling
variable. From Eq. (1.9),
H(x,t) = H

ξ =
ln(x/ )
ln(e−γE
√
8Dt/ )

≈
ξ
2
for ξ   1, (1.47)
where x ≡ |x| and γE ≈ 0.577 is Euler’s constant. The data collapse associated with
this solution is shown in Fig. 1.3.5. The depletion of H(x,t) for some |x| means that
for those cell separations |x|, we are more likely to pick two cells inside a single genetic
sector. In fact, as shown in Refs. [13, 16], the density ρ(t) of interfaces between red and
green domains for three-dimensional expansions with two-dimensional frontiers(without
inflation) is given approximately by
ρ(t) ≈  

∂H(|x|,t)
∂|x|




|x|= 
 
1
lnt
. (1.48)
Equation (1.48) implies that the genetic domains coarsen logarithmically slowly in time.
This slow coarsening comes from the special dynamics that occur at the population
frontier. The genetic sectors have a wide size distribution and have no sharp boundaries
due to a lack of line tension between domains. A typical configuration is shown in the
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inset of Fig. 1.3.5.
1.4 Nonequilibrium Phase Transitions and Range
Expansions with Mutualism
Figure 1.4.1: (a) Two micrographs of colonic crypts. The left micrograph, taken from
Ref. [18], shows a 50 μm scalebar. The crypts are the elongated, cylindrical invaginations
open at the top and closed at the bottom. In the right micrograph (Ref. [19]), the stem
cells which replenish the other, differentiated cells in the crypt are shown in the lighter
green color. The differentiated cells are in red, running along the walls of the crypt.
(b) A schematic of the colonic crypt. Green stem cells grow at a more rapid rate, with
some characteristic selection advantage s over the differentiated red cells which grow more
slowly. The stem cells irreversibly convert to red cells at some rate μ.
The irreversible mutation dynamics from a fit strain to a less fit one have a natural,
important biological implication in stem cell dynamics. For example, in colonic crypts,
stem cells grow at a rapid rate and replenish the rest of the crypt. Some micrographs of
these crypts are shown in Fig. 1.4.1. They have a cylindrical shape and a distinct spatial
structure. Hence, our spatial analysis with Θ = 0 and periodic boundary conditions
around the cylindrical axis might be relevant for this system, as already noticed in
previous studies (Refs. [20, 21]). These previous studies have focussed on the neutral
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competition dynamics occurring between stem cell clones. However, selection and
mutation might also play an important role. For example, as the stem cells divide, they
can also irreversibly “mutate” into terminally differentiated cells at some rate μ. Hence,
they must divide fast enough (i.e., have a large enough selective advantage s) to overcome
this differentiation rate, or they will die out. The mutation-selection balance that keeps
the stem cell population constant is shown schematically in Fig. 1.4.1(b). In Chapter 3,
we model range expansions with these dynamics and study the mutation-selection
balance.
Interactions between variants are of course not limited to selective advantages and
mutations. More complicated, interesting interactions can occur, for example, if the
various cell types secrete a poison or nutrient which is either harmful or beneficial to
another cell type. These interactions can be genetically engineered in the laboratory.
For example, two yeast strains have been designed (see Refs. [22, 23]) to cross-feed
each other as they expand across an agar plate. Each strain requires an amino acid
that is over-produced by the other strain. The mutualistic interaction is suppressed
when all necessary amino acids are already present in the agar. However, if the amino
acids required by each strain are absent (or present in reduced concentrations), an
obligate mutualistic interaction which prevents the strains from demixing is observed
(see Fig. 1.4.2).
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Figure 1.4.2: Figure adapted from Ref. [22]. (a) A yeast range expansion on a Petri dish
of two strains, blue and yellow. Each one secretes an extra amount of an essential amino
acid (tryptophan or leucine), while being unable to produce another kind of amino acid.
The Petri dish in this case contains all amino acids, however, so that the two strains do
not interact. (b) The Petri dish in this expansion lacks the two essential amino acids that
each strain requires. Hence, the strains have to cross-feed each other in order to grow.
This obligate mutualism prevents the demixing of the strains into distinct genetic sectors.
Both the mutational meltdown dynamics that we will study in Chapter 3 and the
onset of mutualism discussed in Chapter 5 involve non-equilibrium phase transitions
with absorbing states. In these transitions, there is typically a fluctuating, active phase
which can transition to an inactive, absorbing state from which the system can no longer
escape. It is clear that in the mutational meltdown dynamics for stem cells described
above, the absorbing state is just a population of terminally differentiated cells. The
active state is any region with stem cells. In the mutualistic dynamics, we have two
absorbing states corresponding to populations of just one of the two species. The active
phase is then a mixture of the two, with active cross-feeding between neighbors. We show
in Chapters 3 and 5 that these dynamics are both describable by a reaction-diffusion
equation of the general form of Eq. (1.39) (see also Ref. [24]). The only difference is
in the form of the reaction and noise terms R[f(x,t)] and V [f(x,t)], respectively. In a
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well-mixed population or in a mean-field approximation, the phases can be found by
studying uniform states or fixed points f(x,t) = f  which satisfy R[f(x,t) = f ] = 0 in
Eq. (1.39), as discussed in the previous section. Since we have no spatial dependence x
in a well-mixed population, we can approximate the dynamics of f(x,t) = f(t) with just
df
dt
= −R[f(t)], (1.49)
where we have also ignored the noise term for simplicity. We already saw that for the
mutational meltdown, there is a phase transition when μ = s. A similar condition can
be derived for an appropriate model of mutalistic dynamics for the onset of mutualism.
Figure 1.4.3: A small monolayer colony of two specially engineered yeast strains grown
in a microfluidic device, falsely colored red and green using the two fluorescent markers
exhibited by the strains (image courtesy of M. Wahl). The green cell daughters irre-
versibly mutate to the red cells with some tunable probability μ each time they divide. In
the presence of cycloheximide, the green cells enjoy a concentration-dependent selective
advantage s over the red cells. In this image, no cycloheximide is present.
When we include the noise term proportional to ξ(x,t) and the additional spatial
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dynamics in the diffusion term in Eq. (1.39) for a range expansion, the phase transition
is typically strongly modified, especially for lower-dimensional population fronts (i.e., for
d = 1,2). These modifications are studied in detail in Chapters 3 and 5. However, to
motivate that discussion, let us briefly mention a striking experimental realization of the
irreversible mutations in the yeast Saccharomyces cerevisiae. Mary Wahl and Andrew
Murray at Harvard University have developed a strain of fit “green” yeast (expressing
a particular fluorescent protein) whose daughters can irreversibly “mutate” to a less-fit
“red” strain (expressing another fluorescent protein) with some rate μ each time the
yeast divides. The mutation is induced by a particular recombinase that splices out
a region of the “green” yeast DNA. This region codes for a cycloheximide resistant
ribosome, which provides the “green” yeast with a selective advantage s over the strain
with the region spliced out (and only non-resistant ribosomes) when both are grown
in the presence of cycloheximide (a poison that inhibits yeast growth). The selective
advantage can be tuned by varying the concentration of cycloheximide in the nutrient
medium. The mutation rate can be tuned experimentally as well. These dynamics mimic
the stem-cell termination process in colonic crypts illustrated in Fig. 1.4.1.
The “green” strain expresses a particular fluorescent protein in the special region of
DNA that gets spliced out in the red strain. This allows for easy visualization of the
two strains. A monolayer of these strains, artificially colored green and red, is shown
in Fig. 1.4.3. In Fig. 1.4.4 Wahl et al. (unpublished) compare the fraction of the green
strain in both well-mixed populations and two-dimensional range expansions on agar
plates. The spatial dynamics in the range expansion dramatically change the phase
diagram. Instead of occurring at μ = s, the mutational meltdown now occurs at μ ≈ ks2,
where k   1/D is a coefficient that depends on the diffusion coefficient D of the genetic
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sectors. This change in the phase transition line and other important consequences of
spatial dynamics and noise are the subject of Chapters 3, 4, and 5.
Figure 1.4.4: A plot of the fraction of a fit yeast cell strain at long times in (a) well-mixed
populations and (b) in range expansions on an agar plate (Figure and data courtesy of
M. Wahl). The fit yeast strain has an irreversible mutation rate μ to a less fit strain
over which it has some selective advantage s. Both of the parameters are varied in the
experiment and there is mutational meltdown in the transition between the green and
red regions. The straight line is the expected well-mixed result μ = s for the transition
line. The curved line is a fit to μ = ks2, which is the expected transition line for a two-
dimensional range expansion, derived from directed percolation phase transition theory
(see Chapter 3). In the experiments, k ≈ 1. We expect k to increase with decreasing
genetic drift.
We have now given a brief overview of all topics covered in this thesis. We have also
shown that the subsequent chapters of this thesis can be tied together by the repeated
application of the mathematical description of a random walker in the presence of an
absorbing site. In addition, we have given two important biological motivations for
studying non-equiliubrium phase transitions in noisy reaction-diffusion equations like
Eq. (1.39). We start, however, with a detailed look at nutrient diffusion and absorption
in clusters of cells in Chapter 2.
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Nutrient Shielding in Clusters of
Cells
This chapter appears in its entirety in M.O. Lavrentovich, J. H. Koschwanez, and
D.R. Nelson, Phys. Rev. E 87, 062703 (2013)
2.1 Introduction
Nutrient uptake is essential for all life and has been studied in a variety of model
organisms; however, the physical mechanisms involved in the uptake are not yet well
understood. A cell commonly takes up nutrients from its surrounding medium via
facilitated diffusion or active transport: Specialized transporters on the cell surface
move the nutrient down (facilitated diffusion) or up (active transport) a concentration
gradient from the ambient medium into the cell. The cell’s absorption of nutrients in its
immediate vicinity sets up and maintains a concentration gradient outside the cell that
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gradually depletes the nutrient from the surrounding medium. This is the method used
by budding yeast cells for acquiring glucose, for example [25, 26, 27].
Nutrient consumption via facilitated diffusion is ubiquitous in nature and occurs
in a variety of contexts, including oxygen consumption by human tissue cells, calcium
uptake by intestinal cells, bacterial absorption of various sugars, etc [28, 29, 30]. In
many of these examples, cells grow in clusters and shield each other from the available
nutrients. In Fig. 2.1.1, we see confocal microscope images of yeast colony cross sections
in which yeast cells marked green are growing due to an abundance of glucose. Nutrient
(glucose) shielding in larger colonies (Colonies 2 and 3) prevents cell growth in the colony
interiors (red regions in Fig. 2.1.1) and only an outer shell of thickness   is able to grow
(illustrated for Colony 3 in Fig. 2.1.1).
Typical bacterial and yeast cell colonies (e.g., those in Fig. 2.1.1) are dense cell
clusters with large cell packing fractions φ   0.5 [31, 32]. In this chapter, we characterize
both densely and sparsely packed cell clusters. Dilute clusters with φ   0.1 can be
constructed artificially, by suspending microbial cells in a gelatinous matrix. Immobilized
microbial cells have a very wide range of industrial and environmental applications (see
Ref. [33] for a review). For example, gelatinous beads are seeded with yeast cells and
used in reactors to produce ethanol [34]. To better understand the growth dynamics
and physical properties of these systems, it is important to characterize the nutrient
transport properties of cell clusters as a function of both single cell nutrient uptake
kinetics and the geometry of specific cell packings.
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Figure 2.1.1: Confocal microscope images of cross-sections through the bottom of three
budding yeast colonies (scale bars represent 100 μm). The red (darker) color is the
constitutive expression of a protein, whose level is largely independent of growth rate, in
all cells and the green (lighter) color is ribosomal protein expression, indicating growth.
Colony 1: 0.5 mM glucose, 43 h after inoculation; Colony 2: 1.5 mM glucose, 47 h after
inoculation; Colony 3: 4.5 mM glucose, 56 h after inoculation. Small colonies such as
Colony 1 receive enough nutrients for all cells to grow. Colonies 2 and 3 are larger and
growth occurs only in an outer shell of thickness   (illustrated for Colony 3). The red
cells in the interior are shielded from the nutrients. We assume the colonies are roughly
spherical caps (see Sec. 2.4 for a discussion of the shape and experimental details).
A nutrient concentration ψ in some medium, such as water or gel, with a constant
diffusion coefficient D0 obeys the diffusion equation
∂tψ = D0 
2ψ. (2.1)
In the steady state, the left hand side of Eq. (2.1) vanishes, and the equation reduces to
Laplace’s equation. This is an important and well-studied equation in electrostatics, as
it is the equation for the electrostatic potential Φ(r) ≡ ψ(r) in regions of space without
any charges.
In the case of nutrient diffusion, Eq. (2.1) must be satisfied everywhere in the
medium outside of the cell. However, to completely solve Eq. (2.1) in the steady
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state, we must specify boundary conditions. One natural boundary condition is to
set the concentration field at infinity to some constant value, i.e., ψ(|r| → ∞) → ψ∞,
corresponding to a large nutrient bath with a uniform concentration ψ∞. We also need
boundary conditions on each cell surface. For example, if the cell is a perfect nutrient
absorber, then for all points r on the cell surface S, the nutrient concentration vanishes,
i.e. ψ(r) = 0. In the electrostatic analogy, this condition means zero electrostatic
potential on every cell surface, i.e., each cell is a perfect grounded conductor. Conversely,
if the cell does not absorb any nutrient, (i.e. it is a perfect reflector), then Fick’s first
law of diffusion tells us that the derivative of the concentration along a direction ˆ n
perpendicular to the cell surface must vanish. More precisely, the local nutrient flux
density J(r) into the cell at some point r   S on the surface satisfies
J(r) = D0ˆ n ∙  ψ(r) (2.2)
so that J(r) = 0 for all r   S implies ˆ n ∙  ψ(r)|r S = 0. In the electrostatic analogy, this
would correspond to a perfect insulator with no surface charge, with a vanishing normal
electric field. Of course, living cells are neither perfect absorbers nor perfect reflectors.
A more realistic boundary condition interpolates between these two ideal cases.
A boundary condition on the cell can be derived from a more microscopic model
of the nutrient transporters. For example, Berg and Purcell modeled transporters as
small perfectly absorbing disks on the surface of an otherwise reflecting cell [35, 36].
They showed that the cell requires very few transporters to act as an effectively perfect
absorber: A cell with as little as a 10−4 fraction of its surface covered by transporters
takes in half the nutrient flux of a perfect absorber! Zwanzig and Szabo later extended
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this result to include the effects of transporter interactions and partially absorbing
transporters [37, 38]. They showed that a homogeneous and partially absorbing cell
surface model captures the average effect of all the transporters. As discussed below, in
many cases of biological interest, the cell cannot be treated as a perfect absorber. The
same partially absorbing boundary condition used by Zwanzig and Szabo will be derived
in a different way in the next section.
Although Eq. (2.1) is easily solved in the steady state for a single, spherical cell with
the appropriate boundary conditions [35, 36], the complicated arrangement of cells in a
typical multi-cellular system, such as a yeast cell colony, implies a complex boundary
condition that makes an exact solution intractable – one would have to constrain ψ(r)
and its normal derivative on a highly irregular object, like the surface of a cluster of
grapes. In this chapter, we explore an “effective medium” approximation to the exact
solution of this problem.
Effective medium theory treats a cluster of cells, or nutrient sinks, as a region
with uniform effective nutrient transport properties (such as an effective diffusivity and
nutrient absorption constant) that depend on the arrangement of cells in the cluster and
the individual cell nutrient absorption properties. A key feature of the effective medium
theory is that these effective transport properties are derived in a self-consistent way.
These theories have been used to calculate many effective properties in heterogeneous
systems such as conductivity, elasticity, and reaction rates (see [39, 40] and Chapter 18
in [41] for reviews).
The chapter is organized as follows: We develop our theoretical model for nutrient
uptake in single cells, dilute cell clusters, and dense clusters in Sec. 2.2. In Sec. 2.3 we
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compare our analytic results with numerical solutions of Eq. (2.1) in the steady-state for
clusters with hundreds of partially absorbing cells. We discuss experimental tests of our
model in Sec. 2.4 and provide concluding remarks in Sec. 2.5.
2.2 Theoretical Model
We now discuss how to couple single cell nutrient uptake kinetics to the nutrient uptake
behavior of an entire cluster or colony of cells via effective medium theory. In what
follows we assume the cells are all identical and spherical. Although our experimental
model is the budding yeast cell, the theoretical treatment is quite general and can be
adapted to any cell cluster that passively absorbs nutrients that reach it via diffusion.
2.2.1 Single Cell Nutrient Uptake
Figure 2.2.1: A plot of the nutrient current Icell (solid red line) into a cell as a function
of the ambient nutrient concentration ψ∞, which follows Michaelis-Menten kinetics. The
maximum current Imax and the kinetics parameter Km are also shown.
We first review nutrient uptake by a single cell, with nutrient transporters operating
via facilitated diffusion and following Michaelis-Menten kinetics. We smooth out the
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effect of a discrete set of transporters within the cell wall and study a radially symmetric
model of nutrient uptake. A Michaelis-Menten model then means that the total nutrient
current Icell into a cell is related to the ambient nutrient concentration ψ∞ via
Icell =
Imaxψ∞
Km + ψ∞
, (2.3)
where Imax (sometimes called Vmax in the literature) is the saturating nutrient current
into the cell as ψ∞ → ∞ and Km is the concentration at which Icell = Imax/2, as shown
in Fig. 2.2.1. Even if a cell does not obey these kinetics for all ψ∞, one can often define
a range of concentrations ψ∞ characterized by effective kinetic parameters Imax and Km,
a characterization often used in experimental studies of nutrient uptake. Many studies
infer an effective Imax and Km from the measured amount of nutrient consumed by a
dilute suspension of cells [27, 42, 43].
The parameters Imax and Km are determined by the microscopic kinetics of each
individual cell transporter and the density of these transporters on the cell surface. A
third contribution arises from the structure of the cell wall, which influences the rate
of transport of the nutrient into the cell. We can find Imax and Km by appealing to
a microscopic model of the transporters. Berg and Purcell, for example, modeled each
transporter as a small, perfectly absorbing disk on the surface of a perfectly reflecting
cell [35, 36]. Zwanzig showed that the large scale physics of this model are approximated
by a partially absorbing boundary condition on the surface of the cell [37]. We will now
derive this boundary condition in another way and connect Imax and Km to our model.
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Figure 2.2.2: A radially symmetric model of nutrient uptake in a single cell. We specify a
steady concentration ψ∞ far away from the cell. The cell is centered at the origin and has
radius a. The steady state concentration profile ψ0(r) (black solid line) is calculated for a
rectangular potential barrier (red dashed line) of height u0 (designed to model the complex
uptake dynamics of the cell wall) and a perfectly absorbing nutrient sink at r = a . The
concentration profile approaches ψ∞ at large r and exhibits a jump discontinuity at r = a.
The nutrient currents are constrained to be continuous.
To model the cumulative effect of many microscopic details, such as transporter
kinetics, the cell wall, etc., on the nutrient uptake we introduce a potential energy barrier
U(r). Once a nutrient molecule surmounts this barrier, it gets absorbed by the cell. The
nutrient concentration ψ(r) obeys the Fokker-Planck equation
∂tψ = D0  ∙

 ψ +
1
kBT
( U)ψ

, (2.4)
where kB is the Boltzmann constant and T is the temperature of the nutrient solution
[14]. Simple diffusion is recovered when the potential is constant. For simplicity, let’s
suppose that the nutrient must overcome a radially symmetric potential barrier U(r)
that has a rectangular “lip” of height u0 at r = a and with width w ≡ a − a  (see
Fig. 2.2.2). Thus,
U(r) =

  
  
0 r < a 
u0 a  ≤ r ≤ a
0 r > a,
(2.5)
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where u0 is the height of the barrier. We assume perfect absorption at a  and a constant
nutrient concentration infinitely far away,
(
ψ(r = a ,t) = 0
ψ(r → ∞,t) = ψ∞.
(2.6)
To determine the nutrient flux into the cell, we solve Eq. (2.4) for the steady state
profile ψ0(r). In addition to the boundary conditions [Eq. (2.6)], we ensure the continuity
of the nutrient flux at r = a via the “jump conditions” at r = a, as discussed in Ref.
[44]. The resulting concentration profile reads
ψ0(r) =

   
   
ψ∞ −
aa ψ∞
a  + (a − a )eu0/kBT
1
r
r ≥ a
a(r − a )ψ∞
(a  + (a − a )eu0/kBT)
1
r
a  < r < a,
(2.7)
with ψ0(r) = 0 for r < a . The shape of the solution ψ0(r) is shown in Fig. 2.2.2.
Let’s now consider narrow potential barriers relative to the cell radius (w =
|a − a |   a). Then, from Eq. (2.7), we find the concentration gradient just outside the
cell surface:
∂rψ0|r→a+ ≈
1
w
exp

−
u0
kBT

ψ0(a
+) ≡ κψ0(a
+), (2.8)
where the + superscript indicates that we take the limit r → a from outside the cell.
Eq. (2.8) reveals that the gradient of ψ0 normal to the cell surface is proportional to
ψ0(r) just outside. Notice that κ → ∞ when w → 0 (we also let u0 → 0), so that
ψ0(a+) → 0 at the cell surface to keep the flux finite. Thus, the cell is perfectly absorbing
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within our model if there is no potential barrier. Similarly, for a very large barrier
(u0 → ∞,w finite), we have κ → 0 so that there is no flux of nutrient into the cell and
∂rψ0(a+) → 0, signifying a perfect reflector.
The proportionality between a field and its gradient at a boundary is called a
radiation boundary condition in the physics literature and can be derived quite generally
[45]. This boundary condition is a natural coarse-grained description of the Berg and
Purcell model of transporters as absorbing disks. Zwanzig and Szabo [37, 38] have used
the radiation boundary condition to successfully model the physics of both perfectly
and partially absorbing disks on scales larger than the disk spacing, thus confirming our
expectation that the coarse-grained nutrient uptake can be modeled by the ubiquitous
radiation boundary condition with an appropriate choice of κ.
The absorptive strength of the cell can be parameterized by the dimensionless
number ν ≡ κa, where a is the cell radius. In chemical engineering, ν is sometimes
referred to as a Sherwood number [46]. If Pabs is the probability that a nutrient particle
at the cell surface will be absorbed by the cell (instead of escaping to infinity), then
first-passage techniques from probability theory [3] lead to
Pabs =
ν
1 + ν
. (2.9)
Thus, ν = κa   1 indicates poor nutrient absorption while ν   1 indicates a good
absorber. Note that at ν = 1, the nutrient has equal probability of being absorbed at the
cell surface or escaping to infinity.
We now connect ν with the measurable biological parameters Imax and Km. Recall
that the nutrient flux into a single cell is related to the ambient nutrient concentration
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ψ∞ via the Michaelis-Menten relation Eq. (2.3). Suppose for now that the cells are
well-separated, so the nutrient uptake Icell of any given cell is independent of the others
(i.e., there is no nutrient shielding), and that the ambient nutrient concentration ψ∞
is held constant, so that the parameters Imax and Km at each cell can assume their
steady-state values. We assume the nutrient solution experiences no macroscopic flows,
such as convection currents, that would bias the isotropic absorption kinetics of the cell.
The nutrient concentration ψ(r ≡ |r|) then satisfies  2ψ(r) = 0 in the steady state, with
the boundary conditions ψ(r → ∞) = ψ∞ and ˆ n ∙  ψ|S = κψ|S at each cell surface, as
discussed above.
Upon inserting Eqs. (2.7) and (2.8) into Fick’s first law [3] [see also Eq. (2.2)], we
find the steady-state nutrient current into an individual cell,
Icell =
Z
S
D0ˆ n ∙  ψ(r)a
2 dΩ ≈
4πD0ψ∞νa
1 + ν
, (2.10)
where we integrate over the surface of the cell S (so that dΩ = sinθdθdφ in spherical
coordinates) and again assume w = a − a    a. Comparison of Eq. (2.10) with Eq. (2.3)
leads to ν as a function of biological parameters. In the limit of low ambient nutrient
concentration (ψ∞   Km), we have
ν =
Imax
4πaD0Km − Imax
. (2.11)
It is also possible to define an effective ν for a reflecting spherical cell uniformly covered
by identical, partially absorbing disks with radius adisk and absorption parameter κdisk.
In this case, using the boundary condition Eq. (2.8) on each disk surface, Zwanzig
and Szabo find that the effective parameter ν for the entire cell (for adiskκdisk   4/π)
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is ν = Ndiska2
diskκdisk/4a, where Ndisk is the number of disks on the cell surface (see
Ref. [38]).
A rough estimate of ν for glucose uptake by a S. cerevisiae cell follows from values
for Imax (4.2 × 107 molecules/sec), Km (7.4 mM), a (2 μm), and D0 (670 μm2/sec)
found in the literature [27, 47, 48]. The Imax is particulary difficult to estimate as
the nutrient uptake rate in experiment is calculated per gram of dried yeast taken
out of a liquid culture. To get an uptake rate per cell, we estimate that a yeast
cell has a 2 pg dry weight [49]. We find that these yeast cells are in fact very poor
absorbers with Pabs,yeast ≈ νyeast ≈ 6 × 10−4   10−3 within an order of magnitude.
Gram-negative bacterial cells are quite different! Again using literature values for Imax
(2 × 107 molecules/sec), Km (1 μM), and a (0.5 μm) [42, 50] for a single Escherichia
coli cell, we find that Pabs,gram−n. ≈ νgram−n. ≈ 0.09   10−1. Thus, this bacterium is
  102 times more absorbent than the yeast cell: This striking difference has profound
biological implications since, as we will show in the next sections, the parameter ν
greatly influences the growth of a cell colony.
The large disparity in ν values may be due to the thicker cell walls of S. cerevisiae,
compared to gram-negative bacteria like E. coli. The presence of a cell wall can have
two effects. First, the diffusion coefficient of the transported nutrients may be lower
in the cell wall medium than it is in the bulk solution. Second, the absorbing surface
lies at the plasma membrane, not the surface of the wall. The second effect implies
that the absorbing surface is at a distance a − w from the cell center (rather than a),
where a is the cell radius and w the thickness of the wall. So, even if the diffusion
coefficient inside the wall is the same as in the bulk and we have a perfectly absorbing
plasma membrane, the effective value of ν is ν = a/w − 1. This argument is consistent
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with the measured glucose uptake kinetics for the gram-positive bacterium Luconostoc
mesenteroides, which has a cell wall thicker than E. coli and thinner than S. cerevisiae.
We find Pabs,gramp. ≈ νgramp. ≈ 5 × 10−2 from the literature values of the parameters
[43, 51]. Of course, other factors apart from the cell wall thickness could be relevant.
The experimental results discussed here for single cells tell us that it is important
to consider a large range of the parameter ν = κa: ν can range over at least two
orders of magnitude (10−3 < ν < 10−1) for yeast, gram-positive, and gram-negative
bacteria. Thus, neither perfectly reflecting nor perfectly absorbing boundary conditions
are relevant for nutrient uptake in many cell populations. Instead, we develop a theory
for the nutrient absorption by a cluster of cells with arbitrary ν. This is the subject of
the next section.
2.2.2 Nutrient Uptake in Cell Clusters
We now consider nutrient absorption by a cluster or colony of cells. In general, this is a
very complicated problem involving solving the diffusion equation in the interstitial area
of the cluster while making sure the boundary condition [Eq. (2.8)] is satisfied at each
cell surface. Although analytical results are possible for a single cell, we must resort to
numerical solutions and approximations when dealing with a cluster. A typical 1 mm
diameter yeast cell colony contains over 106 cells, making the exact solution for nutrient
uptake by such a colony intractable even numerically.
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Figure 2.2.3: Schematic of the effective medium approximation, which replaces N orange
cells in a spherical cluster with radius b (enclosed by the dashed lines) in (a) by a homo-
geneous, attenuating medium in (b) shown in dark and light green. The light green rim
of width   illustrates the section of the cluster receiving enough nutrients to grow. ψ∞ is
the limiting nutrient concentration in the variably shaded red region, outside the cluster.
To analyze this problem, we use the coordinate system in (c), with an origin at O, cell
centers located at {R0
i}N
i=1, and vectors ri pointing from the cell center to the surface of
the cell.
To model nutrient uptake (and nutrient shielding) in a group of cells, we again
consider the steady-state diffusion equation with boundary conditions provided by a
disorderly cluster of N identical spherical cells all with radius a and no overlaps (see
Fig. 2.2.3). Let the cells be located inside a spherical region of radius b   a with centers
at positions R0
i, where i = 1,...,N. We also employ local spherical coordinates at
each cell to write vectors ri = (a,Ωi) pointing at positions on the cell surface, where
Ωi ≡ (θi,φi) is a pair of polar angles that specifies the direction of ri relative to the
center of the ith cell (see Fig. 2.2.3 (c)). Consider a particular configuration of these N
cells and denote by Ψ(r) the exact solution to the steady-state concentration field in the
interstitial region for this particular configuration.
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Upon assuming a time-independent steady-state, we modify Eq. (2.1) to include a
set of Lagrange multiplier functions σi(r) defined on the cell walls,
D0 
2Ψ(r) =
N X
i=1
Z
σi(ri)δ(r − Ri)dΩi + s(r). (2.12)
We also set Ri ≡ R0
i + ri (see Fig. 2.2.3(c)) and choose r to be inside the cell cluster.
The Lagrange multiplier functions {σi(ri)} will be chosen to satisfy the radiation
boundary condition at each cell surface (the functions {σi(ri)} would be charge densities
in electrostatics). These boundary conditions [given Eq. (2.8) with ν = κa for a single
cell] read, for all i and Ri,
Ψ(Ri) = ν
−1 ri ∙  Ψ(Ri) ≡ QiΨ(Ri), (2.13)
where Qi ≡ ν−1 ri ∙   is a convenient gradient operator used in the detailed effective
medium calculation in Appendix A.1. The source function s(r) allows us to incorporate
additional boundary conditions on the concentration field.
We now average over all possible cell configurations (consistent with excluded
volume interactions between cells) to obtain the average transport properties of the
nutrient in a cell cluster. Upon averaging both sides of Eq. (2.12), we find
D0 
2ψ(r) =
*
N X
i=1
Z
Si
σi(ri)δ(r − Ri)dΩi
+
+ s(r) (2.14)
≈
Z
Σ(r
  − r)ψ(r
 )dr
  + s(r), (2.15)
where ψ(r) ≡  Ψ(r) . The bracket average is an ensemble average over cell configurations
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and Σ(r) is a linear response function describes how the cells deform the concentration
field.
The linear response approximation, justified here by comparisons with simulations,
is only valid away from the cluster edges and for sufficiently small concentration field
deformations. In addition, this approximation often breaks down for time-dependent
diffusion [52] because the transient diffusive dynamics are dominated by slowly
decaying modes due to large voids inside the cell cluster [53]. Ref. [54] uses a more
microscopic description of nutrient diffusion to examine the validity of the linear
response approximation in more detail. We will forgo these complications here and
exploit the linear approximation above, checking our assumptions using experiments and
simulations, as had been done for the physics of fluorescence quenching [55].
An exact evaluation of Σ(r) involves an ensemble average denoted by brackets
in Eq. (2.14). This average requires the full probability distribution P({R0
i}N
i=1) of
observing N cells with centers {R0
i}N
i=1. Unfortunately, an exact solution obtained in this
way would require knowledge of all of the correlations between the cell positions, which
may not be experimentally accessible. We will assume for now that this distribution is
known. Later, the effective medium theory developed in Sec. 2.2.5 will approximate Σ(r)
in a self-consistent way using just the one and two cell center distributions.
What happens to the configurationally averaged solution ψ(r) of Eq. (2.15) over
distances large compared to the size of a single cell? Specifically, how does the cell
colony absorb nutrients on average, as if it were the homogeneous medium illustrated in
Fig. 2.2.3(b)? To answer this question, we perform a gradient expansion of Eq. (2.15).
As discussed in Ref. [54], such a gradient expansion neglects intrinsically non-local
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contributions to Σ(r) due to the fluctuations in the concentration field that cannot
be averaged over large distances. The mean field approximation used here then uses
the resulting transport coefficients to describe the absorptive properties of the cluster.
Simulations have shown that this approach correctly models the physics in related
systems [56].
Equation (2.15) in Fourier space reads
−D0q
2ψ(q) = Σ(q)ψ(q) + s(q), (2.16)
where we have applied the convolution theorem and all the functions are now their
Fourier transformed functions of the 3d wave-vector q. On average, the cells in the cluster
should be distributed isotropically and Σ(q) can only depend on q ≡ |q|. Expanding Σ
around q = 0 gives us the desired gradient expansion:
−D0q
2ψ(q) = Σ(q = 0)ψ(q) +
Σ  (q = 0)q2ψ(q)
2
+ O(q
4) + s(q)
≡ kψ(q) + δDq
2ψ(q) + O(q
4) + s(q), (2.17)
where we have identified an absorptive term kψ and a correction to the diffusion term
δDq2ψ. We neglect higher powers of q (i.e., higher order derivatives of the concentration
field) in our coarse-grained reaction-diffusion description of nutrient transport in a large
colony of cells. Upon returning to real space, we find the desired macroscopic transport
equation for the configurationally averaged nutrient concentration:
D 
2ψ(r) − kψ(r) = s(r) (2.18)
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where D = D0 + δD. The coefficients D and k characterize the macroscopic diffusion
and absorption, respectively, of the nutrient in the cell colony. The crucial question is
how the effective diffusion constant D and absorption k depend on parameters such as ν
and the cell volume fraction φ.
In general, we expect that k will be a positive, increasing function of the cell volume
fraction φ, since the cluster becomes more absorbent as we introduce more cells. It will
also increase with ν = κa as each cell will absorb more nutrients as ν increases. The
sign of δD is more subtle, because of two competing factors: The confinement of the
nutrient by the cells in the interstitial space will decrease the effective diffusion constant
D, while the nutrient gradients in random directions induced by nutrient uptake by cells
will increase D. Since ν controls the amount of absorption, we expect that (for small φ)
δD < 0 for ν   1 and δD > 0 for ν   1. This is confirmed by our effective medium
calculation of D in Sec. 2.2.5.
We assumed that the radii of the cells in the cluster are monodisperse. This
approximation might not be realistic in cell clusters at different stages of their cell cycle.
However, in both polydisperse and monodisperse cases, we can still define a cell volume
fraction φ. The effective transport coefficients D and k will depend on this volume
fraction and the polydispersivity of the radii. For a fixed φ, polydisperse cell radii will
decrease the total cell surface area and, consequently, decrease the nutrient absorption
k. For example, the ratio of the total cell surface area Spoly of a cluster of cells with
a Gaussian radius distribution (with average  a  and variance σa    a ) to the total
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surface area Smono for a cluster of cells with the same radius  a  is given by [41]
Spoly
Smono
=
 a2  a 
 a3 
=
σ2
a +  a 
2
3σ2
a +  a 
2 < 1. (2.19)
Thus, a theory of monodisperse cells is reasonable provided  a   
√
3σa. Also, we don’t
expect the correction to vary much with ν since the main effect of polydispersivity seems
to be from the surface area decrease. Finally, computer simulations for two discrete
sphere sizes reveal that the ratio kbidisp/kmono of absorption coefficients for (perfectly
absorbing) cells satisfies kbidisp/kmono ≈ (Sbidisp/Smono)2 [57, 58] over a wide range of
packing fractions. Thus, it may be possible to approximate polydispersity in our theory
by reducing the absorption coefficient k by such a geometric factor. However, unless
stated otherwise, we henceforth ignore this complication and instead consider cell clusters
with monodisperse radii.
2.2.3 The Macroscopic Screening Length ξ
An important nutrient screening length associated with Eq. (2.18) for cell clusters is
ξ ≡
r
D
k
. (2.20)
We now use effective medium theory to calculate ξ and relate this length to cell
configurations and single cell nutrient uptake kinetics.
Consider first a spherical cell cluster (or “colony”) of radius b in which ψ satisfies
the effective medium result Eq. (2.18). Assume as well that  2ψ = 0 outside of this
spherical region. Then, with the boundary condition ψ(r → ∞) = ψ∞ and continuity of
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the nutrient current at r = b, we find
ψ(r) =

     
     
D0ψ∞ξ
Drcosh(b/ξ)
sinh(r/ξ)
1 + (D0/D − 1)T(b/ξ)
r ≤ b
ψ∞

1 +
b
r

T(b/ξ) − 1
1 + (D0/D − 1)T(b/ξ)

r > b
, (2.21)
where T(x) ≡ tanh(x)/x. When b   ξ, the concentration field ψ(r) ≈
D0ψ∞ξ
Dr exp[(r−b)/ξ]
near the colony surface, and thus decays exponentially as we move further into the
interior. Thus, ξ is a nutrient penetration depth.
Equation (2.21) leads to the total flux Icluster into the cell cluster in the same way
as the single cell discussed above. We will see in the next two sections that a good
approximation is D ≈ D0. Then, the nutrient flux into the cluster is
Icluster = 4πD0ψ∞

b − ξ tanh

b
ξ

. (2.22)
Thus, when ξ   b so the nutrient does not penetrate far into the cell colony,
Icluster ≈ 4πD0ψ∞b and the entire colony acts as if it is a single, perfectly absorbing
sphere with radius b. Conversely, if ξ   b, then nutrient penetrates deep into the colony.
In this limit we have
Icluster =
4πD0ψ∞b3
3ξ2 + O(δ
4), δ =
b
ξ
  1, (2.23)
so that the total nutrient absorption is down relative to a perfectly absorbing colony by
a factor of δ2/3   1. Icluster now scales with colony volume (  b3), since each cell in the
colony contributes to the nutrient uptake.
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A related biologically relevant parameter is the thickness   of the outer shell of
actively growing cells, as illustrated in Fig. 2.1.1 and by the green band in Fig. 2.2.3(b):
Suppose that cells require some minimum concentration ψmin of nutrient in order to grow
(or exhibit some level of growth-coupled fluorescence). We can estimate   by finding
the location rmin inside a spherical colony such that ψ(rmin) = ψmin [see Eq. (2.21)] and
setting   ≡ b − rmin. For b   ξ and D ≈ D0, this length is related to b, ξ, ψmin and ψ∞
via (see Fig. 2.2.4)
  ≈ b + ξW

−
ψ∞
ψmin
e
−b/ξ

, (2.24)
where W is the Lambert-W function [59]. The thickness   can also be determined
experimentally using a fluorescence reporter, as shown in Fig. 2.1.1. Experimental
estimates of   in yeast cell colonies are discussed in Sec. 2.4.
Figure 2.2.4: Plot of the thickness   of actively growing cells in a spherical cluster of size b
as a function of the nutrient bath concentration ψ∞ for various values of the penetration
depth ξ.
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2.2.4 The Dilute Cell Limit
As mentioned in Sec. 2.1, dilute clusters of microbial cells can be realized in experiment
by embedding the cells in a matrix. The initial cell density in such a matrix can be
tuned over a wide range and is often quite small. Moreover, since the matrix usually
has a negligible influence on the diffusion of small molecules like glucose [60], we now
develop an effective medium theory for clusters with cell densities low enough to neglect
interactions. This theory will serve as an important and instructive limiting case.
We approximate the nutrient flux into each cell with the single cell result Eq. (2.10),
replacing ψ∞ with the local value ψ(r), where r is the location of the cell. This
approximation does not take into account the finite size of our cells or the deformation
of the concentration field ψ(r) around each cell. Thus, we cannot use this dilute limit to
find a correction to the diffusion constant D. However, as we will see in the next section,
we expect this to be a very small correction, especially for small packing fractions φ.
Figure 2.2.5: Plot of the screening length ξd in the small φ limit as a function of ν for
various values of φ on a log-log scale. ξ crosses over to the perfectly absorbing limit at
ν   1. The arrows Y and B denote, respectively, typical values of ν for baker’s yeast and
bacteria.
To approximate the nutrient absorption k, we assume that each cell independently
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contributes to a nutrient flux per unit volume
j(r) =
4πD0ψ(r)νan
1 + ν
=
3D0φν
(1 + ν)a2 ψ(r), (2.25)
where n is the cell number density which we relate to the cell volume fraction φ = 4
3 πa3n.
We conclude that the macroscopic transport coefficients in this dilute approximation are
D = D0 and k =
3D0φν
(1 + ν)a2. (2.26)
More sophisticated theories can find a correction to D that is linear in φ and higher
order corrections to k (see Ref. [40] for a review). Equation (2.26) implies that the
screening length ξ =
p
D/k in the dilute limit is given by
ξ → ξd ≡
r
1 + ν
3φν
a. (2.27)
Fig. 2.2.5 shows ξd as a function of the absorption parameter ν = κa: the screening
length is a strong function of ν for ν < 1 and crosses over to a perfectly absorbing regime
when ν > 1. If the cells in a dilute cluster at low volume fraction have polydisperse radii
in a Gaussian distribution of cell radii with average  a  and standard deviation σa    a ,
Eq. (2.27) becomes
ξd,poly =
r
1 + ν
3φν
h
 a  +
√
3σa
i
. (2.28)
As expected, the reduced total cell surface area in the polydisperse cluster leads to a
larger screening length. Note that the ratio ξd,poly/ξd is independent of ν and φ in this
limit.
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For yeast cells with φ ≈ 10−1 and ν ≈ 10−3, Eq. (2.27) predicts ξ ≈ 60a. Thus,
glucose penetrates far into the yeast cell cluster when φ ≈ 0.1 (e.g., for yeast embedded
in gel), allowing a substantial fraction of the yeast population to grow. Conversely, we
expect that ξ ≈ 6a for a bacterial colony (ν ≈ 10−1) at φ ≈ 0.1 volume fraction. We
clearly need to go beyond the dilute limit and determine the dependence of ξ on φ and ν
more carefully: Yeast and other cell colonies rarely grow at low volume fractions; cells
typically clump together and pack themselves in an amorphous structure with a volume
fraction approaching that of the random close packing density, φ ≈ 0.6 − 0.7 [61].
2.2.5 Effective Medium Theory for Dense Cell Clusters
For φ   0.1, the dilute approximation breaks down, and we must solve Eq. (2.12) for
Ψ(r) more exactly. Upon defining the diffusive Green’s function G0(r) = (4πD0r)−1, we
can rewrite Eq. (2.12) as an integral equation,
Ψ(r) =
Z
dr
  G0(r − r
 )
"
N X
i=1
Z
dΩi σi(ri)δ(r
  − Ri) + s(r
 )
#
, (2.29)
where we integrate over all positions r  (dr ≡ d3r). In principle, we could choose
the functions σi(ri) to enforce the radiation boundary condition at each cell surface
[Eq. (2.13)], and then average over the cell positions to obtain Σ(r) in Eq. (2.15).
However, as discussed in Section 2.2.2, we do not have access to the full probability
distribution P({R0
i}N
i=1) necessary to do the averaging. An alternative approach exploits
an approximate solution which accounts for each cell independently to first order, the
effects of pairs of cells at second order, etc. This expansion requires knowledge of the
probability distributions of a single cell position, a pair of cells, a triplet, etc. Such
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scattering expansions are plagued with divergences due to the long-range nature of the
diffusive interaction between the cells and must be treated via careful resummations
[54, 62, 63]. Particular care is required, because the Green’s function, or propagator, in
this expansion is ˆ G0(q) = (D0q2)−1 in Fourier space, which is singular as q → 0.
To bypass such complications, we imagine cells imbedded in an “effective medium”
with effective transport properties, to be determined self-consistently. These transport
properties include screening which cuts off the long range behavior of G0(r), and renders
ˆ G(q) finite as q → 0. In particular, we assume a modified “effective medium” propagator
given by
ˆ GΣ(q) ≡
1
D0q2 + Σ(q)
, (2.30)
which describes the transport properties of the nutrient as it wanders through the
homogeneous attenuating medium shown in Fig. 2.2.3(b). A self-consistency condition
on Σ(q) leads to a renormalized (and better behaved) scattering expansion.
In Appendix A.1, we follow Cukier and Freed’s effective medium calculation of
Σ(q) [64]. However, our cells will be partially absorbing, which generalizes the perfectly
absorbing case Cukier and Freed considered. The calculation assumes that the cells have
uniformly distributed centers in the cluster. Excluded volume interactions are included
in an approximate way, by assuming that the centers R0
i,j of any pair of cells i and j are
distributed according to the low density hard sphere pair distribution function
P(R
0
i,R
0
j) =
1
V 2 θ(

R
0
i − R
0
j

 − 2a), (2.31)
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where θ(x) is the step function and V is the cluster volume. This generalization was
also considered by Cukier [65], but we find an important second order correction to
his results from the pair distribution function Eq. (2.31). The details are contained in
Appendix A.1.
We find that the nutrient screening length in units of the cell radius α ≡ ξ/a satisfies
α
2 =
3φαν(1 + cothα)
1 + α + ν
+ 36φ
2

αν(1 + cothα)
1 + α + ν
2
×

1
4α2 + k1(2α)i0(α)

αi1(α)
ν
− i0(α)

, (2.32)
where i (x) and k (x) are the modified spherical Bessel functions of the first and
second kind, respectively. For a specific ν = κa, Eq. (2.32) is a self-consistent equation
for α = ξ/a. It is soluble numerically (we used Newton’s method of successive
approximation) for ξ as a function of ν and φ.
Figure 2.2.6: Plot of the screening length ξ calculated with the effective medium theory
divided by the dilute limit result ξd as a function of the volume fraction φ for various
values of ν. The low density result becomes increasingly inaccurate at larger packing
fractions.
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The ratio ξ/ξd, where ξd is the dilute limit formula Eq. (2.27), appears as a function
of φ for various ν in Fig. 2.2.6. Note that the effective medium theory always predicts
ξ < ξd, a plausible result since this more sophisticated theory allows for nutrient
absorption mediated by repeated interactions with individual cells.
For the values of ν typical of yeast clusters and gram negative bacteria
(ν   10−3 − 10−1), ξ is no more than 20% different from ξd even for large φ   0.5.
These results suggest that effective medium theory is a reasonable approximation for
dense clusters of cells with ν = κa   1, in contrast to the more problematic perfectly
absorbing case ν → ∞ 1.
Figure 2.2.7: Plot of the diffusion coefficient D in the cell cluster calculated with the
effective medium theory divided by the bare diffusion coefficient D0 in the absence of the
cluster as a function of the volume fraction φ for various values of ν.
The second order term in the Taylor series expansion of Σ(q) around q = 0 yields
an implicit equation for the effective diffusion coefficient D of the nutrient inside the
1The effective medium calculation in the perfectly absorbing ν → ∞ limit has serious deficiencies:
even the second order correction calculated in Appendix A.1 yields unphysical results for large values of
φ [64].
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cell cluster. The somewhat cumbersome equation is Eq. (A.20) in Appendix A.1. The
solutions for various ν are plotted in Fig. 2.2.7 as a function of φ. In all cases of biological
interest, the corrections to the bare diffusion coefficient D0 in the absence of the cluster
are relatively small, i.e., approximately 10-20% and never exceeding 30%.
In the biologically relevant regime ν   0.1, the correction to the diffusion coefficient
is close to the ν = 0 (perfectly reflecting) limiting case given by
D(ν = 0)
D0
=
1
1 + φ/2 − φ2/4
, (2.33)
which is derived from Eq. (A.20). As expected, the diffusion coefficient D is smaller than
D0 when the cells are perfectly reflecting. Also, the structure of Eq. (2.33) is consistent
with the modified Maxwell-Garnett theory for diffusion of particles in a medium with
perfectly reflecting inclusions derived in Ref. [66]. Equation (2.33) is also consistent with
experimental results for the diffusion coefficient of water in a suspension of spherical
colloidal particles [67]. At high volume fractions, we expect the effective medium theory
to start to break down and higher order terms in Σ(q) to contribute to transport within
the colony. Thus, the curves in Fig. 2.2.7 should be treated as approximations and
specific features, such as the crossover between the ν = 0 and ν = 0.1 lines, might not be
physical.
We now check the effective medium result against simulations and experiments.
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2.3 Numerical Simulations
To obtain further insight into nutrient absorption, we now go beyond effective medium
theory and solve the diffusion equation numerically in a densely randomly packed
cluster of spherical cells. We employ the finite element solver discussed below to
numerically solve the steady-state diffusion equation with the appropriate boundary
conditions. Given the complicated nature of the problem, we can only test effective
medium theory for clusters of up to 400 cells in this way. However, since the effective
medium approximation is derived in the limit of an infinite number of cells, if it works
for simulations with 100-400 cells, it should be even more reliable when we have even
more cells, as in a typical growing yeast colony.
2.3.1 Cell Cluster Simulation
To check the analytic results, we solved the steady state diffusion equation exactly
for cell clusters with hundreds of cells. The numerical solution was found with the
COMSOL 3.5a finite element solver [68]. A MATLAB program was written to input in
the locations and radii of all the cells in the cluster. The COMSOL program included
a computer-assisted design (CAD) feature that was then able to parse the MATLAB
output and create a particular arrangement of spherical cells that defined our domain
of interest. The coordinate list for the sphere cluster was created via a Bennett model,
originally designed to quickly generate amorphous, dense random packings of identical
spheres [69]. These arrangements approximate the disordered packing of cells observed
in yeast colonies in the experiments.
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To prevent the cells from touching and creating singularities in the finite element
mesh, identical spherical cells with radius a are placed at the sphere centers of a cluster
generated by the Bennett model using spheres with larger radius ˜ a > a. This guarantees
a gap of at least 2(˜ a − a) between adjacent spheres. A high volume fraction φ ≈ 0.63
(corresponding to random close packing) is generated with ˜ a = 1 and a = 0.999. Smaller
values of φ are generated by decreasing a for a fixed ˜ a = 1. For example, a = 0.9 results
in a volume fraction φ ≈ 0.48 (e.g., the cluster in Fig. 2.3.1).
A large bounding sphere concentric with the center of mass of the cell cluster allowed
us to impose a constant nutrient concentration “at infinity”: Ψ(|r| → ∞) = ψ∞, to
approximate a suspended cell cluster in an infinite nutrient bath buffered at concentration
ψ∞. We used COMSOL’s “infinite element” option to efficiently simulate by placing
extremely large finite elements between the bounding sphere and the cell cluster. With
bounding spheres of radii typically five times the cell cluster radius, this method yielded
good results: Our calculated solution was unchanged when varying the bounding sphere
radius from 5 to 10 times the cluster radius.
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Figure 2.3.1: A simulated cluster of cells with ν = 1 and ψ∞ = 1. The color indicates
the local nutrient concentration Ψ(r) near the cell surfaces. In this case, the 200 cells
with radius a were confined to a cluster of radius b ≈ 7.45a, yielding a volume fraction of
φ ≈ 0.48. The radius of the large bounding sphere on which the nutrient concentration
was fixed at ψ∞ was about 56a ≈ 7.5b. To increase computation efficiency, we used
COMSOL’s “infinite element” option with spherical symmetry between radii 28a and 56a
(see Sec. 2.3.1).
Finally, we specified the dimensionless nutrient uptake parameter ν = κa for cells
with identical radius a and applied the boundary conditions given by Eq. (2.13) on
each cell surface. A particular cell cluster and the corresponding steady state nutrient
concentration Ψ(r) near each cell surface is shown in Fig. 2.3.1. In this case, ν = 1, the
packing fraction φ ≈ 0.48, and the cluster radius b ≈ 7.45a, with ψ∞ = 1. The bounding
sphere had a radius of 56a and we inserted infinite elements at distances between 28a
and 56a. With these parameters, the effective medium theory predicts a screening length
ξ ≈ 0.72a. This is consistent with what we observe in Fig. 2.3.1, as the concentration
decays by a factor of e over a distance comparable to the cell radius a.
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2.3.2 Comparison with Theoretical Results
Figure 2.3.2: The radially averaged concentration rΨ(r)/aψ∞ (symbols) and the effective
medium result rψ(r)/aψ∞ (lines) for a cluster of 353 cells of radius a (with cluster radius
b ≈ 8.15a) as a function of δ = (b − r)/a on a log-linear plot. The concentrations
are rescaled to highlight the exponential decay of the concentration into the bulk of the
cluster. Cells occupy the region 0 < δ < 8.15 with the center at δ ≈ 8.15, as indicated
by the dashed lines. The cell packing fraction is φ ≈ 0.63. The bounding sphere has a
radius of 50a, with variable mesh elements inserted at distances between 25a and 50a.
To compare theoretical and simulation results, we tracked the decay of the radially
averaged nutrient concentration Ψ(r) ≡ (4π)−1 R
Ψ(r)dΩ into the center of the colony,
and compared with the effective medium prediction ψ(r) of Eq. (2.21). Fig. 2.3.2 shows a
semilogarithmic plot of rψ(r)/aψ∞ versus δ = (b − r)/a, varying ν = κa over 3 orders of
magnitude. Equation (2.21) predicts that this quantity decreases exponentially near the
cell surface when 1   b/a. Figure 2.3.2 shows how the nutrient concentration decreases
as we move into the cluster.
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Figure 2.3.3: The radially averaged concentration Ψ(r)/ψ∞ (symbols) and the effective
medium solution ψ(r)/ψ∞ (lines) as a function of δ = (b − r)/a for the same 353 cell
cluster described in Fig. 2.3.2. The dotted lines indicate the cluster edge (δ = 0) and
center (δ ≈ 8.15).
Figure 2.3.2 shows that, even for the large volume fraction φ ≈ 0.63, effective
medium theory provides an excellent description, especially for small values of ν. Thus,
this theory is appropriate for modelling yeast colonies, which have a very small ν   10−3
value. The effective medium agreement should improve if computer resources allow more
cells in the simulation, since it was designed to handle the limit where the cell number
N → ∞ and cluster volume V → ∞, with N/V fixed. Figure 2.3.3 shows the low ν
regime (poor nutrient absorbtion) in more detail. Although the differences between the
simulation and effective medium theory are now more evident, the absolute difference
between the simulation and the theory for the concentration remains small.
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Figure 2.3.4: Exponential decay of the rescaled nutrient concentration in the effective
medium theory (lines) and in a simulation (symbols) for a more dilute 85 cell cluster with
b = 7a and various ν. The cell packing fraction is φ ≈ 0.24. The cluster, shown above
the graph, now occupies the region between the dotted lines, 0 < δ < 7.
We also studied a more dilute 85 cell cluster, to check that effective medium theory is
indeed accurate for lower volume fractions and an alternative cell configuration. Instead
of using the Bennett model, we placed cells with centers in three concentric shells with
radii 2a, 4a and 6a. The cells within each shell were placed randomly, but their positions
were adjusted to prevent the cells from touching and disrupting the finite element mesh.
Figure 2.3.4 reveals even better agreement between the simulation and effective medium
theory for the lower volume fraction of φ ≈ 0.24. Note that good agreement in this case
is obtained for the highly absorbing limit ν ≥ 1, as well. We conclude that effective
medium theory provides a good description of spherically averaged nutrient uptake, for
both weakly and highly absorbing cells, for volume fractions φ   0.6.
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2.4 Experiments
We now compare the effective medium theory presented in Sec. 2.2 to experimental
results for glucose uptake in yeast cell colonies. Yeast cell aggregates are a particularly
interesting biological application because they form naturally in the wild and are a
possible model for the initial emergence of multicellularity [70]. Nutrient uptake in single
versus clumped cells is a crucial factor in this model system. Thus, accurately modelling
nutrient transport properties in cell clusters is key to understanding their biological
function and role in evolution.
Since yeast cells are poor glucose absorbers, the characteristic nutrient penetration
depth in a yeast colony is much larger than a cell radius and is easily visible in
colony cross sections, as shown in Fig. 2.1.1. Their poor absorption properties are also
well-suited for effective medium modelling, since we expect that nutrient transport for
small absorption parameter ν   1 is dominated by much longer length scales than the
local colony geometry at the single cell scale.
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2.4.1 Experimental Setup
Figure 2.4.1: (Color online) (a) Confocal microscopy setup. A single yeast cell was
inoculated into a well of a glass-bottomed 96-well plate containing 200 μL of yeast media
and allowed to grow into a colony. The bottom of the colony was imaged using a spinning-
disc confocal inverted microscope. (b) Cells were grown in shaken media, pipetted into an
empty well, and imaged immediately (before they could divide and form colonies) with the
setup shown in (a). At least 250 cells at each concentration were imaged, and the error bars
are the 95% confidence interval using the Student’s t-test. Relative fluorescence intensity
in (b) is defined as ribosomal protein expression divided by constitutive expression. Cells
in 0.167 mM glucose continue to divide, but at less than half the growth rate of cells in
0.5 mM glucose.
We used confocal microscopy to measure the distribution of growth in a yeast colony.
To start the experiment, we filled each well of a 96-well, glass-bottomed microtiter dish
(Greiner Bio-One 655892) with 200 μL of minimal, synthetic yeast media (recipe in
Ref. [70]). Figure 2.4.1(a) shows the confocal setup and Fig. 2.1.1 shows representative
images. We engineered a yeast strain (yJHK192) with two fluorescence protein (FP)
reporters: (1) Cerulean, a stable CFP (cyan) variant, was constitutively expressed
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from the ACT1 promoter; and (2) mCitrine, a YFP (yellow) variant, was expressed
from the ribosomal protein RPL7A promoter. The expression of RPL7A has been
shown to correlate with growth rate [71]; the correlation between growth rate and
glucose concentration has been well studied in yeast [72], and we verified that the
YFP fluorescence correlated with glucose concentration in cells grown in shaken media
(Figure 2.4.1(b)). mCitrine was destabilized by adding a CLN2 PEST-sequence to the C
terminus [73]; a destabilized fluorescent protein was essential to see decreased expression
of RPL7A in cells that had stopped growing.
When grown on agar, small yeast cell colonies (less than 1 mm across) form a
spherical cap with a contact angle θ between the edge and the agar surface. The contact
angle θ increases with agar concentration and θ ≈ 40◦ for 2% agar [74]. Unfortunately,
in our experiment, the side view of the colonies was optically inaccessible and a precise
characterization of the colony morphology was not possible. However, since our colonies
are very small, we expect that surface energy minimization is most important in
determining the shape so that the colonies are approximately spherical caps.
We grew colonies in three glucose concentrations: 0.5 mM, 1.5 mM, and 4.5 mM.
We inoculated one cell per well using a fluorescent activated cell sorter (MoFlo FACS,
Beckman Coulter, Inc.); the cells had been grown to saturation in 1 mM glucose synthetic
media. Inoculation was verified under a microscope, and those wells with a cell closest
to the middle of the well (at least 3 wells per glucose concentration) were selected for
colony tracking. The plate was incubated without shaking at 25 ◦C for 3 days. Each
colony was imaged a day after inoculation and an additional 2-3 times over the next 2
days. The radius of the largest imaged colony in each glucose concentration was less
than half of the average colony size after two weeks of growth (610 μm in 0.5 mM
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glucose, 920 μm in 1.5 mM glucose, and 1170 μm in 4.5 mM glucose), indicating that the
carbon source was not yet depleted. Images were taken with a 20X objective on a Nikon
inverted Ti microscope with a Yokagawa spinning disc unit and an EM-CCD camera
(Hamamatsu ImagEM); CFP was excited with a 447 nm laser and YFP was excited with
a 515 nm laser; exposure times for all images (including single-cell images) were 200 ms
(CFP) and 1000 ms (YFP). All images were focused on the bottom layer of cells in the
colony, and multiple, overlapping images were taken of colonies that exceeded the field
of view. Three independent experiments were performed. Figures 2.4.2 and 2.4.3 show
the combined results of all experiments.
2.4.2 Data Analysis and Results
Images were processed using the Fiji distribution of ImageJ [75]. Images were converted
to 8-bit, stitched together [76], and merged into a single RGB image. Contrast was
not adjusted during processing. Fluorescence intensity as a function of colony radius
was measured using a custom script written in Python. The basic algorithm is as
follows: (1) The constitutive (CFP) image was thresholded using Li’s Minimum Cross
Entropy thresholding method [77]. (2) Noise and cells not attached to the colony were
removed by eroding and then dilating the binary image a total of three times with a
four pixel diameter circular structuring element. (3) A series of mask “rings” was made
by a series of morphological erosions and subtractions from the original image. The
distance between rings was approximately 8 μm, or 2 cell diameters. (4) The masks
were used to generate images of concentric rings using both the constitutive (CFP) and
the growth-dependent expression (YFP) image. (5) The average fluorescence of each
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ring was measured; the reported, relative fluorescence is the average expression (YFP)
fluorescence divided by the average constitutive (CFP) fluorescence. Figure 2.4.2 shows
the intensity as a function of distance from the edge of the colony; each point in the
figure is a measurement of fluorescence at one of the concentric rings, and a line joins the
values from a single colony.
Figure 2.4.2: (Color online) Relative fluorescence intensity (ribosomal protein expression
divided by constitutive expression) as a function of distance d = b − r from the edge of
the colony. Here b is the colony radius and r is the observation position. Each point is
the average fluorescence of an 8 μm thick ring whose edge is located an equal distance
from the edge of the colony. The last point on each connected set of lines represents the
radius of the colony and larger radii reflect longer periods of incubation. Each line is one
colony. Colonies were grown in 0.5 mM glucose (top), 1.5 mM glucose (middle), and 4.5
mM glucose (bottom). Profiles from the three colonies shown in Fig. 2.1.1 are shown as
orange triangles.
In order to compare the experimental results to the effective medium theory, we
assume that each colony is a hemisphere with a radius b equal to the radius of the bottom
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cross-section. Since the colonies are small compared to the glass well dimensions and
since the glucose molecules do not stick to the glass, we also assume that the hemispheres
sit on an infinite, reflecting surface. Hence, by reflection symmetry, the concentration
profile ψ(r) is given by the solution for spherical colonies [Eq. (2.21)], where r is the
distance from the colony center (measured above the infinite plane). Of course, as
discussed in the previous section, the colonies in the experiment could be spherical caps
with a smaller contact angle θ < 90◦ at the glass well bottom. A smaller contact angle
corresponds to a more shallow colony with an increased nutrient penetration depth, due
to nutrient diffusion from the top of the colony. However, we expect that the corrections
due to smaller θ to be small when the penetration depth is small compared to the colony
radius.
Some predictions of the effective medium theory are qualitatively confirmed by the
experimental data. The effective medium theory described in Sec. 2.2 predicts that for
these dense cell colonies, the characteristic shielding length is 50 μm, or about 12 cell
diameters. This is consistent with the fluorescence curves in Fig. 2.4.2. The theory also
predicts that the glucose level at the outer edge of the colony decreases like 1/b, where
b is the colony radius [see Eq. (2.21)]. We see this effect in Fig. 2.4.2, where shorter
curves (corresponding to smaller colonies) have a higher fluorescence level at d = 0.
However, the fluorescence level has a complicated, non-linear relationship to the glucose
concentration in the bulk medium shown (see Fig. 2.4.1(b)) and the specific 1/b scaling
cannot be tested.
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Figure 2.4.3: (Color online) Penetration depth   as a function of colony radius b. Pen-
etration depth in the experiment (symbols) is the distance from the edge of the colony
at which relative fluorescence drops below 0.4. The theoretical results (solid lines) are
calculated by numerically solving ψ(r = b− ) = ψmin [Eq. (2.21)] for  , where we assume
that ψmin ≈ 0.25 mM local glucose concentration corresponds to a 0.4 relative fluorescence
level. As discussed in the text, this level is slightly higher than the level at which the cells
stop growing and expressing the ribosomal protein. We also use a cell radius of a = 2 μm,
a cell packing fraction φ = 0.56, and ν = 6 × 10−4.
Figure 2.4.3 shows the penetration distance   as a function of colony size; penetration
distance is defined here as the distance from the edge of the colony at which the relative
fluorescence intensity falls to less than 0.4. This intensity is chosen to be well above
the background fluorescence level. For the smaller colonies, the fluorescence is higher
than 0.4 throughout the colony. For these colonies, we say that the penetration depth is
equal to the colony radius:   = b. Equation (2.21) is used to find a theoretical result
for the penetration depth   inside the colony. We assume that the relative fluorescence
intensity of 0.4 corresponds to a local glucose concentration of ψmin ≈ 0.25 mM. Again,
note that this level is slightly higher than the minimum glucose level required for growth.
We estimate the packing fraction of cells inside a colony, φ ≈ 0.56, by looking at cell
colonies growing on agar (data not shown). Then, assuming a cell radius a = 2 μm and
absorption parameter ν = 6×10−4, we find reasonable agreement between the theoretical
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solution for   and the experimental data in Fig. 2.4.3.
We do see some disagreements between the experimental results in Fig. 2.4.3,
especially at the 0.5 mM glucose concentration. In general, we expect to underestimate
the penetration depth due to our approximation of colonies as hemispheres. The
deviations may also indicate the presence of biological mechanisms that allow the
cell clusters to adapt to particular nutrient environments. For example, yeast cells
can modify their nutrient uptake parameter ν = κa by expressing different nutrient
transporters on their surface [25]. Our theory assumes that each cell in a colony has the
same absorption strength ν, an approximation suitable provided all cells employ the same
nutrient transporter system, and the ambient nutrient concentration is small enough so
that we are in a linear regime of nutrient absorption in a Michaelis-Menten-type curve
(see Fig. 2.2.1). So, deviations from our theory may indicate deviations from the linear
regime or the presence of regulatory mechanisms in cells that modify nutrient uptake
kinetics during colony growth.
2.5 Conclusions
We have developed and tested an effective medium theory of nutrient transport in
clusters of cells. Simulations and experiments support the theoretical results. The key
parameters in our model are the single cell nutrient absorption parameter ν and the
packing fraction φ of cells in the cluster.
The wide variation in ν for different cell types such as yeast (ν   10−3), gram-positive
(ν   10−2), and gram-negative (ν   10−1) bacteria has important implications for
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nutrient absorption. Effective medium theory predicts very different nutrient shielding
properties of cell clusters as ν varies (see Figs. 2.3.2 and 2.3.4). Thus, the fraction of
actively growing cells at a cluster surface will vary significantly with cell types. For
instance, we predict that the screening length   for an S. cerevisiae colony is about 10
times longer than the length in a gram negative E. coli bacteria colony and 3 times
longer than in a gram positive L. mesenteroides bacteria colony, measured in units of
the respective cell diameters.
Our theory also predicts that nutrient shielding is more sensitive to the volume
fraction φ when each cell is a good absorber (i.e., for ν   0.1). As φ increases, correlations
between the cells become more important as nutrient collisions with multiple cells create
a stronger shielding effect. Thus, a colony of good absorbers, such as gram-negative
bacteria, should be able to change its nutrient shielding properties by tuning the
separation between each cell. This hypothesis could be tested by placing bacterial cells in
a gelatinous matrix at various cell densities and observing their growth. As discussed in
Sec. 2.2.4, these artificial colonies have many industrial and environmental applications.
It would be interesting to extend our theory to include nonspherical cell shapes and
cell radius polydispersivity. Polydispersivity should increase the screening length, but a
detailed understanding of its effect on cell correlations is lacking. One could also account
for spatial variability in φ. Cell clusters should “thin out” near the cluster surface, where
the cells have not had time to grow into a densely packed structure. If this density
variation occurs on scales large compared to the cell radii, it should be sufficient to
replace φ by a spatially dependent φ(r) in our effective medium calculations.
To extend the experimental results and test the effective medium theory more
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precisely, one could control for the variability of the ν parameter in the colony. One
possibility is to use engineered yeast strains with fixed nutrient uptake kinetics, such as
the mutants constructed by Reifenberger et al. [26]. These cells express a single type of
glucose transporter in a medium with a low glucose concentration. In addition, it would
be interesting to more precisely characterize the local glucose concentration in the colony
by using either a more direct reporter or more precisely characterising the relationship
between glucose level and ribosomal protein expression.
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Radial Domany-Kinzel Models with
Mutation and Selection
This chapter appears in its entirety in M.O. Lavrentovich, K. S. Korolev & D.R. Nelson,
Phys. Rev. E 87, 012103 (2013)
3.1 Introduction
To grow and prosper, populations must often migrate into new territory. These
ubiquitous range expansions occur in bacterial growth on a Petri dish, tumor growth,
viral infections, human migration, species movement induced by climate change, and in
many other biological systems [78, 79, 80, 81, 82, 83, 84, 85, 86, 87]. Such expansions
influence the evolutionary dynamics of the population with, for example, enhanced
genetic drift due to low population densities at the frontier. To understand the universal
features of these diverse range expansions, it is of interest to construct simple models
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with the essential elements of the population’s evolutionary and spatial dynamics.
Many features of a range expansion can be captured by adapting a simple “stepping
stone” model [13, 88]. In this model, individuals in a collection of island subpopulations,
or demes, reproduce, die, and mutate stochastically. Two commonly used stochastic
processes are the Moran and Wright-Fisher models (see [10, 13, 89] and references
therein). The demes track spatial configurations, which simulate the spatial distribution
of an evolving population. By allowing individuals to migrate between adjacent demes,
one can simulate the effect of dispersal on the evolutionary dynamics in, say, one or two
dimensions. Analysis of these models highlighted many important features distinguishing
the evolutionary dynamics of a well mixed versus spatially extended populations (see
[13] for a review).
As discussed in Ref. [13], stepping stone models also provide a useful approximation
to population genetics at the frontier of an expanding population. First, consider an
asexual population expanding across a flat surface with an approximately linear front.
Under a wide variety of conditions, the front will move with a constant speed v, set by
the competition between growth and dispersal (see e.g., Ref. [90] and references therein).
This growth is called a Fisher wave [91]. Second, we assume that only individuals
living near the population front are able to divide and settle into the new territory.
In the approximation of a flat population front, and in a reference frame moving with
the frontier, we can simulate the front using a one-dimensional stepping stone model.
This model predicts that for small deme size, number fluctuations (genetic drift) create
a strong spatial genetic demixing of the population into domains of closely related
individuals. Initially, demixing occurs primarily through local fixation within a deme.
At long times, however, coarsening is dominated by the diffusive motion of the domain
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boundaries, which annihilate or coalesce on contact, creating larger domains. Selective
advantages will bias the motion of the boundaries, and mutations will introduce new
domains into the population [13].
Figure 3.1.1: A sketch of the phase diagram for mutation-selection balance in linear
expansions with irreversible, deleterious mutations from green to red cells occurring at
rate μf, at a fitness cost s (see Appendix B.1 for a biological motivation). The solid line
between red and green regions represents the directed percolation phase transition. We
show as insets typical clusters generated from single green (light gray) cells in the active
and inactive phases. The dashed line at the top represents the case of no mutations
where the system falls into the compact directed percolation (CDP) universality class.
The dynamics at criticality (s = μf = 0 at the black dot) in this CDP regime is shown.
The dotted line shows the position of the mean field transition (i.e., for a well mixed
population). An analogous plot for inflating radial range expansions is shown in Fig. 3.3.7.
Stepping stone models (and the simplified voter-type models discussed below) of
population genetics at frontiers make use of the notion of “dimensional reduction.”
A range expansion of organisms across a surface takes place in two spatial and one
temporal dimensions. At the cost of considerable computational complexity, a full
2 + 1-dimensional model of the population genetics could be constructed, as was
done recently within mean field theory to model range expansions of baker’s yeast,
Saccharomyces cerevisiae [92]. However, the population density and relative proportions
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of many organisms stop changing (and some even stop migrating) in the wake of a
front colonizing virgin territory. The crucial dynamics of genetic drift, competition, and
spatial diffusion then takes place at a linear frontier, where one can approximate the
2 + 1-dimensional dynamics by a 1 + 1-dimensional stepping stone in a reference frame
which moves with the population front.
This mapping is only exact for perfectly flat population fronts. For neutral
mutations, the flat front approximation leads to boundaries of genetic domains
behaving as simple random walks which wander from their initial positions with a
characteristic displacement Δx  
√
t that increases with the square root of time.
Interesting complications arise when the front undulates – for neutral genetic variants,
the boundaries between genetic domains couple to the undulations and wander more
vigorously, which changes some of the detailed predictions of the theory [2, 9, 13, 93].
We neglect such complications here, but note that Kuhr et al. [94] have recently studied
dynamical phase transitions in a two-species Eden model with an approximately flat
but undulating front, and found different critical exponents than those of the directed
percolation universality class [95] considered here. It’s worth noting that not only are flat
one-dimensional habitats easier to analyze, a quasi-one-dimensional environment could
describe the evolutionary dynamics along the bank of a river, along a seacoast, or along
a constant altitude slope of a linear mountain range. To obtain inflation (or deflation) in
this context, one could invoke, for example, a receding or advancing waterline around an
island. Flat front models might also describe the gradual, climate-driven shift of some
populations toward the Earth’s poles [84, 85].
An interesting special case of the stepping stone model is one in which a fit wild-type
strain undergoes deleterious mutations that confer a fixed selective disadvantage. If
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the deleterious mutations are irreversible, there will be a resultant selection-mutation
balance, as shown in Fig. 3.1.1. The irreversible, deleterious mutations describe the
genetic dynamics of a well adapted population evolving in a fitness landscape with a
single sharp peak (see Appendix B.1 for more details). The population sector dynamics
exhibits a phase transition that falls into the directed percolation universality class
[95]. The order parameter is the fixation probability of the advantageous strain. In the
“active” phase, the advantageous strain has a finite probability of surviving after an
infinite amount of time (in a spatially infinite population). In the “inactive” phase, the
strain always dies out eventually. The transition into the inactive phase is sometimes
called “mutational meltdown” in population genetics literature [9, 96]. We consider
the simplest possible model leading to directed percolation: a single active strain with
deleterious mutations. However, directed percolation behavior is observed in a wide
variety of biological processes [80, 81, 97].
In this chapter we study curved population fronts in two dimensions that expand
with some constant velocity v, motivated by populations that settle new territory from
some localized, approximately circular, initial homeland with radius R0. (A semicircular
variant of this theory would describe organisms spreading into the interior after a coastal
colonization event.) A particularly simple example is the growth of a circular bacterial
inoculation on a Petri dish [98]. We will again assume that the dynamics are confined
to the population front. A dimensional reduction to a 1 + 1-dimensional model will also
be possible in this case, but the spatial dimension must now inflate to account for the
growth of the curved front. To simplify the analysis, we assume the extreme limit of
a stepping stone model, with a single cell per deme. As a result, the genetic drift, or
number fluctuations, at the frontier will be very strong. We will argue that the long-time,
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large-size dynamics of this extreme limit of the stepping stone model is equivalent to the
dynamics of a generalized voter model under an appropriate coarse-graining.
In general, the curved front suppresses the effects of genetic drift by systematically
increasing the perimeter of the frontier and inflating sector boundaries away from
each other. The suppression becomes significant after a crossover time t  = R0/v. A
scaling argument for this crossover time follows from a comparison of the diffusive
and inflationary length scales in the problem. At short times, sector boundaries move
diffusively and sectors grow to a characteristic diffusive size  d   R0φ  
√
Dt, where φ is
the angular sector size, R0 is the homeland radius, and D is a diffusion constant. The
diffusion constant scales as D   a2/τg where a is the cell diameter, and τg is the time
between generations (see Sec. 3.3 for more details). The inflationary growth due to the
increasing population radius R(t) = R0 + vt has a characteristic size  i   φvt. So, there
will be a crossover time t  at which the two length scales  i and  d are comparable. This
sets  d   R0φ  
√
Dt    φvt     i and we find the desired result t    R0/v. After time
t , sector boundaries with a significant angular separation no longer diffusively interact,
and the population separates into independent segments. Consequently, quantities such
as the survival probability and the steady state fraction of an advantageous mutant
become enhanced relative to linear expansions, because the advantageous mutant just
has to survive until time t  after which inflation prevents its extinction via genetic drift.
The inflationary dynamics also strongly influences the mutation-selection balance
(directed percolation phase transition) by introducing a cutoff to the critical population
dynamics after time t . Just as in a finite size effect at a conventional phase transition,
this cutoff is characterized by scaling functions. We find that the dynamics scales with t 
in a similar way as for a finite population size L in a linear range expansion at criticality,
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but with a completely different scaling function. Moreover, inflation is qualitatively
different from typical finite size effects due to transient dynamics or small system sizes
[95, 99]: Inflation occurs at long times and is due to a gradually increasing system size.
We will also consider the effects of inflation on the dynamics of single sectors of
cells with a selective advantage. A key dimensionless parameter that characterizes the
strength of the selective advantage for voter-type models (in the presence of inflation)
is κ ≈ s
p
R0/2vΔt, where s ≤ 1 is a selection coefficient, Δt is the time between
generations, and v is the circular front propagation speed. For κ   1, selection is
weak, genetic drift dominates the evolution, and the sector boundaries exhibit strong
fluctuations. Conversely, when κ   1, the selective advantage is strong, the sector
boundaries move out deterministically at long times, and the fate of the sector is decided
very early in the evolution. Examples of both cases are shown in Fig. 3.3.4.
In general, if a subpopulation has a strong selective advantage, it will create
“bulges” in an advancing population front. The population front will also roughen
due to the stochastic nature of the growth at the interface [13, 92]. These bulges and
undulations will couple the population dynamics to the front geometry, changing the
nature of the dynamics. As discussed above, these effects are not included in our study.
However, we note that a smooth front approximation has been successfully employed in
studies of expansions of bacteria, such as Pseudomonas aeruginosa [78]. In addition, this
simplification will allow us to make connections between the radial expansions studied in
this chapter and the large body of work on stepping stone models for linear expansions
with uniform fronts [13].
The organization of the chapter is as follows: In Sec. 3.2 we develop a generalized
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Domany-Kinzel model [100] to simulate both linear and radial range expansions.
An unfortunate artifact in lattice simulations of circular range expansions is genetic
boundaries and colony shapes that lock into the discrete four- or six-fold symmetry of the
underlying lattice. We describe novel simulation methods (which create an amorphous
packing of organisms) that resolve this problem. In Sec. 3.3 we interpret the simulation
results by appealing to a generalized voter model [3, 101] description that includes both
mutations and natural selection. We also discuss how our generalized voter model is
connected to the stepping stone model and the directed percolation universality class.
The effect of inflation on the directed percolation phase transition is also described in
Sec. 3.3. In addition, we compare linear and radial expansion results for quantities such
as fixation probabilities and the heterozygosity correlation function. Sec. 3.4 presents a
brief discussion of an alternative “deflating” inward expansion in which the population
front gets smaller, as might happen in colonization from the perimeter of an island. We
conclude with final observations and a summary in Sec. 3.5.
3.2 Simulations
Many properties of the directed percolation phase transition line shown in Fig. 3.1.1 have
been studied using the Domany-Kinzel (DK) lattice model [95, 100, 102]. The DK model
is implemented on a hexagonal (i.e. equilateral triangle) lattice in which horizontal lines
of sites are updated one at a time, starting from the top. The sites can be in one of two
states (e.g., red or green) and the states of newly evolved sites are determined by the
states of neighboring sites in the horizontal line above, as shown in Fig. 3.2.1(a). Since
all of the updating occurs at the bottommost actively evolving horizontal line, we have
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the dimensional reduction discussed in the introduction. The downward direction on the
lattice can be treated as a time axis.
The DK model has a natural biological interpretation. The sites represent cells, and
the evolving lines of sites represent cell generations evolving as flat population fronts.
Note that the DK model updates the entire front or generation of cells before moving
the front. This scheme is called parallel updating [95, 103] and has non-overlapping
generations. The two states of the cells in this model correspond to two genetic variants
or “alleles.” During each update step, new “daughter” cells are evolved according to a
probabilistic rule that depends on the states of neighboring “parent” cells in the previous
generation. Although these parents do not sexually reproduce, two neighboring asexual
cells must compete for space for daughter cells during reproduction. Thus, not all of the
parent cells will be able to propagate an associated daughter cell because of limited space
at the frontier. As part of this reproductive process, successful daughters are allowed a
small chance of switching colors via mutation, as discussed below. After a daughter cell
is pushed forward into a frontier populated by a new generation, cell division behind the
advancing frontier ceases.
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3.2.1 A Generalized Domany-Kinzel Model
Figure 3.2.1: (a) A sketch of the Domany-Kinzel (DK) model implemented on a hexagonal
lattice so that each daughter cell has two potential parents. Periodic boundary conditions
are employed, and each cell is evolved using input from the states of the two cells above it
in the previous generation. (b) Illustration of the two update steps in our generalized DK
model. The daughter shares the color of two parents of the same color. Otherwise, the
daughter is green (light gray) with probability pG = (2 − s)−1 ≈ 1/2 + s/4 if its parents
are different colors, where s ≤ 1 is the selective advantage of the green strain. We set
pR = 1−pG = 1−s
2−s ≈ 1/2−s/4. A newly evolved cell is then allowed to mutate from green
(light gray) to red (dark gray) with a forward mutation probability μf   1 or vice-versa
with a backward mutation probability μb   1.
In the original version of the DK model, there are two parameters p1 and p2 which set
the update rules [100]. If a daughter cell has a green and red parent in the previous
generation, the daughter is green with probability p1. If both parents are green, the
daughter is green with probability p2. When the parents are both red, the daughter
cell is always red so that no mutations from red to green cells are allowed. This
parameterization is not well suited for population genetics, so a biologically motivated
modification that includes two-way mutations is necessary. To adapt and extend the DK
model, daughter cells are now created in two steps shown in Fig 3.2.1(b). In the first
step, a green or red daughter cell is created with a probability pG or 1 −pG, respectively.
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We construct pG by drawing inspiration from the Moran model, a well studied update
scheme for well mixed populations [10, 90]. The probability pG will be proportional to
both the number of potential green parents nG, and the green cell growth rate, which is
normalized to unity. The red cells suffer a selective disadvantage and grow at the smaller
rate 1 − s. Then, to ensure that pG is properly normalized, we have
pG =
nG
nG + nR(1 − s)
=
nG
snG + nT(1 − s)
, (3.1)
where nR is the number of red parents and nT ≡ nR + nG. After this first selection step,
the surviving daughter cell mutates forward with probability μf   1 if it is green and
backward with probability μb   1 if it is red. The update steps are shown for a simple
linear expansion in Fig. 3.2.1(b), for which nT = 2.
Figure 3.2.2: (Color online) An illustration of a radial expansion simulation on a hexag-
onal lattice with an initial state given by a “homeland” of 7 cells. We add daughter cells
one at a time, each time picking an unoccupied lattice site that is closest to the center of
the homeland (the central purple cell). When two or more cells are at the same distance,
we chose one of them at random. We implement the generalized Domany-Kinzel update
rule that allows for more than two potential parent cells. Each daughter cell will be green
(light gray) with a probability pG that will depend on the number of green (light gray)
parents nG, given by Eq. (3.1). Mutations can be implemented in a second update step
as described in the text (also see Fig. 3.2.1).
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A lattice model for radial range expansions can now be constructed by taking
advantage of the variability of nT in the update rule in Eq. (3.1). For example, as
illustrated in Fig. 3.2.2, we can use a hexagonal lattice and evolve the cells starting from
an initial homeland centered around a reference cell. We always choose to evolve the
daughter cell that is closest to the central reference cell in the initial seed. This choice
ensures a uniform, circular population front. Certain daughters will now have three
(nT = 3) instead of two (nT = 2) parents. Our revised DK update scheme easily adapts
to this variation. As discussed below, this algorithm leads to circular colonies, and might
arise biologically if previously deposited cells generate a chemical that stimulates cell
division at the frontier.
3.2.2 The Bennett Model
Unfortunately, the radial DK model implemented on lattices with discrete rotational
symmetries (e.g. hexagonal, square, or triangular lattices) exhibits strong lattice
artifacts. For example, domains of cells prefer to grow along the crystallographic
directions, which can introduce artificial oscillations in angular correlation functions, as
discussed in Sec. 3.3.2. To eliminate this problem, we have implemented the DK model
on an amorphous lattice that does not have any special directions. An efficient way to
generate such a lattice is provided by an extension of the Bennet algorithm [69].
In the original Bennet model [69], identical hard sphere particles (cells, in our case)
were deposited sequentially in locations closest to a chosen reference point that becomes
the center of the population. The possible locations for daughter cells are generated by
enumerating all the possible ways of placing a new cell so that it touches at least two
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cells without overlapping any other cell. The first few close-packed cells (a triangle of
three, in the planar implementation discussed below) are placed manually in an initial
“seed”. It turns out that, in two dimensions, the generated cluster of identical cells has a
very strong hexagonal ordering, regardless of the shape of the initial seed [104]. Following
Ref. [104], we create an amorphous configuration by depositing cells with two different
sizes with different probabilities. For a carefully chosen range of ratios ρ between the
smaller and larger cell radius and the probability Q of depositing the smaller cell rather
than the larger one, one finds packings with no preferred directions.
Figure 3.2.3: (a) A radial DK model simulation on a hexagonal lattice. The structure
factor of the lattice is shown in the right panel. The cell colors were assigned with neutral
selective advantage (s = 0) and no mutations (μf = 0). The first 1500 cells generated by
the algorithm are shown. The central shaded region is the homeland of radius R0 ≈ 10
cell diameters, where green (light gray) and red (dark gray) cells are placed randomly
with equal probability. (b) The same simulation performed on a Bennett model lattice
with approximately equal numbers of small and large cells (Q = 0.5) and a radius ratio
ρ = 0.769. The structure factor in the right panel shows that the Bennett call packing is
isotropic.
One test of rotational symmetry for a generated cluster is to compute the structure
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factor
S(k) ≡
1
N





N X
i=1
e
ik∙ri





2
, (3.2)
where N is the number of cells in the cluster and ri is the center of the i-th cell.
A hexagonal cluster of cells with identical radii will have a striking structure factor
with a clear six-fold symmetry, as shown in Fig. 3.2.3(a). By contrast, the amorphous
cluster in Fig. 3.2.3(b) has a structure factor with no discrete symmetries. The latter
cluster was generated using equal numbers of large and small cells (Q = 0.5) and
size ratio ρ = 0.769. We use this choice of parameters in the radial range expansion
simulations in the next two sections (Sec. 3.3.1 and Sec. 3.3.2). In the later sections, we
use slightly different parameters (Q = 0.6 and ρ = 8/11 ≈ 0.73) which yield similar cell
configurations.
Once an amorphous configuration of cells is generated, a homeland of cells is
established by assigning genotypes of red or green to all cells within a radius R0 of the
central reference point. Fig. 3.2.3(b) illustrates a well mixed initial homeland with R0
equal to about ten cell diameters. This initial homeland is then evolved using the rules
discussed in Sec. 3.2.1. Similar to the evolution on the hexagonal lattice in Fig. 3.2.2,
a new daughter is always the one that is closest to the central reference point used to
generate the lattice. This can be regarded as an approximation for cell colonies where
previous generations continuously secrete a chemical promoting cell division into the
open space at the frontier. (We assume steric constraints prevent cell division in the
interior of the colony.) The resulting concentration of stimulant will monotonically from
the center, leading to circular colonies. Alternatively, a circular population front can be
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imposed externally by, for example, a receding waterline around a circular island. The
time t is measured in generations. Each generation represents the time needed to evolve
a new rim of cells at the circular population front. We assume that this rim has a finite
thickness corresponding to the average cell width, so that the population radius is given
by R(t) = R0 + vt. The speed v is the rim thickness divided by the generation time.
To facilitate the measurement of time in units of the radial colony size, we rescale
all of our amorphous lattice coordinates such that we get the same cell number density
as in a hexagonal lattice of identical cells with a diameter equal to one. We know that
for the hexagonal lattice, a radial expansion will grow out by about a cell diameter per
generation. Thus, with this rescaling, we can treat each generation in our amorphous
lattice as all the cells in a rim with a thickness equal to one. This means that our
population front speed is set to v = 1 and the radius of the radial range expansion at
time t is now R(t) = R0 + t.
In the Bennett model lattice, there are a variety of ways to choose the competing
parents in the local neighborhood of each daughter. In our simulations, we choose
the parents to be the previously evolved cells that touch the daughter cell. Since we
update the cells one at a time, starting from the closest cell to the reference point, the
adjacent parent cells must all be closer to the reference point than the daughter. This
usually gives us two or three potential parents. However, sometimes the daughter cell
is adjacent to cells that are all further from the reference point and have not yet been
updated. In these exceptional cases, we choose the competing parents to be the two
closest nonadjacent cells that are closer to the reference point.
Our amorphous cell packings will have slight inhomogeneities. For example, there
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will be a variation in the coordination number z at each lattice site. The lattice spacing
a will also vary across the lattice. Hence, we define an effective coordination number zr
for our radial expansions as well as an effective lattice constant ar. Since the amorphous
lattice is not the densest possible packing of the cells, there will be gaps between the
cells, and ar is expected to be slightly larger than the average cell diameter. In particular,
we expect the amorphous lattice to be more loosely packed than a hexagonal lattice of
identical cells with diameters equal to the average cell diameter in the amorphous lattice.
The inhomogeneities, or “quenched disorder,” in our amorphous cell packings
require an average over spatial variations to get the effective parameters ar and zr. We
have found it most straightforward to estimate ar and zr by fitting simulation results to
known analytic solutions. For example, the heterozygosity function derived in Sec. 3.3.1
is used to fit the combination a2
r/zr (see Fig. 3.3.2). An alternative approach might be to
use the coarse-graining procedure used to produce measured correlation functions from
actual cell colonies in Ref. [78]. Some quantities, such as the fraction of green cells f(t)
at time t, can be measured without knowing either ar or zr. Note that the disorder is
present in both the time-like (radial) and the space-like (circumferential) direction on
the lattice. Fortunately, it can be shown [95] that spatio-temporally quenched disorder
is an irrelevant perturbation in systems in the directed percolation universality class and
it will not change the important features of the dynamics.
3.3 Voter Models with Inflation
To understand the radial simulation results analytically, we shift to a generalized voter
model description in which cells in the population are randomly updated one at a time,
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instead of generation by generation. The former and latter update schemes are often
referred to as random-sequential and parallel updates, respectively [103]. The original
Domany-Kinzel model uses parallel updates as discussed previously. Our simulations
(using the DK model generalization discussed in Sec. 3.2) represent an intermediate
case since we evolve the system one cell at a time, but in a deterministic way to ensure
that each generation is updated sequentially. The random-sequential scheme is used
in canonical models such as the voter model or more general contact processes, which
have features conducive to an analytical analysis [103]. Parallel updates are easier to
implement in simulations. Despite the differences between these two update schemes, we
expect that they share universal features when we look at their coarse-grained dynamics.
There are exceptional cases where this is not so, such as in the roughening transition
in models of polynuclear growth [95]. However, we do not expect our simulations to
be exceptional, because the directed percolation transition can be modelled with either
update scheme [95]. We start be considering flat frontier range expansions, and then
introduce the inflation due to radial range expansions in the coarse-grained description
at the end.
To start the analysis, we exploit dimensional reduction and consider the cells at the
frontier of a d + 1-dimensional population as “voters” in a d-dimensional space. It is
convenient to describe the states of the cells with a set of spin variables {σi}i Zd where
σi = ±1 and i is a d-dimensional vector of integers describing the location of the ith cell
on a hypercubic lattice that approximates cell positions in our amorphous simulations.
The spin variable encodes the cell state: σi = 1 for a green cell and σi = −1 for a red
one. No empty sites are allowed, which is equivalent to assuming a uniform front that
advances in lock-step in (d + 1)-dimensions with each generation. We now will use the
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notation {σ} ≡ {σi}i Zd for convenience. The probability distribution of a particular
spin configuration {σ}, P ({σ},t) obeys the master equation [3]
∂tP({σ},t) =
X
j Zd

ω{σ}j→{σ}P({σ}j,t) − ω{σ}→{σ}jP({σ},t)

, (3.3)
where {σ}j is the same configuration of spins as {σ}, except that the jth spin is flipped
(has an opposite state). Spin flipping in the biological context represents the replacement
of a cell at site j by a cell of the opposite type after cell division. The variable j in
Eq. (3.3) runs over all spin locations and ω{σ}→{σ}j are the probability rates of transitions
between the configurations {σ} and {σ}j. The flipping rates ω{σ}→{σ}j are given by the
sum of three terms,
ω{σ}→{σ}j = ω
drift
{σ}→{σ}j + ω
mut
{σ}→{σ}j + ω
sel
{σ}→{σ}j, (3.4)
where ωdrift
{σ}→{σ}j is the rate due to random genetic drift, ωmut
{σ}→{σ}j is the contribution
from mutations, and ωsel
{σ}→{σ}j is the contribution from a selection bias.
For neutral strains without mutations, only genetic drift contributes to the rates
ω{σ}→{σ}j. This genetic drift arises because a cell is more likely to change its state if it is
surrounded by neighbors of the opposite type [15], just as in the original voter model [3].
Thus, ωdrift
{σ}→{σ}j is the standard Glauber rate [105] used in the voter model:
ω
drift
{σ}→{σ}j =
1
2τg
"
1 −
σj
z
X
i n.n.j
σi
#
, (3.5)
where the summation is over the z = 2d nearest neighbors of voter σj. The generation
time τg corresponds to updating every cell once per generation. Mutations allow some
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cells to stochastically change their states independently of the states of their nearest
neighbors. We model these processes by introducing the rates
ω
mut
{σ}→{σ}j =
μf(1 + σj)
2τg
+
μb(1 − σj)
2τg
, (3.6)
where μf and μb are the mutation probabilities for the cell during a generation time
τg. These probabilities correspond to the mutation probabilities in the DK model
simulations described in Sec. 3.2. To make further contact with the DK model, green
cells are replaced by red cells with a rate that is smaller than the reverse rate by a factor
of 1 − s, where s ≤ 1 represents a selective advantage. The resultant contribution to the
flipping rate is
ω
sel
{σ}→{σ}j =
s
4zτg
X
i n.n.j
(σi − 1)(1 + σj), (3.7)
where we sum over the nearest neighbors of spin σj.
We may now apply a coarse-graining procedure on the master equation (Eq. (3.3))
with the rates in Eq. (3.4) to find a stochastic differential equation for the local,
coarse-grained fraction f(x,t) of green cells:
f(x,t) ≡
1
Ω
X
i BΩ(x)
1 + σi(t)
2
, (3.8)
where BΩ is a set of spins in a neighborhood around frontier point x with volume Ω. In
Appendix B.2 we derive that for Ω = 1, f(x,t) obeys the equation
∂tf(x,t) = D 
2f(x,t) + ˉ sf(x,t)[1 − f(x,t)]
− ˉ μff(x,t) + ˉ μb (1 − f(x,t)) + η(x,t), (3.9)
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where D = a2/(zτg) is the diffusion coefficient, ˉ s = s/τg, ˉ μf = μf/τg, ˉ μb = μb/τg, and η
is a noise with correlations given by
 η(x,t)η(x
 ,t)  ≈
2f(x,t)[1 − f(x,t)]
τg
a
dδ(t − t
 )δ(x − x
 ). (3.10)
This Langevin equation can also be derived starting from a stepping stone model where
the lattice sites are subpopulations undergoing a Moran process (see Appendix B.1)
and which exchange individuals between neighboring sites. By setting the number of
individuals in each subpopulation to one, we find the same Langevin equation (Eq. (3.9)),
as shown in Ref. [13]. Because of the nonlinearity in the noise correlations Eq. (3.10),
the stochastic differential equation must be interpreted according to the ˆ Ito calculus
[13, 15]. The time and space scaling used in the simulations sets τg = 1.
The analysis so far is valid for both radial and linear range expansions as no
reference has been made to the shape of the population front. For a linear front of length
L in a two-dimensional population, the coordinate x is replaced by a single coordinate
x   [−L/2,L/2]. For a circular front, we have to be more careful. In an “inflating”
front, the number N of active “voters” or cells around the perimeter increases in time.
To cover a variety of interesting cases, we let the radius R(t) grow in time according to a
general power law
R(t) = R0
"
1 +

t
t 
Θ#
, (3.11)
where Θ is the growth exponent 0 < Θ < ∞, t  is a characteristic time, and R0 is the
initial homeland radius. In our simulations, we will be restricted to Θ = 1 where there is
a constant front propagation velocity v such that t  = R0/v. The choice of Θ = 1 is also
appropriate for biological systems [90, 98, 106, 107] expanding on a flat substrate.
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Figure 3.3.1: Three examples of surfaces generated by the set of points r(t,φ) given by
Eq. (3.12) with 0 ≤ t ≤ 2 and −π ≤ φ < π. We set the initial population circumference
and the crossover time to one: R0 = t  = 1. The Θ = 1/2 surface is shaped like a bowl
and has positive Gaussian curvature K > 0. Conversely, the Θ = 2 surface is shaped like
a trumpet and has K < 0. Confining a population to grow along the Θ = 1 surface (with
K = 0) is another way of implementing the regular radial range expansion with linear
inflation.
The Θ  = 1 case might be used to model frontier expansions on curved surfaces, such
as a parabolic surface with positive Gaussian curvature, or a negatively curved surface
like the horn of a trumpet as shown in Fig. 3.3.1. Each position r = (x,y,z)T on such
a surface can be parameterized by the time t and an angle φ   [−π,π). The angle φ
parameterizes a location on an expanding circumference. In Cartesian coordinates,
r(t,φ) =







R0
h
1 +
 
t
t 
Θi
cosφ
R0
h
1 +
 
t
t 
Θi
sinφ
t







. (3.12)
The population grows upward along the positive z-axis, so that we can identify this
direction with the time t. The Gaussian curvature K(t,φ) at each point (t,φ) of such a
surface can be calculated using standard methods [108]:
K(t,φ) =
R2
0

1 +
 
t
t 
Θ 
t
t 
Θ Θ(1 − Θ)
t2 + R2
0
 
t
t 
2Θ Θ2
. (3.13)
Note that K(t,φ) is positive when Θ < 1 and negative when Θ > 1. Surfaces at three
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different values of Θ are shown in Fig. 3.3.1.
The analysis will be general for now, and we will consider circular population fronts
growing with arbitrary power Θ > 0 of t, with radius R(t) given by Eq. (3.11). A
location along the population front is given by the x and y components of r in Eq. (3.12):
R(t){cosφ,sinφ}, where φ   (−π,π) is the angle parameterizing a location on an
expanding circumference. Setting x = R(t)φ in Eqs. (3.9) and (3.10), we obtain (upon
setting μb = 0) the Langevin equation for a radial expansion
∂tf(φ,t) =
D
R(t)2 ∂
2
φf(φ,t) + sf(φ,t)[1 − f(φ,t)] − f(φ,t)μf + η(φ,t), (3.14)
where the noise η(φ,t) obeys
 η(φ,t)η(φ
 ,t)  =
2af(φ,t)[1 − f(φ,t)]
R(t)
δ(t − t
 )δ(φ − φ
 ), (3.15)
and we have set the generation time to one: τg = 1. When we compare our simulation
results to these voter models for radial range expansions, we will use an effective lattice
constant ar and coordination number zr, as discussed in Sec. 3.2. The corresponding
diffusion constant is then D = Dr ≈ a2
r/(zrτg), with τg = 1. Similar equations to
Eq. (3.14) and Eq. (3.15) were derived via the stepping stone model in Ref. [13, 78] for
the linearly inflating case, where R(t) = R0 + vt.
3.3.1 Neutral Evolution
An important exactly soluble case is a neutral radial range expansion, considered
previously for linear inflation (Θ = 1 in Eq. (3.11)) and inflation with a rough front
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[9, 13, 78, 109]. We consider first the dynamics without mutations for simplicity. An
illustration of a range expansion undergoing neutral dynamics for a well mixed initial
homeland with a fraction f0 = 1/2 of green (light gray in print) cells is given in the left
panels of Fig. 3.2.3 (a) and (b). We see in the figure that the domain walls between
green and red (light and dark gray, respectively, in print) sectors will initially annihilate
in pairs due to genetic drift leading to domain coarsening. A useful measurement of the
coarsening is the angular heterozygosity (for a spatially homogeneous initial condition)
H(φ,t) ≡

f(φ + φ
 ,t)[1 − f(φ
 ,t)] + f(φ
 ,t)[1 − f(φ + φ
 ,t)]

φ 
, (3.16)
where    φ  includes an angular average over φ  and over realizations of the noise in the
Langevin equation (Eq. (3.14)) for f(φ,t). The heterozygosity H(φ,t) represents the
probability of observing two cells of different types an angular distance φ apart at time
t. Since our voter-type model has a single cell at each lattice point, H(φ,t) satisfies the
boundary condition H(φ = 0,t) = 0.
We set s = μf = 0 in Eq. (3.14) and use the ˆ Ito calculus to get the equation obeyed
by the angular heterozygosity H(φ,t) for the initial condition f(x,t = 0) ≡ f0. We also
assume that we can extend the range of φ from the interval [−π,π] to the entire real line
(−∞,∞), an approximation will be valid as long as the average angular sector size is
small compared to 2π, the angular size of the population [9]. The heterozygosity H(φ,t)
for an arbitrary power law inflation R(t) = R0[1 + (t/t )Θ] obeys a diffusion equation
with a time-dependent diffusivity D(t) = 2Dr/[R(t)]2. The time dependence can be
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removed by introducing a rescaled, “conformal” time variable
tc(Θ,t) ≡
t
Θ
(
1
1 + (t/t )Θ + (Θ − 1)2F1
"
1,
1
Θ
,1 +
1
Θ
;−

t
t 
Θ#)
, (3.17)
where 2F1(α,β,γ;z) is the Gaussian hypergeometric function [4]. Changing variables to
the conformal time yields a simple diffusion equation for H(φ,tc), namely
∂tcH(φ,tc) = 2Dr ∂
2
φH(φ,tc). (3.18)
Eq. (3.18) can now be solved for the uniform initial condition H(φ,tc = 0) = H0 ≡
2f0(1 − f0) and the boundary condition H(φ = 0,tc) = 0. The solution, after changing
back to the original time variable, is
H(φ,t) = H0 erf
"
R0|φ|
p
8Drtc(Θ,t)
#
, (3.19)
where tc(Θ,t) is given by Eq. (3.17).
We recover the known solution for a Θ = 1 linear expansion by replacing tc(Θ,t)
with t in Eq. (3.19) [13]. The limiting value tc(Θ,t → ∞) is particularly interesting as it
tells us for which values of Θ we can expect a “cutoff” in the dynamics, i.e., when the
time variable tc(Θ,t) approaches a finite value and H(φ,t) approaches a limiting shape
as t → ∞ in the radial expansion. In particular, we find
tc(Θ,t → ∞) =

    
    
∞ Θ ≤ 1
2
π(Θ − 1)t 
Θ2 sin(π/Θ)
Θ > 1
2
. (3.20)
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Thus, when the exponent Θ is larger than the characteristic value 1/2 (which matches
the diffusive wandering behavior of domain walls), the inflation will eventually dominate
the diffusive dynamics.
The inflation-induced crossover also modifies the average angular sector width
Δφ(t). The width follows from Eq. (3.19), upon noting that (see Eq. (C2) in Ref. [13])
Δφ(t) =

∂H
∂φ
−1




φ→0+
=
p
2πDrtc(t,Θ)
R0H0
. (3.21)
Eq. (3.21) will be valid only when Δφ(t)   2π since we do not take into account sectors
that take over the entire population. When Θ ≤ 1/2, the angular width Δφ(t) diverges
at long times so that only a single genetic variant is present. Note the striking difference
between this behavior and the Θ > 1/2 case where the number of surviving sectors
approaches a finite value given by
Nsurv =
2π
limt→∞ Δφ(t)
= R0H0
s
2Θ2 sin(π/Θ)
Dr(Θ − 1)t  . (3.22)
This result is in agreement with the results of Refs. [9, 13] for the case Θ = 1 and
t  = R0/v.
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Figure 3.3.2: Nearly perfect collapse of the simulation data using the scaled variable
ξ = R0φ/
p
8Drtc(t) for the heterozygosity with H0 = 1/2, corresponding to random
initial conditions, with equal probabilities for the two different colors. The initial colony
radius is given by R0 = 50,100,200,300. Linear range expansions correspond to the limit
R0 → ∞. All of the radial expansion simulations were fit with a single parameter Dr.
The scaling variable is ξ = x/
√
8Dt for linear expansions.
We now specialize to Θ = 1 and t  = R0/v in order to check our results with
simulations and known results. In this case, we have the simple relation
tc(t) ≡ tc(1,t) =
t
1 + t/t  =
t
1 + vt/R0
. (3.23)
The transformation from t to tc(t) in Eq. (3.23) is a special case of the Mobi¨ us
transformation and maps the interval t   (0,∞) to tc   (0,t ) [110]. Both the linear and
radial expansion heterozygosities collapse to a single universal function H(ξ) = H0 erf|ξ|,
with ξ = x/
√
8Dt for linear expansions, and ξ = R0φ/
p
8Drtc(t) for radial ones. The
comparison requires fitting the radial diffusion constant Dr = a2
r/(zrτg), which depends
on the effective radial lattice constant ar and the coordination number zr for the Bennett
model cellular packing (τg = 1 in the simulations). We find excellent data collapse and
agreement between simulation and the voter model theory. These theoretical predictions
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for the heterozygosity are described in more detail in Ref. [13] and are compared to
simulation data in Fig. 3.3.2. The connection between the radial and linear range
expansions is also discussed in Ref. [109] for expansions with rough fronts.
3.3.2 Heterozygosity in Radial Range Expansions
It is also possible to derive analytic solutions for the heterozygosity in the biologically
relevant limit of neutral mutations. Neutral mutations are common and can have an
important effect on a population’s genetic composition [11]. We now compare strictly
neutral mutational dynamics with genetic drift in radial versus linear range expansions.
Many previous results for the linear case are reviewed in Ref. [13].
Mutations spoil the clean connection between linear and radial range expansions
via a conformal time coordinate (Eq. (3.23)). Instead, mutations (we now assume both
μf and μb are nonzero) dominate the dynamics at long times in both types of range
expansion. The equation of motion for H(φ,t) can be derived from Eq. (3.14) via the
ˆ Ito calculus, just as in the neutral case. An additional term μbf(x,t) is added to the
left-hand side of Eq. (3.14) to take into account backward mutations from red (dark
gray) to green (light gray) cells at rate μb. The equation of motion for a radial range
expansion for a homogeneous initial cell density f(x,t = 0) = f0 is
∂tH(φ,t) =
2D
[R(t)]2∂
2
φH(φ,t) − 2(μf + μb)H(φ,t) + 2(μf − μb)f(t) + 2μb, (3.24)
where the third and fourth terms on the right-hand side of Eq. 3.24 come from the
coupling between the equations for the first and second moments of f(x,t). These terms
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include a contribution from the average fraction of green cells f(t) ≡  f(x,t) x, given by
f(t) =
μb + [f0(μf + μb) − μb]e−t(μf+μb)
μf + μb
, (3.25)
(see Ref. [13]) which decays to a steady state value f(t → ∞) = μb/(μf + μb). To get
the analogous linear equation, one can replace the angular coordinate φ with a spatial
coordinate x along the linear front and set R(t) → 1.
The solution to Eq. (3.24) for an initially homogeneous random initial condition
H(φ,t = 0) = H0 = 2f0(1 − f0) is
H(φ,t) = H∞[(R0 + vt)φ] + e
−(μf+μb)tHtr(φ,t), (3.26)
which at long times approaches the steady state H∞[(R0 + vt)φ], where
H∞(x) =
2μfμb
(μf + μb)2

1 − e
−|x|
q
μf+μb
D

. (3.27)
The transient term Htr(φ,t) is given by
Htr(φ,t) = H0e
−t 
erf
"
ξr p
1 + t/t 
#
+
2t(μf − μb)[f0μf − (1 − f0)μb]e−t 
μf + μb
Z 1
0
erf
" p
t /t + y ξr p
(1 + t /t)(1 − y)
#
e
t ydy
+
4tμfμbe−t 
μf + μb
Z 1
0
erf
" p
t /t + y ξr p
(1 + t /t)(1 − y)
#
e
2t y dy +
2et μfμb
(μf + μb)2
h
e
−2
√
2t  ξr − 1
i
, (3.28)
where we have defined a dimensionless time t  ≡ (μf + μb)t, and a dimensionless length
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scale
ξr =
(R0 + vt)φ
√
8Drt
. (3.29)
The steady-state shape H∞[(R0 + vt)φ] is exactly the same for linear range expansions
with mutations (see Ref. [13]) if we identify (R0+vt)φ = x as the separation between two
cells in the linear expansion. In both expansions, mutations set the average domain size
at long times. Also, a careful asymptotic analysis of the integrals in Eq. (3.28) reveals
that the transient term in Eq. (3.26) decays as e−(μf+μb)t. A similar analysis shows that
Eq. (3.28) reduces to the correct transient term for a linear range expansion in the limit
t  → ∞. More details about the linear range expansion heterozygosity are discussed in
Ref. [13].
Equation (3.28) reveals two competing time scales: the mutational relaxation time
(μf + μb)−1 and the inflation time t  = R0/v. Mutations equilibrate on the first time
scale, while the second determines when inflation sets in. The effect of inflation is
observable for intermediate time scales such that t    t   (μf + μb)−1. The average
angular domain size Δφ(t) = [∂φH(φ,t)|φ=0]−1 in this intermediate time regime is given
by
Δφ(t) =
p
2πDtc(t)
H0R0
(
1 − 2t
 
+
"
π
H0

f0 +
μb(2f0 − 1)
μb + μf
r
t
t  + O
 r
t 
t
!#
t
  + O(t
 2)
)−1
, (3.30)
where t  = (μf + μb)t   1 and tc(t) is the conformal time coordinate (Eq. (3.23)). The
factor in front of the curly braces in Eq. (3.30) is the neutral result of Eq. (3.21) with
Θ = 1.
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Figure 3.3.3: A calculation of the heterozygosity H(φ,t) at time t = 60   t  on different
lattices. R0 = 15, v = 1, μf = 0.1, and s = 0.57 in the simulations. The length
and time units are measured using the rescaling discussed in Sec. 3.2. Oscillations in
the heterozygosity on regular lattices reflect the 4− and 6−fold rotational symmetries.
These oscillations are absent for the amorphous Bennett model lattice with ρ = 0.769 and
Q = 0.59.
The heterozygosity correlations are sensitive to dynamics of our model on different
lattices. When we are in the active phase of the dynamics with selection and one-way
mutations (μb = 0) on a regular lattice, the heterozygosity function exhibits oscillations
as shown in Fig. 3.3.3. The number of oscillations reflects the rotational symmetry of
the lattice, as shown for the hexagonal (6 oscillations) and square (4 oscillations) lattices
in Fig. 3.3.3. The oscillations arise because the green cell domains grow preferentially
along the crystallographic directions of the lattice. These lattice artifacts obscure the
evolutionary dynamics. As discussed in Sec. 3.2, the problem is corrected by using an
amorphous lattice which smooths out the oscillations.
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3.3.3 Single Seed Dynamics and Selective Advantage
Figure 3.3.4: Two examples of single sector dynamics with R0 = 50 (in units of the
average cell diameter) evolved over about 250 generations for two very different values of
the key inflationary parameter κ ≈ s
p
R0/2vτg discussed in the text. In (a) a combination
of selection bias and inflation dominates genetic drift after a short initial transient, with
κ ≈ 2.4. The initial sector width in radians at the edge of the homeland is φ0 ≈ 0.1. In
(b) κ ≈ 0.05   1, so genetic drift can influence the result expected from selection bias
and inflation alone for an extended period. We set φ0 ≈ 0.2 in this case. We see that the
fate of the sector in (a) is decided much faster than the fate of the sector in (b), which
still might eventually die out.
Finding exact solutions is difficult when we include selection. Unlike the cases
considered in the two previous sections, it is not possible to apply the ˆ Ito calculus to
Eq. (3.14) to exactly calculate the angular heterozygosity H(φ,t). The nonlinear term
sf(x,t)[1 − f(x,t)] in Eq. (3.14) leads to an infinite set of equations involving ever
higher order moments of the field f(x,t). Although various approximations can be
tried, accurate analytic results are limited [13]. Hence, to study the effects of selection
on radial range expansions we instead consider the fate of a “seed,” i.e. a single initial
green sector of size φ0   1 with selective advantage s. We assume that mutations are
rare, so that μf = μb ≈ 0. During each generation (corresponding to a time step τg),
the size φ only changes due to the competition between red and green cells at the two
boundaries of the sector. We make the further simplifying assumption, easily imposed
in our simulations, of neglecting the bulge expected for a seed representing a favorable
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mutation at the frontier [9, 92]. This approximation should be adequate for 0 < s   1,
and it allows analytic progress for nearly circular colonies.
Each generation in the radial expansion simulations consists of a rim of cells with an
approximately single cell thickness (see Sec. 3.2). Hence, the green sector size changes
each generation due to a single green cell competing with a neighboring red cell at
each of two boundaries. Specifically, each boundary can move by some average amount
±Δφ ≈ ±˜ ar/R(t) per generation, where ˜ ar is an effective spacing between adjacent cells
along the circular population front approximately equal to the effective lattice spacing
ar (see Appendix B.3). The probability distribution for the angular size φ of a sector
satisfies the Fokker-Planck-like equation (also known as a Kolmogorov forward equation
– see Ref. [13])
∂τps(φ,τ) = −
w
1 − τ
∂ps
∂φ
+ Δ
∂2ps
∂φ2 , (3.31)
where τ = tc(t)/t  = vt/(R0+vt) = vt/R(t) is a dimensionless conformal time coordinate.
The term in Eq. (3.31) proportional to w represents a bias due to selection, and the term
proportional to Δ represents genetic drift. As shown in Appendix B.3, w is proportional
to the selective advantages enjoyed by the green cells,
w ≈ γ
˜ ars
vτg
(for s   1), (3.32)
and
Δ ≈
˜ a2
r
R0vτg
(s   1), (3.33)
where γ is a lattice-dependent factor of order unity. For our disordered Bennett model
lattice, we find ˜ ar ≈ 0.90 (in units of the average cell diameter) and γ ≈ 1.2. We impose
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the absorbing boundary condition ps(φ = 0,τ) = 0, just as in the linear case [9]. Note
from Eq. (3.31) that inflation suppresses both drift and diffusion by folding the entire
time evolution of the range expansion into the conformal time τ. Inflation suppresses the
diffusion more than the drift term since they scale with R(t)−2 and R(t)−1, respectively.
The Langevin equation corresponding to Eq. (3.31) is
dφ
dτ
=
w
1 − τ
+
√
2Δη(t), (3.34)
where η(t) is a Gaussian white noise (with  η(t)η(t )  = δ(t − t )). Note that unlike the
multiplicative noise in the Langevin equation for the coarse-grained cell density f(x,t)
(Eq. (3.9)), Eq. (3.34) has a simple noise term. Hence, single sector dynamics is more
easily analyzed using the “dual” description of sector boundary motion, instead of the
full density f(x,t) dynamics in Eq. (3.9) (also see Appendix B.3). When R0   ˜ ar,
we might hope to neglect genetic drift relative to the bias term. Upon setting Δ = 0,
Eq. (3.34) is solved by
φ(τ) = φ0 − wln(1 − τ)
= φ0 + wln

R(τ)
R0

, (3.35)
S∞ ≈ erf

φ0 √
4Δ

+
"
1 −
ln
 wφ0
2Δ

√
4πΔ
φ0
#
φ0w
2Δ
(3.36)
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similar to the logarithmic spiral sector boundaries found in Ref. [92].
K(t,φ) =
t2  
t
t 
Θ Θ(1 − Θ)
h
1 +
 
t
t 
Θih
t2 + R2
0
 
t
t 
2Θ Θ2
i2 (3.37)
To obtain the conformal time to fixation τf, we set φ(τf) = 2π to find
τf = 1 − exp

−
2π − φ0
w

(3.38)
for the purely deterministic model. When noise is included in our radial voter model,
we find from our simulations that τf ≈ 1 for all s   0.5 and φ0   π. Thus, a sector
with small initial angular width φ0   1 can only take over a population in a reasonable
time provided w   s is large. When φ0 is very small, the takeover predicted by the
deterministic solution in Eq. (3.35) is preempted by number fluctuations, i.e., genetic
drift. If a small initial sector survives the genetic drift, it can eventually take over the
entire population in a deterministic fashion.
Figure 3.3.5: A plot of the crossover time τc that marks when genetic drift is no longer
able to keep up with inflation. The time τc is given as a dimensionless time coordinate,
related to the time t via τ = vt/(R0+vt) = vt/R(t). The dashed lines show the asymptotic
approximations to τc given in Eq. (3.43).
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To go beyond the deterministic approximation, we must account for the diffusive
dynamics of the sector boundaries caused by genetic drift. To treat the case Δ > 0, we
define a new angle variable
ψ(τ) = φ(τ) + wln(1 − τ), (3.39)
such that the sector probability distribution ps(ψ,t) now obeys
∂τps(ψ,τ) = Δ
∂2ps(ψ,τ)
∂ψ2 . (3.40)
Our boundary condition ps(φ = 0,τ) = 0 moves in time, ps(ψ = wln(1 − τ),τ) = 0. The
diffusive motion of the variable ψ, with uncertainty δψ = ±
√
2Δτ, will be unable to keep
up with the absorbing boundary condition at ψ = wln(1 − τ) after a crossover time τc,
such that
√
τc = −
w
√
2Δ
ln(1 − τc) ≡ −κln(1 − τc), (3.41)
with the key parameter
κ ≡
w
√
2Δ
≈ s
s
t 
2τg
≈ s
s
R0
2vτg
. (3.42)
A plot of τc(κ) is shown in Fig. 3.3.5. The behavior in the two limits κ   1 and κ   1
is given by
τc(κ) ≈

   
   
1 − e−1/κ κ   1
κ−2 κ   1
. (3.43)
When κ   1 (strong selection), the transition from trajectories dominated by
genetic drift to those dominated by deterministic natural selection is very fast. The
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inflationary effects on the survival probability are then negligible, and the relevant time
scale is the diffusion time τl ≈ φ2
0/(2Δ). For times τ   τl, the survival probability of a
sector for radial voter models is described by the long-time linear range expansion result
[9]
Sr(τ   τl) ≈
1 − e−wφ0/Δ
1 − e−2πw/Δ (κ   1). (3.44)
If τ   τl, however, we must either use the full linear survival probability solution of
Eq. (3.31) (Eq. 3.2.15 of Ref. [3]), or else exploit the small time solution
Sr(τ   τl) ≈ 1 −
r
4Δτ
π
exp

−
φ2
0 + 2wφ0
4Δτ

(κ   1). (3.45)
In our simulations, it is difficult to access the regime κ   1 for small s since this requires
large values of the initial radius R0. In practice, we are limited to the range 0 ≤ κ   10.
Fig. 3.3.4(a) shows a simulation for κ ≈ 2.4, with only minor diffusion motion in the
sector boundaries visible at the onset of the range expansion. In this case, if the sector
survives beyond the relatively small time τc, it is quite likely to survive indefinitely.
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Figure 3.3.6: Radial survival probabilities Sr(τ) for a green sector (like that in Fig. 3.3.4)
of size φ0 ≈ 0.036 initialized on the rim of a homeland with R0 = 300, evolved over 1750
generations, for a variety of selective advantages s. The solid lines represent the adiabatic
approximation to Sr(τ) (Eq. (3.47)). The survival probabilities were averaged over 8×104
independent runs. We fit the black line (the s = 0 case) with the lattice parameter ˜ ar,
finding ˜ ar ≈ 0.9. The other lines use γ ≈ 1.2 (see Appendix B.3).
When κ   1, however, genetic drift dominates the deterministic sector size
prediction in Eq. (3.35) over the entire interval τ   (0,τc). As discussed above, a single
sector is quite unlikely to take over the whole population for values of φ0 not too close to
2π. We can then approximate the diffusive motion of ψ = φ + wln(1 − τ) by confining
it to a semi-infinite interval between b(τ) ≡ wln(1 − τ) and ∞, instead of imposing an
upper limit of 2π.
When τ < τc, the boundary condition ps(ψ = wln(1 − τ),τ) = 0 moves slowly
compared to the diffusion, allowing an adiabatic approximation [3]: The Fokker-Planck
equation (Eq. (3.31)) for the sector size probability distribution ps(φ,τ) is treated as a
drift-diffusion equation with diffusion coefficient Δ and a time-dependent drift velocity
|db(τ)/dτ| = w/(1 − τ), evaluated instantaneously at τ. With the initial probability
distribution ps(φ,0) = δ(φ − φ0), the solution to Eq. (3.31) in this approximation follows
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from the method of images [3]:
ps(φ,τ) ≈
1
√
4πΔτ

e
−
(φ−φ0−wτ/(1−τ))2
4Δτ
− e
−
wφ0
Δ(1−τ)e
−
(φ+φ0−wτ/(1−τ))2
4Δτ

. (3.46)
The change dSr(τ)/dτ in the radial survival probability must be given by the probability
flux [Δ∂φps(φ,τ)]|φ=0 evaluated at the absorbing boundary. Integrating this probability
flux for a radial expansion yields
Sr(τ) = 1 − Δ
Z τ
0
dτ
  [∂φps(φ,τ
 )]|φ=0 ≈ 1 −
Z τ
0
dτ
  φ0e
−
(φ0(1−τ )+wτ )2
4Δ(1−τ )2τ 
p
4πΔ(τ )3 (3.47)
≈ 1 − e
−
φ0w
2Δ

1 +
wφ2
0
4Δ2

φ0 +
w
2

erfc

φ0
2
√
Δτ

+
√
τwφ0 √
4πΔ3

φ0 +
w
2

e
−
2φ0wτ+φ2
0
4Δτ (τ   1), (3.48)
where an asymptotic (small τ) approximation is used to evaluate the integral in
Eq. (3.47). Fig. 3.3.6 shows that Eq. (3.48) is a remarkably good approximation to Sr(τ)
even in the selection dominated regime τ > τc.
In the weak selection limit κ → 0, the movement of the boundary condition can be
ignored entirely. Equation (3.48) then reduces to the survival probability of a diffusing
particle on a semi-infinite interval with an absorbing boundary at the origin [3]:
Sr(τ)
κ→0 −→ erf

φ0 √
4Δτ

. (3.49)
Fig. 3.3.6 shows that the theory matches the simulation results for radial expansions
with φ0 ≈ 0.036 and R0 = 300 well, especially at small values τ = vt/(R0 + vt). As
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τ → 1 (i.e. in the limit of long times), both inflation and selection prevent the extinction
of the sector and Sr(τ) approaches a nonzero limit for all values of s, including s = 0. An
asymptotic analysis of the integral in Eq. (3.47) for small w   s shows that the limiting
value Sr(τ → 1) ≡ S∞ for small initial angular sector size φ0 is approximately
S∞ ≈ erf

φ0 √
4Δ

+
"
1 −
ln
 wφ0
2Δ

√
4πΔ
φ0
#
φ0w
2Δ
+ O(wφ
2
0). (3.50)
For completeness, we also consider the regime τd ≡ 2π2/Δ   1, where genetic drift
is strong enough to allow an initially small green sector in Fig. 3.3.4 to diffusively take
over the entire population. In this case, the finite range of the sector size φ becomes
important. In the absence of selection (κ → 0), the survival probability can be computed
using Laplace transform techniques (see e.g., Ref. [3, 9]) and is given by:
Sr(τ)
κ→0 −→
φ0
2π
+
2
π
∞ X
n=1
1
n
e
−Δn2τ/4 sin

nφ0
2

. (3.51)
Note that the results for the survival probability in Eq. (3.51) and Eq. (3.49) coincide
when Δ is small, and the finite range of the sector size becomes irrelevant.
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3.3.4 Directed Percolation with Inflation
Figure 3.3.7: The color map of the average fraction of green cells at long times (t = 1800
generations) for a radial expansion with a homeland radius of R0 = 200, averaged over
400 runs, for positive values of μf and s. The average fraction ρ(t) approaches a steady
state at long times so that ρ∞ = limt→∞ f(t)  = limt→∞ f(x,t) x ≈ ρ(t = 1800). This
approximation only breaks down extremely close to the phase boundary between the red
(dark gray) and green (light gray) regions and the difference is not visible at the resolution
of the plot. The dotted line shows the mean field transition. The dashed line shows the
approximate position of the directed percolation phase transition for a linear expansion,
as shown in Fig. 3.1.1.
As illustrated in Fig. 3.1.1, linear range expansions within the Domany-Kinzel (DK)
model on a hexagonal lattice for μb = 0 lead to a phase transition driven by competition
between the selective advantage s of the green cells and deleterious forward mutations μf,
from green to red. In population genetics, a two allele model with irreversible mutations
is an important limiting case in the theory of quasi-species [111, 112, 113]. In this
theory, the phase transition corresponds to an “error threshold” at which a well adapted
population’s fitness distribution near a single fitness maximum becomes delocalized
due to the large phase space available for deleterious mutations (see Appendix B.1 for
more details). In this section, we will compare the well studied DK model results on a
hexagonal lattice [95, 100, 102, 103] with our radial range expansion model results on a
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disordered Bennett lattice.
When selection is strong, the green strain is able to survive even when μf > 0.
However, for large enough μf, we expect a “mutational meltdown” such that the
advantageous green strain eventually goes extinct [9, 95]. It is known that in the
biologically relevant region of reasonably small, nonzero deleterious mutation rates
(e.g. 0 < μf < 0.5), the model exhibits a phase transition in the directed percolation
universality class. This transition is in the one-dimensional compact directed percolation
(CDP) or “voter model” universality class when μf = μb = 0. The phase diagram as
a function of parameters analogous to our parameters s and μf for μb = 0 has been
studied extensively (see [95, 103] and references therein) and is illustrated in Fig. 3.1.1.
Note that the CDP transition is connected to an entire line of directed percolation phase
transitions.
Near the phase transition line, various dynamical quantities as power laws in
time, similar to the 1/t behavior of the density of surviving green cells with random
initial conditions found in mean field theory (Eq. (B.1)) [95, 103]. In addition, for a
fixed mutation rate μf > 0, one can show that there are four critical exponents that
characterize the scaling of the system. Two exponents, ν  and ν , describe the diverging
width and length of the growing green clusters parallel and perpendicular to the time-like
direction. If the directed percolation transition occurs at a critical selective advantage
sc(μf), and δ = s − sc (0 < δ   1) measures the distance from the critical point in the
active phase, then a typical width and length of the green sectors diverge as ξ    δ−ν 
and ξ    δ−ν , respectively.
Two additional exponents, β and β , describe order parameters relevant for two
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distinct initial conditions: (1) the average density of active sites (green cells) at long
times, ρ∞ ≡  f(t → ∞)  starting from f(0) = 1; and (2) the long-time sector survival
probability S∞ ≡ Sss(t → ∞) of a single green cell (more generally, any small green
sector) seeded in an all red homeland. Here Sss(t) is the probability that a single sector
has survived out to time t. We then have ρ∞   δβ and S∞   δβ  for small distances
δ > 0 into the active phase. In the biological context, the exponent β describes the
mutational meltdown in a population of green cells during a range expansion, and
β  characterizes the survival probability of a rare advantageous mutant that spreads
through the population while experiencing deleterious back mutations to a less fit strain.
See Fig. 3.3.7 for ρ∞(μf,s) for radial expansions. Although we don’t expect a sharp
phase transition (see below), the general characteristics mimic the linear expansion
diagrammed in Fig. 3.1.1.
An important feature of the directed percolation (DP) dynamics described by
Eqs. (3.9, 3.10) is the so-called rapidity reversal symmetry that implies β = β . Rapidity
reversal is a special kind of time reversal that can be seen explicitly in the field theoretic
formulation of the Langevin equation, which is known to be equivalent to a Reggeon field
theory [95, 103]. Rapidity reversal symmetry is only valid asymptotically as δ → 0+,
where it implies that ρ(t) ≡  f(t)    Sss(t) near the directed percolation phase transition
for large values of t. Indeed, both quantities scale for long times like ρ(t)   Sss(t)   t−α,
where α = β/ν  = β /ν . The asymptotic relation ρ(t)   Sss(t) is also valid for systems
with time-independent, small system sizes since the size is invariant under time reversal
(see Ref. [99] for an example). However, unlike a typical finite size effect, inflation
is inherently asymmetric in time, and our simulations will show that inflation breaks
the rapidity reversal symmetry, leading to new physics beyond conventional finite size
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scaling.
Figure 3.3.8: Linear and radial range expansions with μb = 0 and μf = 0.1 for various
s near the directed percolation phase transition. Green (light gray) organisms have a
selective advantage s, but are subject to forward mutations to a less fit red (dark gray)
strain. In the radial expansions (a) R0 = 50 and the system evolved for   250 generations.
The dark blue solid circles indicate the crossover time t  = 100. In (b) a linear range
expansion of 300 cells evolves for 400 generations.
Figure 3.3.9: Data collapse for a radial range expansion with R0 = 2048 for the average
number of green cells over about 600 generations. We test many values for τ = s − sc =
±0.01,0.02,... for μ = 0.1. The collapses are consistent with the directed percolation
values α ≈ 0.159464(6) and ν  ≈ 1.733847(6). The critical selection parameter was
approximately sc ≈ 0.55(1).
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Consider the DP transition in the radial setting. The plot in Fig. 3.3.7 of the
averaged green cell density after 1800 generations (ρ(t = 1800) ≈ ρ∞) for an all green
homeland with R0 = 200 shows that we have a crossover between an active and an
inactive phase. Despite the existence of these two phases, interpreting the critical point
for radial expansions as a DP phase transition requires care! Inflation inhibits the
boundaries of green sectors that have formed during time t  from interacting diffusively
at longer times t   t ; hence a large enough green sector could, with small probability,
survive to the inflationary regime even in the inactive phase, after which it will persist
for a very long time. Of course, increasing the forward mutation rate μf still creates a
crossover in the radial expansion dynamics, since any green sector will eventually become
contaminated with red mutations.
The crossover in a radial range expansion is slightly shifted relative to the linear
expansion transition line (dashed line in Fig. 3.3.7). The precise value of the transition
is not universal and varies with the lattice model details. The direction of the shift in
our case might be explained by the larger effective coordination number zr > 2 in the
disordered Bennett lattice relative to the hexagonal lattice: A larger z should move the
transition closer to the mean field line (dotted line in Fig. 3.3.7) as each daughter in a
new generation can evolve from more potential parents.
For early times t   t , inflation should only have a minor effect on the coarsening
dynamics at the transition. As a check, Fig. 3.3.9 shows a collapse of the data for the
average fraction ρ(t) =  f(t)  of green cells for a variety of selective advantages starting
with an all green initial population with R0 = 2048. Our simulations run for about
600 generations for different values of s at a fixed μf = 0.1. We successively collapsed
the data using the remarkably precise estimates for the directed percolation exponents
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α ≈ 0.159464(6) and ν  ≈ 1.733847(6) quoted in Ref. [95]. As expected from Fig. 3.3.7,
the position of the apparent critical point for times t   t  is shifted slightly relative to
the linear case (sc ≈ 0.55 versus sc ≈ 0.57 for μf = 0.1). Fig. 3.3.9 confirms that the
early time dynamics of our model is indeed accurately governed by directed percolation.
At late times t   t , the population fronts become locally flat due to the increasing
population radius. Thus, one might naively expect that the t   t  dynamics at
the transition is also governed by critical DP dynamics. However, inflation causally
disconnects portions of the population after time t . Thus, the t   t  dynamics consists
of a set of noninteracting DP processes. The fluctuations around time t  set the initial
conditions for each process. These initial conditions can be quite different (ranging from
all green cells to a single green cell) and lead to different DP dynamics with different
power laws [95, 103]. Since we average over the behaviors of all the sectors in a radial
range expansion, the t   t  regime does not correspond to the usual DP dynamics with
a single initial condition.
One case in which the long-time behaviors of the linear and radial range expansions
are similar is in the limit μb   s for an all green initial condition, in which the expansions
both achieve an active steady state. The dynamics is deep in the “active” phase –
mutations generate small red sectors which die out with high probability. If these sectors
are sufficiently dilute, we can neglect their interactions. This phase is illustrated on the
right panel in Fig. 3.3.8(a). Selective advantage bias tends to squeeze out red sectors,
which we model by first replacing w by −w in Eq. (3.31) to study the probability
distribution of red sector widths. However, unlike the analysis of green sector widths in
Sec. 3.3.3, the “homeland” radius R0 must now be replaced by R(tr) = R0 + vtr > R0,
where tr is the time at which a red sector is generated by mutations.
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To obtain the long-time behavior of the density ρ∞ ≡ ρ(t → ∞) =  f(t → ∞)  of
green sites, we examine the survival rate of red sectors formed at very large times t   t .
In this case, the fate of the red sector is only weakly influenced by inflation. The red
sector size probability distribution then obeys
∂tps(φ,t) = w
∂p
∂φ
+ Δ
∂2p
∂φ2, (3.52)
with the constant coefficients, for a fixed time t  > t ,
w ≈
γs˜ ar
τgR(t)
and Δ ≈
˜ a2
r
τg(R(t))2. (3.53)
As usual, we impose an absorbing boundary condition p(φ = 0,t) = 0 on Eq. (3.52).
If we change variables to make Eq. (3.52) a conventional diffusion equation, then the
boundary condition now advances on the domain where diffusion and selection bias take
place. In such a case, the absorbing state (extinction of a red sector) is always reached
[3]. Finally, note that we are no longer strictly in the small s regime and hence have
no simple expression for γ in Eq. (3.53). However, we expect it to be close to unity
(see Appx. B.3). Since we are only interested in an approximation of the scaling of
 f(t → ∞)  with μf and s, we set ˜ ar = γ = 1 in the following for simplicity.
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Figure 3.3.10: We plot the average green cell density ρ(t) ≡  f(t)  at long times t
versus a control parameter μf/s2 for an initially all green population for radial and linear
expansions. For radial expansions, f(t) is averaged over 103 runs at t = 2×103 generations.
In the linear case, we averaged f(t) over 2×103 runs, at time t = 2×104, for a system size
of 103. Away from the transition region (μf/s2   0.3), the time t is long enough so that
the density ρ(t) for both expansions is approximately equal to the steady-state density
ρ∞ ≡  f(t → ∞) , with an error smaller than the point size. The black line shows the
predicted scaling of the steady-state density for small μf/s2  . We varied s between 0
and 1 and μf between 0 and 0.5.
The average excursion area (red sector size)  Ared  of the random walk described
by Eq. (3.52) before it reaches the absorbing state, to first order in the initial sector
size of one cell, φ0 ≈ ˜ ar/R(t), is given by a known result from diffusion theory (see e.g.,
Ref. [114]):
 Ared  =
ΔR(t)φ0
(w)2 ≈
1
s2. (3.54)
Next, consider a population of green cells (in the active state) evolving from time t = t
to time t + T (with t   T,t ). The number of red sectors Nred that are seeded in the
population during this time will be approximately Nred ≈ 2πμfvTR(t)/˜ a2
r. The total
area covered by the population from time t to time t + T is Atot ≈ 2πR(t)T. Upon
dividing the average area covered by the green cells by Atot, we find the steady-state
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density of the green cells:
ρ∞ ≡  f(t → ∞) 
=
Atot − Nred Ared 
Atot
≈ 1 −
μf
s2 (μf   s). (3.55)
Note the crucial difference between Eq. (3.55) and the steady state value 1 − μf/s in
the mean field (well mixed) solution in Eq. (B.1): For fixed values of μf, we require
larger values of s ≈ √μf > μf to get a comparable reduction in ρ for the circular range
expansion.
Eq. (3.55) is derived in the absence of inflation, so the same expression for ρ holds
for linear range expansions, similar to the result obtained for a related model in Ref. [9].
This is consistent with the similarity between the active phase pictures for radial and
linear range expansions in Fig. 3.3.8(a) and (b), respectively. We now check Eq. (3.55)
against our data in the phase diagram of Fig. 3.3.7 for both linear and radial expansions.
Fig. 3.3.10 shows collapse of the data for μf/s2   1, i.e., deep in the active phase.
As argued in Ref. [9], ρ is driven below 1 − μf/s2 by collisions between red sectors,
which merge to shield green sectors from invading the red regions, increasing the total
fraction of red cells. Red sector collisions are suppressed by inflation, so ρ stays closer
to the 1 − μf/s2 line for radial expansions as opposed to linear ones, as is evident in
Fig. 3.3.10. Note that the slope of the line at small μf/s2 in Fig. 3.3.10 is consistent with
our approximation ˜ ar = γ = 1.
As we keep increasing μf/s2, the steady-state density ρ∞ eventually goes to zero.
In the linear case, there is a sharp transition at around μf/s2 ≈ 0.3, consistent with
the results of Ref. [9]. This extinction of the green organisms is triggered, of course, by
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crossing the directed percolation phase transition line [95]. A sharp transition is less
evident in Fig. 3.3.10 for radial expansions: the density ρ seems to decay to zero more
slowly as we approach the crossover. We shall now study the dynamics of the radial
range expansion near this crossover.
Figure 3.3.11: Data collapses for radial range expansion simulations with many values
of t  = R0/v (with μf = 0.1 and s = 0.547). In (a) we plot the scaled green cell density
ρ(t) =  f(t)  with an all green initial condition for R0 = 8,16,32,...,2048. The regimes
t   t  and t   t  can be described by power laws. The t−α decay for t < t  with α ≈ 0.16
is expected from directed percolation theory [95], but the exponent α ≈ 0.26 that arises for
long times appears to be new. In (b) we plot the scaled sector survival probability Sss(t)
of a single green cell inoculated in an all red homeland R0 = 16,32,...,2048. The dashed
line indicates the expected directed percolation result: a decay with slope −α ≈ −0.16.
Note, however, that the survival probability levels off to a finite value for t   t  due to
inflation.
To explore directed percolation dynamics when inflation has set in, i.e. for
t > t  = R0/v, we use a dynamic scaling hypothesis for the average green fraction
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ρ(t) =  f(t)  and for Sss(t), where Sss(t) is the survival probability of a single green cell
inoculated at the edge of a green homeland. We let δ = s − sc(μf) be the distance from
the linear inoculation (R0 → ∞) critical point. We approximate the critical point sc(μf)
by looking at the short time (t   t ) dynamics of a radial range expansion with a large
homeland radius R0. For example, we found that sc(μf = 0.1) ≈ 0.55 (see Fig. 3.3.9).
Note that we cannot use the hexagonal lattice for linear expansions to find the critical
point because we expect the point to shift when we use the disordered Bennett lattice.
Inspired by finite size scaling ideas near critical points, we introduce a scaling
transformation δ → bδ and expect the scaling relations
ρ(t) = b
−β˜ ρ

b
−ν t,bδ,b
−ν t
 
, (3.56)
Sss(t) = b
−β  ˜ Sss

b
−ν t,bδ,b
−ν t
 
, (3.57)
where we have suppressed metric factors [95], and ˜ ρ and ˜ Sss are scaling functions. We
now set b−ν t  = 1 and find that our data for various t  (corresponding, say, to different
homeland radii R0 = vt ) at the critical point (δ = 0) should collapse upon plotting
ρ(t)(t )α and Sss(t)(t )α versus t/t . These scaling forms are tested in Fig. 3.3.11. The
data collapse reasonably well, and we indeed get a crossover at t/t  ≈ 1 in both cases.
The inflation crossover time t  enters just as a finite size effect would in conventional
critical phenomena.
Both of the collapses are consistent with a single value α given by directed
percolation theory [95]. This suggests that we retain the rapidity reversal symmetry of
directed percolation in a linear geometry at early times. However, the rapidity reversal
prediction [95] ρ(t)   Sss(t) is violated in the inflationary regime t > t . Inflation
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prevents green sectors from dying out for a single seed initial condition (Fig. 3.3.11b), and
the survival probability Sss(t) approaches a nonzero constant at long times. Conversely,
inflation evidently enhances the loss of the total fraction of green cells for the green
homeland initial condition, and the density ρ(t) decays to zero as t → ∞ (Fig. 3.3.11a).
In a conventional finite size effect, Sss(t) and ρ(t) are consistent with rapidity reversal
symmetry, and both decay exponentially to zero at long times [99].
The levelling off of the survival probability Sss(t) in Fig. 3.3.11(b) for t   t  is
consistent with the analysis of single sectors without mutations in Sec. 3.3.3: The survival
probability of a single sector approaches a constant at long times (see Eq. 3.50) even at
s = 0. Unlike a sector in a linear expansion, the diffusive motion of the sector boundaries
in a radial range expansion is suppressed in the inflationary regime. The boundaries are
unlikely to collide in this regime, and a sector that makes it to the inflationary regime
can survive even as t → ∞. In a linear expansion, Sss(t) decays to zero at the directed
percolation transition as t−α for large times t.
The more rapid decay of the average fraction of green cells ρ(t) in Fig. 3.3.11(a) for
t > t  is more subtle: ρ(t) seems to decay approximately as t−0.26. We can understand
this trend qualitatively by appealing to the mean field solution for ρ(t) (see Eq. (B.1))
which decays at the much faster rate t−1 at criticality. Since inflation suppresses both
diffusion and noise in our Langevin equation for f(x,t) (Eq. (3.14)), it is plausible
that ρ(t) =  f(t)  decays faster than for the linear expansion where diffusion and noise
are more important. However, it is not clear that the larger decay exponent in the
inflationary regime is universal, and we do not have an explanation for its particular
value of −0.26.
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Another important dynamical quantity is the pair connectedness correlation function
[103], i.e., the probability Υ(x,t;x0,t0) of finding a directed, causal chain of entirely
green cells between a green cell at point (x0,t0) and any point (x,t) for t > t0. For radial
Domany-Kinzel expansions, Υ(x,t;x0,t0) is the probability that a green cell at position
x0 = R(t0)φ0 along the population circumference at time t0 has a green cell descendant
at some later time t at position x = R(t)φ. Thus, Υ(x,t;x0,t0) characterizes the spatial
correlations of genetic lineages in the green cells. The pair connectedness function does
not keep track of the red cell lineages, including those red cells that evolved from green
cell ancestors. A knowledge of Υ(x,t;x0,t0) might be useful for genetic inference, where
spatial distributions of genetic variants at time t are used to infer ancestral genetic
distributions (see Ref. [13] for more information).
We can probe Υ(x,t;x0,t0) by employing a single green cell initial condition at the
origin and monitoring the resultant green sector formed by descendants of the single
green ancestor. We compute the total number of green (i.e. active) cells Na(t) at time
t and the mean square spread of green clusters that survive to time t: X2
a(t) ≡  |Δx|2 ,
where
 |Δx|
2  =
R
(Δx)2Υ(Δx,t;0,0) d(Δx) R
Υ(Δx,t;0,0)d(Δx)
, (3.58)
and we average over all green cells located at displacements Δx = R(t)Δφ away from the
initial green cell. The quantity Na(t) is related to Υ(x,t;0,0) via [103]
Na(t) = const. ×
Z
dxΥ(x,t;0,0) (3.59)
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and obeys a scaling relation (see Ref. [95, 103])
Na(t) = b
ν −β−β  ˜ Na(b
−ν t,bδ,b
−ν t
 ). (3.60)
Similarly, we have
X
2
a(t) =
const.
Na(t)
Z
dx|x|
2 Υ(x,t;0,0) (3.61)
and the scaling relation
X
2
a(t) = b
2ν  ˜ R
2
a(b
−ν t,bδ,b
−ν t
 ), (3.62)
where we have again suppressed metric factors [103].
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Figure 3.3.12: Data collapse for radial expansion simulations with a single green cell in
an otherwise red initial homeland perimeter (with μf = 0.1, μb = 0, and s = 0.547) on
log-log plots. (a) The rescaled mean squared cluster spread X2
a(t). The dashed line for
t   t  indicates the directed percolation power law scaling with exponent: 2ν /ν  ≈ 1.3.
The dashed line in the inflation-dominated t   t  regime agrees with a R2
a(t)   t2
behavior discussed in the text. (b) Plot of the rescaled average number of green cells
Na(t). The expected directed percolation scaling for t   t  is shown with a dashed line,
with (ν  − 2β)/ν  ≈ 0.31. For t   t , we find Na(t)   t1−α ≈ t0.84, consistent with
arguments incorporating inflation given in the text. The simulation consisted of 9.6×104
independent runs for each homeland with radii R0 = 10,30,50,100,...,2000, evolved to
a final population of size R(t) = 2800.
Upon setting b−ν t  = 1, we now find data collapse when we plot X2
a(t)(t )−2ν /ν 
and Na(t)(t )(β+β −ν )/ν  versus t/t  at criticality (δ = 0) (see Fig. 3.3.12). In our
simulations, X2
a(t) can be computed by finding the average squared angular spread
 φ2  and multiplying by R2(t) = (R0 + vt)2. We find excellent data collapses for both
quantities. Notice that for times t   t , we get the expected power-law behavior given
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by the directed percolation universality class [103].
For t   t , we have argued that a green sector evolved from a single green cell
will expand deterministically. The angular width of the sector will increase somewhat
due to the selective advantage, but inflation will be the dominant effect at long times.
Hence, the main contribution to X2
a for t   t  arises from large green sectors evolving
with fixed angular widths. We then expect X2
a(t)   t2 at long times, consistent with the
long-time behavior in Fig. 3.3.12(a). The main contribution to Na(t) also arises from this
deterministic expansion epoch. However, we expect the density of green cells inside each
sector to decay according to t−α, since the interior of a green sector should be describable
as a critical directed percolation process. Thus, we expect that Na(t)   t1−α for t   t .
This expectation also matches the simulation results (see Fig. 3.3.12(b)). By contrast,
directed percolation in a finite geometry is unable to sustain large cluster growth. Thus,
at long times, Na(t) and X2
a(t) have different scaling functions that rapidly decay to zero
[99].
The scaling result for the mean square spread X2
a of surviving green clusters
suggests a simple prediction for directed percolation with arbitrary power law inflation
R(t) = R0[1 + (t/t )Θ]. Namely, for Θ > ν /ν  ≈ 0.632, the inflation should be able
to overtake the DP critical cluster growth, so that X2
a   t2Θ and Na   tΘ−α at long
times t   t . X2
a and Na should still have their regular DP power laws for t   t .
However, the shape and position of the crossover region at t   t  will likely change with
Θ. Conversely, when Θ < ν /ν , the cluster growth is always faster than the inflation,
and we expect the inflation to be irrelevant so that X2
a   t2ν /ν  and Na   t(ν −2β)/ν 
at long times for all Θ < ν /ν . Of course, a rigorous check of this simple prediction is
necessary. It would also be interesting to study the borderline case Θ = ν /ν .
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3.4 Radial Range Expansions with Deflation
Figure 3.4.1: An inoculation of two bacterial (Escherichia coli) strains on a Petri dish,
labelled with blue and yellow constitutively expressed fluorescent proteins. The strains
are otherwise identical and, consequently, represent the s = μf = μb = 0 case in our
analysis. The initial inoculation has the shape of an partial ring to allow for nutrients to
penetrate the ring center and allow for the bacteria to grow inward, creating a “deflating”
radial range expansion. A regular “inflating” radial range expansion moves away from
the ring. This single experiment illustrates both kinds of radial expansion discussed in
this chapter!
Another type of radial expansion starts with a population around the circumference
of a circle of radius R0. The population then grows inward toward the center of the
circle, colonizing the interior. An example of such a “deflating” range expansion is the
settling of an island by a new species that arrives simultaneously around the shoreline
and then grows inland. The population front at time t in this case is a circle of
radius R(t) = R0 − vt. Note that t  = R0/v is now a sharp temporal cutoff (instead
of a crossover), at which the population front size vanishes and the invading species
completely takes over the circular island.
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A deflating range expansion can be realized in experiment by inoculating a ring of
organisms on a Petri dish, as shown in Fig. 3.4.1. As long as there are enough nutrients
on the interior of the ring, the organisms will grow inward toward the ring center.
Fig. 3.4.1 shows the genetic demixing occurring between two neutral bacterial strains
labelled with constitutively expressed blue and yellow fluorescent proteins. The bacterial
sectors exhibit a counterclockwise “twisting” that is analyzed in detail in Ref. [78]. This
uniform tangential motion of the bacterial sector boundaries does not affect the genetic
demixing or quantities such as the heterozygosity that only depend on the separation
between two individuals along a population front. We will not model the twisting in
simulations, but note that it can be easily implemented by shifting all of the cells at a
population front counterclockwise at each time step.
Figure 3.4.2: (a) A radial range expansion with a deflating population front, for s =
μf = μb = 0, starting from an initial population around a circular rim of radius R0 = 300.
We use the same Bennett model lattice described in Sec. 3.2, while running the update
scheme in reverse. (b) Deflationary range expansions for a single green sector with an
initial size φ0 = 0.1 radians for a large (s = 0.4) and very small (s = 0.01) selective
advantage. In both cases, deflation forces the green sector boundaries to collide at the
center (when t = t  = R0/v).
The simulated evolution of two neutral strains in a deflating range expansion is shown
in Fig. 3.4.2(a). A well mixed initial condition is used with equal proportions of green
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(light gray) and red (dark gray) cells. The initial population is on a circular boundary
with radius R0 = 300. The deflationary dynamics, similar to the inflationary dynamics
considered in Sec. 3.3.1, is related to a linear range expansion via a conformal time
coordinate tc(t) = t/(1 − t/t ). The heterozygosity is again given by H(φ,t) = H0 erf|ξ|,
with ξ = R0φ/
p
8Drtc(t). However, unlike the inflationary case, H(φ,t) now decays
to zero and becomes flat as t → t ! Thus, the deflating range expansion evolves to a
population with just one genetic sector as t → t , as shown in Fig. 3.4.2(a).
The dynamics of a single green sector in a deflating radial range expansion (shown in
Fig. 3.4.2(b)) also differs from the inflating case. Using the diffusion equation techniques
of Sec. 3.3.3 and App. B.3, we can calculate the deflationary survival probability Sd(t) of
a green sector with a small selective advantage w and a small initial size φ0   2π. The
result as t → t  is
Sd(t → t
 ) ≈ 1 −
Z ∞
0
e−x
√
πx
e
−
2wxφ0
4Δx+φ2
0
−
w2xφ2
0
(4Δx+φ2
0)2 dx, or (3.63)
Sd(t → t
 ) ≈

φ0
Δ
−
√
πφ2
0
4Δ3/2

w
2
+
√
πφ0
4Δ3/2 −
φ2
0
Δ2

w2
4
+ O(φ0w
3) + O(φ
3
0w). (3.64)
Note that the convergence of sector boundaries insures that Sd(t → t ) vanishes in the
absence of selection (w = 0). This behavior differs markedly from the inflationary case
in which Sr(t → ∞) has a limiting value given by Eq. (3.49) with τ = 1. However, when
t → t  in the deflationary case, the population size at the frontier goes to zero, and
the finite size of the cells becomes important. Hence, we do not expect the continuum
diffusion model to hold exactly as t → t ; contrary to the continuum result (Eq. (3.63)),
a small residual survival probability is possible in this limit, especially for larger initial
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sector sizes φ0. Thus, Eq. (3.63) and Eq. (3.64) are good approximations to the limiting
survival probability only when the fate of the green sector is determined sufficiently far
from the sector convergence time t = t .
Figure 3.4.3: A comparison of the long-time survival probabilities of green sectors for
small selective advantages w   s in range expansions with radial inflation (Sr(t → ∞),
solid lines), radial deflation (Sd(t → t ), dashed lines), and for linear range expansions
(Sl(t → ∞), dotted lines). The probabilities are calculated using Eq. (3.47), Eq. (3.63),
and a similar result for a linear range expansion. In the forward and reverse radial
expansions, the initial population radius is R0 = 100ar, where the effective lattice constant
ar = 1 for convenience. The linear expansion assumes a total population size L = 2πR0 =
200πar. We used two different initial green sector sizes, φ0 = 0.01 (upper set of curves)
and φ0 = 0.002 (lower set of curves).
Comparing Eq. (3.64) and Eq. (3.50) reveals that deflation suppresses the effects of
selection relative to inflation, an effect which arises because deflation forces the green
sector boundaries closer together, as illustrated in Fig. 3.4.2(b). The survival probabilities
for inflationary and deflationary radial range expansions can also be compared to the
limiting survival probability Sl(t → ∞) of a green sector in a linear range expansion with
selective advantage w and initial size R0φ0 in a population of linear size L = 2πR0. The
results for two different sector sizes φ0 are shown in Fig. 3.4.3. As expected, the survival
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probability of a green sector in a linear range expansion is bracketed by the probabilities
for inflating and deflating radial expansions.
3.5 Conclusions
This chapter has explored differences between the population genetics of radial and
linear range expansions in the presence of genetic drift, mutation, and selection. We find
that the inflation embodied in a radial expansion decreases the effect of genetic drift
and biases the stochastic dynamics in a deterministic direction. The proliferation of
extra sites at the outer edge of the radial expansion greatly reduces sector interactions
after time t  = R0/v. For times t   t , the population evolves in isolated angular
segments, with boundaries perturbed by genetic drift. Near the directed percolation
(DP) phase transition, we found that t  acts as a finite crossover time, after which the
radial expansion no longer experiences the critical dynamics. Finite size scaling near
the DP transition due to inflation is described by a different scaling function than that
governing conventional finite size effects.
We presented and tested analytical approximations to the dynamics of single sectors
in various limits, including selective advantages weak compared to the genetic drift and
inflation. It would be interesting to develop a more precise asymptotic analysis of the
radial survival probability Sr(φ0,τ) of a sector with an arbitrary initial angular width φ0
and τ = t/(t + t ). We also calculated the survival probability in a deflationary radial
range expansion in which the sector boundaries are pushed together by a collapsing
population front. We found that inflation enhances and deflation diminishes the survival
probability relative to a linear range expansion with the same initial population size and
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selective advantage.
It would also be interesting to study the inflationary effects in more detail via a
field theoretic derivation of the scaling hypothesis [95, 103]. In the linear expansion,
the relevant field theory is Reggeon field theory. In the radial case, we would have to
introduce the inflationary metric ds2 = v2dt2 + R(t)2 dφ2 (with front propagation speed
v = dR/dt) for measuring distances between points in the range expansion rather than
the usual Euclidean one ds2 = v2dt2 + dx2 to take into account the expanding system
size. So, we expect that the field theoretic description of radial expansions would involve
studying the Reggeon field theory in this “curved” inflationary space.
It would also be interesting to extend our results by allowing for undulations in
the radial population front. Such undulations produce small changes in the power laws
predicted by simple diffusive models of sector growth and wandering [9]. One way to
allow undulations in simulations is to generalize the Eden model proposed in [94] to
an amorphous lattice and evolve initially circular homelands of individuals which now
divide freely at the population periphery. Without the constraint that daughter cells
always spawn as close as possible to the center of the expansion, the population front
should roughen away from a nearly circular shape. In the future, we hope to study an
extension of our model to three dimensions, thus allowing analysis of a greater variety of
range expansions, such as tumor growth in cancer. Spherical cell colonies, for example,
can be modeled using the three-dimensional Bennett model [69]. We expect that the
effects of inflation are more pronounced in three dimensions since sector surface areas
now increase quadratically in time due to inflation, while sector coarsening due to genetic
drift is much slower at a two dimensional frontier [13].
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Survival Probabilities at Spherical
Frontiers
This chapter will be submitted for publication.
4.1 Introduction
Early tumor evolution is driven by rare driver mutations that sweep the prevascular
tumor population at the frontier and push the growing cell mass further down the path
toward metastasis. Hence, an understanding of the evolutionary dynamics governing
the survival of such mutations is crucial in cancer prevention [79, 115]. One important,
largely unexplored aspect of this evolution is the effect of tumor geometry. An important
in vitro model of cancer is the multicellular tumor with an approximately spherical
shape, or “spheroid”. The spheroid captures many of the essential features of solid
tumors in vivo and is an important model for anti-cancer therapies [116, 117, 118].
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Spheroids are especially useful for understanding small, avascular tumors. In the later
stages of growth, in order for the tumor to survive, it requires a vascular system and
undergoes angiogenesis [119]. The growth then becomes more complicated, and requires
more sophisticated modelling efforts [120, 121]. We focus here on the earlier evolutionary
dynamics of spheroidal range expansions in two and three dimensions. We assume
that attractive cell-cell interactions keep such aggregates approximately spherical,
i.e. that there is an effective surface tension, similar to that observed for dome-like
assemblies of yeast cells on the bottom of, say, a well in a 96-well plate (Chapter 2, [74]).
Although we are motivated by tumor evolution, our models are intended to be quite
general. Two-dimensional and possibly three-dimensional expansions may be realized
in experiment, for example, using microbial or yeast populations in hard and soft agar,
respectively (Chapter 3, [78, 92]).
We will be particularly interested in computing the survival probability of a
mutation that occurs among the dividing cells at the surface of a spherical or circular
population of initial radius R(t = 0) = R0, which may or may not increase in time. In
general, the radius R(t) has a complicated time dependence, especially in tumor growth.
At the early stages, cells divide everywhere inside the tumor and the cluster radius grows
exponentially in time. After the tumor reaches a size larger than a nutrient shielding
length (see Chapter 2), nutrients will no longer be able to diffuse into the tumor interior.
This effect, combined with inward pressure from the surrounding non-cancerous tissue
[122, 123, 124], decreases the growth rate toward the center of the tumor. The radius
R(t) then grows more slowly. We will model this more inhibited growth generally as
R(t) = R0

1 +
t
t 
Θ
, (4.1)
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where R0 is the initial tumor radius, Θ is a (possibly time-dependent) growth exponent,
and t  is a cross-over time. For a substantial portion of the growth in tumors, the radius
grows linearly in time (Θ = 1) and t  = R0/v, where v is the front speed [125]. Linear
growth and nutrient shielding are also present in microbial populations grown in Petri
dishes [92].
Figure 4.1.1: (Color online) A schematic of a treadmilling tumor. Due to nutrient
shielding, cells divide in a thin green region at the frontier. In the red region, cells are in
an arrested state and do not grow. In the necrotic core, cells undergo apoptosis and their
contents are flushed out of the cluster, resulting in an overall volume loss. This volume
loss can balance the gain of volume at the cluster periphery, resulting in a “treadmilling”
effect and a cell mass with a constant radius [122, 123, 124, 126].
Eventually, apoptosis may be induced at the tumor center, creating a necrotic
region [122, 123, 124], illustrated in Fig. 4.1.1. The cells at the tumor periphery continue
to divide relatively rapidly. Thus, a “treadmilling” effect is created and the tumor
experiences a rapid turnover of cells at its surface while remaining the same size, a
situation we represent by a growth exponent Θ = 0 in Eq. (4.1). We will show that the
different growth regimes captured by varying Θ have dramatically different consequences
for the fate of mutations at the tumor frontier. We will focus on Θ = 0, Θ = 1, and
Θ = 1/2, capturing, respectively, treadmilling, linearly inflating, and an intriguing
borderline growth regime. Note that when the population front is inflating, a mutation
occurring at the surface, even if it survives at infinite times t → ∞, may not sweep
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the entire population (i.e., fix). Indeed, the inflating front may accommodate many
surviving neutral alleles at long times [13]. We are guaranteed that a mutation either
fixes or is extinguished only for non-inflating fronts. Hence, in this chapter, we calculate
survival probabilities (instead of fixation probabilities) in order to compare inflating and
non-inflating frontiers directly.
Figure 4.1.2: Examples of simulated mutant clusters (green cells) in two- and three- di-
mensional range expansions (see Section 4.2). We use two different values of the key
dimensionless selection parameters κ2D,3D defined in Eq. (4.2). (A) Circular range expan-
sions with a uniform front with an initial radius R0 = 50 average cell diameters and a
single initial mutant green cell at the population frontier. (B) Spherical range expansions
with uniform fronts and a single green cell at the initial population frontier with radius
R0 = 10 cell diameters.
We consider the fate of mutations that occur among the dividing cells at the surface
of these populations. Previous studies have focussed on the deterministic growth of
the mutant population after it establishes itself [127]. However, before a mutation is
established, genetic drift can drive the mutation to extinction, even if it has a selective
advantage, as illustrated on the left panels of Fig. 4.1.2A and 4.1.2B in two and three
dimensions, respectively. The geometry of the front strongly modifies the probability of
these extinction events. For linearly inflating fronts (Θ = 1) in two and three dimensions,
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we will show that the key dimensionless parameters for mutant survival are, respectively,

    
    
κ2D = s
s
R0
vτg
κ3D =
sR0
vτg
, (4.2)
where τg is a generation time. For κ2D,3D   1, the selective advantage is large enough to
sustain a surviving mutant cluster after a short time, allowing it to sweep the population
deterministically. When κ2D,3D   1, however, the effects of genetic drift are important
for a larger portion of the mutant cluster evolution, and can lead to an extinction of
the cluster. These two cases are illustrated in Figs. 4.1.2A and 4.1.2B for two- and
three-dimensional expansions, respectively.
The remainder of the chapter is organized as follows: We introduce the simulation
model used to create these expansions in Section 4.2. We impose a global constraint
that insures compact, approximately spherical clusters, as a way of emulating the
effect of surface tension (simulations of rougher fronts are discussed in Sec. 4.5.4). In
Section 4.3 we review the deterministic dynamics of mutant sectors, exemplified by the
average sector shapes corresponding to the right panels of Figs. 4.1.2A and 4.1.2B. We
also introduce the stochastic equation governing both the deterministic and stochastic
dynamics. In Section 4.4 we review and extend results for two-dimensional expansions, as
these provide insights into the three-dimensional case relevant to tumors. In Section 4.5
we calculate the survival probability of mutations in three-dimensions, focussing on
linearly inflating tumors with Θ = 1 and relegating details to Appendices C.1 and C.2.
The smooth circular and spherical fronts generated in most of our simulations facilitate
comparison with analytical results. However, Section 4.5 concludes with a discussion of
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rough fronts. We make concluding remarks in Section 4.6.
4.2 Simulations
The actively growing region in a tumor mass or a spherical microbial population (see
Chapter 2) can be quite thin, with a width of just a few cell diameters. Genetic drift
is especially strong at such thin fronts as just a few cells compete to divide into new
territory at every point on the surface. We will focus on the limiting case of a single layer
of growing cells, although a thicker actively growing layer of cells could be accounted
for in a coarse-grained model by increasing the local effective population size [13]. We
also assume, to simplify the analysis, compact fronts where the population front closely
approximates a uniform circle or sphere at all times. The latter approximation will be
valid as long as front undulations and the selective advantage s are small. When s is
large, the selectively advantageous strain will create prominent bulges at the frontier,
spoiling the front uniformity [92, 127]. Front undulations can also lead to important
changes in the expansion evolution [94], but these (as well as prominent bulges) can
be suppressed, for example, by surface tension at the frontier. As discussed in more
detail in Chapter 3, these approximations have the advantage of allowing us to perform
a “dimensional-reduction” by focussing on just the dynamics at the population frontier,
which will be effectively one and two-dimensional inflating geometries for two- and
three-dimensional expansions, respectively.
All along these frontiers, cells will compete locally to divide into new territory
and form the next generation of cells. We consider two types of cells: a wild-type red
cell and a green cell with a selectively advantageous “driver” mutation. To set up the
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green and red cell competition, we use the generalized Domany-Kinzel stochastic cellular
automaton rules developed in Chapter 3. The mutant, “driver” green cells have a base
growth rate Γg = 1 in units of inverse generation times. The red wild-type cells will grow
more slowly with rate Γr = 1 − s, where s is a selective advantage. These rules specify
the probability pg(ng,z) of a green cell division out of z total locally competing “parent”
cells, ng of which are green:
pg(ng,z) =
Γgng
Γr(z − ng) + Γgng
=
ng
(1 − s)z + sng
. (4.3)
New cells are placed one at a time in predefined locations to create expansions with
uniform fronts as described below. The probability of a particular cell color dividing into
the new spot is determined by Eq. (4.3), with the probability of a red offspring given by
pr(ng,z) = 1 − pg(ng,z).
Figure 4.2.1: (Color online) Schematics of simulated radial range expansions in (A) two
and (B) three dimensions. In (A), cells of two different sizes compete to divide into new
territory. The two different sizes and their relative abundance are chosen to create an
amorphous, isotropic cell packing, thus avoiding spurious effects for radial expansions of
identically-sized cells in two dimensions, which tend to form a regular triangular lattice
(see Chapter 3). In (B), cells divide on a lattice generated by the Bennett model [69]. All
cells have identical diameters a in this case. In both (A) and (B), the virgin territory that
is closest to the cell cluster center is settled first to create an effect similar to a surface
tension. In both models, the green cells out-compete the red with probability pg given by
Eq. (4.3).
In order to achieve smooth, approximately circular or spherical fronts (thus
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approximating the effect of a surface tension), newly born cells appear sequentially with
no overlaps and at locations chosen to be closest to some central reference point, as shown
in Fig. 4.2.1. Such a compactification of the cell clusters could also arise for biological
reasons, if all cells secrete a chemical that promotes cell divisions, which then are only
feasible at the cluster surface for steric reasons (see Chapter 3). This methodology is
reasonable for more conventional growing cell clusters, provided surface tension forces
only move daughter cells a short distance after they are born. This approximation also
increases our computational efficiency.
In d = 1+1 dimensions (outwardly growing circular range expansions), strong lattice
effects are present in the evolutionary dynamics (see Chapter 3). We mitigate these
effects by working with an amorphous cell packing constructed using a modified Bennett
model [104], a model originally developed to understand structure in metallic glasses.
In this model, cells of two different sizes are placed closest to the center of the initial
cluster such that the cell touches two previously placed cells. This procedure creates,
uniform, circular population fronts as one might find in expansions with an effective
surface tension. In Chapter 3, it was found that isotropic, amorphous cell packings
occurred if we chose cells with a small-to-large radius ratio of ρ ≈ 0.727, with the smaller
one placed with 60% probability, choices we also make here. In d = 2 + 1 dimensions,
lattice artifacts are greatly reduced, and our range expansions are constructed using the
original Bennett model [69] with identical spherical cells with diameter a. These cells
are now placed closest to a central point such that each touches at least three previously
placed spheres. The two kinds of expansion with relatively small population sizes are
shown below in Fig. 4.2.1. Note that a cell diameter is more complicated to define in
the two-dimensional expansion because of the amorphous packing; here a denotes an
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effective lattice spacing (approximately equal to the average cell diameter), as described
in more detail in Chapter 3.
To further mitigate lattice artifacts, we initialize the mutant green cells during each
simulation run in one of at least 100 different, random locations, sampled randomly and
uniformly along the population periphery. In two dimensions, all cells along the initial,
circular population front have equal probability of being chosen as the mutant green cell.
Thus, the mutant may be either a small cell or a large cell, depending on the location
chosen. In three dimensions, we first perform a random rotation of the initial spherical
population as described in Ref. [128]. We then seed the mutated, green cells at the north
pole of the spherical population. This ensures a uniform, random sampling of the initial
population front.
This algorithm generates linearly inflating fronts with Θ = 1. It is possible to
simulate treadmilling tumors with Θ = 0 by adding a step that evolves the population
backwards, toward the interior of the cluster: First, we evolve the range expansion just
a few generations, generating a cluster of radius R0 + nvτg ≈ R0 + na, where n ≈ 2.5.
Second, we go back to the cells at approximately a distance R0 + 1.5a from the cluster
center and evolve the population a single cell position at a time, but backwards, toward
the central reference point. To do this, we let the outer shell of cells compete to divide
backwards into the interior of the population, with the necessary space for new daughter
cells assumed to be provided by apoptosis deep in the interior. This backwards evolution
is continued until a population front with radius R0 − nvτg is created. Finally, we
repeat the first step and re-evolve the initial population radius outward up to a radius
R0 + nvτg. These backwards and forward sweeps are repeated over and over to model a
turn-over of cells at the tumor surface, taken to be the spherical shell of cells with fixed
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radius R0 and thickness vτg.
4.3 Population Genetics at Compact Population
Fronts
When the population front is large compared to the characteristic size of an initial
mutant cluster, the coarse-grained green cell (mutant) density f ≡ f(x,t) for a uniform,
flat front (upon exploiting dimensional reduction) obeys the Langevin equation
∂tf = D 
2
xf + sτ
−1
g f(1 − f) +
q
2Δτ−1
g f (1 − f)ξ(x,t), (4.4)
where s is the selective advantage of the mutant, D is a spatial diffusivity, τg is
the generation time, Δ is a genetic drift strength, and ξ is a Gaussian, white noise
[ ξ(x,t)ξ(x ,t )  = δ(x − x )δ(t − t )] interpreted in the ˆ Ito sense [13, 15]. The strength
Δ of the genetic drift scales like Δ   N−1, where the effective population size N is
approximately the number of organisms per unit cell width that locally compete to
divide at the population frontier. In the context of a stepping stone model using Moran
evolutionary dynamics, Δ = 1/N exactly [13]. If we remove the genetic drift term in
Eq. (4.4) by setting ξ(x,t) = 0, we recover the Fisher-Kolmogorov-Petrovsky-Piscunov
equation [13, 91]. This equation allows traveling-wave solutions that describe the
deterministic sweep of a mutant sector [92]. The genetic drift induced by the noise
term can strongly influence these travelling-wave dynamics [17, 129] and can extinguish
an embryonic mutant sector. Using simulations and field-theoretic techniques, we will
analyze Eq. (4.4) in the strong noise limit and appropriately modify it to take into
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account inflating population fronts in Sections 4.4 and 4.5. However, it is instructive to
first consider the travelling-wave solutions in radial range expansions [corresponding to
Θ = 1 in Eq. (4.1)] when selection dominates the genetic drift [92, 127].
If a mutation with some s > 0 survives extinction at early times, it will form a sector
as shown in Fig. 4.1.2 and schematically in Fig. 4.3.1 for three dimensions. We assume
s   1 and/or a strong surface tension, so that we may ignore any bulges created by
the green strain and to make contact with our simulations. The boundary of this sector
is a genetic Fisher wave in which the mutant green strain “invades” the red wild-type
region azimuthally along the frontier with some speed v . In a two-dimensional circular
expansion, the two sector boundaries will form (provided they escape genetic drift), on
average, two counterrotating logarithmic spirals [92]. In three dimensions, this sector
shape is a “logarithmic cone,” i.e. the solid of revolution formed by a logarithmic spiral
[127]. The average angular spread Δθ2D(t) = θ2D(t) − θ0 of this spiral for a circular
expansion is given by
Δθ2D(t) = w2D(s)ln

1 +
t
t 

, (4.5)
where θ0 is the initial sector size and w2D(s) = v /v is a rescaled sector boundary speed
(Fisher wave speed) that depends on the selection coefficient s and is influenced by the
strength of the genetic drift. In general, w2D(s) → 0 as s → 0. In our model, genetic
drift is strong and w2D(s)   s. This two-dimensional scaling, as discussed in more detail
in Chapter 3, can be derived by mapping the sector boundaries to random walks. For our
particular model, w2D(s) ≈ 1.2as/(vτg), where vτg ≈ a is the distance the front moves in
one generation and a is the effective lattice spacing discussed in the previous section (see
Chapter 3). The mapping of sector boundaries to random walks allows us to generalize
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our analysis to sectors with bulges, as well. Indeed, we expect the green sector to bulge
out because it will grow out radially faster than the red strain. However, provided the
front has some effective line tension and does not roughen, the sector boundaries will still
perform biased random walks with some effective rescaled bias speed w2D(s)   s in the
presence of bulges. Hence, our analysis of the sector survival probability in Section 4.4
will apply for this case, as well.
Figure 4.3.1: Schematic of the deterministic motion of a mutant sector arising at the
surface of a spherical population of red cells. The green sector invades the red population
with a selection-dependent lateral velocity v  = vw3D(s), where v is the radial front
speed. The sector forms a logarithmic cone, formed by rotating a logarithmic spiral curve
parameterized by the angle θ3D around the z-axis. In our simulations, we ignore possible
bulges in the population front and and neglect the enhanced outward expansion of the
green sector relative to the red domain expansion velocity v. Hence, the green sector
forms a spherical cap with some solid angle Ω at the spherical population frontier.
We can compute the analogous angle θ3D for a spherical expansion by calculating
the solid angle Ω = Ω(t) covered by the mutant sector at time t, as shown in Fig. 4.3.1
[127]. Then, the angle of the shape of the edge of the logarithmic cone is given by the
relative angle Δθ3D(t) = θ3D − θ0:
Δθ3D(t) = 2

arccos

1 −
Ω
2π

− arccos

1 −
Ω0
2π

= w3D(s)ln

1 +
t
t 

, (4.6)
where Ω0 is the initial solid angle covered by the mutant sector and w3D(s) = v (s)/v.
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We check this result with simulations in Fig. 4.3.2. We find that Eq. (4.6) accurately
describes the average mutant sector shape, as shown by the linear fits through the
data in the main plot. Note that when s = 0, the logarithmic cone sector boundary
collapses and the sector boundary approaches a constant solid angle. When many
mutations with s > 0 are present, these logarithmic cones of mutations can collide to
form interesting limiting shapes discussed in detail in Ref. [127] (see also Ref. [130]).
Upon using Eq. (4.6) to extract the rescaled lateral Fisher wave velocity w3D(s), we find
w3D(s) ≈
√
s to an excellent approximation, as illustrated in the inset of Fig. 4.3.2.
Note that this square-root scaling is markedly different from the circular expansion case.
Three-dimensional inflating range expansions are thus consistent with the classic Fisher
equation result that the wave-speed should approach v  = 2
√
Ds when Δ = 0 in Eq. 4.4
[91]. We expect that the coefficient of the
√
s term depends on the noise strength,
which is fixed in our simulations. Note that v (s) for small s is much bigger than the
difference between the mutant and wild-type radial expansion velocities (of order s), thus
justifying our neglect of the bulge in three dimensions. This scaling result is consistent
with previous studies of noisy Fisher waves in higher dimensions [17, 131].
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Figure 4.3.2: Simulated mutant clusters in a spherical range expansion (R0 = 30 cell
widths) with an initial solid angle Ω0 ≈ 0.20 steradians. We plot the angle θ3D(t) delin-
eating the edge of the conical shape formed by the mutant cluster edge, averaged over
38400 surviving sectors. After an initial transient, mutant sectors form logarithmic cones
for any selective advantage s > 0, as illustrated by the linear fits through the data (black
lines). In the inset, we plot the slope of these lines, w3D(s). (Note that the case s = 0 at
the bottom is exceptional.) We find, to an excellent approximation, w3D(s) ≈
√
s.
Having established that even the deterministic spread of a mutant sector is
influenced by the genetic drift noise, we now focus on an important, biologically relevant
consequence of Eq. (4.4): What is the probability that a single green mutant cell
establishes a surviving cluster at long times, given an initial green cell distribution
f(x,t = 0) at the population frontier? In the strong genetic drift limit, Doering et al.
mapped Eq. (4.4) in one dimension to a reaction-diffusion model [129] and found an
exact result for the survival probability along a flat, infinitely long linear front with
initial condition f(x,t = 0):
P[s ≥ 0,Δ;f(x,t = 0)] = 1 − exp

−
s
Δ
Z
dxf(x,t = 0)

, (4.7)
where the integration is along all positions x along the front. We expect Eq. (4.7) to
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hold for three-dimensional expansions, as well, where the integration is now over a
two-dimensional surface. This hypothesis was tested for a more sophisticated range
expansion model in Ref. [132]. We will show that Eq. (4.7) can be derived via a field
theoretic technique in Section 4.5. Note that for s   Δ−1N0 [where N0 =
R
dxf(x,t = 0)
is the initial number of mutated cells], the survival probability vanishes linearly with
s: P   sΔ−1N0. In contrast, we will find in Sections 4.4 and 4.5 that for inflating
expansions in two and three dimensions, this probability instead approaches a non-zero
value as s → 0.
The s < 0 case, although not the focus of this chapter, is interesting and subtle.
In the deterministic regime, the logarithmic spirals in two dimensions for s < 0 are
counterrotating, forming a tongue-like, or flower petal shape. Similarly, in three
dimensions, the boundary of the logarithmic cone spirals inward instead of outward.
Hence, we expect that the boundaries of any surviving mutant cluster will eventually
be pinched off due to this deterministic motion for s < 0. Our theory predicts that
the only way a mutant sector with s < 0 can survive at long times is if it wraps all
the way around the circumference of the population. Otherwise, the long time survival
probability vanishes: P∞(s < 0) = 0. However, the eventual extinction of a sector might
take a very long time, due to the logarithmically slow deterministic dynamics. Since our
simulations may only probe finite times, the convergence of the survival probability to
its long-time steady-state value is extremely slow for s < 0. We briefly examine some of
these issues in Appendix C.3.
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4.4 Two-Dimensional Range Expansions
Mutant sectors in circular expansions can be treated easily by mapping the sector
boundaries to random walks ([13], Chapter 3). Then, for treadmilling expansions
(Θ = 0), the random walk theory [3, 9] yields the survival probability
P
treadmill
∞ (s,a,R0) =
1 − e−sN0/Δ
1 − e−2πsR0/(aΔ), (4.8)
where the finite circumference of the population front is taken into account and
individual cells have size a. Note the resemblance to the classic Kimura formula for the
fixation probability of a mutation with a selective advantage in a well-mixed population
with initial frequency f0 = a/(2πR0) [11]. When s → 0+, we find a non-zero survival
probability. Upon expanding Eq. (4.8) for small s, we have
P
treadmill
∞ (s,a,R0) =
a
2πR0
+
1
2

1 −
a
2πR0

s
Δ
+ O[(s/Δ)
2] (s > 0). (4.9)
Note that when s < 0 in Eq. (4.8), the survival probability is exponentially suppressed,
P
treadmill
∞ (s,a,R0) ≈ e
−2π|s|R0/(aΔ) (s < 0) (4.10)
for R0   aΔ/|s|.
Let’s now consider a more general Θ > 1/2 case. We set Δ = 1 for simplicity and
look at range expansions with a single cell frontier width. Note that Δ ≈ 1 in our
two-dimensional range expansion simulations. Upon generalizing the analysis of Ref. [11],
we find that the mutant sector angle θ2D(t) for an arbitrary growth exponent Θ > 1/2
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obeys the stochastic differential equation
dθ2D
dτ
= V2D(1 − τ)
Θ
2Θ−1 +
p
2D2D η(τ), (4.11)
where V2D ≈ ast /[τgR0(2Θ−1)] is a selection-dependent bias, D2D ≈ a2t /[τgR2
0(2Θ−1)]
is a sector boundary diffusion constant, and τ is a unit-less time given by
τ = 1 −

1 +
t
t 
1−2Θ
. (4.12)
The function η(τ) in Eq. (4.11) is a Gaussian white noise such that  η(τ)η(τ )  = δ(τ−τ ).
Equation (4.11) describes a simple diffusive motion for the sector boundary in the
conformal coordinate τ, with a time-dependent bias. Note that for any Θ > 1/2, the
entire evolution of the sector is compressed into a finite dimensionless time interval
τ   [0,1). The consequences of this compression are explored in more detail in Chapter 3
and [109, 133, 134]. For Θ ≤ 1/2, the inflation becomes irrelevant and a neutral mutation
occurring at a large front (R0  
√
D2Dt ), for example, will always eventually go
extinct. The Θ = Θc = 1/2 case is marginal and a neutral mutation is barely unable to
survive. We will show that the Θ = Θc = 1/2 case is also marginal for three-dimensional
expansions in Section 4.5.
The survival probability can be extracted from Eq. (4.11) by analyzing the
first-passage probability that the sector angle θ2D vanishes (see Ref. [3] for a review of
first-passage processes). Unlike the Θ = 0 case, we will have to work in the limit of large
population fronts R0  
√
D2Dt  such that we can ignore any finite size corrections. We
will compare our results to simulations and to the exactly soluble Θ = 0 case to check
the approximation. Following a similar analysis as in Chapter 3 for the special case
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Θ = 1 and in the large front limit, we find a long-time survival probability that depends
on two scaling variables x2D and κ2D, given by

     
     
x2D =
R0φ0
a
r
τg
t  − − →
Θ=1
φ0
r
R0vτg
a2
κ2D = s
s
t 
τg
− − →
Θ=1
s
s
R0
vτg
. (4.13)
where a is the average cell diameter. Note that we can only make the replacement
t  = R0/v in Eq. (4.13) when Θ = 1. In our simulation model with Θ = 1 (see
Section 4.2), we set our length units so that vτg = 1 ≈ a, where a is an average cell
diameter. There is an additional complication, discussed in detail in Chapter 3, related to
mapping the simulation model to a random walk. The mapping introduces an additional
dimensionless parameter and we must take s → γs in Eq. (4.13) to match onto our
simulations, where γ ≈ 1.2.
The survival probability scaling function can be calculated using an adiabatic
approximation, as was done in Chapter 3 for Θ = 1. Although the survival probability
depends on many parameters, i.e. P2D ≡ P2D(R0,φ0,t ,τg,a,Θ,t), we find that the full
time-dependent solution for Θ > 1/2 in the adiabatic approximation depends on just two
parameter combinations [see Eq. (4.13)] and on the growth exponent Θ:
P2D = P2D(x2D,κ2D,Θ,τ)
≈ 1 −
Z τ
0
dz
x2D
2
r
2Θ − 1
πz3 exp

 
 
−
h
κ2Dz(1 − z)
Θ
1−2Θ + x2D(2Θ − 1)
i2
4z(2Θ − 1)

 
 
. (4.14)
We can set τ = 1 (i.e. t → ∞) in Eq. (4.14) to find the ultimate survival probability
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P∞(x2D,κ2D,Θ > 1/2). Although the integral does not appear to be expressible in terms
of elementary functions, we numerically integrate it to obtain the scaling function shown
in Fig. 4.4.1 for Θ = 1. The predicted scaling form matches our simulation results well.
There are no fitting parameters and the lattice spacing a ≈ 0.9vτg can be measured
independently (see Chapter 3). We also show the treadmilling Θ = 0 result in Fig. 4.4.1
for a fixed R0 = 50a to illustrate the large enhancement in the survival probability due
to inflation.
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Figure 4.4.1: The long-time (t → ∞, τ → 1) survival probability scaling function P∞
of a green mutant sector [as in Fig. 4.1.2A] for circular range expansions with Θ = 1,
as a function of the two dimensionless variables x2D and κ2D displayed in Eq. (4.13).
Clusters of contiguous mutants subtend an initial angle φ0 along the population front of
an otherwise all red population with initial radius R0. Different symbols lying on the same
line correspond to data sets with different R0. In part (A), φ0 is tuned to yield a fixed
x2D. In part (B), φ0 is varied to find the probability at different x2D at a fixed κ2D. The
solid symbols on the bottom curve in part (B) correspond to neutral range expansions
with s = 0. The lines show the analytic prediction using the adiabatic approximation
in Eq. (4.14) for Θ = 1 (accurate for 0 < s   1 and exact for s = 0). In simulations
(points), P∞ is estimated from the survival probability at a long (but finite) time t   1200
generations. Hence, the survival probability, especially at large R0 and small s, has not
yet converged to P∞, explaining some of the deviation of the data from the analytic
prediction. Solid orange lines show the survival probability for a treadmilling expansion
with R0 = 50a. The orange line does go to a non-zero value as κ2D = 0 in part (A), but it
is indistinguishable from zero in the plot. Note the greatly enhanced survival probability
caused by inflation in part A, as compared to treadmilling systems.
Note in Fig. 4.4.1A that as we approach a neutral mutation κ2D → 0, we find a
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non-zero survival probability. This is markedly different from the infinite flat front result
in Eq. (4.7), which vanishes as s → 0. Indeed, for a single initial mutant cell for with R0
(x2D ≈
p
a/R0), the limit is
P∞(x2D,κ2D = 0) = erf
hx2D
2
i
≈
r
a
πR0
. (4.15)
It is instructive to compare this result to the much smaller survival probability a/(2πR0)
of a mutation occurring at the surface of a two-dimensional treadmilling tumor. Note
from Fig. 4.4.1A that the survival probability as κ2D → 0 is much larger for an inflating
rather than a treadmilling tumor. Thus, for small selective advantages, inflation plays a
much more important role in rescuing the mutation than one might expect from a naive
analysis of a mutation sweeping a population with a finite size. We will show in the
next section that there is an analogous scaling function P3D(x3D,κ3D), with appropriate
three-dimensional analogues of the dimensionless scaling variables x3D and κ3D. We will
again find that finite size effects are less important than inflation at small s.
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4.5 Three-Dimensional Range Expansions
Figure 4.5.1: Coordinate system for studying spherical expansions. At time t when
the expansion has radius R(t), we can map any point on the spherical population front,
y   S[R(t)], to a corresponding point x   S[R0] on the initial population front with
radius R0, along a radial line connecting y to the center.
A convenient coordinate system for three-dimensional range expansions is the position
x   S(R0) on the initial spherical population front S(R0). Any positions y   S[R(t)] on
the spherical front S[R(t)] of radius R(t) = R0(1+t/t )Θ at any time t > 0 can be traced
backward to a unique x = R0y/R(t) on the initial front, as shown in Fig. 4.5.1. Thus,
we can fully specify any position in the range expansion by a single position x   S(R0)
and a time t. We then interpret the evolution of the range expansion as a process acting
on the original population front S[R0] with a superimposed inflation that locally dilates
the front perpendicular to the local expansion direction. The corresponding Langevin
equation for the green cell density f ≡ f(x,t) with this inflationary effect reads
∂tf =
D
(1 + t/t )2Θ 
2
xf + sτ
−1
g f(1 − f) +
s
2Δf [1 − f]
τg(1 + t/t )2Θ ξ(x,t), (4.16)
where ξ(x,t) is again a Gaussian white noise [as in Eq. (4.4), interpreted via the ˆ Ito
calculus] and t  is a cross-over time. Equation (4.16) is a non-linear stochastic partial
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differential equation with a spatial dilation. Such equations are of interest not only in this
biological context, but also in cosmology, interface growth, and other areas of condensed
matter physics [135]. In the case of linear inflation (Θ = 1), we have t  = R0/v, where v
is the population front speed. In this case, Eq. (4.16) is a straightforward extension of
the stochastic differential equation that describes circular range expansions in Ref. [13]
and in Chapter 3. We now ignore the finite size of the sphere and extend our coordinate
x   S(R0) to the infinite two-dimensional space R2. This approximation will work as
long as our sector sizes are small compared to the total surface area of the front. We
move to the field-theoretic representation of Eq. (4.16), suitable for application of the
methods of path integrals and statistical mechanics, and look for the ultimate survival
probability P∞. For a review of similar ideas from the perspective of population genetics,
see Ref. [136]. Readers unfamiliar with these formal developments may wish to pass
on to our final conclusions in Sections 4.5.1 and 4.5.2 which have been subjected to
extensive numerical checks.
Equation (4.16) can be converted to a field-theoretic action by employing standard
methods, pioneered over 40 years ago by Martin, Siggia, and Rose [137], and extended to
non-linear stochastic equations such as Eq. (4.4) and Eq. (4.16) by Janssen [138] and de
Dominicis [139]. We introduce a response function ˜ f = ˜ f(x,t) to account for the noise
term in Eq. (4.16). This procedure yields the response functional
J[ ˜ f,f] =
Z
dtd
2x

˜ f

∂f
∂t
−
D
(1 + t/t )2Θ 
2f − sτ
−1
g f(1 − f)
−
Δ
τg(1 + t/t )2Θ
˜ ff(1 − f)

, (4.17)
which, as shown below, allows us to treat inflationary dynamics on the sphere using
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the methods of statistical mechanics. The noise term (proportional to Δ) is now on
equal footing with the other contributions, making it easier to analyze than in the
Langevin equation (4.16). When such functionals are exponentiated, they determine
the probability of particular path histories associated with the underlying stochastic
differential equation [136, 137, 138, 139]. We introduce an initial density f0(x) of green
cells by adding an additional term to the field theoretic action in Eq. (4.17):
−
Z
d
2xf0(x) ˜ f(x,t = 0) ≈ −
Z
d
2xN0δ(x) ˜ f(x,t = 0) = −N0 ˜ f(0,0), (4.18)
where the first equality assumes a concentrated aggregation of N0 cells near the origin
at time t = 0. For a solid angle Ω0 of the initial patch, the number of initial cells N0 is
approximately
N0 ≈
γΩ0R2
0
a2 , (4.19)
where γ is a non-universal constant related to the surface packing of spheres in the
three-dimensional Bennett model.
The response functional (4.17) can be used to calculate the survival probability for
the initial patch of N0 green cells. As shown in Appendix C.1, a variational principle
applied to the exponentiated response functional (4.17) yields a spatially uniform,
mean field approximation to the response function ˜ f(x,t) ≈ ˜ f(t). With this mean
field approximation, our survival probability at long times T [see Eqs. (C.9)-(C.11) in
Appendix C.1] can be obtained by a limiting procedure,
P∞ ≈ 1 − exp

lim
ζ→0+ lim
T→∞
N0 ˜ f(t = 0)

, (4.20)
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where ˜ f(t) satisfies
∂ ˜ f
∂t
= −sτ
−1
g ˜ f −
Δ
τg(1 + t/t )2Θ
˜ f
2 + ζθ(T − t), (4.21)
and where θ(x) is the step function (θ(x) = 1, x > 0, θ(x) = 0, x < 0). Note that the
order of limits in Eq. (4.20) is crucial! We will consider Θ = 0 (treadmilling), Θ = 1
(linear inflation), and Θ = 1/2 (borderline case) in the next subsections.
4.5.1 Treadmilling Fronts (Θ = 0)
When Θ = 0, the range expansion simply turns over cells at its surface, which we take for
simplicity to be a one-cell-diameter thick spherical shell with radius R0. This dynamics
is relevant for “treadmilling” tumors. If we ignore the finite size of the shell (a good
approximation provided R0   a), the survival probability can be calculated from the
solution to the Eq. (4.21) with Θ = 0. This equation becomes a Ricatti equation [4] with
constant coefficients. It can be converted to a linear, second-order ordinary differential
equation as discussed in Appendix C.2. This equation is soluble and, consistent with
Ref. [140], we find a survival probability
P
treadmill
∞ [s,N0,Δ] ≈ 1 − e
−
N0
2Δ (|s|+s) (4.22)
P
treadmill
∞ [s,N0,Δ] ≈

   
   
1 − e−N0s/Δ s ≥ 0
0 s < 0
, (4.23)
where we have made use of Eq. (4.20). This result is consistent with the generalized
formula of Doering et al. in Eq. (4.7). We expect corrections for both positive and
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negative s when the finite size of the population front is taken into account, as in the
treadmilling circle result in Eq. (4.8).
Figure 4.5.2: A comparison of treadmilling (Θ = 0) and linearly inflating (Θ = 1)
expansion survival probabilities for single cell, neutral mutations at different initial radii
R0 (in units of the cell diameter a). Note that the survival probability for the treadmilling
cases decay much faster with the time t (measured in generations) and saturate at much
smaller values. The plateaus at long times are consistent with P treadmill
∞   (a/R0)2, as
in Eq. (4.24). The survival probability for an inflating front saturates earlier at a much
higher value, which we explore in the next subsection. Note the approximately 200-fold
enhancement in the survival probability of inflating sectors for R0 = 10a.
The neutral case s = 0 is easy to analyze even for a finite size population front such
as a treadmilling sphere. We know from studies of voter model dynamics [101, 141] that
the descendants of one of the initial cells will eventually sweep the entire population.
Hence, the survival probability of a single mutant cell out of a total of Ntot cells at the
frontier is
P
treadmill
∞ [s = 0,N0 = 1] =
1
Ntot
≈
a2
4πR2
0
 

a
R0
2
. (4.24)
We shall see in the next subsection that this treadmilling survival probability will be
much smaller than the survival probability for an inflating tumor for large initial radii
R0   a. This expectation is already evident upon comparing a treadmilling and an
inflating front in our simulations. Note the dramatic qualitative difference in the survival
probabilities with increasing time for R0/a = 10 (more than two orders of magnitude!)
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in Fig. 4.5.2.
4.5.2 Linearly Inflating Fronts (Θ = 1)
We now solve Eq. (4.21) with Θ = 1. The details are discussed in Appendix C.2, where
we find
˜ f(t = 0) = −
1
Δτ−1
g t [1 + sτ−1
g t esτ−1
g t Ei(−sτ−1
g t )]
, (4.25)
where Ei(x) is the exponential integral function [4]. Hence, the survival probability from
(4.20) is
P∞(N0,s,Δ,t
 ,τg) = 1 − exp
"
−
N0θ(s)
Δτ−1
g t [1 + sτ−1
g t esτ−1
g t Ei(−sτ−1
g t )]
#
(4.26)
= P∞

x3D =
N0τg
Δt  ,κ3D = sτ
−1
g t
 

(4.27)
= 1 − exp

−
x3Dθ(κ3D)
1 + κ3Deκ3DEi(−κ3D)

, (4.28)
where t  = R0/v as usual is the time to inflate to twice the initial radius and we have
identified the two key dimensionless parameters x3D and κ3D:

    
    
x3D =
N0τg
Δt  =
N0vτg
ΔR0
κ3D =
st 
τg
=
sR0
vτg
, (4.29)
where N0 is the initial number of mutant cells. Note the similarity between Eq. (4.29)
and the analogous dimensionless variables for circular inflation in Eq. (4.13). Finally,
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note that P∞ = 0 when s < 0. Hence, since P∞ > 0 for s = 0, there is a jump
discontinuity in the survival probability at the origin. This discontinuity occurs because
we have assumed that our inflating population front is effectively infinite relative to the
size of the inflating sector. Hence, when s < 0, a mutant sector will always be able
to shrink back deterministically to a small enough size that it can be extinguished via
genetic drift. This may happen very slowly, however, because the deterministic motion
of the sector is logarithmic in time, as discussed in Section 4.3. We also expect that,
similarly to the two-dimensional treadmilling result in Eq. (4.8), corrections to the
ultimate survival probability in the s < 0 regime are exponentially suppressed by the
population front size. Evaluation of the (small!) survival probability for negative s for
finite-sized fronts is a subject for future investigation.
It is instructive to study biologically relevant limits of Eq. (4.28). For example, if
we let t  → ∞ so that inflation becomes negligible, we recover the linear front (Θ = 0)
result, consistent with Eq. (4.7) and Eq. (4.23):
P∞(x3D,κ3D   1) = 1 − exp[−x3Dκ3D + O(x3D)] = 1 − e
−sN0/Δ. (4.30)
Another important limit is of course s → 0+ (so that κ3D → 0+). We find
P∞(x3D,κ3D = 0) ≈ 1 − exp[−x3D] = 1 − e
−
N0τg
t Δ . (4.31)
Note that in our simulations, t /τg ≈ R0/a. Thus, for a single mutation (N0 = 1) and a
small selection coefficient, we find from (4.28) a linear increase in the survival probability
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as a function of s > 0:
P∞ (N0 = 1,R0,s   1) ≈
a
ΔR0
− ln

e
γE R0
a
s

s
Δ
+ O(s
2 ln
2 s), (4.32)
where γE ≈ 0.577 is Euler’s constant. In our simulations, the effective population size
N = O(1), so Δ   1/N is of order unity as well. Note that the inverse scaling of the
zeroeth order term [O(s0)] in Eq. (4.32) with the initial population radius is markedly
different from the treadmilling result in Eq. (4.24). Indeed, the inflation will rescue the
mutation with much higher probability than the probability the mutation fixes in a
treadmilling expansion due to the finite tumor size. Also, the logarithm in the first order
term [O(s)] generates a diverging slope in P∞ as we send s → 0. Note that this slope
becomes finite for a flat front (t  → ∞).
We check the approximation leading to our results with simulations in Fig. 4.5.3.
There are no fitting parameters, except the genetic drift strength Δ. We find Δ ≈ 0.6,
confirming our expectation that the genetic drift strength Δ is of order unity in our
simulations. The good agreement between the simulation results and the field theoretic
solution justifies our approximation of an infinite population front. Indeed, from our
scaling analysis in the previous section, we expect these particular finite size corrections
to be small. We are inherently limited by our finite simulation time, which allows us to
only simulate clusters which have grown to radii of at most 170 cell diameters.
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Figure 4.5.3: The survival probability scaling function of a green mutant sector like
that in Fig. 4.1.2B for spherical range expansions. Clusters of mutants with N0 initial
cells start on the periphery of an all red population with initial radius R0 cell widths.
Different symbols lying on the same line correspond to data sets with different N0 and
R0, but a fixed x3D in part (A) and a fixed κ3D in part (B). All range expansions were
evolved up to a total cell cluster with a 170 cell diameter radius. The solid symbols in
part (B) correspond to neutral range expansions with s = 0. The lines show the analytic
prediction in Eq. (4.26). Note that at large values of R0 and small values of κ3D in part
(A), the survival probability calculated in the simulations has not yet converged to the
steady-state value, so the data points lie above the analytic prediction (lines).
4.5.3 Marginally Inflating Fronts (Θ = 1/2)
It is of interest to find the critical value Θ = Θc at which inflation is barely unable
to rescue a neutral mutation from a very low survival probability due to the finite
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population frontier size. The neutral dynamics associated with s → 0+ belong to the
voter model universality class. Hence, Θc is easy to calculate because we know that
in this case the average cluster size,
p
 X(t)2  (where X(t) is the linear extent of the
mutant cluster), scales according to
p
 X(t)2    t1/z, where z = 2 is the dynamical
critical exponent of the voter model class [142]. Hence, the linear size of the cluster
spreads diffusively and we expect that Θc = 1/2. Equation (4.21) turns out to be soluble
in this case and we now find a survival probability that reads
P
Θ=1/2
∞ (x3D,κ3D) = 1 − exp

x3Dθ(κ3D)
eκ3DEi(−κ3D)

, (4.33)
where θ(κ3D) = θ(s) is again the Heaviside step function. This result also reduces to the
linear front solution when t  → ∞. However, unlike linear inflation, as κ3D → 0, we find
the peculiar behavior
P
Θ=1/2
∞ (x3D,κ3D   1) ≈ 1 − exp

x3Dθ(κ3D)
ln(κ3DeγE)

(4.34)
≈
x3Dθ(κ3D)
ln(κ3DeγE)
, (4.35)
where we assume κ3D   e−x3D in the second line. This probability does, in fact, vanish
as κ3D → 0. However, it does this logarithmically slowly! We plot this unusual marginal
scaling function in Fig. 4.5.4.
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Figure 4.5.4: The survival probability for a mutation living on the surface of a spherical
expansion with a Θ = 1/2 growth exponent [eq. (4.1)]. The survival probability vanishes
as κ3D → 0, but logarithmically slowly.
4.5.4 Rough Fronts
We focus here just on the case Θ = 1 and discuss first the fate of neutral mutations. If
a circular or spherical range expansion has a negligible surface tension at the frontier,
then the population front will roughen over time as the cells stochastically divide and
push each into virgin territory. This roughening can affect the evolutionary dynamics.
For example, in two-dimensional expansions, the motion of genetic sector boundaries
becomes super-diffusive [9]. Also, when selection is present, the genetic sectors of the
selectively advantageous strain will create bulges, modifying the interface roughening
itself [94]. However, even with rough fronts, we expect inflation to act in a similar
way. If the average population radius still grows linearly in time, R(t)   t, then any
characteristic length (e.g., the size of a genetic sector) will get inflated linearly in time,
just as in the case of smooth fronts. We expect inflation to rescue a mutation from
genetic drift if it survives until the crossover time t  = R0/v. Hence, for a neutral
mutation, if the survival probability decays according to P(t)   t−β at early times, then
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the ultimate survival probability will scale according to P∞   P(t )   (a/R0)β. For
rough fronts in two-dimensions, we expect β = 2/3 (compare to β = 1/2 for uniform
fronts), so the decay is more rapid. In two dimensions, these scaling arguments for
neutral mutations can be made rigorous and a precise mapping between expansions with
inflating and linear rough fronts can be made by exploiting the mapping between sector
boundaries and random walks [109].
Figure 4.5.5: The survival probability P(t) of a cluster formed from a single neutral
green cell at an initially uniform front of a spherical population with radius R0. The
spherical population grows out with a rough front due to the stochastic birth dynamics.
The survival probabilities for different R0 are collapsed using a simple scaling with the
cross-over time t  = R0/v, where v = 1 in the simulations. Note that for t   t ,
the data is consistent with survival probabilities that approach a constant such that
P∞ = P(t → ∞)   1/t    a/R0. The inset has an example of a surviving cluster for
R0 = 10 cells after about 30 generation times to R(t = 30) ≈ 40.
In three dimensions, the situation is more complicated because the universal
properties of the interface roughening are still being investigated and the coupling of the
roughness to the genetic sector dynamics is not obvious. An example of a fragmented,
surviving green cluster is shown in the inset of Fig. 4.5.5. Despite these complications,
180CHAPTER 4. SURVIVAL AT SPHERICAL FRONTIERS
the simulation results in Fig. 4.5.5 suggest that the coupling between frontier roughness
and sector dynamics is weak. At short times t   t , the survival probability of a neutral
mutation decays approximately as it would in a linear (non-inflating), uniform front, i.e.,
P(t)   t−1 (neglecting logarithmic corrections), with perhaps a small correction to the
exponent. Then, for t   t , inflation prevents the extinction of all surviving mutations
and we find an enhanced survival probability P∞   1/t    a/R0 [compared to the
treadmilling result P∞   a2/(4πR2
0)], just as for the uniform front case. Our simulations
are indeed consistent with neutral mutations are rescued with a probability inversely
proportional to the initial population radius. These findings are illustrated by the data
collapse in Fig. 4.5.5.
What about selection? Anderson and Hallatschek have investigated the two-
dimensional case using simulations and experiments, and have found properties of the
survival probability scaling function by mapping the genetic sector boundary dynamics
at the rough frontier to superdiffusive random walks [143]. In three dimensions, we can
do a similar analysis as in the uniform front and find P∞ for various R0 and initial green
cell numbers N0. However, our rough front models generate sphere clusters with radii of
at most 80 cell diameters. Hence, it is computationally challenging to get the survival
probability to converge to a steady-state value for small s and large R0. Our limited
attempts suggest that κ3D = sR0/vτg is once again an appropriate scaling combination
to perform a data collapse for a fixed x3D = N0vτg/R0Δ. However, a more thorough
investigation is necessary and an analytic form for the conjectured scaling function is an
open question.
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4.6 Conclusions
We tried to show how geometry plays a crucial role in the evolutionary dynamics of
spherical range expansions, just as it does for circular ones. Our focus has been on
linearly inflating and treadmilling range expansions, both of which are relevant for
tumor evolution. Inflating population fronts yield an enhanced survival probability of
mutations at range expansion frontiers in two and three dimensions. We have shown
how this survival probability scales with the population front radius R0 when an
isolated mutation occurs. The long time survival probability of a mutation decreases as
P∞  
p
a/R0 in two dimensions and P∞   a/R0 in three dimensions. The corresponding
probabilities for treadmilling expansions are instead P∞   a/R0 and P∞   (a/R0)2
for two and three dimensions, respectively. Hence, inflation rescues mutations with a
much higher probability than might be expected if we only consider the finite size of
the initial population front. For smooth frontiers, we have also gone beyond simple
scaling and calculated analytically the scaling function for the survival probability in
three dimensions and recaptured some previous results in Chapter 3 for this function
in the two-dimensional case, generalizing them to an arbitrary power-law growth of
the population radius in time [Eq. (4.1)]. Finally, we looked at the fascinating case of
marginal inflation where the population radius increase is just barely unable to rescue a
neutral mutation from extinction via genetic drift.
Although a detailed investigation is beyond the scope of this chapter, we have also
discussed range expansions with undulating frontiers. Rough frontiers for spherical
expansions only change the effect of inflation on the survival probability slightly;
larger changes occur in two dimensions. However, simulations of larger expansions
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would be necessary to confirm this. An interesting avenue for future research, initiated
by Anderson and Hallatschek [143], is to calculate scaling functions for the survival
probability of mutations on a rough population front with a non-zero selective advantage
s > 0 in either two or three dimensions. It would also be interesting to study the s < 0
regime in more detail. Since the convergence of the survival probability to its infinite
time value is so slow in this regime (see Appendix C.3), a time-dependent theory would
be necessary to find the survival probability even at very long times.
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Asymmetric Mutualism in Two- and
Three-Dimensional Range
Expansions
This chapter appears in its entirety in M.O. Lavrentovich & D.R. Nelson, Phys. Rev.
Lett. 112, 138102 (2014)
5.1 Introduction
When a population colonizes new territory, the abundance of unexploited resources
allows the descendants of the first few settlers to thrive. These descendants invade
the new territory and form genetically distinct regions or sectors at the population
frontier. If the frontier population is small, the birth and death of individuals create
large fluctuations in the sector sizes. These fluctuations, called genetic drift, cause some
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settler lineages to become extinct as neighboring sectors engulf their territory. Over time,
this sector coarsening process dramatically decreases genetic diversity at the frontier [13]
(also see Chapter 3).
Interactions between the organisms can modify the coarsening process. For example,
cooperative interactions, in which genetic variants in close proximity confer growth
benefits upon each other, can lead to the founders’ progeny remaining intermingled.
Then, coarsening does not occur, and the consequent growth pattern is called a
“mutualistic phase” [24]. Cooperative interactions are commonly found in nature:
microbial strains exchange resources [144], ants protect aphids in exchange for food [145],
and different species of mammals share territory to increase foraging efficiency [146].
Recently, a mutualistic phase was experimentally realized in partner yeast strains that
feed each other [22, 23]. These experiments require an understanding of asymmetric
interactions where species do not benefit equally from cooperation. Antagonistic
interactions may also occur, e.g., between bacterial strains secreting antibiotics against
competing strains [147]. These interactions and the mutualistic phase also play prominent
roles in theories of nonequilibrium statistical dynamics [24, 95, 148, 149, 150, 151, 152].
We explore here asymmetric cooperative and antagonistic interactions in two- and
three-dimensional range expansions. Two-dimensional expansions (d = 1 + 1) occur
when the population grows in a thin layer, such as in a biofilm or on a Petri dish.
Three-dimensional expansions (d = 2 + 1) occur, for example, at the boundaries of
growing avascular tumors [125, 153, 154]. We model both flat and rough interfaces at
the frontier, the latter being an important feature of many microbial expansions [2].
We arrive at the following biologically relevant results: Three-dimensional range
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expansions support mutualism more readily than planar ones, and a mutualistic phase
occurs for any symmetric cooperative benefit. Conversely, two-dimensional expansions
require a critical benefit [24, 148]. In addition, we find that the frontier roughness is
strongly enhanced at the onset of mutualism for asymmetric interactions. Finally, we find
that frontier roughness allows for a mutualistic phase over a wider range of cooperative
benefits.
5.2 Flat Front Models
We consider two genetic variants, labelled black and white. Cells divide only at the
population frontier [13]. Such expansions occur when nutrients are absorbed before
they can diffuse into the interior of the population, inhibiting cell growth behind the
population front. This can occur in tumor growth [125] and in microbial expansions at
low nutrient concentrations (see Chapter 2).
According to a continuum version of a stepping stone model [24, 88], the coarse-
grained fraction of black cells f ≡ f(x,t) at some position x along a flat population
front at time t obeys
∂tf = D 
2f + τ
−1
g f(1 − f)

s

1
2
− f

+
r
2

+ η, (5.1)
where D is a diffusivity, η(x,t) an ˆ Ito noise term [13] with  η(x,t)η(x ,t)  =
2 dsτ−1
g f(1 − f)δ(x − x )δ(t − t ), τg a generation time, ds the spatial dimension, and  
an effective lattice spacing. Also, r = α − β and s = α + β, where α and β represent the
increase in growth rates over the base rate per generation of the black and white species,
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respectively, in the presence of the other species. Equation (5.1) describes the behavior
of two-dimensional expansions of mutualistic strains of yeast [22] and is expected to
characterize many different range expansions [13, 24]. At r = s = 0, Eq. (5.1) reduces
to the Langevin equation of the voter model [151, 152]. A signature of the mutualistic
phase is a non-zero average density  ρ  of black and white cell neighbors (genetic sector
interfaces) at the front at long times. To construct phase diagrams for our different
models in Fig. 5.2.1, we calculate  ρ  as a function of the cooperative benefits α,β ≥ 0
and antagonistic interactions α,β < 0.
We propose a microscopic model for flat fronts in the spirit of Grassberger’s cellular
automaton [155], which obeys Eq. (5.1) under an appropriate coarse-graining, as we
verify in the following. Domain wall branching, shown in Fig. 5.2.2(a), is required for
a mutualistic phase in d = 1 + 1 dimensions. Our model allows branching by having
three cells compete to divide into a new spot on the frontier during each time step. To
approximate cell rearrangement at the frontier, we assume that the order of competing
cells in each triplet is irrelevant. The update rules are:

            
            
p
 ◦ • ◦
 
•

= p
 • ◦ ◦
 
•

= p
 ◦ ◦ •
 
•

=
1
3
+ α
p
 • ◦ •
 
◦

= p
 ◦ • •
 
◦

= p
 • • ◦
 
◦

=
1
3
+ β
p
 • • •
 
•

= p
 ◦ ◦ ◦
 
◦

= 1,
(5.2)
where −1/2 ≤ α,β ≤ 2/3. The rules for all other combinations follow from probability
conservation.
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Positive α (β) biases the propagation of a black (white) cell into the next generation,
due to beneficial goods (e.g. an amino acid in short supply by the partner species [22])
generated by two nearby cells of the opposite type. Negative α and β represent the effect
of cells inhibiting the growth of neighboring competing variants.
Figure 5.2.1: (Color online) The density  ρ  of genetic sector interfaces along the pop-
ulation front at long times t (measured in generations), averaged over 103 runs of the
flat [(a) and (b)] and rough [(c) and (d)] front range expansion models for d = 1 + 1
[(a) and (c)] and d = 2 + 1 [(b) and (d)] (system sizes L and L2 cells, respectively) for
cooperative benefits α and β defined in Eq. (5.2) [α  and β  for rough fronts in Eq. (5.5)].
The parameters are: (a) t = 1.5 × 105, L = 8 × 103; (b) t = 2 × 103, L2 = 5002; (c)
t = 2.5×103, L = 103; (d) t = 500, L2 = 502; There is a mutualistic phase in the α,β > 0
(α ,β  > 0) quadrant in all panels. A DP2 point occurs at α = β = αc = 0.1242(5) in (a)
and a “rough DP2” point at α  = β  = α 
c = 0.0277(2) in (c). The solid lines in (a), (b)
and (c) show the DP transition line shapes near the bicritical points (see Appendix D.1).
The dotted lines indicate the loci α = 0, β = 0, and α = β.
For d = 1 + 1, the model is implemented on a square lattice (with one space and
one time direction) with periodic boundary conditions in the spatial direction. During
each generation (one lattice row along the spatial direction), the states of all triplets of
adjacent cells are used to determine the state of the middle cell in the next generation
using Eq. (5.2). For d = 2+1, we stack triangular lattices of cells (representing successive
188CHAPTER 5. ASYMMETRIC MUTUALISM
generations) in a hexagonal close-packed three dimensional array. Each cell sits on top
of a pocket provided by three cells in the previous generation, so Eq. (5.2) generalizes
immediately (see Appendix D.1).
These simple flat front models generate the rich phase diagrams of Fig. 5.2.1(a) and
(b). The d = 1 + 1 diagram in Fig. 5.2.1(a) resembles the stepping stone model result
[24]. One feature is a DP2 point, located at (α,β) = (αc,αc) ≈ (0.1242,0.1242) in our
model. Applying a symmetry-breaking coefficient r ≡ α − β  = 0 biases the formation
of either black (r > 0) or white (r < 0) cell domains, and the DP2 transition crosses
over to DP transitions along a symmetric pair of critical lines sc(r) ≡ αc(r) + βc(r) for
r < 0 and r > 0. As in typical cross-over phenomena [156], the phase boundaries near
the DP2 point are given by r   ±[sc(r) − sc(0)]φ, where sc(0) = 2αc ≈ 0.2484 and φ is a
cross-over exponent [157]. We find φ ≈ 1.9(1), consistent with studies of related models
[158] (see Appendix D.1). Hence, we confirm that our model is in the same universality
class as Eq. (5.1). Thus, many features of our nonequilibrium dynamical models near
the transition lines (e.g., the power laws governing the phase boundary shape) will also
appear in the various range expansions describable by Eq. (5.1).
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Figure 5.2.2: (Color online) (a) A sample evolution of the flat front model for d = 1+1 at
α = β = 0 (front size L = 100). The rules in Eq. (5.2) allow interface branching (circled
event), facilitating mutualistic mixing. The coarse-grained dynamics for α = β < αc
are dominated by pair annihilations of interfaces (marked by crosses) [149, 150]. (b) We
collapse the heterozygosity H(x,t), averaged over 1600 runs with L = 103, at different
times (points in main plot) and fit to Eq. (5.3) (solid lines) to find Deff in the inset. The
dashed line indicates the prediction Deff = 1/3 + α (see Appendix D.1).
We now study the approach to the DP2 point along the α = β line for α < αc. As α
increases from −1/3 to αc > 0, domain boundaries between white and black sectors diffuse
more vigorously. To check that the entire line −1/3 < α < αc with α = β is dominated at
long wavelengths by the annihilation of domain wall pairs [see Fig. 5.2.2(a)], we study the
heterozygosity correlation function H(x,t) =  f(x+y,t)[1−f(y,t)]+f(y,t)[1−f(x+y,t)] ,
where  ...  is an ensemble average and an average over points y along the front [13]. For
a random initial condition of black and white cells in equal proportion, H(x,t) can be fit
to
H(x,t) =
1
2
erf

x
√
8Defft

, (5.3)
where the fitting parameter Deff is the effective diffusivity of the domain walls [13]. The
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dependence of Deff on α away from the DP2 point is consistent with a simple random
walk model of domain walls (see Appendix D.1), which predicts Deff ≈ 1/3 + α [inset
of Fig. 5.2.2(b)]. As we approach the DP2 point (α → α−
c ) and domain wall branching
becomes important, we observe violations of Eq. (5.3), consistent with field theoretic
studies [149, 150].
When d = 2 + 1, two-dimensional domains at the voter model point α = β = 0
lack a surface tension and readily “dissolve” [16, 152]. Our simulations show that these
dynamics allow for a mutualistic phase for all α = β > 0, with a remarkable pinning
of the corner of the “wedge” of mutualism in Fig. 5.2.1(b) to the origin. A similar
phenomenon occurs in branching and annihilating random walks, where an active
phase exists for any non-zero branching rate for d = 2 + 1 [150]. However, our model
is equivalent to the random walk model only for d = 1 + 1 [151], and the potential
connection in higher dimensions is subtle. We now describe how we find the shape of the
mutualistic wedge for d = 2 + 1.
When r = 0, we find a voter model transition at s = sc(r = 0) = 0, and any
s > 0 pushes the system into a mutualistic phase with a non-zero steady-state domain
interface density. A perturbation r  = 0 pushes the system away from the voter model
class by suppressing interface formation and induces a DP transition at some sc(r) > 0.
Upon exploiting cross-over results for a similar perturbation in Ref. [140], we find phase
boundaries given by r   ± sc(r)/ln[sc(r)/s0], where s0 ≈ 0.551 is a non-universal
constant found by fitting. The resulting curves, plotted in Fig. 5.2.1(b), agree well with
simulations (see Appendix D.1).
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Figure 5.2.3: (Color online) The main plot shows the effective, dimensionless inverse line
tension kBT/σ in d = 2 + 1 dimensions [see Eq. (5.4)] for negative α (line guides the
eye). Results are from the final interface position h(x) in simulations of an initially flat
interface of length L = 512 evolved for t   7000 generations. The interface has overhangs
and holes, and h(x) is the average position for each x. The upper right inset is a sample
interface for L = 128 and t = 500. In the remaining inset, we confirm that Eq. (5.4)
correctly predicts the scaling with L by collapsing the Fourier-transformed height h(q),
averaged over 160 runs, for L = 128, 256, 512, 1024.
When α = β < 0 for d = 2 + 1, we find dynamics similar to a kinetic Ising model
with a non-conserved order parameter quenched below its critical temperature with an
interface density decay  ρ    t−1/2 [16] (see Appendix D.1). A local “poisoning” effect
penalizes domain wall deformations, creating an effective line tension σ between domains.
To find σ, we evolve initially flat interfaces of length L to an approximate steady-state.
Fluctuations in the interface position h(x) are characterized by its Fourier transform
h(q). Upon averaging over many realizations, we expect that, in analogy with capillary
wave theory [156],


|h(q)|
2
=
kBT
σLq2, (5.4)
where T is an effective temperature. Figure 5.2.3 shows that the dimensionless line
tension σ/kBT increases as α becomes more negative and that Eq. (5.4) gives the correct
prediction for  |h(q)|2 . As we approach the voter model point (α → 0−), σ/kBT vanishes
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with an apparent power law σ/kBT   |α|0.61. However, models with stronger noise might
have a voter-model-like coarsening for α = β < 0, instead [159].
5.3 Rough Front Models
We model range expansions with rough frontiers using a modified Eden model which
tracks cells with at least one empty nearest or next-nearest neighbor lattice site [94].
Each such “active” cell i has a birth rate
bi =
1
3
+ α
 Nw(i) or bi =
1
3
+ β
 Nb(i), (5.5)
if the cell is black or white, respectively. We set the background birth rates (i.e. for
populations of all-black or all-white cells) to 1/3 to make contact with a neutral flat
front model. Nb,w(i) denote the number of black and white nearest neighbors of cell i,
respectively.
At each time step, we pick an active cell i to divide into an adjacent, empty lattice
site with probability bi/btot, where btot is the sum of the active cell birth rates. For
d = 1+1, cells can divide into next-nearest neighbor spots to allow for domain boundary
branching (see Appendix D.2). When computing quantities such as the interface density,
we wait for the undulating front to pass and then take straight cuts through the
population parallel to the initial inoculation. The distance of the cuts from the initial
inoculation defines our time coordinate.
At the voter model point α  = β  = 0, the roughness of the front is insensitive to the
evolutionary dynamics and genetic domain walls inherit the front fluctuations [2, 93]. The
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average interface density satisfies  ρ(t)    t−2/3   t−1/˜ z [93], where ˜ z = 3/2 represents
the dynamical critical exponent associated with the KPZ equation [160], or equivalently,
the noisy Burgers equation [161]. We find that the interface density obeys this scaling
for all α  = β  < α 
c (see Appendix D.2). Rough fronts yield novel critical behavior at
the DP2 point for d = 1 + 1: The cross-over exponent governing the shape of the phase
diagram in Fig. 5.2.1(c) decreases considerably to φ  ≈ 1.27(15), from φ ≈ 1.9(1) for flat
fronts. This change leads to a wider mutualistic wedge near the DP2 point. In addition,
we find a power law decay of the interface density,  ρ(t)    t−θ 
DP2, with a dramatically
different critical exponent θ 
DP2 ≈ 0.61(1) compared to θDP2 ≈ 0.285(5) for flat fronts
[103] (also see Appendix D.3). For d = 2 + 1, we did not have enough statistics to
precisely determine the phase diagram shape. However, the DP2 point again appears to
move to the origin.
Figure 5.3.1: (Color online) The fluctuation  Δh(t)  of the rough frontier (averaged over
103 runs) of a range expansion with: (a) d = 1+1 with L = 103 cells at time t = 2.5×103
generations; (b) d = 2 + 1 with L = 502 cells at time t = 500 generations. The black
dotted lines indicate the loci α  = 0, β  = 0, and α  = β .
The front roughness is a remarkable barometer of the onset of mutualism. We
characterize the roughness by calculating the interface height h(x,t) and its root mean
square fluctuation  Δh(t)  ≡
p
 (h(x,t) −  h(x,t) )2 , where  ...  is both an ensemble
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average and an average over all points x at the front. Front fluctuations are greatly
enhanced along the pair of DP transition lines for d = 2 + 1 and d = 1 + 1, as shown
in Fig. 5.3.1. At long times, the roughness saturates due to the finite system size (see
Ref. [94] and also Appendix D.3).
5.4 Conclusions
To summarize, we found that a mutualistic phase is more accessible in three-dimensional
than in two-dimensional range expansions. Also, antagonistic interactions between
genetic variants in three dimensions create an effective line tension between genetic
domains. The line tension vanishes at a neutral point where the variants do not interact
and where the mutualistic phase “wedge” gets pinned to the origin. In addition to the
power laws governing the phase diagram shapes in Fig. 5.2.1(a,b,c), we found a striking
interface roughness enhancement at the onset of mutualism. These results should apply
to a wide variety of expansions because they are insensitive to the microscopic details
of our models along transition lines, where we expect universal behavior at large length
scales and long times. The existence of universality has been established for flat fronts
[95] and a recent study points to a rough DP universality class [94].
It would be interesting to compare two- and three-dimensional range expansions
of microorganisms [22, 23] to test the predicted pinning of the mutualistic phase to
the α = β = 0 point. In two dimensions, these expansions are readily realized in Petri
dishes [78, 92]. In three dimensions, one may, for example, grow yeast cell pillars on a
patterned Petri dish with an influx of nutrients at one end of the column, or study the
frontier of a growing spherical cluster in soft agar [162].
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Chapter 2 Appendices
A.1 Detailed Effective Medium Calculation
Our effective medium calculation of the response function Σ will closely follow Cukier
and Freed’s analysis of the perfectly absorbing cell case [64]. We generalize their work by
allowing for partially absorbing cells via the radiation boundary condition [Eq. (2.13)].
Cukier also considered this case [65], but only to first order in scattering in the effective
medium. We extend his argument to include the pair distribution function of the cells,
which leads to an important correction term.
We begin by solving for the Lagrange multiplier functions σα(ri) in Eq. (2.12) in
terms of an “effective medium propagator” GW(r,r ). Upon assuming the effective
nutrient transport properties are homogeneous over the cell cluster, the propagator is
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translationally invariant (GW(r,r ) ≡ GW(r − r )) and, in Fourier space,
ˆ GW(q) ≡

D0q
2 + W(q)
−1 , (A.1)
where W is some suitable approximation to the self-energy Σ that tells us how nutrients
diffuse through a medium consisting of the nutrient sinks and their interstitial space..
To simplify the analysis, we introduce an operator notation for all of our convolution
integrals. For example, [WΨ]r ≡
R
W(r − r )Ψ(r )dr . Subtracting the convolution WΨ
from both sides of the equation for Ψ(r) [Eq. (2.12)] yields
Ψ(r) = −
Z
dr
  GW(r − r
 )
"
N X
i=1
˜ σi(r
 ) + s(r
 ) − [WΨ]r 
#
≡ −GW
"
N X
i=1
˜ σi + s − WΨ
#
, (A.2)
where ˜ σi(r) =
R
dΩi δ(r − Ri)σi(ri), and GW [...] ≡
R
GW(r − r )[...]r  dr  is another
example of the convolution described above.
To solve for σi via Eq. (A.2), denote the inverse of the GW operator on the ith cell
surface by K
−1
i (ri,r 
i), where ri and r 
i are two vectors from the cell origin to the cell
surface (see Fig. 2.2.3(c)). Then, since Eq. (A.2) is an equation for Ψ(r) for all points r
in the cluster, Ψ(r) in Eq. (A.2) is evaluated at an arbitrary point r = Ri on the i-th cell
surface. In the perfectly absorbing case Cukier and Freed [64] considered, the boundary
condition Ψ(Ri) = 0 is then used to solve Eq. (A.2) for σi(ri). The analogous condition
for partially absorbing cells is Eq. (2.13). Using the partially absorbing boundary
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condition yields
σi(ri) = −
Z
dΩ
 
i gi(ri,r
 
i)
"
(1 − Q
 
i)GW
 
s − WΨ +
X
j =i
˜ σj
!#
r =R 
i
. (A.3)
where gi ≡

1 − K
−1
i QiGW
−1 K
−1
i is an operator defined on the surface of the ith sphere
and does not depend explicitly on the sphere center R0
i. Q 
i is the gradient operator with
respect to the r  coordinate. Equation (A.3) corresponds to Eq. 2.9 in Cukier’s analysis
[65]. Note that in the operator notation, gi multiplying a function implies a convolution
over the ith sphere surface: gi[...] ≡
R
dΩ 
igi(ri,r 
i)[...]r=R 
i.
A useful “scattering” operator used in the following is
Ti(r,r
 ) ≡
Z
δ(r − Ri)gi(ri,r
 
i)(1 − Q
 
i)δ(r
  − R
 
i)dΩi dΩ
 
i. (A.4)
The operator Ti describes the scattering of a nutrient off of the surface of the ith cell.
We now substitute Eq. (A.3) into the ˜ σi term in Eq. (A.2) and solve Eq. (A.2) for Ψ by
iteration:
Ψ = GW
"
N X
i=1
TiGW
 
s − Wψ +
X
j =i
˜ σj
!
− s + WΨ
#
=
"
1 − GWT +
X
i,j =i
GWTiGWTj − ...
#
GW(WΨ − s)
= −

1 + GW(T − W)
−1
GWs, (A.5)
where T ≡
P
i Ti. In Eq. (A.5), it is important to incorporate an exclusion condition for
consecutive sums in the expansion of [1 + GW(T − W)]−1, e.g. TGWT =
P
i,j =i TiGWTj
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(see [64, 65] for more details). Note also that Eq. (2.16) (main text) implies that the
ensemble averaged field ψ =  Ψ  in Fourier space satisfies
− D0q
2ψ − Wψ = Σψ − Wψ + s
ψ = −GW(Σ − W)ψ − GWs
ψ = −[1 + GW(Σ − W)]
−1 GWs. (A.6)
The field ψ in Eq. (A.6) must be equal to the ensemble average of Eq. (A.5). We combine
the two expressions and set W = Σ to find a self-consistent equation for Σ. After some
algebraic manipulations (see Cukier’s analysis [65] for details), the equation can be
expanded in a series in T. The expansion up to second order is
Σ ≈


T

−
X
i,j =i
 TiGΣTj =i  +


T

GΣ


T

. (A.7)
It makes sense to expand in T because this operator describes a single interaction of the
nutrient with any of the cells. The higher order terms in the expansion describe multiple
scattering events, which we expect to be less probable. We follow Cukier’s analysis [65]
in keeping only the first term on the right hand side of Eq. (A.7).
The various operators in Eq. (A.7) are computed by moving to Fourier space and
exploiting expansions in spherical harmonics. For example, GW(Ωi,Ω 
i) ≡ GW(ri − r 
i)
[given by Eq. (A.1)] is expanded in Fourier modes eiq∙(ri−r 
i), which are then rewritten in
terms of spherical harmonics via the spherical wave expansion of the plane wave [163].
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We find
GW(Ωi,Ω
 
i) =
X
 ,m
γ Y m(Ω
 
i)Y
 
 m(Ωi), (A.8)
where l = 0,1,..., m = − ,−  + 1,..., , and
γ  ≡
Z ∞
0
2q2dq
π
j (qa)2
D0q2 + W(q)
. (A.9)
The j  functions are the spherical Bessel functions of the first kind. Cukier [65] describes
this procedure in more detail. Another important result (Cukier’s Eq. A15) is
gi(ri,r
 
i) =
X
 ,m
[1 − γ
−1
  ζ ]
−1γ
−1
  Y m(Ωi)Y
 
 m(Ω
 
i), (A.10)
where
ζ  ≡
2a
πν
Z ∞
0
dq
q3j 
 (qa)j (qa)
D0q2 + W(q)
. (A.11)
Now that we have an expression for gi, it is possible to compute


T

. The bracket
ensemble average will require an averaging over all cell positions, so let us assume that a
single cell center is distributed uniformly over the cluster volume V , so that P(R0
i) = V −1
for all i = 1,...,N. After averaging, the operator  T  acts on an arbitrary function f(q)
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in Fourier space as follows:


T

f(q) = c
Z
e
−ik∙r0g0(r0,r
 
0)(1 − iν
−1r
 
0 ∙ q
 )e
iq ∙r 
0e
i(q −q)∙rf(q
 )dΩ0 dΩ
 
0
dq 
(2π)3 dr
= 4πc
X
 
κ (2  + 1)j (aq)

j (aq) − ν
−1aqj
 
 (aq)

f(q)
≡ T (q,q)f(q), (A.12)
where c = N/V is the concentration of cells and κ  ≡ [1 − γ
−1
  ζ ]−1γ
−1
  . In the last line
of Eq. (A.12), we have introduced T (q,q ), a convenient scattering operator (averaged
over the single cell center distribution P(R0
i) = V −1). In Fourier space,
T (q,q
 ) ≡ 4π
X
 
κ 

j (aq
 ) − ν
−1aq
 j
 
 (aq
 )

j (aq)(2  + 1)P (cosθq), (A.13)
where θq is the angle between q and q  and P  are the Legendre polynomials. Only the
diagonal elements T (q,q) contribute to


T

. The off-diagonal terms will contribute to
the second order correction term
P
i,j =i  TiGΣTj =i  in Eq. (A.7).
The second order correction term requires the use of the pair distribution function
P(R0
i,R0
j) for the centers of pairs of cells i and j. We use the approximation Eq. (2.31)
for P(R0
i,R0
j) and find
X
i,j =i
 TiGΣTj =i  =
N(N − 1)
V 2
Z
T (q,q
 ) ˆ GΣ(q
 )ˆ θ(q
  − q)T (q
 ,q)
dq 
(2π)3, (A.14)
where ˆ θ(q) is the Fourier transform of θ(|r| − 2a):
ˆ θ(q) = −
32πa3j1(2aq)
2aq
+ (2π)
3δ
3(q). (A.15)
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We assume N is large enough so that N(N − 1) ≈ N2, and then substitute Eq. (A.14)
into Eq. (A.7) to find that to second order in scattering in the effective medium
Σ(q) = cT (q,q) +
4a3c2
π2
Z
T (q,q
 ) ˆ GΣ(q
 )
j1(2a|q  − q|)
2a|q  − q|
T (q
 ,q)dq
 . (A.16)
In principle, Eq. (A.16) could be solved for Σ(q) numerically using an iterative procedure.
However, the second order terms involve an integral of ˆ GΣ(q) = (D0q2+Σ(q))−1 multiplied
by various Bessel functions. Due to the oscillatory nature of the Bessel functions, these
kinds of integrals have poor convergence properties using standard numerical techniques
and require special integration methods [164]. To avoid these complications, we make a
“hydrodynamic” approximation [54, 65, 165] in which Σ(q) is approximated by the first
two terms of its Taylor expansion: Σ(q) ≈ k + δDq2.
The constants γ  and ζ  have closed forms in the hydrodynamic approximation and
involve integrations over spherical Bessel functions (tabulated in [4]). We first note that
γ  =
2
Dπa
Z ∞
0
j (x)2
x2 + α2 x
2 dx =
αi (α)k (α)
Da
, (A.17)
where α ≡ a/ξ is the ratio of the cell radius to the correlation length ξ =
p
D/k and
i (x), k (x) are the modified spherical Bessel functions of the first and second kinds,
respectively. Next, we have
ζ  =
2
πνDa
Z ∞
0
j 
 (x+)j (x)
x2 + α2 x
3 dx =
α2i (α)k 
 (α)
νDa
, (A.18)
where the x+ means we evaluate the derivative of the Bessel function at x +   and
let   → 0. Using Eq. (A.17) and Eq. (A.18) to evaluate T (q,q ) in Eq. (A.13) and
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substituting T (q,q ) into Equation (A.16) (evaluated at q = 0) yields
k = cT (0,0) +
8a2c2
πD

4πDaαν(1 + cothα)
1 + α + ν
2
×
Z ∞
0
j0(x)j1(2x)[j0(x) − ν−1xj 
0(x)]
x2 + α2 xdx, (A.19)
where the integral over the product of three spherical Bessel functions is performed
by writing the Bessel functions in terms of elementary functions such as powers and
exponentials and then using contour integration techniques. The final result reduces to
the implicit equation for ξ, given in the main text as Eq. (2.32).
The diffusion coefficient D can be calculated by looking at the second order term
in the Taylor expansion of Eq. (A.16) around q = 0. Note that for the purposes of
determining the effects on nutrient shielding in a cell cluster, the relevant quantity is
the screening length ξ. A lengthy calculation of the change in the diffusion coefficient
δD = D − D0 yields
δD
D
=
c
2
d2
dq2 [T (q,q)]




q=0
+
a3c2
π2
d2
dq2
Z
dq
  T (q,q
 ) ˆ GΣ(q
 )
j1(2a|q  − q|)
a|q  − q|
T (q
 ,q)




q=0
=
(1 − ν)(˜ κ0 − ˜ κ1)
ν

1 +
6˜ κ0
α2 φ

φ −
9˜ κ2
0
α4 φ
2
+ 36

˜ κ0i0(α)

1
α2 + 1 −
1
3ν

k1(2α) +
2k0(2α)
3α

+
2(1 − ν)k2(2α)˜ κ1i1(α)
3ν

˜ κ0

i0(α) −
αi 
0(α)
ν

φ
2
+
12˜ κ1
ν
[˜ κ1(ν − 1)k1(2α)i1(α) − 2νk2(2α)˜ κ0i0(α)]

i1(α) −
αi 
1(α)
ν

φ
2, (A.20)
where α ≡ a/ξ is given by the self-consistent solution to Eq. (2.32) and [˜ κ (α)]
−1 ≡
αi (α)
h
k (α) −
αk 
 (α)
ν
i
for   = 0,1.
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B.1 Quasi-species and Mutation-Selection Balance
An important biological motivation for studying irreversible, deleterious mutations is
the molecular quasispecies theory developed by Eigen [111]. In this theory (reviewed
in [112, 113]), each individual in an asexually reproducing population has a molecular
sequence (i.e., a DNA or a protein sequence). During each reproduction step, the
sequence gets replicated and acquires errors at some rate μ. The errors change the
sequence’s fitness. If the error rate is small, the population should become well adapted
and its sequences will be clustered around a peak in a fitness landscape. The individuals
at the peak have a unique “master sequence” corresponding to this highest possible
fitness in the population, as illustrated in Fig. B.1.1. Each mutation away from the
master sequence is necessarily deleterious. For a variety of fitness peaks with this
general structure, there is a critical mutation rate μc above which the population fitness
distribution becomes delocalized, and the fraction of individuals that preserve the master
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sequence goes to zero at long times. The critical mutation rate μc is called an “error
threshold” [112].
The irreversible mutation case (μb = 0) we consider in Sec. 3.3.4 corresponds to a
particularly simple fitness landscape in which the fitness peak is infinitely sharp and each
mutation away from the master sequence will have an identical deleterious effect with a
selection coefficient s (see Fig. B.1.1 for an illustration and Ref. [112] for more details) .
The green cells are the cells with the master sequence. Cells without the master sequence
are red and have the same fitness because the landscape is flat away from the peak. If
the master sequence is very long, then the probability that a red cell recovers the master
sequence as it wanders aimlessly through sequence space is vanishingly small. We can
then treat the error rate μ as an irreversible mutation rate μ = μf which mutates green
cells to red cells. The red cells also acquire errors with rate μ, but these errors will just
move them around the flat fitness landscape.
The error threshold transition in the quasi-species model for the simple fitness
landscape in Fig. B.1.1 is identical to the directed percolation transition discussed in
this chapter. In population genetics, these transitions are typically studied in well mixed
populations, which corresponds to a mean field solution in the directed percolation
language. The mean field solution for the density of green cells f(t) (fraction of cells
with a master sequence) can be found from Eq. (3.9) by assuming a homogeneous
(space independent) density f(x,t) ≡ f(t) and negligible noise. For an all green initial
population (f(t = 0) = 1), the fraction of green cells (averaged over many experiments)
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is given by the solution of d f(t) /dt = (s − μf) f(t)  − s f(t) 2 :
 f(t)  =

    
    
s − μf
s − μfe−t(s−μf) s  = μf
1
1 + μft
s = μf
. (B.1)
Thus,  f(t)  approaches 0 or 1 − μf/s exponentially with time for μf < s and μf > s,
respectively. The error threshold is given by the critical selective advantage sc = μf, and
we evidently have a phase transition controlled by mutation-selection balance. For more
details about the relationship between quasi-species and mutation-selection balance, see
Ref. [166]. Note that this mean field analysis assumes a very large population size with
negligible genetic drift – the sharp phase transition is destroyed by number fluctuations
in the well mixed “zero-dimensional” case.
Finite spatial diffusion and noise due to genetic drift drastically change the position
of the phase transition and the broad features of the dynamics of f(x,t). Upon defining
the rates μf and s in units of the inverse cell division time (equivalent to setting the
generation time τg = 1), we construct the phase diagram (Fig. 3.3.7) by studying the
limiting fraction of green cells limt→∞ f(x,t) x with the “all green” initial condition
f(x,0) = 1, where  ... x is both an ensemble average and an average over all cell
positions in the growing population at some time t. The Monte Carlo simulations used
to calculate this quantity are described in Sec. 3.2. A much stronger critical selective
advantage (sc   √μf) than that expected from mean field theory (sc = μf) is required
to maintain the green strain in the population. These and other corrections to the mean
field behavior have been extensively studied with both simulations and field theoretic
methods [95, 103].
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B.2 Coarse-Graining and Langevin Description
The simulations in this chapter focus on voter-type models, with one individual per
lattice site. However, a coarse-graining procedure leads to a description in terms of
continuous variables, similar to that reviewed for stepping stone models in Ref. [13].
We coarse-grain voter-type models by considering a set of Ω > 1 cells, and rescaling
our lattice constant so that these Ω cells are all contained within a spatial volume ad.
Following, e.g., Vazquez and L´ opez [167], a coarse-grained population density of green
cells is given by
f(x,t) ≡
1
Ω
X
i BΩ(x)
1 + σi(t)
2
, (B.2)
where the sum is over cells in a neighborhood BΩ(x) of the Ω cells centered on x, and we
use Ising spin variables σi(t) = ±1 to specify the occupancy of site i. Individual cells
in this neighborhood change states according to the rates given by Eq. (3.4). We now
randomly choose one of the Ω spins to flip in each neighborhood. This means that each
spin flip at x  changes our field f(x,t) by a displacement field ±r(x,x ) given by
±r(x,x
 ) ≡ ±Ω
−1a
dδ(x − x
 ), (B.3)
where the sign depends on the state of the spin at x . In addition, we now use the average
value of the spins in neighboring cells to evaluate the summations over nearest neighbors
in the flipping rates due to selection and genetic drift (see Eq. (3.6) and Eq. (3.7)). The
resulting dynamics resembles the stepping stone model of population genetics [11, 13],
with populations of size Ω on compact “islands” where mutation and selection act, with
exchange of individuals between neighboring islands.
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To study the dynamics of the the coarse-grained population density f(x,t), we
introduce rates ω(f(x);±r(x,x )) that describe a transition from a starting field
configuration f to a field f ±r. The new coarse-grained transition rates (in units of τ−1
g )
that define an underlying master equation for the field f are
ω[f;+r] ≡ ω [f(x) → f(x) + r(x,x
 )] = [1 − f(x)]
"
μb +
1
z
X
i
f(x + δi)
#
, (B.4)
and
ω[f;−r] = f(x)
"
μf + (1 − s) +
s − 1
z
X
i
f(x + δi)
#
, (B.5)
where we sum over z neighboring unit cells at vector distances δi from the cell centered
on x. For a cubic lattice δi = aˆ xi, where ˆ xi are Cartesian unit vectors.
To construct the master equation for the probability distribution functional P[f,t]
of the coarse-grained field, we expand in 1/Ω. This Kramers-Moyal expansion [14, 15, 44]
leads to a Fokker-Planck equation (or “Kolmogorov forward equation”) for the voter
model dynamics. The rates ω(f;±r) will vary rapidly with the displacement r. However,
if we choose a Ω large enough, we can expand ω(f;±r) around r = 0 in powers of Ω−1
[14]. To second order in Ω−1, the master equation for P ≡ P[f(x),t] follows from
∂tP =
Z
d
dx
 

ω [f + r(x
 );−r(x
 )]P [f + r(x
 ),t] + ω [f − r(x
 );r(x
 )]P [f − r(x
 ),t]
− [ω (f;r(x
 )) + ω (f;−r(x
 ))]P[f,t]

, (B.6)
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which leads to
∂tP ≈ −
1
Ω
δ
δf

μb(1 − f) − μff + sf (1 − f) +
(1 − sf)a2
z
 
2f

P

+
1
2Ω2
δ2
δf2

μff + (2 − s)f(1 − f) + μb(1 − f) +
(s − f)a2
2z
 
2f

P

. (B.7)
Eq. (B.7) is a Fokker-Planck equation for the coarse-grained dynamics of the voter
model in d-dimensions. For a number of applications, it is convenient to shift to an
equivalent Langevin description [13]. Upon rescaling space to eliminate Ω and assuming
s,μf,μb   1, we use the ˆ Ito prescription [15] to move from Eq. (B.7) to the stochastic
differential equation for f(x,t) given by Eq. (3.9) and Eq. (3.10) in the main text. The
Langevin equation, when interpreted by the rules of the ˆ Ito calculus [15], belongs to the
universality class of directed percolation when μb = 0 [95], i.e. for “one-way” mutations
to the less fit phase in the presence of number fluctuations. Within an  -expansion
about d = 4 spatial dimensions, the terms we have neglected are irrelevant in the
renormalization group sense [95]. Note also the equivalence to a stochastic stepping
stone model with one individual per deme [13].
Finally, we consider the connection between our radial expansion models and
experiments. Both the diffusion coefficient Dr = a2
r/zrτg and the front velocity v could
vary for different microbial radial expansions [78]. Although the Langevin description in
Eq. (3.14) and Eq. (3.15) can accommodate this variation, our Bennett lattice model is
constrained to have Dr/(var) ≈ ar/(zrvτg)   1. A likely system that satisfies the bound
is a Pseudomonas aeruginosa radial expansion on a Petri dish [78]. However, the bound
will not be satisfied by all microbial radial expansions.
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B.3 Single Sector Dynamics
This appendix supplements the discussion in Sec. 3.3.3 by further developing the theory
of the dynamics of a single green cell sector evolving in an otherwise red cell population
under the radial Domany-Kinzel dynamics (see Sec. 3.2) of a range expansion with a
uniform circular front. We will ignore mutations (μf = μb = 0) and allow for the green
cells to enjoy a selective advantage s. As discussed in the main text, the Langevin
equation (Eq. (3.9)) for the coarse-grained cell density f(x,t) is difficult to analyze for
nonzero s. Hence, we move to a “dual” description of a single sector and consider the
dynamics of the two sector boundaries at angular positions φ1(t) and φ2(t) at time t.
Without loss of generality, let φ1(t) > φ2(t) so that φ1(t) − φ2(t) is the angular sector
size.
Suppose that the dynamics of each boundary is independent, and that during each
generation we either gain or lose a single cell at each boundary due to local competition
with adjacent red cells. Since the cells will generally be staggered along the population
frontier, there will be slight variation in the change in the sector size when the sector
loses or gains a cell. Hence, we define a parameter ˜ ar equal to the average change in
sector size when we add a single cell at the sector boundary. The parameter ˜ ar should be
close to the effective lattice spacing ar. The master equation for the probability P(φ1,t)
of observing a boundary at φ1 at time t reads
∂tP(φ1,t) =
pG
τg
P

φ1 −
˜ ar
R(t)
,t

−

1 − pG
τg

P

φ1 +
˜ ar
R(t)
,t

, (B.8)
where τg = 1 is the generation time, and we approximate [P(φ,t + τg) − P(φ,t)]/τg by
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∂tP(φ,t). The probability of a green cell out-competing a red cell is given by pG.
Recall that our Bennett model lattice is constructed so that the circular population
radius advances by approximately one cell diameter per generation. Thus, the angular
position of the sector boundary at the frontier is determined by the color of approximately
one cell. If a single green cell competes with adjacent red cells, the Domany-Kinzel rules
(Eq. (3.1)) imply that for s   1,
pG ≈
1
2
−
γs
4
, (B.9)
where γ = 1 for simple competition between a pair of green and red cells. The disorder
in the lattice, however, may change γ slightly as there can be a variable number of
total parents nT that determine pG (see discussion of Eq. (3.1) in the main text). The
continuum limit of the master equation Eq. (B.8) yields the Fokker-Planck equation,
namely
∂tP(φ1,t) = −
γs˜ ar
2τgR(t)
∂φ1P(φ1,t) +
˜ a2
r
2τg[R(t)]2 ∂
2
φ1P(φ1,t). (B.10)
Note that the other boundary position φ2(t) also obeys Eq. (B.10). The Fokker-Planck
equations can be converted to stochastic differential equations for φ1(t) and φ2(t) using
standard techniques [15]. Subtracting the stochastic differential equation for φ2(t) from
the one for φ1(t) yields
dφ
dt
=
γ˜ ars
τgR(t)
φ(t) +
s
2˜ a2
r
τg[R(t)]2 η(t), (B.11)
where φ(t) = φ1(t) − φ2(t) is the angular sector size and η(t) is a Gaussian white
noise (with  η(t)η(t )  = δ(t − t )). Upon defining the dimensionless conformal time
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τ ≡ tc(t)/t  = vt/(R0 + vt) = vt/R(t), we find that the Fokker-Planck equation
associated with Eq. (B.11) (after changing variables from t to τ) must be the one given
by Eq. (3.31) in the main text, with
w =
γ˜ ars
vτg
and Δ =
˜ a2
r
R0vτg
. (B.12)
This simple model is not quite faithful to the simulations on an amorphous Bennett
model lattice because the disorder in the lattice will introduce variability in the constant
˜ ar and the exact number of cells at the boundary of the sector per generation. Some
of these effects are modelled by γ, but we expect a slight s dependence in Δ, as well.
Also, the cell density of the Bennett model lattice decreases a little with increasing
population radius. However, by fitting the parameters ˜ ar and γ to simulation results,
we partially compensate for these complications, as confirmed by checks of the analytic
results against our computer simulations.
When s = 0, Eq. (3.31) in the main text reduces to a simple diffusion equation
with diffusivity Δ = ˜ a2
r/R0vτg, which can be solved exactly. This solution is fitted to
simulation results to find ˜ ar. We find ˜ ar ≈ 0.91 for R0 = 300 (recall that v = 1 in
the simulations). Next, we pick a large initial sector angle φ0 ≈ π/2 and measure the
average angular size  φ(t)  of the green sector as a function of time t. Since the sector
never goes extinct in this case, the dynamics of  φ(t)  is controlled by the selection
bias. The green sector then forms, on average, the logarithmic spiral shape described
by Eq. (3.35) (see also Ref. [92]). The shape of the spiral in Eq. (3.35) implies that
w = ( φ(t) − φ0)/(lnR(t) − lnR0) is a time independent constant. The slope of the plot
of w versus s yields an estimate for γ˜ ar/v. As expected from our simple model, we find
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Figure B.1.1: (Color online) A schematic of the quasi-species model in which each cell
in a population has a sequence distributed in a fitness landscape with a single sharp
peak in green (light gray) surrounded by a flat landscape in red (dark gray). As cells
divide, each individual reproduces with a mutational error rate μ that moves it around in
sequence space (black, thin arrows). Below a critical “error threshold” (μ < μc), a finite
fraction of the population has the master sequence (i.e., is a green (light gray) cell). Cells
deviating from this ideal sequence are red (dark gray). When μ > μc, the population
fitness distribution becomes delocalized, and the fitness peak is depopulated.
Figure B.3.1: (Color online) The speed w(s) of a green sector boundary at the frontier
with various selection advantages s, invading an otherwise red population at the frontier.
The solid red line is the best fit of the speed to a linear function for s ≤ 0.1 (w(s) ≈ 1.1s).
The initial angular sector size is φ0 ≈ π/2, and the initial homeland radius R0 = 300. w(s)
is calculated by averaging ( φ(t)  − φ0)/ln[R(t)/R0] over approximately 103 generations,
where  φ(t)  is the angular size of the green sector at time t, averaged over about 3 ×104
simulation runs.
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in Fig. B.3.1 a linear relationship between w and s for s   1 that yields γ ≈ 1.2
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C.1 Response Functional Formalism
The response functional formalism allows us to calculate moments of the coarse-grained
green cell density field f(x,t) (with x some position along the front at time t), such as
 f(x,t) ,  f(x,t)f(x ,t ) , etc., where the averages are over all possible realizations of the
noise ξ(x,t) in the Langevin equation (4.16) obeyed by f(x,t). Schematically, then, for
any functional G[f] of f ≡ f(x,t), we may take an average  G[f]  =
R
Dξ G[f]P[ξ], where
we integrate over all possible noise instances ξ(x,t), each of which has a probability
weight
P[ξ]   exp

−
Z
dxdt
ξ(x,t)2
2

. (C.1)
We perform the integration over ξ by introducing a functional Dirac delta function.
This allows us to change variables from ξ(x,t) to f(x,t), ensuring that f(x,t) obeys
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Eq. (4.16), which we can write generally as
∂tf(x,t) = −R[f(x,t)] +
p
V [f(x,t)]ξ(x,t), (C.2)
where R[...] is the “reaction” term (see Chapter 1) and
p
V [...] is the noise strength.
Both of these are easily identifiable in Eq. (4.16). The integration over ξ then becomes a
Gaussian integral as follows:
 G[f(x,t)]  =
Z
Dξ Df G[f]δ (∂tf + R[f] − V [f]ξ) P[ξ]
=
Z
Dξ Df D[i ˜ f]G[f]
× exp

−
Z
dxdt ˜ f

∂tf + R[f] −
p
V [f]ξ

−
Z
dxdt
ξ(x,t)2
2

=
Z
Df D[i ˜ f]G[f]exp
"
−
Z
dxdt ˜ f
 
∂tf + R[f] −
˜ fV [f]
2
!#
(C.3)
≡
Z
Df D[i ˜ f]G[f]e
−J[f, ˜ f], (C.4)
where we have rewritten the functional Dirac delta function as a functional Fourier
transform by introducing a function ˜ f = ˜ f(x,t) (the analogue of the wave-number k for
the usual Fourier transform) that we integrate over the imaginary axis for every x and
t. The function ˜ f(x,t) is often called a response field. (Note that we have neglected the
Jacobian associated with changing variables in the delta function and we have absorbed
any normalization constants in the functional measures Df, D[i ˜ f]. For more details and
subtleties, we refer to the excellent book by Ta¨ uber [168].) We see that the force and
noise terms in the Langevin equation, when interpreted according to Eq. (C.3), are now
on equal footing. Indeed, we can now interpret any average  ...  over instances of the
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noise ξ(x,t) as averages weighted by a Boltzmann-like factor e−J[ ˜ f,f], where J[ ˜ f,f] is
given by Eq. (4.17) and we integrate over all possible f(x,t) and ˜ f(x,t).
We now want to use the response function formalism to determine the survival
probability. We follow Janssen’s analysis in Ref. [140] and consider first the probability
of forming an N-cell sector of mutants from an N0-particle initial one in some time
T   τg. We can calculate the probability by counting up the fraction of noise histories
ξ(x,t) that yield a cluster of N cells. Hence, using the functional integration technique
in Eq. (C.4), we find
PN(T) ≈
Z
Df D ˜ f δ

N −
Z
d
2xdtθ(T − t)f(x,t)

e
−J[ ˜ f,f]+N0 ˜ f(0,0), (C.5)
where θ(x) is the Heaviside theta function and we have explicitly included the initial
condition term in the exponential (see Eq. (4.18) and surrounding discussion in the
main text). The Dirac delta function in Eq. (C.5) ensures that we only count the noise
histories that yield a cluster of N cells. These probabilities PN(T) can be used to find
the survival probability via a generating function or discrete Laplace transform
G(ζ,T) ≡
∞ X
N=0
PN(T)e
−ζN (C.6)
≈
Z
dN
Z
Df D ˜ f δ

N −
Z
d
2xdtθ(t − T)f(x,t)

e
−J[ ˜ f,f]+N0 ˜ f(0,0)−ζN (C.7)
=
Z
Df D ˜ f e
−J[ ˜ f,f]+N0 ˜ f(0,0)−ζ
R
d2xdtθ(T−t)f(x,t). (C.8)
This generating function is related to the long-time survival probability P∞ of the mutant
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cluster, which turns out to be given by [140]
P∞ = 1 − lim
ζ→0+ lim
T→∞
G(ζ) (C.9)
≈ 1 − lim
ζ→0+ lim
T→∞
Z
Df D ˜ f e
−J[ ˜ f,f]+N0 ˜ f(0,0)−ζ
R
d2xdtθ(T−t)f(x,t) (C.10)
P∞ ≈ 1 − lim
ζ→0+ lim
T→∞
D
e
N0 ˜ f(0,0)
E
J[ ˜ f,f]+ζ
R
d2xdtθ(T−t)f(x,t)
, (C.11)
where the average is performed using the exponentiated field theoretic action in Eq. (4.17),
shifted by the Heaviside theta function term: J[ ˜ f,f] → J[ ˜ f,f]+ζ
R
d2xdtθ(T−t)f(x,t).
For a mutant survival probability on an infinite, flat front [Θ = 0 in Eq. (4.16)], it is
known that a mean-field approximation (up to logarithmic corrections) works around the
special “voter model” case of s = 0 with one time dimension and two spatial dimensions.
Here, we assume mean-field theory also works for 0 < s   1 and in the presence of
inflation [Θ > 0 in Eq. (4.16)]. We will check our mean-field approximation by comparing
the results to simulations and find that it works remarkably well. Within the mean-field
approximation, the average in Eq. (C.11) can be evaluated by substituting in the
spatially uniform, saddle-point approximation for ˜ f(t = 0) ≡ ˜ f(0,0). The saddle point
equations, obtained by varying the shifted action J[f, ˜ f] with respect to ˜ f and f are,
respectively, f = 0 and Eq. (4.21) in the main text. We can rewrite the latter equation
by introducing a new time variable ˉ t ≡ t/T so that ˉ t   [0,1]. Then, incorporating the
step function in Eq. (4.21) into an appropriate boundary condition, we find:
∂ˉ t ˜ f(ˉ t) = −sτ
−1
g T ˜ f(ˉ t) −
ΔT[ ˜ f(ˉ t)]2
τg(1 + ˉ tT/t )2Θ + ζT with ˜ f(1) = 0. (C.12)
This equation can be solved for ˜ f(t = 0) in the T → ∞ and ζ → 0+ limit for various
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growth exponents Θ. We will do this in Appendix C.2.
C.2 Survival Probability Calculation in Three
Dimensions
We want to solve Eq. (C.12) for various Θ. To emphasize that we are looking for solutions
at arbitrary Θ, let us introduce a subscript to our response function: ˜ fΘ(ˉ t). Recall that
Eq. (C.12) describes a time history of ˜ fΘ(ˉ t) in the range 0 ≤ ˉ t ≤ 1. Equation (C.12) is
a Ricatti equation [169] and we can solve it by introducing a function uΘ(ˉ t) such that
˜ fΘ(ˉ t) = (1+ˉ tT/t )2Θ∂ˉ tuΘ(ˉ t)/[uΘ(ˉ t)ΔT]. The Ricatti equation (C.12) is then transformed
into a linear second-order differential equation that reads
d2uΘ
dˉ t2 +

sT +
2ΘT/t 
1 + ˉ tT/t 

duΘ
dˉ t
−
ΔζT 2
(1 + ˉ tT/t )2Θ uΘ = 0. (C.13)
At this point, we specialize to linear inflation and set Θ = 1. Then, upon changing
variables to z ≡ s(t  + Tˉ t) and introducing a new function wΘ(z) ≡ ezz(1−ν)/2uΘ(z)
(where ν2 ≡ 1 + 4(t )2Δζ), we find the confluent hypergeometric differential equation
z
d2wΘ=1
dz2 + (1 + ν − z)
dwΘ=1
dz
−
3 + ν
2
wΘ=1(z) = 0. (C.14)
The general solution for wΘ=1(z) is given by a linear combination of special functions [4],
wΘ=1(z) = A1 1F1 [(3 + ν)/2;1 + ν;z] + A2 U [(3 + ν)/2,1 + ν,z], (C.15)
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where A1 and A2 are arbitrary constants, and 1F1[α;β;z] and U[α,β,z] are the confluent
hypergeometric functions of the first and second kind, respectively. Upon substituting
this general solution into the expression for ˜ fΘ(z), we find
˜ fΘ=1(z) =
sz2
Δ(st )2

−1 +
ν − 1
2z
+

3 + ν
2

B 1F1 [(5 + ν)/2;2 + ν;z]/(1 + ν) − U [(5 + ν)/2,2 + ν,z]
U [(3 + ν)/2,1 + ν,z] + B 1F1 [(3 + ν)/2;1 + ν;z]

,
(C.16)
where we will now fix B ≡ A1/A2 by applying the boundary condition ˜ fΘ=1[z =
s(t  + T)] = 1. In the T   t  limit, we have s(t  + T) ≈ sT. Our boundary condition,
after taking the ζ → 0+ limit is
˜ fΘ=1(sT) = −
sT 2
Δ(t )2

1 −
B 1F1 [3;3;sT] − 2U [3,3,sT]
U [2,2,sT] + B 1F1 [2;2;sT]

= −
sT 2
Δ(t )2

1 +
2U [3,3,sT] − B
U [2;2;sT] + B

= 1. (C.17)
The solution for B is
B = −
2sT 2
(t )2Δ
U [3,3,sT] −

1 +
sT 2
(t )2Δ

U [2;2;sT]. (C.18)
In the long time T → ∞ limit, we will have B → 0 if s > 0 and |B| → ∞ if s < 0.
Hence, we treat these cases separately. We will find a jump discontinuity in the limit at
s = 0. To find the survival probability, we must evaluate ˜ fΘ=1(ˉ t) at ˉ t = 0 (or z = st ).
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The calculation for s > 0 in the T → ∞ limit leads to
˜ fΘ=1(st
 ) = −
s
Δ

1 −
B − 2U [3,3,st ]
B + U [2,2,st ]

= −
s
Δ

1 +
2U [3,3,st ]
U [2,2,st ]

= −
s
Δ

1
st [1 + st est Ei(−st )]

, (C.19)
where Ei(x) is the exponential integral function [4]. For s < 0, we have ˜ fΘ=1(st ) = 0.
The solution method is analogous in the marginal Θ = 1/2 case. Indeed, Eq. (C.13) may
be transformed into another confluent hypergeometric differential equation. Solving this
equation and applying the same limits as in the Θ = 1 case, we find that for s > 0
˜ fΘ=1/2(st
 ) = −
s
Δ

1 +
U [2,2,st ]
U [1,1,st ]

=
1
Δt est Ei(−st )
(C.20)
and ˜ fΘ=1/2(st ) = 0 when s < 0. Upon substituting this solution into Eq. (4.20), we find
Eq. (4.33) in the main text.
C.3 Survival Probability for s < 0
Our theory predicts that a mutation with a selective disadvantage s < 0 occurring at
the frontier of a circular or spherical population only survives if genetic drift allows
it to wrap all the way around the population. Otherwise the deterministic dynamics
will collapse the mutant sector and P(t → ∞,s < 0) ≡ P∞(s < 0) = 0. However, the
convergence to this limiting survival probability is very slow, due to the deterministic
dynamics (logarithmic spiral shapes, etc.) described in the main text. To show this, we
plot the survival probability P(t,s) at various times t for circular and spherical frontiers
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in Fig. C.3.1(A,B). Note that for s > 0, the probabilities converge rapidly to their
steady-state value. Conversely, for s < 0, the data points at different t do not overlap in
Fig. C.3.1(A,B), indicating that the probabilities have not yet converged. We check that
the survival probability has not yet approached a steady-state for small negative s in
Fig. C.3.1(C,D) for both circular and spherical frontiers.
Figure C.3.1: The survival probability P ≡ P(t,s) at time t generations and selection
parameter s of a cluster formed from a single neutral green cell at (A,C) a circular frontier
with initial radius R0 = 20 cell diameters and (B, D) a spherical frontier with R0 = 5
cell diameters. We plot P as a function of s for various t in (A,B) and as a function of
t for a few s values in (C,D) (with a logarithmic vertical scale). When s < 0 in (A,B),
the survival probability has not yet converged and continues to decrease with increasing
t. Note that in the s = −0.02 case in (C,D), the probability continues to decrease as we
increase t, indicating that it has not yet converged to a long-time value. The horizontal
black lines denote the survival probability values at the longest time simulated [2800
generations in (C) and 170 generations in (D)]. Our theory predicts the probability will
eventually decay to a vanishingly small (compared to, say, the limiting probability for
s = 0+) residual probability due to the very small chance that sectors wrap around the
entire population.
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D.1 Flat Front Models and Phase Boundaries
The update rules for the flat front models in two and three dimensions are given by
Eq. (2) in the main text. As discussed previously, these rules are implemented on a square
lattice in two dimensions, and on a close-packed hexagonal array in three dimensions.
Figure D.1.1 summarizes the update rules for the two- and three-dimensional models,
where one dimension represents time.
In two dimensions we find a demixing regime for parameter values α = β < αc ≈
0.1242 as discussed in the main text. In this regime, we can model the domain walls as
pair-annihilating random walkers. During each generation, domain walls can hop to the
left or right by one lattice site through updates such as ◦ ◦ ◦| • •• → ◦ ◦ | • • • • (hop to
left). For α = β, the hops to the left and right occur with equal probability p. If we ignore
possible domain branching events in each generation (such as ◦◦◦|••• → ◦◦|•|◦|••),
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Figure D.1.1: (Color online) (a) A simulation of a small two-dimensional range expansion
with a flat front extending along the horizontal direction. A single cell update is shown
by the three green, thin arrows, with update rules given by Eq. (2) in the main text. Each
horizontal row of squares in the lattice represents the state of the population front after t
generations. (b) A three-dimensional flat front simulation. The generations are triangular
lattices stacked on top of each other to form a hexagonal close-packed (hcp) array. A
single cell update in the array is again indicated by the green arrows [probabilities given
by Eq. (2) in main text].
then p ≈ 1/3 + α. Hence, we can model the domain walls as random walkers with
an effective diffusivity Deff ≈ p 2/τg ≈ 1/3 + α, where   is the lattice spacing, τg the
generation time, and we set   = τg = 1 for convenience. We can also perform a scaling
analysis of the average interface density  ρ(t)  for various offsets τ = α − αc. We find
the scaling function for d = 1 + 1 shown in Fig. D.1.2. The bottom branch of the scaling
function is consistent with the pair-annihilation dynamics in the genetic demixing regime
that yields  ρ(t)    t−1/2. The data collapse is also consistent with the expected DP2
scaling results for the interface density decay exponent θDP2 ≈ 0.285(5) and transverse
correlation length exponent ν  ≈ 3.22(6) [103].
The dynamics of three dimensional range expansions resembles an overdamped Ising
model below Tc with a nonconserved order parameter for α = β < 0. The coarsening
in the system is driven by a dynamically generated surface tension, calculated in Fig. 3
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Figure D.1.2: (Color online) The scaling function for the interface density (averaged
over at least 600 runs) near the DP2 transition (d = 1 + 1) along the line α = β for
flat front sizes L   2000. Different sets of colored points are different offsets: τ =
α − αc = ±0.001, ±0.002,.... The data collapse is consistent with expected DP2 results
θDP2 ≈ 0.285(5) and ν  ≈ 3.22(6) [103]. The lower branch describes the genetic demixing
regime, characterized by the pair-annihilation dynamics of diffusing domain walls. The
inset shows the population for α = β = αc ≈ 0.1242 at t = 200 generations and an
L = 100 system size.
in the main text using an initially straight, long interface between a black and white
cell domain. Another interesting initial condition is a black cell “droplet” in a sea of
white cells [152]. Example evolutions for various α and β are shown in Fig. D.1.3. The
dynamical surface tension shrinks the droplet, similar to non-conservative dynamics in
an Ising model quenched below the critical temperature. However, the droplet dissolves
away as α = β approaches 0 from negative values and becomes positive. Interestingly,
a related model studied in Ref. [159] [based on the discretization of Eq. (1) in the
main text] exhibits a transition from an Ising model to a voter model coarsening in the
presence of strong noise for α = β < 0. We did not observe such a transition in our
model and the voter model coarsening seems to occur only for α = β = 0.
To find the shape of the mutualistic “wedge” (see Fig. 1 in main text) near the DP2
226APPENDIX D. CHAPTER 5 APPENDICES
Figure D.1.3: (Color online) A black droplet with initial radius R = 30 cells (indicated
by thick red circle) is placed in a white cell population. The droplet is then evolved to
t = 5000 generations using the following parameters: (a) α = β = −0.2 (b) α = β = −0.02
(c) α = β = 0 (d) α = β = 0.02.
point for d = 1 + 1 and near the voter model point for d = 2 + 1, we find the points
(αi,βi) (i = 1,2,...,N) in the (α,β)-plane (near the DP2 and voter model points) for
which the interface density  ρ(t)  decays at long times t with the expected directed
percolation exponent  ρ(t)    t−θDP, with θDP ≈ 0.159464 for d = 1 + 1 and θDP ≈ 0.452
for d = 2 + 1 [95]. In Fig. D.1.4, we show these N ≈ 10 points in the (r,s)-plane (by
transforming to ri = αi − βi and si = αi + βi) and fit them to the expected functional
forms discussed in the main text. We find the crossover exponent φ ≈ 1.9(1) by fitting.
We estimate the error in φ by monitoring the variation in the effective exponent φe(ri)
(see, e.g., Ref. [158]) for each point (αi,βi) as we approach the DP2 transition. The
exponent is given by
φe(ri) ≡
ln[sc(ri) − sc(0)] − ln[sc(ri−1) − sc(0)]
ln(ri) − ln(ri−1)
. (D.1)
The same analysis can be applied to the rough front model, as shown in Fig. D.1.4.
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Figure D.1.4: (Color online) We track the shape of the mutualistic phase boundary
by finding the points in the (r,s)-plane (s = α + β and r = α − β) for which the
average interface density  ρ(t)  decays at long times t with a characteristic DP power law
 ρ(t)    t−θDP (primes for undulating fronts). We do this for the flat front models for
both d = 1+1 near the special DP2 point (blue diamonds) and for d = 2+1 dimensions
near the voter model point (black squares). The lines through the points are fits to the
functions expected from cross-over scaling: |r| = A2D[sc(r) − sc(0)]φ for d = 1 + 1 and
|r| = A3D sc(r)/|ln[sc(r)/s0]| for d = 2 + 1. The fitting parameters are A2D ≈ 0.970,
A3D ≈ 0.582, s0 ≈ 0.551, and φ ≈ 1.93. A2D, A3D, and s0 are non-universal constants
and φ is a cross-over exponent. Similarly, the red circles are points in the (r ,s )-plane
(for the undulating front model in d = 1 + 1) near the “rough DP2” transition for which
 ρ(t)    t−θ 
DP, where θ 
DP ≈ 0.3125 is the characteristic “rough DP” exponent found in
Ref. [94]. The red line through the red circles is a fit to |r | = A 
2D[s 
c(r ) − s 
c(0)]φ . We
find the non-universal amplitude A 
2D ≈ 0.607 and the crossover exponent φ  ≈ 1.27 by
fitting.
Using the effective exponent technique, we find φ  ≈ 1.27(15).
D.2 Undulating Front Models
It was convenient to implement the undulating front models on a triangular lattice and on
a hexagonal close-packed lattice in two and three dimensions, respectively. Figure D.2.1
shows how cells are updated in the model. Note that the interaction strengths α  and β 
can be negative, but they are bounded from below to ensure that each cell has a positive
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Figure D.2.1: (Color online) (a) A two-dimensional, undulating front simulation is im-
plemented on a triangular lattice of potential cell positions. The front grows upward,
with unoccupied space available to the black and white organisms indicated in grey. Two
examples of the cell growth steps with rates bi [calculated using Eq. (5) in the main text]
are shown. Upon selecting a cell to divide, we choose a random empty (grey) nearest
neighbor site to place the daughter cell (blue arrows from cell i). If one is unavailable, a
random empty next nearest neighbor site is selected (blue arrow from cell j). As discussed
in the main text, the time t (measured in generations) is assigned by taking horizontal
cuts through the lattice behind the undulating front. (b) A three-dimensional, undulating
front model is implemented on the hcp lattice. We illustrate an update step using a single
cell’s 12 nearest neighbor sites. The cells have a birthrate bi [Eq. (5) in the main text]
calculated using the occupied nearest neighbor sites (black and white cells) and daughter
cells are placed into empty nearest neighbor sites (four blue arrows into grey spheres).
The background birth rates (without mutualism) are 1/3 for all cells.
birthrate [see Eq. (5) in main text]. We show some sample two dimensional range
expansion simulations in Fig. D.2.2 for various interaction strengths α  and β . Note
the enhanced roughness near the DP transition line and for antisymmetric mutualism
(α   = β  in the mixed phase) in Fig. D.2.2(c) and (d).
As discussed in the main text, the dynamics at α  = β  = 0 for d = 1 + 1 is easier
to understand as the front roughness is insensitive to the evolutionary dynamics at this
point. The domain interface dynamics inherit the fluctuations of the rough population
front and perform super-diffusive random walks. Figure D.2.4(a) shows an example of
the population evolution. Interestingly, we see in Fig. D.2.4(b) that the scaling function
associated with the heterozygosity can be fit to the same error function form as in the
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Figure D.2.2: (Color online) A map of the front roughness at time t = 2500 generations
for an undulating front in d = 1 + 1 dimensions with a system size L = 1000 is shown
on the left [see Fig. 4 in main text for the color bar scale]. In (a)-(d) we show sample
evolutions of the system after about 500 generations at the indicated regions of the map.
The simulation parameters are: (a) The DP2 critical point α  = β  = α 
c = 0.0277. (b)
Symmetric mutualistic phase at α  = β  = 0.5 (c) Near a rough DP transition at α  = 0.2
and β  = 0.1. An all black cell front is the absorbing state. (d) An asymmetric mutualistic
regime with α  = 0.7 and β  = 0.35 (black is somewhat favored).
flat front case in the demixing regime [Eq. (3) in main text] if we replace the scaling
variable x/(8Defft)1/2 by x/(Dt)2/3, where D is an effective “super-diffusion” coefficient.
The scaling function for the average interface density  ρ(t)  along α  = β , shown
in Fig. D.2.3, is consistent with an exponent θ 
DP2 ≈ 0.61(1) describing the decay of
 ρ(t)  at the rough DP2 point and a transverse correlation exponent ν 
  ≈ 2.8(2). Note
that the flat front results θDP2 ≈ 0.285(5) and ν  ≈ 3.22(6) are markedly different (see
Fig. D.1.2 and Ref. [103]). Also, the bottom branch of the scaling function in Fig. D.2.3
confirms the rough voter model dynamics,  ρ(t)    t−2/3, in the genetic demixing regime
α  = β  < α 
c.
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Figure D.2.3: (Color online) The scaling function for the interface density (averaged
over at least 150 runs) near the rough DP2 transition (d = 1 + 1) along the line α  = β 
for system sizes L   2000. Different sets of colored points are various offsets: τ  =
α  − α 
c = ±0.001, ±0.002,.... The data collapse is consistent with the interface density
decay exponent θ 
DP2 ≈ 0.61(1) and correlation length exponent ν 
  ≈ 2.8(2). The upper
branch of the function describes the mutualistic regime. The lower branch describes the
genetic demixing regime. The inset shows the population for α  = β  = α 
c at t = 200
generations and an L = 100 system size.
D.3 The Rough DP2 Transition in d = 1 + 1 Dimen-
sions
The critical exponents along the two rough DP transition lines in d = 1 + 1 dimensions
are consistent with those calculated by Frey et al. for a different model exhibiting a
rough DP transition [94]. The exceptional DP2 transition point where the two lines meet
has markedly different scaling properties, however. Unlike the rough DP transition, the
characteristic widths ξ  and lengths ξ  of genetic domains (in the space-like and time-like
directions, respectively) diverge with different exponents ξ    (τ )−ν 
  and ξ    (τ )
−ν 
 
as we approach the DP2 point and the offset τ  approaches zero: τ  ≡ α  − α 
c → 0 (with
τ  > 0). The exponents ν 
 ,  are calculated by looking at all compact, black and white
clusters with finite sizes for various points inside the mutualistic phase, i.e., at various
offsets τ  ≡ α  − α 
c > 0 from the DP2 point with β  = α  . Following Ref. [170], we
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Figure D.2.4: (Color online) (a) Undulating front model simulation in d = 1 + 1 di-
mensions at α  = β  = 0 (system size L = 300) evolved for about 150 generations. The
space-like and time-like axes (x and t, respectively) are also shown. (b) We collapse the
heterozygosity H(x,t) for α  = β  = 0 at different times t = 100,200,...,1900 genera-
tions and positions x onto a single universal function using the scaling variable x/t2/3,
where 2/3 = 1/˜ z is related to the dynamic exponent ˜ z of the KPZ model [93, 160]. The
conjectured analytic form of the scaling function is shown by the black dashed line, where
we find D ≈ 1.1 by fitting. The simulation uses an L = 2000 system size and H(x,t) is
averaged over 1600 runs.
calculate
ξ  =
P
i Mi  ,i P
i Mi
and ξ  =
P
i Mi  ,i P
i Mi
, (D.2)
where we sum over all compact clusters i. Each such cluster i contains Mi cells (and
hence has “mass” Mi), and has maximum extensions in the space-like and time-like
directions given by   ,i and   ,i, respectively. All lengths are measured in units of the cell
diameter.
We identify compact clusters in the simulations by using a sequential, two-pass
image segmentation algorithm [171]. In the first pass, we scan and label the cells along
the space-like direction [left to right in Fig. D.2.4(a)] and advance one row at a time
along the time-like direction [from bottom to top in Fig. D.2.4(a)]. As we scan, connected
regions of cells are partially identified by assigning cells in each region the same label.
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We modify the usual segmentation algorithm by testing each cell for connectivity only
if it is the same color as the two cells labelled in the previous row and the two cells to
adjacent to it in its own row (taking into account the periodic boundary conditions along
the space-like direction). In the second pass, we complete the segmentation by assigning
the same label to all cells that end up part of a connected region after the first pass (see
Ref. [171] for more details). We then treat all labelled clusters with masses Mi ≤ 3 or
  ,i = 1 as the “mutualistic phase” and discard them when performing the summation in
Eq. (D.2). The leftover clusters are shown in different colors in the inset of Fig. D.3.1.
With a few pathological cases at contorted domain walls, the mutualistic phase will be
all the cells which neighbor at least three cells of the opposite type.
After calculating ξ ,  for various front sizes L and offsets τ , we perform a data
collapse in Fig. D.3.1 and find ν 
  = 1.8(2) and ν 
  = 2.6(2). Note that within the error
margin, ν 
  is the same as the flat front result, ν  ≈ 1.83(3) [95]. However, the front
undulations suppress ν 
  relative to flat fronts (for which ν  ≈ 3.22(6) [95]). The errors
are estimated by varying the exponents and estimating the range of values for which we
still find a data collapse. In the rough DP case studied in Ref. [94], ν 
  = ν 
  ≈ 1.6(1).
Thus, the clusters have a markedly different, more asymmetric shape near the rough
DP2 transition. This feature makes sense as the more strongly enhanced front roughness
along the DP lines [see Fig. D.2.2(c)] results in a stronger coupling between the dynamics
in the time-like and space-like directions. At the DP2 point, this coupling is weaker but
still significant: the exponents ν 
  and ν 
  are closer to each other than their flat front
counterparts.
It is also possible to study the scaling of the front roughness. As discussed in
Ref. [94], for a fixed population front size L and time t, we expect the average interface
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Figure D.3.1: (Color online) We measure the correlation lengths describing compact
domains (ξ  and ξ  in inset) using Eq. (D.2) for various front sizes L along the time-
like and space-like directions as we approach the rough DP2 transition at α  = β  =
α 
c ≈ 0.0277 for various offsets τ  ≡ α  − α 
c > 0 along the line α  = β . We average
over at least 150 runs. The inset shows individual compact domains that we sum over
in Eq. (D.2) in different colors. The time-like direction is horizontal. Our algorithm for
determining compact domains of black and white cells excises slivers of mutualistic mixing
at black/white boundaries. This is done using a modified image segmentation algorithm
as described in this supplement. The data for various L are collapsed using finite size
scaling [172] and we find power law divergences in the lengths ξ ,  for large L.
height fluctuation  Δh(t,L)  to obey
 Δh(t,L)   

   
   
tγ t   t×
L˜ α t   t×
, (D.3)
where γ is the growth exponent, ˜ α is the roughness exponent, and the crossover time
t× satisfies t×   L˜ z with dynamic exponent ˜ z = ˜ α/γ. When α  = β  = 0, we expect
the dynamics to fall into the KPZ universality class, for which γ = 1/3 and ˜ α = 1/2
(so ˜ z = 3/2). We find consistent results γ ≈ 0.31(2) and ˜ α ≈ 0.48(5) for α  = β  = 0.
We extrapolated the value and error in γ at long times by using the effective exponent
technique mentioned above. The exponent ˜ α was calculated by varying L and measuring
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the final, saturated roughness at long times. At the DP2 point, we find similar results
γDP2 ≈ 0.31(1) and ˜ aDP2 ≈ 0.48(4). Hence, the dynamics also appear consistent with the
KPZ universality class. However, more extensive simulations are necessary to verify that
the coupling of the DP2 evolutionary dynamics to the front undulations do not change
the KPZ scaling. Note that the front undulation scaling along the DP phase transition
lines is dramatically different from KPZ scaling, as discovered in Ref. [94]. It would
also be interesting to check if the interfaces between black and white domains inherit
the front fluctuations in the same way as the neutral case at α  = β  = 0, so that the
relation θ 
DP2 = 1/˜ zDP2 holds. As discussed in the main text, we found θ 
DP2 ≈ 0.61(1).
Hence, if the domain walls also inherit the front undulations, it is possible that the front
roughness actually has a slightly larger dynamic exponent than in the KPZ class, with
˜ zDP2 ≈ 1.64 (instead of ˜ z = 3/2).
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