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Abstract
TRAVIS GARRETT: Simulating Binary Inspirals in a Corotating Spherical
Coordinate System
(Under the direction of Charles Evans)
The gravitational waves produced by the inspiral and merger of two black holes are
expected to be the first detected by the newly constructed gravitational wave obser-
vatories. Accurate theoretical models that describe the generation and shape of these
gravitational waves need to be constructed. These theoretical waveforms will aid in
the detection of astrophysical wave sources, and will allow us to test general relativity
in the strong field regime. Numerical relativity is the leading candidate for construct-
ing accurate waveforms, and in this thesis we develop methods to help advance the
field. In particular we use a corotating spherical coordinate system to simulate the
evolution of a compact binary system as it produces gravitational radiation. We com-
bine this method with both the Weak Radiation Reaction and Hydro-without-Hydro
approximations to produce stable dynamical evolutions. We also utilize Nordstro¨m’s
conformally flat theory of gravitation as a relativistic laboratory during the develop-
ment process. Additionally we perform semi-analytic calculations to determine the
approximate way in which binaries decay in Nordstro¨m’s theory. We find an excellent
agreement between our semi-analytic calculations and the orbital evolutions produced
by the code, and thus conclude that these methods form a solid basis for simulating
binary inspirals and the gravitational waves they produce in general relativity.
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Chapter 1
Introduction
1.1 A New Window
Over 90 years have passed since Einstein’s original 1916 prediction of gravitational
waves [2] [3], and they still have not been directly observed. We will very likely observe
them before the 100th anniversary however, thanks to the efforts of an international
team of scientists dedicated to detecting these subtle ripples in the fabric of spacetime.
The first detection will inaugurate a new field of science and open a new window onto
our universe.
The long wait between the prediction and detection of gravitational waves is a
reflection of the difficulty of the task. Gravitational waves are very hard to produce:
giant, dense concentrations of matter need to be accelerated to very high speeds
in order to generate waves of a nontrivial magnitude. Only violent astrophysical
systems such as colliding black holes and neutron stars and supernova explosions
are powerful enough to generate waves that we could detect. Gravitational wave
observation will thus allow us to explore much more deeply into the hearts of these
exotic environments, and test some of general relativity’s most extreme predictions.
Even within the vast volume of a galaxy these types of events are very rare, which
necessitates searching over large clusters of distant galaxies to make detection likely.
The resulting faintness of the waves by the time they reach the earth necessitates
building very sensitive detectors. The most promising detectors are based on the same
apparatus used by Michelson and Morley to disprove the existence of the luminiferous
aether. These interferometers split a laser beam in two, and direct the two beams
down vacuum tubes several kilometers long. The beams reflect off of mirrors at
the ends and recombine to produce an interference pattern. If a gravitational wave
passes through the earth it will slightly change the distance that the laser beams
travel, and thus change the interference pattern. This change will be very small
however, and in general the gravitational wave signal will be buried deep within the
noise inevitably produced by the detector. In order to extract the true signal out
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of the data generated by the interferometers, it is crucial to generate a database of
theoretical waveforms. These waveforms will also allow us to compare the detected
waves produced by strongly gravitating systems to the predictions of general relativity.
The goal of this thesis is to develop numerical methods that give more accurate
theoretical profiles of the gravitational waves produced by a pair of compact bodies
spiraling into each other. The core of our method is to use a corotating spherical
reference frame to model the crucial late inspiral of a compact binary system. We
develop our methods by modeling binary inspirals in Nordstro¨m’s scalar theory of
gravity. We find that our code produces long stable evolutions that match the analytic
inspirals that we have calculated for this theory.
In the rest of the introduction we will give an overview of gravitational wave
science. We will discuss the physics of gravitational waves, and then examine likely
astrophysical sources of gravitational waves, which we hope to detect. This is followed
with an overview of the laser interferometers. The next two chapters describe post-
Newtonian calculations and numerical relativity. We will primarily develop methods
for numerical relativity, and check our results with post-Newtonian analysis. Chapters
four and five are the current drafts of our two papers, which contain, respectively, our
work on semi-analytic calculations of binary orbit decay in Nordstro¨m’s theory, and
our numerical simulations of this process. The sixth chapter describes the details of
the numerical implementation of our methods, and we finish with conclusions.
1.2 Nordstro¨m’s 2nd Theory
After the Einstein’s discovery of special relativity in 1905 it was clear that New-
ton’s theory of gravitation could no longer be absolutely correct. Consider for instance
the gravitational field Φ as found from the Poisson equation:
∇2Φ = 4piρ (1.1)
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If the matter source ρ begins to accelerate then the Newtonian potential Φ instantly
responds at all points in space. If true, this would allow for signals to be sent faster
than the speed of light, and thus cause a breakdown of causality (although see [4] for
an interesting discussion).
A simple solution is suggested by the transition from electrostatics to electro-
dynamics: let the Laplacian operator change to the d’Alembertian wave operator:
∇2Φ → Φ. In this case an accelerating source would generate waves that spread
out at the speed of light, restoring causality. Additional modifications could then be
sought so that the new theory has both relativistic force laws and matches Newton’s
theory in the appropriate limit. This was the path taken by Gunnar Nordstro¨m in
1913 during the development of his 2nd theory of gravitation. Einstein was impressed
with the theory, and he and Fokker showed that by using a conformally flat metric
gµν = ψ
2ηµν that the main equations could be written in a geometric form:
R = 24piT (1.2)
i.e. the Ricci scalar is equal to the trace of the stress energy tensor. Later Weyl
introduced the Weyl curvature tensor Cαβγδ which measures how a metric deviates
from conformal flatness. Thus
Cαβγδ = 0. (1.3)
can be combined with (1.2) to completely describe the theory.
Nordstro¨m’s theory is not the one utilized by nature, as it disagrees with many
experimental tests: it predicts no bending of light, and it predicts the wrong rate of
precession for Mercury. However, we find that it is a very useful theory for building
numerical tools to be used in the modeling of binary inspirals in general relativity, as
we will describe in this thesis.
4
1.3 Gravitational Waves
Einstein took a somewhat different path in his search for a relativistic theory
of gravitation. Instead of explicitly searching for a wave-like version of Newtonian
gravity, Einstein was guided by two theoretical principles towards his famous theory
(see e.g. [5]). The first is the principle of equivalence: the acceleration of a body in
a gravitational field is independent of the bodies’ internal structure. The second is
Mach’s principle: the structure of spacetime should be influenced by the distribution
of matter in it. Einstein used these principles – along with the mathematics of
curved manifolds as developed by Riemann, the fact that small local volumes of
spacetime should be approximately Lorentzian, and the necessity to match Newtonian
gravitation for weak fields – to develop general relativity. In general relativity it is
the curvature of spacetime that generates gravitational effects. The curvature is in
turn generated by the distribution of mass-energy throughout spacetime as described
by the Einstein equations:
Gµν = 8piTµν (1.4)
While not explicitly founded on the idea of gravitational waves like Nordstro¨m’s
theory, it quickly turned out that general relativity also includes them (although
the physicality of the waves was debated for decades - see [6], [7], and for general
references on gravity waves see [8], [9], [10]). In order to demonstrate that general
relativity contains Newtonian gravitation as a weak field limit, one splits the physical
metric gµν up into a flat background metric ηµν and a small perturbation hµν (with
|h| << 1 and thus ignoring higher order corrections):
gµν = ηµν + hµν (1.5)
One can show that the connection coefficients derived from hµν lead to the same
accelerations as one finds in Newtonian theory. The same perturbation procedure
5
also allows us to investigate gravitational waves (see e.g. [11]). We take equation
(1.5) and plug it into the Einstein equation (1.4), and discard terms of order |h|2 and
higher to get:
∂γ∂µhνγ + ∂
γ∂νhµγ − ∂γ∂γhµν − ∂µ∂νh (1.6)
−ηµν(∂γ∂δhγδ − ∂γ∂γh) = 16piTµν
where the background metric is used to raise indices: ∂µ = ηµγ∂γ, h = η
γδhγδ. This
equation can be simplified by defining:
h¯µν = hµν − 1
2
ηµνh (1.7)
which reduces (1.6) to:
∂γ∂µh¯νγ + ∂
γ∂ν h¯µγ − ηµν∂γ∂δhγδ (1.8)
−∂γ∂γh¯µν = 16piTµν
This is still somewhat complicated but one can show that by choosing an appropriate
infinitesimal coordinate transformation (xµ′ = xµ+²µ) that the following gauge choice
is possible:
∂γh¯µγ = 0 (1.9)
This is similar to the Lorentz gauge choice ∂γA
γ = 0 used in electrodynamics. This
thus reduces (1.8) to:
∂γ∂γh¯µν = −16piTµν (1.10)
which includes the vacuum case:
h¯µν = 0 (1.11)
As predicted Einstein’s theory includes gravitational waves, so that if the source Tµν
6
accelerates waves will propagate out at the speed of light and inform the rest of
spacetime.
1.3.1 Weak Gravitational Waves
We will next investigate the properties of the waves given by (1.11). In order to
do so consider bodies that are initially both at rest in a local Lorentz reference frame.
Position body A at the origin, and body B at a position ξ. We thus want to see how
body B moves with respect to A in response to a gravitational wave moving through
their volume. To do so we use the equation of geodesic deviation:
uγ∇γ(uδ∇δξj) = −Rjαµβuαuβξµ (1.12)
To lowest order the 4-velocities of the bodies are u0 = 1 and ui = 0, and we can
also set up the position of body B as its initial position plus a small time dependent
perturbation: ξ = ξ0 + δξ(t). Thus equation (1.12) simplifies to:
∂2t δξ
j = −Rj0k0ξk0 (1.13)
In the previous section we made use of the Lorentz-type gauge condition (1.9)
to reduce the equation of motion for the metric perturbation to a wave equation
(1.11). We have additional gauge freedom since a further transformation of the type
∂γ∂γ²
µ = 0 won’t change the validity of (1.9). We can use this to transform the metric
perturbation into Transverse-Traceless form hTTµν , which is related to the Riemann
tensor via:
Rj0k0 = −1
2
∂2t h
TT
jk (1.14)
We can then integrate (1.13) directly and find that the perturbation in body B’s
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motion as the gravitational wave passes is:
δξj =
1
2
hTTjk ξ
k
0 (1.15)
We note from (1.15) that the amount by which the test body B’s position is
perturbed (from the vantage point of A) is proportional both to the total separa-
tion between A and B and the magnitude of the gravitational wave. This will be
important later for the functioning of the interferometers. Furthermore the metric
perturbation hTTµν only distorts spatial distances that are perpendicular to its direction
of propagation (transverse), and its trace is zero (traceless) (this is due to the wave
equation and gauge choices we have made).
Let the test bodies A and B be oriented in the x-y plane, and let the gravitational
wave propagate along the z axis. The only nonzero components are hTTxx = −hTTyy and
hTTxy = h
TT
yx , so we have two degrees of freedom, corresponding to two polarizations.
Designate the two polarizations by the amplitudes of the waves: h+ = |hTTxx | and
h× = |hTTxy |. Consider a h+ polarized wave passing by the test bodies at a point in
time. With the phase of the wave currently equal to zero, the x component of the
distance will be larger by:
δξx =
1
2
h+ξ
x
0 (1.16)
and the y component will be smaller:
δξy = −1
2
h+ξ
y
0 (1.17)
In general a circle of test particles arranged around A will form an oscillating ring,
while a h× polarized wave will form a similar oscillating ring only rotated by 45
degrees. It is also possible to combine the h+ and h× polarizations to form right
handed and left handed circularly polarized waves, as can be done for electromagnetic
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waves. For instance, consider the waves emitted by a standard binary in quasi-circular
orbit. In the plane of the binary the waves will be purely h+ polarized, while the
waves emitted in the polar directions will be purely circularly polarized, with a smooth
transition for intermediate angles.
Note also that these two polarizations are the simplest solutions to the vacuum
case of equation (1.11):
hTTxx = −hTTyy = R{h+e−iω(t−z)} (1.18)
and
hTTxy = h
TT
yx = R{h×e−iω(t−z)} (1.19)
A general solution can be formed from a superposition of these monochromatic waves.
If we consider a rotation of our coordinate system about the z axis through the
angle θ we find that the waves in the new coordinates are related to the old by:
h′+ = h+ cos(2θ) + h× sin(2θ) and h
′
× = −h+ sin(2θ) + h× cos(2θ). Thus a rotation of
180 degrees gives waves symmetric to the original. This is why quantized gravitational
waves would be spin 2 particles, as a spin s wave requires a rotation through an angle
of 360/s degrees to return it to its original orientation.
1.3.2 Gravitational Waves Traveling Through the Universe
So far the discussion has assumed a flat background. Realistically the waves we
will detect will have traveled through a background of other gravitational effects: the
gravitational fields of galaxies and dark matter halos, and the overall curvature of
the universe. The commonly made analogy is to compare the gravitational waves to
water waves traveling over the ocean. At small distance scales the ocean looks flat
and the waves propagate much as they would in an infinite flat sea. At a planetary
scale however we see the curvature of the earth, which the ocean waves slowly track,
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perhaps gradually focusing or diverging. Much the same for gravitational waves as
they travel from their sources to the solar system.
To make this idea more concrete we can take the overall Riemann tensor which
describes the overall gravitational state in the universe, and split it into a curved
background and the waves which propagate over it. First take the average of the
Riemann tensor, integrating over a distance much longer than the wavelengths of the
waves: |Rαβδγ|. This gives the curvature of the background gravitational fields. The
gravitational wave Riemann tensor R
(GW )
αβδγ is then the difference between the overall
Riemann tensor and its average:
R
(GW )
αβδγ = Rαβδγ − |Rαβδγ| (1.20)
This is a valid procedure in our universe, where the curvature of the waves h/λ2 ∼
10−22/(109cm)2 is much greater than the curvature of the universe: ∼ 1/1056cm2.
The wave equation then also needs to include covariant derivatives that are with
respect only to the background curvature (as signified with a | instead of ;):
h¯µν|γγ = 0 (1.21)
Higher order terms are also needed for completeness, although they are usually very
small for realistic situations and can be dropped. The waves can thus be considered
perturbations about the background curvature.
Suppose that the waves have traveled far enough from their source to be approxi-
mately planar. This then allows for the eikonal or geometric optics approximation to
be made. Using the previous arguments the wave can be put in the form:
hαβ = Re[Aαβe
iφ] (1.22)
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where φ = ω(z−t), φ|µ = kµ, and hαβ |β → Aαβkβ = 0, that is the waves are transverse,
the propagation vector is null kβk
β = 0 and the waves are parallel propagated along
null geodesics Aαβ|µkµ = 0. Since the waves propagate along null geodesics of the
background curvature, they can undergo gravitational lensing and redshifting, in the
same way as electromagnetic waves do.
1.3.3 Generation of Weak Gravitational Waves
We will now consider the generation of gravitational waves by sources that have
negligible self gravity. The negligible self gravity stipulation allows us to use equation
(1.10), as the first order perturbative expansion will not be sufficient for sources with
appreciable self gravity. It turns out, as we will see later, that sources with strong
gravitational self fields give rise to similar waves. The Green’s function solution to
(1.10) is:
h¯µν(t, x) = 4
∫
Tµν(t− |x− x′|, x′)
|x− x′| d
3x′ (1.23)
This will generally not be in the transverse traceless gauge, but it can be subsequently
cast into it by only keeping the components of h perpendicular to the direction of
propagation and subtracting off the trace.
Several more assumptions are made to reduce this to a useful expression. Generally
we are interested in the waves far from their source, and thus the |x− x′| term in the
denominator of (4.46) can be approximated by r, the distance from the measurement
point to the center of the wave source, and shifted outside the integral. We can
furthermore show that T jk can be transformed (by using integration by parts and
T µν,ν = 0) into T
00
,00x
jxk, which transforms (4.46) to:
hTTjk =
[
4
r
∂2t
∫
T 00xj ′xk ′d3x′
]TT
(1.24)
The waves are thus proportional to the second time derivative of the quadrupole
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moment of the mass-energy T 00 (to leading order).
When it is necessary to include sources with appreciable self-gravity (as will usu-
ally be the case), then it will be useful to construct a pseudotensor τµν such that
(T µν + τµν),ν = 0 [12]. This allows us to construct:
h¯µν(t, x) = 4
∫
(Tµν + τµν)
ret
|x− x′| d
3x′ (1.25)
and we can proceed as before, under suitable restrictive assumptions. This procedure
will be considered in more detail in the post-Newtonian methods chapter.
1.4 Astrophysical Sources
With the general characteristics of gravitational waves now in hand, we next con-
sider the possible astrophysical sources that we may hear with the new observatories
(note that we will often use ”hear” in place of ”detect” as in many ways gravitational
waves are analogous to sound waves, thus complementing the electromagnetic light
that we see – see e.g. [13], and for more source overviews see [1] and [14]). There
is a wide variety of possible sources, but the most likely to be initially detected are
pairs of compact bodies in tightly bound orbits, so we will focus in this section on
these objects. Rapidly evolving Neutron Star (NS) and Black Hole (BH) binaries are
the most likely candidates to be heard first by the ground based detectors and slowly
evolving White Dwarf (WD) binaries are all but guaranteed to be detected by a space
based detector (see [15] for detailed descriptions of these objects). These binaries have
very small separations and have orbital velocities that are a substantial percentage of
the speed of light, and are thus producing copious gravitational waves. The energy
and angular momentum carried away by the waves causes the binary system to decay
until the compact bodies merge in a final burst of gravitational radiation.
The tight NS and BH binaries are expected to be very rare however, so we need
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to do a careful analysis to see if it is reasonable to expect that we will hear any waves
from these systems during the lifetime of operation of the detectors. We thus need
to combine astronomical observations and theoretical considerations to form models
that describe how galaxies are populated with different types of star systems.
1.4.1 Stellar Populations
To begin the description we zoom all the way out to the beginning of the universe.
Several hundred thousand years after the big bang the universe had cooled sufficiently
for the protons and electrons to combine and form a neutral hydrogen gas, thus
releasing the photons that had previously been trapped within the plasma. These
photons have traveled freely since then, and have now appear to us as microwave
radiation, having since been redshifted by about a factor of thousand. This gives us
the Cosmic Microwave Background (CMB), as originally discovered by Penzias and
Wilson [16], [17].
Recent geometric investigations of the slight inhomogeneities in the CMB show
that the universe is very nearly flat and thus the average density of the universe is very
close to the critical value of ρcrit = 1.17× 1011M¯/Mpc3. The inhomogeneities were
at level of one part in 105 during the formation of CMB, and went on to seed the birth
of galaxies and star formation as the universe expanded. Only a small percentage of
the mass energy in the universe is contained in stars. Some 70 percent in the current
epoch takes the form of dark energy, and another 27.5 percent is contained in dark
matter, leaving only 2.5 percent in ”regular” baryonic matter. Only 10 percent of the
baryonic matter is contained in stars, the rest is gas. This leaves a density of stars in
the universe of approximately:
ρcrit = 2.9× 108M¯/Mpc3 (1.26)
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We then need to estimate the fraction of these stars that are the compact bodies
we are interested in. First we need to know the rate at which stars of different masses
are produced. The current overall Star Formation Rate (SFR) is estimated to be
about one solar mass star per year in a 100 cubic Megaparsec volume [18]:
SFR = 0.013+0.007−0.005
M¯
yrMpc3
(1.27)
(note that this is averaged over large enough volumes such the universe is homo-
geneous). The current SFR is lower now than it has been in the past. Since star
formation began after the big bang it has been decreasing in rate roughly exponen-
tially:
SFR ∝ e−t/τ (1.28)
where τ = 6 Gyr [19].
With the rate star formation in hand, we now need to know the Initial Mass
Function, which gives the fraction of stars formed at a particular mass [20], [21].
Fitting to observational data gives the fraction of stars ξ(m) within dm of mass m
as:
ξ(m)dm =
SFR(M¯yr−1)
0.92M2¯
× (M/0.5M¯)−1.3 (1.29)
for M < 0.5M¯ and
ξ(m)dm =
SFR(M¯yr−1)
0.92M2¯
× (M/0.5M¯)−2.3 (1.30)
for M > 0.5M¯. Thus most stars produced are less massive than the sun.
We next need to consider stellar evolution as a function of mass, as this determines
which stars evolve into the compact bodies we are interested in, and also provides
a mechanism to draw the compact bodies into tight enough orbits such that they
produce gravitational waves that could be detected. The luminosity L of a star with
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mass M is approximately:
L ' L¯
(
M
M¯
)3.5
(1.31)
This reflects that stars more massive than the sun consume their fuel at a much more
rapid rate. In a hot dense plasma only nucleons in the upper tail of the thermodynamic
distribution will have sufficient kinetic energy to overcome the electrostatic potential
and fuse. The fusion rate is increased by quantum tunneling, which is exponentially
suppressed by the magnitude of the potential barrier being tunneled through. These
effects combine to give the steepness in equation (1.31). The rapidity of burning
determines an approximate life span TMS for main sequence stars as a function of
their mass:
TMS ' 13× 109
(
M
M¯
)−2.5
yr (1.32)
Among all the stars that have been born since the big bang, those less massive
than the sun are almost all still on the main sequence, while most of those more than
about 2M¯ have completed their life cycle and are now either a WD, NS, or BH. We
can thus compute that out of the density of stars in the universe (1.26), about 76
percent are luminous main sequence stars, and the rest are compact remnants, with
about 18 percent white dwarfs, 2 percent in neutron stars, and the final 3 percent in
black holes.
1.4.2 Stellar Evolution
As a main sequence star with mass M & M¯ ages it burns through the supply
of hydrogen in its core, leaving helium behind. At first it is not yet hot enough
to burn the remaining helium, so energy production and the thermal pressure in
the core decrease and the core shrinks, while hydrogen burning migrates to a shell
outside of the core. The denser conditions leads to a greater rate of burning, greatly
increasing the luminosity of the star, and expanding the outer radius into the range
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of an astronomical unit. This is the red giant phase of a star, with examples ranging
from the approximately solar mass Arcturus to the ∼ 15M¯ Antares. This late phase
of the star’s evolution will turn out to be very important later, as it can lead to
mass transfer in a binary star system, and a corresponding decrease in the binary
separation.
The final fate of the star as it evolves through the red giant stage depends on the
mass of the star. For stars less than about 2.5M¯ the helium in the core is held up
mainly by degeneracy pressure. Thus as the star burns more hydrogen in the outer
shell, and the temperature rises to 3 × 108K, the helium can burn explosively in a
process known as the helium flash (which generally does not release enough energy
to blow apart the star). In heavier stars the helium core is supported by thermal
pressure and begins burning more smoothly. As the helium burning in the center
finishes, leaving behind carbon and oxygen, and begins to burn helium in outer shells
the star enters the Asymptotic Giant Branch (AGB). Stars less than about 8M¯
will not go on to burn the carbon and oxygen in their cores, and instead blow off a
large percentage of their mass, producing a planetary nebula and leaving behind a
carbon-oxygen WD. For stars that are between 8M¯ and 10M¯ the carbon-oxygen
core can detonate in a manner similar to the helium flash, but it is not clear at this
time whether this will blow the star apart or not.
For stars greater than about 10M¯ the carbon-oxygen core will burn non-explosively,
and will continue to fuse elements in successive shells leading to iron. Fusion of iron
and higher elements is now endothermic as opposed to exothermic, so a mass of
iron plasma builds in the core, supported by electron degeneracy pressure. When
the energy level of the electrons becomes relativistic the equation of state changes
and degeneracy pressure can no longer keep the core from collapsing. The collapse
squeezes electrons into protons forming neutrons, which then produce neutron degen-
eracy pressure which halts the collapse. This forms a neutron star at the center of the
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star. Neutrinos carry away most of the gravitational potential energy, and a small
percentage of these interact with the rest of the star, blowing it apart in a type II
supernova. A classic example is supernova SN1054, which left the Crab Nebula and a
pulsar behind. A problem with supernovae, in terms of producing binary NS systems,
is that the supernova explosion generally ejects the new neutron star at considerable
speed. This is due to asymmetry in the collapse process, as an asymmetry of 1 per-
cent would be sufficient to explain the neutron star kicks that are observed. This will
generally disrupt a binary system, and perhaps only one in a hundred neutron stars
will remain in a binary system after a supernova.
If the star is massive enough, around M > 25M¯ then the core collapse is too
massive to be halted by the formation of a neutron star, and it collapses directly into
a black hole. A massive accretion disk can then form around the new black hole,
producing polar jets that punch through the star. These are hypernovae, and are
leading candidates as the causes of long duration Gamma Ray Bursts (GRBs).
These processes give us compact bodies that can produce loud gravitational waves,
but they furthermore need to be produced in tight binary orbits, with separations
on the order of a light second, so that gravitational radiation can then cause them
to spiral in and merge within the age of the universe. Binary star systems are very
common, accounting for perhaps half of all the stars in a galaxy. Their Keplerian
parameters are log-normal distributed, so that binary systems with separations of
one AU and 10 AU have the same probability of being formed.
The red-giant phase of stellar evolution, discussed earlier, then provides a mech-
anism to tighten the orbits of binaries. When one star in a binary swells its outer
layers can pass beyond its Roche lobe, and thus begin to accrete on the other star [22]
[23]. A famous system is Algol [24], where the more massive star in a binary system
is not as far along in its evolution as its companion, which has entered the subgiant
stage. As the stars would have formed at the same time, this is explained by the sub-
17
giant star having formerly been the most massive, but then having transferred much
of its mass to its companion upon expansion. Another famous example is Cygnus
X-1 [25] [26], where an O-B supergiant is feeding the accretion disk of its black hole
companion, and producing bright X-rays. Supernova explosions are another possible
result of accretion processes: if a white dwarf accretes enough matter from a red giant
companion to reach the Chandrasekhar mass, it will usually detonate the carbon and
oxygen in a type Ia supernova, as in supernova SN1572 [27].
The transfer of material from one star in a binary to the other via the Roche lobe
can also cause the binary stars to spiral into each other. For instance it is thought
that AM CVn binaries (see e.g. [28], [29],[30]) are the product of several cycles of
accretion and inspirals, resulting in a tight enough orbit to emit gravitational waves
(GWs) observable by LISA. It is thus an important pathway to bring binaries close
enough together so that gravitational radiation can then cause an inspiral and merger
within the lifetime of the universe (generally NS-NS need to have separations on the
order of the radius of the sun in order to spiral in quickly enough).
1.4.3 Expected Compact Binary Detection Rates
In order to estimate the number of sources that the interferometers can be ex-
pected to hear, all of these factors can be combined in massive Monte Carlo simu-
lations of millions of binary systems in order to see what percentage evolve into the
tight compact binaries we need. For detection purposes we also need to consider the
amplitude and the frequency of the waves produced. The amplitude is crucial as this
determines the volume of space in which we would be able to detect the GW source.
The frequency is likewise crucial as the detectors are only sensitive to GWs within a
certain bandwidth. Compiling the theoretical models and observational data we find
the following expected detection rates for NS-NS, NS-BH, and BH-BH binaries:
• NS-NS: By modifying the inspiral calculations that we will perform later in the
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post-Newtonian calculations, we can show that the amount of time tmerge that
a binary has left before it merges can be related to the binary’s frequency and
the rate of change of the frequency: tmerge ∝ f/f˙ . We thus hear about the
last 3 minutes of a NS-NS inspiral in LIGO. We thus need to estimate the rate
at which NS binaries are entering the final phase of their inspirals in the local
region of the universe.
Neutron star binaries are the systems we have the best observational data for.
In 1974 Hulse and Taylor discovered the pulsar in PSR1913+16 which was
determined to be orbiting another neutron star (see e.g. [31]). The binary was
tight enough that the orbital parameters could be observed to evolve over the
years due to the emission of gravitational radiation, in precise agreement with
the predictions of general relativity. PSR1913+16 has about 300 millions years
until the stars merge and their waves enter the LIGO frequency band. Since this
discovery several other binary pulsar systems have been located. Compiling the
observational data, Phinney derived an expected NS-NS merger rate of 10−6 per
year in the Milky Way [32], which subsequent studies have tended to reproduce.
However the recent discoveries of new binary pulsar systems, including PSR
J0737-3039 in which both neutron stars are pulsars and which has only 80
million years left until merger, somewhat increases the expected merger rate:
[33], [34].
LIGO I is sensitive enough to detect GWs from NS-NS binaries out to about
20 Mpc. In order to extrapolate the expected NS-NS merger rate in the Milky
Way to other galaxies, we observe their brightness in the blue-light bands as this
light is produced by the massive, short lived stars that can evolve into NS-NS
systems. Compiling the models from pessimistic to optimistic we get merger
rates of 0.001 to 1 per year. Advanced LIGO will be able to see out to 300 Mpc,
which will boost the detection rate by about a factor of 1000.
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In addition to the binary pulsar systems that have been directly discovered, it
is also suggested that short gamma ray bursts (GRB) may be due to the merger
of binary neutron star systems: [35], [36], [37]. If true this information could
affect the expected hit rate. However, alternative hypotheses are offered for the
progenitors of short GRBs - for instance they may also originate from erupting
magnetic fields on neutron stars: [38].
• NS-BH: Unlike binary NS systems there are currently no known NS-BH binaries
in the Milky Way, (although there are examples of systems such as Cygnus X-1
that have the potential to evolve into one). It is possible however that some of
the gamma ray bursts detected at large distances are due to NS-BH systems
where the NS has grown close enough to the BH to be tidally disrupted, thus
forming an accretion ring about the BH and generating relativistic polar jets. In
general the uncertainty in merger rate is greater, and plausible estimates need
to rely much more on population synthesis models. Initial LIGO will be able
to see these systems out to about 40 Mpc, and the estimated detection rate is
similar to that for NS-NS systems – somewhere from 0.001 to 1 events per year.
As before, LIGO II will observe over a thousand times the volume, and the hit
rate will go up accordingly.
• BH-BH: As with NS-BH binaries, there are no known ∼ 10M¯ black holes bina-
ries, and we need to use population synthesis studies to give expected formation
rates. While these studies suggest that the rate of formation of these per galaxy
is lower than NS-NS binaries, they can be heard out to about 100 Mpc with
LIGO I, and thus are the most likely systems to be first detected, with event
rates estimates ranging from 0.05 to 1 a year [39] .
In addition to black holes binaries that have been formed in the main body
of galaxies, solar mass black holes can also be produced in globular clusters.
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Globular Clusters are old, dense groups of stars – sometimes 106 stars within a
radius of 10 pc – that are found orbiting many galaxies including our own. Due
to the density of stars, there is considerable interaction between the stars, and
in general heavier objects like black holes will migrate towards the centers of
the globular clusters, where further interactions can cause black hole binaries
to form that are tight enough to merge within the lifetime of the universe.
Statistical models of these systems indicate that observable mergers of these
cluster black holes may occur at the same rate as those in the galactic field [39].
1.4.4 Other Gravitational Wave Sources
In addition to neutron star and black holes binaries (which are the first objects we
expect ground based detectors to hear) there are other interesting possible systems
that we may detect. We will likely have to wait for advanced LIGO or LISA (depend-
ing on the frequencies in which they radiate) to hear them. For instance there are
so many tight WD-WD binaries in the Milky Way that their waves will combine to
form a region of noise within a section of LISA’s sensitive range (see e.g. [40]). We
might also hear a neutron star - white dwarf binary like J141-6545 NS-WD which has
a pulsar that is one million years old (indicating a reasonably high formation rate).
Simulations of the evolutions of NS-WD systems like these can be found in [41]. On
the other hand we can have extremely massive binaries: LISA may hear the gravi-
tational waves produced by the inspiral of supermassive black hole binaries. These
are expected to be quite rare, but we can essentially hear them across the visible
universe. Successive mergers are also a possible formation pathway for the creation
of these massive black holes (see e.g. [42]).
Gravitational waves from objects other than binaries are also possible: supernovae
and hypernovae can also produce strong gravitational waves if the collapse process
is asymmetric – see [43], [44] for instance. Rapidly rotating neutron stars that have
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small ”mountains” in their crust are another possible detectable source. The very
strong gravitational fields on the surface will act to flatten the mountains, but there
are plausible scenarios where they could still be produced. For instance they could
be created if the neutron star accretes material from a companion on a different axis
than it is revolving on, or is heated nonuniformly. Low Mass X-ray Binaries (LMXB)
give an example of this, and LIGO 2 will be able to adapt its sensitivity profile
to search for the waves from these objects: [45], [46]. Another interesting possible
source is the stochastic GW background created during the big bang – see [47] for
instance. Perhaps the most exciting possibility is that we will discover waves from a
new, surprising source, as has often happened in the past when we have opened new
windows onto the universe.
1.5 Interferometers
The age of experimental gravitational wave science began with Weber and the
construction of resonant bar detectors [48]. Centered around large rods of metal,
these detectors are designed so that a passing gravitational wave of the right frequency
will stimulate a harmonic vibration in the rod. Weber believed that he detected the
presence of gravitational waves, although this was later attributed to noise. The best
current resonant bar detectors have sensitivities of about h ∼ 4×10−19 [49], although
they are only sensitive in a small frequency band.
Modern GW detector design is based on interferometry (see [50], [51] for overviews).
Weiss showed 1972 that it should be possible to construct a laser interferometer that
is sensitive enough to detect the distortions in space-time due to a gravitational wave
passing through the earth [52]. Later in the 70s Forward built the first prototypes
[53], with sensitivities of about h ∼ 10−16. Research since then has resulted in the
current batch of large ground based detectors: LIGO [54], VIRGO [55], GEO600 [56],
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TAMA300 [57], which have sensitivities of about h ∼ 10−22, thus making the detec-
tion of gravitational waves plausible. Advanced LIGO [58] will increase the sensitivity
to h ∼ 10−23, which will then make detection quite likely. Plots of the sensitivity as
a function of frequency for both LIGO I and LIGO II, along with the gravitational
wave signatures of some standard sources, is given in figure (1.2) The space based
detector LISA [59] is being planned which will operate at a lower frequency band
than the ground based detectors, and is also quite likely to detect GWs. A plot of
LISA’s sensitivity profile and some standard sources is given in figure (1.3).
A general schematic of a laser interferometer is given in figure (1.1). A laser beam
is produced by the laser at (L) and passes through a Power Recycler (PR) to the Beam
Splitter (BS), which splits the beam into two. These two beams then travel down
orthogonal vacuum tube arms A1 and A2, reflect off of the mirrors M12 and M22 at
ends of each, and are then recombined at the PhotoDetector (PD). The laser beams
combine to form an interference pattern at (PD), and thus if a GW passes through
the detector it will slightly change the arm lengths A1 and A2 and thus perturb the
interference pattern. The trick is to then sufficiently reduce the noise in the detector
so that perturbations in spacetime of the order h ∼ 10−22 can be detected.
There many sources of noise in laser interferometers, but here we will only discuss
a few of the primary ones. Ground based detectors are most sensitive to waves in
the 50 to 500 Hz range. The main source of error in the higher frequency range is
the inherent quantum fuzziness in the laser light, referred to as ”shot noise”, while
sensitivity at lower frequencies is limited by vibrations in the earth.
1.5.1 Detector Reference Frames
Consider a laser beam that travels a distance L between mirrors in an interfer-
ometer. We want to calculate the phase shift in the beam due to a passing GW with
amplitude h ∼ 10−22 and wavelength λ. First we need to consider the reference frame
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Figure 1.1: Interferometer Layout. L : Laser , PR: Power Recycler, BS: Beam Splitter,
PD: Photo-Detector, M11-A1-M12: Mirror 1 and 2 on arm A1, M21-A2-M22: Mirror
1 and 2 on arm A2
24
Figure 1.2: LIGO I and II frequency profiles (from [1])
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Figure 1.3: LISA frequency profiles (from [1])
that we will base our measurements in. In the Local Lorentz Frame (LLF) gauge the
metric is equal to the flat space metric ηαβ plus corrections that are on order of the
Riemann tensor |Rµνδγ| times the square of the displacement from the origin L. The
Riemann tensor in turn is proportional to the amplitude of the gravitational waves
divided by the square of their wavelength. We thus find:
gαβ = ηαβ +O(|Rµνδγ|L2) = ηαβ +
(
L
λ
)2
h (1.33)
This forms a simple coordinate system to work in, as many of the subtleties of general
relativity can be ignored. Note that the ground based detectors are not in Lorentz
frames however, since they remain stationary with respect to the ground instead of
being in free fall. We thus need to accelerate the LLF by g, giving us the Proper
Reference Frame of the interferometer. An example metric would be:
ds2 = −(1 + 2gz)dt2 + (1 + h+(t− x))dx2 + (1− h+(t− x))dy2 + dz2 (1.34)
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for h+ polarized GWs propagating perpendicular to the surface of the earth.
Note also that the LLF gauge is only valid for distances less than the length
of the gravitational wave: L < λ, as the approximation does not converge for larger
distances. This is a valid approximation for LIGO where the gravity waves are several
thousand kilometers long, but not for LISA. For LISA the calculations need to be done
in the Transverse Traceless (TT) gauge, which converges globally for weak waves:
gαβ = ηαβ + h
TT
αβ (1.35)
In the TT gauge the distance L does not change at lowest order – instead the laser
beam is modified by the metric perturbation as it propagates, resulting in the same
phase shift as the LLF gauge when it is valid.
1.5.2 The Shot Noise Limit
Choosing an appropriate reference frame, we re-derive equation (1.15), and find
that the change ∆L in the length L of one of the interferometer arms is:
∆L ∼ hL (1.36)
The change in length of +∆L in one arm and −∆L in the other combine to give a
total phase shift of
∆φ =
4piLh
λe
(1.37)
at the photodetector (PD), where λe is the wavelength of the laser light used. In
order to make the phase shift as large as possible, we would like to set the length of
the arm equal to the wave length of the gravitational wave L ∼ λ, but the ground
based detectors have arms several kilometers long, while the gravitational waves have
wavelengths from about 103 to 104 km. To make up for this the beams are reflected
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back and forth several hundred times along the arms before being recombined to
form the interference pattern. In figure (1.1) this is accomplished by constructing
Fabry-Perot cavities between mirrorsM11 andM12 on arm A1 and likewise between
mirrorsM21 andM22 on arm A2. With a number of bounces B the total phase shift
becomes:
∆φ =
4piBLh
λe
(1.38)
The laser light used is in the visible spectrum, so the phase shift is about ∆φ ∼ 10−9.
We thus need to see if it is possible to distinguish phase shifts of this magni-
tude with a laser. We find that there is an upper bound to the accuracy given
by quantum mechanical uncertainty relations. While not as simple to derive as the
position-momentum uncertainty relation, one can generally show that the uncertainty
in energy and time in a system follow ∆t∆E & ~. The uncertainty in the measure-
ment time is related to the uncertainty in the phase by ωe∆t = ∆φ, where ωe is the
frequency of the laser light.
The energy collected is equal to the energy of each photon ωe~ times the total
number collected Nγ where the collection time is half the period of the gravitational
wave TGW/2 = 1/(2f) with frequencies of about f ∼ 100 Hz. For a coherent light
source like a laser, the uncertainty in the number of photons is equal to its square
root: ∆Nγ =
√
Nγ – this is the shot noise. This gives an uncertainty in the energy:
∆E = ∆Nγ~ωe, and thus the uncertainty in the phase is related to the number of
photons received (per half period TGW ):
∆φ & 1√
Nγ
(1.39)
For phase uncertainty of about ∆φ ∼ 10−9, this corresponds to about 1018Nγ
per TGW . For lasers emitting in the visible spectrum this corresponds to about 100
watts of power, which has been difficult to achieve with high accuracy lasers such as
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Nd:YAG. A work around is to design the interferometer such that the photodetector
sits at an interference minimum, and thus most of the laser light leaving the arms
heads back towards the laser. We then place a power recycler (PR in figure (1.1))
between the laser and the beam splitter which reflects this light back into the arms
(see e.g. [60], which also covers laser frequency stabilization). This multiplies the
total laser power, so that a 5 watt laser gives rise to a 100 watt beam in the arms,
sufficient to detect GWs at the desired accuracy. We also note that the shot noise
increases as gravitational wave frequency increases, and thus higher power lasers are
needed to increase the sensitivity to high frequency waves.
The upper limit imposed by shot noise is theoretical in nature (although see [61],
[62]), and a lot of careful interferometer design is needed to saturate that bound. We
discuss briefly a few additional aspects of the design here.
1.5.3 Gaussian Beams
We mentioned earlier that Fabry-Perot cavities are used to bounce the laser beam
down the arms several hundred times, thus greatly increasing the effective arm length
and sensitivity. In general the laser beam will diffract as it propagates, and without
careful control almost all of the laser beam power would be lost into the side walls of
the arms after hundreds of reflections. By careful consideration of the way in which
the light diffracts we can control the beam so that it maintains the same shape after
each reflection, so that all of the power is available to reveal phase shifts. This is
done by the use of Gaussian wave profiles.
Let the beam propagate in the zˆ direction of an arm. We thus want to minimize
the size of the beam in the transverse yˆ and xˆ directions. An uncertainty relation
gives us ∆py & ~/(2∆y). A Gaussian beam satisfies the equality, and thus spreads
as little as possible. Additionally the phase fronts are spherical, so if we construct
spherical mirrors at either end of the cavity with the same curvature then the beam
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will be reflected back in such a way that it preserves its shape. The beam has a thin
waist shape, with the smallest spread halfway down the arm length, and symmetric
spherical wave fronts expanding off to each side.
We give a few more of the mathematical properties of Gaussian waves here. Again
situate the beam such that it propagates in the z direction (with the z = 0 at the
halfway point in the arm and the mirrors at z = ±L/2), with the electric and magnetic
fields oscillating in the transverse directions: say Ex(t−z) and By(t−z) for a polarized
wave. Using ψ as a shorthand for the electromagnetic fields: ψ(t− z) = Ex(t− z), so
we have ψ = 0. The Gaussian solution to this is:
ψz=0 = e
−ω¯2/σ20 (1.40)
with ω¯ =
√
x2 + y2, so that σ0 is the radius by which ψ falls off by 1/e. Going a
distance z down the arm (in either direction) and the spread in the beam increases to
σz = σ0(1 + z
2/z20)
1/2 with z0 being the characteristic distance such that σz =
√
2σ0.
We can find that the beam spreads out at an angle β = λe/(piσ0), and thus solve for
z0 = piσ
2
0/λe. A small waist gives rise to a lot of spread on either end, and a large
waist only has a small amount of spread, but starts off large. We can optimize and
thus get the minimal size for the mirrors at each end: σmin =
√
2σ0 =
√
(Lλe/pi).
The radius of curvature is R = z + (piσ20/λe)/z which determines the processing of
the mirrors to preserve the beam shape. Many additional adjustments are needed to
fine tune and stabilize the geometry of the beam, such as the use of mode cleaning
cavities – see [63] for more.
1.5.4 Additional Noise Considerations
There are many additional technical issues to address and noise sources to min-
imize in the building a laser interferometer. A primary source of noise is seismic
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vibrations (see [64], [65]), which are the dominant road block at the low frequency
end of the spectrum. These vibrations need to be dampened substantially for the
interferometer to work. Another primary source is thermal noise that exists within
the components of the interferometer itself: noise from the pendulum oscillations of
the suspended mirrors and other components, the violin-like vibrations in the sus-
pension wires, and the internal normal modes of the mirrors themselves (see e.g. [66],
[67], [68]). The thermal motions of the constituent atoms themselves is much larger
than the variation in path length due to the GW, but the statistical average of their
motion makes this manageable.
To minimize thermal noise we need to know its spectral shape. The power spectral
density of thermal motion at a particular wavelength ω is given in terms of the
resonant frequency ω0, temperature T and the intrinsic loss φ(ω):
x˜2(ω) =
4kBTω
2
0φ(ω)
ωm[(ω20 − ω2)2 + ω40φ(ω)2]
(1.41)
(see e.g. [69]). We see that here is a large peak around the resonant frequency, so we
want to construct the detector such that ω0 is very different from the frequencies the
interferometer is interested in. We also want to choose materials with a small intrinsic
loss φ(ω). This is only one quality that the mirrors need – in addition they need to
be super-polishable (to within an angstrom) have low absorption losses (otherwise
the beam power will be seriously reduced after several hundred reflections), and have
low refractive index variations (if the laser beam passes through them). High-quality
synthetic fused silica products are available that meet these needs.
We additionally need to eliminate seismic noise as much as possible. We do this by
designing the pendulum suspension systems such that their lowest order harmonic f0
is widely removed from the gravitational wave frequencies f . This gives an isolation
factor of f 20 /f
2 for f > f0: such that seismic noise at 100 Hz is reduced by a factor
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of 104 for f0 = 1Hz. These can then be stacked successively to get the noise down to
required level. Additional subtleties arise since the arm lengths are long enough such
that the suspended systems at either end are not quite parallel, but rather both point
towards the center of the Earth. This necessitates vertical stabilization as well. LIGO
I uses a four stage isolation stack to reach its target sensitivity. LIGO II will increase
the number of isolation stacks to improve sensitivity at low frequencies, it will use
more expensive materials to reduce thermal vibrations, and it will use a higher power
laser to increase sensitivity at high frequencies.
1.5.5 Signal Extraction with Matched Filters
Despite the sensitivity of the interferometers that have now been built, the am-
plitudes of gravitational waves from plausible astrophysical sources are so faint that
the waveforms will still generally be buried in the noise. However we can extract the
signal from the noise by the use of matched filters. The matched filter is based on
an expected waveform template u(t), which is divided through by a spectral profile
of the interferometer’s noise distribution Sh(f). We take the inner product 〈h, u〉 of
the template u(t) and interferometer data h(t) = n(t) + A × s(t) where n(t) is the
noise and the signal is given by an overall amplitude A and waveform s(t) (note also
that the inner product is with respect to the Fourier transforms of these quantities,
and weighted by Sh(f).). If a signal exists within the raw data h(t) that matches the
expected waveform u(t) then they will combine coherently, thus increasing the signal
to noise ratio:
S
N
≡ 〈h, u〉
rms〈n, u〉 (1.42)
It can be shown that matched filters are the best known method for extracting si-
nusoidal signals with known profiles from noise that is stationary and Gaussian (see
e.g. [70]). The longer that the template u(t) can be made to match the buried signal
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the better the signal to noise ratio becomes. Signals that have amplitudes A that
are only one percent of the noise can be distinguished if the template matches it for
thousands of cycles. It is thus very important for the operation of the interferometers
to calculate accurate theoretical waveforms.
However, there are many complications. First the precise shape of the gravita-
tional waves is not known, in part due to many parameters that describe the GW,
relating to the structure of the source, and its orientation and position in the sky.
This can be dealt with by creating banks of templates that cover the parameter
space likely to be seen by the interferometers [71]. Additionally the assumption that
the interferometer noise is stationary and Gaussian is overly simplistic, and a more
realistic model of the noise needs to be computed and figured into matched filter.
Algorithms such as FINDCHIRP [72] have been created to address these issues and
thus dependably extract signals from the interferometer data.
1.6 Modeling Binary Evolutions
As discussed in the previous section, accurate theoretical models of the shapes of
gravitational waves produced by astrophysically realistic sources are needed to help
extract signals from modern interferometers. The most important sources for LIGO
are compact binaries formed from neutron stars and black holes. We will discuss
the general scheme for modeling black holes binaries here, although much of the
scheme also applies to NS-NS and NS-BH binaries. Initially the two black holes are
produced with a fairly large separation and so the binary will radiate weak GWs and
the BHs will slowly spiral into one another (PSR B1913+16 is an example of a NS-NS
system currently in this slow inspiral phase). Over time the separation will decrease,
the binary will radiate more powerfully, and the BHs will inspiral more quickly. This
progresses to the late inspiral, where the orbital parameters are changing considerably
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each period, which quickly leads to the plunge (near the Innermost Stable Circular
Orbit (ISCO) point for a single BH) and merger of the BHs. The final resultant BH
then quickly finishes radiating GWs during the ringdown phase and settles into its
stationary state. These three phases of a binary evolution – the early to mid inspiral
phase, the late inspiral, plunge and merger phase, and the final ringdown phase –
require different theoretical methods to be accurately modeled.
The early inspiral phase is best investigated by post-Newtonian methods. As
before for the study of gravitational waves, the metric is perturbatively split into
a flat background ηµν and successive corrections
(n)hµν . It is not obvious that this
perturbative technique is valid for the motions of black holes, the quintessential strong
field objects. It is valid because general relativity obeys the Strong Equivalence
Principle (SEP). In general relativity one always has the freedom to pick a local
reference frame such that the black holes are in free fall. This thus means that the
black holes move on geodesics of the background spacetime, just as a test body would.
This is demonstrated by the successful use of post-Newtonian techniques to model
the slow inspiral of binary pulsar PSR B1913+16, where, despite the strong gravity of
the neutron stars the adherence to the SEP allows the motion to be treated as point
like. We will use post-Newtonian techniques to verify the results of our numerical
simulation of the late inspiral of a Nordstro¨m binary. In the next chapter we discuss
the first order post-Newtonian corrections to the Keplerian motion of a Nordstro¨m
binary. In chapter 4 we then calculate the energy and angular momentum radiated
by a Nordstro¨m Binary.
The late inspiral, plunge and merger of a BH binary is perhaps the most important
phase of the evolution. The strongest gravitational waves are produced during this
phase, and they are in the sweet spot of the ground based detectors (see [73], [74],
[75]). It is also one of the most interesting phases, with many strong field effects
present, and thus also one of the hardest to model. The post-Newtonian perturbative
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expansion fails to converge due to these strong fields effects. This necessitates the
use of full numerical relativity to model the evolution of the spacetime. Developing
numerical techniques to model the late inspiral of a binary system is the goal of this
thesis. An overview of numerical relativity techniques is given in a later chapter,
and the results of our numerical investigation are given in chapter 5. By checking
our results against post-Newtonian calculations (where both are in their domain of
validity) we find that our techniques allow for long and stable binary evolutions of
the late inspiral leading up to the plunge and merger of the bodies.
After the black holes have merged, forming a common event horizon, the rest of the
evolution can again be modeled with perturbative techniques. In this case however,
the background metric which the perturbations are expanded around is the isolated
Schwarzschild or Kerr black hole metric instead of the flat space metric. One can show
that during this ringdown phase that gravitational waves exponentially diminish the
perturbations, leaving behind a stationary black hole [76],[77].
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Chapter 2
Post-Newtonian Calculations
2.1 Introduction
Einstein’s equations are a complex set of coupled nonlinear second order partial
differential equations. They are thus very hard to solve analytically, and analytic
solutions only exist for scenarios with a high amount of symmetry. A standard line
of attack in math and physics for solving systems like this is to make a simplifying
assumption that allows for a perturbative expansion to be used. In the case of general
relativity we assume that the metric is close to being Lorentzian, and then solve for
the weak field perturbations to the metric caused by the presence of matter (although
expansion about other background metrics can also be useful, for instance calculating
corrections to a black hole spacetime). As noted in the Introduction, the first level of
the expansion gives Newtonian theory, as it must. A post-Newtonian analysis then
continues the expansion and calculates the higher order effects.
In addition to making a weak field assumption, traditional post-Newtonian calcu-
lations also assume slow motion, with the velocity v of the objects being much less
than the speed of light: v ¿ 1 (having set c = G = 1). This is the case when the mo-
tion is generated by the weak fields: v2 ∼M/d (for a system of mass M and average
separation d). We thus use powers of v as the expansion parameter, with Newtonian
theory coming in at order v2, the first post-Newtonian (1PN) level corrections ap-
pearing at order v4 (no terms of order v3 appear), and in general the nPN corrections
give the v2+2n order components of the metric (for instance radiation reaction effects
enter at 2.5PN order, or at v7).
The first calculation of post-Newtonian effects was performed by Einstein in the
same year as the discovery of general relativity: he gave an explanation of the anoma-
lous precession of the perihelion of Mercury [78]. Other early post-Newtonian cal-
culations include Lorentz and Droste [79], and Einstein, Infeld, and Hoffmann’s fa-
mous treatment: [80]. Later Chandrasekhar and his colleagues worked out the post-
Newtonian equations of motion for massive fluid bodies (instead of approximating
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each body as a point mass and then considering its effect on its neighbors): [81], [82],
[83], [84].
Chandrasekhars fluid body 2.5PN calculation [84] gives the same rate of energy
loss due to gravitational waves as the point body versions of the calculation (such as
Peters and Mathews [85], [86]). This is thus corroborating evidence for the Strong
Equivalence Principle in general relativity. Recent research continues to uphold the
SEP for general relativity, see e.g.: [87].
Nordstro¨m’s 2nd theory forms the laboratory in which we will develop our tech-
niques for numerical relativity. In order to check the accuracy of our techniques we
need precise predictions for the character and evolution of binary orbits in Nord-
stro¨m’s theory. We thus develop a post-Newtonian analysis for Nordstro¨m’s theory.
The analytic expressions for the post-Newtonian fields are additionally useful in that
they can also be integrated up numerically and thus compared with the fields pro-
duced by the primary numerical code. In the first section we calculate the changes
to a Keplerian Nordstro¨m binary due to 1PN effects. In the following section we
calculate the decay of a Nordstro¨m binary due to radiation reaction.
2.2 Conserved Density
Before we delve into the details of the post-Newtonian analysis, it is first helpful to
define the conserved density ρ∗. We first note that the contracted covariant derivative
of a vector can be written without connection coefficients:
Aµ;µ = (−g)−1/2[(−g)1/2Aµ],µ (2.1)
In flat space we have conservation of rest mass given by (ρuµ),µ, where ρ is the rest
mass density (thus equal to m0n with n particles in a small volume element dV , each
with rest mass m0), and u
µ is the four-velocity. This becomes (ρuµ);µ in a curved
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spacetime by following the ”comma-goes-to-semicolon” rule.
We can then follow Will [88] and use (2.1) to define a conserved density:
ρ∗ = ρ
√−gu0 (2.2)
We can show that the conserved density has an ”Eulerian” continuity equation:
∂tρ
∗ = −∂i(ρ∗vi) (2.3)
The lack of connection coefficients lets us construct the general equation:
d
dt
∫
V
ρ∗fd3x =
∫
V
ρ∗
df
dt
d3x (2.4)
with the special case of f = 1 giving the total rest mass of the system:
m =
∫
V
ρ∗d3x,
dm
dt
= 0 (2.5)
The useful properties of ρ∗ will later appear repeatedly.
For instance, one can define a center of mass for the a’th body to be:
xa =
1
ma
∫
a
ρ∗xd3x (2.6)
We then apply equation (4.40) two times to find that the acceleration aa of the center
of mass is equal to the weighted sum of the local coordinate accelerations:
dvja
dt
=
1
ma
∫
a
ρ∗
dvj
dt
d3x (2.7)
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2.3 Geodesic Motion to 1PN
We now turn to the issue of constructing a 1PN version of the metric for Nord-
stro¨m’s theory. We first consider the geodesic motion of a test body in order to
determine how far different metric components need to be expanded. We begin with
the equation for geodesic motion:
duα
dτ
= −Γαβγuβuγ (2.8)
We can then transform the proper time τ derivatives to those in terms of the coordi-
nate time t:
d2xi
dt2
= −Γiβγvβvγ + vi
[
Γ0µνv
µvν
]
(2.9)
with v0 = 1.
To Newtonian order we only need −Γi00 = −∂iΦ ∼ v2/d. To go out to 1PN we
thus need to compute Γi00 to ∼ v4/d, and, by examining (2.9) we see that in general
we need:
Γi00 ∼ v4/d; Γi0j ∼ v3/d; Γijk ∼ v2/d; (2.10)
Γ000 ∼ v3/d; Γ00j ∼ v2/d; Γ0jk ∼ v/d
For compactness the power of v that these correspond to will be indicated by a leading
superscript, so that the Newtonian component of Γi00 is
2Γi00, the 1PN of Γ
i
00 is
4Γi00
and so forth.
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The components of the metric are then expected to be:
g00 = −1 + 2h00 + 4h00 + ... (2.11)
g0i =
3h0i +
5h0i + ... (2.12)
gij = δij +
2hij +
4hij + ... (2.13)
By using gαβgβγ = δ
α
γ we find for the raised indices metric, component by component,
2h00 = −2h00 (2.14)
4h00 = −4h00 − (2h00)2 (2.15)
3h0i = 3h0i (2.16)
5h0i = 5h0i − 2h003h0i − 3h0j2hji (2.17)
2hij = −2hij (2.18)
4hij = −4hij + 2hik2hkj (2.19)
Plugging these into
Γµαβ =
1
2
gµν [∂βgνα + ∂αgβν − ∂νgαβ] (2.20)
and keeping terms out to level specified in (2.10) tells us that we need to evaluate the
following terms in the metric:
2h00;
4h00;
3h0i;
2hij (2.21)
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2.4 Nordstro¨m’s Post Newtonian Parameters
We now need to evaluate the metric components to the order given in (2.21) for
Nordstro¨m’s 2nd theory. The main equations for this theory are given by:
gµν = (1 + ϕ)
2ηµν (2.22)
and
R = 24piT (2.23)
Equation (2.23) can be expanded by computing the Ricci scalar of (2.22) and by
taking the trace of the perfect fluid stress energy tensor:
T µν = (ρ+ ρε+ p/ρ)uµuν + pgµν (2.24)
where ρ is the rest mass density, ε is the internal energy, p is the pressure, and uµ
is the four velocity. For future reference we note that the internal energy ε and p/ρ
are both the same order of magnitude as the square of the characteristic velocity:
ε ∼ p/ρ ∼ v2. We find:
ϕ = 4pi(1 + ϕ)3(ρ(1 + ε)− 3p) (2.25)
First consider (2.25). Split ϕ into pieces that go as the second and fourth powers
of the velocity ϕ = ϕ(2)+ϕ(4) (we don’t consider higher order corrections). Equation
(2.25) then splits into
∇2ϕ(2) = 4piρ (2.26)
and
−∂2t ϕ(2) +∇2ϕ(4) = 4pi(3ϕ(2)ρ+ ρε− 3P ) (2.27)
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Equation (2.26) has the solution
ϕ(2) = −
∫
V
ρ(x′, t)
|x− x′|d
3x′ = −U (2.28)
where we use Will’s definition of Newtonian gravitational potential U .
To solve equation (2.27) first introduce the superpotential χ:
χ = −
∫
V
ρ(x′, t)|x− x′|d3x′ (2.29)
the Laplacian of which is related to U :
∇2χ = −2U (2.30)
We thus find a solution for ϕ(4):
ϕ(4) =
1
2
∂2t χ+ 3Φ2 − Φ3 + 3Φ4 (2.31)
where
Φ2 =
∫
ρ′U ′
|x− x′|d
3x′ (2.32)
Φ3 =
∫
ρ′Π′
|x− x′|d
3x′ (2.33)
Φ4 =
∫
p′
|x− x′|d
3x′ (2.34)
We can also expand out ∂2t χ:
∂2t χ = A+B − Φ1 (2.35)
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where
A =
∫
ρ′
|x− x′|3 (v
′ · (x− x′))2d3x′ (2.36)
B =
∫
ρ′
|x− x′|(x− x
′) · dv
′
dt
d3x′ (2.37)
Φ1 =
∫
ρ′v′2
|x− x′|d
3x′ (2.38)
We use these pieces to evaluate (2.22) to 1PN order. We find:
g00 = −1 + 2U − U2 − A−B + Φ1 (2.39)
−6Φ2 + 2Φ3 − 6Φ4
g0i = 0 (2.40)
gij = δij(1− 2U) (2.41)
If we follow Will and transform into the Standard Post Newtonian gauge (with λ1 =
−1/2 and λ2 = 0), we find:
g00 = −1 + 2U − U2 − 6Φ2 + 2Φ3 − 6Φ4 (2.42)
g0i = gi0 = 1/2(Vi −Wi) (2.43)
gij = δij(1− 2U) (2.44)
where Vi and Wi are defined to be:
Vi =
∫
ρ′v′i
|x− x′|d
3x′ (2.45)
Wi =
∫
ρ′v′ · (x− x′)(x− x′)i
|x− x′|3 d
3x′ (2.46)
By comparing to the PPN metric in [88] we find that Nordstro¨m’s theory has post-
Newtonian parameters γ = −1, β = 1/2 and all others are zero: ξ = α1 = α2 = α3 =
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Figure 2.1: Diagram of the 1PN fields as generated by the main program (in spherical
coordinates).
ζ1 = ζ2 = ζ3 = ζ4 = 0.
A side bonus of calculating the functional form of the 1PN fields is that they can
also be integrated numerically and compared to the fields generated in the primary
code. Figure (2.1) shows the primary codes’ numerical solution for the scalar field
ϕ in an equatorial slice near the star (having already subtracted off the Newtonian
fields in order to emphasize the 1PN fields, although higher terms are carried along
as well). Figure (2.2) shows the 1PN fields as directly integrated in equation (2.31)
for a binary set up in the same fashion. This provides another check that the primary
code is solving for ϕ accurately.
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Figure 2.2: Diagram of the 1PN fields given by directly integrating equation (2.31).
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2.5 Connection Coefficients
With the metric now in hand we can compute all of the connection coefficients
needed as given in equation (2.10). We find:
2Γi00 = −∂iU (2.47)
4Γi00 = −U∂iU + 3∂iΦ2 − ∂iΦ3 + 3∂iΦ4 (2.48)
+(1/2)∂t(Vi −Wi)
3Γi0j = −δij∂tU (2.49)
2Γijk = −δij∂kU − δik∂jU + δjk∂iU (2.50)
3Γ000 = −∂tU (2.51)
2Γ00j = −∂jU (2.52)
1Γ0jk = 0 (2.53)
Note that
3Γi0j = −δij∂tU (2.54)
since V[i,j] −W[i,j] = 0
2.6 Acceleration Volume Integrals
In the previous subsection on the conserved density ρ∗ we derived a quick expres-
sion for the acceleration of the center of mass (2.7). As we will see later, at lowest order
the acceleration of star a is given by Newtonian inverse square law: x¨a = −mb/d2,
where mb is the gravitational mass of star b, which is the same as its inertial mass
(for theories that follow the SEP). To 1PN order the gravitational mass is given by:
mb =
∫
b
ρ∗(1 + (1/2)v¯2 − (1/2)U¯ +Π)d3x (2.55)
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with v¯ = v−vb(0) being the relative velocity with respect to the velocity of the center
of mass vb(0):
vb(0) =
∫
b
ρ∗vd3x (2.56)
and U¯ is the self gravitational field:
U¯ =
∫
b
ρ(x′, t)|x− x′|−1d3x′ (2.57)
In general for star a, ma is conserved (dma/dt = 0) since:
∫
a
ρ∗
d
dt
(1 + (1/2)v¯2 − (1/2)U¯ +Π)d3x = 0 (2.58)
Will uses the gravitational mass density instead of the conserved mass density to
define a center of mass:
xa = m
−1
a
∫
a
ρ∗(1 + (1/2)v¯2 − (1/2)U¯ +Π)xd3x (2.59)
Taking the time derivative of this gives the velocity of the center of mass:
va = m
−1
a
∫
a
ρ∗(1 + (1/2)v¯2 − (1/2)U¯ +Π)vd3x (2.60)
+m−1a
∫
a
pv¯ − (1/2)ρ∗W¯d3x
with
W¯i =
∫
a
ρ′
v¯′ · (x− x′)(xi − x′i)
|x− x′|3 (2.61)
since
−m−1a
∫
a
xi∂j(pv¯
j)d3x = m−1a
∫
a
pv¯id3x (2.62)
and
m−1a
∫
a
ρ∗(vj∂jU − ∂tU)xid3x = −m−1a
∫
a
ρ∗W¯id3x (2.63)
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By taking one more time derivative we find the acceleration of the center of mass
aa = dva/dt:
aa = m
−1
a
∫
a
ρ∗(1 + (1/2)v¯2 − (1/2)U¯ +Π)dv
dt
d3x (2.64)
+m−1a
[
vja
∫
a
p,jv¯d
3x+
∫
a
[p,0v¯ − (p/ρ∗)∇p]d3x
]
+m−1a
[
−1
2
d
dt
∫
a
ρ∗W¯d3x+
1
2
Ta − 1
2
T ∗a + Pa
]
with
T ja =
∫
a
ρ∗ρ∗′v¯′jv¯′ · (x− x′)
|x− x′|3 d
3xd3x′ (2.65)
and
T ∗ja =
∫
a
ρ∗ρ∗′v¯jv¯′ · (x− x′)
|x− x′|3 d
3xd3x′ (2.66)
and
Pja =
∫
a
ρ∗p′(x− x′)j
|x− x′|3 d
3xd3x′ = −
∫
a
ρ∗Φ4a,jd3x (2.67)
Will then uses this expression to derive the acceleration of a fluid body to first
post-Newtonian order (see [88]). However we will make use of the hydro-without-
hydro approximation (see [89]), which simplifies or eliminates many of these terms.
In fact the same final acceleration is found by integrating over the conserved density
ρ∗ as in (2.7), so we will use this simpler and equivalent equation.
2.7 Expanding T µν ;ν = 0
We now need to derive an expression, accurate to 1PN, for the local coordinate
acceleration that a fluid element undergoes. We find this by expanding the divergence
of the stress-energy tensor T µν ;ν = 0, and acting on it with the projection operator
Qαµ = u
αuµ + δ
α
µ . We find that
QjµT
µν
;ν = 0 (2.68)
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reduces to:
ρhuνuj ;ν +Q
jνp,ν = 0 (2.69)
where h is the enthalpy: h = 1 + ε + p/ρ. We can then expand this, solving for the
local coordinate acceleration, and get:
ρ∗
dvj
dt
= −ρ∗Γjαβvαvβ − (u0)−1ρ∗vj
du0
dt
(2.70)
−(u0)−2 ρ
∗
ρh
Qjνp,ν
We now go through (2.70) and keep only the terms that contribute to the 1PN
acceleration. We first examine:
−ρ∗Γjαβvαvβ = −ρ∗[2Γj00 + 4Γj00] (2.71)
−ρ∗[23Γjk0vk + 2Γjklvkvl]
The first term on the Right Hand Side (RHS) gives:
−ρ∗[2Γj00 + 4Γj00] = ρ∗[U,j + UU,j − 3Φ2,j (2.72)
+Φ3,j − 3Φ4,j − (1/2)(Vj −Wj),0]
while the second term on the RHS becomes
−ρ∗[23Γjk0vk + 2Γjklvkvl] = ρ∗
[
2vj
dU
dt
− v2U,j
]
(2.73)
to 1PN order.
With u0 = 1+(1/2)v2+U+O(v4) the second term on the RHS of (2.70) becomes:
−(u0)−1ρ∗vj du
0
dt
= −ρ∗vj
[
vk
dvk
dt
+
dU
dt
]
(2.74)
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We then combine equations (2.73) and (2.74), and use dvk/dt = U,k − (1/ρ)p,k and
dU/dt = U,t + v
kU,k to get:
−ρ∗[23Γjk0vk + 2Γjklvkvl]− (u0)−1ρ∗vj
du0
dt
(2.75)
= ρ∗[vjU,0 − v2Uj + vjvkp,k]
Finally we have:
− 1
(u0)2
ρ∗
ρh
Qjνp,ν = − ρ
∗
ρh
[vjp,0 + v
jvkp,k] (2.76)
− 1
(u0)2
ρ∗
ρh
[gj0p,0 + g
jkp,k]
Dropping terms smaller than O(v4) we find:
−1
(u0)2
ρ∗
ρh
Qjνp,ν = −[vjp,0 + vjvkp,k] (2.77)
+(−1 + (1/2)v2 + 3U +Π+ p/ρ)p,j
The two vjvkp,k terms cancel.
After canceling out all of the relevant terms we find that T µν;ν = 0 reduces to:
ρ∗
dvj
dt
= ρ∗U,j[1− v2 + U ] (2.78)
+p,j(−1 + 3U + 1
2
v2 +Π+ p/ρ∗)
−1
2
ρ∗(V j −W j),0 + vj(ρ∗U,0 − p,0)
+ρ∗[−3Φ2,j + Φ3,j − 3Φ4,j]
This is essentially the same expression given in Will’s book (6.29 - filling in β = 1/2
and γ = −1), although note that two 3pU,j terms from the equation in Will’s book
have also already been canceled.
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2.8 1PN Acceleration
We now have almost all of the pieces we need to crank through the calculation
and find the acceleration to 1PN. First we need to find the time derivatives of Vi and
Wi. Expanding out we get:
∂tVi =
∫
[∂tρ(x
′, t)]v′i
|x− x′| d
3x′ +
∫
ρ′[∂tvi(x′, t)]
|x− x′| d
3x′ (2.79)
We use the continuity equation ∂tρ = −∂j(vjρ), and then integration by parts to
transform the first integral:
∫
[∂tρ
′]v′i
|x− x′|d
3x′ =
∫
ρ′v′j
∂
∂x′j
[
v′i
|x− x′|
]
d3x′ (2.80)
We thus find for Vi:
∂tVi =
∫
ρ′
|x− x′|
dv′i
dt
d3x′ +
∫
ρ′v′iv
′ · (x− x′)
|x− x′|3 d
3x′ (2.81)
Likewise for Wi we have:
∂tWi =
∫
ρ′(xi − x′i)
|x− x′|3 (x− x
′) · dv
′
dt
d3x′ (2.82)
+
∫
ρ′v′jv′k
∂
∂x′k
[
(xi − x′i)(xj − x′j)
|x− x′|3
]
d3x′
Distributing the derivatives we get the final expression for Wi:
∂tWi =
∫
ρ′(xi − x′i)
|x− x′|3 (x− x
′) · dv
′
dt
d3x′ (2.83)
−
∫
ρ′v′ · (x− x′)v′i
|x− x′|3 d
3x′ −
∫
ρ′v′2(xi − x′i)
|x− x′|3 d
3x′
+3
∫
ρ′[v′ · (x− x′)]2(xi − x′i)
|x− x′|5 d
3x′
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Let’s convert all the ρ terms to ρ∗ terms in (2.78). We have ρ = ρ∗(1−(1/2)v2+3U)
to 1PN order – we will swap this into the first term ρ∗U,j, and directly substitute ρ∗
for ρ in all of the other order v4 post-Newtonian terms. We get:
U∗ =
∫
a
ρ∗′
|x− x′|d
3x′ +
∫
b
ρ∗′
|x− x′|d
3x′ = U∗a + U
∗
b (2.84)
And
U = U∗ − (1/2)Φ1 + 3Φ2 (2.85)
We won’t bother adding an asterisk to all the other terms (such as V j), but they are
now understood to be integrals over ρ∗.
For our present purposes we wish to show that Nordstro¨m’s theory has no lowest
order Nordtvedt effect, so we will make the simplifying assumption that we are in
circular orbit, so that v · (x− x′) ∼ 0. We will state the more general case valid for
eccentric orbits at the end. We will also make the objects irrotational so that v¯ = 0.
V j and W j then simplify to:
∂tV
j =
∫
ρ∗′
|x− x′|
dv′j
dt
d3x′ (2.86)
∂tW
j =
∫
ρ∗′(x− x′)j
|x− x′|3 (x− x
′) · dv
′
dt
d3x′ + Φ1,j (2.87)
The (1/2)Φ1,j terms from the W
j
,t and ρ
∗U,j terms cancel, as do the two 3Φ2,j terms.
Let’s now substitute out dvj/dt in (2.86) and (2.87). To the order we are consid-
ering we can use the Newtonian solution and thus we have dvj/dt = U,j − (1/ρ)p,j.
In the region of star a we can split this up into:
dvj/dt = U∗b,j (2.88)
p,j = ρ
∗U∗a,j (2.89)
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to order v2. In other words, the local potential field Ua is balanced by the pressure,
and the acceleration is due to the field from the b star: Ub. V
j
,t thus becomes:
∂tV
j =
∫
a
ρ∗′
|x− x′|U
∗
b
′
,jd
3x′ +
∫
b
ρ∗′
|x− x′|U
∗
a
′
,jd
3x′ (2.90)
We will then integrate this over the volume of the a star: −(1/2) ∫
a
ρ∗∂tV jd3x, and
for a large separation the b integral in ∂tV
j will drop out, leaving:
−1
2
∫
a
ρ∗∂tV jd3x = −1
2
∫
a
ρ∗
∫
a
ρ∗′
|x− x′|U
∗
b
′
,jd
3x′d3x (2.91)
For large separations, U∗b ,j will be about constant in the volume of a, and can thus
be moved through the d3x′ integral, giving:
−1
2
∫
a
ρ∗∂tV jd3x = −1
2
∫
a
ρ∗U∗aU
∗
b ,jd
3x (2.92)
Likewise W j,t becomes (having already canceled the (1/2)Φ1,j term...):
W j,t = U
∗
b ,j
∫
a
ρ∗′((x− x′)j)2
|x− x′|3 d
3x′ =
1
3
U∗b ,jU
∗
a (2.93)
Thus
1
2
∫
a
ρ∗∂tW jd3x =
1
6
∫
a
ρ∗U∗aU
∗
b ,jd
3x (2.94)
Let’s next address the p,j(−1 + 3U∗ + (1/2)v2 +Π+ p/ρ∗) term in equation (70).
Use p,j = ρ
∗U∗a,j and the only term that survives is:
∫
a
p,j3U
∗
b d
3x = 3
∫
a
ρ∗U∗a,jU
∗
b d
3x (2.95)
This is derived assuming that the separation is sufficient that tidal forces are not in
play, and thus p,j is antisymmetric in volume a, while all the other fields except for
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U∗b are symmetric in a, and thus all integrate up to zero. We can switch the derivative
on U∗a onto U
∗
b and thus pick up a numerical factor of −1/6:
∫
a
p,j3U
∗
b d
3x = −1
2
∫
a
ρ∗U∗aU
∗
b,jd
3x (2.96)
Next we address the ρ∗Φ3,j term in equation (70). We have
Φ3 =
∫
a
ρ∗′Π′
|x− x′|d
3x′ +
∫
b
ρ∗′Π′
|x− x′|d
3x′ = Φ3a + Φ3b (2.97)
The integral over a is antisymmetric so only ρ∗Φ3b,j remains (this leads to a final
term).
Next we have −3ρ∗Φ4,j = −3ρ∗Φ4a,j − 3ρ∗Φ4b,j, where again only the Φ4b term
survives. We have:
Φ4b,j =
∂
∂xj
∫
b
p′
|x− x′|d
3x′ =
∫
b
1
|x− x′|
∂p′
∂xj ′
d3x′ (2.98)
Thus:
−3
∫
a
ρ∗Φ4b,jd3x = −3
∫
a
ρ∗
∫
b
1
|x− x′|ρ
∗′U∗b
′
,jd
3x′d3x (2.99)
= −3
∫
b
U∗a
′ρ∗′U∗b
′
,jd
3x′ =
1
2
∫
b
U∗a,j
′ρ∗′U∗b
′d3x′
The −ρ∗U∗,jv2 is essentially already a final term, becoming −
∫
a
ρ∗U∗b,jv
2d3x. This
leaves finally the ρ∗U∗,jU
∗ term. We have:
∫
a
ρ∗U∗,jU
∗d3x =
∫
a
ρ∗U∗a,jU
∗
b d
3x (2.100)
+
∫
a
ρ∗U∗b,jU
∗
ad
3x+
∫
a
ρ∗U∗b,jU
∗
b d
3x
The first term on the RHS is canceled by the (1/2)W j,t term and the second term is can-
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celed by the combination of the−(1/2)V j,t and 3p,jU terms, leaving only
∫
a
ρ∗U∗b,jU
∗
b d
3x.
The terms we are left with are:
m−1a
∫
a
ρ∗(1− (1/2)U¯ +Π)U∗b,jd3x (2.101)
m−1a
∫
a
ρ∗Φ∗3b,jd
3x (2.102)
m−1a
1
2
∫
b
U∗a,j
′ρ∗′U∗b
′d3x′ (2.103)
m−1a
∫
a
ρ∗U∗b,jU
∗
b d
3x (2.104)
−m−1a
∫
a
ρ∗U∗b,jv
2d3x (2.105)
For large separations terms like U∗b,j will essentially be constant in the volume of
the a star and can be pulled through the integrals. Everything combines to give an
acceleration of:
aja = mb
−xjab
(rab)3
[
1 +
mb
rab
− v2a
]
(2.106)
There is thus no Nordtvedt effect as star a accelerates with respect to the mb mass
(modulated by the n-body effects mb/rab and −v2a)
In general when the orbits are eccentric (to lowest order) we can’t make the
simplifying assumption v · xab ∼ 0. If the binary is instantaneously oriented such the
separation vector xab is aligned along the xˆ axis, with most of the velocity in the yˆ
direction, then we can solve for the acceleration in the xˆ direction:
x¨a = −Mb
d2
(
1 +
Mb
d
− v2a −
3
2
(vxb )
2 − (vxa − vxb )vxb
)
(2.107)
and yˆ direction:
y¨a =
Mb(v
y
a − vyb )vxb
d2
(2.108)
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Figure 2.3: Diagram of a binaries precession in both Nordstro¨m’s theory and general
relativity
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The primary effect of these 1PN corrections is to give rise to a precession of binary
orbit. The precession is −1/6 of the rate found for general relativity (see [88]):
∆ω˜ = −piM
d
(2.109)
An example of the precession of a tight binary for both Nordstro¨m’s theory and
general relativity is given in figure (2.3). As we later see however, (2.109) is only
valid for Nordstrom’s in the limit that the stars are not compact. For compact stars
there are deviations from (2.109) even at large separations since Nordstro¨m’s theory
violates the Strong Equivalence Principle at 2PN and higher orders (as most likely
all metric theories do other than general relativity). Nordstro¨m’s theory is somewhat
special among alternative theories of gravitation in that it doesn’t violate the SEP at
1PN order order and thus does not give rise to Nordtvedt effects at that order.
2.9 Energy Loss Due to GWs in GR
In chapter 4 we calculate the energy and angular momentum radiated by a binary
in Nordstro¨m’s theory. This radiation causes the binary to inspiral much in the same
way as binaries do in general relativity. We thus give here the classical derivation
of gravitational wave radiation in general relativity, as we will use it for guidance in
reproducing the calculation in Nordstro¨m’s theory.
In order to compute the energy loss due to gravitational waves in a radiating
system we first need an expression for the energy of the gravitational wave. We will
use Isaacson’s shortwave formalism as described in MTW [11]. The waves are assumed
to be propagating in a vacuum background spacetime that has a typical curvature of
<. Since the waves are a perturbation on the background, we have that the amplitude
of the wave A is much less than the average magnitude of the metric: A¿ 1, and the
wavelength λ is much shorter than the background curvature: λ ¿ <. The general
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metric can then be split up into a background metric g(B) and a perturbation h:
gµν = g
(B)
µν + hµν (2.110)
The Ricci tensor then splits into:
Rµν = R
(B)
µν +R
(1)
µν (h) +R
(2)
µν (h) (2.111)
with R(1) of order A/λ2, R(2) of order A2/λ2, and R(B) as yet undetermined. In
vacuum we have Rµν = 0 which must cancel order-by-order in A. If we assume that
the background curvature R(B) is due to the energy of the gravitational waves, then
it will higher order in A than R(1), thus giving:
R(1)µν (h) = 0 (2.112)
and
R(B)µν + 〈R(2)µν (h)〉 = 0 (2.113)
Equation (2.112) gives the equations of motion for the perturbation hµν . Equation
(2.113) can be rewritten by constructing a stress energy tensor from the gravitational
waves:
G(B)µν ≡ R(B)µν −
1
2
R(B)g(B)µν = 8piT
(GW )
µν (2.114)
with
T (GW )µν = −
1
8pi
[
〈R(2)µν (h)〉 −
1
2
g(B)µν 〈R(2)(h)〉
]
(2.115)
Further calculations can reduce T
(GW )
µν into the following form:
T (GW )µν =
1
32pi
〈h¯TTij,µh¯TTij,ν〉 (2.116)
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which is generally what we would expect for the energy, i.e. the square of the first
derivatives of the potential, just as for electromagnetic fields (the brackets indicate
averaging over several wavelengths, since the energy can not be localized precisely).
T
(GW )
µν also obeys
T (GW )µν,ν = 0 (2.117)
so if we integrate equation (2.116) over the volume of a sphere, and apply the diver-
gence theorem we get:
∫
T
(GW )
00,0 d
3x =
dE
dt
=
∫
T
(GW )
0i,i d
3x =
∫
T
(GW )
0i n
idS (2.118)
The perturbations h are waves so one can convert a spatial derivative to one in time:
h¯µν,i = −nih¯µν,0 (with ni2 = 1) thus transforming (2.118) into
dE
dt
= −
∫
T
(GW )
00 r
2dΩ (2.119)
We now need to determine the form of the waves h¯TTij , which will be generated
by some matter source. By going through the discussion given in the Introduction
section on gravitational waves we find:
h¯µν = −16pi(Tµν + tµν) (2.120)
where Tµν is the stress energy tensor for the matter, while tµν is a re-expression of
R
(2)
µν (h) (this source is called Xµν in Peters [86]). The solution to this is given by:
h¯µν(t, xj) = 4
∫
[T µν + tµν ]ret
|x− x′| d
3x′ (2.121)
where the subscript ”ret” indicates it is to be evaluated at the retarded time t′ =
t− |x − x′|. For the observation point at x much larger than the spatial integration
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variable x′: |x| >> |x′| 1/|x − x′| can be sufficiently approximated by 1/r. The
dependence of T µν on t′ can be expanded out by using:
T µν(t− |x− x′|, x′j) =
∞∑
n=0
1
n!
[
∂n
∂tn
T µν(t− r, x′j)
]
(r − |x− x′|)n (2.122)
and the expansion for (r − |x− x′|) is
r − |x− x′| = xj x
′j
r
+
1
2
xjxk
r
(
x′jx′k − r′2δjk
r2
) + ... (2.123)
where we will only keep the leading term. A similar expansion is performed for tµν .
For brevity, set T µν + tµν = Sµν . We find:
h¯µν(t, x) =
4
r
∫
[Sµν + (∂tS
µν)
xj
r
x′j
+(∂2t S
µν)
xjxk
r2
x′jx′k + ...]d3x′ (2.124)
which is reorganized into:
h¯µν(t, x) =
4
r
[∫
Sµνd3x′ +
xj
r
∂t
∫
Sµνx′jd3x′
]
+
4
r
[
xjxk
r2
∂2t
∫
Sµνx′jx′kd3x′
]
(2.125)
The dominate term in this expansion is 4/r
∫
Sijd3x′, so dropping the higher order
terms we are left with
h¯ij(t, x) =
4
r
∫
Sijd3x′ (2.126)
We need to convert (2.126) into a more useful form. Given that the divergence of
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the source is zero we can find:
Sµν,ν = 0→ S00,00 = −S0l,l0 = +Sml,ml (2.127)
and thus
[S00xjxk],00 = S
00
,00x
jxk = Sml,mlx
jxk (2.128)
since ∂xj/∂x0 = δj0 = 0. Likewise we can find:
[Smlxjxk],ml = S
ml
,mlx
jxk + 2[Smjxk + Smkxj],m − 2Sjk (2.129)
Therefore the term
∫
Sijd3x′ in equation (2.126) can be expressed as:
∫
Sijd3x′ =
1
2
(d2Ijk/dt
2) (2.130)
with
Ijk(t) =
∫
S00x′jx′kd3x′ (2.131)
We thus have for hij (resuming bar notation...):
h¯ij(t, x) =
2
r
d2Ijk(t− r)
dt2
(2.132)
We now want to extract the transverse traceless component, h¯TTjk . We first put Ijk in
traceless form with I˜jk = Ijk − 1/3δjkIll. The projection operators:
Plm = δlm − nlnm;nl = xl/r (2.133)
can then be used to place it in transverse traceless form:
I˜TTjk = PjlI˜lmPmk −
1
2
Pjk(PlmI˜lm) (2.134)
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We now have:
h¯TTij (t, x) =
2
r
d2I˜TTij (t− r)
dt2
(2.135)
We will need the square of I˜TTij :
(I˜TTij )
2 = PikI˜klPljPimI˜mnPnj − 1
2
PikI˜klPljPij(PmnI˜mn)
−1
2
PimI˜mnPnjPij(PklI˜kl) +
1
4
Pij(PklI˜kl)Pij(PmnI˜mn) (2.136)
Pij has the properties:
PijPjk = Pik; Pijnj = 0; Pii = 2 (2.137)
The first term in (2.136) becomes:
PkmPnlI˜klI˜mn = I˜
2
nk − 2nlnnI˜nkI˜kl + nknlnmnnI˜klI˜mn (2.138)
Likewise the next two terms combine to form:
PklPmnI˜klI˜mn = −nknlnmnnI˜klI˜mn (2.139)
and the final terms give:
1
2
PklPmnI˜klI˜mn =
1
2
nknlnmnnI˜klI˜mn (2.140)
We thus transform (2.136) into:
I˜TT2ij = I˜
2
ij − 2ninkI˜ij I˜jk +
1
2
(ninj I˜ij)
2 (2.141)
In order to integrate equation (2.119) over the surface of a sphere, we need the
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identities:
∫
ninjdΩ =
4pi
3
δij;
∫
ninjnknldΩ =
4pi
15
[δijδ
k
l + δ
i
kδ
j
l + δ
i
lδ
j
k] (2.142)
We thus find that the energy loss due to gravitational waves goes as the square of the
third time derivative of the quadrupole moment tensor (to leading order - see [11]):
E˙ = − 1
32pi
∫
〈h¯TTij,th¯TTij,t〉r2dΩ
= − 1
8pi
∫
〈∂3t I˜TTij ∂3t I˜TTij 〉dΩ
= −1
5
〈
...
I˜ij
...
I˜ij〉 (2.143)
2.10 Angular Momentum Loss Due to GWs in GR
For a binary in circular orbit the energy loss equation is enough to determine
its secular decay (to lowest order), but if the binary retains some eccentricity then
we also need to calculate the rate at which angular momentum is lost due to the
gravitational waves. Following Peters [86], we can also use equation (2.117) to derive:
dLi
dt
= − d
dt
²ijk
∫
xjS0kdV = −²ijk
∫
xjSkln
lr2dΩ (2.144)
where at large r Sαβ is only composed of tµν , i.e. the products of the derivatives of
the metric perturbation h. We can’t use the tµν evaluated to the same order as before
since this gives:
−²ijk
∫
xjxlxkxm
r3
hαβ,4h¯αβ,4r
2dΩ (2.145)
which equals zero due to the antisymmetry of ²ijk.
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Peters [86] calculates the higher order terms in tµν , giving:
dLi
dt
= − ²ijk
32piG
∫
dΩmxj[hαβ,kh¯αβ,m
−2h¯αβ,kh¯mα,β − 2h¯αβ,mh¯kα,β] (2.146)
He then evaluates the derivatives of h out to order 1/r2:
h¯µν,k = −xk
r
h¯µν,0 − xk
r2
h¯µν
h¯0m,k = −nk
r
h¯0m − nkh¯0m,0 − 1
r
h¯mk +
nmnj
r
h¯jk
h¯00,k = −nk
r
h¯00 − nkh¯00,0 − nknmnq
r
h¯mq
+
nknm
r
h¯om − 1
r
h¯0k +
nm
r
h¯mk (2.147)
Using these expressions we can transform (2.144) into:
dLi
dt
=
²ijk
8pi
∫
dΩ
[
6njnp
d2Qmk
dt2
d3Qmp
dt3
]
+
[
−9njnmnpnq d
2Qmk
dt2
d3Qpq
dt3
+ 4njnm
d2Qmk
dt2
d3Qpp
dt3
]
(2.148)
If we use the same surface integrals introduced in the previous section then this
reduces to (transforming from Q to I¯ notation):
dLi
dt
= −2
5
²ijk〈∂2t I˜mj∂3t I˜mk〉 (2.149)
See [11] for further details.
Equations (2.143) and (2.149) can be evaluated for a binary that is in Keplerian
orbit (to lowest order), with massesm1 andm2 and semi-major axis a and eccentricity
e. The details of this calculation are given in the similar case of Nordstro¨m’s theory in
chapter 4. Peters and Mathews (see [85] and [86]) found the averaged rate of energy
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loss in general relativity is:
〈E˙〉 = −32m
2
1m
2
2(m1 +m2)
5a5(1− e2)7/2
[
1 +
73
24
e2 +
37
96
e4
]
(2.150)
and the rate of angular momentum loss is:
〈L˙z〉 = −32m
2
1m
2
2(m1 +m2)
1/2
5a7/2(1− e2)2
[
1 +
7
8
e2
]
(2.151)
We now have a general framework for calculating the rate of energy and angu-
lar momentum loss in Nordstro¨m’s theory. We first need to construct an energy-
momentum complex that follows a flat space conservation law. In the case of general
relativity we need to build a stress energy pseudotensor tµν,ν which follows t
µν
,ν = 0.
We use this instead of the regular stress energy tensor, since it obeys T µν;ν = 0 which
involves connection coefficients which spoil the conservation laws. For Nordstro¨m’s
theory we use the total stress energy tensor, made available by the flat background
geometry.
The divergence of the appropriate stress energy tensor can be used to express the
rate of loss of energy and momentum on a shell S2 at large radius (in the radiation
zone). This expression will generally depend on the square of the derivatives of the
field. We will then need an expression for the field, which we find by using Green’s
functions which are then split up in a multipole expansion. One needs to determine
the lowest order multipoles that radiate by taking into consideration conservation
laws, and then integrate the field derivative terms over S2, giving the total energy
and angular momentum loss.
One can then apply the derived formulas for a binary in Keplerian orbit. As it
turns out, alternative theories of gravitation don’t necessarily reduce to Keplerian
orbits when the stars are compact due to the presence of Nordtvedt effects. Indeed,
this is one of the main reasons we chose to use Nordstro¨m’s theory, as it has no lowest
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order Nordtvedt effect, and thus even very compact bodies move on Keplerian orbits
to lowest order. Having confirmed this in calculation, we then apply expressions
equivalent to (2.143) and (2.149) (as derived for Nordstro¨m’s theory) to a binary, and
find the rate at which its orbit decays. The functional form we find for the inspiral
is quite similar to the expression we derive in general relativity, differing only in the
constants. This calculation is described in chapter 4.
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Chapter 3
Numerical Relativity
3.1 Introduction
Numerical relativity is a crucial technique for allowing us to understand the con-
sequences of general relativity. It allows us to study the behavior of complex astro-
physical environments, where the lack of symmetry precludes analytic solutions and
the strong gravitational fields prevent the convergence of perturbative techniques.
The field arose in the 1960s and 70s as computers powerful enough to make it
possible became available. Some of the pioneers are Hahn and Lindquist [90], Smarr
[91], Eppley [92] who studied black hole spacetimes, and Wilson [93] who applied
numerical techniques to neutron stars. The field has grown considerably since then,
with discoveries being made in a wide range of sub fields, from critical behavior in
general relativity ([94] [95]), to elucidations of the structure of singularities [96], and
accurate models of colliding neutron stars [97].
We will focus here on applying numerical relativity to the two body problem. It is
first necessary to rewrite Einstein’s equations in a form that can be implemented on
a computer. We use the Arnowitt-Deser-Misner (ADM) decomposition to this end,
as described in the next section. The ADM equations then need to be modified into
a form that gives accurate initial data for a Cauchy evolution, and then configured
to be stable during the evolution. Effective modifications to these ends are described
in the following sections. Many good reviews of numerical relativity are available –
for general reviews see [98], [99], [100], [101], for in depth discussion of initial data
see Cook: [102], methods for numerical hydrodynamics in both special and general
relativity are given in: [103] [104], early binary neutron star coalescence work can
be found in [105], and a review of hyperbolic methods is given by [106]. Note that
numerical relativity is a quickly moving field, and we will discuss recent advancements
such as the moving punctures method which is not included in these reviews.
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3.2 ADM 3+1
The general prescription for numerically solving for the structure of spacetime
was developed by Arnowitt, Deser and Misner (see [107], and also [11], [108], [109],
[110]). In general relativity the structure of spacetime is contained in a 4 dimensional
manifold M which can be described by a metric gµν . Any one metric is not unique,
as one can use many different coordinate systems and metrics to describe the same
spacetime manifold M. One of the advantages of the ADM scheme is that it neatly
compartmentalizes this coordinate freedom. Following the ADM scheme we split the
general 4 dimensional spacetime metric gµν into a stack of 3 dimensional spacelike
hypersurfaces γij and a timelike coordinate vectors n
µ that connects them. This allows
us to numerically simulate the spacetime: we first generate an initial 3 dimensional
spatial hypersurface, subject to some constraints, on a discrete volume grid in the
computer. The geometry of this hypersurface will then be evolved forward in time.
The 3 dimensional hypersurface slices need to be spacelike – so that two events
on any of the slices will have a spacelike separation: ds2 > 0. Each slice will thus be
labeled by a time parameter t, and the collection of slices {Σt} is a foliation of the
spacetime. The distance from one slice Σt to a nearby slice Σt+dt is described by the
one form Ω = dt, with the norm length defined as:
‖Ω‖2 ≡ gµνΩµΩν ≡ −α−2 (3.1)
The positive function α is the lapse, and encapsulates one of the four coordinate
degrees of freedom. It can then be used to define a unit-normalized one form nµ
nµ = −αΩµ (3.2)
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which can then be used to define a spatial projection operator:
⊥µν ≡ δµν + nµnν (3.3)
In general a four-dimensional tensor X can be projected into a spacelike hyper-
surface via this operator, by using one projection operator per index of X . The
shorthand notation for this is to place the index-less projection operator to the left
of the tensor:
⊥ Xα,···β,··· =⊥αγ⊥δβ · · ·Xγ,···δ,··· (3.4)
For instance, ⊥ nν = ⊥µνnµ = δµνnµ+nµnνnµ = nν −nν = 0, so nµ is orthogonal
to the spatial slices, as expected. The projection of the gµν is the spatial metric γµν :
γµν ≡⊥ gµν = ⊥αµ⊥βνgαβ = ⊥αµ(δβνgαβ + nβnνgαβ) (3.5)
= ⊥αµ(gαν + nαnν) = gµν + nµnν
and we have nµγµν = n
νγµν = 0. We can also project out the timelike component of
a tensor with the projection operator
Nαβ = −nαnβ (3.6)
We then define a spatial 3-covariant derivative Dα compatible with the spatial
metric γµν (so that we have Dαγµν = 0, in analogy with the action of the regular
covariant derivative on gµν). For instance, acting on a spatial vector V
µ, Dα would
be:
DαV
µ ≡⊥ ∇αV µ = ⊥βα⊥µν∇βV ν = ⊥βα⊥µνV ν ;β (3.7)
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We next define the extrinsic curvature tensor:
Kµν = − ⊥ ∇µnν (3.8)
which effectively describes the velocities of the components of the spatial metric γµν .
Kµν and γµν can be considered position and momentum conjugates in a Hamiltonian
framework, and we need to specify both initially to evolve the second-order-in-time
Einstein equations.
One constructs the initial data by first expressing the projections of Riemann
tensor in terms of Kµν and γµν , giving the Gauss equation:
⊥ Rαβγδ = (3)Rαβγδ +KδβKγα −KγβKδα (3.9)
and the Codazzi equation:
⊥ Rαβγnˆ =⊥ Rαβγµnµ = DβKαγ −DαKβγ (3.10)
where (3)Rαβγδ is the Riemann tensor constructed from the spatial metric γµν , and
we are using York’s notation for contraction: Wnˆ = Wµn
µ,W nˆ = −W µnµ. We then
likewise define a density and current by projecting the stress energy tensor:
ρH = Tnˆnˆ = Tµνn
µnν (3.11)
jµ =⊥ T µnˆ = − ⊥ (T µνnν) (3.12)
These projections, along with contractions of the Gauss and Codazzi equations, allow
us to derive the Hamiltonian constraint:
(3)R +K2 −KijKij = 16piρH (3.13)
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and the momentum constraint:
DjK
ij −DiK = 8piji (3.14)
where (3)R is the 3-dimensional Ricci scalar, and K ≡ γijKij is the trace of Kij.
Equations (3.13) and (3.14) contain no time derivatives, and are thus constraints on
the spatial slices γµν . The first equation is called the Hamiltonian constraint, and the
second is the momentum constraint.
So far we have used one coordinate degree of freedom in specifying the lapse
function α. In general when moving from one slice Σt to the next Σt+dt we can also
have a spatial shift in the coordinate labeling, as would occur in a rotating coordinate
system for instance. This coordinate freedom is contained in the shift vector βµ. Thus
an observer who is at rest in the coordinate system will move along a world line with
a tangent vector given by:
tµ = αnµ + βµ (3.15)
with βµnµ = 0.
We need to define a derivative along the tangent vector given in (3.15). The Lie
derivative allows us to do this, where in general taking the Lie derivative of a tensor
Xαβ along a vector field V
µ gives:
LVXαβ = V γ∇γXαβ +Xαγ∇βV γ −Xγβ∇γV α (3.16)
with natural generalization to more indices.
Taking the Lie derivative along (3.15) allows us to produce an evolution equation
for γij:
Ltγij = −2αKij +Diβj +Djβi (3.17)
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With the further projections of the stress energy tensor:
Sµν ≡⊥ Tµν (3.18)
and
S ≡ γijSij (3.19)
we can also evolve the extrinsic curvature along (3.15):
LtKij = −DiDjα+ βkDkKij +KikDjβk (3.20)
+KkjDiβ
k + α
[
(3)Rij − 2KikKkj +KijK
]
−8piα
[
Sij − 1
2
γij(S − ρ)
]
We next need to make some choices about our coordinate system, which will put
the metric in the standard form and simplify the previous equations. We pick three
spatial vectors ei to form the basis of the spatial slice Σ, and the fourth basis vector
to be equal to tµ. Using these choices the metric can be put into form:
gµν =
 −α2 + βkβk βi
βj γij
 (3.21)
Raising the indices gives us:
gµν =
 −α−2 α−2βi
α−2βj γij − α−2βiβj
 (3.22)
In addition the Lie derivative along tµ becomes a simple partial derivative, so that
(3.17) and (3.20) become:
∂tγij = −2αKij +Diβj +Djβi (3.23)
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and
∂tKij = −DiDjα+ βkDkKij +KikDjβk (3.24)
+KkjDiβ
k + α
[
(3)Rij − 2KikKkj +KijK
]
−8piα
[
Sij − 1
2
γij(S − ρ)
]
We now have the standard ADM equations and metric in hand, and we must
solve them for a physically interesting system. In order to generate an evolution we
must first solve for the initial data (3.13) and (3.14). This is described in the next
sections, where modifications are made to clarify physical degrees of freedom in the
equations. We must then evolve our spatial metric and extrinsic curvature forward in
time, which requires a careful choice of lapse and shift, in addition to rewriting (3.23)
and (3.24) in more stable forms. As we will need to consider the evolution of black
hole spacetimes, we will also need to consider methods for dealing with horizons and
singularities.
3.3 Einstein-Rosen Bridges
Before we construct further modifications of the ADM equations, we need to
discuss the geometry of a black hole. Examining the Schwarzschild metric:
ds2 = −
(
1− 2M
R
)
dt2 +
(
1− 2M
R
)−1
dR2 +R2(dθ2 + sin2 θdφ2) (3.25)
it first appears that a black hole has two regions: an external region (I) which extends
from the horizon out to infinity 2M < R <∞ where it is asymptotically flat, and an
internal region (II) between the singularity and the event horizon 0 < R < 2M .
It turns out that eternal black holes are more complex than this however. Consider
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Figure 3.1: Kruskal-Szekeres mapping of a Schwarzschild Black Hole.
76
Figure 3.2: Wormholes connecting to the same second asymptotically flat universe.
Figure 3.3: Wormholes connecting to different asymptotically flat universes.
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the coordinate transformation to the Kruskal-Szekeres metric:
u = ±
(
R
2M
− 1
)1/2
eR/4M cosh
(
t
4M
)
(3.26)
v = ±
(
R
2M
− 1
)1/2
eR/4M sinh
(
t
4M
)
(3.27)
for 2M < R <∞, and
u = ±
(
1− R
2M
)1/2
eR/4M sinh
(
t
4M
)
(3.28)
v = ±
(
1− R
2M
)1/2
eR/4M cosh
(
t
4M
)
(3.29)
for 0 < R < 2M . The ± signs correspond to two different regions in the resulting
Kruskal-Szekeres – i.e. the eternal black hole spacetime contains two copies of the
two regions (I) and (II) discussed before. The Kruskal-Szekeres metric is given by:
ds2 = −32M
3
R
e−R/2M(dv2 − du2) +R2dΩ2 (3.30)
where R is a function of u and v:
v2 − u2 =
(
1− R
2M
)
eR/2M (3.31)
A diagram of the spacetime (suppressing angular directions) is given in figure (3.1)
where u runs in the horizontal direction and v is vertical. Constant lines of R and
t are plotted, and light rays travel on 45 degree lines. We again have region (I),
the external, asymptotically flat region, and region (II), the internal region of the
black hole, but there are two more regions: region (III), a second asymptotically flat
universe which can also feed objects into (II), and region (IV), a white hole in the
infinite past, from which objects can emerge into either (I) or (III) but never return.
Eternal Schwarzschild black holes thus have the very interesting feature in that
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they connect two asymptotically flat universes. Note that one can not travel between
these two universes however as one is restricted to motion within the light cone, and
thus all trajectories that cross the event horizon between regions (I) and (II) will be
trapped in (II) and will hit the singularity at R = 0. However, we can make use of the
bridge structure when we solve for the initial spatial metric Σ0 and completely avoid
the physical singularities while not excising any region of the spatial slice. We will
do this by setting the initial data to be along the Einstein-Rosen bridge at t = v = 0
in figure (3.1). In fact we can set up several black holes in this same state, giving the
Brill-Lindquist wormhole topology: [111]. We can furthermore configure the initial
data such that the black holes have realistic momentum. We can thus put two black
holes into a binary orbit, and in general create initial data for an arbitrary number
of boosted black holes: [112]. Figure (3.2) shows the topology of a two black hole
system where the black holes share the same second asymptotically flat universe, and
figure (3.3) shows two black holes connecting to different asymptotically flat universes
– both types can be constructed in the initial data. Furthermore we will show in the
evolution section that we can pick lapse and shift conditions so that when the spatial
metric and extrinsic curvature are evolved forward in time that they continue to avoid
the central singularity.
As a demonstration we can transform the Schwarzschild metric into the ADM
form given in (3.21), such that the Einstein-Rosen bridge is manifest. We make the
coordinate transformation R = ψ2r with
ψ = 1 +
M
2r
(3.32)
and thus transform the metric into isotropic coordinates:
ds2 = −
(
1− M
2r
1 + M
2r
)2
dt2 +
(
1 +
M
2r
)4
(dr2 + r2dΩ2) (3.33)
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This corresponds to (3.21) with lapse α = (1 −M/2r)(1 +M/2r), shift βi = 0, and
a conformally flat spatial metric γij = (1 +M/2r)
4ηij. The event horizon occurs at
r = M/2, so that M/2 < r < ∞ corresponds to universe (I) and 0 < r < M/2
corresponds to universe (III). Thus the point r = 0 is a coordinate singularity and
not a physical singularity, since this corresponds to distances infinitely far away from
the throat at r =M/2 in region (III).
3.4 Initial Data
With our two wormhole goal in mind, we now need to solve the constraint equa-
tions (3.13) and (3.14). A common technique [113], [114], [115] involves splitting off
a conformal component of the spatial metric:
γij = ψ
4γ¯ij (3.34)
The power of 4 for the conformal field simplifies later equations, although other powers
can be useful. In some cases it will be useful to assume conformal flatness, i.e.
γij = ψ
4ηij (3.35)
as was the case for the black hole described in isotropic coordinates.
We find that the spatial connection coefficients split into:
Γijk = Γ¯
i
jk + 2(δ
i
j∂k lnψ + δ
i
k∂j lnψ − γ¯jkγ¯il∂l lnψ) (3.36)
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which gives us D¯kγ¯ij = 0 as for the general metric. The Ricci tensor splits into:
Rij = R¯ij − 2(D¯iD¯j lnψ + γ¯ij γ¯lmD¯lD¯m lnψ) (3.37)
+4((D¯i lnψ)(D¯j lnψ)− γ¯ij γ¯lm(D¯l lnψ)(D¯m lnψ))
and the Ricci scalar becomes:
R = ψ−4R¯− 8ψ−5D¯2ψ (3.38)
where D¯2 is the covariant Laplace operator:
D¯2 = γ¯ijD¯iD¯j (3.39)
We also split the extrinsic curvature Kij into its trace K and a traceless part Aij:
Kij = Aij +
1
3
γijK (3.40)
Further modifications then give us either the transverse-traceless or thin-sandwich
decompositions, which we can solve to get the initial data. In the transverse-traceless
method we specify the spatial metric and the extrinsic curvature on an initial foliation
Σ0. In the thin-sandwich decomposition we instead (and physically equivalently)
specify the spatial metric on two nearby slices Σ0 and Σ0+dt, and also combine the
lapse α and shift βj in to the constraint equations.
3.4.1 Conformal Transverse-Traceless Decomposition
Continuing with the transverse-traceless decomposition, we split off a conformal
part of Aij:
Aij = ψ−10A¯ij (3.41)
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which also gives Aij = ψ
−2A¯ij
A¯ij can be further split into its transverse-traceless and longitudinal components:
A¯ij = A¯ijTT + A¯
ij
L (3.42)
with the transverse component being divergenceless:
D¯jA¯
ij
TT = 0 (3.43)
and the longitudinal component A¯ijL being derivable from a vector potential W
i:
A¯ijL = D¯
iW j + D¯jW i − 2
3
γ¯ijD¯kW
k ≡ (L¯W )ij (3.44)
Using these new definitions the Hamiltonian constraint becomes:
8D¯2ψ − ψR¯− 2
3
ψ5K2 + ψ−7A¯ijA¯ij = −16piψ5ρH (3.45)
and the momentum constraint is rewritten in terms of the vector potential W i and
vector Laplacian ∆¯L:
(∆¯LW )
i − 2
3
ψ6γ¯ijD¯jK = 8piψ
10ji (3.46)
We need to choose γ¯ij, K, and A¯
ij
TT in order to solve for ψ in (3.45) and A¯
ij
L (via
W i) in (3.46). The equations will thus be highly simplified by picking a conformally
flat background γ¯ij = ηij, maximal slicing K = 0, and A¯
ij
L = 0. If one solves for a
black hole spacetime, then ρH = j
i = 0 as well. In fact if we further set the solution
to be time symmetric so that Kij = −Kji = 0 then (3.45) reduces all the way to
∆flatψ = 0 (3.47)
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We can thus solve for ψ and find the same value as we did in isotropic coordinates
(3.32): ψ = 1 +M/2r. Indeed, as (3.47) is linear, we can modify (3.32) to include
more than one black hole:
ψ = 1 +
M1
2|xi − Ci1|
+
M2
2|xi − Ci2|
+ · · · (3.48)
where Cin is the location of the n’th black hole. These black holes can be constructed
to connect to the same asymptotically flat universes through their throats, or to
separate ones as in figures (3.2) and (3.3).
In order to generate a binary system with two black holes in orbit we need to drop
the time symmetric simplification Kij = −Kji = 0. A¯ij will be nonzero in this case,
so instead of solving for ψ we will first solve the momentum constraint (3.46). The
Bowen-York approach still assumes maximal slicing and conformal flatness, and thus
(∆¯flatL W )
i = 0 (3.49)
can be solved by terms of the form:
W iCP = −
1
4rc
(7P i + niCn
j
CPj) (3.50)
with niC = (x
i − Ci)/r. We then solve for the extrinsic curvature and find:
A¯ijCP =
3
2r2c
(P injC + P
jniC + (η
ij + niCn
j
C)Pkn
k
C) (3.51)
By plugging this solution into (3.53) we see that P i in the linear momentum of the
black hole. Then, since (3.49) is linear we can combine two terms of the form (3.50)
to construct a binary black hole system. With the solution for A¯ij in hand we can
then go back and solve the Hamiltonian constraint (3.45).
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On a side note, we need to define parameters such as the mass and momentum
that describe our will binary, but these quantities are not well defined in the strong
field region. We thus need to move out into the asymptotically flat region where the
gravitational fields are slight perturbations in order to read off these quantities. We
have the total (ADM) mass-energy:
M = − 1
2pi
∮
∞
D¯iψd2Si (3.52)
the linear momentum:
P i =
1
8pi
∮
∞
K¯ijd2Sj (3.53)
and the angular momentum (using Cartesian coordinates):
Ji =
²ijk
8pi
∮
∞
xjKkld2Sl (3.54)
3.4.2 Thin Sandwich Decomposition
The conformal transverse-traceless decomposition gives the initial data for the
spatial metric γij and extrinsic curvature Kij on one foliation Σ of the spacetime.
The thin-sandwich decomposition (see e.g. [116]) gives an interesting alternative, as
it specifies the spatial metric on two roughly close and parallel foliations. As opposed
to the conformal transverse traceless decomposition, it also integrates conditions for
the lapse and shift into the main equations. The main equations are given by:
∆flatψ = −1
8
ψ−7A¯ijA¯ij − 2piψ5ρH (3.55)
(∆flatL β)
i = 2A¯ijD¯j(αψ
−6) + 16piαψ4ji (3.56)
∆flat(αψ) = αψ
(
7
8
ψ−8A¯ijA¯ij + 2piψ4(ρ+ 2S)
)
(3.57)
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The Laplacian and vector Laplacian are taken with respect to flat space. We thus
have the Hamiltonian constraint for the conformal field ψ, a maximal slicing condition
for the lapse α, and a minimal distortion condition for the shift βi. We will discuss
the maximal slicing and minimal distortion gauge choices more in the next section.
We will likely include both of these gauge conditions into our code when we simulate
binary inspirals in general relativity, and we already make use of a flat background
in Nordstro¨m’s theory, so this will be a tempting method to use in the future.
3.5 Evolution Techniques
Now that the initial data has been constructed we need to evolve our binary
forward in time, and thus need to modify the ADM equations (3.23) and (3.24) into a
stable form. One of the problems inherent in (3.24) is the presence of mixed derivative
terms within (3)Rij. These terms prevent the equations from taking on a favorable
hyperbolic wave equation form. In addition we need to pick a lapse and shift that will
keep the evolution stable. We will focus on the BSSN method and moving punctures
gauge choices here.
One alternative class of modifications are the hyperbolic formulations (for a re-
view see [106]). Here the mixed derivative terms and the instabilities they cause are
removed through the use of Lorentz type coordinate gauge – as was done in the In-
troduction to get a pure wave function for the metric perturbation. Pretorius (see
[117] [118]) has developed a code that implements this technique to great effect: the
code begins with two scalar field stars collapsing into black holes which then spiral
into each other and merge.
The primary method we will consider here goes by BSSN, after its developers
Baumgarte, Shapiro, Shibata and Nakamura (see [119], [120], [121], [122]). In this
method we will construct secondary variables that replace the mixed partial derivative
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terms.
We define the fundamental variables in a similar form as before:
φ =
1
12
log γ (3.58)
γ˜ij = e
−4φγij (3.59)
K = γklKkl (3.60)
A˜ij = e
−4φ
(
Kij − 1
3
γijK
)
(3.61)
Γ˜i = γ˜klΓ˜ikl (3.62)
The conformal factor has been written in a slightly different form in (3.58) and (3.59).
The main addition has been the introduction of the conformal connection function
Γ˜i in (3.62). This is what allows us to rewrite the spatial Ricci tensor (3)Rij without
explicit reference to the mixed partial derivatives – and so we will need to provide
a separate evolution equation for Γ˜i. Note in some sense that we are just hiding
the troublesome terms with Γ˜i, and indeed the different formulations are equivalent
analytically, but this version will allow for stable evolutions when small errors are
introduced by the discretization process.
In the initial description of the ADM formalism, the constraint equations were
solved for the first foliation Σ0, and when the system is evolved forward in time the
structure of the Einstein equations insures that the constraints will continue to be
satisfied. However, we are free to go back and add the constraint equations into the
evolution equations. We do this in the BSSN formulation to produce the following
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evolution equations:
dφ
dt
= −1
6
αK (3.63)
dK
dt
= −γijDjDiα+ α
(
A˜klA˜
kl +
1
3
K2
)
(3.64)
+
1
2
α(ρ+ S)
dγ˜ij
dt
= −2αA˜ij (3.65)
dA˜ij
dt
= e−4φ(−(DiDjα)TF + α(RTFij − STFij )) (3.66)
+α(KA˜ij − 2A˜ikA˜kj )
and
dΓ˜i
dt
= −2A˜ijα,j (3.67)
+2α
(
Γ˜iklA˜
kl − 2
3
γ˜ikK,k − γ˜ijSj + 6A˜ikφ,k
)
+
∂
∂xj
(
βkγ˜ij,k − 2γ˜m(jβi),m +
2
3
γ˜ijβk,k
)
where we have used the total time derivative d/dt:
d
dt
= ∂t − Lβ (3.68)
To finish the evolution specification, we need to give conditions for the lapse. We
consider a couple versions here.
3.5.1 Gaussian Normal Coordinates
The simplest choice for the lapse and shift is α = 1 and βi = 0, which certainly
simplifies the evolution equations. However it is also a bad choice, as it leads to
runaway growth in the equations. For instance the trace of the extrinsic curvature
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K will grow without bound, and the coordinate tend to converge, giving rise to
coordinate singularities – see e.g. [99].
3.5.2 Maximal Slicing
As the trace of the extrinsic curvature blows up with the simplest coordinate
conditions, an alternative is to choose conditions designed to enforce that it doesn’t
blow up, i.e. set K = ∂tK = 0. This leads to maximal slicing condition for the lapse
function. An elliptic version of this condition is given by:
D2α = αKijK
ij (3.69)
(valid in vacuum), however elliptic equations are slow to solve and so we can construct
diffusion type equations that converge to (3.69). With maximal slicing one can show
that the divergence of the normal vectors ∇αnα is zero, and the coordinates thus
avoid collapsing in towards the singularity, as opposed to the simple gauge choices
α = 1 and βi = 0. This is very useful behavior, and we will utilize it shortly in the
moving punctures section. For a modern view on maximal slicing see Riemann [123].
3.5.3 Minimal Distortion
We also need to find a condition for the shift that produces stability in the code
we will develop in chapter 5. We saw before that the spatial metric could be split into
an overall conformal factor, and the conformally reduced metric γ¯ij, which thus has 5
degrees of freedom. 2 of these degrees of freedom are due to gravitational waves, while
the other 3 are bound in coordinate freedom. In minimal distortion we thus want to
eliminate any coordinate fluctuations, only letting the two true degrees of freedom
vary. This can be accomplished in a variety of ways. For instance one construct the
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conformal time derivative of the spatial metric:
uij ≡ γ1/3∂t(γ−1/3γij) (3.70)
Then setting the longitudinal components of uij equal to zero, and setting its overall
divergence equal to zero gives us the minimal distortion condition for the shift vector:
(∆Lβ)
i = 2AijDjα+
4
3
αγijDjK + 16piαj
i (3.71)
Another similar method achieves the same ends by setting the time derivatives of the
conformal connection functions equal to zero:
∂tΓ˜
i = 0 (3.72)
These are also related to the minimal strain conditions, in which the rate of change of
the spatial metric is minimized. This will generally give rise to a corotating reference
frame [124], in which the stars move very little, and which is well adapted to the binary
inspiral problem. Corotating reference frames were used in some of the first successful
simulations (if short lived) of a binary black hole system, including evolving through
an entire orbit: [125], and evolving through the plunge, merger, and ringdown: [126].
In our work to date we have used Nordstro¨m’s theory, which only has a single scalar
conformal field, so we don’t use all of this formalism. We have however implemented
what is essentially a shift vector that keeps our reference frame in sync with the
angular motion of our sources, and used this to generate long stable inspirals. We
thus plan to continue using this method when we adapt our techniques to general
relativity.
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3.5.4 Moving Punctures:
One of the best techniques to emerge recently is the moving puncture method. We
saw earlier that we could solve for an entire spatial slice of a multi black hole spacetime
by choosing the spatial slice to occur at t = v = 0. In this slice there are no physical
singularities, and (phrasing things in terms of the isotropic coordinates (3.33)) after
reaching the event horizon at r = M/2 the spatial slice spreads back out again in a
mirror universe. The point r = 0 in the coordinates is the puncture, corresponding
to the asymptotically flat infinite border of the mirror universe (R → ∞ using the
original Schwarzschild radius R). It would be nice to keep a structure similar to this
as the spatial slices are evolved forward in time, such that they continue to avoid the
future physical singularity of the black hole.
The original method [127], [128] developed to attempt this was to split ψ into the
singular part and a regular function f :
ψ =
(
1 +
M
2r
)
f (3.73)
and then only evolve the regular function f , keeping the punctures in the same po-
sition as they were found in the initial data. This does not work well in practice
however, especially in a binary inspiral, as the function f becomes highly twisted and
distorted.
In the moving puncture method ψ is rewritten either as ξ = ψ−4 (see [129]) or as
φ = lnψ (see [130]) in order to remove the singular behavior in ψ (actually the ln
version still diverges, but so slowly that it is no longer a problem). The entire field ξ
or φ is then evolved, which allows the punctures and thus the black holes to move in
the grid (see [131] [132]). By choosing one of two popular lapse gauge choices ( 1 +
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log slicing [133]):
∂tα = −2αK (3.74)
∂tα = −2αK + βi∂iα (3.75)
and one of the Γ˜ freezing conditions [134]:
∂tβ
i =
3
4
Bi (3.76)
∂tB
i = ∂tΓ˜
i − ηBi (3.77)
we can show that the fields ξ or φ remain stable through the evolution.
The structure of the punctures changes however. Originally in the initial data
(again referring to the isotropic coordinates) the field ψ diverged as 1/r as r ap-
proached 0, which is equivalent to approaching the infinite border in the mirror uni-
verse R → ∞. As the fields evolve, ξ or φ can be converted back into ψ, and we
then see that at late times ψ diverges as 1/
√
r as r → 0, which corresponds to the
puncture ending on a Schwarzschild radius of about R = 3M/2 (with the coefficient
depending on the precise gauge condition used). The inner boundary is thus inside
the event horizon, but continues to avoid the singularity for all times.
3.6 Our Primary Numerical Methods
We have described the general forms of Einstein’s equations used in numerical
simulations of binary black hole systems. Our current general goal is to build a
code that evolves black hole binaries through the late inspiral and merger phases by
making use of moving punctures and a corotating spherical coordinate system. As
noted before, we have decided to first model Nordstro¨m’s simpler relativistic theory
of gravitation as a stepping stone towards this goal. Many of the techniques we have
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used to successfully simulate binary inspirals in Nordstro¨m’s theory will carry over
to general relativity, but perhaps not all.
The use of a corotating reference frame (see [124]) forms the nucleus of our nu-
merical line of attack. As noted in the previous subsection on minimal distortion, this
greatly reduces the dynamical motion within the grid, which serves to greatly reduce
the degree to which spurious field excitations are produced. Indeed we can see that
there is progressively more noise in our simulation as we model binaries with suc-
cessively more eccentric orbits, since the stars will still move a considerable amount
radially for highly eccentric orbits. This can generate a moderate amount of spurious
excitations for highly eccentric orbits, but in the low eccentricity and quasi-circular
binaries (which we are primarily interested in) there is very little noise.
A corotating reference frame then combines naturally with a spherical coordinate
system. Spherical coordinate systems have several nice features. They naturally have
a high density of mesh points near the origin, where they are needed to resolve the high
curvature potential wells of the compact bodies. This thus provides an alternative
to the adaptive mesh refinement techniques (see e.g. [135]) that other groups have
found necessary to resolve the wells. They also have a smooth, corner-less S2 outer
boundary, which reduces the amount of artificial outgoing wave reflection. They also
allow the general 3+1 problem to be split into a set of 1+1 differential equations,
which can be evolved with stable implicit finite difference methods. One can also
make use of the Weak Radiation Reaction approximation for quasi-circular orbits,
and thus change the differential equations into a Scho¨dinger equation like form, thus
improving its numerical stability.
The wormhole initial data and moving punctures methods provide a compelling
framework to model evolving black hole systems without excision while still avoiding
the singularities. We have been using Nordstro¨m’s theory to date and the spacetime
structure of black hole-like objects is not presently clear in this theory. We thus use
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very compact bodies as the sources of the gravitational fields in our theory. Since
tidal distortions of bodies only cause small changes to their geodesic motion, we
furthermore make use of the hydro-without-hydro approximation [89], so that the
stars retain the same structure in the binary as they have when isolated, and only their
bulk motion is changed over the evolution. This works quite well in our simulation,
and so it is not clear if we will continue to use it when modeling general relativity,
or alternatively use the equally tempting moving puncture method. We discuss the
form of the equations we use, and the numerical implementation of them, in chapter
5, and in greater detail in chapter 6.
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Chapter 4
Binary Inspirals in Nordstro¨m’s
2nd Theory: Semi-Analytic
Calculations
4.1 Introduction
One of the first predictions of general relativity was found by Einstein only a year
after he developed the main theory: the existence of gravitational waves in spacetime.
By splitting the metric into a small perturbation hµν and a Minkowski background
spacetime ηµν one finds that the perturbation follows a wave equation: h¯µν = 8piTµν
(with h¯µν = hµν − (1/2)h). However, the question of whether gravity waves actually
carry energy was contentious for many decades after Einstein’s original prediction –
Einstein himself changed his mind on the issue (see e.g. [7]).
Over time the issue was resolved in favor of the waves being physical, and fur-
thermore capable of being generated by bodies freely falling along geodesics. The
resolution was helped the concept of general covariance: the waves do carry energy,
but the energy can not be defined at individual points in spacetime (since coordinates
can always be constructed such that spacetime is flat at those points), and instead
needs to be averaged over an entire wavelength. By 1964 Peters and Mathews had
calculated ([85],[86]) the energy and angular momentum carried by the waves emit-
ted by a pair of stars in Keplerian orbit, which in turn results in the secular decay
of the semi-major axis a and eccentricity e. Chandrasekhar found the same result by
developing the post-Newtonian framework out to 21
2
order for extended fluid bodies
[84]. This was dramatically confirmed by Hulse and Taylor’s discovery [136] of the
binary pulsar PSR B1913+16, whose orbit decays at the rate predicted by Peters and
Mathews.
In our research we have determined that Nordstro¨m’s second theory (see e.g. [137])
provides a good test bed for the development of numerical techniques to be used in
relativistic binary simulations. We need analytical calculations to determine the rate
at which a binary system’s orbital parameters evolve in order to compare with the
results from a numerical evolution of the binary. We thus perform a calculation in this
paper similar to the one done by Peters and Mathews in order to find the rate at which
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semi-major axis a and eccentricity e change due to the emission of gravity waves for
Nordstro¨m’s theory. The method we develop follows the general procedure given by
Will in chapter 10.3 of [88] for determining the gravitational radiation produced by
alternative theories of gravitation. First we need show that two stars in Nordstro¨m’s
theory do in fact move in Keplerian orbit to lowest order, which is not true in all
gravitational theories. We then calculate the energy radiated due to the gravity
waves on a large two-sphere out in the radiation zone. This allows us to determine
the rate at which a binary orbit decays.
4.2 Nordstro¨m’s Second Theory
Following Einstein and Fokker’s geometric description of the Nordstro¨m’s theory
we find that instead of the Einstein tensor being equated to the stress energy tensor
we have instead the Ricci scalar being generated by the trace of the stress energy
tensor:
R = 24piT (4.1)
with the additional criteria that the theory is conformally flat:
Cαβγδ = 0. (4.2)
If we pick the metric to be of the form:
gµν = (1 + ϕ)
2ηµν (4.3)
then we can expand (4.1) into:
ϕ = 4pi(1 + ϕ)3(ρ+ ρε− 3p) (4.4)
96
where we have used the standard perfect fluid stress energy tensor:
T µν = [ρ(1 + ε) + p]uµuν + gµνp (4.5)
We can also find a conserved energy-momentum complex, tµν , which includes the
energy contained in the field:
tµν =
1
4pi
[
ηµαηνβϕ,αϕ,β − 1
2
ηµνηαβϕ,αϕ,β
]
(4.6)
+(1 + ϕ)6T µν
This stress energy tensor follows the flat space conservation law tµν,ν = 0, which is
made possible by the flat background metric ηµν . We will use this to calculate the
energy flux in a later section.
A first post-Newtonian calculation performed in the next section reveals that
Nordstro¨m’s theory is fully conservative, with post-Newtonian parameters β = 1/2
and γ = −1. There is thus no lowest order Nordtvedt effect [138] in this theory
(although the results given in the companion paper suggest that Nordtro¨m’s theory
violates the Strong Equivalence Principle at 2PN, which would give rise to higher
order Nordtvedt effects). This allows us to utilize Keplerian orbits to calculate the
quadrupole moment tensors, which are used to find the energy flux radiated by the
system. The fact that the theory is fully conservative also allows for the usage of
”Hydro-without-Hydro” approximation [89] since there are no ”star-crushing” effects
(see e.g. [139]). Therefore in an eccentric orbit the stars will not undergo radial
pulsations, which in general can give rise to monopole radiation for scalar fields. This
allows us to approximate the stars as point bodies in Keplerian orbit when finding
the energy flux.
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4.3 Binary Orbits to 1st PN Order
We will give a quick outline of the post-Newtonian calculations here. Following
Will [88], we first determine the metric to 1 PN order (following chapter 4 of TEGP),
and then calculate orbital motion (chapter 6 of TEGP).
4.3.1 The Metric to 1st PN Order
To make contact with Newtonian physics we only need to know the g00 component
of the metric to v2 order. To 1st post-Newtonian order we need to expand g00 to v
4,
gi0 to v
3 and gii to v
2. We split ϕ into pieces that scale as the second and fourth
powers of the velocity ϕ = ϕ(2)+ϕ(4) (higher order corrections are not needed). This
enables us to split (5.5) into:
∇2ϕ(2) = 4piρ (4.7)
and
−∂2t ϕ(2) +∇2ϕ(4) = 4pi(3ϕ(2)ρ+ ρε− 3P ). (4.8)
Equation (4.7) has the solution
ϕ(2) = −
∫
V
ρ(x′, t)
|x− x′|d
3x′ = −U (4.9)
where we use Will’s definition of the Newtonian potential U .
To solve equation (4.8) first introduce the superpotential χ:
χ = −
∫
V
ρ(x′, t)|x− x′|d3x′ (4.10)
the Laplacian of which is related to U :
∇2χ = −2U (4.11)
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We thus find a solution for ϕ(4):
ϕ(4) =
1
2
∂2t χ+ 3Φ2 − Φ3 + 3Φ4 (4.12)
where
Φ2 =
∫
ρ′U ′
|x− x′|d
3x′ (4.13)
Φ3 =
∫
ρ′Π′
|x− x′|d
3x′ (4.14)
Φ4 =
∫
p′
|x− x′|d
3x′ (4.15)
We can also expand out ∂2t χ:
∂2t χ = A+B − Φ1 (4.16)
where
A =
∫
ρ′
|x− x′|3 (v
′ · (x− x′))2d3x′ (4.17)
B =
∫
ρ′
|x− x′|(x− x
′) · dv
′
dt
d3x′ (4.18)
Φ1 =
∫
ρ′v′2
|x− x′|d
3x′ (4.19)
With gµν = (1 + ϕ
(2) + ϕ(4))2ηµν we thus find:
g00 = −1 + 2U − U2 − A−B + Φ1 (4.20)
−6Φ2 + 2Φ3 − 6Φ4
g0i = 0 (4.21)
gij = δij(1− 2U) (4.22)
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If we follow Will and transform into the Standard Post Newtonian gauge (with λ1 =
−1/2 and λ2 = 0) then we find:
g00 = −1 + 2U − U2 − 6Φ2 + 2Φ3 − 6Φ4 (4.23)
g0i = gi0 = 1/2(Vi −Wi) (4.24)
gij = δij(1− 2U) (4.25)
where Vi and Wi are defined to be:
Vi =
∫
ρ′v′i
|x− x′|d
3x′ (4.26)
Wi =
∫
ρ′v′ · (x− x′)(x− x′)i
|x− x′|3 d
3x′ (4.27)
By comparing to the PPN metric in Will we can see that γ = −1, β = 1/2 and all
the other parameters are zero: ξ = α1 = α2 = α3 = ζ1 = ζ2 = ζ3 = ζ4 = 0.
Transforming to the Standard Post Newtonian gauge does not affect the equations
of motion for circular orbits. This is because in transforming from our original coordi-
nates to the Standard Post Newtonian gauge we subtract −χ,00 from g00 and add χ,0j
to g0j. When we compute the connection coefficients we get need g00,j and g0j,0, thus
both gauges end up contributing χ,00j. In addition the coordinates are unchanged by
the gauge transformation in circular orbits, where the velocity is orthogonal to the
separation vector: v · xab = 0.
4.3.2 Orbits to 1st PN Order
To calculate the equations of motion for the bodies we first need to introduce a
useful variable: the conserved density ρ∗ (which will also be useful later when we do
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a multipole expansion of ϕ). We define ρ∗:
ρ∗ = ρ
√−gu0 = (1 + ϕ)
3ρ√
1− v2 (4.28)
which follows an ”Eulerian” conservation rule:
∂tρ
∗ = −∂i(ρ∗vi) (4.29)
This allows for the general rule:
(d/dt)
∫
V
ρ∗fd3x =
∫
V
ρ∗(df/dt)d3x (4.30)
and allows us to define the conserved (baryon) mass:
m =
∫
V
ρ∗d3x,
dm
dt
= 0 (4.31)
We then define the center of mass for the a’th body to be:
xja =
1
ma
∫
a
ρ∗xjd3x (4.32)
The acceleration of the center of mass in the xj direction is then:
x¨ja =
1
ma
∫
a
ρ∗
dvj
dt
d3x (4.33)
We thus need an expression for ρ∗dvj/dt to use in (4.33). We act on the divergence
of the stress energy tensor T µν ;ν = 0 with the projection operator Q
α
µ = u
αuµ+ δ
α
µ to
this end:
QjµT
µν
;ν = ρhu
νuj ;ν +Q
jνp,ν = 0 (4.34)
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with h = 1+ ε+ p/ρ (the relativistic specific enthalpy). Expanding this out we find:
ρ∗
dvj
dt
= −ρ∗Γjαβvαvβ − (u0)−1ρ∗vj
du0
dt
(4.35)
−(u0)−2 ρ
∗
ρh
Qjνp,ν
Expanding further and keeping only post-Newtonian terms we find:
ρ∗
dvj
dt
= ρ∗U,j[1− v2 + U ] (4.36)
+p,j(−1 + 3U + 1
2
v2 +Π+ p/ρ∗)
−1
2
ρ∗(V j −W j),0 + vj(ρ∗U,0 − p,0)
+ρ∗[−3Φ2,j + Φ3,j − 3Φ4,j]
After plugging (4.36) into (4.33) we find that most of the terms cancel. We find that
the acceleration scales as:
x¨ja = −
Mbx
j
ab
r3ab
(
1 +
Mb
rab
− v2a −
3
2
(
vb · xab
rab
)2)
(4.37)
+
Mb(v
j
a − vjb)(vb · xab)
r3ab
where Mb is the gravitational mass of star b:
Mb =
∫
b
ρ∗(1 + (1/2)v¯2 − (1/2)U¯ + ε)d3x. (4.38)
We thus find that to lowest order the binary is in Keplerian orbit, with corrections
that scale as M/rab coming in at first post-Newtonian order. Note that this is a non-
trivial result. Individual terms in (4.36) would give rise to deviations from Keplerian
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orbits at lowest order. For instance, the V j ,0 term evaluates to:
− 1
2ma
∫
a
ρ∗V j ,0d3x = − 1
2ma
∫
a
ρ∗UaUb,jd3x (4.39)
∼ 1
2
Mbx
j
ab
r3ab
Ua
which by itself would cause a constant deviation (proportional to Ua) from the Keple-
rian value for the acceleration, even for arbitrarily large separations. However, since
this theory is fully conservative, the other terms in (4.36) precisely cancel out this
one, and there is thus no Nordtvedt effect at 1PN order.
In the following section we calculate the lowest order contribution to energy loss
due to radiation, which kicks in at quadrupole order. We will thus only use the
lowest order contribution to the acceleration: x¨ja = −Mbxjab/r3ab (which gives rise
to Keplerian orbits). However, if we were to calculate the energy loss to the next
level of accuracy (which would include octupole terms) we would need to include the
corrections in (4.37).
4.4 Calculation of Orbital Evolution
4.4.1 Energy Loss at Outer Boundary
In the first step of the calculation we find the energy radiated on a 2-sphere S2
far out in the radiation zone. The key is provided by the energy-momentum complex
tµν which follows the standard flat-space conservation law:
tµν,ν = 0. (4.40)
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We can thus integrate t00,0 = −t0i,i inside the volume of the S2:
∫
t00,0d
3x = −
∫
t0i,id
3x (4.41)
or, using Gauss’s law:
∂tE = −
∫
t0inidS. (4.42)
We now need an expression for t0i, which we get from equation (4.6):
t0i = − 1
4pi
∂tϕ∂iϕ. (4.43)
∂iϕ can be transformed into −ni∂tϕ since at large radius ϕ is approximately a spher-
ical wave ϕ ∼ sin(t− r)/r. We thus find:
∂tE = − 1
4pi
∫
(∂tϕ)
2r2dΩ (4.44)
for the energy loss.
We now need an expression for ∂tϕ. We rewrite the equation of motion for the
field (5.5) with the conserved mass density ρ∗:
ϕ = 4piρ∗(1− v2)1/2(1 + ε− 3p/ρ). (4.45)
This can be solved via a Green’s function:
ϕ = −
∫
[ρ∗′(1− (1/2)v′2 + ε′ − 3p′/ρ′ +O(v4))]ret
|x− x′| d
3x′ (4.46)
which is evaluated at the retarded time t′ = t− |x− x′|. The 1/|x− x′| term can be
expanded into:
1
|x− x′| =
1
r
+
xjxj
′
r3
+ . . . (4.47)
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We will only use the first term since we are working at large radius. Likewise the
expansion:
r − |x− x′| = x
jxj
′
r
+
xjxk
2r
(xj
′
xk
′ − r′2δjk)
r2
+ . . . (4.48)
will prove useful (again we just use the first term: r − |x − x′| = xjxj ′/r). We now
Taylor expand the numerator in (4.46) about t−r. Let f(t′, x′) = f(t−|x−x′|, x′) =
[ρ∗′(1− (1/2)v′2 + ε′ − 3p′/ρ′ +O(v4))]ret, then:
f(t′, x′) =
∞∑
n=0
1
n!
[
∂n
∂t′n
f(t′, x′)
]
t′=t−r
(
xjxj
′
r
)n
(4.49)
Equation (4.46) can thus be expanded out in multipole moments:
ϕ = −1
r
[
M + ni∂tD
i +
1
2
ninj∂
2
tQ
ij + . . .
]
(4.50)
with
M =
∫
ρ∗′(1− (1/2)v′2 + ε′ − 3p′/ρ′ +O(v4))d3x′ (4.51)
Di =
∫
ρ∗′(1− (1/2)v′2 + ε′ − 3p′/ρ′ +O(v4))xi′d3x′ (4.52)
Qij =
∫
ρ∗′(1− (1/2)v′2 + ε′ − 3p′/ρ′ +O(v4))xi′xj ′d3x′ (4.53)
We need ∂tϕ for equation (4.44), and thus need to calculate the time derivatives of
the three multipole moments. Looking ahead we find that the quadrupole contribution
∂3tQ
ij scales as v5, so we will drop all terms that are smaller than this. First we
calculate the time derivative of the monopole:
∂tM =
∫
ρ∗′
d
dt
(1− (1/2)v′2 + ε′ − 3p′/ρ′)d3x′ (4.54)
where we have used (4.30) to pass the time derivative through ρ∗. Note that if the two
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stars are on a quasi-circular orbit then the total time derivatives in the integrand are
on the radiation reaction timescale, and thus contribute radiation at a far lower scale
than v5. They may contribute on elliptical orbits however. First we evaluate the dε/dt
term, and to simplify we will pick Γ = 2, although the result holds in general. We find
ε = κρ = κρ∗(1− (1/2)v2 − 3ϕ+O(v4)). We only keep ε = κρ∗ since this is already
a higher order term. The term reduces to dε/dt = −κρ∗∂ivi. Thus any monopole
radiation of order v5 from the dε/dt term stems from the ”breathing” motion as the
star expands and contracts during the elliptical orbit. However, Nordstro¨m’s second
theory is fully conservative, and thus the stellar matter undergoes no ”breathing”
motion: the central density is constant to Post-Newtonian order. In fact, this justifies
our use of the ”Hydro-without-Hydro” assumption where we hold the stars to be rigid
bodies throughout the evolution. Thus the entire dε/dt term does not contribute at
v5 order. The same holds for the d(3p/ρ)/dt term. We thus find the monopole
contribution to the radiation:
∂tM = −1
2
∫
ρ∗′∂t(v′2)d3x′ +O(v7) (4.55)
which enters in at v5 order if the orbit is eccentric and is much smaller otherwise (note
also that the total time derivative has been switched to a partial derivative since the
velocity is now essentially constant throughout the star). It is also convenient that
radial pulsations do not contribute at the order we are considering since this allows
us to treat the stars as point bodies in later calculations.
We now calculate the contribution from the dipole via ∂2tD
j. After applying two
time derivatives we find:
∂2tD
j =
∫
ρ∗′[(1− v′2 + ε′ − 3p′/ρ′)dv
j ′
dt
(4.56)
− d
dt
(
dvi′
dt
vi′
)
xj ′ − 2dv
i′
dt
vi′vj ′]d3x′
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At first glance the
∫
ρ∗′(dvj ′/dt)d3x′ term appears to contribute at v4 order, but in
fact the term is zero due to Newton’s third law. Any corrections would enter at v6
order at the soonest, and all the other terms in equation (4.56) also scale as v6. Thus
the dipole does not radiate to the order we are considering:
∂2tD
j = 0 +O(v6) (4.57)
The final multipole moment we consider is the quadrupole. After similar calcula-
tions it reduces to:
∂3tQ
ij = ∂3t
∫
ρ∗′xi′xj ′d3x′ +O(v7) (4.58)
Putting the terms together we find:
∂tE = − 1
4pi
∫
(∂tM + (1/2)ninj∂
3
tQ
ij)2dΩ (4.59)
for the rate of energy loss. With the integrals:
∫
ninjdΩ =
4pi
3
δij (4.60)∫
ninjnknldΩ =
4pi
15
[δijδ
k
l + δ
i
kδ
j
l + δ
i
lδ
j
k]
we finally find:
∂tE = −(∂tM)2 − 1
3
∂tM∂
3
tQ
ii − 1
60
(∂3tQ
ii)2 − 1
30
(∂3tQ
ij)2. (4.61)
This reduces to:
∂tE = − 1
30
(∂3tQ
ij)2. (4.62)
for zero eccentricity, which is six times smaller than the value found in GR.
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4.4.2 Angular Momentum Loss at Outer Boundary
We perform a similar calculation to find the rate at which the angular momentum
decreases. With equation (4.40) and:
Li = ²ijk
∫
xjt0kd3x (4.63)
we find that
dLi
dt
= −²ijk
∫
xjtkl,ld
3x = −²ijk
∫
xjtklnldS (4.64)
The stress energy tensor components are:
tkl =
1
4pi
∂kϕ∂lϕ− 1
8pi
δkl η
αβ∂αϕ∂βϕ (4.65)
Thus
dLi
dt
= − 1
4pi
²ijk
∫
xj∂kϕ∂lϕn
ldS. (4.66)
The ηαβ∂αϕ∂βϕ term is zero due to the anti-symmetry of ²ijk.
It is tempting at first to transform both of the spatial partial derivatives into
time derivatives via ∂iϕ = −ni∂tϕ, but the resulting expression is zero due to the
anti-symmetry of ²ijk. We will thus only switch one of them into a time derivative:
dLi
dt
= − 1
4pi
²ijk
∫
xj∂kϕ
1
r
(∂tM + (1/2)nanb∂
3
tQ
ab)dS. (4.67)
while the other spatial derivative needs to be calculated out to higher order to find
the first non-vanishing contribution (in fact, ²ijk determines that it is the ∂kϕ term
that needs to be expanded to higher order, while the ∂lϕ is approximated with the
time derivative). When we apply ∂k to (4.50) one of the terms we get is:
∂k
(
−1
r
)
M =
xk
r3
M. (4.68)
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However when we insert this term into (4.67) we get zero, again due to the anti-
symmetry of ²ijk, and in fact all the terms stemming from derivatives of powers of r
are zero for the same reason. This leaves:
∂kϕ = − 1
r2
∂tD
k − x
c
r3
∂2tQ
ck (4.69)
Examination of ∂tD
k/r2 shows that in general it is of order v3/r. However, we work
in the center of mass coordinate system so the lowest order contribution to this term
is in fact zero, and lowest order that any corrections can appear is at v5/r. In turn,
the quadrupole term scales as v4/r, therefore we will keep only it.
Equation (4.67) now becomes:
dLi
dt
=
1
4pi
²ijk
∫
njnc∂2tQ
ck(∂tM + (1/2)nanb∂
3
tQ
ab)dΩ. (4.70)
Using the integrals (4.60) again we finally find:
dLi
dt
=
1
15
²ijk∂
3
tQ
jc∂2tQ
ck (4.71)
where the ∂tM term has dropped out, again due to ²ijk. This expression is precisely
one sixth of the value given by general relativity.
4.4.3 Application to Keplerian Orbits
We now apply the equations for the rates of energy (4.61) and angular momentum
loss (4.71) to a binary star system in Keplerian orbit. The stars have gravitational
masses m1 and m2, a semi-major axis a and eccentricity e. The separation d between
the two stars is determined by the phase φ:
d =
a(1− e2)
1 + e cos(φ)
(4.72)
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which thus also gives the distances of the stars from the center of mass:
d1 =
(
m2
m1 +m2
)
d, d2 =
(
m1
m1 +m2
)
d. (4.73)
The non-zero quadrupole moment components are:
Qxx = µd
2 cos2 φ
Qyy = µd
2 sin2 φ
Qxy = Qyx = µd
2 sinφ cosφ
(4.74)
with µ = m1m2/(m1 + m2). Note also that for consistency we are expressing the
Qij in terms of the gravitational mass instead of the rest mass m
∗ =
∫
ρ∗d3x as used
in the previous section. Switching between the two involves corrections of order v2
which do not affect our lowest order calculation. We need their second and third time
derivatives for use in (4.61) and (4.71). Making use of the angular velocity:
ω =
[(m1 +m2)a(1− e2)]1/2
d2
(4.75)
we find the second derivatives to be:
d2Qxx
dt2
= −γ(4 cos(2φ) + e(3 cos(φ) + cos(3φ)))
d2Qyy
dt2
= γ(4 cos(2φ) + e(4e+ 7 cos(φ) + cos(3φ)))
d2Qxy
dt2
=
d2Qyx
dt2
= −2γ sin(φ)(4 cos(φ) + e(3 + cos(2φ)))
(4.76)
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where γ defined as:
γ =
m1m2
2a(1− e2) (4.77)
and third derivatives are:
d3Qxx
dt3
= β(1 + e cosφ)2(2 sin 2φ+ 3e sinφ cos2 φ)
d3Qyy
dt3
= −β(1 + e cosφ)2(2 sin 2φ+ e sinφ(1 + 3 cos2 φ))
d3Qxy
dt3
=
d3Qyx
dt3
=
−β(1 + e cosφ)2(2 cos 2φ− e cosφ(1− 3 cos2 φ))
(4.78)
with β defined as:
β2 =
4m21m
2
2(m1 +m2)
a5(1− e2)5 . (4.79)
Finally we need ∂tM . We have:
∂tM = −1
2
(m1∂tv
2
1 +m2∂tv
2
2) =
1
2
βe sinφ(1 + e cosφ)2 (4.80)
Putting the parts together we find:
∂tE = − 1
15
β2(1 + e cosφ)4(4 + 2e2 + 8e cosφ+ 2e2 cos2 φ) (4.81)
and
∂tLz = − 2
15
βγ(1 + e cosφ)3(8− 2e2 + 12e cosφ+ 6e2 cos2 φ) (4.82)
In general relativity the energy can’t be localized at individual points in space, and
therefore the expressions for the dE/dt and dLz/dt need to be averaged over an orbit.
While the energy can be localized in Nordstro¨m’s theory, we will also average (4.81)
and (4.82) in order to compare with general relativity. This is valid since the orbital
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parameters change little over the span of an orbit (for moderately large separations).
For the energy we average:
〈E˙〉 =
∫ T
0
E˙dt
T
=
∫ 2pi
0
E˙(dt/dφ)dφ∫ 2pi
0
(dt/dφ)dφ
(4.83)
and find:
〈E˙〉 = −16
15
m21m
2
2(m1 +m2)
a5(1− e2)7/2
[
1 +
13
4
e2 +
7
16
e4
]
(4.84)
which compares to the value given by Peters [86] for general relativity:
〈E˙〉 = −32
5
m21m
2
2(m1 +m2)
a5(1− e2)7/2
[
1 +
73
24
e2 +
37
96
e4
]
(4.85)
Likewise for the angular momentum we average to find:
〈L˙z〉 = −16
15
m21m
2
2(m1 +m2)
1/2
a7/2(1− e2)2
[
1 +
7
8
e2
]
(4.86)
which again is one sixth the value found in general relativity.
Finally, by using
a = −m1m2/2E, (4.87)
L2 = m21m
2
2a(1− e2)/(m1 +m2) (4.88)
we can convert 〈E˙〉 〈L˙z〉 into 〈a˙〉 and 〈e˙〉:
〈
da
dt
〉
= −32
15
m1m2(m1 +m2)
a3(1− e2)7/2
[
1 +
13
4
e2 +
7
16
e4
]
(4.89)
and 〈
de
dt
〉
= −18
5
m1m2(m1 +m2)
a4(1− e2)5/2 e
[
1 +
7
18
e2
]
(4.90)
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Figure 4.1: Binary separation as a function of time.
We can solve for a(t) exactly for the special case e = 0. We find:
a(t) =
(
a4(0)− 128
15
m1m2(m1 +m2)t
)1/4
(4.91)
[Note: maybe also add an equation for e(a) based on (4.89) and (4.90)].
An example orbital evolution based on equations (4.90) and (4.89) is shown in
figure (4.1). The system is given an initial separation of 30M and an eccentricity of
0.05 and then evolved forward until merger. The overall profile of the inspiral is quite
close to the expression given in (4.91) due to the low eccentricity. We also note that
the orbit circularizes over time, as it does in general relativity. This inspiral can be
compared to the numerical inspirals we describe in the companion paper. A plot of
e as a function of a for a numerical inspiral as compared to the theoretical profile is
given in figure (4.2).
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Figure 4.2: Eccentricity e as a function of semimajor axis a for a numerical inspiral
and a theoretical inspiral with the same Keplerian parameters.
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4.5 Conclusions
Nordstro¨m’s second theory is a weak emitter of gravitational waves compared to
general relativity, which is itself a weakly radiating theory. In the case of quasi-
circular orbits, Nordstro¨m’s theory radiates energy and angular momentum six times
more slowly than in GR. This is somewhat surprising at first, since in general scalar
theories can emit monopole radiation. This low radiative power is a reflection of the
conservation laws that hold at lowest order, similar to those in GR, so that quadrupole
level terms are the first to appear. As Will points out in [88], most alternative theories
contain dipole radiation since they violate the Strong Equivalence Principle (SEP)
and their gravitational and inertial masses differ. Nordstro¨m’s theory likely also
violates the SEP, but not at 1PN, so any Nordtvedt effects occur at high order.
As noted before, binary orbits will circularize over time in Nordstro¨m’s theory.
In our numerical simulations we thus place the stars in quasi-circular orbit and then
evolve the system forward in time. The numerical techniques we have developed
allow for long stable evolutions composed of many orbits. We compare the inspirals
produced by the code to the predicted profiles given in (4.91) and find that they
match to high accuracy. Thus the numerical and analytical methods mutually confirm
each other. This success demonstrates that Nordstro¨m’s theory is quite useful for
developing numerical techniques to be used in numerical relativity. The next step is
to apply the techniques developed and insight derived from Nordstro¨m’s theory to
the problem of binary inspirals in general relativity.
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Chapter 5
Binary Inspirals in Nordstro¨m’s
2nd Theory: Numerical
Simulations
5.1 Introduction
Are astrophysical black holes correctly described by general relativity? It seems
likely that they are, and yet it is healthy to maintain a ”Trust but Verify” attitude
[140]. The day when the relativity community announces either a dramatic confir-
mation of Einstein’s theory or a very surprising discovery is surely not too far away.
With LIGO doing science runs at design sensitivity we currently have a decent chance
of detecting waves produced by a binary black hole merger, and advanced LIGO will
make detection likely. There have also been exciting recent advances in the numerical
simulation of binary black hole systems, with codes ([117], [129], [130]) now capable
of simulating the inspiral, merger and ringdown of a binary system. There is good
mutual agreement between these codes [141], and between them and Post-Newtonian
calculations [142] and the particulars of using the simulated waveforms to extract
signals from the interferometer data are being carefully considered [143].
We are designing our own numerical relativity techniques to complement and
confirm the results of other groups. Our main goal is to use corotating spherical co-
ordinate systems to simulate the late inspiral of comparable mass binaries. Spherical
coordinate systems have several attractive features from a computational standpoint.
A spherical mesh has a naturally high density of grid points near the origin where it
is needed to resolve the high curvature potential wells of the compact bodies. This
thus provides an alternative to the Adaptive Mesh Refinement methods which have
seen success lately. Another nice feature of a spherical grid is that the outer boundary
is S2 which gives rise to less reflection of outgoing waves than a cubic grid. One of
the key features is that it allows for the use of pseudo-spectral methods: by using
spherical harmonics the 3+1 problem can be split into a set of 1+1 problems which
can be solved with fast and accurate implicit methods. This also avoids the compli-
cations in directly finite differencing the angular directions θ and φ that arise due to
the coordinate singularity at r = 0.
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The final main element we use a corotating coordinate system, as proposed in
[124]. This removes most of the dynamical motion in the grid, thus cutting down on
the spurious field excitations.
We are currently supplementing our primary numerical method with some useful
additional approximations. In order to avoid dealing with horizons and internal sin-
gularities for the time being we are using very compact massive bodies as the sources
of the gravitational field. To additionally avoid modeling the complex fluid dynamics
we further make use of the ”Hydro-without-Hydro” approximation [89]. We first solve
for the thermodynamic profiles of isolated polytropic stars. We then insert these pro-
files into a binary system, solving for the gravitational fields and the resulting bulk
accelerations of the stars, while keeping their density profiles unchanged. This is a
good approximation as geodesic deviations due to tidal distortions of the stars only
arise at high post-Newtonian order.
Another useful approximation is possible when the stars are in quasi-circular orbit
(as will usually be the case for astrophysical binaries since radiation reaction circu-
larizes the orbit). As pointed out in [124], in the corotating coordinate system the
binary now evolves at the slow radiation reaction time scale τ ∼ d4/M3 for binary
separation d and mass M . This makes the Weak Radiation Reaction (WRR) ap-
proximation possible: the second time derivative can be dropped, thus changing the
character of the differential equation that one solves.
There are some numerical drawbacks to using spherical coordinate systems. The
primary one is that spherical decomposition and synthesis are computationally ex-
pensive. For instance the decomposition:
Alm(r) =
∫
f(r, θ, φ)Y ∗lm(θ, φ)dΩ (5.1)
appears to be an O(N5) calculation when discretized. However it can be reduced to
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a O(N4) calculation by defining intermediate variables and splitting the integration
into two steps. The computational cost is further reduced in our case as we only need
decompose and synthesize in the small volumes containing our compact bodies. This
makes it possible to run high resolution meshes in a reasonable amount of time.
There are some other subtle issues that arise in spherical coordinate systems. For
instance it turns out that when computing the volume integrals of field derivatives
very fine meshes are needed in order to converge to acceptable levels when using
second order accurate methods. We find that using higher order methods in this case
allows for accurate results with much lower resolution meshes. This is described in
greater detail in section 3.
Before we implement these techniques in a full GR code we have decided to test
them in a scalar gravity model theory (following the example of [144] and [145]).
This forms the focus of this paper. After the tests are successful and the details of
implementation are thoroughly understood we can then feel confident in applying
them to a fully general relativistic code. After considering several scalar theories, we
chose Nordstro¨m’s second theory (see [137]). It is a fully conservative metric theory,
with parameterized post-Newtonian parameters γ = −1, β = 1/2 and all others zero.
Thus the theory has no Nordtvedt effect (see [138]), and the stars move on Keplerian
orbits in the limit of small mutual gravitational potential. This is nontrivial since the
Nordtvedt effect can produce considerable deviation from Keplerian orbits for highly
compact bodies, even at arbitrarily large separations. Using Nordstro¨m’s theory thus
allows us to compare the orbital evolutions that our simulation produces to those
that we find from a semi-analytical calculation presented in a companion paper.
The fully conservative nature of Nordstro¨m’s theory has an additional benefit in
that it also allows us to use the ”Hydro-without-Hydro” approximation. This is valid
since corrections to the star’s equilibrium only show up after first post-Newtonian
order for fully conservative theories as shown by [139].
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In the following sections we first review Nordstro¨m’s second theory, the basis for
our model theory. We describe the construction of isolated stars in this theory, the
equations of motion for the matter, and review the expected form of the inspiral based
on the analytical calculations of the companion paper. Next we go over the numerical
methods used to simulate the binary, including switching to a co-rotating reference
frame, and several preliminary test cases needed to check the performance of the code.
We finish with the results of simulating Nordstro¨m binaries in both quasi-circular and
slightly eccentric orbits. We in general obtain nice agreement between the results from
our simulation and the analytic calculations, but there are some subtle discrepancies.
We now believe these are due to violations of the Strong Equivalence Principle (SEP)
at 2PN order in Nordstro¨m’s theory, which is perhaps not too surprising: all metric
theories are expected to violate the SEP at some point except for general relativity.
5.2 Nordstro¨m’s Second Theory
After the development of special relativity it became clear that Newton’s grav-
itational theory could no longer be completely correct. For instance the Poisson
equation is solved simultaneously throughout all space, thus the movement a massive
body would allow for the instantaneous transmission of signals, in disagreement with
the finite speed of light. Comparisons with electromagnetic theory suggested that
the Laplacian operator should be replaced with the D’Alembertian wave operator.
Gunnar Nordstro¨m used this idea to develop two relativistic scalar gravity theories a
couple years before Einstein discovered General Relativity. Nordstro¨m’s theories can
not be correct - as Nordstro¨m quickly realized after Einstein presented his tensor the-
ory. For instance, being conformally flat, they predict zero bending of light. However,
they do provide an excellent test bed for developing tools for numerical relativity.
We utilize Nordstro¨m’s second theory. The metric is conformally flat (i.e. the
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Weyl tensor is zero: Cαβγδ = 0) and is generated by a scalar field ϕ:
gµν = (1 + ϕ)
2ηµν (5.2)
while the scalar field is generated in turn by the field equation involving the Ricci
scalar and the trace of the stress energy tensor (see [137]):
R = 24piT (5.3)
We pick the standard perfect fluid stress energy tensor:
T µν = (ρ+ ρε+ p)uµuν + gµνp (5.4)
so the EOM for the field becomes:
ϕ = 4pi(1 + ϕ)3(ρ+ ρε− 3p) (5.5)
Since Nordstro¨m’s theory has the background geometry ηµν , a conserved energy-
momentum complex can be constructed:
tµν =
1
4pi
[
ηµαηνβϕ,αϕ,β − 1
2
ηµνηαβϕ,αϕ,β
]
(5.6)
+(1 + ϕ)6T µν
with tµν,ν = 0. Nordstro¨m’s theory has gravitational waves, although they are quite
different from those in general relativity since Cαβγδ = 0. Namely, the waves occur in
the scalar field ϕ as described by equation (5.5), and they carry a localizable energy
t00 = (1/8pi)[(∂tϕ)
2 + (∇ϕ)2].
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5.2.1 Single Star Solution
We utilize the hydro-without-hydro approximation in our code. This is valid
since tidal distortions of the stars do not affect the orbital dynamics until relatively
high Post-Newtonian order. We thus need to construct a model of a single star in
Nordstro¨m’s theory to use as a source in the main code. For a single isolated star
equation (4) becomes:
1
r2
∂r(r
2∂rϕ) = 4pi(1 + ϕ)
3[ρ(1 + ε)− 3p] (5.7)
We will assume the star is a polytrope, so that the pressure and internal energy
become:
p = κρΓ (5.8)
ε =
κ
Γ− 1ρ
Γ−1 (5.9)
which reduces equation (5.7) to two variables. We use the projection operator Qαµ =
uαuµ + δ
α
µ on the divergence of the stress energy tensor T
µν
;µ = 0 to get the second
equation:
ρhuνuα;ν +Q
ανp,ν = 0 (5.10)
where h is the relativistic specific enthalpy: h = h(ρ) = 1 + ε + p/ρ. With u0 =
1/(1 + ϕ) and ui = 0 we can reduce this to:
dϕ
dr
= −(1 + ϕ)
h
dh
dr
(5.11)
We solve (5.7) and (5.11) iteratively. In the first iteration we drop the (1+ϕ)3 and
(1+ϕ) terms respectively, and then solve essentially what is a modified Lane-Emden
equation by specifying the central pressure ρc and integrating out. For successive
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iterations we then plug (1 + ϕ)3 and (1 + ϕ) back in, using the previous iteration’s
solution for ϕ. For values of ρc below some critical value (which depends on κ and
Γ), the iterative process converges.
We use a stiff equation of state with Γ = 2 for our model stars, and find the most
compact star we can form has radius R ∼ 1.75M , which is smaller than the event
horizon radius in classical GR, as well as being smaller than the Buchdahl-Bondi
bound of R = 9/4M for GR.
5.2.2 Matter Equations of Motion
Equation (5.5) tells us how the metric reacts to the matter, we thus need to find
the equations of motion of the matter in response to the metric. To simplify matters
we will utilize the ”hydro-without-hydro” assumption, keeping the stars in the rigid
profiles determined in the previous section, and only follow the motion of their center
of masses. We follow Will (see [88]) and utilize the law of rest-mass conservation
(ρuµ);µ = 0 to this end. We can define a ”conserved density” ρ
∗:
ρ∗ = ρ(−g)1/2u0 = ρ(1 + ϕ)
3
√
1− v2 (5.12)
which follows an ”Eulerian” continuity equation:
∂tρ
∗ + ∂i(ρ∗vi) = 0 (5.13)
Thus for any function f(~x, t) we have:
(d/dt)
∫
V
ρ∗fd3x =
∫
V
ρ∗(df/dt)d3x (5.14)
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and we get the total rest mass ma for the particles in star a with the special case of
f = 1:
ma ≡
∫
a
ρ∗d3x,
dma
dt
= 0 (5.15)
We use the total rest mass of star a to define its center of mass:
xja =
1
ma
∫
a
ρ∗xjd3x (5.16)
and then apply (5.14) twice to get the coordinate acceleration aia of the center of mass
of star a:
aja =
1
ma
∫
a
ρ∗
dvj
dt
d3x (5.17)
We need an expression for ρ∗dvj/dt which we find by expanding the projection of
the divergence of the stress energy tensor (5.10):
ρ∗
dvj
dt
= −ρ∗Γjαβvαvβ − (u0)−1ρ∗vj
du0
dt
−(u0)−2 ρ
∗
ρh
Qjνp,ν (5.18)
5.2.3 Analytical Orbits
The previous section found the equations of motion for the matter, (5.17) and
(5.18), which we discretize in the numerical simulation in order to evolve the orbit of
the Nordstro¨m binary. We also need analytical solutions for the orbits produced by
this theory to compare with our numerical results. We show in the companion paper
that the equations simplify greatly at first post-Newtonian order, and now restate the
main results here.
Consider a binary with stars a and b in a slightly eccentric orbit with an angular
velocity ω. Set things up so that the binary is instantaneously aligned along the x-axis
of a Cartesian coordinate system, with a separation d and the bulk of the velocity
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in the yˆ direction: vya ∼ ωd/2, and a small amount of radial velocity vxa . The PN
analysis then finds that acceleration x¨a of star a in the xˆ direction is:
x¨a = −Mb
d2
(
1 +
Mb
d
− v2a −
3
2
(vxb )
2 − (vxa − vxb )vxb
)
(5.19)
where Mb =
∫
b
ρ∗(1 + (1/2)v¯2 − (1/2)U¯ + ε)d3x is the gravitational mass (equal to
the inertial mass) of star b (with U¯ =
∫
b
ρ′|x− x′|−1d3x′ and v¯ = v − v0 where v0 is
velocity of the center of mass). It is useful later to simplify this to:
x¨a ∼ −Mb
d2
(
1 +
1
2
Mb
d
)
(5.20)
which is valid for binaries with low eccentricity (or are in quasi-circular orbit), as we
will consider. The acceleration in the yˆ direction is:
y¨a =
Mb(v
y
a − vyb )vxb
d2
(5.21)
At large separations the post-Newtonian correctionsMb/d and v
2
a drop out, leaving
the binary in a Keplerian orbit. Thus Nordstro¨m’s second theory has no Nordtvedt
effect (at 1PN order).
The second analytical calculation performed in the companion paper then deter-
mines the secular change in the binary orbit driven by radiation reaction. In general
a scalar theory will admit monopole radiation, but Nordstro¨m’s theory has conserva-
tion laws for mass and momentum, so in a circular orbit the quadrupole contribution
to the radiation is dominant. Thus with the stars moving on Keplerian orbits (as
found in the previous section) the rate of energy loss is dE/dt = 32/(15d5) (having
set Ma =Mb = 1), which is six times smaller than in general relativity. This in turn
125
gives the separation as a function of time:
d(t) =
[
d(0)4 − 256
15
t
]1/4
(5.22)
Reproducing this 1/4 power law inspiral, similar to the expression found by Peters
and Mathews for GR, is a major test of the Nordstro¨m simulation.
5.3 Numerical Methods
5.3.1 Co-rotating Coordinates and the Weak Radiation Re-
action Approximation
We need to finite difference the main equation (5.5) for our numerical simulation.
We start by transforming the wave equation −∂2t ϕ+∇2ϕ into a corotating spherical
coordinate system. We set up a coordinate transformation where φ¯ = φ−Ω(t) (with
Ω(t) =
∫ t
0
ω(t′)dt′ and t, r, and θ remaining unchanged) so that ω(t) instantaneously
matches the binary’s angular velocity. The differential equation thus changes to
(dropping the bar notation):
−∂2t ϕ+ ω˙∂φϕ+ 2ω∂t∂φϕ− ω2∂2φϕ+∇2ϕ = (5.23)
4pi(1 + ϕ)3(ρ(1 + ε)− 3p)
(alternatively we could transform the metric and then evaluate (5.3)).
We then use spherical harmonics to split this 3+1 differential equation into a set
of 1+1 radial equations, one for each l and m term:
−∂t2ϕlm + imω˙ϕlm + 2imω∂tϕlm +m2ω2ϕlm+
∂r[r
2∂rϕlm]
r2
− l(l + 1)ϕlm
r2
= 4piSlm(t, r) (5.24)
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where we have also split the source term:
Slm(t, r) =
∫
dΩY ∗lm(θ, φ)[(1 + ϕ)
3(ρ(1 + ε)− 3p)] (5.25)
(we also wrote our own spherical harmonic package in order to do decomposition as
in (5.25) and synthesis). We will use (5.24) to simulate binaries that retain some
degree of eccentricity.
For binaries that are in quasi-circular orbits, we further make the Weak Radiation
Reaction (WRR) approximation: there are two timescales present, the fast orbital
motion characterized by ω (with period T ∼ ω−1), and the longer radiation reaction
timescale τ . For a binary with separation d the ratio of these timescales goes as
τ/T ∼ (d/M)5/2. Thus there is a hierarchy of scales among the time derivatives:
∂
∂t2
∼ 1
τ 2
, ω
∂
∂t
∼ ω˙ ∼ 1
Tτ
, ω2
∂
∂φ2
∼ 1
T 2
(5.26)
The second time derivative term is the smallest, and is dropped in our code,
giving a first order in time differential equation (which resembles the 1-D Schro¨dinger
equation):
∂tϕlm =
i
2mω
[
∂r[r
2∂rϕlm]
r2
+ (m2ω2 + imω˙
− l(l + 1)
r2
)ϕlm − 4piSlm(t, r)] (5.27)
for the m 6= 0 terms and
∂r[r
2∂rϕl0]
r2
− l(l + 1)
r2
ϕl0 − 4piSl0(t, r) = 0 (5.28)
for the time independent m = 0 terms.
To solve for the initial data for the Cauchy evolution we drop the single time
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derivative terms in equation (5.27) giving:
∂r[r
2∂rϕlm]
r2
+
(
m2ω2 − l(l + 1)
r2
)
ϕlm
−4piSlm(t, r) = 0 (5.29)
We also need boundary conditions. At the inner boundary we set the radial derivative
of the ϕlm terms to zero:
∂rϕlm = 0 (5.30)
and at the outer boundary we use the Sommerfeld outgoing wave boundary condition,
which has been transformed into the co-rotating reference frame:
∂tϕlm = imωϕlm − (1/r)ϕlm − ∂rϕlm (5.31)
When building our code we first modeled binaries in quasi-circular orbit, and thus
used equation (5.27) to evolve the field ϕ. As noted this equation closely resembles
the Schro¨dinger equation, and we therefore finite differenced it using the fast, stable
and accurate Crank-Nicholson method (see e.g. [146]).
After this was successful we turned to finite differencing the hyperbolic equation
(5.24). Given the success we had in evolving (5.27) with Crank-Nicholson, we devised
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a modified Crank-Nicholson for (5.24):
−(ϕN+1i − 2ϕNi + ϕN−1i ) + imω∆t(ϕN+1i − ϕN−1i ) = (5.32)
∆t2
2
(−(ϕ
N+1
i+1 − 2ϕN+1i + ϕN+1i−1 )
∆r2
− (ϕ
N+1
i+1 − ϕN+1i−1 )
r∆r
+(
l(l + 1)
r2
−m2ω2 − imω˙)ϕN+1i )
+
∆t2
2
(−(ϕ
N−1
i+1 − 2ϕN−1i + ϕN−1i−1 )
∆r2
− (ϕ
N−1
i+1 − ϕN−1i−1 )
r∆r
+(
l(l + 1)
r2
−m2ω2 − imω˙)ϕN−1i )
+2pi∆t2(SN+1i + S
N−1
i )
We find that this balanced implicit method also allows for fast, stable, and accurate
field evolutions.
5.3.2 Newtonian Binary
Our numerical code was developed in three primary steps in order to ensure that
it correctly models the dynamics of a Nordtro¨m binary. In this subsection we model
a simple Newtonian system, and then model a linear scalar wave equation system in
the next. We then finish with the results for Nordstro¨m’s fully relativistic theory.
The Newtonian system is given by:
∇2ϕ = 4piρ (5.33)
d2xia/dt
2 = m−1a
∫
a
ρ∂iϕd
3x (5.34)
Equation (5.33) can be split into its spherical harmonic components by dropping the
m2ω2ϕlm term from equation (5.29):
∂r[r
2∂rϕlm]
r2
− l(l + 1)
r2
ϕlm + 4piSlm(t, r) = 0 (5.35)
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and generating the source terms via Slm(t, r) =
∫
dΩY ∗lm(θ, φ)ρ(t, r, θ, φ). Equation
(5.35) is then finite differenced in the standard second order manner. We need to check
that the numerical solution for ϕ converges to the correct answer. One can concoct a
matter distribution for the stars such as ρ(r) = ρ0(1−r2/R2) (with central density ρ0
and radius R) which allows for an exact analytical solution for ϕ. Upon resynthesizing
the field from its harmonic components, we find that our numerical solution converges
at second order to the analytical solution. Figure 1 shows an equatorial slice of ϕ in
a given setup, while figure 2 demonstrates second order convergence to the analytical
solution.
The Newtonian system presents a second test in addition to the convergence of the
field: the integral in equation (5.34) must also converge to the expected inverse square
law (when xi is the separation vector). Note also that we are already using a ”hydro-
without-hydro” type of approximation: the matter is described by a rigid density
profile, so that only the acceleration of the center of mass needs to be determined via
(5.34). We find that solving for this acceleration is somewhat involved in a spherical
coordinate system. When the derivatives ∂iϕ in (5.34) are approximated with the
standard second order finite differencing method: ∂iϕ ∼ (ϕ(i + 1) − ϕ(i − 1))/2∆xi
it turns out that an excessively large number of grid points are needed within the
volume of the star for the total integral to accurately reproduce the expected inverse
square law. Mesh resolutions that solve (5.33) correctly to within 1 percent can give
accelerations based on (5.34) that are 100 percent off. Even if we by fiat insert the
analytical values for ϕ into the grid points and then proceed with the finite differencing
we find a similar low performance. Note that this method does converge at second
order to the correct solution; it just starts off very poorly, so that an unreasonably
high resolution is needed for this second order convergence to reduce the error to
an acceptable value. A plot of the error in the radial acceleration as a function of
separation for a particular setup is shown in Figure 3.
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Figure 5.1: Equatorial slice of the field strength ϕ. The stars have radius 5M , are
situated ±20M from the origin, and the outer boundary is 500M from the origin.
131
Figure 5.2: Plotted is the log of the error e = sup |ϕNewton/ϕ − 1| against the log
of the number of radial grid points N . A linear fit gives a slope of −2.2 ± 0.2, i.e.
second order convergence. The lowest resolution grid uses N = 500 radial grid-points
and L and M values up to 25. This is then doubled four times up to resolution with
N = 8000 radial grid points and L and M values up to 400.
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Figure 5.3: Plotted is the error = (ar)/(1/d
2) − 1 of the radial acceleration (com-
pared to the expected Newtonian inverse square law) as a function of the separation
d. Standard second order accurate finite differencing methods are used to find the
derivatives of the field en route to calculating ar. The error grows to 25 percent for
a separation of 60M , despite the field being correctly resolved to within 0.3 percent
at this distance.
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The low performance can be understood by examining ϕ in the region of star a.
ϕ is the sum of two components: ϕ = ϕa + ϕb where ϕa is the self-field of star a:
ϕa ∼ −Ma/R and ϕb is the field due to star b at a distance d away: ϕb ∼ −Mb/d.
Analytically the contribution of ϕa to the integral in (25) is zero:
∫
a
ρ∂iϕad
3x = 0,
but numerically there will be some small residue C. The residue C is exacerbated
by the fact that the spherical grid does not intersect the star evenly: the hemisphere
closer to the origin has a denser distribution of grid points than the hemisphere which
is further away. The problem is then that the self field ϕa is much larger than ϕb
in the region of a and thus the residue C can swamp the correct contribution from∫
a
ρ∂iϕbd
3x. As expected, this swamping effect becomes worse at larger separations,
since the ϕb contribution decreases as the inverse square of the distance, and the mesh
resolution inside the star decreases.
We noted that poor accuracy is the result even if we insert the analytical solution
into the mesh points and proceeded with the calculation. However, we can also find
the exact analytical solutions for the derivatives of the field ∂iϕ at the mesh locations.
It turns out that if we insert these and do the sum, a much more accurate result is
obtained. The second order finite differencing in the curvilinear coordinate system is
thus the source for the slow initial convergence. We found that using higher order
methods resulted in much greater accuracy. In fact, each higher order resulted in
a more accurate result, so we ended up settling on a 12th order method. The 12th
order derivative is found by fitting the grid point in question, and 6 more adjacent
grid points on either side, to a 12th order polynomial via the Lagrange Interpolation
Formula (see [147]). The derivative of this polynomial is taken, and then evaluated
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Figure 5.4: Another plot of the error = (ar)/(1/d
2)− 1 of the radial acceleration, but
now using 12th order finite differencing to extract the derivatives. The result is now
accurate to with 0.3 percent, which is the same accuracy the field is resolved to.
at the central grid point giving:
∂iϕ ' 1
27720∆x
[5ϕi−6 − 72ϕi−5 + 495ϕi−4
−2200ϕi−3 + 7425ϕi−2 − 23760ϕi−1
+23760ϕi+1 − 7425ϕi+2 + 2200ϕi+3
−495ϕi+4 + 72ϕi+5 − 5ϕi+6] (5.36)
As noted by Boyd [147] using high order polynomials can be dangerous as the
polynomial fit can vary wildly from the function it approximates between sample
points. However, we only utilize the 12th order polynomial in the very center, which
is essentially always well fit. It is analogous to the case of finding a power series
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expansion for a function: the power series will only be valid in its radius of conver-
gence, as determined by the poles of the function in the complex plane. Since we only
utilize our interpolated polynomial at the central point, it will be accurate as long as
it has some minimal radius of convergence ². Indeed we find that these high order
approximations give good performance throughout our code, as shown in Figure 4.
We note that other groups have reported that they need a lot of resolution in the
potential wells of the sources in order to resolve the fields sufficiently (many using
Adaptive Mesh Refinement to enable this). They may find that using higher order
methods lessens the resolution needed for accurate results.
5.3.3 Linear Scalar Wave Binary
The next step is to change the Laplacian operator in equation (5.33) into a wave
operator:
ϕ = 4piρ (5.37)
The spherical harmonic decomposition for this in corotating coordinates was given in
(5.24) and the initial data is found by solving (5.29). The homogeneous version of
(5.29) is solved by the Bessel and Neumann functions jl(mωr) and ηl(mωr), or in the
case of the Sommerfeld boundary condition (6.30), an outgoing wave spherical Hankel
function. At large r this asymptotically approaches a sinusoidal function of frequency
mω with a 1/r envelope. Our solver correctly reproduces this behavior. In general the
full solution to the inhomogeneous equation could also be found by utilizing Green’s
functions. In Figure 5 we show an example solution to (5.37), having divided through
everywhere by the Newtonian solution in order to emphasize the waves.
This simple wave equation system provides further precise tests. We can continue
to use the Newtonian equation (5.34) to calculate accelerations based on the field ϕ.
As is the case for Norstro¨m’s theory, the wave nature ofϕ gives rise to an acceleration
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Figure 5.5: Plot of ϕNewton/ϕ for a separation of 14M . The waves differ from the
Newtonian field by about 5 percent.
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Figure 5.6: Plot of the acceleration in the φ direction as a function of separation.
The fit value of 1.466 agrees with the theoretical value 29/2/15 to within 3 percent.
opposite of the direction of motion for two stars. To phrase it in Newtonian language,
this is the drag force that causes the orbit to decay and the stars to spiral into
one another. The quadrupole calculation dictates that the stars decay at a rate:
d˙ = −(64/15)M3/d3 where d is the separation and M = Ma = Mb is the mass
of the equal mass stars. Let the two stars be instantaneously aligned along the x-
axis in a Cartesian plane, at ±d/2 away from the origin, with Newtonian velocities
±yˆ√M/4d. The acceleration opposite to the velocity needed to cause a quasi-circular
orbit to decay at this rate is y¨ = (1/15)M7/2/(d/2)9/2. The code correctly reproduces
the inverse nine-halves scaling of the acceleration with respect to the separation, with
the correct coefficient, as shown in Figure 6.
There is a final, interesting test to perform with the linear scalar wave system
before implementing the full Nordstro¨m theory. In the Newtonian system we used
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Figure 5.7: Separation as a function of time for a quasi-circular inspiral.
high order finite differencing to solve equation (5.34) and found x¨a = −Mb/d2 as
expected. When we solve for the acceleration along the x-axis after migrating to the
wave system we still recover an inverse square scaling, but the overall coefficient is a
fraction of the mass Mb, no matter how large the separation is. It turns out that this
is the correct result, since this system does exhibit the Nordtvedt effect. Again using
Newtonian parlance, the Nordtvedt effect essentially adds a ”repulsive force” that also
scales as 1/d2. The magnitude of the acceleration due to the Nordtvedt effect can be
calculated using the post-Newtonian framework, giving: x¨ = −1/(3d2) ∫
a
ρϕd3x. The
magnitude of the effect thus scales linearly with the compactness of the object M/R.
The code accurately reproduces this effect on the acceleration.
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Figure 5.8: Plot of the rate of energy loss of the binary dE/dt as a function of the
separation d, compared to the theoretical value.
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Figure 5.9: Plot field ϕ(t, r = Rmax, θ = pi/2, φ = 0) at the outer boundary as a
function of time, showing the chirp waveform.
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5.4 Modeling Nordstro¨m’s Theory
With all of the intermediate tests passed we now solve for the full Nordstro¨m
theory. Again we solve for the initial data with (5.29), but we do not decompose the
source as we did in (5.25). Instead we rewrite the source term using the conserved
density ρ∗, finding:
Slm(t, r) =
∫
dΩY ∗lm(θ, φ)[
√
1− v2ρ∗(1 + ε− 3p/ρ)] (5.38)
This removes much of the nonlinearity from the equation of motion for the field.
Corrections to the internal energy and pressure now show up at 2PN order in the
source, so it is not a bad approximation to plug in the initial isolated star profiles
for these quantities. To test this we can also reevaluate ε and p using ρ∗ (which we
always keep equal to its single star solution), the iterative solutions for ϕ, equation
(5.12), and the polytropic equations of state. When we solve for these new values and
use them in (5.38) we find similar results: the net accelerations of the stars differ by
a couple tenths of a percent.
First we model quasi-circular inspirals, and make use of the WRR approximation.
After we find the initial data the field is evolved forward in time via (5.24), which is
finite differenced with the Crank-Nicholson scheme. Note that it is crucial to also time
average the source Slm(t, r) in the Crank-Nicholson scheme. Otherwise the source and
field will be a half time step out of sync and large spurious accelerations will arise.
After each time step we synthesize the field ϕ(r, θ, φ) from its spherical harmonic
components. We use ϕ solve for the acceleration using discretized combination of
(5.17) and (5.18). Equation (5.18) is expanded out in the corotating reference frame.
The corotation coordinate transformation adds new terms the metric (which resemble
the lapse and shift vectors in GR) which in turn adds new terms to the sum of
connection coefficients Γjαβv
αvβ in (5.18). These new additions add essentially a
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centripetal force, so that when the correct ω is found given the stars will be nearly at
rest in the co-rotating frame. Not quite however, as an acceleration opposite of the
direction of motion due to radiation reaction will cause the stars to slowly spiral in
towards one another.
An example quasi-circular evolution is given in Figure 7 which closely matches the
1/4 power law inspiral predicted by the semi-analytical calculation. To the degree
that it differs the simulation gives a slightly faster inspiral. While we don’t calculate
the radiation reaction out to octupole, this seems reasonable since the angular velocity
ω is a little higher than would exist in a Keplerian orbit, due to the 1PN corrections
in (5.20). Other checks are available as well: shown in Figure 8 is a plot of the
measured energy loss rate at the outer shell of the domain. This also matches the
analytical prediction. In fact we can track the energy as a function of time throughout
the computational domain using (5.6) and we find that it decreases in sync with the
radiation loss. Finally a representative plot of the chirp waveform produced by this
system is shown in Figure 9.
The quasi-circular case is a success, so we now examine binaries that retain a small
amount of eccentricity. We drop the WRR approximation and evolve the field with
the modified Crank-Nicholson scheme given in (6.34). An example inspiral is shown
in figure (5.10). Note that the binary circularizes over time, as in GR. We describe
this in more depth in our companion paper.
The main feature we examine here is the rate of precession of our binary. The
1PN accurate accelerations given in (5.19) and (5.21) cause a binary to precess at
∆ω˜ = − piM
a(1− e2) (5.39)
radians per radial orbit, which is six times slower and in the opposite direction as
GR.
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Figure 5.10: Eccentric inspiral: separation as a function of time.
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While our simulation gives a rate of precession similar to (5.39) (it is also inversely
proportional to the separation d), the overall coefficient is smaller: in the simulation
the binary precesses more slowly. It was assumed at first that this was due to a
numerical or coding error, but we now feel that this is actually physically realistic. As
noted, the analytic rate of precession can be traced to the post-Newtonian corrections
to the accelerations given in (5.19) and (5.21). The code reproduces (5.21) nicely, but
differs from the expected radial acceleration (5.20). The Newtonian acceleration in
(5.20) is magnified by the post-Newtonian correction (1 + (Mb/2)/d), but our code
instead gives a larger magnification (1 + (Mb/2 + C)/d) with C > 0 (which leads to
a slower rate of precession).
After checking for errors, we now believe that this is a real feature of the theory.
It turns out that the discrepancy C is proportional to the compactness of the star:
C ∝Ma/R, and thus we recover the expected rate of precession when the compactness
Ma/R goes to zero. We also recover the expected precession (5.39) for highly compact
stars if we use the 1PN approximation of the matter equations of motion (5.18). In
fact, while we have not done a complete 2PN analysis of Nordstro¨m’s theory, we can
point towards suspicious 2PN terms in an expansion (5.18) that would explain the
discrepancy we observe.
We thus appear to be observing a Nordtvedt-like effect occurring in Nordstro¨m’s
second theory, only in this case is occurring due to 2PN terms. In hindsight we should
have perhaps expected this since all metric theories of gravitation other than general
relativity are expected to fail the Strong Equivalence Principle (SEP) at some level
(see e.g. [88]). If this is the correct analysis, then not only has our code closely
matched the secular decay rates as found in our companion paper, but it has also
correctly detected subtle behavior we were not initially expecting.
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5.5 Conclusions
The numerical techniques we have developed work well in simulating binary in-
spirals in Nordstro¨m’s theory. The code accurately matches the analytic predictions
we made for Nordstro¨m’s theory in the companion paper. It is also encouraging that
the simulation picks up subtle behavior that we hadn’t initially considered.
As a side benefit we find that Nordstro¨m’s second theory is a useful laboratory for
developing computational techniques for numerical relativity. It is a fully relativistic
metric theory, and yet has fairly simple field equations which can be made nearly
linear. Some of its nice attributes derive from the fact that it has no lowest order
Nordtvedt effect, as it satisfies (4β−γ−3 = 0) (see [88]): the stars move on Keplerian
orbits to lowest order, and there are no star-crushing effects. There does appear to
be higher order deviation from geodesic motion for highly compact bodies, but this
is most likely the case for any theory other than GR, and it only slightly affects
the orbital motion (we are considering attempting to prove that Nordstro¨m’s theory
violates the SEP at 2PN in a follow up paper).
Our main goal is to use our corotating spherical coordinates framework to model
the late inspirals of binaries in GR. Given the success we have had in applying it
to Nordstro¨m binaries, we feel confident that it should allow for fast and accurate
simulations in GR as well, thus complementing the results of other groups. We are
still considering the specifics of the implementation. The ”Hydro-without-Hydro”
and WRR approximations have served us well so far, and we may use them again in
building a GR code. However, the moving puncture results are also impressive, so we
are also tempted to try and integrate them with a corotating spherical grid. They
would allow us to evolve the binary from late inspiral through the plunge, merger and
ringdown.
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Chapter 6
Details of the Numerical
Implementation
6.1 Introduction
The previous chapter gives the basics of our computational simulation of an in-
spiraling binary, but there are many interesting and sometimes tricky details that
need to be included here. We discuss them in the order they are evaluated in the
simulation. We first construct isolated star density profiles which will be used later
as sources, following the hydro-without-hydro approximation. We then pre-compute
the spherical harmonics at the necessary angular grid locations, and use these to
decompose the source found in the previous section. With the source expressed in
its spherical harmonic components we then solve for the initial field data, and then
proceed to evolve the fields forward in time, with one of two methods depending on
whether the Weak Radiation Reaction approximation is being used or not. After each
time step we re-synthesize the field and solve for the matter equations of motion, thus
updating the stars positions and velocities. The code runs until the stars have nearly
merged and then finishes by writing out the data. In the second to last section we
describe modifications that are needed to adapt the code to a parallel architecture.
We finish with an examination of the acceleration of massive bodies in Nordstro¨m’s
theory: we check that there is no Nordtvedt effect to 1PN, as expected, and then
outline the calculation to 2PN where we do expect a violation of the SEP based on
the evidence outlined in the numerical paper.
6.2 Isolated Star Solutions
In our code we make use of the Hydro-without-Hydro approximation. This allows
us to avoid dealing with black hole horizons and singularities and complicated fluid
motions, at least for the time being. In general relativity one could hypothetically
construct a very compact star that was near to the Buchdahl-Bondi limit [148], [149]
with a radius approaching 9/4M . We find that we can also construct very compact
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Figure 6.1: Plot of conserved density as a function of radius ρ∗(r) for three stars with
polytropic equations of state Γ = 4/3, 5/3, and 2. All stars are constructed to give
Mgrav/R = 1/5.
stars in Nordstro¨m’s theory as well. We note some of the empirical findings for very
compact stars with different equations of state here.
The main equations are given in the numerical paper, which for clarity we repeat
here. R = 24piT reduces to:
1
r2
∂r(r
2∂rϕ) = 4pi(1 + ϕ)
3(ρ(1 + ε)− 3p) (6.1)
We will assume the star is a polytrope, so that the pressure and internal energy
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become:
p = κρΓ (6.2)
ε =
κ
Γ− 1ρ
Γ−1 (6.3)
which reduces equation (6.1) to a function two variables. We use the projection
operator Qαµ = u
αuµ + δ
α
µ on the divergence of the stress energy tensor T
µν
;µ = 0 to
get the second equation:
ρhuνuµ;ν +Q
νµp,ν = 0 (6.4)
where h is the enthalpy: h = h(ρ) = 1+ ε+ p/ρ. With u0 = 1/(1 +ϕ) and ui = 0 we
can reduce this to:
dϕ
dr
= −(1 + ϕ)
h
dh
dr
(6.5)
We will solve (6.1) and (6.5) by constructing an iterative version of the Lane-
Emden equation (see [15]). In the first iteration the (1 + ϕ)3 term is dropped from
(6.1) and the (1+ϕ) term from (6.5), and we then pick a value for the central density
ρc and integrate out until the density and pressure drop to zero. Then in successive
iterations we plug in the previously computed values for these into (6.1) and (6.5) to
solve for the next iteration. For low enough values of ρc the process will converge,
giving us our stellar model.
We need to pick values for κ and Γ as well. Γ is the most important quantity
since it determines the distribution of matter inside the star. The overall scaling is
not as important since in the primary code we will re-scale the mass and radius so
that each star has a mass of 0.5. Nevertheless, out of curiosity we also gave the stars
quasi-realistic values for κ as well. Since we are building neutron-star like objects, we
pick the fundamental unit of measurement to be kilometers, and set c = G = 1 so that
the mass is also measured in kilometers. Following [15] we have for non-relativistic
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neutrons Γ = 5/3 and κ is given by:
κ =
32/3pi4/3
5
~2
m
8/3
neutron
(6.6)
while for extremely relativistic neutrons we have Γ = 4/3 and
κ =
31/3pi2/3
4
~c
m
4/3
neutron
(6.7)
Additionally we construct a κ for the stiff equation of state Γ = 2, which is considered
to be more realistic given current models of nuclear matter at neutron star densities.
Three example profiles of the conserved density ρ∗ as a function of radius are given
in figure (6.1). In each case we have picked central densities such that the final star
is quite compact, with Mgrav/R = 1/5. Note that here we are using the gravitational
mass, which we showed in the post-Newtonian chapter to be:
Mgrav =
∫
ρ∗
(
1 +
1
2
v¯2 − 1
2
U¯ +Π
)
d3x (6.8)
We can also compute the conserved rest mass of the star:
Mrest =
∫
ρ∗d3x (6.9)
which we can compare to Mgrav as the central density increases. We see in (6.1) gen-
erally what we expect from solving Lane-Emden equations for different gravitational
theories. The Γ = 4/3 star has a very long tail – it’s hard to tell in the graph, but
the tail doesn’t completely peter out until a radius of about 53.6. The stiff Γ = 2
also behaves generally as we would expect, with the density more even throughout
the star, and a sharp cutoff at the outer boundary. The Γ = 5/3 star is somewhere
between these two extremes.
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Figure 6.2: Total gravitational and rest masses as a function of the outer radius for
a range of stars with polytropic equation of state Γ = 4/3.
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Figure 6.3: Total gravitational and rest masses as a function of the outer radius for
a range of stars with polytropic equation of state Γ = 5/3.
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Figure 6.4: Total gravitational and rest masses as a function of the outer radius for
a range of stars with polytropic equation of state Γ = 2.
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As we will see in the next section on spherical harmonics, it is very helpful to use
very smooth functions when doing spherical harmonic decomposition, as this process
will converge exponentially quickly for a C∞ function, and at n’th order for a Cn
function. By this reasoning we should use the Γ = 4/3 function as our model star in
our code since the outermost tail transitions very smoothly to zero. However we find
that in practice at the mesh resolutions we are using for long term numerical evolutions
that the Γ = 5/3 and Γ = 2 profiles converge more quickly. This is because many
radial divisions are needed to sufficiently resolve the Γ = 4/3 case, which starts out
with a very high density for a short interval near the origin, and then has a long skinny
tail which doesn’t contribute much mass but needs to be included. However, we find
in testing that once enough zones are included to accurately resolve the Γ = 4/3 case
that further refinements lead to a very quick convergence, so we may use this type of
star in the future as computers get faster.
For each value of Γ we can also make a plot of the gravitational and conserved
masses as a function of radius for a range of central densities, as we show in figures
(6.2), (6.3), and (6.4). The Γ = 4/3 again shows behavior that we have seen elsewhere:
the conserved rest massMrest is almost independent of the central density, with a value
of about 8.6 kilometers, so that changing ρc only changes the radius of the star. The
gravitational massMgrav diverges however as the central density grows, indicating, as
we would expect, that these stars are not stable. The Γ = 5/3 case is also interesting.
For very low values of the central density the mass is about zero and the radius of
the star diverges. As the central density increases, the mass increases and the star
shrinks for a while, eventually hitting an inflection point with a radius of about 18
kilometers, and a mass of about 2.2 kilometers, which interestingly is in the ball park
for neutron stars in general relativity. After that the star effectively grows stiffer,
so that adding more mass increases the radius of the star until the central density
grows too high and the iterative process no longer converges. It is also interesting
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that the gravitational and conserved masses are very similar all the way from very
non-compact stars (where we would expect them to be), to very compact and highly
self-gravity stars. The final case is Γ = 2 which is also interesting. Here in the
limiting case that the mass and central density go to zero the star’s radius converges
to about 18.5 kilometers. Then, as this is a very stiff equation of state, as the mass
grows so does the outer radius, while the process still converges. Also, as opposed to
the Γ = 4/3 case, the gravitational mass now lags behind the conserved mass.
Finally in order to compare with the Buchdahl-Bondi limit we list the maximum
values of compactness that we get in Nordstro¨m’s theory for these equations of state.
One can see that as the compactness increases and thus ϕ approaches −1 that equa-
tions (6.1) and (6.5) will break down. We find that for all of the equations of state
that we get a somewhat similar maximum compactness: for Γ = 2 we get a mini-
mum radius of about R ' 1.94Mgrav, for Γ = 5/3 we get a minimum radius of about
R ' 1.68Mgrav, and for Γ = 4/3 we get a minimum radius of about R ' 1.77Mgrav.
The depth of ϕ for these different polytropes is fairly different: the Γ = 4/3 star
reaches its maximum compactness at about ϕ ' −.978, the Γ = 5/3 star becomes
unstable at ϕ ' −.725, and the Γ = 2 star becomes unstable at ϕ ' −.684. While
smaller than the Buchdahl-Bondi limit in general relativity and indeed smaller than
the Schwarzschild radius, these radii are not too different from those in general rela-
tivity – other alternative theories of gravity can give substantially different minimum
radii, or even none at all (see e.g. [88]).
6.3 Spherical Harmonic Analysis
A key component of our numerical methods is the implementation of spherical
harmonics. There are numerical libraries available that can allow for a program to
make use of spherical harmonics, but we prefer writing our own implementation so
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that it can be optimized and parallelized according to the needs of our code.
The first step is to generate them efficiently and store them in memory. Spherical
harmonics are defined by:
Ylm(θ, φ) =
√
2l + 1
4pi
(l −m)!
(l +m)!
Pml (cos θ)e
imφ (6.10)
We will pre-evaluate (6.10) at pre-chosen discrete values of theta and phi: θ → θi and
φ → φj for l and m values up to some maximum value: 0 ≤ l ≤ Lmax, −l ≤ m ≤ l
(we will drop the i and j subindices henceforth: all equations are understood to be
transformed into a discrete form for numerical implementation). We first split (6.10)
into two functions:
Y1(l,m, θ) =
√
2l + 1
4pi
(l −m)!
(l +m)!
Pml (cos θ) (6.11)
Y2(m,φ) = e
imφ (6.12)
with Ylm(θ, φ) = Y1(l,m, θ)× Y2(m,φ) and thus we only need order O(N3) +O(N2)
bits to store the harmonics instead of O(N4).
The next step is to evaluate the associated Legendre polynomials in (6.11). Given
their definition the following recursion relation can be derived (see e.g. [150]):
(l −m)Pml (x) = x(2l − 1)Pml−1(x)− (l +m− 1)Pml−2 (6.13)
with the initial two terms given by
Pml=m+1(x) = x(2l − 1)Pmm (x) (6.14)
and
Pmm (x) = (−1)m(2m− 1)!!(1− x2)m/2 (6.15)
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We can then multiply by the square root coefficient in (6.11) to generate the
spherical harmonics. However, this method is not ideal, as it necessitates taking
fractions of large factorials. By the time we have reached Lmax ∼ 85 this process
breaks completely down since 171! ∼ 10309 is the limit of double precision numbers.
We can rewrite the recursion relations in terms of the Y1(l,m, θ) functions which
sidesteps this difficulty. We start by combining (6.11) and (6.15):
Y1(m,m, θ) =
√
1
4pi
(2m+ 1)!!
2mm!
(−1)m(sin θ)m (6.16)
where the factorial section can be computed without doing dividing large numbers:
√
(2m+ 1)!!
2mm!
=
(
m∏
i=1
2i+ 1
2i
)1/2
(6.17)
We can then rewrite the recursion relation as:
Y1(l,m, θ) = cos θY1(l − 1,m, θ)
√
(2l + 1)(2l − 1)
(l +m)(l −m) (6.18)
−Y1(l − 2,m, θ)
√
(2l + 1)(l +m− 1)(l −m− 1)
(2l − 3)(l −m)(l +m)
with the special case of:
Y1(m+ 1,m, θ) = cos θY1(m,m, θ)
√
2m+ 3 (6.19)
Now that the spherical harmonics have been computed at the desired grid points,
we need to use them to first decompose the source and later synthesize the field. The
general equations are:
Alm =
∫
dΩY ∗lm(θ, φ)g(θ, φ) (6.20)
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and
g(θ, φ) =
∞∑
l=0
l∑
m=−l
AlmYlm(θ, φ) (6.21)
Both of these operations are order O(N4), and each then need to be done for a span
of radial grid points, so that the operations are overall O(N5) for each time step. This
is a steep price but we can reduce it defining temporary functions and by breaking
up the operations into two steps:
B(θ,m) =
∫
dφg(θ, φ)Y ∗2 (m,φ) (6.22)
Alm =
∫
sin θdθB(θ,m)Y1(l,m, θ)
and
h(m, θ) =
Lmax∑
l=0
AlmY1(l,m, θ) (6.23)
g(θ, φ) =
Lmax∑
m=−Lmax
h(m, θ)Y2(m,φ)
This reduces the calculation to order O(N4) per volume per time step, which is
further reduced by the fact that we only need to decompose and synthesize in the
small volumes containing the compact bodies, as opposed to the entire coordinate
grid.
Additionally, spherical harmonics are capable of converging very quickly, so that
using very high order harmonics is unnecessary for accurate results. For a C∞ func-
tion, spherical harmonics will converge exponentially quickly, and CN functions will
converge at order N . Unfortunately the polytropes that we chose in the previous
section with Γ = 2 or Γ = 5/3 have low order CN behavior at their outer boundaries.
Nevertheless we find that they converge at reasonable rates. For example, we show
a surface plot of a typical stellar profile with a typical mesh spacing in figure(6.5).
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Figure 6.5: Equatorial slice of the source density
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Figure 6.6: Source errors after convolution
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We then decompose and re-synthesize this source and compare against the original
profile, and find the errors are about one part in a thousand: (6.6).
It is thus possible to run high resolution meshes in a reasonable amount of time:
a mesh with 103 radial grid points and spherical harmonics up to Lmax = 64 takes
about one second per time step on a modern single processor, and significantly less
on a parallel architecture.
We get nice performance from the use of spherical harmonics in our program, but
the implementation may need to be changed in the future. The primary problem is
that the decomposition and synthesis operations are order O(N4) as noted previously,
and thus if they are needed over the entire volume of the simulation, as may be the
case in the future, then the code will slowed considerably. However, alternative
implementations based on adapting fast Fourier transform techniques to spherical
harmonics are possible, see for example: [151], [152], [153]. These implementations
converge more rapidly than our version, but they also have high overheads, and only
become efficient when the harmonics Lmax grow into the hundreds. There is thus
room for improvement using these methods.
6.4 Implicit Finite Differencing
Now that we can find the source density as described in the first section of this
chapter, and decompose it into its spherical harmonic components as described in
the second section, we need to solve for the initial value of the scalar field ϕ and
then evolve it forward in time. We rewrite the main 1+1 equations first given in the
numerical paper. For the initial field we solve:
∂r[r
2∂rϕlm]
r2
+
(
m2ω2 − l(l + 1)
r2
)
ϕlm − 4piSlm(t, r) = 0 (6.24)
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To evolve the field forward in time we then solve:
−∂t2ϕlm + imω˙ϕlm + 2imω∂tϕlm +m2ω2ϕlm + ∂r[r
2∂rϕlm]
r2
− l(l + 1)ϕlm
r2
= 4piSlm(t, r)
(6.25)
Additionally, if we make the Weak Radiation Reaction (WRR) approximation,
then we drop the second time derivative from (6.25), giving:
∂tϕlm =
i
2mω
[
∂r[r
2∂rϕlm]
r2
+ (m2ω2 + imω˙ − l(l + 1)
r2
)ϕlm − 4piSlm(t, r)
]
(6.26)
with the special case of:
∂r[r
2∂rϕl0]
r2
− l(l + 1)
r2
ϕl0 − 4piSl0(t, r) = 0 (6.27)
for the time independent m = 0 terms.
In all of these equations we have already decomposed the source into its spherical
harmonic components:
Slm(t, r) =
∫
dΩY ∗lm(θ, φ)[
√
1− v2ρ∗(1 + ε− 3p/ρ)] (6.28)
Note that we have rewritten the source by making use of the conserved density ρ∗.
This removes much of the nonlinearity from the equations, which will be useful later
when we adapt the code to a parallel architecture.
The boundary conditions are
∂rϕlm = 0 (6.29)
at the inner boundary, and
∂tϕlm = imωϕlm − (1/r)ϕlm − ∂rϕlm (6.30)
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which is the outgoing wave Sommerfeld boundary condition, expressed in the coro-
tating reference frame.
We first solve (6.24). We take the finite differenced form of this equation, we
produce a linear algebra problem of the form:
Ajiϕj = 4piSi (6.31)
where the tri-diagonal matrix Aji stems from the finite differenced derivatives and
other multiplicative terms in (6.24). To solve for ϕj at the grid points j we thus need
to do Gauss-Jordan elimination, which is an order O(N) operation for tri-diagonal
matrices (see [146]).
In order to check the accuracy and convergence of this method we construct an
analytical source ρan distribution which allows for an analytical solution for the field
ϕan in the special case that ω = 0 (i.e. it reduces to Newtonian gravity). Comparison
with analytic solutions will also turn out to be very valuable later when we take
volume integrals of field derivatives. As we showed in the paper, we find second order
convergence to the analytic field with our second order accurate methods. We show
a few more graphs here to flesh this out. In figure (6.7) we resynthesize ϕ from its
spherical harmonic components to show a surface plot of the field strength on an
equatorial slice of the domain. Figure (6.8) uses a color scale to show the same field
from a top down view, and (6.9) shows the same from a side view. We then divide
the numerical solution for the field ϕ through by the exact analytical solution ϕan
in figure (6.10) to see the degree to which they agree – the plot shows that there
is about 0.2 percent error near the compact bodies and about 0.4 percent error at
the outer boundary. If we double the mesh resolution (both radially and in angular
resolution, thus requiring 8 times the memory) we see that in figure (6.11) that the
numerical error in the center is now at about 0.05 percent, agreeing with our claim of
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Figure 6.7: Equatorial slice of the field ϕ
second order convergence earlier. However, the error at the outer boundary has not
improved much, as this error is instead due to the boundary conditions, which, being
expressed in terms of r, assume a field generated at the origin, instead of two sources
slightly offset on either side of it. Thus by instead doubling the radius of the outer
boundary we get the error there to also decrease at second order, as seen in figure
(6.12).
Satisfied that we are solving for the initial data we now set ω to a physically
realistically value, usually about that needed to put the binary into a slightly eccentric
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Figure 6.8: Top down view of the equatorial slice of the field ϕ
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Figure 6.9: Side view of the equatorial slice of the field ϕ
167
Figure 6.10: Side view of ϕ/ϕan
Keplerian orbit ω ' (2M/a3)1/2. We show two example plots with this initial data:
figure (6.13) and figure (6.14). In figure (6.13) we have taken the difference between
ϕ and the ”Newtonian” (not strictly Newtonian as there are additional contributions
to the source density beyond the mass-energy density) solution ϕ(ω = 0) which now
reveals the wave like component of the field. We note that this wave part of the field
also has deep potential wells – this stems from the (1/2)∂2t χ component of the 1PN
terms as discussed in the post-Newtonian chapters. We can thus also divide through
by the analytical solution, and the deep potential wells at the Newtonian and 1PN
levels cancel out, leaving just the wave field, as we see in (6.14). We see that for this
configuration the waves are a 6 percent oscillation about the lowest order Newtonian
field.
The initial data assumes eternal circular orbits, and thus can not be the precise
solution for a binary that has evolved into the orbital parameter set we choose. It will
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Figure 6.11: Side view of ϕ/ϕan at double resolution
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Figure 6.12: Side view of ϕ/ϕan with doubled outer boundary
be quite close to the true solution however, especially for binaries that are in quasi-
circular orbit. The difference between the initial field and the true field will manifest
during the time evolution as small transient waves that propagate off of the mesh.
Indeed, as we watch the accelerations of the compact bodies after setting the code in
motion we can see a small hiccup in the acceleration as the field quickly transitions
from the initial composition to a dynamically realistic one.
With the initial data computed we are now ready to evolve the field forward in
time. We first assume quasi-circular orbits and thus use the WRR approximation.
We will use an implicit finite differencing of (6.26) (6.27 is finite differenced using
the same method for the initial data). Implicit methods are stable and fast, as they
generally have no Courant condition that restricts the size of the time step that can
be used. In particular, as (6.26) resembles the Schro¨dinger equation, we will use
the Crank-Nicholson method, which neither amplifies nor diminishes waves of any
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Figure 6.13: Topdown view of ϕ− ϕan with nonzero ω
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Figure 6.14: Topdown view of ϕ/ϕan with nonzero ω
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frequency (see [146]). We get:
2imω(ϕN+1i − ϕNi ) =
(6.32)
∆t
2
[
−(ϕ
N+1
i+1 − 2ϕN+1i + ϕN+1i−1 )
∆r2
− (ϕ
N+1
i+1 − ϕN+1i−1 )
r∆r
+ (
l(l + 1)
r2
−m2ω2 − imω˙)ϕN+1i
]
+
∆t
2
[
−(ϕ
N
i+1 − 2ϕNi + ϕNi−1)
∆r2
− (ϕ
N
i+1 − ϕNi−1)
r∆r
+ (
l(l + 1)
r2
−m2ω2 − imω˙)ϕNi
]
+2pi∆t(SN+1i + S
N
i )
This can be rearranged into linear algebra problem of the form:
Ajiϕ
N+1
j = B
k
i ϕ
N
k + 2pi∆t(S
N+1
i + S
N
i ) (6.33)
which we can solve with the same Gauss-Jordan procedure we used before to find the
initial data. Note that in addition to evenly splitting the field ϕ between the N and
N + 1 time steps we have also evenly averaged the source S between these two time
steps. This is crucial as otherwise the field and source will be half of a time step out
of sync, which gives rise to large anomalous accelerations that quickly cause the code
to crash. We thus need to first solve for the position of the source at time step N +1
by using accelerations computed from the field at the N time step. A ”molecular”
diagram for this method of finite differencing is given in figure (6.15).
We first implemented the WRR approximation while building our code, and by us-
ing the implicit finite differencing scheme we have described we were able to compute
long and accurate quasi-circular inspirals. Given this success of the Crank-Nicholson
scheme, we wanted to adapt a version of it to the general second order in time dif-
ferential equation given in (6.25). This will allow us to evolve binaries that retain
some amount of eccentricity, and thus vary at the orbital time scale in the corotating
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Figure 6.15: Molecular diagram for the Crank-Nicholson implicit finite differencing
scheme. Spatial derivatives are taken and averaged at the N and N + 1 time steps.
reference frame. The Crank-Nicholson scheme evenly balances the N and N +1 time
steps, so we experimented with expanding it to a separation of two time steps N + 1
and N − 1 and then using the third, intermediate time step N to implement the
second time derivative. The implicit finite differencing scheme we settled on is given
by:
−(ϕN+1i − 2ϕNi + ϕN−1i ) + imω∆t(ϕN+1i − ϕN−1i ) =
(6.34)
∆t2
2
[
−(ϕ
N+1
i+1 − 2ϕN+1i + ϕN+1i−1 )
∆r2
− (ϕ
N+1
i+1 − ϕN+1i−1 )
r∆r
+ (
l(l + 1)
r2
−m2ω2 − imω˙)ϕN+1i
]
+
∆t2
2
[
−(ϕ
N−1
i+1 − 2ϕN−1i + ϕN−1i−1 )
∆r2
− (ϕ
N−1
i+1 − ϕN−1i−1 )
r∆r
+ (
l(l + 1)
r2
−m2ω2 − imω˙)ϕN−1i
]
+2pi∆t2(SN+1i + S
N−1
i )
and a molecular representation is given in figure (6.16). We found that this method
allowed us to stably and accurately evolve the field in the corotating reference frame.
As noted in the paper we did get unexpected results for the rate of precession of
binaries in Nordstro¨m’s theory, which caused us to doubt this method at first. As a
check we used it to evolve eccentric orbits in a simplified scalar wave system given
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Figure 6.16: Molecular diagram for the modified, second order in time Crank-
Nicholson differencing scheme. Spatial derivatives are taken and averaged at the
N − 1 and N + 1 time steps.
by:
ϕ = 4piρ (6.35)
We checked the numerical solution for the field against a post-Newtonian analysis of
(6.35), and we found that the code accurately reproduced the 1PN corrections. This
contributed in convincing us that the deviations we observed for Nordstro¨m’s theory
were real.
6.5 Matter Equations of Motion in Corotating Co-
ordinates
We have now shown how to generate the source, decompose it into its spherical
harmonic components, and use these to calculate the initial value of the scalar field ϕ.
We now need to calculate how the matter moves in response to the metric so that we
can evolve the field. In keeping with the hydro-without-hydro approximation we only
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need to keep track of the position, velocity, and acceleration of the center of mass
of the compact bodies. As we describe in the papers, we make use of the conserved
density ρ∗ to this end:
dvja
dt
=
1
ma
∫
a
ρ∗
dvj
dt
d3x (6.36)
We find the local coordinate acceleration dvj/dt from the projected divergence
of the stress energy tensorQαµT
µν
;ν = 0 = ρhu
νuα;ν + Q
ανp,ν . As we have seen, this
reduces to:
dvj
dt
= −Γjαβvαvβ − vj
1
u0
du0
dt
− 1
ρh
Qjνp,ν (6.37)
Since we evolve the field in a corotating reference frame we also need to evaluate this
expression in corotating coordinates. We will first evaluate the connection coefficients.
We start with the Nordstro¨m metric in an inertial reference frame gµν = (1 + ϕ)
2ηµν
and transform it into the corotating reference frame in the usual manner: g¯µ¯ν¯ =
(∂xα/∂x¯µ)(∂xβ/∂x¯ν)gαβ. We let the zˆ direction be the axis of rotation so the x and
y coordinates transform as:
x¯ = cosΩ(t)x+ sinΩ(t)y (6.38)
y¯ = − sinΩ(t)x+ cosΩ(t)y (6.39)
with Ω(t) =
∫
ω(t)dt (since we will need to evolve ω(t) in order to keep the reference
frame synced to the motion of the compact bodies). This gives rise to the metric
(dropping the bar notation from here on out):
gµν = (1 + ϕ)
2

−1 + ω2(x2 + y2) −ωy ωx 0
−ωy 1 0 0
ωx 0 1 0
0 0 0 1

(6.40)
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Raising the indices gives us:
gµν = (1 + ϕ)−2

−1 −ωy ωx 0
−ωy 1− ω2y2 ω2xy 0
ωx ω2xy 1− ω2x2 0
0 0 0 1

(6.41)
On a side note, we see that we can interpret this metric in the ADM formalism. We
see that we have: βx = −yω(1 + ϕ)2 and βy = xω(1 + ϕ)2. The raised index shift is
then βx = −yω and likewise for βy = xω, so that the lapse is α = (1 + ϕ), and the
spatial metric is given by: γij = (1 + ϕ)
2ηij.
We now need to calculate the connection coefficients in order to find the acceler-
ation. We find:
Γxtt = −ω2x− yω˙ + [−yω(1− ω2(x2 + y2))∂tϕ (6.42)
+(1− ω2(x2 + 2y2) + ω4y2(x2 + y2))∂xϕ
+xyω2(1− ω2(x2 + y2))∂yϕ]/(1 + ϕ)
Γytt = −ω2y + xω˙ + [xω(1− ω2(x2 + y2))∂tϕ (6.43)
+xyω2(1− ω2(x2 + y2))∂xϕ
+(1− ω2(2x2 + y2) + ω4x2(x2 + y2))∂yϕ]/(1 + ϕ)
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and
Γxtx = [(1− ω2y2)∂tϕ+ yω(1− ω2y2)∂xϕ (6.44)
+xy2ω3∂yϕ]/(1 + ϕ)
Γxty = −ω + [xyω2∂tϕ− xω(1− ω2y2)∂xϕ (6.45)
−yx2ω3∂yϕ]/(1 + ϕ)
Γxxx = [yω∂tϕ+ (1 + ω
2y2)∂xϕ (6.46)
−xyω2∂yϕ]/(1 + ϕ)
Γxxy = ∂yϕ/(1 + ϕ) (6.47)
Γxyy = [yω∂tϕ− (1− ω2y2)∂xϕ (6.48)
−xyω2∂yϕ]/(1 + ϕ)
and
Γytx = ω + [xyω
2∂tϕ+ xy
2ω3∂xϕ (6.49)
+yω(1− ω2x2)∂yϕ]/(1 + ϕ)
Γyty = [(1− ω2x2)∂tϕ− yx2ω3∂xϕ (6.50)
−xω(1− ω2x2)∂yϕ]/(1 + ϕ)
Γyxx = [−xω∂tϕ− xyω2∂xϕ (6.51)
−(1− ω2x2)∂yϕ]/(1 + ϕ)
Γyxy = ∂xϕ/(1 + ϕ) (6.52)
Γyyy = [−xω∂tϕ− xyω2∂xϕ (6.53)
+(1 + ω2x2)∂yϕ]/(1 + ϕ)
The connections coefficients then need to be multiplied by the coordinate velocities
of the matter. We set the stars up to be irrotational as NS and BH binaries do not
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have sufficient time to tidally lock (see [154]). We set the binary up so that it is
instantaneously align along the x axis. In the inertial reference frame the equal mass
stars are situated at ±r0 from the origin, and have angular velocities ω, and, if the
orbit retains a slight amount of eccentricity, a small radial velocity r˙0. The velocities
in the co-rotating reference frame are then vx = yω − r˙0 and vy = −(x + r0)ω. This
thus allows us to solve for the first term on the right hand side of (6.37).
To solve for the second term on the RHS of (6.37) we need to compute u0 via
gµνu
µuν = −1. We find the same value in the co-rotating frame as in the original
inertial reference frame:
u0 =
1
1 + ϕ
1√
1− r˙02 − r20ω2
=
1
1 + ϕ
1√
1− v¯2 (6.54)
where v¯ is the inertial frame velocity: v¯2 = r20ω
2 + r˙20. We can then solve for:
−ρ∗(u0)−1vj du
0
dt
= ρ∗vj
[
1
1 + ϕ
dϕ
dt
− 1
(1− v¯2)(r¨0r˙0 + r0ω(r˙0ω + r0ω˙))
]
(6.55)
Finally we solve for the third term on the RHS of (6.37). We find:
−(u0)−2 ρ
∗
ρh
Qxνp,ν = − (1 + ϕ)
3
√
1− v¯2(1 + ε+ p/ρ)v
xdp
dt
(6.56)
−
√
1− v¯2(1 + ϕ)3
(1 + ε+ p/ρ)
(−yωp,t + (1− y2ω2)p,x + xyω2p,y)
and
−(u0)−2 ρ
∗
ρh
Qyνp,ν = − (1 + ϕ)
3
√
1− v¯2(1 + ε+ p/ρ)v
y dp
dt
(6.57)
−
√
1− v¯2(1 + ϕ)3
(1 + ε+ p/ρ)
(xωp,t + xyω
2p,x + (1− x2ω2)p,y)
With the local acceleration (6.37) expanded we now need to solve for it numerically
throughout the volume of the compact body in order to find the net acceleration of
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the body: (6.36). To do so we need to find the discretized derivatives of ϕ. As we
discussed in the numerical paper, finding these accurately is somewhat more involved
than is apparent at first. We discuss the details in the next section.
6.6 Spherical Volume Integrals
We used an analytic source distribution ρan with an analytic Newtonian potential
ϕan in section 6.4 to show that our numerical methods converge at second order to the
correct solution. We now make use of these analytic solutions to develop an efficient
way to take the volume integrals of field derivatives in a two body system. As noted
in the numerical paper the straight forward method of calculating the second order
accurate field derivatives in the volume of the body does not give accurate results
unless unreasonably high mesh resolutions are used. We find cases where resolutions
that are sufficient to resolve the field to within one percent error also give rise to 100
percent errors in the acceleration (which should reproduce the inverse square law for
the test case where ω = 0). This error arises because analytically the derivatives of
the self field integrate up to zero, but numerically they will contribute a small error,
which can swamp the small correct acceleration at large separations. We can show
that if we plug the analytical values of the field into the grid points and then take the
second order accurate derivatives that we get essentially the same result. However, if
we plug in the analytic values for the derivatives and integrate we get quite accurate
results. We thus need to evaluate the derivatives more accurately than second order.
Our solution is to make use of higher order interpolation methods to find more
accurate derivatives at the grid points. We will fit the field to a polynomial that
stretches through the several grid points on either side of the point where we wish
to find the derivative. We will then take the derivative of the polynomial at that
location to produce a more accurate result. Following Boyd [147] we the Lagrange
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Interpolation Formula, which fits a N degree polynomial PN(x) to a function f(x)
via N + 1 sample points:
PN(x) =
N∑
i=0
f(xi)Ci(x) (6.58)
where
Ci(x) =
N∏
j=0,j 6=i
x− xj
xi − xj (6.59)
which follows Ci(xj) = δ
j
i . Although PN(x) is guaranteed to match f(x) at the
sample points, it can vary wildly from them in between as seen in figure (6.17),
where we have fit to the ”Witch of Agnesi” function f(x) = 1/(1 + x2) with evenly
spaced sample points. The interpolation fits quite well in the center, but deviates
wildly towards the edges, and these deviations grow quickly in size as the number
of sample points is increased. This is due to the poles in the function that occur at
x = ±i. Thus in general one needs to be cautious when making use of interpolations,
however in our case we only make use of the interpolation in the very center, where
the interpolation is essentially always guaranteed to be a good fit. This is what we
find in our code: the use of higher order polynomials greatly increases the accuracy
of our volume integrals. We give a list below of the finite differenced derivatives of
increasing accuracy as computed via the interpolation polynomials. We stop at 12th
order as this produces accelerations that are at the same accuracy as we solve for the
field.
• 2nd order:
∂xψ = (−ψi−1 + ψi+1)/(2dx) (6.60)
• 4th order:
∂xψ = (ψi−2 − 8ψi−1 + 8ψi+1 − ψi+2)/(12dx) (6.61)
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Figure 6.17: 1/(1 + x2) and a regular spacing interpolation.
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Figure 6.18: 1/(1 + x2) and end-weighted interpolation.
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• 6th Order:
∂xψ = (−ψi−3 + 9ψi−2 − 45ψi−1 (6.62)
+45ψi+1 − 9ψi+2 + ψi+3)/(60dx)
• 8th Order:
∂xψ = (3ψi−4 − 32ψi−3 + 168ψi−2 − 672ψi−1 (6.63)
+672ψi+1 − 168ψi+2 + 32ψi+3 − 3ψi+4)/(840dx)
• 10th Order:
∂xψ = (−2ψi−5 + 25ψi−4 − 150ψi−3 + 600ψi−2 (6.64)
−2100ψi−1 + 2100ψi+1 − 600ψi+2
+150ψi+3 − 25ψi+4 + 2ψi+5)/(2520dx)
• 12th Order:
∂xψ = (5ψi−6 − 72ψi−5 + 495ψi−4 − 2200ψi−3 (6.65)
+7425ψi−2 − 23760ψi−1 + 23760ψi+1
−7425ψi+2 + 2200ψi+3 − 495ψi+4
+72ψi+5 − 5ψi+6)/(27720dx)
Given the success we have had using high order polynomial fits, they will be
tempting to use again. We thus note that we can sample points such that
PN(x) converges over the entire range. We do this by choosing a higher density
of sample points at the ends of the range. The precise points xi we sample from
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are the roots of a Chebyshev polynomial over the range under consideration:
xi ≡ − cos
[
(2i− 1)pi
2(N + 1)
]
(6.66)
An example of this sampling and the accurate fit it gives is shown in figure
(6.18).
6.7 Adaptation to Parallel Architectures
The code we have described was originally written for a standard single processor
machine, but we have also adapted it to a parallel architecture. This allows us to use
much more memory, allowing for a finer mesh and greater precision, and to run our
simulations much more quickly. The implementation is somewhat involved and we
describe it here.
In the parallel architecture types that we have used the different processors (or
nodes) each have their own separate memory, instead of drawing from a common
source. We will thus need to divide up the mesh so that different subsets of it are
processed on different nodes. In general we also want to try and send as little infor-
mation between nodes as possible, as this is generally slower than local processing,
and thus forms a bottleneck. Using our spherical coordinate system, we generally
have two simple options for splitting up the mesh. One can either split the mesh
into a series of concentric radial shells, with different nodes handling the different
shells. Alternatively one can split the problem up by sending the different spherical
harmonic components of the field ϕlm to different nodes – this is the method we have
implemented.
If we implement a linearized version of our equations on the parallel architecture
then we get excellent performance – essentially the use of N nodes allows the code to
run N times faster. This is because in the linearized version all of the ϕlm components
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can be processed (almost) independently of each other. However in the nonlinear
version there is the need for a moderate amount of information passing between
nodes, as the local content of the field in a coordinate basis ϕ(ri, θj, φk) is needed but
the various ϕlm(r
i) terms from which it can synthesized are stored on different nodes.
Consider for instance the decomposition of the source:
Slm(t, r) =
∫
dΩY ∗lm(θ, φ)[
√
1− v2ρ∗(1 + ε− 3p/ρ)] (6.67)
This is almost in a linear form, as we use the same distribution for ρ∗ as we found in
section (6.2). However, there are the additional source terms ε, ρ, and p which are
defined in terms of the conserved density and the scalar field: ρ = ρ∗(1 − v2)1/2(1 +
ϕ)−3, (and likewise for ε, and p via the polytropic equations of state). We thus need to
know the local value of the field ϕ to do the decomposition. However, this also shows
a way to linearize the system without too much error: instead of computing the value
of ρ using the true value of the scalar field ϕ we can use the Newtonian approximation
instead: ϕNewton. In testing with commonly used binary parameters we find that this
approximation produces errors on the order of 2 percent in the accelerations of the
bodies, but the code can run considerably faster. A similar approximation needs to
be made with respect to the accelerations as computed in section (6.5). This is also a
useful tactic for constructing the initial data and evolving the system in the nonlinear
case, as we can solve the system iteratively, with the first iteration supplied by the
Newtonian approximation of the field. The degree to which the information passing
serves as a bottleneck is also reduced for Nordstro¨m’s theory since we only need to
know the coordinate values of the field in the small volumes that contain the compact
bodies.
However, in the future when we apply our framework to the binary problem in
general relativity we will likely need the local values for the relevant fields everywhere
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within the computational domain. Information passing between nodes would then
become a larger bottleneck. It is thus useful to also consider splitting the mesh
radially, so that for N radial mesh points and M nodes, each node will handle a
N/M chunk of the radial calculations. In this scheme each node would also do all
of the spherical harmonic calculations for its radial sector, and thus the local values
for the field quantities can be calculated locally, without need for information passing
(there in general will be information passing at the surfaces of the shells to each other,
but this is not nearly as demanding as sending the entire contents of the field to all
nodes).
There are significant disadvantages to this method however. We use implicit finite
differencing methods to both create the initial data for ϕ and to solve the 1+1 problem
and evolve the field forward in time. The standard implementation of this method
requires the entire span of radial mesh points, although it is possible that a stable
and accurate work-around could be developed. If this can’t be done we would need
to switch explicit finite differencing methods, along with a less accurate method for
finding the initial data. This would require smaller time steps in order to satisfy the
courant condition and make the evolution stable, thus erasing at the least some of
the gains earned by avoiding information passing.
Our current disposition is to apply the specific parallelization methods we have
developed for Nordstro¨m’s theory to the problem in general relativity, thus probably
necessitating longer run times. A careful examination of the discretization of the
equations involved and thorough experimentation will be necessary to determine the
best way to implement general relativity in corotating spherical coordinates on a
parallel architecture.
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6.8 Acceleration of Massive Bodies in Nordstro¨m’s
Theory
One of the interesting and unexpected results we found by modeling binary in-
spirals in Nordstro¨m’s 2nd theory is that Nordstro¨m’s theory violates the Strong
Equivalence Principle (SEP) at 2PN order, thus causing deviations from the expected
1PN behavior for compact bodies with significant self gravitational energy. Strictly
speaking we have not proven this, although the empirical evidence seems compelling
and since we also should expect (in hindsight) for Nordstro¨m’s theory to violate the
SEP at some level. Proving that Nordstro¨m’s theory violates the SEP at 2PN thus
provides material for a quick follow up paper to follow this thesis. We have begun
work on the topic already, and in this section we show that Nordstro¨m’s theory does
not violate the SEP due to 1PN terms – as expected – and we begin the investigation
of 2PN terms.
As we wish to show that Nordstro¨m’s theory violates the SEP at 2PN, any demon-
stration that it does so is sufficient. We are thus free to pick as simple of a test problem
as possible in attempt to show this. We will thus consider the acceleration of a com-
pact body due to a simple perturbative accelerating field δϕ that asymptotically has
a constant gradient: δϕ = Cx for large x. If Nordstro¨m’s theory does not violate the
SEP at 2PN, then the massive compact body will accelerate at the same rate as a
test body in response to δϕ. We thus need to calculate the geodesic motion of a test
body:
dux
dτ
= −Γxαβuαuβ (6.68)
For simplicity we will only calculate the initial acceleration, and we will set the initial
velocity equal to zero. We also switch from the acceleration of the 4-velocity to the
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coordinate acceleration, in keeping with our earlier methods. We find:
dvx
dt
= −Γx00 =
−∂xϕ
(1 + ϕ)
(6.69)
We will rewrite the main equations for Nordstro¨m’s theory and modify them to
our purposes here. As usual we have:
gµν = (1 + ϕ)
2ηµν (6.70)
and
ϕ = 4pi(1 + ϕ)3(ρ+ ρε− 3p) (6.71)
which we can rewrite by using the conserved density ρ∗:
ϕ = 4piρ∗(1− v2)1/2(1 + ε− 3p/ρ) (6.72)
In order to simplify further we will use a polytropic equation of state (p = κρΓ and
ε = κρΓ−1/(Γ− 1)), and set Γ = 2. We thus get:
ϕ = 4piρ∗(1− v2)1/2(1− 2κρ) (6.73)
Since we are solving for the initial acceleration when the velocity is zero we will
drop the velocity from this term henceforth (although in general we can’t drop time
derivatives of the velocity).
We set the general solution to be equal to the sum ϕ = ϕ0 + δϕ where ϕ0 solves
the single star equation:
ϕ0 ⇒ 1
r2
∂r(r
2ϕ0) = 4piρ
∗(1− 2κρ∗(1 + ϕ0)−3) (6.74)
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and δϕ contains the accelerating field δϕ(2) = Cx and perturbative corrections. One
assumption we will use is that the solution for ρ∗ is unchanged when we move the
isolated star into the accelerating field - i.e. not only is the integral
∫
ρ∗d3x = m∗
conserved but the radial profile ρ∗(r) is unchanged as well (and on a side note we will
solve for the isolated star solution using the iterative methods discussed in the first
section of this chapter).
The general solution for ϕ0 is:
ϕ0(x, t) = −
∫
ρ∗(x′, t)[1− 2κρ∗(x′, t)(1 + ϕ0(x′, t))−3]
|x− x′| d
3x′ (6.75)
It turns out that it is useful to expand this solution order by order: ϕ0 = ϕ
(2)
0 +ϕ
(4)
0 +...,
i.e.:
ϕ
(2)
0 (x, t) = −
∫
ρ∗(x′, t)
|x− x′| d
3x′ (6.76)
ϕ
(4)
0 (x, t) = 2κ
∫
(ρ∗(x′, t))2
|x− x′| d
3x′ (6.77)
Likewise we will also need the superpotential, which will also need to be expanded:
χ0 = χ
(2)
0 + χ
(4)
0 + ...
χ0(x, t) = −
∫
ρ∗′[1− 2κρ∗′(1 + ϕ′0)−3]|x− x′|d3x′ (6.78)
χ
(2)
0 (x, t) = −
∫
ρ∗′|x− x′|d3x′ (6.79)
χ
(4)
0 (x, t) = 2κ
∫
(ρ∗′)2|x− x′|d3x′ (6.80)
We now need to subtract equation (6.74) from (6.73) and solve for δϕ:
−∂2t (ϕ0 + δϕ) +∇2δϕ = (6.81)
−8piρ∗κρ∗((1 + ϕ0 + δϕ)−3 − (1 + ϕ0)−3)
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There does not appear to be a pure analytic method to solve (6.81), so we will do a
post-Newtonian type expansion as usual. We set δϕ(2) = Cx. We thus find for the
1PN correction δϕ(4):
−∂2t ϕ(2)0 +∇2δϕ(4) = 0 (6.82)
and we will later solve for the 2PN correction:
−∂2t (ϕ(4)0 + δϕ(4)) +∇2δϕ(6) = 8piρ∗κρ∗3δϕ(2) (6.83)
We use χ
(2)
0 to solve for δϕ
(4):
δϕ(4) =
1
2
∂2t χ
(2)
0 =
1
2
(A+B − Φ1) (6.84)
We now need to solve for the acceleration of the compact body to 1PN order.
As usual, we will integrate up the coordinate acceleration with the conserved density
serving as the weighting:
dvxa
dt
=
1
m∗a
∫
a
ρ∗
dvx
dt
d3x (6.85)
We get the local acceleration by operating on T µν ;ν = 0 with the projection operator
Qjµ = u
juα + δ
j
α:
ρ∗
dvj
dt
= −ρ∗Γjαβvαvβ − (u0)−1ρ∗vj
du0
dt
− (u0)−2 ρ
∗
ρh
Qjνp,ν (6.86)
With the initial velocity equal to zero this becomes:
ρ∗
dvx
dt
= −ρ∗Γx00 − (u0)−2
ρ∗
ρh
gxνp,ν (6.87)
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To first post-Newtonian order Γj00 is given by:
Γj00 ∼ ϕ(2)0,x(1− δϕ(2) − ϕ(2)0 ) + δϕ(2),x (1− δϕ(2) − ϕ(2)0 ) + ϕ(4)0,x + δϕ(4),x (6.88)
which reduces to
Γj00 ∼ −ϕ(2)0,xδϕ(2) + δϕ(2),x (1− δϕ(2) − ϕ(2)0 ) +
1
2
B,x (6.89)
after the symmetric terms integrate to zero. With
B =
∫
ρ∗′
|x− x′|(x
i − xi′)dv
i′
dt
d3x′ (6.90)
we find
1
2
B,x =
1
2
2
3
δϕ(2),x ϕ
(2)
0 (6.91)
The pressure term reduces to:
−(u0)−2 ρ
∗
ρh
gxνp,ν ⇒ (1 + 3ϕ)ρ∗ϕ(2)0,x ⇒ 3δϕ(2)ρ∗ϕ(2)0,x (6.92)
Adding all the terms together we find:
dvxa
dt
=
1
m∗a
∫
a
ρ∗
[
−δϕ(2),x (1− δϕ(2)) + ϕ(2)0,xδϕ(2) + δϕ(2),x ϕ(2)0 −
1
3
δϕ(2),x ϕ
(2)
0 + 3ϕ
(2)
0,xδϕ
(2)
]
d3x
(6.93)
We have ∫
a
ρ∗ϕ(2)0,xδϕ
(2)d3x = −1
6
∫
a
ρ∗δϕ(2),x ϕ
(2)
0 d
3x (6.94)
It thus all reduces to:
dvxa
dt
=
−1
m∗a
∫
a
ρ∗δϕ(2),x (1− δϕ(2))d3x (6.95)
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which agrees with equation (2), so at least in this special case we confirm that 1PN
terms in an expansion of Nordstro¨m’s theory do not cause a violation of the SEP.
The next step would be to check the 2PN acceleration, where we do expect a
violation. While the bulk of this calculation will be done in the future, we can note
a few of the 2PN terms we will need to calculate. We will first need to define the
so-called ”superduperpotential” (see e.g. [87]) in order to solve (6.83):
Y
(2)
0 (x, t) = −
∫
ρ∗′|x− x′|3d3x′ (6.96)
such that:
∇2Y (2)0 = 12χ(2)0 (6.97)
Thus, solving (6.83) we find:
δϕ(6) =
1
2
∂2t χ
(4)
0 +
1
24
∂4t Y
(2)
0 − 6κ
∫
(ρ∗′)2δϕ(2)′
|x− x′| (6.98)
Terms such as ∂4t Y
(2)
0 will be fairly involved, although they should simplify to a large
degree with the simplifications we have made.
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Chapter 7
Conclusions
7.1 Summing Up and Outlook
The development of corotating spherical reference frames for use in numerical
relativity has been a success. By combining these with the Weak Radiation Reaction
(WRR) and Hydro-without-Hydro approximations we have been able to accurately
and stably model binary inspirals in Nordstro¨m’s second theory of gravitation. In fact,
our simulation has also detected physical effects that we hadn’t initially expected, thus
further illustrating its usefulness.
There will always be surprises that occur during the process of fleshing out an idea.
Corotating spherical coordinate systems were hypothesized to be good platforms in
which to simulate the late inspiral of a compact body system. They single out the
physical field excitations, provide a dense mesh where it is needed to resolve the stars,
and give a smooth outer boundary for the outgoing waves. But, as to be expected,
a range of technical complications arose during their implementation in code. For
instance generating and using spherical harmonics in a fast and stable way is not
trivial, and their adaptation to a parallel architecture takes some careful thought.
A good bit of experimentation was also needed to settle on a stable and balanced
technique to evolve the fields and sources forward in time.
One of the biggest surprises was that different components of the simulation would
need very different amount of resources in order to converge to accurate values. In
particular the volume integrals of field derivatives, used to find the accelerations
of the stars, needed much higher resolutions to converge than other aspects of the
simulation (when using standard second order finite differencing techniques). The
use of analytical techniques in conjunction with our primary numerical ones allowed
us to diagnose the problem, and solve it with higher order methods. Likewise the
successful use analytic calculations to confirm the various results of the simulation
gave us confidence that the code was working correctly when it produced behavior
that we hadn’t foreseen. This includes both the original Nordtvedt effect when we
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were using a simple linear scalar wave equation theory, and the violation of the Strong
Equivalence Principle (SEP) at second post-Newtonian order in Nordstro¨m’s theory.
As a quick intermediate project before we begin the application of our techniques
to binary inspirals in general relativity, we would like to rigorously confirm that
Nordstro¨m’s theory does in fact violate the SEP at 2PN. We began this calculation
in the previous chapter, including checking the behavior through the 1PN level, and
looking at the fields that need to be evaluated for the 2PN level. As noted before
we have a good amount of confidence that our conclusions will be born out: the
expected behavior emerges when we either use a 1PN treatment of the system or let
the compactness of the bodies M/R trend to zero, and furthermore we should expect
a violation of the SEP at some point after 1PN level in Nordtro¨m’s theory.
Our next and primary goal is to apply our computational framework to the binary
inspiral problem in full general relativity. There will be a number of design choices
that need to be made in order to adapt our work to this problem. We will almost
certainly continue to use spherical coordinates, and choose some variation of the
minimal distortion shift vector technique to keep the reference frame corotating in
sync with compact bodies. It isn’t clear at this point if we will then try to rewrite
the ADM equations as to implement the WRR approximation. It worked well in
Nordstro¨m’s theory and we suspect it will in general relativity as well, but there
are other compelling frameworks as well. Likewise we are not sure if we will use
compact bodies as gravitational sources in conjunction with the Hydro-without-Hydro
approximation, or if instead we will give in to the temptation to build a code that
uses wormhole initial data and moving punctures for the evolution. The adaptation
of the code to a parallel architecture may also necessitate changes to the way in
which we divide up our grid. And no doubt there will be further surprises, which our
experience with modeling inspirals in Nordstro¨m’s theory will help us to deal with.
We are confident that in the end our primary strategy for simulating binary inspirals
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in general relativity can be carried out, and will thus help to both extract the signals
from the new detectors and test general relativity in the strong field limit.
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