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1 Physiological variables
An understanding of the kinetics of physiological variables such as the heart
rate or the rate of change of volume of oxygen uptake is fundamental not
only to training methodology and competitive success in sport and exercise,
but also to our knowledge of cardiovascular health. A correct and efficient
means of interpreting and analyzing the data obtained is of vast importance,
as exercise testing is routinely used in both of these areas.
The rate of change of oxygen uptake (defined as V˙ O2) is equal to the
product of cardiac output and the volume of oxygen extracted from the
blood [1, 2]. A breath-by-breath recording of V˙ O2 in the form of time series
data is possible. Today portable V˙ O2 measurement devices are available,
including a mask (see Figure 1) and a system that puts the measurements in
the form of time series data and stores it in a computer.
The heart rate, on the other hand, is the most commonly used and easiest
to obtain, cardiovascular variable. For the recording of heart rate time series
data, heart rate monitors are commonly used by athletes [2], as well as by
the general public [3, 4, 5]. A chest strap with electrodes (see Figure 2)
records the beat to beat interval of the heart and transmits this signal to a
wrist receiver (watch). Heart rate monitors are capable of recording beat to
2 Physiological time series data
Figure 1: Obtaining heart rate and oxygen uptake data in a maximal oxygen
uptake test (first and second authors).
beat intervals and allow one to download this information, in the form of a
time series, to a computer, for analysis. There exist numerous popular texts
demonstrating the way to analyze and understand the time series recoded
with the use of a heart rate monitor. The analysis of the heart rate time series
in response to exercise is also commonly used in the field of cardiovascular
rehabilitation [3] as well as other areas of health, such as fitness and weight
management [4, 5]. There are also many important clinical applications [6].
Figure 2: Heart rate monitors.
2 Noise in physiological time series data
Physiological recordings consisting of breath-by-breath or beat-to-beat data
sets, corresponding to measurements of the oxygen uptake or heart rate re-
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spectively, show extreme variability. Usually the data oscillates with a high
frequency and large amplitude around a smooth curve, which describes the
basic response pattern, or underlying dynamics [7]. Such oscillations can
be the result of noise due to the measuring device or can be physiological,
including ectopic beats [8], or abnormal breathing during exercise including
shallow breathing or breath holding [9].
In modelling the kinetics of physiological data, techniques to decrease the
noise levels are extensively used [7, 10, 11, 12, 13, 14]. These techniques aim
at a reduction of the noise of the signal and the enhancement of the basic
(underlying) response pattern, in order to obtain some of the features which
best model the way the body adapts to different exercise intensities. Averag-
ing, as a noise reduction and curve smoothing technique is used extensively
in the work on modelling of the kinetics of physiological variables such as the
heart rate or the rate of change of oxygen uptake. In many studies the time
series of physiological data are averaged before the data was modelled. For
example in [7] repeated experiments were averaged, both for the individuals
and for the whole group of subjects. In [10] a single physiological data set,
obtained from breath-by-breath oxygen uptake recordings, was averaged us-
ing a 3-rolling breath average. In [14] five sequences of data sets were split,
time-aligned and ensemble-averaged to produce a single data set per test.
Other examples of data averaging can also be found in [11, 12, 13] as well as
in numerous other studies in the literature.
Although a number of studies in the field of exercise physiology address
the issue of noise in physiological time series data and conclude that it is
random [13, 14, 15, 16, 17, 18], modern research concludes that physiological
data is contaminated by nonwhite noise [19]. In [9] it is stated that it is
possible that the variability of physiological time series may have biological
significance. Recent studies have shown that physiological systems fluctuate
in a nonlinear manner, even under resting conditions [20, 21]. It is only un-
der pathological conditions that the physiological signals show uncorrelated
randomness similar to white noise [21]. Mathematically it is well known that
nonlinear systems such as the physiological ones under question can produce
signals which appear noisy [22, 23]. In such systems, the basic response pat-
tern is not necessarily the average; this depends on how the oscillations are
distributed.
Averaging over multiple bouts has also been questioned by recent studies
in the field of oxygen uptake kinetics: in their conclusions, the authors in [11]
state that it is debatable whether averaging is indeed an accurate method
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for removing noise and finding the underlying response parameters. From a
mathematical point of view, the average of the response patterns of multiple
bouts of exercise does not necessarily correspond to the underlying response
pattern of a single bout of exercise. A non systematic removal of all the
high frequency and high amplitude oscillations found in such time series can
result in an averaged system with features not contained in the original non
averaged signals [24]. There is no mathematical reason why discrete features
found in the averaged signal should also be found in the underlying basic
response pattern of the raw, un-averaged data of a single bout of exercise.
3 Averaging and the 3-phase model
It was proposed [25] that the oxygen uptake kinetics in response to a constant
exercise intensity is approximately an exponential function of time. Currently
three phases are believed to be observable in the time series of the heart rate
of an athlete running at constant velocity [7, 14, 26], as well as in the time
series of the rate of change of oxygen uptake, V˙ O2, of the athlete [7, 27, 28,
29, 30, 31, 32, 33, 34, 35, 36, 37, 6, 38, 39]; for a mathematical review see
[24].
Figure 3: The 3-phase model for the on-transient kinetics of heart rate.
To give a brief introduction to the 3-phase model, let us consider the
general case of a physiological variable s given as a function of time s(t),
where s can denote either the rate of change of oxygen uptake, or the heart
rate, see also [7]. According to the 3-phase model, the on-transient kinetics
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for t ≥ TD2
(1)
where s(0) is the initial value of the physiological variable s at time t = 0,
A0, A1 and A2 are the asymptotic values, τ0, τ1 and τ2 are the time constants,
and TD1 and TD2 are time delays for each exponential term. Figure 3 shows
the kinetics of the physiological variable s(t) according to the 3-phase model
of equation (1).
We note here that, in the literature, the 3-phase model described in equa-
tion (1) is usually expressed in the form:


















“slow component (phase 3)”
It is worth adding that, when the exercise work rate is light or moderate
(below the so-called lactate threshold), the kinetics of s(t) is modelled by
two exponentials, thus there is no slowly increasing phase 3 [31, 39]. For
heavy but not severe exercise intensities [40] phase 3 has been described as
an additional distinct component added to the kinetics, to model the delay
in reaching a steady state. Exercise intensities that are termed severe are
believed to consist of two phases, as the V˙ O2 is limited by its maximum
value, V˙ O2max, before a slow component is manifest [40].
Current research in the field of exercise physiology follows the above de-
scribed 3-phase model (it should be noted here that there is much debate
as to the existence of three discrete phases and an alternative model has re-
cently been introduced [24, 41]). No conclusive physiological reason has been
provided by the researchers in the field of exercise physiology for the exis-
tence of time delays and separate phases, other than data fitting of averaged
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6 Physiological time series data
data sets. The 3-phase model is described as the best fit to the data, from
a statistical point of view, but before such a 3-phase model is fitted to the
physiological time series data averaging, as a curve smoothing technique, is
extensively used (see section 2). It is worth noticing that, due to the presence
of high frequency oscillations in the time series of the raw physiological data,
it is only after averaging that the features that are termed the three phases
are observable (for examples regarding modelling the V˙ O2 time series [10]; in
[9] it is clear that it is impossible to clearly observe three separate phases and
time delays in the un-averaged signal). The introduction of different phases
and time delays in the time series of single bouts of exercise only serves as an
improvement (however marginal) in a process of fitting an exponential curve
to averaged data.
Regarding the first two phases, after the combination of the two separate
exponentials with a time delay was justified as a statistically better fit to the
data, physiological reasons have been provided by the researchers [42, 43, 44].
There has been, however, much debate as to the physiological reasons for
the third phase, the so-called slow component [32, 33, 36] with most of the
proposed mechanisms being refuted. We believe that it is misleading to use a
system which has been averaged to support the existence of different phases
of physiological behavior.
It is worth noticing that recent research in the field of oxygen uptake
kinetics models the 3rd phase (the so-called slow component) in the 3-phase
model not as a mono-exponential, but as a number of exponential components
(in serial increments) to account for the possible recruitment of additional
motor units during prolonged heavy exercise. Findings conclude that it is
more plausible that phase 3 is composed of progressive increases in the phys-
iological variable rather than being a single and abrupt increase, as this way
the model would be more consistent with a dynamic maintenance of energy
balance [11]. As an example, a 10-compartment model has been recently
presented [45], which used a sequence of increments, which become smaller
and smaller in an effort to follow the underlying response pattern of the phys-
iological time series data. From a mathematical point of view, this process
refers to the way a smooth function is approximated using first principles of
infinitesimal calculus. It becomes obvious therefore that a more rigorous way
of modelling the physiological data is by using a smooth function describing
the kinetics of the physiological variable (t) under study.
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4 Our aim
We present here three different methods of curve smoothing in order to find
the basic response pattern of physiological time series data:
• Ensemble averaging (averaging over repeated bouts of exercise - the
most popular curve smoothing technique currently applied to physio-
logical time series data)
• n-rolling averaging (currently in the field of exercise physiology n-
rolling averaging is used with n = 3 [10])
• Fourier low-pass filtering, with the cut-off frequency chosen by trial and
error.
We concentrate on heart rate time series data near maximal, or sub-
maximal exercise intensities (see section 5). We also show the derivation of
the basic response pattern of a highly irregular heart rate data set, obtained
from rapidly oscillating exercise.
5 Data acquisition and editing
The data presented here correspond to a healthy male subject (age 30, height
1,83m and weight 82 Kgr). The subject’s heart rate parameters were: max-
imum heart rate 188 bpm, minimum heart rate 40 bpm, heart rate reserve
148 bpm. The subject preformed two experiments, each one of which was
carried out in accordance with the following protocols:
• Protocol I consisted of five work periods of 3 minute duration at a
constant velocity equal to vV˙ O2max, separated by 3 minutes recovery
jogging at a constant velocity equal to 70% of vV˙ O2max, see [64] for
more information regarding the training protocol. The experiment was
carried out on a mixture of compound sand and hard footpaths and
the first 6 minutes were considered to be a warm-up period.
• Protocol II consisted of 30 minutes of repetitions on a set of short sand
hills requiring 30 seconds (at maximal speed) for the ascent and 30
seconds (of easy recovery jogging) to descend.
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8 Physiological time series data
It should be noted here that a mathematically strict constant (non-zero)
velocity exercise bout when starting from rest is never achievable. During
the experimental procedure described above, however, care was taken to
obtain as good an approximation as possible using split times.
The beat-to-beat heart rate data sets were recorded using a Polar S810i
heart rate monitor [65]. Such heart rate monitors have been shown to provide
reliable measurements of the electrocardiogram (ECG), when compared with
direct ECG measurements [66, 67, 68]. In addition, heart rate monitors have
the big advantage that they are portable and can be used for recordings in
the field [47]. The beat-to-beat data recordings can, however, be disturbed
by any kind of external electromagnetic field. For this reason, care was
taken to ensure that the experimental environment was free of any additional
electromagnetic signals (such as high tension power lines, mobile phones,
engines producing electromagnetic fields etc).
So let us assume that the heart rate of the subject can be expressed as a
function of time, s(t). Thus the recorded data set can be thought to consist
of the N consecutive sampled values
sk ≡ s(tk), k = 0, 1, · · · , N − 1
where there is s(tk) = 0 for k < 0 and k > N − 1.
Editing of the raw recorded heart rate data set {sk}N−1k=0 was only per-
formed to exclude occasional errant data points, as such points were consid-
ered not to be reflective of the underlying kinetics. Such occasional deviations
from the local mean heart rate can be caused by either technical reasons,
physiological reasons occurring in response to various mental or physical im-
pulses, or can be ectopic beats which can occur sporadically due to abnormal
origin; for more information of heart rate deviations see [8, 65, 69, 70, 71].
In other studies, data points with values greater than 6 standard deviations
from the local mean value were omitted [13, 18, 40]. In what we present
here, however, the occasional deviations excluded were the ones occurring
mainly due to technical reasons, such as sporadically missed R waves (result-
ing in a HR interval about two times longer than the normal one), misread
T waves (resulting in a sudden too short HR interval), or recorded spurious
peak waves instead of the R waves (resulting in a pair of too short and too
long intervals). Any other abnormal data points which very rarely appeared
in the time series data were also edited, as their values were easily seen to
be much larger than 10 standard deviations from the local heart rate.
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Figures 4(a) and (b) present the time series of the data recorded during
the experiments of protocols I and II described above. In these figures it is
easy to observe that the data oscillates around a smooth curve which is a
function of both time and intensity.
(a) (b)
Figure 4: Raw heart rate time series data. (a) Protocol I (the first 6 minutes
are excluded as they were considered to be a warm-up period) (b) Protocol
II.
6 Curve smoothing techniques
6.1 Ensemble averaging
Given m sequences {sjk}
N−1
k=0 , j = 1, · · · ,m consisting of N physiological data
points each, the (unweighed) ensemble average of all m data sets is the new








Given the sequence {sk}N−1k=0 of the N physiological data points, the n-rolling
(or moving) average is the sequence {rnk}N−nk=0 defined from the sk by taking
MAT 2
MATerials MATema`tics
Volum 2006, treball no. 1, 14 pp.
Publicacio´ electro`nica de divulgacio´ del Departament de Matema`tiques
de la Universitat Auto`noma de Barcelona
www.mat.uab.cat/matmat
Trigonometria esfe`rica i hiperbo`lica
Joan Girbau
L’objectiu d’aquestes notes e´s establir de forma curta i elegant les fo´rmules
fonamentals de la trigonometria esfe`rica i de la trigonometria hiperbo`lica.
La redaccio´ consta, doncs, de dues seccions independents, una dedicada a la
trigonometria esfe`rica i l’altra, a la hiperbo`lica. La primera esta` adrec¸ada a
estudiants de primer curs de qualsevol carrera te`cnica. La segona requereix
del lector coneixements rudimentaris de varietats de Riemann.
1 Trigonometria esfe`rica
Aquells lectors que ja sa`piguen que` e´s un triangle esfe`ric i com es mesuren els
seus costats i els seus angles poden saltar-se les subseccions 1.1 i 1.2 i passar
directament a la subseccio´ 1.3.
1.1 Arc de circumfere`ncia determinat per dos punts
A cada dos punts A i B de la circumfere`ncia unitat, no diametralment opo-
sats, els hi associarem un u´nic arc de circumfere`ncia, de longitud menor que





10 Physiological time series data







6.3 A few words about Fourier low-pass filtering
Fourier low-pass filtering can be used as an alternative curve smoothing tech-
nique, as well as an easy and very effective way for obtaining the basic re-
sponse pattern from noisy physiological data [46, 47]. Fourier filtering is a
very powerful tool and has therefore been widely used for signal smoothing
purposes in many applications such as signal processing, as well as a variety
of experimental situations [48, 49, 50, 51, 52, 53, 54, 55, 56, 57]. We should
note here that methods of spectral analysis have been also widely used in the
field of exercise physiology, especially in analyzing the frequencies of heart
rate variability [19, 58, 59, 60] and also in other areas of cardiovascular dy-
namics, where the study was concentrated in finding the frequencies of the
physiological response [14, 61, 62, 63]. However, Fourier low-pass filtering, as
a curve smoothing method, is never mentioned in these studies. Moreover, in
the work related to 3-phase modelling, a spectral analysis is performed after
the raw data has been subjected to averaging, see for example [14], where
the breath-by-breath raw data were firstly linearly interpolated to yield a
time series with the V˙ O2 valuated each second and then the data sets were
ensemble-averaged before frequency domain analysis was performed.
The discrete Fourier transform of the sequence {sk}N−1k=0 of the N data






The above discrete Fourier transform can be computed in O(N log2N) op-
erations by use of the Fast Fourier Transform algorithm (FFT). We adopted
the FFT algorithm from [53]. When N is not an integer power of 2, as is
the general case of physiological data, the length of the time series can be
artificially increased by adding zero values, a method that is referred to as
zero-padding [50, 52, 53].
After application of a discrete Fourier transform, it is possible to achieve
the desired smoothing of the data curve by removing the frequency compo-
nents above a certain cut-off frequency threshold, while retaining the low
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frequency components which are carrying the required information. This
is equivalent to the implementation of a so-called rectangular window filter
[50, 52] that truncates the frequency time series after the M -th term (where
M ≤ N − 1).
The inverse Fourier transform gives the ‘filtered’ sequence {sfk}
N−1
k=0 that
describes the basic response pattern of the data set. Regarding the applica-
tion of a rectangular window, techniques exist by which the optimal value
of the cut-off frequency (M -th frequency term) can be calculated [55]. The
value of the cut-off frequency can also be chosen interactively to correctly
estimate the noise level. As this value is a parameter in the Fourier curve
smoothing procedure, it can be selected so as to provide a filtering/reduction
of high frequency oscillations at any desired level.
The application of a rectangular window such as the one described above
can, however, result in the introduction of ‘ripples’ of infinite duration in the
resulting smoothed curve [50, 52]. This oscillatory behavior arises from the
discontinuity that characterizes the applied low-pass filter (abrupt transition
to zero) and is known in the literature as the Gibb’s phenomenon. The way
to avoid these oscillatory effects is by providing a smooth transition between
the pass-band of frequencies and the stop-band. This can be achieved by use
of windows that does not contain abrupt discontinuities [50, 52] but decay
to zero gradually. A number of such window filters can be found in the
literature, for example spline transitions [50, 53].
7 On-transient, constant exercise intensity
data sets
The four on-transient responses of protocol I shown in figure 4(a) are char-
acteristic classical responses to an exercise of constant velocity, including the
so-called slow component.
We have split and time-aligned the on-transient responses of figure 4(a).
Assuming that each of the four data sets is a sequence of N points, figure 5
shows the superposition of the following four sequences, derived from the
complete data set of figure 4(a):
• {s1k}N−1k=0 , time interval 1 [6.01min, 9min]
• {s2k}N−1k=0 , time interval 2 [12.01min,15min]
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12 Physiological time series data
Figure 5: The four on-transient data sets of protocol I superimposed
• {s3k}N−1k=0 , time interval 3 [18.01min,21min] and
• {s4k}N−1k=0 , time interval 4 [24.01min, 27min]
It is worth noticing that the starting time of the data sets shown in figure 5
were synchronized before the data sets were superimposed.
7.1 Fourier low-pass filtering
Figure 6 presents the smooth curves resulting from Fourier low-pass filtering
(sequences {sf−1k }
N−1
k=0 , {sf−2k }
N−1
k=0 , {sf−3k }
N−1
k=0 and {sf−4k }
N−1
k=0 ) superimposed
on the corresponding on-transient data sequences {s1k}N−1k=0 , {s2k}N−1k=0 , {s3k}N−1k=0
and {s4k}N−1k=0 respectively. The cut-off frequency for the plots of figure 6 was
0.13 Hz. At the bottom of each figure the time series for the residuals (vertical
distance) between the time series data and the time series resulting from low-
pass filtering of the data are shown. By observation of the time series of the
residuals for these four graphs it is easy to see that there is no obvious pattern
which the residual time series follow.
M. S. Zakynthinaki, J. R. Stirling, M. Sillero, J. Sampedro, I. Refoyo 13
(a) (b)
(c) (d)
Figure 6: On-transient time series data (green points) and the corresponding
smoothed Fourier low-pass curves (red curves). The residuals give the vertical
distance between the time series data and the time series resulting from low-
pass filtering of the data. a) time interval 1, mean residuals value: 0.046
(b) time interval 2, mean residuals value: 0.008 (c) time interval 3, mean
residuals value: 0.018 and (d) time interval 4, mean residuals value: -0.003.
Cut-off frequency: 0.13 Hz.
7.2 Ensemble averaging
The averaging procedure was synchronized to the work load changes, see also
[7]. As the on-transient data sequences {sjk}
N−1
k=0 , j = 1, . . . , 4 correspond to
beat-to-beat data that are not recorded at exactly the same time intervals,
the points sjk were interpolated to provide data points at time intervals that
are the same for each sequence.
Figure 7 presents the sequence {αk}N−1k=0 of the ensemble average of the
four data sets (m = 4, see section 6.1) superimposed on the corresponding
on-transient data sequences {s1k}N−1k=0 , {s2k}N−1k=0 , {s3k}N−1k=0 and {s4k}N−1k=0 respec-
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(a) (b)
(c) (d)
Figure 7: On-transient time series data (green points) and the corresponding
ensemble average curves (red curves). The residuals give the vertical distance
between the time series data and the time series resulting from ensemble
averaging of the data. (a) time interval 1, mean residuals value: -0.804
(b) time interval 2, mean residuals value: 0.597 (c) time interval 3, mean
residuals value: 0.728 and (d) time interval 4, mean residuals value: -0.520.
tively. At the bottom of each figure we show the time series for the residuals
(vertical distance) between the time series data and the time series resulting
from ensemble averaging of the data. For the particular case we present here,
there is N = 450.
The averaged sequence of data points {αk}N−1k=0 is the same for all four
figures 7(a)-(d), as it corresponds to the average of all four on-transient
responses {s1k}N−1k=0 , {s2k}N−1k=0 , {s3k}N−1k=0 and {s4k}N−1k=0 . As expected, oscillations
of high frequency and amplitude are still observable in the time series of
the data after averaging. As can be seen in figure 5, the four on-transient
data sets are very similar but not identical, even though they correspond to
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(a) (b)
(c) (d)
Figure 8: On-transient time series data (green points) and the correspond-
ing 3-rolling averaged curves (red curves). The residuals give the vertical
distance between the time series data and the time series resulting from a 3-
rolling averaging of the data. a) time interval 1, mean residuals value: -0.103
(b) time interval 2, mean residuals value: -0.110 (c) time interval 3, mean
residuals value: -0.114 and (d) time interval 4, mean residuals value: -0.112.
identical velocities and identical work load changes. This is also the case
in the literature, see for example [7, 14], where such data sets are however
characterized as identical. We would therefore expect that the averaging
procedure introduces features not included in the original data sets.
It can be easily observed that the time series of the residuals in figures 7
are not evenly distributed around zero and obvious patterns exist. We ob-
serve also that, as expected, the absolute mean value of the residuals is far
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(a) (b)
(c) (d)
Figure 9: On-transient time series data (green points) and the correspond-
ing 30-rolling averaged curves (red curves). The residuals give the vertical
distance between the time series data and the time series resulting from a
30-rolling averaging of the data. a) time interval 1, mean residuals value:
0.021 (b) time interval 2, mean residuals value: -0.003 (c) time interval 3,
mean residuals value: -0.006 and (d) time interval 4, mean residuals value:
-0.021.
7.3 n-Rolling averaging
Following the rolling averaging methods currently used in the field of
exercise physiology, an n-rolling averaging method with n = 3 [10] was per-
formed on the data sets of figure 5. Figure 8 shows the superposition of the
curves resulting from 3-rolling averaging of the data (sequences {r3−1k }N−1k=0 ,
{r3−2k }N−1k=0 , {r3−3k }
N−1
k=0 and {r3−4k }
N−1
k=0 ) on the corresponding data points of
each interval (sequences {s1k}N−1k=0 , {s2k}N−1k=0 , {s3k}N−1k=0 and {s4k}N−1k=0 ). The time
series of the residuals (vertical distance) between the 3-rolling averaging data
and the raw data points are also shown in these figures. Note that, as can
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be easily seen in figure 8, such a 3-rolling method does not provide a smooth
curve describing the data, as high frequency oscillations are still present in
the 3-rolling averaged data set.
The implementation, however, of an n-rolling averaging procedure with
n > 3 could result in a greater reduction of the high frequency oscillations and
a smooth curve free of such oscillations, especially when used repeatedly. As
an indication of the results of an n-rolling averaging procedure with n > 3, we
present in figure 9 the superposition of the curves resulting from 30-rolling
averaging of the data (sequences {r30−1k }N−1k=0 , {r30−2k }
N−1





k=0 ) on the corresponding data points of each interval (sequences
{s1k}N−1k=0 , {s2k}N−1k=0 , {s3k}N−1k=0 and {s4k}N−1k=0 ). In figure 9 the time series of the
residuals (vertical distance) between the 30-rolling averaging data and the
raw data points are also shown. No patterns can be observed in the time
series of the residuals. In addition, the mean value of the residuals is low, as
in the case of Fourier low-pass filtering.
7.4 Fourier low-pass filtering and n-rolling averaging
When the n-rolling averaging method is compared to the low-pass filtering
with cut-off frequency 0.13 Hz, there is an optimum area of values for n,
which we have observed to be n ≥ 15, n ≤ 35. This means that if an n-
rolling averaging method is to be implemented instead of a Fourier low-pass
filtering, similar results will be obtained if the value of n in a rolling procedure
lies within this optimal interval of values.
In a more general case, this optimal interval for the values of n obviously
depends on the number of data and the desired degree of smoothing, as it is
the case with the optimal value for the cut-off frequency.
8 The basic response pattern of a highly ir-
regular data set
We present the application of Fourier low-pass filtering to the irregular and
rapidly oscillating data set of Protocol II of 4(b). Figure 10 shows the re-
sults. The cut-off frequency was approximately 0.27 Hz. As expected, we
can see that the calculated Fourier curve (thick curves superimposed on the
data points in figure 10) provides an excellent description of the underlying
dynamics of the time series data.
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Figure 10: Time series data-protocol II (green points) and the corresponding
smoothed Fourier low-pass curve (red curve). Cut-off frequency: 0.27 Hz.
It should be noted here that the application of an n-rolling averaging
procedure would yield a similar response pattern as the one shown in figure
10 when the appropriate value of n is chosen interactively.
9 Discussion
An ensemble average will either underestimate, or overestimate, the basic
response pattern, depending on whether the amplitude and/or concentration
of the high frequency oscillations is larger below, or above, the basic response
pattern. When the purpose of the study is to find the underlying dynamics,
methods of treating the data such as averaging over repeated bouts of exer-
cise, will cause a problem as they can introduce features not existing in the
raw data set. Also much confusion could arise, as averaging over repeated
experiments can introduce sharp deviations from the underlying curve. This
has important implications when deciding on the smoothness of a model and
the underlying physiological reasons for non smooth behavior. A good ex-
ample of such implications is that the three phases of the so-called 3-phase
model can only be clearly seen following averaging over multiple data sets,
as in a single raw un-averaged data set the spread of individual time series
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data is too large to identify such features [9].
As discussed in section 8 a Fourier low-pass filtering or an n-rolling av-
eraging method is also able to provide basic response patterns of rapidly
oscillating data sets, in cases where the ensemble averaging of more that one
exercise bouts becomes impossible to implement.
For the case of the data of the rate of change of oxygen uptake (V˙ O2),
we hypothesize, looking at the published data which has not been averaged
[9] that, as with the heart rate data, the curve smoothing methods described
here successfully provide a smooth curve describing the underlying response
pattern of such data.
This work was supported by the programs Ramo´n y Cajal 2004
and I3 2006.
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