In this section we explain in detail how we generalize our process to include recovery. At the initial stage, n = 0, the fraction of nodes in the GC of network A is given by
The failure next propagates to network B in which the fraction of remaining nodes is
and hence
After the initial failure moves from network A to B, the process of recovery begins. The nodes that are repaired are those that belong to the mutual boundary of both GCs. We calculate the fraction of nodes that are in the border of each GC to be
and the mutual boundary, given by
where g A [p] is the relative size of the GC in network A after the cascading failure, and F A 0 /(1 − g A [p] ) is the conditional probability that a node belongs to the boundary of the GC of network A ,given that it is interconnected though an interdependent link with a node that belongs to the boundary of the GC of network B. * Electronic address: mdimuro@mdp.edu.ar
We next compute the new fraction of nodes that belong to the GC of each network
and the fraction of functional nodes in each network after the recovery process by solving
We next compute the fraction of nodes remaining in network A in the next step of the cascade as in Ref.
[? ]
Hence the GC of A at n = 1 is given by
and then the fraction of remaining nodes in B is
, and the fraction of nodes in its GC can we written as
Then the recovery process is applied again.
Analytical solutions for the fraction of nodes in the GC's
In this section we show that in the steady state when there are no isolated nodes before the initial failure the only possible values of the order parameter are 0 or 1, below and above the threshold without intermediate states.
Note that using Eqs. (1)-(7) in the main text we can write the temporal evolution of the order parameters as
where f α ∞,n and f α ∞,n with α = A, B satisfy the trascendental equations
where F AB n is the shared boundary. In the steady state at n = n s , P Using these equalities we find
On the other hand, it is clear that at the steady state P
. Using this relation and the previous results we deduce
Recalling that P B ∞,ns = P B ∞,ns + γ F AB ns , hence we have
Thus for γ > 0 the shared boundary in the steady state must be zero. Note that the condition F AB ns = 0 is trivially satisfied when P α ∞,ns = 0. Moreover, it can be shown using L'Hôpital's rule that the condition is also fulfilled when P Table S1 the relative deviations are listed for several values of γ and for the three types of network.
Note that the deviations do not exceed 3% for RR, 5% for ER, and 8% for SF. The numerical simulations give results that are very similar to those from theory, and we now explore the interesting features derived primarily from theory. 
Excess Degree of the Boundary
We next explain why the nodes on the boundary of the GC have higher degrees than dysfunctional nodes that are not on the boundary. For simplicity we will drop the network indices A and B in the main magnitudes. The boundary of the GC is the set of nodes that have at least one connection with the GC. The equation that represents the relative fraction of nodes that belongs to the GC is
where f ∞ is the root of the self-consistent Eq. (1) in the main text, andp is the fraction of remaining nodes before repairing process is initiated.
We can rearrange the coefficients of Eq. (S4) as
, wherep is the fraction of remaining nodes, andp(1 − f ∞ ) k is the probability that a non-failed node does not belong to the GC. Since forp < 1, f ∞ < 1, the probability that a node belongs to a finite cluster after failure decreases with k. Hence it is more likely for a node to be part of the GC if its connectivity is fairly high. The fraction of nodes that belongs to the boundary is obtained by simply replacing in Eq. (S4)p with 1 −p
Rearranging the coefficients we have
is the probability that a node has failed and (1 −p)(1 − f ∞ ) k holds for the probability that a node has failed and is not connected to the GC. As explained above, this last term decreases as k increases.
Hence the probability that a node belongs to the boundary of the GC increases with its degree k.
Phase Diagrams
In Fig. S1 we 
