the average effect of an infectious disease intervention (eg, a vaccine) varies across populations with different degrees of exposure to the pathogen. as a result, many investigators favor a per-exposure effect measure that is considered independent of the population level of exposure and that can be used in simulations to estimate the total disease burden averted by an intervention across different populations. However, while per-exposure effects are frequently estimated, the quantity of interest is often poorly defined, and assumptions in its calculation are typically left implicit. in this article, we build upon work by Halloran and Struchiner (Epidemiology. 1995;6:142-151) to develop a formal definition of the per-exposure effect and discuss conditions necessary for its unbiased estimation. With greater care paid to the parameterization of transmission models, their results can be better understood and can thereby be of greater value to decision-makers. (Epidemiology 2014;25: 134-138) E stimates of the impact of vaccines, behavior modification, or other risk factors for infectious diseases are often not transportable from the study population to other populations, even when the results are internally valid and the distribution of effect modifiers is the same across populations. this is because a person's risk of infection depends on the intervention status of others in their contact network, a phenomenon that is referred to as "interference" in the causal inference literature and is related to the concepts of "herd immunity," "indirect effects," and "dependent happenings," as discussed by infectious disease epidemiologists. 1-3 transmission dynamic models, which are increasingly used by policymakers, 4 attempt to solve this problem by using simulations to predict how an intervention would affect an infection's spread in a new population. to do so, such models require the effect of interventions on the risk of infection and infectiousness, and information on the contact network in the new population. Specifically, these simulations require as an input parameter an estimate of the effect of interventions on exposure to the pathogen of interest (a "per-exposure effect")-a difficult quantity to estimate in empirical studies when exposure data are generally missing or limited.
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(Epidemiology 2014; 25: 134-138) E stimates of the impact of vaccines, behavior modification, or other risk factors for infectious diseases are often not transportable from the study population to other populations, even when the results are internally valid and the distribution of effect modifiers is the same across populations. this is because a person's risk of infection depends on the intervention status of others in their contact network, a phenomenon that is referred to as "interference" in the causal inference literature and is related to the concepts of "herd immunity," "indirect effects," and "dependent happenings," as discussed by infectious disease epidemiologists. [1] [2] [3] transmission dynamic models, which are increasingly used by policymakers, 4 attempt to solve this problem by using simulations to predict how an intervention would affect an infection's spread in a new population. to do so, such models require the effect of interventions on the risk of infection and infectiousness, and information on the contact network in the new population. Specifically, these simulations require as an input parameter an estimate of the effect of interventions on exposure to the pathogen of interest (a "per-exposure effect")-a difficult quantity to estimate in empirical studies when exposure data are generally missing or limited.
the definition and estimation of per-exposure effects have received little attention in the causal inference literature. as a result, the assumptions made when estimating perexposure effects in practice are often unclear, and transmission models are commonly parameterized with dubious estimates of per-exposure effects. [5] [6] [7] For example, modelers assume, often implicitly, that the per-exposure effect is constant over time, that the average per-exposure effect does not depend on the number of previous exposures to the pathogen, that there is no unmeasured heterogeneity in infection risk across study participants, and that there is no confounding for exposure to infection.
Halloran and Struchiner 8 showed that defining causal effects for infectious diseases can involve the intervention of interest (eg, a vaccine) and an intervention on exposure to infection. the authors also suggested that per-exposure effects require further study. this article builds upon their work to (1) develop a formal definition of the per-exposure effect, (2) show that estimates of the per-exposure effect in most studies are obtained under unrealistic assumptions, (3) discuss previously presented methods that relax some of the assumptions, and (4) discuss how even valid per-exposure effect estimates may not be suitable for parameterizing transmission models. the application of causal inference principles to the parameterization of infectious disease models bridges two methodologic approaches that have little overlap in the training of epidemiologists. 5 "ideal" double-blind randomized controlled trial (rct) with perfect adherence, no loss to follow-up, and no measurement error. For each trial participant, let A be an indicator for intervention (eg, 1, vaccinated; 0, unvaccinated) at time t = 0 (ie, baseline), and Y t be an indicator for infection (1, yes; 0, no) at t time units (eg, months) after baseline. the trial is restricted to persons who are not infected at baseline (ie, Y 0 = 0). We define Pr[Y t = 1|A = a] as the proportion of participants who became infected by t among those receiving the intervention value A = a. the intent-to-treat analysis compares Pr[Y t = 1|A = 1] versus Pr[Y t = 1|A = 0], which is equivalent to a per-protocol analysis in our example because we assume perfect adherence.
let Y t a=1 and Y t a=0 be counterfactual outcomes indicating a person's infection status at time t had their intervention status been set to 1 (vaccinated) and 0 (unvaccinated), respectively. note that this representation of a person's counterfactual outcome makes no reference to the intervention status of others in the population. We define Pr Y t a = [ ] 
1 0 in ideal rcts, but this is not true for infectious diseases. Here, the outcome of an index participant may depend on the intervention received by others because others' being vaccinated may prevent them from becoming infected and thus transmitting infection to the index person. 7 interference would occur if, for example, a vaccinated trial participant would escape infection if 100% of the study population were vaccinated, but would become infected if not all her contacts were vaccinated. Such interference implies that the intent-to-treat risk ratio Pr
Moreover, the intent-to-treat risk ratio may not be transportable to other populations because interference depends on the specific network of contacts in a population.
these transportability problems can, in principle, be overcome through the use of a per-exposure effect measure. 8, 9 We first propose a definition of a per-exposure effect based on work of Halloran and Struchiner, 8 and then describe the assumptions commonly made to estimate it.
THE AVERAGE PER-EXPOSURE EFFECT
to define the average per-exposure effect of an intervention, we must introduce notation for exposure to the infectious agent. let E t be the number of exposures to infection experienced at time t (eg, E t = 1 denotes that the person experienced a single exposure to infection at time t). For simplicity, we assume that all exposures are discrete and equivalent. We use overbars to denote history; for example, E t t = … ( )= 0 0 0 0 , , indicates no exposure to the infectious agent between time 0 and t. Because exposure to the infectious agent is a necessary condition for infection, Y t+1 is always zero in the absence of exposure through t (ie, Y t+1 = 0 if E t t = 0 for any value of t). in practice, the time t should be chosen according to the question of interest and to ensure that a sufficient time has elapsed for the diagnostic test to discriminate between infected and uninfected persons.
We define Pr Y t
as the proportion of participants who would have become infected by t had everyone received the intervention value a and exposure history e t through time t. For example, Pr Y t a e e t t t
is the proportion of people that would have been infected if everyone (1) had been vaccinated at baseline, (2) had been exposed to infection at time t, and (3) had not been exposed to infection between time 0 and t − 1. this quantity can be equivalently written as the
is the hazard if nobody had been vaccinated. the hazard ratio (Hr) Pr
measures the effect at the first exposure after baseline. We define the average per-exposure effect of an intervention at time t as
Unlike the average causal effect described in the previous section, the per-exposure effect is independent of both the distribution of exposure after baseline and the pattern of interference in the study population. this is because the per-exposure effect is defined under a hypothetical exposure intervention in which everybody gets exposed at time t only. On the contrary, like the average causal effect of the previous section, the per-exposure effect may vary over time t (eg, a vaccine's per-exposure effect may wane) and may depend on population-specific baseline characteristics that modify the infection risk on exposure (eg, age or proportion of people exposed to the infection before baseline).
Our notation makes explicit Halloran and Struchiner's paradigm 8 that a per-exposure effect measure requires considering a hypothetical joint intervention on treatment A and exposure E t during the follow-up and not just an intervention on A conditional on E t . We elected to define the average per-exposure effect as the effect at the first exposure after baseline, to simplify the example and because the literature on intervention effects conditional upon exposure has commonly used a single exposure as the relevant unit. 9 However, researchers could estimate the effect of an intervention after any specified number of exposures where the timing of each exposure is specified. © 2013 Lippincott Williams & Wilkins
ESTIMATING THE AVERAGE PER-EXPOSURE EFFECT
a valid estimate of a per-exposure intervention effect at time t could be obtained if the investigator controlled not only the intervention A at baseline but also the exposure E t during the follow-up. Studies in which investigators expose study participants to the pathogen of interest, known as "challenge studies," are rare, and their use in humans is restricted to treatable or non-life-threatening infections. [10] [11] [12] [13] [14] [15] in most studies, people are not deliberately exposed to infection and participants can experience heterogeneous exposure patterns (many participants may not be exposed at any time). Furthermore, exposure to the pathogen of interest is typically unknown to the investigators.
Yet, despite exposures to the pathogen being unknown, per-exposure effect measures are estimated in practice. a common estimator is one minus the intention-to-treat average Hr, 16 which is a weighted average of the time-specific Hrs 
were a valid estimator of the per-exposure effect measure at time t. in that case, we would need to calculate only the time-specific Hr rather than a weighted average over time points. condition 2, on the contrary, cannot be easily relaxed because a person's exposure history (E t −1 ) is usually unknown, and thus one cannot estimate the per-exposure effect by restricting the calculations at each time t to those not exposed before t, that is,
, therefore, a valid estimation of the per-exposure effect measure is often unattainable.
However, the situation is even more problematic. even if all participants' exposure histories were known, two additional conditions are required to estimate the average perexposure effect using the intent-to-treat Hr without bias. in the following sections, we examine these two conditions using causal diagrams.
Condition 3: No unmeasured heterogeneity in infection risk
as an example, Figure 1 depicts a double-blind rct of a chlamydia vaccine in women. let A be an indicator for vaccination at baseline and Y t+1 an indicator for chlamydia infection at t + 1. E t is the number of exposures to infection experienced at t and U represents the unmeasured factors that are responsible for the differential susceptibility to infection (eg, being a sex worker increases the risk of bacterial vaginosis, a known risk factor for chlamydia infection). 17 Because participants were blinded to their vaccine status, there is no arrow from A to exposure. Because A was randomly assigned, there is no arrow from U to A, that is, no confounding for the effect of A.
consider the per-exposure effect at time t. the hazard at t + 2 is the probability of infection at t + 2 among those who were not infected at t + 1. We denote this conditioning on Y t+1 = 0 by placing a box around Y t+1 in Figure 1 . Because Y t+1 is a common effect of A and U, conditioning on Y t+1 = 0 will generally create an association between the intervention A and Y t+2 by opening the path 
| | is generally a biased estimator of the per-exposure effect at time t + 2.
the bias described here is a form of the built-in selection bias in hazards analyses. [18] [19] [20] the impact of this bias needs to be more widely appreciated in the infectious disease literature, and its impact on per-exposure effect estimates needs to receive greater attention. [21] [22] [23] While there has been some treatment of this issue from a statistical perspective, 21, 24, 25 the causal structure of this bias for per-exposure effects has not been described.
Condition 4: No confounding for the effect of exposure
the per-exposure effect is a joint effect of A (eg, vaccination) and E t (exposure to infection), and therefore, its unbiased estimation requires no unmeasured confounding for the effect of both A and E t at all times t. in an rct, no confounding is expected for A, which is the randomized intervention, but there may be unmeasured confounding for E t , which is not controlled by the investigator. Figure 2 is the same as Figure 1 , except that there are arrows from the unmeasured U to the exposure variables, that is, there is confounding due to U for the effect of E t on Y t+1 . this confounding may result in a biased estimate of per-exposure effect when using the time-specific Hrs and also when using the average Hr: because the average Hr is a weighted average of the time-specific Hrs, the average Hr over certain periods may still differ from 1 even if the average per-exposure effect is null.
interestingly, confounding by U may occur even if there is no direct arrow from U to Y t+1 in the absence of vaccination. For example, suppose that, in the absence of vaccination, sex workers and other people have the same per-exposure risk of infection but, in the presence of vaccination, the perexposure risk is higher among sex workers (eg, due to genital inflammation, which is more common among sex workers and which could inhibit the immune response to the vaccine). in this setting of "co-action" between U and E t , the causal diagram still includes a direct arrow from U to Y t+1 and U needs to be adjusted for when estimating the per-exposure effect in the study population. 26 the eappendix (http://links.lww.com/ eDe/a730) presents a numerical example of this bias. notably, no confounding would arise in the presence of U − E t coaction if U were independent of exposure. 9 note that, unlike Struchiner and Halloran, 9 we use here a definition of confounding that is not based on collapsibility. 27, 28 
DISCUSSION
We have provided a definition of the average perexposure effect of infectious disease interventions and have described four conditions necessary for its unbiased estimation from ideal rct data. except for condition 1, which can be easily met by estimating time-specific effects, other conditions are unlikely to be met in practice. condition 2 generally requires the measurement of each person's exposure history during the follow-up, which is rarely, if ever, available. conditions 3 and 4 require that, even in an ideal rct, unbiased estimation of the per-exposure effect via an intent-to-treat Hr requires the unrealistic assumption that risk factors U for infection either do not exist or are adjusted for. as a result, standard analyses will not generally provide valid estimates of the average per-exposure effect of an intervention. challenge studies provide investigators with precise exposure data and, in principle, are ideal for estimating per-exposure effects, but assumptions are still required. For example, Hudgens and gilbert 29 and Hudgens et al 30 developed an analysis method for challenge study data that estimates a per-exposure effect, but it requires assumptions regarding the intervention's mechanism of action and the distribution of susceptibility to infection across persons. Because challenge studies can be used only for easily treated infections, alternative methods are needed to obtain less biased estimates from standard studies. We suggest the following methods-none of which is guaranteed to give unbiased estimates. Which approach is most appropriate for a given situation will depend on the availability of data and whether the methods' respective assumptions are met.
First, some study designs allow the opportunity to collect at least partial data on the number and timing of exposures, which can be used for a better estimation of the per-exposure effect. One example is a study of serodiscordant couples, in which one member of a sexual partnership is known to be HiV-infected. 31, 32 Second, selection bias due to heterogeneity in infection risk may be reduced by collecting data on known risk factors for infection and adjusting for them in the analysis (eg, as covariates in the cox models) 33 or by restricting the analysis to more homogeneous participants (eg, those with similar levels of known risk factors). interestingly, enrolling a more heterogeneous population in an effort to estimate a more representative effect measure may introduce greater bias because of greater violations of conditions 2-4. When possible, crossover designs for reversible interventions (eg, prophylactic treatment) may be less susceptible to selection bias. 22 third, the follow-up period could be shortened to mitigate violations of conditions 1-3. However, restricting the analysis to a follow-up shorter than time t prevents the estimation of per-exposure effects at times greater than t, which limits generalizability if the intervention's effect varies with time or number of exposures (eg, for some pathogens, exposure may confer partial immunity, even in exposed persons with no apparent infection). 34, 35 Fourth, mathematical models could be used to assess the plausibility of possible per-exposure effect estimates. For example, the estimates could be used to assess how the model fits to data of an infection's prevalence over time. 36, 37 last, sensitivity analyses are suitable for describing the possible range of results when data are missing on potentially important sources of bias. these sensitivity analyses range from simple bias formulas to mathematical models that simulate aspects of transmission, data collection, and analysis. [38] [39] [40] Modelers also need to consider possible interactions for the effects of exposure or the intervention, even in the absence of confounding, because the predicted population impact will differ if transmission models are parameterized with an average effect versus subgroup-specific effects. 41, 42 estimating interactions is difficult, however, because studies are rarely FIGURE 2. Causal diagram for a randomized trial like that in Figure 1 except that the risk factors U affect exposure E. powered to estimate subgroup effects and because many interaction variables may be unknown.
Observational studies and randomized trials are rarely designed with mathematical models of disease transmission in mind, despite the growing importance of such models in understanding infectious disease data and informing policy making. it would be useful if the study planning process included consideration of data needs for transmission modeling, such as collecting additional data on risk factors and interaction variables, and powering studies to allow testing for important differences in effects across subgroups. Such additional data collection could greatly enhance the utility of empirical studies to inform transmission models.
in summary, the common practice of parameterizing transmission models with standard estimates from epidemiologic studies or randomized trials should be re-evaluated. Simulation studies are warranted to characterize the direction and magnitude of the biases described here. When such estimates are used to parameterize cost-effectiveness, transmission dynamic, or other parameters used for decision making, the results need to be interpreted cautiously, and the range of sensitivity analyses expanded to encompass not just the statistical uncertainty in the estimates but also their possible bias. acknowledging and exploring such assumptions should be seen as a strength of a study, not a limitation.
