We investigate the relationship between the halo mass, M 200 , and concentration, c, for a sample of 26 group-and cluster-scale strong gravitational lenses. In contrast with previous results, we find that these systems are only ∼ 0.1 dex more over-concentrated than similar-mass halos from dark matter simulations; the concentration of a halo with M 200 = 10 14 M ⊙ is log c = 0.78 ± 0.05, while simulations of halos with this mass at similar redshifts (z ∼ 0.4) predict log c ∼ 0.56 − 0.71. We also find that we are unable to make informative inference on the slope of the M 200 − c relation in spite of our large sample size; we note that the steep slopes found in previous studies tend to follow the slope in the covariance between M 200 and c, indicating that these results may be measuring the scatter in the data rather than the intrinsic signal. Furthermore, we conclude that our inability to constrain the M 200 − c slope is due to a limited range of halo masses, as determined by explicitly modelling our halo mass distribution, and we suggest that other studies may be producing biased results by using an incorrect distribution for their halo masses.
INTRODUCTION
Dark matter only simulations predict a tight power law relationship between the masses and concentrations of dark matter halos that has a logarithmic slope of ∼ −0.1 (e.g., Bullock et al. 2001; Neto et al. 2007; Macciò et al. 2008; Duffy et al. 2008) . The normalisation of this trend agrees with observations of massive galaxy clusters (M ∼ 10 15 ; e.g., Ettori et al. 2010 , and references therein), but lowermass clusters and rich groups appear to deviate from the predicted relation by nearly an order of magnitude (e.g., Oguri et al. 2012) . This tension between observations and simulations may be due in part to selection effects, as mass measurements of groups and poor clusters typically rely on strong gravitational lensing. More concentrated halos are more efficient lenses, and strong lensing may also preferentially occur in halos that are oriented such that the long axis of the mass distribution is along the line of sight (e.g., Hennawi et al. 2007) , an effect that can mimic higher concentrations. However, both of these biases are weak, and Oguri et al. (2012) explicitly include these effects in their analysis but still find that the observed mass-concentration trend is significantly stronger than the relation in simulations.
The paucity of well-studied groups and low-mass clusters makes it difficult to characterise the mass-concentration relation below M ∼ 10 14 M⊙, where the tension with theory is most significant. To remedy this, we have compiled a sample of ∼100 group-scale gravitational lens systems identified by the CASSOWARY survey (Belokurov et al. 2009 ). The strong lensing signals can be combined with total masses derived from group richnesses (e.g., Wiesner et al. 2012 ) to determine halo concentrations for these systems with masses potentially as low as M ≈ 10 13 M⊙. Here we present a preliminary analysis of 26 lenses, and we find that our objects are only slightly more concentrated than simulations predict. We introduce the sample and our mass measurements in Section 2, describe our analysis techniques in Sections 3 and 4, then compare with previous studies in Section 5. We assume a ΛCDM cosmology with ΩΛ = 0.7 and h = 0.7.
LENS SAMPLE AND MASS MEASUREMENTS
The CASSOWARY sample includes nearly 100 strong gravitational lens candidates discovered in Sloan Digital Sky Survey (SDSS; York et al. 2000) imaging data (e.g., Belokurov et al. 2007 Belokurov et al. , 2009 ). The selection algorithm searches around luminous red galaxies (LRGs) for resolved blue neighbours that potentially correspond to z ∼ 1 − 3 gravitationally lensed arcs. The arcs are required to be bright and the distances between the arcs and the LRG must lie in the range 1.5 ′′ to 15 ′′ . This imaging selection preferentially selects Einstein radii between galaxy-scale lenses (e.g., SLACS; Bolton et al. 2006 ) and massive cluster-scale lenses (e.g., Oguri et al. 2012) , enabling our investigation of groupscale dark matter halos. In this paper we focus on 26 lenses that have sufficiently good SDSS imaging to robustly determine Einstein radii. Additionally we require that all of the lenses have well-constrained lens and source redshifts. All of the source redshifts and 23 of the lens redshifts are spectroscopically determined (Stark et al. 2013) , whilst three of the lenses have photometric redshifts; the mean lens redshift of the sample is z = 0.4, and details for the lenses can be found in Table 1 .
Strong Lensing
Strong lensing provides a precise and robust measurement of the Einstein radius, i.e., the radius within which the mean surface mass density is equal to the lensing critical density. We use the SDSS imaging data to constrain the Einstein radii for each of our 26 lenses, and the mass distributions of the lenses are assumed to be singular isothermal ellipsoids; although this model may be a poor description of the true density profile, the inferred Einstein radii are nevertheless robust (e.g., Schneider et al. 2006) . Following the modelling scheme of Auger et al. (2011) , we use an optimiser to simultaneously find the best mass and surface brightness models for the lens and the source in the g, r, and i imaging from SDSS. The Einstein radius is typically constrained at the 1-2% level but we impose a minimum uncertainty of 5% to account for systematics, including line-of-sight structure. In some cases there is no visible counter-image and the Einstein radius becomes significantly degenerate with the flattening of the mass distribution, and for these lenses we therefore impose a conservative 25% uncertainty on the Einstein radii (compare with the galaxy-scale lenses that lack counter images in Brewer et al. 2012) ; this is comparable to the spread of reasonable models for the least-constrained lens systems.
Mass estimate from optical richness
We supplement the central mass constraint from lensing with an estimate of M500 based upon the number of group/cluster galaxies around the lens. Our richness estimates are defined for 1 Mpc apertures as in Budzynski et al. (2012) , but here we employ some slight modifications. We select objects from the SDSS Data Release 9 catalogue within 5 Mpc of the lens that meet the following criteria: absolute magnitude brighter than Mr = −21.2, photometric uncertainties less than 0.2 mag in the griz filters, and photometric redshifts within 5% of the lens redshift. These requirements lead to a small bias towards under-richness for the highestredshift systems (z 0.6) due to group members not being detected in the bluer filters, but loosening these criteria leads to a much noisier estimator and the uncertainties for the highest redshift systems are larger than the bias.
We determine the 'background' density of objects in an annulus between 2.5 Mpc and 5 Mpc and subtract the inferred number of background objects from the number of objects in the central 1 Mpc to determine our richness statistic. The uncertainty on the richness is dominated by the variance of the cosmological background structure, and we estimate this by determining the variance between random 1 Mpc radius patches in the annulus between 2.5 and 5 Mpc. We use the same sample of X-ray luminous clusters from Budzynski et al. (2012) to calibrate the mass-richness relation, and we find that our richness statistic produces a relation that has a slope of 1.00±0.07, intercept 14.21±0.03, and scatter 0.21 ± 0.02. Typical uncertainties on our M500 estimates range from 0.2 dex for the most rich systems to 0.5 dex for the sparsest lenses.
GROUP AND CLUSTER MASS MODELS
We model our lenses with two mass components, one describing the dark matter distribution and the other describing the baryonic mass distribution. The dark matter distribution is modelled as an NFW profile with two free parameters, the mass M200 and the concentration c (there is some evidence that real dark matter halos may deviate from NFW halos within the scale radius, e.g., Newman et al. 2013; Sonnenfeld et al. 2012; Grillo 2012 , but here we constrain our analysis to an NFW context). The baryonic mass is only significant for the strong lensing, and we therefore approximate the total baryonic mass with the mass of the central lensing galaxy (note that the baryonic contribution to M500 is at most the cosmological fraction, i.e., 0.07 dex, which is much smaller than the uncertainties on M500). We use the r−band luminosity inferred from the SDSS photometry and assume a broad uniform prior on the mass-to-light ratio Υ between 1.8 and 3.2 (i.e., spanning a range between Chabrier and Salpeter initial mass functions). Our model therefore has three free parameters for each lens: M200, c, and Υ.
Our model mass distributions are treated as spherical, and it is therefore straightforward to calculate the observables, rEin and M500, from the models (Appendix A). The normalisations of the dark matter halo and the bulge are perfectly degenerate for a single mass measurement, but the degeneracy can be broken with multiple aperture mass measurements if the halo profile and the light profile are sufficiently different. However, these mass normalisations are still degenerate with the scale (i.e., concentration) of the dark matter halo if only two aperture mass estimates are available, although the model can be made tractable if we assume that there is some underlying physics or phenomenology that relates at least two of the model parameters. Fortunately, the mass-concentration relation provides the phenomenology that helps to break this remaining degeneracy.
ANALYSIS
We use the data described in Section 2 to constrain the properties of the model described in Section 3. The inference on the model parameters is given by employing Bayes' theorem, P(c, M200, Υ| rEin, M500) = P( rEin, M500|c, M200, Υ) where tildes describe observed quantities and P( rEin, M500|c, M200, Υ) = P( rEin|rEin)P( M500|M500) (2) with rEin and M500 functions of c, M200, and Υ as described in Appendix A. The two probabilities on the righthand side of Equation 2 are given by normal (i.e., Gaussian) distributions, e.g.,
where σEin is the measurement uncertainty on rEin.
Our inference on the mass and concentration of a typical object is shown in Figure 1 . We have assumed a uniform prior of 1.8 < Υ < 3.2 and subsequently marginalised over the mass-to-light ratio. The requirement for strong lensing excludes low-mass, low-concentration halos (the grey region), and we show the independent constraints from using only the richness (red contours), only the Einstein radius (blue contours), and the joint constraint from both (closed black contours). We note that none of these distributions are well-approximated by Gaussians, and in our evaluation of the mass-concentration relation we therefore use this full likelihood space.
The Mass-Concentration Relation
The numerator of the final term in Equation 1, P(c, M200, Υ), is formally the prior on our mass model parameters c, M200, and Υ. However, the massconcentration relation from simulations (e.g., Bullock et al. 2001; Neto et al. 2007; Macciò et al. 2008; Duffy et al. 2008) acts as a conditional prior on the concentration, so that P(c, M200, Υ) = P(c|M200)P(M200)P(Υ)
where P(log c|log M200) ∼ N(a log M200/10
Therefore, fitting for the mass-concentration relation (i.e., determining a, b, and σ in Equation 4) is an example of hierarchical inference. Indeed, our problem is the same as the 'fitting a straight line with scatter to noisy data' problem addressed by Kelly (2007) , with the exception that our 'data' -here, our inference on the mass and concentration of each lens, as shown by the black contours of Figure 1 -have highly-correlated non-Gaussian uncertainties. The prior on the halo mass, P(log M200), should, in principle, be chosen to encode the parent distribution of our sample of groups, including the halo mass function and the selection imposed by lensing (i.e., that more concentrated and/or more massive halos have a larger cross-section for strongly lensing a background source). However, the CAS-SOWARY selection function is extremely difficult to determine from first principles, and we therefore choose to also infer the underlying distribution from which our lenses are sampled. Kelly (2007) also addresses this problem, and he develops a framework that uses a mixture of Gaussian com- 
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Figure 1. The inference on the halo mass and concentration for one lens, SDSSJ2222+2745, from strong lensing (blue contours), richness (red contours), and both constraints (black contours); the solid and dot-dashed contours define the regions that contain 68% and 95% of the probability, respectively. The gray-shaded area in the lower left corner is excluded by our lensing selection (these halos would not yield Einstein radii greater than 1 ′′ for all of the Υ values investigated). The black solid line is our best-fit mass-concentration relation, including a strong prior on the slope, with the 1-σ scatter shown with black dotted lines. The green and magenta dashed lines are simulations-derived relations from Duffy et al. (2008) and Macciò et al. (2008) respectively, and the cyan dashed line is from the observations of Oguri et al. (2012). ponents to describe the underlying distribution of the independent variable (here, log M200); in this work, for the sake of simplicity we choose to investigate two different models for P(log M200). The first model assumes that our masses are drawn from a uniform distribution with central mass log MU and half-width ∆MU, while the second model assumes that our masses are drawn from a normal distribution with mean log MN and variance σ 2 N (i.e., a Gaussian mixture model with a single component). The priors on log MU and log MN are normal distributions centred on 14 with variance 1 dex, whilst the priors on the widths are both uniform in the log of ∆MU and σN over several decades from 0.02 to 2 dex.
A comprehensive description of the statistical model we use to turn our measurements of rEin and M500 in to inference on a, b, and σ is provided in Appendix B.
Results
Our inference for the mass-concentration relationship of the CASSOWARY lenses is shown in Figure 2 . The prior on a is uniform between −2 and 0, the prior on b is uniform between 0 and 2, and for the scatter we use a prior that is uniform in log σ between 0.001 and 1. Our choice of the form of the prior for the halo masses (i.e., uniform or normal) does not significantly affect our results, although the normal prior leads to marginally more precise inference and smaller intrinsic scatter in the mass-concentration relation. We find that we are unable to constrain the slope a, although the data show a preference for a shallow slope. There is a significant tail towards steeper slopes that is covariant with the intercept such that the concentration of a halo with the sample mean mass (M200 = 10 14.2 M⊙) is always ∼ 7. We robustly constrain the intercept to be b = 0.85 ± 0.13, in spite of our poor inference on the slope; this is due to the limited dynamic range of halo masses, which we empirically find to span only 0.5 − 1 dex (∆MU ∼ σN ∼ 0.2 − 0.5).
The small range of M200 in our sample motivates us to also investigate a model with a prior on the slope consistent with the mass-concentration relations found in simulations (Figure 3 ). We choose P(a) to be normally distributed with mean 0.09 and variance 0.012 2 , consistent with, e.g., Duffy et al. (2008) and Macciò et al. (2008) . The imposition of this prior leads to significantly more precise inference on the intercept, which we find to be b = 0.78 ± 0.05. Using a mean redshift of z = 0.4, this concentration is in good agreement with Macciò et al. (2008) , who find the equivalent of b = 0.71, but is somewhat larger than the values of 0.56 − 0.62 implied by Duffy et al. (2008) . We find that the intrinsic scatter is σ = 0.17 ± 0.06, also in agreement with simulated dark matter halos. We note that if we explicitly set Υ to a Salpeter or Chabrier value and repeat the inference, we find log c is between 0.64 and 0.82, respectively.
DISCUSSION
We find that dark matter halos of groups and poor clusters (i.e., objects with log M200 ∼ 14) appear to be only 17−66% more concentrated than simulated dark matter halos of the same mass. This result appears to conflict with several recent analyses of strong lensing clusters that find systematically larger concentrations than simulations at lower cluster masses (e.g., Oguri et al. 2012; Wiesner et al. 2012) . Indeed, both of those results included strong lens systems investigated in this paper, so the differing conclusions are a bit alarming. However, there are several points that may resolve the tension between our results and these other observational findings. Wiesner et al. (2012) infer a steep slope but with a very large uncertainty that makes their measurement consistent with simulations at the 1.5-σ level. Unfortunately they do not report an uncertainty on the intercept, nor do they provide details of the assumed prior on the slope or whether the posterior is Gaussian or highly skewed towards shallow values (e.g., Figure 2) . Moreover, and perhaps most importantly, details of the fitting procedure are not provided, including whether the significant covariance between c and M200 is taken into account (e.g., Figure 1 ) and what prior is assumed for the distribution of halo masses.
If the prior on the halo masses (i.e., the contribution from the halo mass function and the CASSOWARY selection function) is assumed to be uniform and wide, then individual lens systems are given significant freedom to scatter along the degeneracy line illustrated by the black contours in Figure 1 . These typically have slopes of ∼ −0.5, consistent with the slopes found in previous strong lensing analyses (Oguri et al. 2012; Wiesner et al. 2012 ). This suggests that, at least for the case of Wiesner et al. (2012) who use the same type of constraints as we present here, these results may arise from fitting the observational scatter rather than the intrinsic mass-concentration relation.
The limited dynamic range of the CASSOWARY lenses presented here does not allow us to place interesting con- P(a) = U( 2, 0) P(b) = U(0, 2) P(log σ) = U( 3, 0) Figure 2 . Inference on the mass-concentration relation parameters for the CASSOWARY lenses, assuming a broad uniform prior on the slope; solid contours and dot-dashed contours enclose 68% and 95% of the marginalised posterior probability, respectively. The black contours are for our model that assumes the halo masses are drawn from a uniform distribution and the red contours are the results when we assume a normal distribution. We find that the lenses prefer a shallow mass-concentration relation with a very extended tail to steep slopes. The intercept implies a concentration of log c = 0.85 ± 0.13 (i.e., c ≈ 7.1 ± 2) for a halo with mass M 200 = 10 14 M ⊙ ; by comparison, Oguri et al. (2012) find a concentration of 14 from strong lensing clusters (cyan points and dashed lines) while simulations suggest c is between 3.6 and 5.1 (e.g., Duffy et al. 2008; Macciò et al. 2008 , green and magenta points/lines, respectively).
straints on the slope of the mass-concentration relation, although our data are consistent with the slopes typically found in simulations (e.g., a ∼ −0.1). We nevertheless find evidence for a slightly higher normalisation than dark-matter-only simulations (e.g., Duffy et al. 2008; Macciò et al. 2008; Neto et al. 2007 ). Oguri et al. (2012) model the lensing selection function and find that this leads to a steeper inference on the mass-concentration relation and a higher normalisation than dark matter simulations predict for M ≈ 10 14 M⊙. We do not find significant evidence for this over-concentration in our sample, although we explicitly fit (and subsequently marginalise over) the form of the parent population of the halos; this may signal that groupscale halos do not, in fact, suffer from an over-concentration problem. Gralla et al. (2011) find that, if the mass-concentration relation from simulations is assumed, their halo masses derived from Sunyaev-Zel'dovich effect measurements in strong lensing clusters predict Einstein radii ≈ 30 per cent smaller than the observed Einstein radii. This result appears to disagree with what we find, but because it is not cast in terms of the slope and normalisation of the mass-concentration relation it is difficult to compare with our analysis. Fedeli (2012) has re-analysed several compilations of mass-concentration data from a variety of different observations and also infers a significantly steeper slope than simulations predict. He subsequently finds that halos can fit approximately the data if very efficient star formation and halo contraction due to baryonic cooling is included in his model. However, this model is difficult to reconcile with our result, and the huge discrepancy between the derived mass-concentration relations of Fedeli (2012) and e.g., Ettori et al. (2010) indicates that his model may be fitting scatter in the data rather than intrinsic signal. On the other hand, Deason et al. (2013) use strong lensing, a central stellar velocity dispersion profile, and satellite-galaxy kinematics to simultaneously constrain the normalisation of the central galaxy mass-to-light ratio and the group dark matter halo of the lens SDSSJ2158+0257, finding a halo with mass M200 = 10 14.2 M⊙ and concentration c = 4.4; this concentration is even lower than what we find and agrees well with simulations.
CONCLUSIONS
We have investigated constraints on the mass-concentration relation of 26 massive group/poor cluster strong lenses by combining strong lens Einstein radius measurements with estimates of halo masses from a mass-richness relation. Contrary to previous studies, our lenses -with typical mass 
M200 = 10
14.2 M⊙ -are only slightly (∼ 0.1 dex) overconcentrated compared to halos in dark matter simulations, and we also find that we are unable to constrain the slope of the mass-concentration relation. This latter point is primarily due to the small range of halo masses spanned by our sample and the lack of precise constraints on the halo masses and concentrations for individual systems. Our halo mass dynamic range is inferred directly from the data by explicitly fitting for the mass selection function of the lenses, and we find that this is approximately two times smaller than the range of masses we would have found by considering, e.g., the distribution of the maximum likelihood masses for each system. We therefore conclude that explicitly modelling the halo mass selection function and directly accounting for the covariance between the 'measured' halo masses and concentrations are required to make robust, unbiased inference.
Future prospects for constraining the slope of the massconcentration relation are favourable. We have only presented constraints from a quarter of the lenses in the CAS-SOWARY sample, and our data can be combined with data from more massive clusters to improve our halo mass dynamic range and therefore get a longer lever arm for measuring the M200 − c slope. Furthermore, two additional mass tracers can readily be obtained for the systems investigated here. Central stellar velocity dispersion measurements should help to significantly improve our constraints for individual systems (e.g., Deason et al. 2013), while measuring the radial magnifications of the lensed arcs allows the logarithmic slope of the projected total mass distribution to be constrained with ∼ 2% precision at the Einstein radius (Dye et al. 2008) . Indeed, this latter measurement will also allow a direct investigation of one of the most significant assumptions in this paper, that the halos follow NFW profiles! The mass-richness relation described in Section 2.2 yields an estimate of M500, the mass within r500, where r500 is defined as the radius at which the mean density enclosed by the mass distribution is 500 times greater than the critical density of the universe, ρc. In order to compare this mass with our models we must compute r500 for each set of model parameters M200 and c. We note that the mean mass density for an NFW profile within radius x (in units of the scale radius for that profile, rs = r200/c) is given by
where ρ0 fixes the normalisation of the profile (see, e.g., Wright & Brainerd 2000) . The definition of r500 implies that ρ(r500/rs) = 500ρc, and we therefore solve for r500/rs by approximating the inversion of Equation A1 with a spline. Finally, the mass of the NFW profile within r500 is given by, M500 = ρ(r500) 4 3 πr 3 500 = 500ρc 4 3 πr 3 500 .
In principle, the model M500 is then the sum of this and the baryonic mass within r500, but we neglect the effect of baryons on M500 because the baryon fraction within r500 is typically quite small (i.e., less than 10 per cent; Ettori et al. 2010) . The lensing data offer two possibilities for comparing with the model: we may choose to determine the model Einstein radius and compare with the observed Einstein radius, or we may calculate the mass of the model within the observed Einstein radius and compare with the measured mass from our observations. We have chosen to employ the former option because the latter requires the assumption that we know the aperture (the Einstein radius) with perfect precision. The Einstein radius is defined as the radius within which the mean surface mass density is equal to the lensing critical density, 
with F(x) provided by Wright & Brainerd (2000) . We assume that Σ * (rEin) is only contributed to by the luminosity of the lensing galaxy and that all of the lens galaxy light, L lens , is within rEin; for simplicity, here we also ignore the uncertainty on rEin so that the only free parameter for this component is the stellar mass-to-light ratio, i.e., Σ * (rEin) = ΥL lens π r 
which can be solved by approximating the inversion of F with a spline.
