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Die mathematische Modellierung unterschiedlichster Problemstellungen in vielerlei
Wissenschaften f

uhrt auf sogenannte Markov{Ketten. Dabei ergibt sich ein System
aus nicht nowendigerweise endlich vielen Zust











uheren. Eine solche Modellierung ndet man bei Warteschlangen
(vgl. [57, Kapitel 9]) ebenso wie bei einer Reihe soziologischer Fragestellungen.
Geburts{, Todes{ und Immigrationsprozesse (vgl. [62]) lassen sich dadurch eben-
so modellieren wie Untersuchungen der Markenwahl im Bereich des Marketing
(vgl. [13]) oder Fragestellungen in der Verhaltensforschung ([35]). Mit der Ver-
allgemeinerung zu Markov{Ketten h

oherer Ordnung, wobei bei einem Verfahren
k{ter Ordnung der

Ubergang nicht nur vom letzten Zustand abh

angt, sondern von
den k letzten Zust

anden, lassen sich Sprachvergleiche mittels aufeinanderfolgen-
der Vokale und Konsonanten durchf

uhren (diese entsprechen dabei den einzelnen
Zust

anden | vgl. [41]). Dabei sind f

ur einfache polynesische Sprachen wie Lifu
oder Samoa Markov{Ketten erster Ordnung hinreichend, f

ur Latein oder Italie-
nisch zweite Ordnung, wogegen und f






aisch wird es dann noch komplizierter). Neben vielen solchen An-
wendungen in der Informatik, den Wirtschaftswissenschaften, der Biologie etc.
lassen sich auch Spiele wie das ber

uhmte Monopoly (vgl. [2]) modellieren. Diese
Problemstellungen haben gemeinsam, dass die Suche nach dem station

aren Wahr-
scheinlichkeitsverteilungsvektor eine herausragende Rolle spielt. Bei ergodischen
Markov{Ketten, bei denen man von jedem Zustand letztlich in jeden anderen ge-
langen kann, gibt dieser Vektor an, wie wahrscheinlich das System die einzelnen
Zust

ande annimmt, wenn erst einmal der Einuss der Ausgangsverteilung besei-
tigt ist (d.h. im Prinzip wenn das System unendlich lange l

auft | bei periodischen
Markov{Ketten ist die Situation noch etwas anders).
In der Sprache der linearen Algebra entspricht dieses Problem der Suche nach dem
Linkseigenvektor zum Eigenwert 0 einer singul






ange zeitkontinuierlich verlaufen) oder nach dem Linksei-





diskreten Zeitschritten ablaufen). Der dabei jeweils berechnete Linkseigenvektor
entspricht normiert gerade dem station

aren Wahrscheinlichkeitsvektor.
Eine besondere Struktur weisen periodische Markov{Ketten auf; sie f

uhren im
zeitkontinuierlichen Fall auf eine Matrix, den sogenannten innitesimalen Genera-
tor, die zyklisch ist und deren Jacobi{Matrix eine sehr spezielle Eigenwertstruktur






onnte man das Problem der Berechnung des Linkseigenvektors nach
Transformation auf ein regul

ares System mit dem Gau{Algorithmus l

osen. Ge-
rade bei groen und d

unn besetzten Matrizen f

uhrt dies aber zu hohem Speicher-
aufwand, sodass iterative Verfahren an Bedeutung gewinnen, die entweder auf
ein ebenso transformiertes regul






ur p{periodische Markov{Ketten wird dabei das Verfahren
der sukzessiven

Uberrelaxation (SOR{Verfahren) besonders bedeutsam, weil es
(vgl. [64]) einen einfachen Zusammenhang zwischen den Eigenwerten der Jacobi{
Matrix J und den Eigenwerten der SOR{Iterationsmatrix gibt, mit dessen Hilfe
man auch zu Aussagen






Erste Ergebnisse in dieser Richtung ndet man in dem ber

uhmten Buch Matrix
Iterative Analysis von Varga 1992 (vgl. [64]). Er gibt an, wie sich der optimale
Relaxationsfaktor berechnen l

asst, falls das Spektrum von J
p
nichtnegativ ist.
Verallgemeinerungen dieser Aussagen stammen aus der Folgezeit, so f

ur allgemein
nichtnegatives oder nichtpositives Spektrum (vgl. Wild, Niethammer 1987 [65])
und f

ur reelles Spektrum (vgl. Eiermann, Niethammer, Ruttan 1990 [11]). Zwei
Arbeiten aus j

ungster Zeit (vgl. Galanis, Hadjidimos und Noutsos [18] und [19])




amlich das Problem des komplexen Spektrums,
wobei zuerst der Fall eines komplexen Eigenwert{2p{Tupels der Jacobi{Matrix J
behandelt wird, bevor der allgemeineren Fall betrachtet wird.

Uberraschend in der langen Arbeit von Kontovasilis, Plemmons und Stewart 1991
(vgl. [34]) ist die Tatsache, dass bei innitesimalen Generatoren p{periodischer
Markov{Ketten, f

ur die das Spektrum von J
p
nichtnegativ ist, Relaxationspara-
meter auch auerhalb des Intervalls (0; 2) zugelassen werden. Aus diesem Inter-
vall muss aber nach dem Lemma von Kahan der Relaxationsparameter notwen-
digerweise gew






onnen neben dem klassischen optimalen Relaxationsparameter
nach Varga noch weitere optimale existieren, unter Umst

anden sogar negative,
die denselben Konvergenzfaktor erzielen. Diese weiteren optimalen Relaxations-




allig als der klassische. Daf

ur wird
nach der SOR{Iteration ein zus

atzlicher Rekonstruktionsschritt notwendig. Dies
liegt daran, dass die SOR{Iteration, die man hier wegen der Homogenit

at des
linearen Gleichungssystems einfacher als Vektoriteration auasst, auch mit den
nicht{klassischen Relaxationsparametern konvergiert, allerdings gegen einen Vek-
tor der nicht dem station

aren Wahrscheinlichkeitsvektor entspricht, aus dem man
diesen aber andererseits eindeutig konstruieren kann. Die Rede ist in diesem Zu-
sammenhang von extended convergence; es wird im weiteren Verlauf der Arbeit




Der weitere Aufbau dieser Arbeit ist wie folgt:





uhrt. Klassische Ergebnisse und Konvergenzs

atze wer-
den vorgestellt. Ferner werden Begrie von Varga wie derjenige der schwach zy-
klischen Matrix vom Index p und der p{zyklischen Matrix bereitgestellt und in
Zusammenhang mit dem SOR{Verfahren gebracht.
Im Fall, dass das vorliegende lineare Gleichungssystem singul

ar ist, werden die
F

alle eines konsistenten Systems, d.h. dass die rechte Seite im Bildraum der vor-
liegenden Matrix liegt, und eines inkonsistenten Systems unterschieden. Dabei ist
der konsistente Fall hier von besonderer Bedeutung, weil die rechte Seite 0 als
Eigenvektor der Matrix nat

urlich nichttrivial in deren Bildraum liegt.
Im letzten Abschnitt dieses Kapitels geht es allgemein um die Einf

uhrung von
Markov{Ketten und die Bereitstellung wichtiger Begrie in diesem Zusammen-
hang, wobei Grundbegrie zeitkontinuierlicher und zeitdiskreter Markov{Ketten
getrennt behandelt werden.
Thema des dritten Kapitels ist die Anwendung des SOR{Verfahrens bei p{pe-
riodischen Markov{Ketten, wenn das Spektrum von J
p
reell ist. Es zeigt sich,
dass ein Schritt des SOR{Verfahrens gerade

aquivalent ist zu p Schritten eines p{
Schritt{Relaxations{Verfahrens, weswegen man zur Betrachtung solcher Verfah-
ren

ubergeht, weil hierbei die Hilfsmittel aus der Theorie semiiterativer Verfahren
angewendet und brauchbare Ergebnissen hergeleitet werden k

onnen. Hierbei sind
nun sogenannte Hypozykloide, eine spezielle Klasse von Rollkurven, von Bedeu-
tung. Das p{Schritt{Relaxationsverfahren und damit auch das SOR{Verfahren ist
genau dann konvergent, wenn alle Eigenwerte von J im Innengebiet eines dem
Verfahren eindeutig zugeordneten Hyozykloids liegen. Im Falle singul

arer konsi-
stenter p{zyklischer Systemen reduziert sich das auf die Untersuchung, wann alle
Eigenwerte auer dem zum Eigenwert 1 geh

orenden p{Tupel der Jacobi{Matrix
im Innengebiet beziehungsweise auf dem Rand dieses Hypozykloids liegen. Aus







alt die Resultate von Varga, Wild, Niethammer, Eier-
mann und Ruttan (vgl. [64], [65] und [11])

uber den optimalen Relaxationsparame-
























are Gleichungssystem im Fall, dass der Relaxationsparame-
5
ter nicht in (0; 2) liegt. Bei Konvergenz im klassischen Sinn m

ussen alle Eigenwerte
der Iterationsmatrix auer dem Eigenwert 1 echt kleiner als 1 sein, w

ahrend im Fall
der verallgemeinerten Konvergenz der dominante Eigenwert der Iterationsmatrix,
der im Allgemeinen gr

oer als 1 ist, dem Eigenwert{p{Tupel 1 von J zugeordnet
sein muss. Man kann das Verfahren als Vektoriteration auassen, der im Anschluss
ein Rekonstruktionsschritt folgt. Der Konvergenzfaktor h

angt ab vom Quotienten
aus subdominantem und dominantem Eigenwert, wobei der erstere einem anderen
Eigenwert{p{Tupel von J als 1 zugeordnet sein muss. Im Prinzip m

usste man bei
der Vektoriteration eine regelm

aige Normierung in jedem Schritt durchf

uhren,
weil das Verfahren, wenn der dominante Eigenwert auerhalb des Einheitskreises
liegt, sonst divergiert. In der Praxis der verallgemeinerten Konvergenz gen

ugt es,
am Schluss einen solchen Normierung{ und Rekonstruktionsschritt durchzuf

uhren.
Aufgrund der zuletzt genannten Bedingung wird in Abschnitt 3.5 untersucht, wo
in der komplexen Ebene die anderen 1 zugeordneten Eigenwerte liegen. Diese
Frage ist in der Arbeit von Kontovasilis, Plemmons und Stewart [34] nicht be-








Eigenwerte sicher im Einheitskreis liegen (vgl. Korollar 3.14), f

ur negative Relaxa-
tionsparameter konnte zumindest f

ur kleine Werte von p gezeigt werden, dass der
subdominante Eigenwert der SOR{Iterationsmatrix nicht dem Eigenwert{p{Tupel




Im abschlieenden Abschnitt dieses Kapitels folgen Absch

atzungen, um wieviel
schlechter das Gau{Seidel{Verfahren h

ochstens ist als das optimale SOR{Verfahren.
Diese Frage ist insofern von besonderer Wichtigkeit, als man im Allgemeinen das
Spektrum der Jacobi{Matrix nicht kennt und somit | will man SOR mit opti-
malem Relaxationsparameter durchf

uhren | aufwendig berechnen m

usste.





achst gezeigt, dass in diesem Fall die verallgemeinerte Konvergenz un-
ter Umst

anden nicht gegen den station

aren Wahrscheinlichkeitsvektor konvergiert.
Konvergenz erfolgt gegen einen anderen Vektor, wenn der dominante Eigenwert
nicht dem Eigenwert{p{Tupel 1 zugeordnet ist, was nur bei komplexem Spektrum










alt die Ergebnisse von Galanis, Hadjidimos und Noutsos aus
[18] und [19] f

ur komplexes Spektrum von J
p
und zwar aufgeteilt in das Ein-
punktproblem (nur ein komplexes 2p{Tupel) und das Mehrpunktproblem. Diese
sehr technischen Ergebnisse werden hier m

oglichst anschaulich wiedergegeben. We-
6
sentlich ist hierbei die Technik, dass man zun

achst ein Hypozykloid sucht, das die
Eigenwerte von J m






Eigenwerte von J im Innengebiet und auf dem Rand des Hypozykloids liegen,
w





ur alle Eigenwerte bis auf das p{Tupel vom Be-
trag 1 gilt. Erweiterte Konvegenz ist hierbei nicht gemeint, es wird von klassischer
Konvergenz ausgegangen.
Es folgen im n

achsten Abschnitt einige Lemmata, die sp

ater dazu dienen die we-
sentlichen Ergebnisse aus Abschnitt 4.4 zu beweisen. Insbesondere werden die
Grundlagen daf

ur gelegt zu zeigen, dass man in Abh

angigkeit davon, ob p gerade




abbilden kann. Somit reicht die Kenntnis der Konvergenz des SOR{Verfahrens in
diesem Intervall aus, um die erweiterte Konvergenz im Gri zu haben.
Dieser Beweis wird im Hauptabschnitt 4.4 gef

uhrt (vgl. Satz 4.12), der somit ei-
nerseits einen alternativen Beweis zu dem l

anglichen in [34] enth

alt, zum anderen
aber auch eine Erweiterung dazu ist, da keine Einschr

ankungen mehr an das Spek-
trum von J
p
getroen werden. Im weiteren Verlauf werden eine Reihe Einzelf

alle
betrachtet. Schlielich folgt als zentrales Ergebnis, dass durch das verallgemei-
nerte SOR{Verfahren kein besserer Konvergenzfaktor zu erzielen ist als mit dem
klassischen SOR{Verfahren (Satz 4.14).
Analog zu Abschnitt 3.6 wird in Abschnitt 4.5 untersucht, um wieviel schlechter
es im komplexen Fall ist, wenn statt SOR mit optimalem Relaxationsparameter
einfach das Gau{Seidel{Verfahren durchgef

uhrt wird. Man verliert nicht mehr als




amlich dass das Spektrum von J
p
nichtnegativ bzw.
nichtpositiv ist (vgl. z.B. Satz 4.20). Auerdem wird der Frage nachgegangen, ob
man aus der speziellen Herkunft der Matrix schon Aussagen

uber ihr Spektrum
treen kann, was aber weitgehend zu verneinen ist.
In Kapitel 5 werden zun

achst an drei numerischen Beispielen die Aussagen der
vorhergehenden Kapitel verdeutlicht. Insbesondere werden die Aussagen, dass man
aus der Kenntnis des klassischen optimalen Relaxationsparameters und des Index
p die weiteren optimalen Parameter berechnen kann und andererseits kein besserer
Konvergenzfaktor erreicht wird, am Beispiel herausgestellt.
Zum Abschluss wird speziell noch einmal auf den Fall p = 2 eingegangen, der
schon aus historischen Gr

unden, es handelt sich hierbei um nichts anderes als die
PA{Matrizen von Young [67], von besonderer Bedeutung ist.
7
Bezeichnungen
In dieser Arbeit werden Matrizen mit groen lateinischen Buchstaben bezeichnet,
Vektoren mit kleinen lateinischen und Skalare mit kleinen griechischen.
Eine Ausnahme bilden , was, sofern es nicht ohnehin f






aren Wahrscheinlichkeitsvektor verwendet wird und p, welches der
Index der Zyklizit

at ist. P bezeichnet je nach Zusammenhang eine stochastische
Matrix, eine Permutationsmatrix oder eine Projektion.









Q innitesimaler Generator der zeitkontinuierlichen Markov{Kette
(vgl. S. 24)
D (Block{)Diagonalmatrix von Q
T
(vgl. S. 9 und S. 11)
 L untere (Block{)Dreiecksmatrix von Q
T
(vgl. S. 9 und S. 11)
 U obere (Block{)Dreiecksmatrix von Q
T
(vgl. S. 9 und S. 11)
J (Block{)Jacobi{Matrix von Q
T
, J = D
 1
(L+ U) (vgl. S. 11)
L
!












! Relaxationsparameter (vgl. S. 10)
 Eigenwert von J (vgl. S. 14)






 (vgl. Bemerkung 2.6 auf S. 15)
p Index der Zyklizit

at (vgl. S. 12)
(A) = f 2 C :  ist Eigenwert von Ag Spektrum von A
(A) = max
2(A)
jj Spektralradius von A
~(A) = (A) n f : jj = (A)g
~(A) = max
2(A);jj6=(A)

























, wobei der Index
"
0\ sich jeweils auf Gr

oen, deren Relaxationsparame-
ter im klassischen Intervall (0;
p
p 1
























ur das SOR{Verfahren und
das Block{SOR{Verfahren zusammengestellt, die im weiteren Verlauf der Arbeit
von Bedeutung sind; insbesondere werden Voraussetzungen und klassische Ergeb-
nisse f

ur die Anwendung des SOR{Verfahrens f

ur p{zyklische Matrizen bereit-
gestellt. Zum anderen wird durch die Einf

uhrung von Markov{Ketten der Bo-
gen zur Berechnung des station

aren Wahrscheinlichkeitsverteilungsvektors bei p{
periodischen, (im Allgemeinen) zeitkontinuierlichen Markov{Ketten geschlagen.




Gegeben sei das lineare Gleichungssystem
Ax = b (1)
mit einer nichtsingul

aren Matrix A 2 IR
nn








uhrt werden. Dazu sei auf die entspre-





+g konvergiert, falls kTk < 1 f

ur eine Matrixnorm gilt und genau dann, wenn
(T ) < 1 gilt.
Die Matrix A kann zerlegt werden gem

a
A = D   L  U bzw. A =M  N; (2)
wobei D Diagonalmatrix, L untere und U obere Dreiecksmatrix bzw. M nichtsin-
gul

are Matrix ist, und ergibt, falls D nichtsingul









orige Gesamtschrittverfahren oder Jacobi{Verfahren.
Werden die bereits berechneten Komponenten mitverwendet, gelangt man zum
Einzelschritt{ bzw. Gau{Seidel{Verfahren mit der Fixpunktform
x = (D   L)
 1








urlich alles mit komplexen Matrizen und komplexen Vektoren
einf


























+ (D   L)
 1
b:
Mit Relaxationsparameter ! erh




























: (! 6= 0)












= (D   !L)
 1
((1  !)D + !U):




ur ! < 1 von Unterrelaxation.
Lemma 2.1 (Lemma von Kahan) F





ur alle ! 6=
0 (L
!
)  j!   1j.
Beweis:




U = b, A 2 C
nn











((1  !)I + !
~
U)))














































ur reelle Relaxationsparameter ! gilt damit
Korollar 2.2 Das SOR{Verfahren kann nur f

ur 0 < ! < 2 konvergent sein.
Denition 2.1 Sei A 2 IR
nn









































; : : : ; A
N;N
























; : : : ; A
N;N





U obere Blockdreiecksmatrix ist, gelangt man zu den
Blockvarianten der Verfahren (3), (4) und (5). Dabei muss jeweils vorausgesetzt
werden, dass die Blockdiagonalmatrix invertierbar ist.
F

ur die Konvergenz des SOR{Verfahrens gibt es eine Reihe von Konvergenzs

atzen:
Satz 2.3 (Reich{Ostrowski{Theorem) [64, Theorem 3.6] Ist die Matrix A
des linearen Gleichungssystems Ax = b Hermitesch, so gilt: Das SOR{Verfahren




Wenn im weiteren Verlauf der Arbeit einfach nur von Jacobi{Matrix gesprochen wird, ist
immer diese Block{Jacobi{Matrix gemeint.
11
2.1 SOR bei nichtsingul

aren linearen Gleichungssystemen
Korollar 2.4 [53, Satz 11.14] F







) < 1 f

ur ! 2 (0; 2):




ur i 6= j und
A
 1
 0), so konvergiert das SOR{Verfahren f















Bemerkung 2.1 Bei M{Matrizen ist der Konvergenzfaktor des Gau{Seidel{
Verfahrens immer besser als der eines unterrelaxierten SOR{Verfahren.
Schwach zyklische Matrizen vom Index p
In diesem Unterabschnitt sollen einige Begrie bereitgestellt werden, so der der
schwach zyklischen Matrix vom Index p und der p{zyklischenMatrix (vgl. [63, 64]).
Denition 2.2 Eine Matrix B 2 IR
nn
ist schwach zyklisch vom Index p, wenn


















































Bemerkung 2.2 Eine Matrix kann schwach zyklisch von verschiedenen Indizes
sein, so ist die Matrix (9) auch 2{zyklisch, wenn man die Blockdiagonalmatrix
diag(B
2;1
; : : : ; B
p;p 1
) als einen Block auasst.
Davon zu unterscheiden ist der Fall einer zyklischen Matrix, auch wenn beide
Denitionen eng miteinander verbunden sind.
Denition 2.3 Hat eine Matrix A 2 IR
nn
die Gestalt A = I   B mit einer
Matrix B, die schwach zyklisch vom Index p ist, dann ist A p{zyklisch.
12
2.1 SOR bei nichtsingul

aren linearen Gleichungssystemen
Bemerkung 2.3 Ist die Jacobi{Matrix J = D
 1
(L+U) einer Matrix A schwach
zyklisch vom Index p, dann ist A = D(I  D
 1
(L+ U)) eine p{zyklische Matrix.
Denition 2.4 Eine Matrix A 2 IR
nn
heit reduzibel, wenn eine Permutati-


























= n). A heit irreduzibel, wenn A nicht reduzibel ist.




ist genau dann irreduzibel, wenn es f

ur
jede beliebige Zerlegung W = S [ T der Menge W := f1; 2; : : : ; ng mit S \ T = ;,
S 6= ;, T 6= ; ein Element a
ij
6= 0 gibt mit i 2 S und j 2 T .
Satz 2.7 Sei B  0 eine irreduzible, schwach zyklische Matrix vom Index p der








; 0  j  p  1:
Ferner ist das Spektrum von B invariant unter Drehungen um den Winkel 2=p
(aber keinen kleineren Winkel).
Bemerkung 2.4 Eigenwerte solcher Matrizen treten immer in p{Tupeln auf.
Denition 2.5 Ist eine Matrix (6) A = D   L   U p{zyklisch, dann heit A
konsistent geordnet, wenn alle Eigenwerte der Matrix





ur  6= 0 unabh

angig von  sind.

















































ocken konsistent geordnet ist.
13






Bei Diskretisierung elliptischer Randwertaufgaben wie der Konvektions{Diffusions{
Gleichung mit konstanten KoeÆzienten
 u(x; y) + su
x
(x; y) + tu
y
(x; y) = f(x; y) in (0; 1) (0; 1) =: Q
u(x; y) = g(x; y) f

ur (x; y) 2 @Q




mit schachbrettartiger Nummerierung der Unbekannten gelangt man (nach Diago-
nalskalierung) auf eine 2{zyklische Matrix, f

ur David Young (vgl. [67]) Ausgangs-
punkt seiner Betrachtungen

uber PA{Matrizen, die nichts anderes als 2{zyklische
Matrizen sind. Bei Young nden sich Aussagen

uber die Berechnung des optimalen
Relaxationsparameters und den Konvergenzfaktor.






ur 2{zyklische, dann f

ur p{
zyklische Matrizen | immer das Block{SOR{Verfahren betrachtet; auch wenn
im Folgenden nur SOR steht, ist Block{SOR gemeint. F

ur p{zyklische Matrizen
gewinnt man mit Hilfe von Satz 2.7 bzw. Bemerkung 2.4 den fundamentalen Satz
von Varga (vgl. [64, Theorem 4.3]).







1  i  N . Ist ! 6= 0 und  ein von Null




ullt  die Gleichung









dann ist  Eigenwert der Block{Jacobi{Matrix J zu A.
Ist umgekehrt  Eigenwert von J und erf





Durch diesen Satz ist der Zusammenhang zwischen den p{Tupeln der Eigenwerte
von J und den Eigenwerten von L
!
hergestellt.







1  i  N .





umgekehrt  Eigenwert von L
1
und  = 
p
, dann ist  Eigenwert von J .
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2.1 SOR bei nichtsingul

aren linearen Gleichungssystemen








ur die Konvergenzgeschwindigkeit des Iterationsverfahrens ist der
Spektralradius der Iterationsmatrix; er entspricht gerade dem Konvergenzfaktor
(vgl. auch Denition 2.7 und Bemerkung 2.7). Unter einem optimalen Relaxations-
parameter versteht man denjenigen Relaxationsparameter, der den Spektralradius
der Iterationsmatrix minimiert.
Bereits in [64, Theorem 4.4] gibt Varga die Antwort auf die Frage nach dem
optimalen Relaxationsparameter { allerdings unter der Einschr

ankung, dass das
Spektrum der p{ten Potenz der Jacobi{Matrix reell und nichtnegativ ist.
Satz 2.10 Sei A 2 IR
nn







; 1  i  N . Alle Eigenwerte von J
p
seien reell




































uberhinaus ist das Block{SOR{Verfahren konvergent f





Bemerkung 2.6 Mit der Substitution  = 
1=p
ndet man (12) in der Literatur





  (1  !) = 0; (14)
Ist  Eigenwert der Jacobi{Matrix und ^ L








Diese sind gerade die 2{zyklischen Matrizen.
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2.2 SOR bei singul

aren und inkonsistenten Gleichungssystemen
2.2 SOR bei singul

aren und inkonsistenten Gleichungssy-
stemen
In der Praxis kommt es vor, dass ein lineares Gleichungssystem Ax = b mit sin-
gul









1. b 2 bild(A), (konsistentes lineares System),
2. b 62 bild(A) (inkonsistentes lineares System).
Im Fall des inkonsistenten linearen Systems existiert keine L

osung des Systems
d.h. es ist kb Axk > 0 f

ur alle Vektoren x 2 IR
n
. Man geht dann im Allgemeinen
dazu

uber, denjenigen Vektor x zu bestimmen, f

ur den kb  Axk
2
minimal wird.
Zur Berechnung dieser Kleinste{Quadrate{L












Auf die entsprechende Literatur ([33, 61]) sei verwiesen.
Satz 2.11 [33, Theorem 1] Das lineare Gleichungssystem Ax = b besitze eine
L







































einen Vektor aus dem Kern von A.
3. Es gibt ein Komplement kern(A) von kern(A) (d.h. kern(A) \ kern(A) = ;
und kern(A)  kern(A) = IR
n
), so dass gilt
(a) kern(A) und kern(A) sind bez

uglich T invariante Unterr

aume, es gilt







ur alle x 2 kern(A) gilt T
k




In Worten: T ist die Identit

at auf kern(A) und konvergent auf kern(A).
16
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
aren und inkonsistenten Gleichungssystemen
Denition 2.6 Eine n{dimensionale Matrix T heit konvergent f

ur eine n{di-
mensionale Matrix A, wenn T auf kern(A) die Identit

at ist und konvergent auf
kern(A) ist.
Lemma 2.12 [33, Lemma 1]




einer quadratischen Matrix T konvergiert
genau dann (gegen einen beliebigen Grenzwert), wenn T konvergent f

ur eine
(geeignete) Matrix A ist.
2.














eine Projektion auf kern(A) ist.
Im konkreten Fall wird Satz 2.11 zu folgendem Satz (vgl. [9, Theorem A]), wobei
man hier von der Fixpunktformulierung
x = Tx+ c
ausgeht, die aus Ax = b durch die Zerlegung A =M   (M  A) (M nichtsingul

ar)
mit T := I  M
 1
A und c :=M
 1
b gewonnen werden kann. Ist A singul

ar, so ist
1 dann sicher im Spektrum von T enthalten, d.h. es ist (T )  1.


















genau dann gegen eine L





 (T ) = 1,
  = 1 ist einziger Eigenwert von T mit Betrag 1,




2.2 SOR bei singul

aren und inkonsistenten Gleichungssystemen
Dar






























= maxfjj :  2 (T ) n f1gg
f

ur jede Vektornorm in R
n
.




; : : :


























der Konvergenzfaktor des Verfahrens.
Bemerkung 2.7  Da der Konvergenzfaktor ein asymptotisches Verhalten








ares lineares Gleichungssystem entspricht (16) gerade dem Spek-
tralradius der Iterationsmatrix.
Aus der Theorie der semiiterativen Methoden (vgl. [9] | f

ur die spezielle Anwen-
dung auf Markov{Ketten vgl. auch [38]) folgt eine Variante des obigen Satzes.




osbar und es sei c 2
bild((I   T )
q







+kern(I T ) genau dann gegen eine L





 (T ) = 1,
  = 1 ist einziger Eigenwert von T mit Betrag 1.
4
Nach [53, S. 587] ist diese deniert durch den negativen Logarithmus zur Basis 10 des
Konvergenzfaktors.
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2.2 SOR bei singul

aren und inkonsistenten Gleichungssystemen
Dar






























= maxfjj :  2 (T ) n f1gg
f

ur jede Vektornorm in R
n
.
Angewendet auf das SOR{Verfahren (5) und das lineare Gleichungssystem Ax = b
ergibt sich, dass L
!





= I   (D   !L)
 1
((1  !)D + !U)
= (D   !L)
 1
(D   !L)  (D   !L)
 1
((1  !)D + !U)
= (D   !L)
 1
(!D   !L  !U)
= !(D   !L)
 1
A
und c = (D   !L)
 1








ur die Anwendung des SOR{Verfahrens auf solche Systeme folgt also, dass Kon-
vergenz vorliegt, wenn der dominante Eigenwert von L
!
1 ist und kein weiterer
Eigenwert vom Betrag 1 vorliegt. Der Konvergenzfaktor entspricht (asymptotisch)
dem Betrag des subdominanten Eigenwertes.
Als Besonderheit ist noch die Anwendung des SOR{Verfahrens auf homogene Sy-
steme Ax = 0 mit nichttrivialem kern(A) zu nennen:









uhrung der Vektoriteration bez






osung des Systems wird der zum betragsgr






Eigenvektor gefunden. Die Konvergenzgeschwindigkeit wird durch den Betrag des
Quotienten zwischen subdominantem und dominantem Eigenwert bestimmt. Ist
A singul

ar und nach Satz 2.14 l

osbar, so ist der Konvergenzfaktor der Vektorite-





2.2 SOR bei singul

















eine generalisierte Inverse von A ist, d.h. insbesondere AA
 
A = A gilt.
(17) besitzt mit x = A
 
















); k = 0; 1; 2; : : : (18)
mit geeigneter Matrix R 2 IR
nn
gilt
Korollar 2.15 ([61, Corollary 12]) F

ur jedes b 2 IR
n
erzeugt (18) eine L

osung




1. kern(RA) = kern(A),
2. bild(RA) = bild(A) und
3. (T j
bild(R)
















2.3 Grundlagen zu Markov{Ketten
2.3 Grundlagen zu Markov{Ketten
Es werden die notwendigen Grundlagen

uber Markov{Ketten bereitgestellt. Ins-
besondere wird gezeigt, dass bei Berechnung des station

aren Wahrscheinlichkeits-
vektors ein homogenes lineares Gleichungssystem Ax = 0 mit singul

arer Matrix
A mit dim(kern(A)) = 1 gel

ost werden muss. Dabei ist die triviale L

osung x = 0
nicht von Interesse. Ferner geht es speziell um p{periodische Markov{Ketten. Ver-
wiesen sei dabei auf [57].
Grundlegende Begrie
Gegeben sei ein System mit einer (nicht notwendigerweise endlichen) Menge von
Zust

anden, in denen sich das System benden kann. Zu jedem festen Zeitpunkt







Ubergangsraten zwischen diesen Zust

anden gegeben. Es




ange eine innitesimal kleine Zeit
in Anspruch nehmen.
Ein solches System heit Markov{Prozess, wenn die weitere Entwicklung des Sy-
stems nur von dem Zustand abh

angt, in dem sich das System augenblicklich ben-




anden. Die letztgenannte Eigenschaft heit auch
Markov{Eigenschaft und man spricht von der Ged

achtnislosigkeit des Prozesses.
Ist der Zustandsraum diskret, spricht man von einer Markov{Kette (vgl. [57]).
In der Sprache der Stochastik ist ein Markov{Prozess eine Familie von Zufallsva-
riablen fX(t); t 2 Tg auf gegebenem Wahrscheinlichkeitsraum mit der Markov{
Eigenschaft


























Ubergangswahrscheinlichkeiten der Markov{Kette nicht von der Zeit
ab, spricht man von einer homogenen Markov{Kette.
Die Zust

ande der Markov{Kette lassen sich weiter charakterisieren:
 Ein Zustand, in den das System unendlich oft zur

uckkehrt, heit rekurrent.
 Ein Zustand, f






oer als 0 ist, heit transient.
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2.3 Grundlagen zu Markov{Ketten
 Ein Zustand, der nach Erreichen nicht mehr verlassen wird, heit absorbie-
rend.

Aquivalente Bezeichnungen gibt es jeweils f






asst sich das System weiter charakterisieren:




 Ein System, in dem jeder Zustand von jedem Zustand aus erreichbar ist
(eventuell nach Durchlaufen von Zwischenzust

anden), heit ergodisch.
Man unterscheidet zeitdiskrete (T = f0; 1; 2; : : :g) und zeitkontinuierliche (T = ft :
0  t 1g) Markov{Ketten.
Grundlagen zu zeitdiskreten Markov{Ketten







scheinlichkeiten charakterisiert. Dabei handelt es sich um bedingte Wahrschein-





= i) = p
ij
:
Im inhomogenen Fall sind die Gr

oen jeweils noch von t abh

angig.









Daraus folgt, dass P = (p
ij
) eine stochastische Matrix ist.
Bendet sich das System im n{ten Schritt im Zustand i, hat also die Wahrschein-
lichkeitsverteilung e
i
:= (0; : : : ; 0; 1
|{z}
i
; 0; : : : ; 0)
T









2.3 Grundlagen zu Markov{Ketten






















Ist das System zu Beginn in einer Ausgangsverteilung 
T












Dabei soll die Schreibweise p
(n)
ij
die Wahrscheinlichkeit bezeichnen, dass man sich
nach n Schritten im Zustand j bendet, wenn man sich momentan im Zustand i be-







lichkeitsmatrix nach n Schritten. Aufgrund der Chapman{Kolmogorov{Gleichun-
gen ist dies aber nichts anderes als die p{te Potenz der Matrix P .
Aufgrund der Herleitung ist P eine nichtnegative, stochastische Matrix. Ist P
ferner irreduzibel, kann man den Satz von Perron{Frobenius anwenden:






1. Der Spektralradius (A) ist ein einfacher Eigenwert von A (der sogenannte
Perron{Eigenwert). Auerdem ist (A) > 0.
2. Zum Perron{Eigenwert geh

ort ein positiver Perron{Eigenvektor x > 0.
3. Jeder nichtnegative Eigenvektor von A ist Eigenvektor zum Perron{Eigenwert
(A) (und ist damit echt positiv).
Nach dem Satz von Perron{Frobenius hat P also einen Eigenwert (P ) > 0 mit
positivem Eigenvektor.
Weil P stochastisch ist, gilt Pe = e, wobei e der Vektor aus lauter Einsen ist. Es
gilt e > 0, woraus nach Teil 3 von Satz 2.16 sofort folgt, dass
(P ) = 1
5
Die Schreibweise A  0 soll bedeuten, dass A komponentenweise nichtnegativ ist. Analoges
gilt auch f

ur Vektoren, das heit, dass x > 0 bedeutet, dass x komponentenweise positiv ist.
23
2.3 Grundlagen zu Markov{Ketten
sein muss. Damit existiert auch ein











also ein positiver Linkseigenvektor. In der Sprache der Markov{Ketten heit dieser
Vektor station

arer (Wahrscheinlichkeits{)Verteilungsvektor der Kette.
Grundlagen zu zeitkontinuierlichen Markov{Ketten
Da die Zeit hier als kontinierlich vorausgesetzt wird, muss dies auch bei der Auf-




ange sind nicht mehr durch Wahr-
scheinlichkeiten gekennzeichnet, sondern sie sind jeweils einer Wahrscheinlichkeits-
verteilung unterworfen. Bei dieser muss es sich aufgrund der Markov{Eigenschaft
um die Exponential{Verteilung handeln.






























Die Matrix Q = (q
ij










Ubergangsraten des innitesimalen Generators
6
haben den Charakter von
Ableitungen: die Wahrscheinlichkeit eines

Ubergangs von i nach j steigt mit der
Gr

oe von t (q
ij







Im Weiteren wird diese Matrix auch einfach kurz als Generator bezeichnet.
24
2.3 Grundlagen zu Markov{Ketten
Aufgrund der Herleitung (die Zeilensumme in jeder Zeile ist danach 0) ist die
Matrix Q singul

ar und die Matrix
~
Q = Q+ I
stochastisch
7
, d.h. es existiert ein
x > 0 mit x
T







Dieser Vektor x mit x
T
Q = 0 ist f




























von Krylov{Verfahren [29] und [30].
Insgesamt:
Zur Bestimmung des station













ost werden, das heit also ein homogenes lineares Gleichungssystem mit eindi-
mensionalem Kern der Matrix. Insbesondere k

onnen damit alle S

atze und Ergeb-













Gegebenenfalls muss die Matrix vorher noch diagonalskaliert werden.
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2.3 Grundlagen zu Markov{Ketten
Insbesondere f

uhrt eine p{periodische Markov{Kette auf eine p{zyklische

Uber-
gangsmatrix (vgl. Denition 2.3) und damit k

onnen alle bekannten S

atze aus Ab-
schnitt verwendet werden, insbesondere aber gilt:
 die von Null verschiedenen Eigenwerte der Jacobi{Matrix treten in p{Tupeln
auf (Satz 2.7),
 insbesondere sind damit die p{ten Einheitswurzeln Eigenwerte dieser Matrix
 bei Anwendung des SOR{Verfahrens gilt Satz 2.8.
26
3 SOR bei p{periodischen Markov{Ketten mit re-
ellem Spektrum
Es wird die SOR{Konvergenz bei Anwendung des Verfahrens auf konsistent ge-
ordnete p{zyklische Matrizen, wie sie bei Markov{Ketten auftreten, untersucht.
Zun

achst wird der Zusammenhang zwischen SOR bei p{zyklischen Matrizen und
einem p{Schritt{Relaxationsverfahren betrachtet, wodurch man Bereiche der kom-
plexen Ebene angeben kann, in denen das Spektrum der Jacobi{Matrix liegen
muss, sodass man

uberhaupt Konvergenz erwarten kann. Von Bedeutung ist dabei,
dass das lineare Gleichungssystem konsistent und singul

ar ist, was bei der Berech-
nung des station





Es erweist sich, dass das Spektrum der Jacobi{Matrix mit Ausnahme des p{Tupels
vom Betrag 1 enthalten sein muss im Innenbereich eines Hypozykloids, weswegen
die Betrachtung dieser Rollkurven sich im n

achsten Abschnitt anschliet.
Mit Hilfe der Betrachtung von Hypozykloiden gelangt man zu Aussagen

uber die






Bei der Berechnung des station

aren Wahrscheinlichkeitsvektors einer p{periodi-
schen, zeitkontinuierlichen Markov{Kette liegt eine singul

are Matrix Q vor. Ka-
pitel 3.4 widmet sich der Frage nach der Konvergenz und f

uhrt die extended con-
vergence oder verallgemeinerte Konvergenz von Kontovasilis et al. (vgl. [34]) ein,
wobei gezeigt wird, dass es sich dabei im Wesentlichen um Vektoriteration handelt.
Der n

achste Abschnitt behandelt die Frage, wo beim erweiterten SOR{Verfahren
neben 1 und dem dominanten Eigenwert die anderen dem p{Tupel 1 von J
p
zuge-
ordneten Eigenwerte liegen. Diese Frage ist insofern von Bedeutung, als dadurch
gezeigt wird, dass sie mit der Konvergenz und der Konvergenzgeschwindigkeit
nichts zu tun haben, weil sie betragsm

aig kleiner als der subdominante Eigen-
wert sind.
Alle diese bisherigen Abschnitte gehen davon aus, dass das Spektrum von J
p
1. reell (bzw. im Einzelfall nichtnegativ oder nichtpositiv ist) und
2. in einem bekannten Intervall [; ] liegt.
Gerade der letzte Punkt wird in der Praxis nicht zu erf

ullen sein. Deshalb wird im
27
3.1 p{Schritt Relaxation und SOR
letzten Abschnitt dieses Kapitels die Frage behandelt, um wieviel schlechter die
Konvergenzgeschwindigkeit wird, wenn man das Gau{Seidel{Verfahren verwen-
det und auf Relaxation verzichtet.
Das Ausgangssystem, das zu l

osen ist, sei immer Ax = b bzw. in Fixpunktform
x = Tx+ c.





uber das Konvergenzverhalten und die Konver-
genzgeschwindigkeit des SOR{Verfahrens zu treen. Im Allgemeinen ist das nicht
m

oglich, in speziellen F

allen | wie bei p{zyklischen Matrizen | aber sehr wohl.
Aus der Literatur (vgl. insbesondere [46]) ist bekannt, dass man f

ur eine andere
Klasse von Verfahren Konvergenzaussagen kennt, die auf den ersten Blick nichts
mit dem SOR{Verfahren zu tun zu haben scheint.



















mit k > p; y
(0)













Zu jedem Verfahren dieser Klasse geh















die abgeschlossene Einheitskreisscheibe in der komplexen Ebene. Dann gilt
nach [46, Theorem 1]




(T )  U(R) := C nR(D
1
);
dann konvergiert das Verfahren (22).
8
Das ist ein Spezialfall der allgemeineren Euler{Verfahren.
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3.1 p{Schritt Relaxation und SOR
Aus der Vorschrift (22) erkennt man, dass sich y
(k)












Nach [46] ist der asymptotische Konvergenzfaktor in Ab

angigkeit der Matrix T
und der Polynome v
k
dann













Dies ist gerade der in Denition 2.7 eingef

uhrte Konvergenzfaktor.
Damit gilt (vgl. auch [46, Corollary 2]):
Satz 3.2 Ist R schlicht in D














Liegt mindestens ein Eigenwert von T auf @U






Durch die Setzungen T := J; 
0
= ! 2 IR; 
2




= 1  ! erh

alt







+ !c; k  p; : : : (25)
mit c = D
 1
b und gegebenen Startvektoren y
(0)
; : : : ; y
(p 1)
.








Das dieser Funktion zugeordnete Verfahren geh






chen Ergebnisse der S

atze 3.1 und 3.2 k

onnen also verwendet werden.
Die R












3.1 p{Schritt Relaxation und SOR
Die Gleichungen der Randkurve erh

alt man durch Einsetzen von e
i#





























Durch Abbildung der abgeschlossenen Einheitskreisscheibe mittels (26) erh

alt man
das abgeschlossene Auengebiet der durch (27) und (28) f

ur  = 1 gegebene Kurve.
Das Verfahren (22) konvergiert also nicht, wenn ein Eigenwert von T in R(D
1
)








Eigenwert von T in R(D





, wenn alle Eigenwerte in dem abgeschlossenen Komplement C n R(D
1
)
liegen, und genau mit dem Konvergenzfaktor
1

, wenn ein Eigenwert auf dem Rand
liegt.
Zur Veranschaulichung diene Abbildung 1, in der neben dem Einheitskreis die
durch (27) und (28) gegebenen Kurven mit p = 5, ! = 1:1 und  = 1 (durch-
gezogene Linie) bzw.  = 1:1 (gestrichelte Linie) eingezeichnet sind. Liegen die
Eigenwerte von T innerhalb der durchgezogenen Linie (und nicht auf dem Rand),
konvergiert das die p{Schritt{Relaxation. Liegen sie innerhalb der gestrichelten
Linie, ist der Konvergenzfaktor mindestens
1
1:1
, liegt ein Eigenwert genau auf der
gestrichelt gezeichneten Kurve, liegt genau dieser Konvergenzfaktor vor.
Wir kommen nun zum Zusammenhang der p{Schritt{Relaxation mit dem SOR{
Verfahren:
Betrachtet man von den nach (25) berechneten, analog zur Matrix J partitionier-
ten Vektoren y
k+1




die s.{te Block{Komponente, so
sieht man, dass man durch Zusammenfassen dieser p Komponenten in einem Vek-





; : : : ; y
k








alt also den wichtigen Satz
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Abbildung 1: (27) und (28) mit ! = 1:1;  = 1 und  = 1:1
Satz 3.3 Die p{Schritt{Relaxation (25) auf ein lineares System Ax = b mit
schwach zyklischer Jacobi{Matrix J vom Index p angewendet konvergiert f

ur be-
liebigen Startvektor genau dann gegen die L

osung des Systems, wenn das SOR{
Verfahren konvergiert.
Im Fall der Konvergenz konvergiert das SOR{Verfahren p mal schneller.
Man kann also f

ur die Konvergenzanalyse des SOR{Verfahrens gerade die Ergeb-
nisse aus den S

atzen 3.1 und 3.2 verwenden, wobei anstelle des Konvergenzfaktors
1









In diesem Abschnitt sollen einige grundlegende Eigenschaften von Hypozykloiden
zusammengefasst werden (vgl. auch [14]
9
, [52]).
Rollt ein kleinerer Kreis (MittelpunktM , Radius r) auf der Innenseite eines gr

oe-
ren (OBdA Mittelpunkt 0, Radius R) ab, so beschreibt jeder Punkt P mit festem
Abstand h vom Mittelpunkt M eine Hypozykloide (vgl. Abbildungen 2 und 3)
bzw. ein Hypozykloid.





ganzzahlig ist. In die-





ogen. Im Folgenden sollen nur solche
Hypozykloide betrachtet werden.
Man unterscheidet drei Klassen von Hypozykloiden in Abh












ur h = r, d.h. der Punkt P liegt auf dem Rand
des rollenden Kreises,
(iii) gestrecktes Hypozykloid f

ur h > r, d.h. der Punkt P liegt auerhalb des
rollenden Kreises. In diesem Fall besitzt das Hypozykloid Schlaufen.


















Die Abbildungen 2 und 3 zeigen die drei F

alle. Gestrichelt ist jeweils die Kurve
gezeichnet, die der Punkt P (gekennzeichnet durch einen Stern) beschreibt, wenn
der kleine Kreis auf dem groen abrollt.
9
In diesem Buch ist die Bezeichnungsweise allerdings nicht ganz dieselbe wie im Weiteren und






























Ist h > R   r, so ist das Hypozykloid leer. Die Sprechweise
"
das Hypozykloid ist
leer\ soll bedeuten, dass das vom Hypozykloid umschlossene (Innen{)Gebiet leer
ist.
Ferner gilt:
Satz 3.4 Ist P ein Punkt des Hypozykloid, so gilt f

ur den Betrag jP j des Punktes,
dass
R  r   h  jP j  R  r + h:
Beweis:
Die Behauptung folgt unmittelbar aus der Gleichung unter Beachtung des Werte-
bereichs der Kreisfunktionen. 2
Von besonderer Bedeutung in [18] sind auch die Halbachsen a und b eines Hypo-
zykloids.
b heit reelle, a imagin



























Vergleicht man diese Darstellung mit der bisherigen, so gilt
a = R   r   h;
b = R   r + h:
Die beiden Werte bezeichnen also nach Satz 3.4 anschaulich den Inkreis{ bzw.
Umkreisradius des Hypozykloids.
Wird h > 0 nicht vorausgesetzt
10
, kann man feststellen, ob das Hypozykloid im Ge-
gensatz zum gew







amlich genau dann, wenn a > b. Die Ecke eines gew

ohnlichen Hypozykloids
mit drei kongruenten B






h > 0 ist in der Herleitung als Rollkurve zwar eine sinnvolle Voraussetzung, im Weiteren
wird sich aber zeigen, dass es g






Zusammenhang zwischen Hypozykloiden und der SOR{Konvergenz
Nach dem letzten Abschnitt liegt f








vor, wenn alle Eigenwerte aus ~(J
p
) in dem Gebiet U

(!)
liegen. Genau liegt dieser Konvergenzfaktor vor, wenn wenigstens ein Eigenwert
aus ~(J
p
) auf der dieses Gebiet berandenden Kurve liegt, alle anderen | auer




ussen im Inneren des umrandeten
Gebietes liegen.
Nach (27) und (28) (vgl. auch [65]) gelten f






















































ur ! < 0 (dies wird im sp
















zu setzen bzw. f


























d.h. das Hypozykloid ist eine geschlossene Kurve und besteht aus p kongruenten
B

ogen (wie auch bei den Abbildungen aus diesem Kapitel).
11
Hier am Beispiel ! > 1.
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alle ! < 1 und ! > 1 zusammengefasst wer-
den, f

ur welche Beziehungen zwischen den Gr

oen p, ! und  welche Art von
Hypozykloid vorliegt:
Art des Hypozykloid ! < 1 ! > 1
verk



































< !   1
Die Bedingungen folgen unmittelbar, indem man f






a (33), (34) oder (35) einsetzt.
Im Grenzfall h = R   r ist das Innere des Hypozykloids (von den Schlaufen ab-
gesehen, deren Inneres aber ohnehin nicht zum Innengebiet des Hypozykloids zu
rechnen ist) zusammengezogen auf einen Punkt, f

ur h > R   r

uberlappen die
Schlaufen und es gibt in diesem Sinne kein Inneres mehr (vgl. die beiden Abbil-
dungen), das bedeutet insbesondere, dass das SOR{Verfahren mit dem Parameter








angig davon, wo in
der komplexen Ebene die Eigenwerte von J liegen.




















Abbildung 4: aus einem Punkt bestehendes Inneres und leeres Hypozykloid
Gesondert sollen noch kurz die F

alle ! = 0 und ! = 1 behandelt werden:
zun

achst ! = 0:
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) p-facher Eigenwert der SOR{Matrix L
0
, d.h.
das Verfahren konvergiert nicht. Der Fall ! = 0 ist also irrelevant.
zu ! = 1:








d.h. zu einem Kreis, die Eigenwerte von L
1








Im Folgenden soll H(!; ; p; :) jeweils die Bezeichnung f

ur ein Hypozykloid mit p
kongruenten B

ogen und den Gr

oen ! und  bezeichnen. # l

auft dabei von 0 bis
2.
Beispiel 3.1 Gegeben sei eine 3{zyklische Matrix A, deren Jacobi{Matrix mit
Satz 2.7 die Eigenwerte e
2ik=3
k = 0; 1; 2 mit  2 f1; 0:8; 0:4g besitzt.































ahlt man  kleiner (d.h. geht man von einem besseren Konvergenz-
faktor aus, als man hat), erh

alt man ein verk

urztes Hypozykloid, dessen Inneres
das zu  = 0:8 geh





ahlt man  gr

oer (d.h.
geht man von schlechterer Konvergenz aus, als man sie tats

achlich hat), bekommt
man ein gestrecktes Hypozykloid.
12
Gerundet auf vier Dezimalen.
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Abbildung 6: Hypozykloid mit ! = 1:05;   1:3308
Wie sieht es nun aus, wenn nicht der optimale Relaxationsparameter verwendet
wird, sondern z.B. ! = 1:05 ? Auch zu diesem Relaxationsparameter gibt es einen
eindeutig bestimmten Konvergenzfaktor (siehe Abbildung 6).
In den n

achsten Abbildungen sind weitere Hypozykloide zu ! = 1:05 und ver-
schiedenen {Werten gezeichnet. Man sieht, dass entweder keine Konvergenz mit
diesem Konvergenzfaktor vorliegt (die zu  = 0:8 geh

orenden Eigenwerte sind au-
erhalb des Hypozykloid{Inneren und auch nicht auf dem Hypozykloid selbst) oder
eigentlich bessere Konvergenz vorliegt als durch  angegeben (es liegen zwar alle
Eigenwerte innerhalb des Hypozykloids, aber keine auf dem Rand).












oer als der optimale ist (hier ! = 1:15).
Bemerkung 3.1 Zu bemerken ist, dass im Falle der Konvergenz des SOR{Verfahrens













ist; dies folgt unmittelbar aus [34, Theorem 3.3], wenn man ber

ucksichtigt, dass im
Fall der Konvergenz der subdominante Eigenwert der SOR{Matrix gerade einem
Eigenwert  mit jj < 1 der Jacobi{Matrix zugeordnet ist.
39
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Abbildung 7: Hypozykloide f

ur ! = 1:05 und  = 2 bzw.  = 2:3566


























Abbildung 8: Hypozykloide f

ur ! = 1:05 und  = 1 bzw.  = 1:3
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Abbildung 9: Hypozykloide f

ur ! = 1:05 und  = 1:4 bzw.  = 2:1544













Abbildung 10: Hypozykloid f

ur ! = 1:05 und  = 2:6

















































uber optimale Konvergenz nden sich in dem bereits zitierten
Satz 2.10.
Eine Erweiterten dieses Satzes um den Fall nichtpositiver Eigenwerte ndet sich
bei Wild und Niethammer (vgl. [65, Theorem 6]):
Korollar 3.5 Die zu dem linearen Gleichungssystem Ax = b geh

orige Jacobi{








Der optimale Relaxationsparameter !
0

















(1  !) = 0:
F





) = (p  1)(1  !
0
):
Dieser Satz ist | auch wenn historisch fr

uher | eigentlich ein Korollar zu dem













Dabei wurden Satz 2.10 und Korollar 3.5 zusammengefasst und pr

azisiert zu
Satz 3.6 Die zu dem linearen Gleichungssystem Ax = b geh

orige Jacobi{Matrix











1. Ist  
p 2
p
 und (J) = , dann ist der optimale Relaxationsparameter !
0


























2. Ist  
p 2
p
 und (J) = , dann ist der optimale Relaxationsparameter !
0



















) = (p  1)(1  !
0
):










 <  oder  <  <
p
p 2
 ist | geschlossen:
Satz 3.7 Die zu dem linearen Gleichungssystem Ax = b geh

orige Jacobi{Matrix




















   < , dann ist der optimale Relaxationsfaktor des p{zyklischen














(!   1) = 0























2. Ist  <  <
p
p 2
, dann ist der optimale Relaxationsfaktor des p{zyklischen



















































ur die Jacobi{Matrix, die aus einer zeitkontinuierlichen p{periodischen Markov{
Kette resultiert, sowie f

ur die Matrix, die aus einer zeitdiskreten p{periodischen
Markov{Kette resultiert, gilt nach Satz 2.7, dass die Eigenwerte immer in p{Tupeln
auftreten. Dabei hat nach Abschnitt 2.3 ein p{Tupel sicher Betrag 1, die anderen
sind vom Betrage kleiner als 1.
Wendet man das SOR{Verfahren an, so sind nach Satz 2.8 jedem Eigenwert{p{
Tupel von J gerade p Eigenwerte von L
!
zugeordnet.
Dass einer der 1 zugeordneten Eigenwerte selber wieder 1 sein muss, folgt sofort





aig kleiner als 1 sein.




ort die Konvergenz des SOR{Verfahrens nach Korollar
2.14 nicht, weil
 x = L
!
x nach Kapitel 2.3 l
















; q = ind(I   L
!








) = 1 nach Voraussetzung,
  = 1 einziger Eigenwert von L
!
mit Betrag 1 ist.
Man kann also von Konvergenz des SOR{Verfahrens ausgehen, wenn alle weiteren
Eigenwerte betragsm

aig kleiner als 1 sind. Die Ergebnisse von Kapitel 3.3 behal-
ten ihre G

ultigkeit, wenn man den Spektralradius durch den Subspektralradius
ersetzt.
Es ergeben sich zwei Fragen:
1. Wann sind die Eigenwerte von L
!





aig kleiner als 1 ?









ur periodische Markov{Ketten; die Extended Convergence




2 IR in (12) sind die Eigenwerte,
die zu jj < 1 geh

oren, auf jeden Fall betragsm






orende Eigenwert. Dieser ist bei Konvergenz des Verfahrens gerade
1, das heit, dass die zu jj < 1 geh

orenden Eigenwerte die Konvergenz an
sich nicht st





ur das Intervall (0;
p
p 1
) gilt die Absch

atzung, die im folgenden Kapitel 3.5
gezeigt wird. Auch diese p  1 Eigenwerte st

oren die Konvergenz nicht.





achst die extended convergence oder verallgemeinerte Konvergenz,
die von Kontovasilis, Plemmons und Stewart in [34] eingef

uhrt wurde, vorgestellt




Die Extended Convergence von Kontovasilis, Stewart und Plemmons
In einer fast 70{seitigen Arbeit in LAA 154{156

uberraschten Kontovasilis, Plem-
mons und Stewart 1991 (vgl. [34]) dadurch, dass sie f

ur das SOR{Verfahren zur
L

osung von (21) f

ur p{periodische Markov{Ketten Relaxationsparameter auer-
halb des durch das Lemma von Kahan (Lemma 2.1) zwingend vorgeschriebenen
Intervalls (0; 2) verwenden, ja sogar negative Relaxationsparameter.







nicht aus der Sicht des SOR{Verfahrens sondern als Vektoriteration betrachtet
wird.




) liegt) ist | zumindest wenn das Spektrum von J
p
reell ist |
1 einfacher dominanter Eigenwert von L
!
. Die Vektoriteration konvergiert dann




Liegt der Relaxationsparameter auerhalb dieses Intervalls, konvergiert die Vekto-




ur periodische Markov{Ketten; die Extended Convergence
dabei dem Eigenwert{p{Tupel 1 von J
p
zugeordnet sein oder aber einem anderen,
welcher Fall nur bei komplexem Spektrum von J
p
auftreten kann.
Ist der dominante Eigenwert von L
!
dem Eigenwert{p{Tupel 1 zugeordnet, kon-





ort ja zum Eigenwert 1 von L
!
). Aus dem Vektor, gegen den
das Verfahren konvergiert, l






amlich ([34, Theorem 3.2]) f

ur p{zyklische Generatoren Q








Eigenvektor von J zum Eigenwert , 
p
ein
 zugeordneter Eigenwert von L
!
















Dabei seien die Vektoren  und  
0
genauso partitioniert wie die Jacobi{Matrix J .
Dieser Satz erlaubt das Korollar
Korollar 3.9 Ist der (betrags{)maximale Eigenwert von L
!
dem Eigenwert 1 von
J zugeordnet, dann l

asst sich der station

are Wahrscheinlichkeitsvektor aus dem
Vektor rekonstruieren, gegen den das Verfahren konvergiert.
Ist der dominante Eigenwert von L
!
dagegen einem anderen Eigenwert{p{Tupel
als 1 zugeordnet, konvergiert die Vektoriteration zwar gegen den zugeh

origen Ei-
genvektor, aus diesem aber l

asst sich der station

are Wahrscheinlichkeitsvektor
nicht mehr rekonstruieren. Das Verfahren ist zur Bestimmung des station

aren
Wahrscheinlichkeitsverteilungsvektors in diesem Fall untauglich.
Die Vektoriteration w

urde eigentlich in jedem Iterationsschritt einen Normierungs-
schritt einschlieen (der von dem Rekonstruktionsschritt nach Satz 3.8 bzw. Korol-
lar 3.9 vollkommen unterschiedlich ist), in der Praxis zeigt es sich jedoch, dass das
Verfahren auch ohne die wiederholte Normierung und mit einem einzigen Rekon-









) ist | das Problem ist eher zu entscheiden, wann man durch
den Rekonstruktionsschritt den station

aren Wahrscheinlichkeitsverteilungsvektor
hinreichend genau bestimmt hat).
Kontovasilis, Plemmons und Stewart nennen dieses Verfahren extended conver-
gence. Im Weiteren wird daf






ur periodische Markov{Ketten; die Extended Convergence




1. Ist 1 einfacher, dominanter Eigenwert, dann entspricht das Verfahren gerade




2. Ist der dominante Eigenwert gr

oer als 1, aber andererseits dem Eigenwert{
p{Tupel 1 von J
p
zugeordnet, konvergiert das verallgemeinerte SOR{Ver-
fahren gegen einen Vektor (Konvergenz allerdings nicht im klassischen Sinn,
sondern Konvergenz nach einem abschlieenden Rekonstruktionsschritt), aus
dem man den station

aren Wahrscheinlichkeitsvektor rekonstruieren kann
und auch muss.
3. Ist der dominante Eigenwert gr

oer als 1, aber nicht dem Eigenwert{p{Tupel
1 von J
p
zugeordnet, so konvergiert das Verfahren in keinem Fall gegen den
station

aren Wahrscheinlichkeitsverteilungsvektor. Dieser Fall tritt ohnehin
nur bei komplexem Spektrum von J
p
auf.
In [34, Kapitel 7] wird ein numerischer Algorithmus angegeben, mit dessen Hilfe





Kenntnis des betragsmaximalen Eigenwertes von L
!
rekonstruiert werden kann.








Konvergenzfaktor, wenn ihm ein gew

ohnliches Hypozykloid (h = r, vgl. Kapitel
3.2) zugeordnet ist, das die reelle Achse gerade im Punkt ~(J) schneidet. Ist ! >
1, dann muss f

ur die Parameter gelten (dies ist eine direkte Folgerung aus der




= (p  1)(!   1) (37)




schneidet (wegen (37) an der Stelle # = 0) und x = ~(J) gelten muss, folgt
unmittelbar aus dieser Argumentation die Bestimmungsgleichung (13).
Durch analytische Argumente (wie die Descartessche Zeichenregel und das Verhal-







besitzt. Ist p ungerade, folgt aus den dann g

ultigen Beziehungen








ur periodische Markov{Ketten; die Extended Convergence
Durch analytische Umformungen und Einsetzen erh


















  (1  !) = 0g: (38)

p
(!) ist also der gr















Es wird allgemeiner untersucht, mit welchem  man bei vorgegebenem ! den opti-






alt und ob dabei
die Eigenwerte von J im Innengebiet des zugeh

origen Hypozykloids liegen oder
Eigenwerte auf der Randkurve liegen. Dadurch wird gezeigt, dass der Konvergenz-
faktor schlechter ist als bei den optimalen Werten der Relaxationsparameter. Die










x = 0 eingesetzt
wird, die assoziierte Block{Jacobi{Matrix J die Form (9) besitzt, die Eigenwerte
von J
p
nichtnegativ sind und ~(J) = maxfjj :  2 (J); jj < 1g bezeichnet,
dann gilt:
























dann erreichen beide Werte den optimalen Konvergenzfaktor von (p 1)(!
0
 































ur ! = 1 als einzigen Wert den optimalen Kon-
vergenzfaktor 0 und das SOR{Verfahren konvergiert im klassischen Sinn.
Bemerkung 3.2 Eine bessere Konvergenz als mit dem klassischen optimalen Re-
laxationsparameter erreicht man nicht. Verwendet man dennoch das erweiterte







ur periodische Markov{Ketten; die Extended Convergence
Im reellen Fall ist klar, dass der dominante Eigenwert von L
!
dem Eigenwert{
p{Tupel 1 zugeordnet ist; aufgrund der Herleitung muss aber f

ur die Konver-
genz sichergestellt sein, dass der subdominante Eigenwert von L
!
einem anderen
Eigenwert{p{Tupel zugeordnet ist. Kontovasilis, Plemmons und Stewart treen in
[34] dazu keine Aussagen. Deswegen wird im n

achsten Abschnitt das Verhalten




3.5 Lage der anderen 1 zugeordneten Eigenwerte der SOR{Matrix




ahnt, ist es von besonderer Bedeutung, wo in der komplexen Ebene
diejenigen Eigenwerte der SOR{Matrix liegen, die dem Eigenwert{p{Tupel 1 von
J
p
zugeordnet sind. Einer dieser Eigenwerte ist sicher 1, f

ur ! < 0 und ! >
p
p 1
wird | zumindest wenn die Eigenwerte von J
p
reell sind | ein weiterer zum
dominanten Eigenwert. Es ist aber f

ur die Konvergenz wichtig sicherzustellen, dass
die anderen p 2 Eigenwerte keinen Einuss auf den subdominanten Eigenwert von
L
!







zeigt sich, dass die weiteren 1 zugeordneten Eigenwerte alle im
Einheitskreis enthalten sind, f

ur ! < 0 l

asst sich zumindest f

ur kleine p zeigen,
dass sie kleiner sind als der gr








angig davon, ob die Eigenwerte reell oder komplex
sind. Dazu werden einige Hilfsmittel bereitgestellt.
Die Schur{Transformierte und der Satz von Schur{Cohn
Die n

otigen Hilfsmittel zum Beweis des Satzes nden sich in [27, Kapitel 6.8]:
Denition 3.1 F









vom Grad n  1 ist das Poly-























die Schurtransformierte von p.
Es gilt f

ur die iterierten Schurtransformierten
T
k








p(0); k = 1; : : : ; n; (41)
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so gelten folgende Aussagen
Satz 3.11 Ist p 6= 0 ein Polynom vom Grad n. Dann liegen alle Nullstellen von
p auerhalb des geschlossenen Einheitskreises genau dann, wenn

k
> 0; k = 1; : : : ; n:
Satz 3.12 Ist p ein Polynom vom Grad n, 
k
wie in (41) mit 
k
6= 0, k =




< 0 ist mit k
j
, j =




< : : : < k
m
, so ist die Zahl h(p) der Nullstellen von p, die










Die Berechnung der Zahlen 
k
heit dabei auch Schur{Cohn{Algorithmus.
Anwendung auf die Gleichung der p{Schritt{Relaxation
Gegenstand dieses Abschnitts ist die Formel von Varga in der Form (14), weil
diese einfacher zu handhaben ist (vgl. auch Bemerkung 2.6).
Satz 3.13 F













































: : : [(p  3)!   (p  2)][(p  1)!   p]:






















: : : [(p  4)!   (p  3)]:
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ur die jeweils der
Exponent von 2 gr

oer oder gleich 0 ist.
Beweis:





Zum Induktionsanfang betrachtet man die F

alle p = 2, p = 3 (dieser spielt in
gewisser Weise eine Sonderrolle) und p = 4:
p = 2: Spaltet man    1 von 
2
  !   (1  !) ab, ergibt sich






() = (1  !)
2
  1 = !(!   2):
Dies ist die Behauptung des Satzes.









() = [(1  !)
2
  1] + [(1  !)
2
  (1  !)]
















Auch dies ist die Behauptung des Satzes, unter Ber

ucksichtigung, dass (p 
3)!   (p  2) = 0!   1 =  1 ist.

















  (1  !)] + [(1  !)
2
  1]
= !(!   1)
2







































(3!   4)(!   2):
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In allen drei F

allen sieht man, dass auch der KoeÆzient von  in der linearen
Gleichung stimmt, wobei f

ur p = 2 das dann leere Produkt 1 gesetzt wird.
Sei die Behauptung wahr f
























: : : [(p  3)!   (p  2)]
2









































[(p  1)!   p]
2








 = [(p  1)!   p]
2










+ 2!   1





















: : : [(p  3)!   (p  2)]
2

[(p  1)!   p]
2











: : : [(p  3)!   (p  2)]
2
[(p  2)!   (p  1)][p!   (p+ 1)]:




, 1  l  p   1 f

ur k > 0 alle dieselben
aufgrund der besonderen Gestalt des Polynoms ~g und der Vorschrift (40) der
Schurtransformation. Deshalb gilt f




























































: : : [(p  4)!   (p  3)]
2
(!   1)
















: : : [(p  4)!   (p  3)]
2
(!   1)









: : : [(p  4)!   (p  3)]
2
[(p  3)!   (p  2)](!   1):
was genau der Behauptung entspricht.
Damit ist der Induktionsschluss vollzogen und der Satz insgesamt gezeigt. 2





, wenn k den










































(3!   4)(5!   6)




uber die Lage der
Nullstellen von g und damit










() = 0 bis auf zwei inner-
halb des Einheitskreises, eine liegt auerhalb, eine ist exakt 1.
Insbesondere sind damit alle zu 1 geh

orenden Eigenwerte von L
!
bis auf zwei im
Einheitskreis, einer ist exakt 1, einer (falls das Spektrum von J
p
reell ist, der








()) < 0 und f







Mit Satz 3.12 (vgl. auch [27, Theorem 6.8c]) ergibt sich die Zahl der Nullstellen





) = (p  1) + 1  2 = p  2;
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wobei k
1
= 2 in der Notation von Henrici.
Das bedeutet, dass p  2 Nullstellen von ~g im Einheitskreis liegen, eine auerhalb.
Nimmt man die bereits abgespaltene Nullstelle  = 1 hinzu (geht also von ~g zu g

uber), folgt die Behauptung. 2
Korollar 3.15 F

ur ! < 0 liegen alle Nullstellen von ~g() auerhalb des Einheits-
kreises.
Beweis:




[(p  3)!   (p  2)] und [(p  1)!   p]:
Diese beiden Faktoren werden f

ur ! < 0 negativ, w

ahrend alle anderen wegen der
Exponenten positiv bleiben.
Das bedeutet, dass f

ur das reduzierte Polynom ~g() gilt

k
> 0; k = 1; : : : ; p  1;






ur negative Relaxationsparameter ergibt sich
Satz 3.16 F

ur p = 3 und ! < 0 ist auf jeden Fall f










oer als 2 zu 1 geh

orende Eigenwerte, d.h.













ugt zu zeigen, dass 2 zu 1 geh











 + (1  !)
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Wegen ! < 0 folgt






















g()() besitzt nach der Vorzeichenregel von Descartes genau eine oder drei
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was der Behauptung entspricht.
2
Figur 12 zeigt die Betr





ur ! >  3 ein



















ur  > 0 r

uckt der entsprechende Wert n

aher an die  3 heran.
Bemerkung 3.4 F

ur p = 4 l

asst sich analog zeigen, dass 1 ! gr

oer ist als alle
zu 1 geh










ubersichtlich, so ist f





3.5 Lage der anderen 1 zugeordneten Eigenwerte der SOR{Matrix
mit analogem  = (1  !)
1=5
ein Polynom 104{ten Grades, bei dem 37 der Koef-
zienten von Null verschieden sind.
Bemerkung 3.5 Mit dem von Locher in [36] bzw. in [37] vorgeschlagenen Algo-









p = 7 und p = 9 mit deutlich erh

ohtem Rechenaufwand, dass, sofern ! < 0 hin-




  (1  !) bis auf




Auch damit ist klar, dass in dem Bereich, in dem dieses gilt, der subdominante
Eigenwert von L
!
zu  6= 1 geh

ort, da zu  = 0 schon der Eigenwert 1 ! geh

ort
und alle zu 1 geh

orenden Eigenwerte bis auf einen in einem Kreis um 0 mit Radius
1  ! liegen.
Eine allgemeine Formel bzw. einen allgemeinen Beweis legt aber auch dieser Algo-
rithmus, der auf Tschebysche{Polynomen und Sturmschen Ketten basiert, nicht
nahe.
58
3.6 Lage bei unbekanntem Spektrum der Jacobi{Matrix
3.6 Lage bei unbekanntem Spektrum der Jacobi{Matrix
Voraussetzung f

ur alle Untersuchungen in [65], [11], [18] und bei den Betrachtungen

uber das verallgemeinerte SOR{Verfahren (nach [34]) sowie auch in den Kapiteln
3.2 und 3.3 ist, dass Informationen

uber die Lage des Spektrums der Jacobi{Matrix
bekannt sind.
Bei fehlenden Informationen stellen sich zwei Fragen:
1. Mit welchem Relaxationsparameter rechnet man ?
2. Um wieviel wird der Konvergenzfaktor dadurch schlechter ?
Die Antwort auf die erste Frage ist, dass man das Gau{Seidel{Verfahren an-
wenden sollte, sofern man nicht ohnehin auf andere Verfahren wie z.B. Krylov{
Verfahren (vgl. auch [28])








uber zu sagen, ob

Uber{ oder Unterrelaxation zu
besseren Konvergenzfaktoren f

uhrt, geschweige denn, dass man etwas

uber den
optimalen Parameter aussagen kann.
Dass das Gau{Seidel{Verfahren optimal ist, wenn die Eigenwerte in einem Kreis
um 0 enthalten sind (und nichts anderes wei man letztlich), folgt nach [46] und





uber, um wieviel das Gau{Seidel{Verfahren asymptotisch schlech-
ter ist als das SOR{Verfahren mit optimalem Relaxationsparameter, lassen sich
treen und zwar unterschieden in die F





), (J) 2 IR und
| im sp













Satz 3.17 Sind die Eigenwerte von J
p
positiv, ist das Gau{Seidel{Verfahren
h

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(!   1): (48)





























































































































































3.6 Lage bei unbekanntem Spektrum der Jacobi{Matrix






























], und ist ferner
 > , so ist das Gau{Seidel{Verfahren h







schlechter als das SOR{Verfahren mit optimalem Relaxationsparameter.
Ist dagegen  >  so ist es h





















(!   1) = 0
in (1; 1+( )=(+)) (falls  > ) bzw. (1  ( )=(+); 1) (falls  > ).
F




























































































ur  >  ergibt sich, wenn man ber











Bemerkung 3.7 Aus beiden Ergebnissen folgt, dass f

ur  =  das Gau{Seidel{
Verfahren optimal ist.
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4 SOR bei p{periodischen Markov{Ketten mit
komplexem Spektrum
In diesem Kapitel wird der allgemeinere Fall (J
p
)  C betrachtet. Kernpunkt ist
dabei die extended convergence.
Dazu wird zun

achst aufgezeigt dass dieser Fall im Vergleich zum bisherigen be-
sondere Schwierigkeiten birgt.
Aussagen von Hadjidimos et al.

uber die Wahl des optimalen Relaxationspara-
meters beim klassischen SOR{Verfahren werden im zweiten Abschnitt vorgestellt
und erl

autert (vgl. [18] und [19]).
Im dritten Abschnitt werden einige vorbereitende Lemmata gezeigt, die im Haupt-
abschnitt dieses Kapitels ben

otigt werden. In diesem, dem vierten Abschnitt, wird
die extended convergence f

ur Markov{Ketten behandelt, deren Jacobi{Matrix be-
liebiges Spektrum besitzt. Es wird untersucht, unter welchen Bedingungen weitere
optimale Relaxationsparameter existieren und wo diese liegen. Es zeigt sich insbe-
sondere, dass kein besserer Konvergenzfaktor als der im klassischen Fall optimale
erreicht werden kann.
Im letzten Abschnitt soll abgesch

atzt werden, um wieviel langsamer es ist, wenn





Wie in Korollar 3.9 bereits erw

ahnt, konvergiert die extended convergence nur ge-
gen den gesuchten station






dem Eigenwert{p{Tupel 1 von J
p
zugeordnet ist.
Im Fall, dass (J
p






) immer zum Eigenwert{p{Tupel 1
von J
p
(vgl. auch [57]). Im Fall, dass es Eigenwerte 
p
2 CnIR von J
p
gibt (vgl. das
entsprechende Beispiel aus [57]; dieses Beispiel ist auch Gegenstand von Beispiel




) auch einem anderen Eigenwert  mit
jj < 1 zugeordnet sein.
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4.1 Vorbetrachtungen
In diesem Fall ist das Verfahren nicht anwendbar. Die extended convergence als
















asst sich aus x nicht mehr der gesuchte Eigenvektor  zum Eigenwert 1 von J





ussen, sind ohnehin irrelevant.
In diesem Fall ergibt sich f







tionsparameter die komplexen Eigenwerte nicht im Innengebiet des Hypozykloids
mit  = 1 liegen k

onnen, dass also das SOR{Verfahren nach Satz 3.1 nicht kon-
vergieren kann. Liegt das Einpunktproblem (d.h. es existiert nur ein komplexex
Eigenwert{2p{Tupel von J
p
) mit z = +i als komplexem Eigenwert vor, ergeben
sich der Grenzparameter !, f

ur den der wenigstens zweifache dominante Eigenwert
sowohl der 1 als auch einem  mit jj < 1 zugeordnet ist, und das zugeh

orige #
als eine der L














sin((p  1)#) = : (54)
Hierbei beschreibt eine L

osung des Gleichungssystems ein gestrecktes Hypozykloid






ur das erste Beispiel ergeben sich die beiden Hypozykloide aus Abbildung 13.
Zwei Beispiele
Beispiel 4.1 Ein erstes Beispiel f

ur die entstehende Problematik erw

ahnt Stewart
in seinem Buch Introduction to the Numerical Solution of Markov Chains [57,
Kapitel 7.2.2].














 [ 3:0244; 0:5957] und ein kleineres Intervall
I
2
 [1:3943; 1:6281], so dass die extended convergence nicht den gew

unschten



























Abbildung 13: Die zu den L

osungen von (53) und (54) geh

orenden Hypozykloide
Noch unangenehmer ist das Vielpunktproblem, bei dem nicht nur ein komplexes
2p{Tupel von Eigenwerten von J vorliegt sondern mehrere. Als Verdeutlichung
mag folgendes Beispiel dienen:
Beispiel 4.2 Die Jacobi Matrix J
p







  0:4885 + 0:3217i. Die Eigenwerte von J sind in Abbildung 15
aufgetragen zusammen mit den jeweiligen Kreisen um den Ursprung, auf denen
sie liegen.
In diesem Fall ist zun

achst unklar, welchem der Eigenwerttupel von J
p
der domi-





(gestrichelte Linie) oder auch dem Eigenwert 
3






) vorliegt (auch keine extended convergence) und dass
man, auch wenn klassische Konvergenz vorliegt, nicht ohne weiteres sagen kann,
zu welchem Eigenwert{Tupel von J
p



















Abbildung 14: Betrag des gr

















Abbildung 15: Die Eigenwerte der Jacobi{Matrix J .
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4.1 Vorbetrachtungen

















atsaussagen von Hadjidimos et al.
4.2 Optimalit

atsaussagen von Galanis, Hadjidimos und
Noutsos
Zwei Arbeiten ([18] und | gerade Anfang dieses Jahres erschienen | [19]) von





ur den Fall, dass das Spektrum von J
p
| abgesehen vom
Eigenwert 1 | komplex ist. Die verwendete Technik ist die, dass man unter allen
m

oglichen Hypozykloiden, in deren Innengebiet bzw. auf deren Rand die Eigen-
werte von J liegen, dasjenige sucht, dem der kleinste Konvergenzfaktor (und damit
das gr

ote ) zugeordnet ist. Diese Arbeiten beziehen sich dabei ausschlielich auf
das klassische SOR{Verfahren, die extended convergence spielt keine Rolle.
Ein wesentlicher Punkt bei der Konvergenzuntersuchung des SOR{Verfahrens ist
die Beschr

ankung auf den Winkel S zwischen dem Strahl  =p und der reellen
Achse, weil aufgrund von Satz 2.7 das Spektrum invariant ist unter Drehungen
um den Winkel 2=p (vergleiche auch Abbildung 17) und von jedem 2p{Tupel
13
genau ein Eigenwert in S liegt.
S
Abbildung 17: Segment S f

ur p = 3
Liegt im Segment S genau ein Eigenwert (dieser Fall ist in [18] untersucht), sucht
man ausgehend von den beiden gew

ohnlichen Hypozykloiden durch diesen Punkt
das Hypozykloid, das dem optimalen Konvergenzfaktor zugeordnet ist. Die Un-
tersuchung bezieht sich ausschlielich auf Hypozykloide, was insofern ausreichend
ist, als bei einem konvergenten Verfahren alle Eigenwerte | auer dem 1 zuge-




Liegen mehrere Eigenwerte in S, ist zu untersuchen, wann Eigenwerte im Innen-
13
Da die Generatormatrix als reell vorausgesetzt war, ist das Spektrum ferner achsensymme-




atsaussagen von Hadjidimos et al.
gebiet von Hypozykloiden bez

uglich anderer Eigenwerte liegen. Dieser Fall ist in
[19] recht technisch und konstruktiv behandelt; im Weiteren wird der Inhalt dieser
Arbeit m

oglichst anschaulich mit eigenen Worten wiedergegeben.
Bezeichnung: Gegeben sei das Spektrum von J
p
. Ein Hypozykloid H(!; ; p; :)
heit bestes Hypozykloid oder optimales Hypozykloid, wenn ~(J
p
) im Innern des





liegt und es kein ! 2 (0;
p
p 1
) (! 62 [0;
p
p 1










Dieses optimale Hypozykloid ist dem optimalen Relaxationsparameter zugeordnet.
Die Technik, die in [18] und [19] angewendet wird, ist die, dass man unter allen
Hypozykloiden, die durch den (oder die) in diesem Segment liegenden Punkt P
(bzw. Punkte P
1
; : : : ; P
k
) mit den Polarkoordinaten r und  (bzw. r
1





; : : : ;  
k
) und den kartesischen Koordinaten  = r cos( );  = r sin( ) (bzw.

1




; : : : ; 
k
) gehen, dasjenige w





achst folgende Feststellung wichtig, die sich aus [18, Theorem 3.2
und Theorem 3.3] ergibt und die Anzahl der

uberhaupt infrage kommender Hy-
pozykloide zum Teil deutlich verkleinert.
Satz 4.1 Seien zwei Hypozykloide, die beide einem konvergenten SOR{Verfahren
zugeordnet sind, mit gemeinsamer imagin

arer (reeller) Halbachse a (b) gegeben,
wobei eines verk























Mit anderenWorten: es gen

ugt bei der Untersuchung konvergenter SOR{Verfahren
und insbesondere bei der Suche nach dem optimalen Relaxationsparameter, wenn
man gew





alle nichtnegativer oder nichtpo-
sitiver Eigenwerte von J
p
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wobei # den entsprechenden Wert in den Gleichungen des Hypozykloids (27) bzw.
(28) bezeichnet, der dem Punkt P zugeordnet ist.
Das Einpunktproblem
Liegt ein komplexes 2p{Tupel vor, dann gibt es im bereits angesprochenen Segment






















ist dabei jeweils die Lage von P auf
dem Hypozykloid bestimmt.
Abbildung 18 zeigt die beiden gew

ohnlichen Hypozykloide im Fall p = 3 mit
z = + i = 0:7 + 0:1i.













ohnliche Hypozykloide, die durch P gehen
Es zeigt sich, dass die Gr










monoton sind, sodass sinnvollerweise
von #(b) etc. gesprochen werden kann.
Damit kann nach folgendem Satz dasjenige
^
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(56) und (57) das optimale Hypozykloid berechnet werden kann.
Satz 4.2 Gelte b
II






osung von (b  a)x
p












g]. Dann existiert ein eindeutiger



























sin(p#)  p sin(#+  ) cos[(p  1)#   ]




sin[(p  1)#   ] cos(p#)  (p  1) sin(#+  )
















#   ] cos(p
^





#   ]  (p  1) sin(
^






















Zeichnet man das so erhaltene optimale Hypozykloid noch in die obige Figur ein,




ankt man sich auf das Kreissegment S zwischen dem Strahl
 =p und der reellen Achse, wobei in diesem Fall k komplexe Zahlen z
1
; : : : ; z
k
in









); i = 1; : : : ; k).
Ein wichtiger Satz in diesem Zusammenhang ist (vgl. [19, Theorem 3.2])





onnen in dem Segment zwischen dem Strahl  =p und der
reellen Achse h

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ohnliche Hypozykloide, die durch P gehen, und das optimale











































ohnlichen Hypozykloide durch P
1







ohnlichen Hypozykloide durch P
2
















) gegeben. Liegt P
2
im








, dann existiert ein eindeutiges





Die folgenden Graphiken demonstrieren diesen Sachverhalt. Abbildung 20 zeigt













eingezeichnet, insbesondere ist also das kurvilineare Dreieck
aus Satz 4.4 zu erkennen.
In den abschlieenden Figuren in Abbildung 22 ist in diesem kurvilinearen Dreieck
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) im Abschluss des
Inneren, ist dieses Hypozykloid das optimale bez












den jeweils anderen Punkt, ist das







ur das Mehrpunktproblem den optimalen Relaxationsparameter zu
bestimmen, wird konstruktiv gel

ost, indem im Wesentlichen jeweils zwei der Punk-











Satz 4.3 und Satz 4.5 verglichen werden.









oglichen Genauigkeit iterieren, um das gesuchte verk

urzte Hy-






Beim Zwei{Punkt{Problem kann aufgrund von Beziehungen der reellen Halbach-
sen das optimale Hypozykloid bestimmt und aus dessen Parametern der optimale
Relaxationsparameter und der Konvergenzfaktor gewonnen werden.
Bemerkung 4.2 F

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Abbildung 21: Das kurvilineare Dreieck aus Satz 4.4







Abbildung 23 zeigt neben den beiden komplexen Eigenwerten jeweils die optimalen
Hypozykloide bez


















, das heit das Hypozykloid
bez

uglich beiden Punkten bezeichnet das optimale Verfahren. Dies ist auch an-
schaulich sofort klar, weil der jeweils andere Punkt nicht im Innengebiet bzw. auf
dem Rand des nur f

ur einen Punkt optimalen Hypozykloids liegt.
Beim Mehrpunktproblem werden zun

achst alle komplexen Eigenwerte, die keinen
Einuss auf den optimalen Relaxationsparameter haben, aus der weiteren Be-
trachtung ausgeschlossen. Von den verbleibenden Eigenwerten betrachtet man alle
m

oglichen Kombinationen von Zweipunktproblemen. Dadurch erh

alt man zuletzt
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Abbildung 22: Die vollst

andige Figur mit dem optimalen Hypozykloid
Vorbereitende Schritte beim Mehrpunktproblem
Im Weiteren werden zun

achst die Schritte zur Vereinfachung des Problems vor-
gestellt. Die Begr

undung, warum diese Schritte durchgef

uhrt werden und sinnvoll
sind, wird im Anschluss gegeben.
Im Segment zwischen dem Strahl  =p und der positiven reellen Achse liegen k
komplexe Zahlen z
1
; : : : ; z
k





j = 1; : : : ; k und




 : : :   
k
  (=p).
1. Haben mehrere z
j
denselben Winkel  
j








alt dadurch eine Menge von k
1
komplexen Zahlen im Segment S.
2. Alle Punkte m

ussen, damit SOR konvergiert, enthalten sein im kurvilinearen





















mit der reellen Halbachse b
II;j
. Ist ein b
II;j
 1, dann existiert kein
konvergentes SOR{Verfahren.
14








) angegeben. Dieser Punkt liegt aber
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Abbildung 23: Das Zweipunktproblem, rechts ein Ausschnitt
3. Existiert ein konvergentes SOR{Verfahren, ordnet man die Punkte nach








wird die Zahl mit kleinstem  
j











(j = 1; : : : ; k
2



















achstes sollen die drei vorbereitenden Schritte begr

undet werden, was in [19]
etwas kurz kommt.





~r < r im Innern des Hypozykloids enthalten ist; daher k

onnen solche Zahlen
von vorneherein entfernt werden.
ad 2.) Der Grund daf

ur, dass alle Zahlen, die nicht in dem kurvilinearen Dreieck lie-
gen, herausfallen, ist, dass in diesem Fall die reelle Halbachse des optimalen
Hypozykloids gr

oer oder gleich 1 wird. Damit ist, weil die reelle Halbachse
entweder Inkreis{ oder Umkreisradius des Hypozykloids ist, klar, dass auch
die Eigenwerte von J mit Betrag 1 innerhalb des Hypozykloids liegen, was
zu einem nicht konvergenten Verfahren f

uhrt oder aber zu einem Verfahren,
f

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Abbildung 24 zeigt das kurvilineare Dreieck.














Abbildung 24: Das kurvilineare Dreieck OBA

























ur die verbleibenden Eigenwerte P
j






















Bestimmung des optimalen Hypozykloids







uglich der Punkte P
j





























werden, was mit Hilfe der L

osung des Zweipunktproblems m

oglich ist.
Es gilt dann (vgl. [19, Theorem 5.1 und Theorem 5.2])
Satz 4.6 Die vorbereitenden Schritte seien wie beschrieben durchgef

uhrt und (59)
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Ferner ist die L






durch die Punkte P
j































Im Weiteren wird wieder die extended convergence von Kontovasilis, Plemmons
und Stewart behandelt (vgl. [34]).
Dabei werden nach einer Vorbemerkung vorbereitende Lemmata gezeigt, die f

ur
den Beweis der Kernaussagen in Kapitel 4.4 ben

otigt werden:
Bemerkung 4.3 Die Hypozykloide H(!; ; p; :) und H(!; ; p; :+) liegen in der
komplexen Ebene gleich.
Das liegt daran, dass f

ur die Gestalt des Hypozykloids nur die Parameter !; 




ur das zu festem ! 2 IR n f0g geh

















ur ! > 1 ist die Behauptung wegen  > 0 trivial.




























was in beiden F

allen gleichbedeutend mit der Beziehung
R  r  h
79
4.3 Einige Lemmata
ist, wenn R; r; h die Gr

oen des Hypozykloids bezeichnen (vgl. Abschnitt 3.2).
Also haben wir es mit einem leeren oder auf einen Punkt zusammengezogenen
Hypozykloid zu tun. Dies bezeichnet aber kein konvergentes Verfahren, d.h. es
kann sich im Widerspruch zur Voraussetzung nicht um ein optimales Hypozykloid
handeln. 2




orende Punkt des Hypozykloids
auf der negativen rellen Achse, ansonsten auf der positiven.
Beweis:
Es gelten




























































was wegen Lemma 4.7 richtig ist.
F
















was wiederum wegen Lemma 4.7 richtig ist. 2
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4.3 Einige Lemmata
Das folgende Lemma stellt den Kern des Beweises zu den Beziehungen der opti-
malen Relaxationsparameter untereinander in Kapitel 4.4 dar:




; p 2 IN. F

ur f gilt:











2. f ist in (0;
p
p 1
) streng monoton wachsend mit lim
x!0+
f(x)!  1.
3. f ist in (
p
p 1
;1) streng monoton fallend mit lim
x!1
f(x) = 0.
4. An der Stelle x = 0 liegt f

ur gerades p bzw. ungerades p ein Pol ohne bzw.
mit Vorzeichenwechsel vor.























































d.h. es liegt ein relatives Maximum vor. Wie man leicht durch Nachrechnen

















ugt es, den Z

ahler des Bruches zu betrachten.
f
0







































4. Sei x < 0 und x! 0.
F












d.h. es liegt (mit 2.) ein Pol ohne Vorzeichenwechsel vor.
F












d.h. es liegt (mit 2.) ein Pol mit Vorzeichenwechsel vor.
5. F























ur gerade p kleiner als 0. Das heit, f
w

achst streng monoton, falls p ungerade ist, und f

















mit der Regel von de l'Hospital
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4.3 Einige Lemmata




x 2 p gerade p ungerade



































( 1; 0) ( 1; 0) (0;1)
Besonders wichtig ist, dass in den einzelnen Teilintervallen f jeweils eine streng
monotone Funktion ist, d.h. die Abbildung f : x ! f(x) ist | bezogen auf die
einzelnen vier Teilintervalle | bijektiv.





















ur x^ < x < 0 annehmen kann
17
.











ur alle x 2 (x^; 0) gilt.










Sei p ungerade, x < 0. Dann ist
17
Dieser Punkt x^ taucht auch in [34, Theorem 4.2] als !

auf, ohne dass dort aber n

aher auf



























d.h. (da p ungerade ist)

















Nach der Descartesschen Regel muss die Dierenz aus der Anzahl der Vorzeichen-
wechsel (hier einer) und der der Nullstellen gerade und nichtnegativ sein, d.h. es
muss genau eine Nullstelle von h( x) in [0;1), d.h. genau eine Nullstelle von h(x)
in ( 1; 0), n

amlich eben x^ geben. 2
Bemerkung 4.4 Der Wert dieser Nullstelle x^ h

angt nur noch von p ab. Folgende

















oten Eigenwerte auer 1
konjugiert komplex, wie man am Beispiel p = 3 sieht:
die Gleichung von Varga (vgl. [64])













































=  3 = !^;
und da d eine nach oben ge








( 3; 1) konjugiert komplex.
Dieser kleine, scheinbar unwichtige Teil verursacht nun noch einige M

uhen (so
auch schon in [34]). Es gilt f

ur diesen speziellen Fall folgendes Lemma:
Lemma 4.11 Ist p ungerade, so kann es in (!^; 0) keinen Relaxationsparameter





achst der Punkt !^ selbst. F

ur !^ gilt nach (62)





















achst mit jj, ist betragsm

aig somit auf jeden Fall gr

oer als die L

osung von
(+ !   1)
p
= 0;
d.h. 1  !, wenn ! 0 geht.
Daraus folgt, wenn man den Konvergenzfaktor aus Sicht der Vektoriteration be-
trachtet und (63) f



































ur den Nenner [34, Theorem 4.2(b)(ii)], wo der exakte dominante Ei-
genwert bestimmt ist f









ur ! = !^ gen

















, ist die Be-
hauptung trivialerweise gezeigt, da dann sogar das Gau{Seidel{Verfahren eine
schnellere Konvergenz erm




















orende Eigenwert der SOR{Matrix noch,
das heit, auch hier wird die Konvergenz schlechter.
Insgesamt: f

ur ! = !^ ist der Konvergenzfaktor schlechter als der optimale.
Klar ist, dass f

ur ! ! 0 alle Eigenwerte gegen 1 konvergieren, das heit, der
Konvergenzfaktor wird beliebig schlecht.
Zu ! > !^ geh








mit geeigneten  und t

(vgl. [34, Theorem 4.2]).
F

ur ! > !^ bleibt der Z

ahler von (64) eine untere Schranke f

ur den subdominanten
Eigenwert, der Nenner hingegen nimmt ab, d.h. der ganze Bruch wird gr

oer, d.h.













Ziel dieses Kapitels ist es zu zeigen, dass man | auch im Fall eines komplexen
Spektrums von J
p
| durch die extended convergence keinen besseren Konvergenz-







ist dies in [34] gezeigt, f

ur den Fall ~(J
p
) 2 IR ergibt es sich (vgl.
auch [57]) durch analoge

Uberlegungen. In [34] werden dabei in Teilintervallen das
Verhalten des betragsmaximalen zu 1 geh





Im Weiteren lehnt sich die Vorgehensweise eher an die in [19] an, indem direkt
die Hypozykloiden betrachtet werden. Die Technik besteht dabei darin, dass die
Teilintervalle auerhalb I := (0;
p
p 1




) abgebildet werden und dadurch gezeigt werden kann, dass die extended
convergence bis auf das Intervall (!^; 0), das ja bereits im vorigen Kapitel untersucht





Es wird gezeigt, dass f

ur jedes ! 62 I entweder ein ~! 2 I existiert, das den gleichen
Konvergenzfaktor ergibt, oder der Konvergenzfaktor auf jeden Fall schlechter ist
als mit dem optimalen Konvergenzfaktor !
0
2 I . Zusammengenommen ergibt
dieses gerade die Behauptung, dass durch erweiterte Konvergenz kein besserer
Konvergenzfaktor erreicht werden kann.
Es zeigt sich ferner, dass es einzig von der Lage des klassischen optimalen Rela-
xationsparameters und von der Tatsache, ob p gerade oder ungerade ist, abh

angt,
ob bzw. wo es weitere optimale Relaxationsparameter gibt, die denselben Konver-
genzfaktor ergeben wie der klassische optimale Relaxationsparameter. Die Frage,
wo in der komplexen Ebene das Spektrum von J
p




ur die weitere Vorgehensweise ist dabei




































































Auerdem sind auch die Innengebiete der Hypozykloiden identisch.
Beweis:
Die Gleichheit der Hypozykloide wird einzeln f






achst zum Realteil x(#):
Nach Lemma 4.8 ist f

ur ! > 0 f









cos((p  1)#) > 0;
also x(0) > 0 und f

ur ! < 0 ist | ebenfalls nach Lemma 4.8 | x(0) < 0, wobei
jeweils y(0) = 0 gilt. Deswegen muss man im Fall, dass !
1


















































































































Division durch cos((p 1)# ist zul








 mit k 2 ZZ, d.h. f










































































 folgt die Gleichheit dann aufgrund der Tatsache, dass die
Funktion cos(#) stetig ist.






































und damit { wegen cos(#+ ) =   cos(#), also insbesondere auch






































































































































































































also in beiden F







 folgt die Gleichheit dann wiederum aus Stetigkeitsgr

unden.
Im zweiten Teil muss noch gezeigt werden, dass nicht nur die Realteile

uberein-
stimmen, sondern auch die Imagin

arteile:
















































at sin(#+ ) =   sin(#).
Es muss nun noch gezeigt werden, dass nicht nur die Randkurve identisch ist,








und z 2 D
1














Hypozykloids (vgl. [34, Gl. (39)]).
Gezeigt werden muss, dass auch f





















































































































































d.h. die Auengebiete der Hypozykloiden sind identisch (und damit insbe-





< 0, p ungerade





















































































































wenn z = e
i'






gesetzt wird (unter Beachtung
der Tatsache, dass p ungerade ist). Es ergibt sich also wieder genau die
Drehung des Hypozykloids, die bereits in Satz 4.12 erw

ahnt wurde.




< 0, p gerade:
Dieser Fall l

asst sich vollkommen analog zu Fall II zeigen. Auch hierbei tritt




alle: In allen anderen F






alle sind also irrelevant.
2
Die Tatsache, dass zwei Hypozykloiden gleich sind, ist an und f

ur sich nicht be-
sonders interessant; der n

achste Satz zeigt allerdings, dass in diesem Fall auch der
Konvergenzfaktor der beiden Verfahren identisch ist.
Der Beweis dieses Satzes verwendet wesentlich die Darstellung der Eigenwerte von
L
!





zum Eigenwert 1 von Jg aus Denition 38.
F






ucksichtigt werden, dass | aus Sicht der Vektoriteration
| nicht mehr 1 dominanter Eigenwert ist sondern eine Zahl, deren Betrag gr

oer
als 1 ist, 
p
bezeichnet den Betrag dieser Zahl.
Satz 4.13 Sei (J
p













Konvergenzfaktor. Durch Satz 4.12 | speziell durch die Formeln (65) und (66) |




; p; :) gegeben.




zum Eigenwert 1 von Jg






















































































was nach der Theorie der Vektoriteration den Konvergenzfaktor bezeichnet. Es ist
also nur Gleichung (67) zu zeigen.
Das zu (!) geh

orende  werde als 
max
bezeichnet.




















































































































d.h. wenn (65) gilt.

































































, womit die Behauptung f








< 0 und p ungerade (f





Hier ist nach [34, Theorem 4.2] der betragsgr

ote zu 1 geh

orende Eigenwert ne-

















gilt, dass auch hier eine Nullstelle von f vorliegt, wenn (65) erf

ullt ist.
Nach Satz 3.16 und den Bemerkungen 3.4 und 3.5 sind p   1 zu 1 geh

orende
Eigenwerte kleiner als der gr



































> 1 liegen | neben dem Eigenwert, der exakt 1 ist | alle anderen L

osungen der Gleichung















Damit ist auch f










< 1 folgt f

ur gerade p und !
2





ur gerade p ist nichts zu beweisen.
Damit ist der Satz vollst

andig gezeigt. 2
Insbesondere gilt das zentrale Ergebnis
Satz 4.14 Ein besserer Konvergenzfaktor als beim SOR{Verfahren mit klassi-





;1) und ( 1; !^) k

onnen nach Satz 4.12 und 4.13 bijektiv auf
(0; 1) oder (1;
p
p 1
) abgebildet werden, wobei jeweils gleiche Konvergenzfaktoren
der durch (65) gekoppelten Relaxationsparameter erreicht werden.
Angenommen es g















) zugeordnet, das eben-










Dass in (!^; 0) kein besserer Konvergenzfaktor erreicht werden kann, ist zus

atzlich
bereits in Lemma 4.11 gezeigt worden. 2
Bemerkung 4.5 Aus Satz 4.13 und 4.12 folgt nun aber insbesondere sofort, dass
einzig die L

osbarkeit von Gleichung (65) Aussagen dar

uber gibt, ob ein weiterer













ur ! 2 (0;
p
p 1










) 2 IR (vgl. [11])
 (J
p
) 2 C { Einpunktproblem (vgl. [18])
 (J
p
) 2 C { Mehrpunktproblem (vgl. [19])












atze sind in den Abschnitten 3.3 und 4.2 zitiert.
Zur Bezeichnungsweise ist anzumerken, dass | analog zu den Bezeichnungsweisen
in [34] | !
0




















2 (0; 1) existiert f

ur gerade p ein !
 
, das denselben Konver-
genzfaktor ergibt; es existiert kein analoges !
+
. Ist p ungerade, so existiert neben
!
0
kein weiterer optimaler Relaxationsparameter.
Beweis:
















osen. Genau dann existiert n

amlich ein !, was dasselbe Hypozykloid erzeugt,




: dann ist g(!) > 0 und die Gleichung (69) wegen g(!
0
) < 0 unl

osbar.
Andererseits existiert aber zu jedem ! 2 (
p
p 1




selbe Hypozykloid erzeugt (vgl. Lemma 4.9). Dieses f

uhrt nach Voraussetzung zu







Sei nun ! < 0, d.h. !   1 < 0. Dann ist (69) genau f






osbar, nicht aber f

ur ungerade p.





Hypozykloid erzeugt. Umgekehrt existiert also ein !
 
2 ( 1; 0), das dasselbe
Hypozykloid erzeugt wie !
0
, d.h. optimal ist.
Ist p ungerade, so ist (69) unl

osbar. Zu jedem ! 2 (
p
p 1




), das dasselbe Hypozykloid erzeugt. Dieses geh

ort nach Voraussetzung
zu einem Relaxationsparameter, der schlechtere Konvergenz als !
0
bewirkt, d.h.
es existiert kein !
+
.
Mit analoger Argumentationsweise erh

alt man, dass f

ur ! 2 ( 1; !^) (!^ ana-
log zu x^ aus Lemma 4.10) kein optimaler Relaxationsparameter existieren kann.
Was zu zeigen bleibt, ist die Tatsache, dass auch f

ur ! 2 (!^; 0) kein optimaler
Relaxationsparameter existiert.
Sei also nun 0 > ! > !^. Nach Lemma 4.11 liegt in diesem Fall ein gestrecktes
Hypozykloid vor, dessen innere Schnittpunkte mit dem Einheitskreis die Einheits-
wurzeln sind, d.h. insbesondere dass eine der Halbachsen echt gr

oer als 1 ist, das
Hypozykloid ist also schlechter als das optimale, welches nur Halbachsen kleiner
als 1 besitzt. 2













), so existieren f













































Zugleich wird das Intervall (1;
p
p 1










Ist p gerade, so wird ( 1; 0) bijektiv auf (0; 1) abgebildet, das heit auf den





In diesem Fall gibt es also keinen weiteren optimalen Relaxationsparameter.
Ist dagegen p ungerade, so existiert | ebenfalls mit Lemma 4.9 | ein eindeutiges
!
 
, und aufgrund der Bijektivit






optimales ! geben. Zu untersuchen bleibt das Intervall [x^; 0). Hier existiert aber
nach Lemma 4.11 und den Bemerkungen im Beweis zu Satz 4.15 ebenfalls kein
optimaler Relaxationsparameter. 2






]  IR mit ;  2 IR
+
0
. Dann gilt f

ur die
Verteilung der optimalen Relaxationsparameter folgende Tabelle:
 <   > 
! 2 p gerade p ungerade p gerade p ungerade
























a [11] gilt f

ur  > , dass !
0
2 (0; 1) ist, f







Die Behauptung folgt dann unmittelbar aus der Anwendung von Satz 4.15 und
4.16. 2




) 2 C auch aufstellen, indem
















Bemerkung 4.7 Das !
 





ist, in [34] bestimmt wird:























































d.h. auch ! ist Nullstelle der Bestimmungsgleichung, d.h. insbesondere dass ! =
!
 








ur gerade p gibt es zu jedem ! 2 ( 1; 0) ein ~! 2 (0; 1) mit demselben Kon-
vergenzfaktor. ~! kann gem











ur ! 2 (!^; 0) ist das SOR{Verfahren schlechter als





ur ! 2 (
p
p 1
;1) existiert ein ~! 2 (1;
p
p 1
), das denselben Konvergenzfaktor
erzeugt.
Damit ist insbesondere gezeigt, dass es in Abh

angigkeit der Lage von !
0
und von
der Tatsache, ob p gerade oder ungerade ist, auer den durch Satz 4.12 optimalen
Relaxationsfaktoren keine weiteren optimalen gibt. Dies gilt unabh

angig von der
Art des Spektrums von J
p






4.5 Lage bei unbekanntem Spektrum der Jacobi{Matrix II
4.5 Lage bei unbekanntem Spektrum der Jacobi{Matrix II
Einpunktproblem
Dieser Fall ist erheblich komplizierter als die in Abschnitt 3.6 behandelten F

alle,
weil die Formeln, die auch in [18] angegeben sind, nur schwer zu handhaben sind.
Zun

achst soll untersucht werden, wann das Gau{Seidel{Verfahren das optimale
Verfahren ist, d.h. wann man durch Relaxation nur verschlechtert.
Wann ist Gau{Seidel optimal ?
Gau{Seidel ist optimal, wenn das Hypozykloid zu einem Kreis entartet, d.h. wenn
a = b

















































  #   

:
Wegen # 2 (0;

p





uhrt das insgesamt auf
a = b = r # =   : (70)





























4.5 Lage bei unbekanntem Spektrum der Jacobi{Matrix II














Abbildung 25: (71) f

ur p = 3 und p = 4




alle p = 3 und p = 4.
F






ur r = 1 ist  = 0. Liegt die komplexe Zahl oberhalb
dieser Kurve, muss

uberrelaxiert werden, liegt sie unterhalb dieser Kurve, sollte
























obere, so dass man
folgenden Satz formulieren kann:
Satz 4.18 Betrachtet man das Einpunktproblem, das heit neben den Eigenwer-
ten auf dem Einheitskreis liegt ein (komplexer) Eigenwert innerhalb des durch den
Einheitskreis, die reelle Achse und den Strahl  =p gegebenen Gebietes.
Das Gau{Seidel{Verfahren ist dann h












4.5 Lage bei unbekanntem Spektrum der Jacobi{Matrix II
Beweis:

















in den beiden Teilgebieten oberhalb und unterhalb der durch (71) gegebenen Kurve
gr

oer oder gleich dem Quotienten in den beiden Grenzf







oer ist als im Fall, dass J
p
nichtnegative bzw. nichtpositive Eigenwerte hat.
Dazu betrachtet man jeweils die Hypozykloiden, die ein konvergentes Verfahren
beschreiben.
a > b: Dies bedeutet Unterrelaxation. Betrachtet man zun

achst den Grenzfall, dass
| auer dem p{fachen Eigenwert 1 | J
p
nichtpositive Eigenwerte hat.
Insbesondere hat J einen Eigenwert   2 IR
 
, der maximalen Betrag der





orige optimale Hypozykloid, dass





















are Halbachse also durch diesen subdominanten Eigenwert be-










































































4.5 Lage bei unbekanntem Spektrum der Jacobi{Matrix II
Gem




















Sicherlich ist a  r f

ur ein konvergentes Verfahren
19






Nach [18, Lemma 4.4] gilt aber f
















d.h. wir haben h






ur nichtpositive Eigenwerte verwenden.
a < b: Dieser Fall folgt vollkommen analog, wenn man a und b vertauscht, bzw.
wenn man ber

ucksichtigt, dass in diesem Fall in (57) und (56) # = 0 zu
setzen ist.
2
Bemerkung 4.8 Die Absch

atzung (72) ist eine echte, nicht sehr scharfe obere
Schranke. In der Praxis ist der Quotient (73) meist sehr viel kleiner.
Im Fall, dass f

ur das optimale SOR{Verfahren im Verh

altnis der Halbachsen der
Hypozykloiden a > b gilt, l

asst sich auch folgender Satz formulieren, wenn  =
+ i ( > 0;  < 0) die komplexe Zahl im Segment S ist:
Satz 4.19 Sei p > 2. F

ur das Einpunktproblem mit 
p
2 C ist, falls f

ur den
optimalen Relaxationsparameter gilt, dass a > b (dieses sind die Halbachsen des
19
Der fragliche Punkt muss ja im Innern oder auf dem Rand des Hypozykloids liegen, was mit




4.5 Lage bei unbekanntem Spektrum der Jacobi{Matrix II
zugeh
























schlechter als das SOR{Verfahren mit optimalem !.
Beweis:
Die zitierten Formeln stammen ausnahmslos aus [18]. Insbesondere kann, weil die
Figur bei Drehungen um den Winkel
2
p

























































































































































































oere Werte von p
wertlos ist, da dann sin(

p





4.5 Lage bei unbekanntem Spektrum der Jacobi{Matrix II
Mehrpunktproblem
Aufgrund der Argumentation im letzten Unterabschnitt und weil ein Hypozykloid,
das bez

uglich zwei Punkten optimal ist, kein schnelleres Verfahren bezeichnen kann
als eines, das nur bez

uglich einem Punkt optimal ist (vgl. die entsprechenden

Uberlegungen in Kapitel 4.2), gilt auch in diesem Fall Absch

atzung (72), wobei
in diesem Fall der wirkliche Quotient (73) im Allgemeinen noch kleiner ist als im
vorherigen Fall.
Zusammenfassend kann man feststellen:
Satz 4.20 F

uhrt man statt dem SOR{Verfahren mit optimalem Relaxationsfak-
tor einfach das Gau{Seidel{Verfahren durch, so ist das Gau{Seidel{Verfahren
h







schlechter als SOR mit optimalem Relaxationsparameter.
Optimalit























mit k > p; y
(0)











































ist dabei nur eine Teilmenge der gr

oeren Klasse der Euler{Funktionen
(vgl. auch [46]):
Denition 4.1 Eine (komplexwertige) Funktion g heit Euler{Funktion (g 2 E),
wenn eine oene Umgebung U des abgeschlossenen Einheitskreises existiert, so





4.5 Lage bei unbekanntem Spektrum der Jacobi{Matrix II
Bemerkung 4.10 Die Funktionen der Klasse E
p
sind damit oenbar Eulerfunk-








ullt, insbesondere ist mit




Als Frage stellt sich, welches Verfahren aus der Klasse E asymptotisch optimal ist,
wenn das Spektrum der Jacobi{Matrix bekannt ist. Dass es ein solches Verfahren
geben muss, folgt aus [46, Theorem 8]:
Mit
Denition 4.2 Es sei M die Menge aller kompakten Mengen U , die mehr als
einen Punkt enthalten, deren Komplement einfach zusammenh










ur jedes U 2 M existiert eine Eulerfunktion, die optimal ist bezogen
auf U .
Im Fall, dass p = 2 ist und das Spektrum von J
2
reell ist, ist das entsprechende
SOR{Verfahren mit optimalem Relaxationsparameter auch das optimale Euler{
Verfahren.
Das Spektrum von J ist in diesem Fall | abgesehen von den Eigenwerten 1 und










































4.5 Lage bei unbekanntem Spektrum der Jacobi{Matrix II
also gerade die Quadratwurzel von (77), was auch aus Satz 3.3 folgt. Das SOR{
Verfahren mit !
0
ist also genau das asymptotisch optimale Euler{Verfahren.
[46, x9, Example 4] zeigt, dass man







Im allgemeinen Fall ist aber unklar, welches das asymptotisch optimale Euler{
Verfahren ist. Diese Problematik wird verst

arkt dadurch, dass man im Allgemeinen
bei einer gegebenen Markov{Kette keine Aussagen





Aus diesem Grund stellt sich die Frage, ob es allgemeinere Aussagen dar

uber gibt,




uber die Eigenwerte der zu einer Markov{Kette geh

oren-
den Matrix sagen ?
Geht man von einer zeitdiskreten Markov{Kette aus, so erh

alt man eine schwach









uber die Verteilung der Eigenwerte fast nichts aussagen.
Es gilt (vgl. [15, Satz 4.9])
Satz 4.22 Sei 
n
die Menge der Eigenwerte aller stochastischen nn{Matrizen
und f










































also die Menge der Punkte innerhalb des abgeschlossenen regul

aren k{Ecks, das
den Mittelpunkt in 0 und eine Ecke in 1 hat.
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dem Einheitskreis, d.h. man kann f

ur die Matrix,
die aus einer Markov{Kette resultiert, nur voraussetzen, dass, wenn man die Ei-
genwerte vom Betrag 1 vernachl

assigt, idealerweise die Eigenwerte in einem Kreis
mit Radius r liegen.
Angesichts dieser Vorausinformation ist aber das Gau{Seidel{Verfahren optimal,
Relaxation lohnt sich nicht.
Satz 4.23 Bez

uglich der Information, dass alle Eigenwerte einer p{zyklischen,
stochastischen Matrix in einem Kreis mit Radius r liegen, ist das Gau{Seidel{
Verfahren optimal.
Beweis:
Nach [46, Theorem 8] existiert zu jeder kompakten Menge U , die aus mehr als
einem Punkt besteht und deren Komplement die 1 enth

alt und einfach zusam-
menh

angend ist, eine Eulerfunktion, die optimal bez

uglich U ist.
In diesem Fall ist U = D
r
und das Komplement ist
~




wird die oene Einheitskreisscheibe auf
~
U abgebildet, wobei ~p(0) =1 ist. Zugleich
ist ~p(r) = 1, d.h. dass der Wert s aus dem Beweis von [46, Theorem 8] gerade r
ist.





und die Funktion q(z) = z ist optimal bez

uglich U .





4.5 Lage bei unbekanntem Spektrum der Jacobi{Matrix II
entspricht q genau dem Fall, dass
! = 1; 1  ! = 0
ist, also gerade dem Gau{Seidel{Verfahren. 2
109
5 Numerische Beispiele und der Fall p = 2
Zur Verdeutlichung der Ergebnisse in den vorhergehenden Abschnitten sollen zum
Abschluss ein paar Beispiele betrachtet werden. Auerdem soll der Fall p = 2 noch
einmal gesondert behandelt werden.
Alle Berechnungen im Folgenden wurden mit Matlab durchgef

uhrt.
5.1 Beispiel 1: Beispiel von Stewart
Als erstes Beispiel werde die bereits in Abschnitt 4.1 erw

ahnte Matrix aus [57,
















) liefern die Programme, die nach
den S

atzen aus [18] erstellt wurden, !
0








= 0:20621251191482, es ist 
0
= 1:69262855211170.
Abbildung 26 zeigt die Lage der Eigenwerte sowie das optimale Hypozykloid.
Nach Satz 4.16 existiert (p = 3 ungerade, !
0
> 1) sowohl ein !
+













In diesem Fall und auch im Weiteren sind die Zahlenwerte jeweils die auf die letzte Dezimale
gerundeten Werte, die Matlab liefert.
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5.1 Beispiel 1: Beispiel von Stewart












Abbildung 26: Das Spektrum der Stewart{Matrix und das optimale Hypozykloid.
Die zugeh










































































5.1 Beispiel 1: Beispiel von Stewart
Abbildung 27 zeigt links den Konvergenzfaktor in Abh

angigkeit von ! 2 [7; 8], !
+
ist dabei durch den senkrechten Strich bezeichnet.
Eine

ahnliche Figur ergibt sich rechts f

ur ! 2 [ 9; 8], hierbei ist !
 
durch den
senkrechten Strich bezeichnet. Man beachte bei beiden Figuren, dass der Werte-
bereich der Ordinate nur das Intervall [0:2062; 0:2065] ist.























Langzeitentwicklung\ des Konvergenzfaktors zeigt Abbildung 28 (man be-
achte, dass die !{Werte der Abszisse logarithmisch aufgetragen sind). Auch bei
diesen Figuren sind die optimalen Relaxationsparameter eingetragen. Insbesonde-
re sieht man, dass sich der Konvergenzfaktor nur wenig

andert, wenn man statt
der optimalen Relaxationsparameter Werte w












Die einfachste Art den Konvergenzfaktor zu bestimmen ist bei diesen kleinen Ma-















5.1 Beispiel 1: Beispiel von Stewart
























Abbildung 28: Abb. 27 mit gr

oeren Relaxationsparameterwerten
Die extended convergence konvergiert in diesem Fall zun

achst gegen einen Vektor,
der Eigenvektor zum betragsgr










Problematisch ist der Fall, dass der dominante Eigenwert nicht dem Eigenwert 1
von J
p
zugeordnet ist. Diese Bereiche sind in Abschnitt 4.1 besprochen.
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5.2 Beispiel 2: Beispiel mit p = 4 und !
0
< 1
5.2 Beispiel 2: Beispiel mit p = 4 und !
0
< 1















 0:82 0:12 0:18 0:16 0 0 0 0 0 0 0:16 0:18 0:19
0:13  0:97 0:12 0:16 0 0 0 0 0 0 0:15 0:07 0:03
0:10 0:05  0:85 0:12 0 0 0 0 0 0 0:19 0:20 0:25
0:19 0:24 0:20  0:83 0 0 0 0 0 0 0:14 0:09 0:15
0:21 0:09 0:12 0:18  0:93 0:06 0:04 0 0 0 0 0 0
0:02 0:20 0:01 0:01 0:21  0:74 0:20 0 0 0 0 0 0
0:17 0:28 0:21 0:21 0:16 0:11  0:83 0 0 0 0 0 0
0 0 0 0 0:03 0:17 0:42  0:78 0:24 0:17 0 0 0
0 0 0 0 0:29 0:25 0:04 0:16  0:90 0:04 0 0 0
0 0 0 0 0:23 0:15 0:12 0:22 0:03  0:59 0 0 0
0 0 0 0 0 0 0 0:04 0:27 0:09  0:91 0:06 0:19
0 0 0 0 0 0 0 0:12 0:10 0:06 0:12  0:82 0:15














Die Eigenwerte der zugeh















d.h. es gilt (J
4
) 2 [ 0:7891544513e 4; 0:2573165410e 4].









Hier gerundet auf 2 Nachkommastellen.
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) = 4:685892693416211e  05:
Weil p = 4 gerade ist und !
0
< 1 gilt, existiert ein !
 
2 ( 1; 0) mit demselben
Konvergenzfaktor.



























Dass die beiden Werte sich in den letzten vier Dezimalen unterscheiden, ist auf
mehrfache Rundungsfehler { bei derMatlab{Eigenwertberechnung sowie bei der
L








aquivalente Figur zu Abbildung 26 ist Abbildung 29, wobei der entscheidende
Bereich gesondert hervorgehoben wird.
Die Entwicklung des Konvergenzfaktors im Intervall [ 54; 53] zeigt die Abbil-
dung 30, !
 
ist dabei durch einen senkrechten Strich bezeichnet.




oeren Intervalle sind Inhalt von Abbildung 31.
Man sieht, dass f






ur ! < 0 von unten, f

ur ! > 0 von oben.
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5.2 Beispiel 2: Beispiel mit p = 4 und !
0
< 1






















Abbildung 29: Spektrum und optimales Hypozykloid der Matrix aus Bsp.2













Abbildung 30: Konvergenzfaktor in Abh

angigkeit vom Relaxationsparameter
Bsp.2: ! 2 [ 54; 53]
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5.2 Beispiel 2: Beispiel mit p = 4 und !
0
< 1














5.3 Beispiel 3: p ungerade, !
0
< 1
5.3 Beispiel 3: p ungerade, !
0
< 1





















 0:83 0:07 0:08 0:23 0 0 0 0:15 0:23 0:06
0:23  0:99 0:10 0:29 0 0 0 0:01 0:04 0:11
0:04 0:13  0:85 0:21 0 0 0 0:24 0:23 0:24
0:02 0:37 0:18  0:99 0 0 0 0:21 0:24 0:09
0:27 0:10 0:12 0:16  0:74 0:24 0:15 0 0 0
0:14 0:02 0:23 0:02 0:15  0:70 0:22 0 0 0
0:14 0:30 0:15 0:08 0:05 0:07  0:96 0 0 0
0 0 0 0 0:24 0:10 0:26  0:81 0:08 0:19
0 0 0 0 0:03 0:08 0:17 0:06  0:88 0:15







































) = 5:844648241254521e  04
Das Spektrum von J sowie das zum optimalen Relaxationsparameter geh

orende
Hypozykloid ist aus den beiden Schaubildern in Abbildung 32 ersichtlich:
22




5.3 Beispiel 3: p ungerade, !
0
< 1






















Abbildung 32: Spektrum von J in Bespiel 3 mit dem optimalen Hypozykloid
Nach Satz 4.15 bzw. 4.17 aus Kapitel 4.4 ist dies das einzige optimale !. Die
Abbildungen 33 und 34 zeigen den Konvergenzfaktor in Abh

angigkeit vom Re-
laxationsparameter in den Intervallen [ 1000; 0), (
3
2
; 1000] und (0;
3
2




orende Konvergenzfaktor ist dabei durch eine waagrechte Linie gekennzeichnet.




; 1000] schlechter sind als der optimale Konvergenzfaktor und dass es somit
auer !
0
keinen optimalen Konvergenzfaktor gibt.
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5.3 Beispiel 3: p ungerade, !
0
< 1
























Abbildung 33: zu 30 analoge Abbildung
























Abbildung 34: zu Abb.31 analoge Abbildung
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5.4 Der Fall p = 2 und ein Beispiel
5.4 Der Fall p = 2 und ein Beispiel
Eine Sonderrolle spielt | nicht nur aus historischen Gr

unden | der Fall p = 2.
Die Hypozykloide werden in diesem Fall zu Ellipsen.
Dieser Fall ist unter anderem auch deswegen interessant, weil Pierce, Hadjidimos
und Plemmons in [50] folgenden Satz zeigten:
Satz 5.1 Die p{zyklische Matrix A werde zu einer q{zyklischen Form mit 2 




)  0 und 0 < (J
p
















), d.h. die optimale q{zyklische SOR{Iteration ist asym-
ptotisch schneller als die optimale p{zyklische.
Hieraus folgt sofort
Korollar 5.2 Unter den Voraussetzungen von Satz 5.1 ist stets die 2{zyklische
Iteration optimal.
Dass Satz 5.1 unter allgemeineren Voraussetzungen an das Spektrum von J bzw.
J
p
nicht gilt, zeigen Eiermann, Niethammer und Ruttan in [11].
F

ur eine 2{zyklische Matrix sind die zu 1 geh













































  4! + 4 = 0 (78)
in (0; 2). Das heit, f










5.4 Der Fall p = 2 und ein Beispiel




















= j1  ! +
1
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Je nachdem, ob 
2
> 0 oder 
2













































































ist; das heit, !
x
hat denselben Konvergenzfaktor wie !
0
.
Dass keine weiteren optimalen Relaxationsparameter existieren, folgt wie im all-
gemeinen Fall.
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5.4 Der Fall p = 2 und ein Beispiel
Die Rechnungen werden dadurch deutlich aufwendiger und un

ubersichtlicher, las-












































































































  ! + 1: (81)















  4(!   1) = 0: (83)
123
5.4 Der Fall p = 2 und ein Beispiel
Die L

osungen dieser beiden Gleichungen sind aber genau die Werte von !, f

ur die
der Ausdruck unter der Wurzel in den Gleichungen (80) bzw. (81) zu 0 wird.








2 (0; 1), was wegen 
2
3
< 0 klar ist. Auerdem besitzt die Gleichung (82)














aufgrund der Descartesschen Zeichenregel negativ sein, d.h. es existiert ein !
 
.





): hier ist !
0
2 (1; 2) und es muss aufgrund derselben
Zeichenregel eine weitere positive Nullstelle geben, d.h. ein !
+

















und da g^ mit !
0
mindestens eine positive Nullstelle hat, muss es noch eine zweite
geben.








































































































5.4 Der Fall p = 2 und ein Beispiel
Man sieht, dass die L

osung je nach Lage von !
0
negativ oder positiv ist. Das
entspricht gerade auch den Ergebnissen nach Korollar 4.17.

























































urlich auch den Herleitungen in [42], [43]:
danach ist f







































Die Schreibweise a  b im Folgenden soll bedeuten, dass b gerade a gerundet auf die letzte
Dezimale entspricht.
24







































= 8 + 4
p
3 = 8 +
p
48:









ur den zweiten Fall:
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