I. INTRODUCTION
The next-event estimator (NEE) used in a normal Monte Carlo game for the flux at a point has a severe limitation; namely, for a detector point in the scattering medium, the theoretical variance of the estimator is infinite even though the first moment is finite. This is due to the (I/F) -singularity of the estimator: the NEE scores for each collision point. Here, (1) r is the distance between the collision point and the detector, PSC(g) is the probability density function (p.d.f.) for the cosine of the particle scattering angle; in the above expression p is determined by the original direction before the collision and by the detector position, WT is the particle weight (reduced by the probability of absorption in the collision and multiplied by the number of neutrons coming out of the collision).
The exponential is the transmission probability from the collision point to the detector.
In practice, the singularity means that one collision close to the detector may have a very large contribution to the final result. As Kalosl has shown, the convergence of the next-event flux estimate toward the correct value is slower than the usual I/@ (N is the sample size): The difficulty caused by the (l/F) -singularity in Eq. (1) can be avoided in several ways: (1) If the detector points can be situated in a void outside of the scattering medium, the singularity no longer exists (because r cannot -. O).This is often the case, for example, in modeling many experiments, but in various other problems the detectors simply cannot be moved out of the scattering medium.
(2) The (l/r') -singularity can be cut out by involving a suitable approximation for small values of r. For example, with the technique used in the Los Alamos code MCNG an imaginary sphere of radius p is used around the detector point (cf. Carter and Cashwellz). Any collisions that occur outside this sphere are scored with Eq. (1). For collisions within the sphere, the factor is replaced by its volume average, assuming uniform collisions within the sphere. The variance of this flux estimator tends to decrease with increasing p; however, the approximation involved also becomes worse.
(3) Another approximate method is to use the track-length estimator in a small volume around the detector point. The estimation gives the average flux in this volume; hence, the approximation becomes better as the volume becomes smaller. However, the smaller the volume, the less frequently it is hit by the particles, and the poorer the variance becomes.
(4) The singularity in the flux estimation can be avoided by using the adjoint calculation. This method is rather straightforward in a monoenergetic case, but is more complicated in energy-dependent problems. Further, if there are several point detectors, the calculation should be repeated for each detector. Finally, in the case of point sources this method leads to the same kind of singularity as in the direct calculation.
(5) The flux can be estimated without using the NEE. For example, in simple onedimensional geometries (infinite slab, sphere) the surface-crossing flux estimator can be used. In two-dimensional (x,y)-geometry we can take (instead of a collision point) a collision line parallel to the z-axis; the contribution from the collision to the detector point will be an integral from -~to + co) along the line. This integral cannot be integrated in the general case, but it can be estimated by sampling a point on the line. By using a suitable p.d.f. for this point, one can derive an estimator for the flux that will have only a (l/b) -singularity, where b is the distance from the detector point to the collision line. Hence, a new estimator with a less severe singularity is obtained.
The once-more collided flux estimators (OMCFE) by Kales' also belong to this category. If the estimation of the once-more collided contribution is carried out for every collision point including the source, then the final estimate is for the collided flux. As we will show in Sec. III, the schemes involve the sampling of an imaginary intermediate collision point for every real collision. By choosing the p.d.f. of this intermediate point in suitable ways, estimators with only a (l/r) -singularity can be derived. Consequently, the variance is finite and the convergence is l/~N.
During the course of this work Dubi and Horowitz published a paper' in which they propose a new estimator called the track rotation estimator. It seems to avoid the (l/r2)-singularity, and the preliminary results are promising. However, the problems of implementing this technique in a general code are not known.
(6) We can use the NEE and cancel the singularity in Eq.
(1) by incorporating the (l/#)-singularity into the p.d.f. of collision points. Hence, a specially chosen nonanalog game is played in the neighborhood of the detector pointa. This idea was frostproposed by Steinberg and Kalos;4 Steinberg developed it further in later articles,'-" A different scheme of this type, suggested by Mikhailov," seems to have a (1/r) -singularity.*
Here we study three estimation schemes of the fifth and sixth categories above, We propose a new, once-more collided flux scheme which differs horn those proposed by Kales.i The scheme is based on a very simple p.d.f. of the path lengths in the sampling of the intermediate collision points. In addition, we use this type of p.d.f. of the path length in two schemes of the sixth -category basically similar to those proposed by Steinberg and Kalos4and by Steinberg.' All these schemes will be studied first in a simple mormenergeticinfinite-medium problem, and then they will be evaluated in a realistic point-cross-section problem using the Los Alamos Monte Carlo code MCNG.'O
II. RESELECTION
Before studying the estimation schemes in detail, we will repeat the basic ideas of the special reselection technique proposed by Steinberg and Kalos4 for the local construction of the nonanalog p,d.f. for collision points.
We want to estimate with the Monte Carlo method the integral
where f(x) ia a p.d.f. of x in the domain V. Let Vo be a subdomain of V and let g(x) and h(x) be two p.d.f.'s defined on the subdomain Vo. Select the point X by the following procedure.
Then, an unbiased estimator J of is given by '=%"% G(X), ifX is in Vo,
if X is not in Vo.
Proofi
From the neutron transport point of view, f(x) corresponds to the p.d.f. of a collision point in the phase space, and G(x) to the "pay-off function" scored at the collision point, e.g., Eq. (1). In the following sections we will call the factor . '"W+*H (2) the adjustment factor due to the reselection. The p,d.f. g(x) defines the sampling of points in V.; hence, the choice of g(x) is restricted to some extent by the local properties wanted for the p.d.f. in V.. On the other hand, the choice of the p.d.f. h(x) in VOis totally free. Steinberg and Kales' give some examples of the choices of h(x); we will repeat one of them here. Let us study the following procedure.
(1) Select the direction &at a collision Procedure point S by using the p.d.f. f(x) = (1/27 )PSUA). The direction & is defined by the angles 130and 00 (see Fig. 1 ).
(2) If& is in the predefined cone, i.e., (-%<%, a new direction~1 is reselected by sampling a new @l uniformly in (0,/3~) as yell as a new polar angle @l uniformly in (0,2T). Consequently, the adjustment factor due to the directional reselection
in the cone will be
where PI is the cosine of the angle between the direction fil and the direction coming inta a collision at S, The result, Eq. (3), which will be used later, is given by Steinberg.'
Kales' suggests that the flux at a point be estimated by the "once-more collided" contribution. Starting from the expression of the once-more scattered flux contribution 0, due to a particle entering a collision, Kales proposes two estimation schemes with only a (I/r) -singularity. By starting from the expression of@, due to one particle leauing a collision, another estimator of this type can be derived. We refer to Fig. 2 ; the particle leaves a collision at point S, has an intermediate collision at A, and the detector is at D. To get the expression for @, we should integrate over all possible locations of the point A on the half-line. In the simple case described in Ref. 1, with isotropic scattering and constant cross sections & and 2s, the expression will be (4) Note that we have changed the meaning of r slightly; it is now the distance between A and D. Further, s is the path length between S and A, as can be seen in Fig. 2 .
The normal way to estimate integral (4) would be to sample an intermediate point A, using the analog exponential p.d.f. of s: Then the estimator~for @, would be
which of course is the normal NEE, Eq.
(1), with the (l/#) -singularity. However, instead of the analog p,d.f. p(s), we can use another p.d.f., say p*(s), and by choosing it carefully obtain a less severe singularity. The use of a nonanalog p.d.f. p*(s) is just a kind of importance sampling; hence, the new estimator, say~", for % would be
We call the factor F. the adjustment factor due to the importance sampling of the path lengths.
Example of P*(u): Select the intermediate point A by sampling the angle a uniformly in (a,,7r/2) (cf. Fig. 2 ). This scheme gives the following p*(s):
(Note that a, is negative in Fig. ,*=E. (Another way to derive this estimator is to change the integration variable in Eq. [4) froms to a and estimate the new integral by sampling a uniformly in the integration interval.) Instead of the (l/P) -singularity we have now a less severe (lb) -singularity.~fact, for angles@ > 7/2 it is relatively easy to see that the singularity is of the type (l/R) where R is the distance between the points S and D (R is equal to our r in Sec. I).
Further, for angles /3 < 7r/2we can use the directional reselection scheme introduced at the end of Sec. II. The cone is now a 2mcone; (3~= T/2. Each time we reselect the direction for sampling the point A, we should multiply the estimator t" of Eq. (6) by the adjustment factor FQof Eq. (3). Hence, for /? < 7r/2we get.
In sum, we propose a simple scheme for the selection of the intermediate collision point A which leads to a (l/R) -singularity in the OMCFE. Note that the point A is not a real collision point of the particle history; it is sampled just to estimate~,. Consequently, the sampling of A causes no increase in the variation of the particle weight.
Note also that the intermediate collision point should be sampled separately for etich detector; therefore, an increase in the computing time can be expected. However, far enough away from the detectors the analog game can be used in selecting just one point A. This A can also be used as the following real collision point. The scheme of Eqs. (6) and (7) is turned on just in a certain neighborhood of the detector points. We define this kind of modified scheme at the end of Sec. VI.
In the general case we have a particle coming out of a collision at S in the direction fi with energy E. The once-more collided flux contribution @l at the point D and within the energy bin (Ei, Ei+J has now the following expression ZAA;E) is the macroscopic total cross section at A and at energy E, &(A;E) is the macroscopic cross section of the elastic scattering at A and E, Z,n(A,E) is the macroscopic cross section of the inelastic scattering at A and E, P(S+A;E) is the transmission probability from S to A at energy E, g~is the cosine of the angle between the direction fi and the direction from A to D, PSC,,(P) is the p.d.f. for the cosine of the elastic scattering angle, PSC,"(U) is the p.d.f. for the cosine of the inelastic scattering angle, q.](wE') "isthe p.d.f. for the energy E' in an elastic scattering at the point A in the angle arc cos#LI(a &function), q!~(&E') is the same for the inelastic scattering, r is the distance between A and D, and s is the path length from S to A. To describe how the right side of Eq. (8) can be estimated by using the scheme of Sec. III, we assume that a collision point S has just been sampled (i.e., the particle coordinates have been updated, the old direction and energy have been saved, the fraction captured has been subtracted from the weight, the collision type has been sampled as well as the new direction& and the new energy EO).The estimation of the once-more collided flux at the point detectors is performed in the following steps:
(1)
(8)
Save the collision parameters necessa.~to reconstruct the collision at S. -Multiply the weight by the number of neutrons emerging from the collision. Select the next detector point. Calculate the angle & (cf. Fig. 1 ). If J%2 m/2, take fi, = &, E, = E. and go to step 9. If 130< 7r/2,reselect the direction fi, (as described at the end of Sec. II). Calculate the function PSC for the directions t% and fi,. Sample/calculate the energy E, in the direction fi,. Sample the intermediate collision point A on the ha~-line in the direction& (Sec. III). (10) Calculate the transmission probability from the point S to the point A.
(11) Take A as a collision point: sample the nuclide, subtract the fraction captured from the weight, and sample the collision type.
(12) Multiply the weight by the number of neutrons emerging from the collision at A. (13) Determine the direction and the distance from the point A to the detector. (14) Calculate the function PSC(~o) for the angle between the direction h, and the detector direction from A.
(15) Sample/calculate the corresponding energy Eo.
(16) Calculate the transmission probability from the point A to the detector.
(17) Calculate the contribution (to the energy bin determined by Eo) using Eqs. (9) and (10) which are given below.
(18) If there are more detectors, go back to step (3). (19) If there are no more detectors, reset the particle parameters to correspond to the collision at the point S, (20) Continue the particle transport.
Expressions for the Contribution By starting from Eq. (8) and by taking into account the scheme described as well as the adjustment factors due to the reselection of the direction and due to the importance sampling of the path length, we can derive the following expressions: so~7/2:
(n/2-a1 )
(7r/2-al ) PSC(B1 )
80< lr/2: Contribution = UT x~*~~-P(S+A;E1)
The notation has already been defined, except for ED which is the energy after the particle has scattered at point A in the direction of the detector~d WT which is the final particle weight obtained in steps (2), (11) , and (12) above. The scheme of= 20 steps may seem complicated, but most of the eteps already exist in the MCNG code. In fact, the deck needed to change the code to use the OMCFE scheme in the test problem (Sec. VII) consists of about 80 statement cards. . ".
In Sec. I we listed six ways to avoid the (l/F) -singularity of the NEE in Eq. (l). The sixth category comprises nonanalog games; the singularity is canceled by incorporating the (l/F)-singularity into the p.d.f. of the collision points.
In Sec. III we proposed a simple nonanalog p.d.f. p*(s) for the path lengths (cf. Eq. (5)). After a slight modification, this p.d.f. will also be used here. We refer to Fig. 3 ; a particle leaves a collision at S~.l,the direction fi of the particle hits the sphere Vo around the detector D. Construct the nonanalog p.d,f.~(s) to comply with the following rules:
(1) Sample a path lengths using the analog p.d.f. p(s).
(2) If the point S, happens to be within the sphere, select a new S, by sampling the angle a uniformly in (al,az).
Consequently,~(s) is defined as follows: (s) = p(s) outaide the sphere, = PI(s) inside the sphere, where
The angles a, and a, are defined in Fig. 3 (note that a, <0 in Fig. 3 ) and Ps(fi) is the analog probability of the point S, falling within the sphere (between the points B and C in Fig. 3) . If the p.d.f.~(s) is used instead of p(s) in the selection of the collision points in a Monte Carlo game, the particle weight should be adjusted for every collision in the sphere by the factor P(s)/P(s) = p(s)/pi(s), which compensates for the deformation in the true collision density. However, p,(s) in 
Here, -y is a parameter (O <~< 1). The sampling from this new p.d.f. >(s), is very simple.
(2) If the point S, happens to be within the sphere, accept the point with probability~. With probability (1-~) use the uniform a-sampling. (The p.d.f.>(s) was proposed by one of the authors in Ref. 11 ; however, the estimation scheme in that reference still has a (l/b) -singularity that was not found because of the notation used.)
We now define two nonanalog games that will have the desired (l/P) -singularity in the p.d.f. of collision points in a domain around the detector points. The first has similarities with the scheme in Ref. 4 , the second with the scheme in Ref. 7 . .
Scheme 1.
We assume first that the collision point S,.l already sampled is outside (or on) the sphere VOaround the detector. To select the point Si, follow these steps:
(1) Sample S, normally, i.e., using the analog game.
(2) If the point S, is outside the sphere, accept it. (3) If the point S1is inside the sphere, go back to S,.,, reselect a new direction fi as described in Sec. II (the cone is defined by the point S,., and the sphere V.). Select a new point St within the sphere and along the direction h using the p.
d.f. pAs)/P.(&).
If the preceding collision point S,.l is within the original sphere of radius p., we have several possibilities. For example, we may let the radius p of the sphere vary during the history: p = min(po,r~,m)where r~,n is the minimum distance from the collision points S,, S,,,.., S,., to the detector D. Hence, S,., will always be out of or on the sphere, and the point S, can be selected according to the three steps. However, in the preliminary calculations described in Sec. VI we obtained slightly better results using the following step (3) (steps 1 and 2 remain as above).
(3) If the point S, is in the sphere and /30< Ir/2, carry out the directional reselection procedure of Sec. II with (& = 7r/2(i.e., the cone comprises a half-space). Select the point S1within the sphere by using the p.d.f. pz(s)/P.(6J for the distance to collision. If /3~> 7r/2,no directional reselection is performed but the distance to collision is chosen from the p.d.f. %(s)/l?.(fil).
To compensate for the deformation in the true collision density, the particle weight should be adjusted by a factor for every collision within the sphere. If both St., and S! are in the sphere and I% >~/2, the adjustment factor is simply P(s)/Pds). In all cases of directional reselection the adjustment factor is more complicated and will now be derived using the theory developed in Sec.
II.
The pojot Y (sampled using the analog game) 'will have two coordinates-the direction& and the path' length SO.Hence, the analog p.d.f. f(Y) of Y = (fiO,sO) will be f(y) =~• PSC(BJ"P(SO) .
The reselected point X will have the 1 1 P$s, ) 9(M=~"6m~1n 6,"-. P$$ ) coordinates (fil,sl) and the p.d.f. of X is .
Finally, let us choose
The adjustment factor, Eq. (2), of the particle weight for collisions inside the sphere has now the following expression:
Close to a detector point the particle weight will always contain a (#)-term which cancels out the+dangerous ( I/rz)-singularity in the NEE. The weak point of this scheme is in the factor P,(f2,)fPO(fiO). We can see that a sphere is not a safe region V. around the detector, because the denominator P,(fiJ = Ofor fi. a tangent of the sphere. In the calculations of Sees. VI and VTIwe use an inters~ction of cone and sphere as given in Fig. 4 . There are several ways to choose Vo and to avoid P,(Q) -O; some of them might give a faster execution of the scheme than our choice does. We use a smaller sphere of fixed radius p, inside the ori~nal sphere of radius A. (as shown in In the general case, the energy Eo in the direction& will differ from the energy E, in the direction /2,; also, the total cross sections ZT(EO)and Z~(E) might be totally different. Consequently, the factor P,(fiJfP,(&) will vary considerably, causing an increased variation of the particle weight.
The weakness lurking in the factor P,(d, )/P,(&) can be avoided by using forced collisions within the volume Vo, but then an increase in the computing time can be expected.
The case of several point detectors does not require any special arrangements if the volumes Vo are not overlapping. Overlapping volumes me discussed in Refs. 4 and 7.
Scheme 2. The weakness of Scheme 1 also can be avoided by using a second scheme. Again, we assume first that the preceding collision point S1.lis out of the sphere Vo. Select the point Si in the following steps. (1) If the direction& after the collision at S,., is in the cone defined by the point S,.l and the sphere V., reselect the direction as described at the end of Sec. II.
(2) For the path lengths, use the normal p.d.f. p(s) outside the cone; inside the cone, samples from the p.d.f.~(s).
Within the sphere, use the reselection of direction and the sampling from the p.d.f. PZ(E)/P,(fiJ whenever /30< 7r/2(cf . Fig. 1) ; for & > m/2 omit the reselection of direction, as in Scheme 1.
The particle weight should be adjusted by the factor FQof Eq. (3) every time the direction is reselected. To repeat, Also, the weight should be multiplied by the factor F, = P(s)/pAs) every time the importance sampling in the path-length selection is used. In total, we may have an adjustment factor of FQ.F, which is similar to FQ,.in Eq. (13) except that the dangerous factor P,(&)/P,(fiO) is missing. Although the reselection is performed more frequently, a smaller variation in the particle weight might be expected.
In the case of several point detectors, special arrangements are needed because the direction & maybe in the cone of several detectors simultaneously, or because the direction h, reselected with reference to one detector may lead to a collision close to another detector. If the volumes VO are not overlapping, one can always switch momentarily to Scheme 1. Steinberg' has discussed the problem of several detectors. The treatment of several detectors will increase the variation of the particle weight.
We have described two nonanalog games, both of which avoid the (l/r') -singularity in the NEE. This favorable property is obtained at the cost of increased variation in the particle weights; the increase (and the accuracy of the calculation) will depend on the number of detector points, their geometrical disposition in relation to each other and to the source region, the size of the spheres around detectors, and the free parameter~in p,(s).
VI. PRELIMINARY CALCULATIONS
TO obtain preliminary information about the three estimation schemes, we made a series of calculations in a simple, monoenergetic, infinite-medium problem with isotropic scattering and with a point source at the origin. We estimated the collided flux at several distances from the origin, and compared the results with the exact values, which are calculated using the results of Ref. 12, In Schemes 1 and 2, the calculations were performed for several combinations of the free parameter~in p,(s) and the radius POof the imaginary sphere around the detector. To better reflect the real differences in the results, all the runs are correlated, in that the nthsource particle of each problem operates on the same sequence of random numbers and these particles stay in phase unless significant changes occur in their histories.
Two values of the scattering probability c were studied: c = 0.3 and c = 0.9. A typical set of results for c = 0.9 and for varying source-detector distance is concentrated in Figs. S, 6 , and 7. These figures represent the estimated values for the collided flux and its relative error as a function of the sample size in the calculation. In all the figures we have first a standard run in which the normal NEE is used. This standard run utilizes analog sampling (except that above the weight 0.2 capture is not a terminal event but is treated by reducing the weight and forcing the particle to scatter; below the weight of 0.2 capture is treated as a terminal event). The second curve is calculated by using histories identical to those for the curve NEE but using the OMCFE. In the two curves denoted by Scheme 1 and Scheme 2, the NEE is used together with the two nonanalog games of Sec. V.
Comparative results between the various methods of calculating flux at a point perhaps should not be taken too literally, for, in a different problem or even in independent runs of the same problem, slightly different comparisons might be obtained. However, the following trend seems evident. The estimated relative error is larger and ita behavior is more irregular in the NEE case than in the other cases, reflecting the fact that the theoretical relative error is infhite in the NEE case, whereas it is finite in the remaining three cases. On the other hand, the relative erroreof the latter three schemes are more or less similar, and the behavior is something like l/@.
All the runs for Schemes 1 and 2 in Figs. 5, 6, and 7 have the sphere radius PO= 2 mfp and the free parameter~= 0.5. The proper interval for the p. was found to be 1.5 to 3.0 mfp, and for~, 0.5 to 0.7, Larger pOand/or smaller values ot'~increase the variation of the particle weight; a small POleads to results similar to those of the NEE.
The computational speed was Oto 20% slower in Schemes 1 and 2 than in the NEE, depending on the position of the detector and on the radius PO.The scheme using the OMCFE was 50% slower, as could be expected from the considerations of Sec. III. More speed can be gained by the following modification.
(1) Draw an imaginary sphere around the detector.
(2) If the collision point S, is in the sphere, calculate the once-more collided flux contribution as described in Sec. III.
(3) If the collision point S, is out of the sphere but the direction after the collision is within the cone defined by the sphere, calculate the once-more collided flux contribution by performing the directional reselection in the cone.
(4) Otherwise, calculate the normal next-event contribution from the following collision point
This modified scheme has the same accuracy as OMCFE for PO> 2 mfp, but the computational speed is only 10 to 20% slower than in NEE.
VII. THE THREE SCHEMES IN THE CODE MCNG
To study further the estimation schemes of Sees. III-V in a more realistic point-cross-section case, the following fictitious test problem was chosen (cf. Figs. 8, 9 , and 10). A source of l-MeV neutrons sampled uniformly in volume is 8tarted in a 5-cm-radius carbon sphere surrounded by a spherical, 20-cm-thick iron shell. The neutron flux within the energy bin 0.2 to 1.0 MeV is estimated at various points in the iron shell. The problem has spherical symmetry; hence, the "exact" values can be calculated with high accuracy by utilizing the surface crossing flux estimator. Because of the large variation of the iron total cross section within the given energy bin, this problem is a severe test for the schemes.
Implementation of the schemes into the code MCNG for the solution of the test problem is relatively straightforward; as mentioned at the end of Sec. ill, several parta of the schemes already exist in the code and can be used just by changing the flow of the execution. Scheme 1 (Sec. V) needs more explanation: In this scheme we should go back to the preceding collision point S1.l, if the point S, is found to be within the volume Vo. All the information required to reconstruct the collision at S1.lis saved in MCNG, except for information on a particle coming from the bank. Hence, a new array is needed to save this collision data for the banked particles.
A set of flux results at three different points in the iron shell is concentrated in Figs. 8,9 , and 10. The runs are basically identical, except for the differences in the schemes. The same sequence of random numbers is used, but the particles no longer stay in phase; therefore, the correlation between the results is much weaker than in Sec. VI. The parameter~= 0.5 in all Scheme 1 and 2 runs, with the radius pO = 3.0 cm in Fig. 8 and 5 .0 cm in Figs. 9 and 10 .
Because of the nature of the comparative results, we warn against drawing hard and fast conclusions. However, this test problem seems to reveal the inner weaknessof Scheme 1 discussed in Sec. V, but not seen in the results of the preliminary calculations~n Sec. VI. Because of the large and rapid variations in the iron total cross section, the factor P.(Q~)/Pa($?lO) in Eq. (13) causes an increased variation of the particle weight. Further, the relative error calculated from the NEE results tends again to have linger values, even if there are no jumps in the NEE fluxes. In Fig. 10 the OMCFE results begin very poorly, although they later come close to the other curves. This reminds us of the fact that the OMCFE still has a (l/r) -singularity. (With another sequence of random numbers a nicer result was obtained.)
In all the computer runs of Figs. 8, 9, and 10 we had one point detector at a time. The execution speed was slower by only -4% in Schemes 1 and 2 than in NEE; on the other hand, the OMCFE scheme of Sec. IV was -3o% slower. However, with the modified scheme described at the end of Sec. VI, a computing speed only w8% slower was obtained without any sigrdilcant loss in accuracy.
VIII. CONCLUSIONS
We now list several key aspects of the three schemes for the estimation of the flux at a point.
%gufurity.
The OMCFE has a (l/r) -singularity, whereas in Schemes 1 and 2 the (l/F)-singularity of the NEE is cancelled by the factor F in the particle weight.
Implementation. The implementation of the schemes into the code MCNG for the solution of the test problem described in Sec. VII was relatively straightforward in all three cases.
Accuracy. Although one must be careful in making dogmatic statements regarding the comparisons shown in Figs. 5-10, several points should be made. In these calculations, the OMCFE scheme seems no worse than Schemes 1 and 2, in spite of the (l/r) -singularity. At a point close to a void boundary the OMCFE scheme might become less accurate because many intermediate collision points are lost in the void. This can be avoided by a slight change in the scheme. Scheme 1 is subject to large weight fluctuations in the case of rapidly varying total cross sections. This danger is alleviated in Scheme 2. More important than a comparison of these three methods is the fact that in general they gave satisfactory results, with errors of a few percent (usually -2 to 5%) in the known answer, in -4-rein runs on the CDC-7600.
Computational Speed. After the modification of the OMCFE scheme described at the end of Sec. VI the differences in the computational speed are only a few percent.
Particle Weight Variatbn. Because the intermediate collision points in the OMCFE scheme are selected just for the calculation of the contribution and because this operation leaves the particle history unchanged, the OMCFE scheme causes no extra variation in the particle weight. On the contrary, in Schemes 1 and 2 the nonsingularity is obtained at the cost of the increased variation in the particle weight. This increase (and consequently the accuracy of the calculation) depends on the number of the detector points, on their geometrical disposition in relation to each other and to the source, as well as on the values of the free parameters -yand p.. The effect of rare high-weight particles can be moderated by splitting.
The Case of Several Point Detectors. The estimation of the flux simultaneously at several points causes no problems in the OMCFE scheme. The same is true in Scheme 1 if the volumes V. are not overlapping. In Scheme 2 a special treatment is needed in the case of several detectors.
Compatibility with the Other E8ti?nutor8 of the Code. The code MCNG has other optional estimators (such as the track-length estimator), which can be used simultaneously with the fluxat-a-point estimator. Implementation of the OMCFE scheme causes no troubles in this respect; on the other hand, the increased variation of the particle weight in Schemes 1 and 2 tends to decrease the accuracy of the other estimators.
