Convolutional neural networks (CNNs) have become an essential tool for solving many machine vision and machine learning problems. A major element of these networks is the convolution operator which essentially computes the inner product between a weight vector and the vectorized image patches extracted by sliding a window in the image planes of the previous layer. In this paper, we propose two classes of surrogate functions for the inner product operation inherent in the convolution operator and so attain two generalizations of the convolution operator. The first one is based on the class of positive definite kernel functions where their application is justified by the kernel trick. The second one is based on the class of similarity measures defined according to some distance function. We justify this by tracing back to the basic idea behind the neocognitron which is the ancestor of CNNs. Both of these methods are then further generalized by allowing a monotonically increasing function (possibly depending on the weight vector) to be applied subsequently. Like any trainable parameter in a neural network, the template pattern and the parameters of the kernel/distance function are trained with the back-propagation algorithm. As an aside, we use the proposed framework to justify the use of sine activation function in CNNs. Additionally, we discovered a family of generalized convolution operators which is based on the convex combination of the dot-product and the negative squared Euclidean distance functions. Our experiments on the MNIST dataset show that the performance of ordinary CNNs can be achieved by generalized CNNs based on weighted L1/L2 distances, proving the applicability of the proposed generalization of the convolutional neural networks.
Introduction
The idea of using correlation/convolution operators in neural networks goes back to Fukushima who proposed cognitron [3] and neocognitron [4, 5] neural networks. In neocognitron, the input image is matched against a set of patterns that are represented by some weights. For each pattern, a map is produced in which the positions in the input image at which that very pattern is present are marked. This operation can be interpreted both as correlation and convolution, depending on how we assemble the weight vector as an image pattern. In this paper, we strive to the term convolution since it is well established in this context and since correlational neural networks refer to a completely different network [1] . To reduce the sensitivity to the exact positions of the patterns in the input image, Fukushima proposed sub-sampling of the produced maps with max-pooling. By repeating these layers of convolution and pooling (which he termed U-layers and S-Layers) it was possible to represent more complex patterns by neurons at deeper layers. It is interesting that the convolution and maxpooling operations, which constitute the backbone of today's convolutional neural networks (CNN), have been present in the very early design of neocognitron, which was trained with an unsupervised learning algorithm. After the invention of the back-propagation algorithm by Williams and Hinton [31] , LeCun et al. [13] introduced CNNs which was essentially a neocognitron trained with the back-propagation algorithm.
The convolution operator computes the inner product between image patches and a pattern represented by the weights. In this paper, we propose two generalizations of the convolution operator. In the first generalization, which is based on the kernel methods, we propose substituting the inner product operator within the convolution operation by a positive definite kernel function. In contrast to kernel methods such as support vector machines (SVM) and kernel principal component analysis (KPCA), here the positive definiteness of the kernel function is not crucial and we show that any monotonically increasing function of a positive definite kernel function can be used as well. We show that this monotonically increasing function can even depend on the parameters of the generalized convolution operator. The second generalization comes from the fact that the primary goal of including the convolution layer in the neocognitron and CNNs was to detect spots in the input plane that are locally similar to a target pattern. In this view, we propose that the inner product operation within the convolution operator can be replaced by a similarity measure. Specifically, we define a similarity measure as any monotonically increasing function of the negation of a distance function which assigns similarity zero to distance infinity. Again, the monotonically increasing function can depend on the parameters of the similarity measure. In this way, numerous similarity measures can be constructed by applying different monotonically increasing nonlinear functions to the negation of a distance metric.
Use of non-linearity layers (like Sigmoid, TanH, and ReLU) can be viewed as computing a monotonically increasing function on top of the previous generalized convolution layer, completing the computation of a generalized convolution operator. We equip the generalized convolution layers with a bias term b, which can be interpreted as applying the parametric monotonically increasing function σ (y) = y + b to the output of a postulated generalized convolution layer without bias. We have implemented our generalized convolution operators as layers within the well-known Caffe [10] framework.
The paper proceeds as follows. In Sect. 2, we mention some background material and review the previous works on generalizing the convolution operator. In Sect. 3, we introduce two classes of generalized convolution operators based on (1) positive definite kernel functions and (2) distance functions. Some specific examples of generalized convolution operators are introduced in Sect. 4. We found that simple random initialization of the parameters or applying algorithms like Xavier [6] are not suitable choices for initializing generalized convolutional neural networks (GCNN). Two initialization algorithms that can be used for the initialization of GCNNs are introduced in Sect. 5. We report our experiments on the MNIST dataset in Sect. 6. We conclude the paper in Sect. 7 and mention the future works in Sect. 8.
Background and Related Works
Convolutional neural networks (CNNs) consist of different types of layers, including convolution, pooling, nonlinearity, inner product, and loss layers. Usually, a module consisting of a sequence of convolution, nonlinearity, and pooling layers is repeated several times to produce a suitable representation of the input data which is then fed to a fully connected network to estimate the output (for recent generalizations of this block see [7, 30] ). The convolution layer computes the convolution between its input planes and several filters represented by the weight parameters and produces a set of output planes, one associated with each filter. The convolution is a linear operation and it is well-known that multilayer neural networks with linear layers are equivalent to single layer networks. Thus, to increase the modeling capability of CNNs, the convolution layer is usually followed by a nonlinearity layer. Some examples of common nonlinearities (also know as activation functions) include rectified linear unit (ReLU), tangent hyperbolic(TanH), and logistic sigmoid (Sigmoid). The goal of the pooling layer is to reduce the sensitivity of the network to translations of the input images and to summarize the important information of the input planes in a more compact representation.
We now elaborate on how the convolution operation is implemented in a convolution layer within a typical neural network toolbox. 1 Consider a convolution layer which operates on p input planes and generates q output planes, as shown in Fig. 1a . Assume that w and h designate the width and height of the convolution window sliding on the input planes. In the forward pass, the implementation of a convolution layer performs the following operations. First, the p input images are converted into a single image I with n = p × h × w channels (an operation called image-to-column or Im2Col for short). Specifically, for any location (i, j) of the image I , which is denoted by I i, j , the Im2Col operation vectorizes and stacks all patches centered at that location in the p input planes, generating a vector of size n = p × h × w at that location. Then, for each output channel ∈ {1, . . . , q} with shared parameters W , the output at position (i, j) is computed as
Prior to this work, some researchers proposed networks in which the inner product operation within the convolution operator had been replaced by some other function χ. We call the resulting operation a χ-measure convolution. Figure 1b depicts the implementation details of a χ-measure convolution. Specifically, for each output channel ∈ {1, . . . , q} with parameters W , the output at position (i, j) is now computed as
Serre et al. [28] proposed the HMax model for object recognition where the similarity between image patches and stored patterns are computed through a Gaussian-measure con-
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Input Space Feature space (c) Fig. 1 a Operations performed within a convolution layer. b Operations performed within a generalized convolution layer. There are two changes in comparison with subfigure (a). First, the dot-product operation is substituted by the computation of a more general function χ . Second, the dimension of the parameters W 1 , . . . , W q may differ from the depth of image I . c The function χ in a generalized convolution operation may compute the similarity in a feature space. The mapping Φ for the image patches may be different from the mapping Ψ which operates on the parameters w volution. However, the HMax model is considerably different from a CNN and is not trained by the back-propagation algorithm. In convolutional kernel networks (CKN), Mairal et al. [22] considered a special kernel function for measuring the similarity between two complete images and showed that its associated feature map can be approximated by a Gaussianmeasure convolution followed by pooling. Assuming that the image patches and the learned patterns are normalized, Mairal et al. [22] showed that the computation of a Gaussian-measure convolution is equivalent to an ordinary convolution operator followed by a special nonlinearity that resembles the rectified linear unit (ReLU) in the interval [− 1, 1]. In case CKNs are implemented with the ordinary convolution operator followed by a nonlinearity, Mairal [21] could train the network by the back-propagation algorithm. Lin et al. [20] were the first who explicitly proposed generalizing the convolution operator in CNNs and training the whole network with back-propagation. They introduced the network in network (NIN) model in which the inner product operation within the convolution operator is replaced with a multilayer perceptron (MLP). At first sight, considering the universal approximation property of multilayer perceptrons [8] one may view NIN as a radical generalization of the convolution operator in which the internal inner product operation is substituted by an arbitrary function. However, it can be shown that MLP-measure convolution is equivalent to an ordinary convolution followed by several 1 × 1 convolutions and nonlinearities. In fact, this feature helped Lin et al. [20] to implement NIN by ordinary CNNs without altering their implementation. In this view, it can be said that the NIN did not generalize the convolution operator at all and all it did was the discovery that CNNs should be much deeper and should have a slow pace of decreasing the resolution of the convolution planes by pooling. Although the broad idea of generalizing the convolution operator has been present in the above-mentioned works, the specific ideas presented in this paper are completely novel and it is for the first time that a network with a really generalized convolution operator is trained by the back-propagation algorithm.
The Proposed Method
Consider the general framework of Fig. 1b for a generalized convolution operator in which the type of generalization is determined by a function χ. Our first proposal for generalizing the convolution operator is to replace the inner product operation in Eq. (1) with a positive definite kernel function. Assuming that k is a positive definite kernel function, the output of the 'th plane at position (i, j) is now computed by
This generalization allows us to use a handful of kernel functions such as Gaussian, polynomial, Laplacian, cosine, Cauchy, and intersection in place of the inner product operation. However, our choice of using kernel functions is severely restricted by the positive definiteness requirement. In a kernel method like SVM, the positive definiteness property plays a crucial role and violation of it makes the objective function unbounded from below. In RBF neural networks, the positive definiteness property of kernel functions guarantees that the kernel matrix would be invertible and so the optimal weights of radial basis functions exist and are unique. Generally, the positive definiteness property of kernel functions eliminates the possibility that the similarity of a vector with itself becomes negative. Assume that k : X × X → R is a general (i.e. not necessarily positive definite) symmetric kernel function. It has been proved in Proposition 2.25 of [27] that ,corresponding to k, there exists a vector space F of real-valued functions on X , some symmetric bilinear form Q(., .), and a mapping φ : X → F such that k(x, z) = Q(φ(x), φ(z)). If the kernel function is positive definite, then the bilinear form Q(., .) reduces to the dot-product operation and measures the similarity between φ(x) and φ(z) in the feature space. When k is not positive definite, there exist inputs x 1 , . . . , x n and coefficients α 1 , . . . , α n such that
It then follows that
So, if we consider the bilinear form Q(., .) as a similarity measure, then the above equation shows that the similarity of the vector α 1 φ(x 1 ) + · · · + α n φ(x n ) with itself is negative. Therefore, use of non-positive definite kernel functions in GCNNs may lead to patterns which are not similar to themselves. However, in GCNNs we are not concerned with all vectors that can be constructed in the feature space associated with a kernel function. Instead, we are applying the kernel function directly to a pair of vectors from the input space and the requirement of similarity of patterns to themselves translates to the condition k(x, x) ≥ 0 for all input vectors x. This requirement is satisfied for any function k having the form k(x, z) = σ (k (x, z)), where k is a positive definite kernel function and σ is a monotonically increasing function with σ (0) ≥ 0. So, we arrive at our first generalization of the convolution operator.
Generalization 1 The convolution operator in CNNs can be generalized by substituting the inner product operation x T w between a vectorized input x and a weight vector w by σ (k(x, w)), where k is a positive definite kernel function and σ is a monotonically increasing function with σ (0) ≥ 0.
It is evident that the main purpose of the inner product stage within the convolution operator in neocognitron was to measure the similarity between the patches of the input maps of the preceding layer and a template pattern. One justification for this is that the inner product operator is essentially a similarity measure (see section 1.1 of [27] ). It may be argued that the inner product operation is not a suitable similarity measure since for example there are vectors which are more similar to a chosen vector than itself. Our second proposal for generalizing the convolution operator is to substitute the inner product operator with a similarity measure. Defining similarity based on a distance measure, we arrive at our second generalization of the convolution operator.
Generalization 2 The convolution operator in CNNs can be generalized by substituting the inner product operation x T w between a vectorized input x and a weight vector w by σ (− d(x, w)), where d is a distance metric and, σ : (− ∞, 0] → [0, ∞) is a monotonically increasing function with σ (− ∞) = 0. Adding the additional constraint σ (0) = 1 ensures that σ (− d(x, x)) = 1, meaning that the similarity of each vector x with itself is 1. However, since the dimension of the input space is usually high, 2 exact matching almost never happens and even similar items typically have high numerical distances. In addition, since we want to permit the use of non-squashing activation functions such as ReLU, which have experimentally proven to do better than squashing functions such as TanH and Sigmoid, we don't impose the restriction σ (0) = 1.
Until here, we proposed two methods for generalizing the convolution operator, one based on positive definite kernels and the other based on distance functions. To keep the presentation comprehensible, we did not introduce these two methods in their most general form. Now, we further generalize the above methods in two respects. First, we make the key observation that during the computation of a χ-measure convolution, the second argument of function χ is fixed and so it suffices for χ to be a similarity measure only based on its first argument. In other words, the requirement is that the more similar the input patches are to a template pattern w, the higher the value of function χ(.; w) should be. Second, we note that the kernel and distance functions could be computed in a feature space rather than the input space. Considering these notes, we can summarize the proposed method for generalizing the convolution operator as follows:
Proposed Generalization Assume that x ∈ R n is a vectorized input patch and w ∈ R m is the vector of parameters used for generating an output plane (see Fig. 1c and note that m and n may differ). Let F be an arbitrary set and φ : R n → F and ψ : R m → F be two functions which, respectively, map data and parameters to F. Assume that for each w ∈ R m , σ w (.) is a monotonically increasing function. Let k : F × F → R be a positive definite kernel function and d : F × F → R be a distance function. Then, the following functions can be used within a generalized convolution operator:
In practice, we implemented similarity/kernel functions by cascading multiple layers in Caffe. These layers include a generalized convolution layer based on a metric distance equipped with a bias term followed by an activation function layer like TanH or ReLU. The bias term corresponds to the parametric monotonically increasing function σ b (y) = y + b and so its inclusion in a generalized convolution layer is legitimate. Nonlinear activation functions(like TanH and ReLu) can be viewed as monotonically increasing functions that complement the functionality of a distance-based generalized convolution layer such that the whole module implements a generalized convolution operator. For example, ReLU activation function can be seen as a monotonically increasing function that complements the role of the preceding layers by enforcing the non-negativity criterion of a similarity measure. Specifically, we implemented two generalized convolution layers over which numerous activation functions can be mounted. The first one is the weighted L1 convolution layer (WL1Conv) which is defined as
and the second one is the weighted L2 convolution layer (WL2Conv) which is defined by
WL1Conv gives a valid generalized convolution operator since χ L1 is the negation of the weighted L1 distance function plus a bias term. WL2Conv is also an admissible generalized convolution operator since χ L2 is equal to the application of the monotonically increasing function σ (y) = − 1 2 x 2 + b, defined over σ : (−∞, 0], to the negation of the weighted L2 distance function. To guarantee the non-negativity of the precision parameters τ i , they are passed through a non-negative function like ex p(x), x 2 , or |.| during training. In this paper, we use the absolute value function for this purpose.
Examples of Generalized Convolution Operators

Non-isotropic Gaussian Kernel
Non-isotropic Gaussian kernel is defined as
where τ is the precision vector which consists of positive values. Use of Gaussian kernel function in generalized convolution is admissible since both it is a positive definite kernel function and it can be expressed as the application of the monotonically increasing function σ (x) = exp(x) to the output of a WL2Conv layer without bias. In addition to satisfying the required constraint σ (−∞) = 0, the σ (x) = exp(x) function has the additional property that σ (0) = 1, ensuring that it is a similarity measure spanning the range (0, 1].
Non-isotropic Laplacian Kernel
Non-isotropic Laplacian kernel is defined as
where τ is the precision vector which should be positive. Again, Laplacian kernel function is both a positive definite kernel function and it can be expressed as the application of the monotonically increasing function exp(x) to a WL1Conv layer.
Cosine Kernel: Justifying the Sine Activation Function
It is well known that k(x, z) = cos(w T (x − z)) is a positive definite kernel function and so it can be used to measure the similarity between an input image patch x and a pattern z. Note that during the evaluation of the convolution operation, x iterates over the input patches while w and z are fixed. Therefore, −w T z can be substituted by another variable b . It follows that k(
where z is an implicit pattern satisfying the equation b = −w T z + π/2. Note that in contrast to the ordinary convolution operation where the similarity of x is measured against the vector of weights w, here w is solely a parameter of the kernel function and the desired pattern z is hidden in the bias parameter b. The above line of reasoning works exactly for the cosine activation function. However, since the gradient of the cosine function vanishes at zero, the parameters of a network with cosine activation function would get stuck in their initial values. This is because almost all initialization algorithms initialize the weight vector w and the bias parameter b in a way that w T x + b is on average zero. In Sect. 6.3 we will experimentally show that the Sine activation function works similar to ReLU and significantly better than TanH. One benefit of Sine is that it does not have the saturation problem of TanH and Sigmoid. As is illustrated in Fig. 2 , Sine and TanH have similar shapes in the range [−π/2, π/2], however, outside this region TanH is saturated while Sine is periodic. One problem with TanH is that if the target value is 1, then the weights x .
Another benefit of Sine is that it can produce an output value of 1 without pushing the weights towards infinity. There are also some old research papers about the application of the Sine activation function in neural networks [2, 24, 29] .
Other Similarities Based on the Weighted L1/L2-Distance
We saw in Sect. 4.1 that Gaussian kernel equals to the composition of the monotonically increasing function σ (x) = ex p(x) and the WL2Conv layer. In this section, we propose to use other activation functions on top of the WL2Conv layer. For the case of Gaussian kernel, we can view Eq. (9) as the unnormalized Gaussian probability density that an input patch x matches pattern z. Rewriting Eq. (9) in the usual form of a multivariate Gaussian distribution we have
where J is a diagonal precision matrix with entries τ 1 , . . . , τ n . Viewing the Gaussian kernel as a probability density function, we can say that the value returned by this function is proportional to the probability density of input x in a Gaussian distribution with mean z and precision matrix J . The problem with this value is that it cannot directly be used as a measure for deciding whether the input data is similar to the desired pattern z or not. In this section, we exploit this probabilistic point of view to arrive at some other activation functions on the top of the WL2Conv layer.
Since, by assumption, the precision matrix of the Gaussian distribution is diagonal, it follows that different dimensions are independent of each other and so the squared weighted 2 is equal to the sum of squares of n standard normal variables which is known to have a χ 2 distribution with n degrees of freedom. So, the probability that an input x with D ≥ d belongs to the Gaussian distribution associated with pattern z is equal to the p-value of the χ 2 distribution at point d. Using χ 2 inverse cumulative distribution, one can determine two thresholds D L and D H such that for inputs x with D(x, z) < D L the probability that x is generated by this distribution is very high and for inputs x with D(x, z) > D H this probability is very low. Therefore, a suitable value for the similarity of input x to pattern z is given by
If we first multiply the precision parameters τ i by −1 D H −D L and add the bias D H D H −D L to the output of the WL2Conv layer, then the desired functionality can be achieved using the DoubleThreshold activation function defined as
If we allow similarities greater than 1, then the upper limit of the DoubleThreshold activation function is dropped and we reach at the well-known ReLU activation function.
The discussion of this section can be repeated for the Laplacian distribution, resulting in generalized convolution operators based on the WL1Conv layer.
L2 Family of Generalized Convolution Operators
In this section, we introduce a novel form of generalized convolution operators. We show that any convex combination of the dot-product operator and a similarity measure based on the Euclidean distance is a legitimate choice for the function χ in the generalized convolution operation. Specifically, we have the following results.
Proposition 1
For any α ∈ [0, 1], the generalized χ-measure convolution operation defined by
is a valid generalized convolution operation.
Proof First, note that the two extreme cases α = 0 and α = 1 correspond to the dot-product and negative squared Euclidean distance similarity measures which are clearly valid. We now prove that Eq. 13 leads to a legitimate generalized convolution operation for any α ∈ (0, 1).
Assuming that x, z ∈ R n , we choose F = R n , φ(x) = √ αx, and ψ(z) = z √ α . We have
Considering the proposed generalization of the convolution operator in Sect. 3 and choosing the monotonically increasing function σ z :
It follows that the function χ defined by Eq. 13 gives a generalized convolution operator.
Proposition 2
is a legitimate generalized convolution operation.
Initialization of Parameters
The performance of deep CNNs is strongly influenced by the method of initializing the parameters and by controlling the amount of backward gradient returned to each parameter [6, 9, 11, 23] . Initialization and optimization algorithms proposed for neural networks are designed based on the linear model of neurons (i.e. y = w T x + b). When the incoming weights are initialized randomly with mean zero, this model ensures that the mean of the output is zero as well. By choosing appropriate values for the magnitudes of weights one can ensure that all neurons have a mean value of zero and a variance of one, avoiding the vanishing/exploding problems in the forward pass [15] . Recently, similar approaches have been devised that control the magnitude of the gradient in the backward pass [6, 9, 11] . Nevertheless, since these initialization algorithms are specifically designed for the linear model of neurons, they cannot be used carelessly for the initialization of the parameters of generalized convolution layers. Each kernel/distance function has its own properties that should be considered in initializing its parameters. In this section, we consider two initialization algorithms for networks with WL1Conv and WL2Conv layers.
Precision Adjustment Initialization Algorithm
The goal of this initialization method is to ensure that all signals at the forward pass have appropriate magnitudes. The initialization proceeds module by module, adjusting the precision parameters of the generalized convolution layer of each module to ensure that the mean and standard deviation of the signal passed to the subsequent nonlinearity layer have appropriate empirical values. 3 Algorithm 1 shows the details of our precision adjustment ini-tialization algorithm. This algorithm is very similar to the initialization algorithm of Mishkin and Matas [23] except that here the precision parameters are pre-initialized randomly while Mishkin and Matas [23] pre-initialize weights with orthonormal matrices. Since this algorithm only adjusts the precision parameters of the generalized convolution layers, we call it the precision adjustment initialization algorithm.
Algorithm 1 Precision adjustment initialization algorithm
Require: Input data denoted by P 0 . Require: σ d The desired standard deviation for output of generalized convolution layers. Require: L { Each module consists of a generalized convolution layer and an activation layer.} 1: for = 1, 2, . . . , L do 2:
Randomly initialize the mean and precision parameters of distance-based generalized convolution layer by a uniform distribution on the interval [0, 1]. {If the 'th module contains an ordinary convolution layer, its weights are initialized by a uniform distribution on the interval [−1, 1].} 3:
Apply the output of the previous module, P −1 , to the 'th generalized convolution layer. Let m and s denote the mean and standard deviation of the output of this layer, respectively.
4:
Multiply the precision parameters of the 'th generalized convolution layer by σ d /s . {Now, the standard deviation of the output would have the new empirical value σ d .} 5:
Set the bias parameter of the generalized convolution layer of the 'th module, i.e. b , to −m /s . {Now, the output of the generalized convolution layer is on average zero and its standard deviation is σ d , as desired.} 6:
Apply the input of the previous layer, P −1 , to the 'th generalized convolution layer and let P be the output of 'th nonlinearity. 7: end for
Whole-Network Adjustment Initialization Algorithm
Glorot and Bengio [6] proposed that the weights should be initialized in a way that both the activation values of neurons in the forward pass and the gradient back-propagated in the backward pass have appropriate variances. They proposed an analytical algorithm for initializing the weights of a convolutional neural network based on this idea. Recently, Kräahenbüuhl et al. [11] proposed a data-dependent iterative algorithm for attaining this goal and showed that their approach works superior to the analytical approach of Glorot and Bengio [6] , at least in the experiments reported in their paper. We added the support for WL1Conv and WL2Conv layers to the implementation of Kräahenbüuhl et al. [11] . Since this algorithm adjusts the parameters of the whole network, layer by layer, we call it the whole-network adjustment algorithm.
Experiments
In this section, we experimentally evaluate several realizations of GCNNs. To compare GCNNs with [ordinary] CNNs in the fairest and most informative way, we conduct our experiments on the MNIST [14] dataset which has been a classical testbed for CNNs from its advent till now. The MNIST dataset is a collection of 60,000 training and 10,000 testing samples of handwritten digits. We train the networks with the official training samples, without applying any distortions. 
Experimental Setup
The general form of the network architecture considered in this section is depicted in Fig. 3 .
Only boxes with thick border may differ between the experiments. The number of planes of the first and second generalized convolution layers is 12 and 48, respectively, with a window size of 5. In our experiments, we set the base learning rate to 0.01, the momentum to 0.9, the mini-batch size to 100, the maximum number of iterations to 18,000 (which is equivalent to 30 epochs), and the weight decay coefficient to 0. The learning rate at n'th iteration is computed by dividing the base learning rate by (1 + γ n) p , where γ = 0.0001 and p = 0.75. We chose a significance level of 0.05 for determining the statistical significance of the experiments. If not explicitly mentioned, the number of repetitions of each experiment is 25. To ensure exact reproducibility of the results, we have set the random_seed parameter of each experiment to a deterministic function of the experiment number.
Effect of Initialization Method on the Accuracy of Ordinary CNNs
None of the GCNNs considered in this paper can be trained with randomly initialized weights. So, we ought to resort to the initialization algorithms of Sect. 5. In this section, we want to study the suitability of these initialization algorithms for initializing an ordinary CNN on the MNIST dataset. In addition to initialization algorithms of Sect. 5, we also consider the Xavier algorithm [6] which is the initialization algorithm chosen by the MNIST example in Caffe. 4 Table 1 shows the accuracies obtained by different initialization algorithms on ordinary CNNs. As it can be seen, our data-dependent precision adjustment algorithm works better than both Xavier [6] and whole-network adjustment [11] in this experiment. So, in Sect. 6.4, when comparing CNNs with GCNNs, we also consider CNNs initialized by the precision adjustment algorithm. The superiority of the precision adjustment algorithm in this experiment is statistically significant 
Experimental Evaluation of the Sine Activation Function
In Sect. 4.3 we showed that the use of Sine as a neural activation function can be explained from a kernel methods perspective. In this section, we experimentally compare Sine with other important activation functions such as Sigmoid, TanH , and ReLU. To identify the role of negative values at the output, we also include the rectified sine (ReSine) and rectified tangent hyperbolic (ReTanH) activation functions in our experiments. Table 2 shows the results of these experiments. In all experiments, we have used the Xavier [6] algorithm for initialization of the parameters. The experiments have been performed on a PC with an Intel(R) Core(TM) i7-6700 CPU working at 3.40 GHz, 16 GB memory, and a GeForce GTX 980 GPU. The t-student test reveals that the higher accuracy of Sine in comparison with Sigmoid and TanH is statistically significant while the difference between Sine and ReLU is not. These results assert that the Sine activation function, which we arrived at in Sect. 4.3 from a theoretical viewpoint, works in practice. We also performed experiments (not reported here) with the Sine activation function in the resnet-20 network on the CIFAR10 dataset. 5 In those experiments, Sine performed inferior to ReLU. Therefore, the results reported in Table 2 should be considered as a proof of concept, not a recommendation for the use of Sine in place of ReLU.
Weighted L1 and L2 Generalized Convolutions
In Sect. 4.4, we showed that WL1Conv/WL2Conv+ReLU modules implement legitimate generalized convolution operators. In this section, we want to study these modules experimentally. We force the positivity of the precision parameters with absolute value operation. The mean parameter is initialized with a uniform distribution on the non-negative range [0, 1] but is allowed to take arbitrary positive/negative values during learning. We experimentally found that the maximum of 18000 iterations chosen for ordinary CNNs is not sufficient for full training of GCNNs in this experiment and so increased this number to 36,000 iterations. We also repeated our previous experiments with ordinary CNNs with 36,000 iterations which slightly improved the previous results. Each experiment is repeated with values 1 and 10 for learning rate multipliers (lr-mult) of the parameters of the generalized convolution layers. Table 3 shows the accuracies obtained with different initialization algorithms. Even though the testing loss of CNN starts to increase nearly at iteration 10, 000, the actual testing accuracy keeps increasing up to iteration 15000 and then becomes flat. This shows that the accuracy results reported in Table 3 could not be improved by early stopping. The training loss diagram shows that the optimization of GCNNs is more difficult than ordinary CNNs. This is perhaps the most challenging obstacle against the application of GCNNs to more challenging datasets which require deeper network architectures. We also trained a CKN with 12 filters at the first layer and 48 filters at the second layer with all other configuration parameters as those chosen by Mairal et al. [22] in their toolbox. With 25 runs, CKN achieved an accuracy of 99.189% ± 0.0756 which is only slightly lower than the best results obtained by CNN, WL1Conv-GCNN, and WL2Conv-GCNN in Table 3 . All experiments were performed on a computer with a 3.4 GHz Core(TM) i7-6700 CPU and 16 GiB memory without GPU. Each run of training CNN, CKN, WL1Conv-GCNN, and WL2Conv-GCNN took approximately 48, 33, 627, and 163 min, respectively. For WL2Conv-GCNN we have used the efficient implementation of Nalaie et al. [25] .
L2-Family Generalized Convolution
In Sect. 4.5, we introduced the L2 family of generalized convolution operators. The experiments of the previous section showed that the two extreme points of this family, i.e. ordinary CNNs and WL2Conv-GCNNs yield almost similar results on MNIST. In this section, we fill in the gap and evaluate generalized convolution operators from the L2-family with 0 ≤ α ≤ 1.
Considering the definition of L2 family of generalized convolution operators, given in Eq. 13, we trained networks with α = 0, 0.25, 0.5, 0.75, 1.0. The networks were initialized using the Fig. 4 
(c)
precision adjustment initialization algorithm and the learning rate multiplier for the parameters of the generalized convolution layers were 10. All other configuration parameters were similar to those of the previous subsection. Note that since the weight vector of ordinary CNNs corresponds to the mean vector of an L2-family GCNN with α = 0, the precision adjustment initialization algorithm works differently for ordinary CNNs, for which the mean vector is adjusted, and L2-family GCNNs with α = 0, for which the precision vector is adjusted. For this reason, the case α = 0 in this experiment does not correspond exactly to ordinary CNNs. Since for α = 0 two runs of the experiment did not converge, the results reported in this section are averages over the remaining 23 runs. Figure 5 shows the trajectories of training loss, testing loss, and testing accuracy during training these networks. Several observations can be made from this figure. First, it can be seen that for all choices of α the network could obtain satisfactory results (ranging between 99.15 and 99.25%) on the MNIST dataset, showing the applicability of members of L2-family with 0 < α < 1. In addition, the final testing accuracy increases slightly as α moves from 0 to 1. Second, while the testing loss starts to increase nearly at iteration 5000, the testing accuracy diagram shows that the overfitting phenomenon did not happen. Third, as α increases from 0 to 1, the optimization problem becomes more difficult and the final training loss increases.
Conclusions
In this paper, we proposed two methods for generalizing the convolution operator in CNNs. The first method is based on substituting the inner product operation within the convolution operator with a monotonically increasing function of a positive definite kernel function. In the second method, we replace the inner product operator with a monotonically increasing function of the negation of a distance function. In both cases, the monotonically increasing function may depend on the parameters of the convolution operator. We showed that both methods can be further generalized by performing all operations in a feature space, allowing different dimensions for patches of the input image and the parameters of the generalized convolution operation. As a nontrivial example, we introduced the L2 family of convolution operators whose members continuously connect the dot-product operator to a similarity measure based on the Euclidean-distance. In this paper, we implemented generalized CNNs (GCNN) based on the cosine kernel and weighted L1/L2 distances, and showed that the resulting networks achieve or even slightly surpass the accuracies of ordinary CNNs on the MNIST dataset. However, we believe that the main merit of this research is that it introduces a generalized conceptual framework that paves the way for the application of sophisticated methods developed in other fields of machine learning at the heart of GCNNs. Some of the machine learning methods that can be potentially used in GCNNs include kernel principal component analysis, multiple kernel learning, infinite kernel learning, metric learning, and similarity learning. In addition, this work sheds more light on the nature of the convolution operator as a central element of CNNs.
Future Works
In this paper, we introduced the key idea that the convolution operator in CNNs can be generalized by a wide class of kernel/distance functions. We experimentally supported this idea by implementing two generalized convolution operators based on the weighted L1/L2 distance functions and carrying out experiments on the MNIST dataset. In the future, we aim to study and improve the proposed approach in several directions. First, we plan to apply the proposed method to more challenging datasets like CIFAR10, CIFAR100 [12] , and Imagenet [26] . This is a difficult task since the successful network models proposed for these datasets are very deep and optimization issues for training deep generalized convolutional neural networks are not yet addressed. Second, we decide to exploit the discovered link between the kernel methods and CNNs to apply kernel methods machinery (such as SVM, KPCA, KFDA, MKL, and IKL) to CNNs. In addition, this work can be followed by implementing other possible forms of GCNNs. Our preliminary experiments suggest that almost every generalization of the convolution operator requires its own handling of initialization and optimization algorithms. We also anticipate that this work has interesting prospects from a pure mathematical point of view. For example, singular integral equations of convolution type [16] [17] [18] [19] can be generalized to convolution operators introduced in this paper.
