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 This paper reviews the past and the recent research on Adaptive Filter 
algorithms based on adaptive noise cancellation systems. In many 
applications of noise cancellation, the change in signal characteristics could 
be quite fast which requires the utilization of adaptive algorithms that 
converge rapidly. Algorithms such as LMS and RLS proves to be vital in the 
noise cancellation are reviewed including principle and recent modifications 
to increase the convergence rate and reduce the computational complexity for 
future implementation. The purpose of this paper is not only to discuss 
various noise cancellation LMS algorithms but also to provide the reader 
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The concept of noise cancellation has recently gained much attention and has been identified as a 
vital method to eliminate noise contained in useful signals [1-2]. The application of this technique can be 
found in various industrial and communication appliances, such as machineries, hands-free phones and 
transformers [3,4]. Additionally, noise cancellation has also been implemented in the field of image 
processing, biomedical signal, speech enhancement and echo cancellation [5-7]. As the noise from the 
surrounding environment severely reduces the quality of speech and audio signals it is quite necessary to 
suppress noise and enhance speech and audio signal quality, hence the acoustics applications of noise 
cancellation has become the thrust area of research. The basic concept of Adaptive Noise Canceller (ANC) 
which removes or suppresses noise from a signal using adaptive filters was first introduced by Widrow [8]. 
Due to long impulse responses, the computational requirements of adaptive filters are very high especially 
during implementation on digital signal processors. Where as in case of non-stationary environments and 
colored background noise convergence becomes very slow if the adaptive filter receives a signal with high 
spectral dynamic range [9]. To overcome this problem numerous approaches have been proposed in the last 
few decades. For example, the Kalman filter and the Wiener filter, Recursive-Least-Square (RLS) algorithm, 
were proposed to achieve the optimum performance of adaptive filters [10-12]. Amongst these the Least 
Mean Square (LMS) algorithm is most frequently used because of its simplicity and robustness. Though, the 
LMS lacks from substantial performance degradation with colored interference signals [13]. Other 
algorithms, such as the Affine Projection algorithm (APA), became alternative approaches but its 
computational complexity increases with the projection order, restricting its use in acoustical environments 
[14]. Noise from the surroundings automatically gets added to the signal in the process of transmission of 
information from the source to receiver side. The usage of adaptive filters is one of the most popular 
proposed solutions to reduce the signal corruption caused by predictable and unpredictable noise. Adaptive 
filters have been used in a broad range of application for nearly five decades. It includes adaptive noise 
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cancellation, adaptive system identification, linear prediction, adaptive equalization, inverse modeling, etc. 
Noise is assumed to be a random process and adaptive filters have the capability to adjust their impulse 
response to filter out the correlated signal in the input. They require modest or no a priori knowledge of the 
signal and noise characteristics. In addition adaptive filters have the potential of adaptively tracking the 
signal under non-stationary conditions. It has the unique characteristic of self-modifying [14] its frequency 
response to change the behavior in time and allowing the filter to adapt the response to the input signal 




Figure 1. Adaptive Filter 
 
 
The objective is to filter the input signal, x(n), with an adaptive filter in such a manner that it 
matches the desired signal, d(n). In order to generate an error signal the desired signal, d(n), is subtracted 
from the filtered signal, y(n). An adaptive algorithm is driven by the error signal which generates the filter 
coefficients in a manner that minimizes the error signal. Unlike from the fixed filter design, here the filter 
coefficients are tunable, are adjusted in dependency of the environment that the filter is operated in, and can 
therefore track any potential changes in this environment. Using this concept, adaptive filters can be tailored 
to the environment set by these signals. However, if the environment changes filter through a new set of 
factors, adjusts for new features [15]. The adaptive filter constitutes a vital part of the statistical signal 
processing. The application of an adaptive filter offers a smart solution to the problem wherever there is a 
need to process signals that result from operation in an environment of unknown statistics, as it typically 
provides a significant enhancement in performance over the use of a fixed filter designed by conventional 
methods [17-18]. The aim of this paper is to review the existing noise cancellation techniques for enhancing 
speech and audio signal quality and to provide the understanding of suitability of various developed models. 
Prior to this, a brief review of the adaptive noise cancellation methods and its application is presented in the 
next section. Finally, a perception on upcoming research is suggested for further consideration. 
 
 
2. ADAPTIVE NOISE CANCELLATION  
Acoustic noise cancellation is indispensable from the health point of view as extensive exposures to 
high level of noise may cause serious health hazards to human being. The conventional noise cancellation 
method [19] uses a reference input signal (correlated noise signal) which is passed through the adaptive filter 
to make it equal to the noise that is added to original information bearing signal. Subsequently this filtered 
signal is subtracted from noise corrupted information signal. This makes the corrupted signal a noise free 
signal. The fundamental concept of noise cancellation [19] is to produce a signal that is equal to a disturbance 
signal in amplitude and frequency but has opposite phase. These two signals results in the cancellation of 
noise signal. The original Adaptive noise cancellation (ANC) [20] uses two sensors to receive the noise 
signal and target signal separately. The relationship between the noise reference x(n) and the component of 
this noise that is contained in the measured signal d(n) may be determined by Adaptive noise cancellation 
shown in Figure 2  
Adaptive Filter 
∑ 
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 Figure 2. Adaptive noise cancelling 
 
 
If several unrelated noises corrupt the measurement of interest then several adaptive filters may be 
deployed in parallel as long as suitable noise reference signals are available within the system. In noise 
cancelling systems the objective is to produce a system output e(n) =[ s(n) + n1 ]- y(n) which is a best fit in 
the least squares sense to the signal s(n). This objective is achieved by adjusting the filter through an adaptive 
algorithm and feeding the system output back to the adaptive filter and to minimize total system output 
power [20]. In an adaptive noise cancelling system, the system output serves as an error signal for the 
adaptive process. 
 
2.1. Digital Filters  
The purpose of digital filters is to separate signals that have been combined and to restore signals 
that have been distorted in some way [22]. Signal separation is required when a signal has been contaminated 
with interference, noise, or other signals whereas restoration is used when a signal has been distorted in some 
way. Broadly the digital filters are classified as Weiner and Kalman filters [23]. 
 
2.1.1. Wiener filter 
A Wiener filter [24] is a digital filter, which is designed to reduce the mean square difference 
between some desired signal and the filtered output. It is occasionally called a minimum mean square error 
filter. A Wiener filter [25] can be finite-duration impulse response (FIR) filter or an infinite-duration impulse 
response (IIR) filter or a [26]. Generally the formulation of an FIR Wiener filter results in a set of linear 
equations and has a closed-form solution whereas the formulation of an IIR Wiener filter [27] results in a set 
of non-linear equations. The Wiener filter represented by the coefficient vector w is depicted in Figure 3. The 
filter accepts the input signal y(m), and generates an output signal xොሺmሻ,	where xොሺmሻ is the least mean square 









k )(wx(m)        (1) 
where m is the discrete-time index, yT=[y(m), y(m–1), ..., y(m–P–1)] is the filter input signal, and the 
parameter vector wT=[w0, w1, ..., wP–1] is the Wiener filter coefficient vector. 
 
 
 Figure 3. Illustration of a Wiener Filter Structure 
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2.1.2. Kalman Filter 
The Kalman filter is a mathematical power tool which plays an important role in computer graphics 
as we include sensing of the real world in our systems. The Kalman filter can also be termed as a set of 
mathematical equations that implement a predictor-corrector type estimator which is optimal in the sense that 
it minimizes the estimated error covariance—when some presumed conditions are met. For the past decade 
the Kalman filter has been the active area of research and application, particularly in the area of autonomous 
or assisted navigation. The Kalman filter [28] (and its variants such as the extended Kalman filter [29] and 




An adaptive filter [37] is a system with a linear filter which consists of transfer function restrained 
by variable parameters and a means to adjust those parameters according to an optimization algorithm. 
Adaptive linear filters [38] are linear dynamical system with variable or adaptive structure and parameters 
and have the property to modify the values of their parameters, i.e. their transfer function, during the 
processing of the input signal, in order to generate signal at the output which is without undesired 
components, noise, and degradation and also interference signals.  
Figure.4 shows the basic concept of an adaptive filter [39] whose primary objective is to filter the 
input signal, x(n), with an adaptive filter in such a manner that it matches the desired signal, d(n). The desired 
signal, d(n), is subtracted from the filtered signal, y(n), to produce an error signal which in turn drives an 
adaptive algorithm that generates the filter coefficients in a manner that minimizes the error signal. The 
adaptation adjusts the characteristics of the filter through an interaction with the environment in order to 
reach the desired values. Contrary to the conventional filter design techniques, adaptive filters do not have 
constant filter coefficients and no priori information is known, such a filters with adjustable parameters are 
called an adaptive filter. Adaptive filter adjust their coefficients to minimize an error signal and may be 
termed as finite impulse response (FIR) [40], infinite impulse response (IIR) [41], lattice and transform 
domain filter. Generally adaptive digital filters consist of two separate units: the digital filter, with a structure 
determined to achieve desired processing (which is known with an accuracy to the unknown parameter 
vector) and the adaptive algorithm for the update of filter parameters, with an aim to guarantee fastest 
possible convergence to the optimum parameters from the point of view of the adopted criterion. Majority of 
adaptive algorithms signify modifications of the standard iterative procedures for the solution of the problem 
of minimization of criterion function in real time. The most common form of adaptive filters are the 
transversal filter using least mean square (LMS) algorithm [42] and recursive least square (RLS) algorithm 
[43].  
 
2.3. Adaptive Algorithms 
Adaptive algorithms [44] have been extensively studied in the past few decades and the most 
popular adaptive algorithms are the least mean square (LMS) algorithm and the recursive least square (RLS) 
algorithm. Attaining the best performance of an adaptive filter requires usage of the best adaptive algorithm 
with low computational complexity and a fast convergence rate. 
 
2.3.1. Least-Mean-Square Algorithm (LMS) 
A very straightforward approach in noise cancelling is the use of LMS algorithm which was 
developed by Windrow and Hoff [45]. This algorithm uses a gradient descent to estimate a time varying 
signal. The gradient descent method finds a minimum, if it exists, by taking steps in the direction negative of 
the gradient and it does so by adjusting the filter coefficients in order to minimize the error. The gradient is 
the del-operator and is applied to find the divergence of a function, which is the error with respect to the nth 
coefficient in this case. The LMS algorithm has been accepted by several researchers for hardware 
implementation because of its simple structure. In order to implement it, modifications have to be made to 
the original LMS algorithm because the recursive loop in its filter update formula prevents it from being 
pipelined.  
The following equation shows the detail of LMS algorithm, 
Weights evaluation – 
)(*)(*)()1( inxnenwnw ii            (2) 
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Error estimation (where error is the desired output)– 
)()()( nyndne           (4) 
 
where the output of an adaptive filter y(n) and the error signal e(n) are given by (3) and (4), respectively. In 
these equations, x(n) is the input signal vector, and w(n) is the tap weight vector of the adaptive filter. The 
equations employ the current estimate of the weight vector. From these equations it is clear that at each 
iteration, the information of most recent values (d(n) , x(n), w(n) and e(n))are required and the iterative 
procedure is started with an initial guess w(0). μ is the step size that depends on the power spectral density of 
the reference input x(n) and filter length M-1 and control the stability and convergence speed of the LMS 
algorithm.  
In the recent times, a new version of the LMS algorithm with time varying convergence parameter 
has been proposed Error! Reference source not found.. The time-varying LMS (TV-LMS) [47] algorithm 
has shown better performance than the conventional LMS algorithm in terms of less mean square error MSE 
and faster convergence. The TV-LMS algorithm is based on utilizing a time-varying convergence parameter 
μn with a general power decaying law for the LMS algorithm. The basic concept of TV-LMS algorithm is to 
exploit the fact that the LMS algorithms need a larger convergence parameter value to speed up the 
convergence of the filter coefficients to their optimal values. After the coefficients converge to their optimal 
values, the convergence parameter ought to be small for better estimation accuracy. In other words, we set 
the convergence parameter to a large value in the initial state in order to speed up the algorithm convergence. 
 
2.3.2. NLMS Algorithm 
The main weakness of the conventional type LMS lies in its complexity in selecting a suitable value 
for the step size parameter that guarantees stability. In order to overcome, NLMS has been proposed in 
controlling the convergence factor of LMS through modification into a time-varying step size parameter. As 
NLMS employs a variable step size parameter intended at minimizing the instantaneous output error hence 
converges faster than the conventional LMS [48-49]. The conventional LMS algorithm experiences a 
gradient noise amplification problem as the convergence factor μ is large. The correction applied to the 
weight vector w(n) at iteration n+1 is “normalized” with respect to the squared Euclidian norm of the input 
vector x(n) at iteration n. We may express the NLMS algorithm as a time-varying step-size algorithm, 
calculating the convergence factor μ as in Equation 5. 
 
µ(n) = αୡା∥୶ሺ୬ሻ∥మ         (5) 
 
where: α is the NLMS adaption constant, which optimize the convergence rate of the algorithm and should 
satisfy the condition 0< α<2, and c is the constant term for normalization and is always less than 1. The Filter 
weights are updated by the Equation 6. 
 
w(n+1) = w(n) + αୡା∥୶ሺ୬ሻ∥మ e(n) x(n)        (6) 
 
In comparison to LMS, the NLMS has varying step size that makes the NLMS to converge more quickly. In 
order to best serve various applications several variants of LMS have been developed. Some of the popular 
variants are Modified Normalized LMS (MN-LMS) algorithm, Leaky LMS, Block LMS, Sign Error LMS, 
Sign-Data LMS (SD-LMS), Sign-Data Normalized LMS (SDN-LMS), Sign-Sign LMS (SS-LMS) algorithm, 
Sign-Sign LMS algorithm with leakage term (SS-LMS-LT), Variable step-size LMS (VS-LMS) algorithm, 
Filtered X-LMS (Fx-LMS) algorithm, Frequency response shaped LMS (FRS-LMS) algorithm, Hybrid LMS 
(H-LMS) algorithm are summarized in Table 1.  
 
2.3.3. Recursive least square (RLS) Algorithm 
RLS algorithm is another potential alternative to overcome slow convergence in colored 
environments [43], which uses the least squares method to develop a recursive algorithm for the adaptive 
transversal filter. The RLS [82] recursively finds the filter coefficients that minimize a weighted linear least 
squares cost function relating to the input signals. RLS tracks the time variation of the process to the optimal 
filter coefficient with relatively very fast convergence speed; though it has increased computational 
complexity and stability problems as compared to LMS-based algorithms [83]. The RLS algorithm [84-85] 
has established itself as the "ultimate" adaptive filtering algorithm in the sense that it is the adaptive filter 
exhibiting the best convergence behavior. Unfortunately, practical applications of the algorithms are often 
associated with high computational complexity and poor numerical properties. Several different standard 
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RLS algorithms with varying degrees of computational complexity and stability exist. Amongst all the 
conventional recursive least squares (CRLS) algorithm is considered to be the most stable, but requires O 
(N2) (on the order of N2) operations per iteration, where N is the filter length [86].  
Fast Transversal RLS Algorithm 
Fast transversal filter (FTF) algorithm [87-88] involves the combined use of four transversal filters for 
forward and backward predictions, joint process and gain vector computation estimation. The merit of FTF 
algorithm lies in its reduced computational complexity as compared to other available solutions.  
 
 




A comprehensive review has been carried out to identify the existing literature related to adaptive 
filtering in noise reduction using LMS adaptive algorithms in particular. LMS is preferred over RLS 
algorithms for various noise cancellation purposes as RLS has increased computational complexity and 
stability problems as compared to LMS-based algorithms which are robust and reliable. Various LMS 
adaptive algorithms viz. N-LMS, MN-LMS, Leaky LMS, Block LMS, SE-LMS, SD-LMS, SDN-LMS, SS-
LMS, SS-LMS-LT, VS-LMS, FX-LMS, FRS-LMS, H-LMS are dealt in this paper for the purpose of 
comparison in terms of simplicity and application. The LMS algorithm is relatively simple to implement and 
is powerful enough to evaluate the practical benefits that may result from the application of adaptivity to the 
problem at hand. Moreover, it provides a practical frame of reference for assessing any further improvement 




[1] Sambur M. Adaptive noise canceling for speech signals. IEEE Transactions on Acoustics, Speech, and Signal 
Processing. 1978 Oct; 26(5):419-23.  
S. No Algorithm type Recursion (Weighted) Reference 
1. Conventional 
LMS )(*)(*)()1( inxnenwnw ii    [45], [48] 
2. NLMS w(n+1) = w(n) + α௖ା∥௫ሺ௡ሻ∥మ e(n) x(n) [48-49] 
3. (MN-LMS) Wሺn ൅ 1ሻ ൌ Wሺnሻ ൅ β ଡ଼ሺ୬ሻகା‖ଡ଼ሺ୬ሻ‖మ μeሺnሻ Where, 0 < β < 2 [50-51] 
4. Leaky LMS Wሺn ൅ 1ሻ ൌ ሺ1 െ μγሻWሺnሻ ൅ Xሺnሻμeሺnሻ 




Wሺሺk ൅ 1ሻLሻ ൌ WሺkLሻ ൅ μ1L෍eሺkL ൅ lሻ
୐ିଵ
୪ୀ଴
XሺkL ൅ lሻ 
Where, l = 0, 1, 2, ... ... ... , L-1 
[55-57] 
6. (SE-LMS) Wሺn ൅ 1ሻ ൌ Wሺnሻ ൅ Xሺnሻμsgnሾeሺnሻሿ 
Where, sgn(.) = signum function sgn[e(n)] = ቐ
1 for eሺnሻ ൐ 0
0 for eሺnሻ ൌ 0
െ1 for eሺnሻ ൏ 0
 
[58-59] 
7. (SD-LMS) Wሺn ൅ 1ሻ ൌ Wሺnሻ ൅ sgnሾXሺnሻሿμeሺnሻ 
Where, sgn(.) = signum function 
[60-62] 
8. (SDN-LMS) w୩ሺn ൅ 1ሻ ൌ w୩ሺnሻ ൅ μ|xሺn െ kሻ| eሺnሻxሺn െ kሻ 
Where, sgn(.) = signum function 
[63] 
9. (SS-LMS) Wሺn ൅ 1ሻ ൌ Wሺnሻ ൅ sgnሾXሺnሻሿμsgnሾeሺnሻሿ 
Where, sgn(.) = signum function 
[64-65] 
10. (VS-LMS) w୩ሺn ൅ 1ሻ ൌ w୩ሺnሻ ൅ μ୩eሺnሻxሺn െ kሻ Where, µmin < µ < µmax 
[66-69] 
11 (SS-LMS-LT) Wሺn ൅ 1ሻ ൌ ሺ1 െ μγሻWሺnሻ ൅ sgnሾXሺnሻሿμsgnሾeሺnሻሿ [89-90] 
12. (FX-LMS) Wሺn ൅ 1ሻ ൌ Wሺnሻ ൅ X′ሺ୬ሻμeሺnሻ 
Where, X′ሺnሻ ൌ sොሺnሻXሺnሻ 
[70-74] 
13. (FRS-LMS) Wሺn ൅ 1ሻ ൌ ሾI െ μFሿWሺnሻ ൅ Xሺnሻμeሺnሻ 
Where, F = □F0 and □ is constant. 
[75-77] 
14. (H-LMS) Wሺn ൅ 1ሻ ൌ Wሺnሻ ൅ Xሺnሻμeሺnሻ 
for, 0 ≤ n ≤ p 
Wሺn ൅ 1ሻ ൌ Wሺnሻ ൅ XሺnሻμሺnሻeሺnሻEሾXሺnሻX୘ሺnሻሿ 
for, n ≥ p+1 
[78-81] 
                ISSN: 2088-8708 
IJECE  Vol. 7, No. 5, October 2017 :  2519 – 2528 
2526
[2] Widrow B, Stearns SD, Burgess JC. Adaptive signal processing edited by bernard widrow and samuel d. 
stearns. The Journal of the Acoustical Society of America. 1986 Sep 1;80(3):991-2. 
[3]  Hernández W. Improving the response of a wheel speed sensor using an adaptive line enhancer. Measurement. 
2003 Apr 30;33(3):229-40. 
[4] Wu JD, Lin SL. Audio Quality Improvement of Vehicular Hands-Free Communication Using Variable Step-
Size Affine-Projection Algorithm. International Journal of Wavelets, Multiresolution and Information 
Processing. 2010 Nov; 8(06):875-94.  
[5] Sasaoka N, Shimada K, Sonobe S, Itoh Y, Fujii K. Speech enhancement based on adaptive filter with variable 
step size for wideband and periodic noise. In Circuits and Systems, 2009. MWSCAS'09. 52nd IEEE 
International Midwest Symposium on 2009 Aug 2 (pp. 648-652). IEEE. 
[6] Ahmad MS, Kukrer O, Hocanin A. A 2-D recursive inverse adaptive algorithm. Signal, Image and Video 
Processing. 2013 Mar 1:1-6.  
[7] Kim PU, Lee Y, Cho JH, Kim MN. Modified adaptive noise canceller with an electrocardiogram to enhance 
heart sounds in the auscultation sounds. Biomedical Engineering Letters. 2011 Aug 1; 1(3):194.  
[8] Widrow B, Glover JR, McCool JM, Kaunitz J, Williams CS, Hearn RH, Zeidler JR, Dong JE, Goodlin RC. 
Adaptive noise cancelling: Principles and applications. Proceedings of the IEEE. 1975 Dec;63(12):1692-716.  
[9] Haykin SS. Adaptive filter theory. Pearson Education India; 2008. . 
[10] Albert TR, Abusalem H, Juniper MD. Experimental results: Detection and tracking of low SNR sinusoids using 
real-time LMS and RLS lattice adaptive line enhancers. In Acoustics, Speech, and Signal Processing, 1991. 
ICASSP-91., 1991 International Conference on 1991 Apr 14 (pp. 1857-1860). IEEE. 
[11] Kazemi R, Farsi A, Ghaed MH, Karimi-Ghartemani M. Detection and extraction of periodic noises in audio 
and biomedical signals using Kalman filter. Signal Processing. 2008 Aug 31; 88 (8):2114-21. 
[12] Ding H, Soon Y, Koh SN, Yeo CK. A spectral filtering method based on hybrid wiener filters for speech 
enhancement. Speech Communication. 2009 Mar 31; 51(3):259-67. 
[13] Vaseghi SV. Advanced digital signal processing and noise reduction. John Wiley & Sons; 2008 Dec 23.  
[14] Diniz PS. Adaptive Filtering: Algorithms and Practical Implementation. Springer. New York, NY, USA. 2008.  
[15] Thenua RK, Agarwal SK. Simulation and performance analysis of adaptive filter in noise cancellation. 
International Journal of Engineering Science and Technology. 2010;2(9):4373-8.  
[16] Haykin S, Sayed AH, Zeidler JR, Yee P, Wei PC. Adaptive tracking of linear time-variant systems by extended 
RLS algorithms. IEEE Transactions on signal processing. 1997 May; 45(5):1118-28. 
[17] Ramli RM, Noor AA, Samad SA. A review of adaptive line enhancers for noise cancellation. Australian 
Journal of Basic and Applied Sciences. 2012 Jun;6(6):337-52. 
[18] Modares H, Ahmadyfard A, Hadadzarif M. A PSO approach for non-linear active noise cancellation. InProc. 
the 6th WSEAS International Conference on Simulation, Modelling and Optimization, Lisbon, Portugal 2006 
Sep 22 (pp. 492-497).  
[19] Rafique A, Ahmed SS. Performance Analysis of a Series of Adaptive Filters in Non-Stationary Environment 
for Noise Cancelling Setup. In Proceedings of World Academy of Science, Engineering and Technology 2013 
Feb 1 (No. 74, p. 332). World Academy of Science, Engineering and Technology (WASET).  
[20] Matsubara K, Nishikawa K, Kiya H. Pipelined LMS adaptive filter using a new look-ahead transformation. 
IEEE Transactions on Circuits and Systems II: Analog and Digital Signal Processing. 1999 Jan; 46(1):51-5.  
[21] Chhikara J, Singh J. Noise cancellation using adaptive algorithms. International Journal of Modern 
Engineering Research. 2012 May;2(3):792-5 
[22] Mills W, Mullis C, Roberts R. Digital filter realizations without overflow oscillations. IEEE Transactions on 
Acoustics, Speech, and Signal Processing. 1978 Aug; 26 (4):334-8. 
[23] Krishnan V. Weiner and Kalman Filters. Probability and Random Processes. 2006:625-65. 
[24] Zalevsky Z, Mendlovic D. Fractional Wiener filter. Applied optics. 1996 Jul 10; 35(20):3930-6.  
[25] Chen J, Benesty J, Huang Y, Doclo S. New insights into the noise reduction Wiener filter. IEEE Transactions 
on audio, speech, and language processing. 2006 Jul; 14 (4):1218-34.  
[26] Stahl V, Fischer A, Bippus R. Quantile based noise estimation for spectral subtraction and Wiener filtering. 
InAcoustics, Speech, and Signal Processing, 2000. ICASSP'00. Proceedings. 2000 IEEE International 
Conference on 2000 (Vol. 3, pp. 1875-1878). IEEE. 
[27] Angelopoulos G, Pitas I. Multichannel Wiener filters in color image restoration. IEEE transactions on circuits 
and systems for video technology. 1994 Feb;4(1):83-7. 
[28] Kalman RE. A new approach to linear filtering and prediction problems. Journal of basic Engineering. 1960 
Mar 1; 82(1):35-45. 
[29] Groves PD. Principles of GNSS, inertial, and multisensor integrated navigation systems. Artech house; 2013 
Apr 1.  
IJECE  ISSN: 2088-8708  
 
LMS Adaptive Filters for Noise Cancellation: A Review (Shubhra Dixit) 
2527
[30] Julier S.J, Uhlmann JK. Unscented filtering and nonlinear estimation. Proceedings of the IEEE. 2004 Mar; 
92(3):401-22.  
[31] Gelb A. Applied optimal estimation. MIT press; 1974.  
[32] Maybeck PS. Stochastic models, estimation, and control. Academic press; 1982 Aug 25.  
[33] Lewis FL, Lewis FL. Optimal estimation: with an introduction to stochastic control theory. New York et al.:  
[34] Wiley; 1986 Apr. Jacob OL. Introduction to control theory. 
[35]  Brown RG, Hwang PY. Introduction to random signals and applied Kalman filtering: with MATLAB exercises 
and solutions. Introduction to random signals and applied Kalman filtering: with MATLAB exercises and 
solutions, by Brown, Robert Grover.; Hwang, Patrick YC New York: Wiley, c1997. 
[36] G Grewal MS, Andrews AP, Filtering AK. Theory and practice using Matlab. Wieley-Interscience, Canada. 
2001. 
[37] Ram MR, Madhav KV, Krishna EH, Komalla NR, Reddy KA. A novel approach for motion artifact reduction 
in PPG signals based on AS-LMS adaptive filter. IEEE Transactions on Instrumentation and Measurement. 
2012 May;61(5):1445-57. 
[38] Park SY, Meher PK. Low-power, high-throughput, and low-area adaptive FIR filter based on distributed 
arithmetic. IEEE Transactions on Circuits and Systems II: Express Briefs. 2013 Jun;60(6):346-50. 
[39] Yu MJ. INS/GPS integration system using adaptive filter for estimating measurement noise variance. IEEE 
Transactions on Aerospace and Electronic Systems. 2012 Apr;48(2):1786-92. 
[40] Mohanty BK, Meher PK. A high-performance energy-efficient architecture for FIR adaptive filter based on 
new distributed arithmetic formulation of block LMS algorithm. IEEE transactions on signal processing. 2013 
Feb 15;61(4):921-32. 
[41] Algreer M, Armstrong M, Giaouris D. Active online system identification of switch mode DC–DC power 
converter based on efficient recursive DCD-IIR adaptive filter. IEEE transactions on power electronics. 2012 
Nov;27(11):4425-35. 
[42] Akingbade KF, Alimi IA. Separation of Digital Audio Signals using Least-Mean-Square (LMS) Adaptive 
Algorithm. International Journal of Electrical and Computer Engineering (IJECE). 2014 Aug 1;4(4):557. 
[43] Dhiman J, Ahmad S, Gulia K. Comparison between Adaptive filter Algorithms (LMS, NLMS and RLS). 
International Journal of Science, Engineering and Technology Research (IJSETR). 2013 May 5; 2(5):1100-3. 
[44] Chandrakar C, Kowar MK. Denoising ECG signals using adaptive filter algorithm. International Journal of 
Soft Computing and Engineering (IJSCE). 2012 Mar; 2(1):120-3. 
[45] Widrow B, Hoff ME. Adaptive switching circuits. InIRE WESCON convention record 1960 Aug 4 (Vol. 4, No. 
1, pp. 96-104). 
[46] Lau YS, Hussain ZM, Harris R. A time-varying convergence parameter for the LMS algorithm in the presence 
of white Gaussian noise. InSubmitted to the Australian Telecommunications, Networks and Applications 
Conference (ATNAC), Melbourne 2003. 
[47] Gazor S. Prediction in LMS-type adaptive algorithms for smoothly time varying environments. IEEE 
Transactions on Signal Processing. 1999 Jun; 47(6):1735-9. 
[48] Haykin SS. Adaptive filter theory. Pearson Education India; 2008.  
[49] Paulo SD. Adaptive filtering algorithms and practical implementation. The international series in Engineering 
and Computer Scienc. 2008:23-50. 
[50] Chulajata T, Kwon HM. An adaptive array antenna with no phase calibration for cdma2000 reverse link. 
InMILCOM 2000. 21st Century Military Communications Conference Proceedings 2000 (Vol. 2, pp. 816-820). 
IEEE.  
[51] Chulajata T, Kwon HM, Min KY. Adaptive antenna array with no phase calibration for CDMA reverse link. 
InVehicular Technology Conference, 2000. IEEE-VTS Fall VTC 2000. 52nd 2000 (Vol. 1, pp. 127-134). IEEE. 
[52] Poularikas AD, Ramadan ZM. Adaptive filtering primer with MATLAB. CRC Press; 2006 Feb 14. 
[53] Mayyas, K., and Tyseer Aboulnasr. "Leaky LMS algorithm: MSE analysis for Gaussian data." IEEE 
Transactions on Signal Processing 45.4 (1997): 927-934. 
[54] Kamenetsky M, Widrow B. A variable leaky LMS adaptive algorithm. InSignals, Systems and Computers, 
2004. Conference Record of the Thirty-Eighth Asilomar Conference on 2004 Nov 7 (Vol. 1, pp. 125-128). 
IEEE. 
[55] Farhang-Boroujeny B, Chan KS. Analysis of the frequency-domain block LMS algorithm. IEEE Transactions 
on Signal Processing. 2000 Aug;48(8):2332-42.  
[56] Rahman MZ, Shaik RA, Reddy DR. Adaptive noise removal in the ECG using the block LMS algorithm. 
InAdaptive Science & Technology, 2009. ICAST 2009. 2nd International Conference on 2009 Jan 14 (pp. 380-
383). IEEE. 
[57] Im S, Powers EJ. A block LMS algorithm for third-order frequency-domain Volterra filters. IEEE Signal 
Processing Letters. 1997 Mar;4(3):75-8. 
                ISSN: 2088-8708 
IJECE  Vol. 7, No. 5, October 2017 :  2519 – 2528 
2528
[58] Freire NL, Douglas SC. Adaptive cancellation of geomagnetic background noise using a sign-error normalized 
LMS algorithm. InAcoustics, Speech, and Signal Processing, 1993. ICASSP-93., 1993 IEEE International 
Conference on 1993 Apr 27 (Vol. 3, pp. 523-526). IEEE. 
[59] Elliott S, Stothers IA, Nelson P. A multiple error LMS algorithm and its application to the active control of 
sound and vibration. IEEE Transactions on Acoustics, Speech, and Signal Processing. 1987 Oct;35(10):1423-
34. 
[60] Paul B, Mythili P. ECG noise removal using GA tuned sign-data least mean square algorithm. InAdvanced 
Communication Control and Computing Technologies (ICACCCT), 2012 IEEE International Conference on 
2012 Oct 4 (pp. 100-103). IEEE. 
[61] Carusone A, Johns DA. Analogue adaptive filters: past and present. IEE Proceedings-Circuits, Devices and 
Systems. 2000 Feb 1; 147(1):82-90. 
[62] Shoval A, Johns DA, Snelgrove WM. Comparison of DC offset effects in four LMS adaptive algorithms. IEEE 
Transactions on Circuits and Systems II: Analog and Digital Signal Processing. 1995 Mar;42(3):176-85. 
[63] Douglas SC. Generalized gradient adaptive step sizes for stochastic gradient adaptive filters. InAcoustics, 
Speech, and Signal Processing, 1995. ICASSP-95., 1995 International Conference on 1995 May 9 (Vol. 2, pp. 
1396-1399). IEEE. 
[64] Lahalle E, Perez PF, Fleury G. Simplified LMS algorithms in the case of non-uniformly sampled signals. 
InAcoustics, Speech, and Signal Processing, 2003. Proceedings.(ICASSP'03). 2003 IEEE International 
Conference on 2003 Apr 6 (Vol. 6, pp. VI-81). IEEE. 
[65] Jun BE, Park DJ, Kim YW. Convergence analysis of sign-sign LMS algorithm for adaptive filters with 
correlated Gaussian data. InAcoustics, Speech, and Signal Processing, 1995. ICASSP-95., 1995 International 
Conference on 1995 May 9 (Vol. 2, pp. 1380-1383). IEEE. 
[66] Kwong RH, Johnston EW. A variable step size LMS algorithm. IEEE Transactions on signal processing. 1992 
Jul; 40(7):1633-42. 
[67] Aboulnasr T, Mayyas K. A robust variable step-size LMS-type algorithm: analysis and simulations. IEEE 
Transactions on signal processing. 1997 Mar; 45(3):631-9. 
[68] Gao Y, Xie SL. A variable step size LMS adaptive filtering algorithm and its analysis. Acta Electronica Sinica. 
2001 Aug; 29(8):1094-7.  
[69] Chan KW, Zhang YT. Adaptive reduction of motion artifact from photoplethysmographic recordings using a 
variable step-size LMS filter. InSensors, 2002. Proceedings of IEEE 2002 (Vol. 2, pp. 1343-1346). IEEE. 
[70] Mohammed J. A study on the suitability of genetic algorithm for adaptive channel equalization. International 
journal of electrical and computer engineering. 2012 Jun 1; 2(3):285. 
[71] Bjarnason E. Analysis of the filtered-X LMS algorithm. IEEE Transactions on Speech and Audio Processing. 
1995 Nov; 3(6):504-14. 
[72] Snyder SD, Hansen CH. The effect of transfer function estimation errors on the filtered-x LMS algorithm. 
IEEE Transactions on Signal Processing. 1994 Apr; 42(4):950-3. 
[73] Douglas SC. Fast implementations of the filtered-X LMS and LMS algorithms for multichannel active noise 
control. IEEE Transactions on speech and audio processing. 1999 Jul; 7(4):454-65. 
[74]  Tobias OJ, Bermudez JC, Bershad NJ. Mean weight behavior of the filtered-X LMS algorithm. IEEE 
Transactions on Signal Processing. 2000 Apr; 48(4):1061-75. 
[75] Kukrer O, Hocanin A. Frequency-response-shaped LMS adaptive filter. Digital Signal Processing. 2006 Nov 1; 
16(6):855-69.  
[76] Parker PJ, Bitmead RR. Adaptive frequency response identification. InDecision and Control, 1987. 26th IEEE 
Conference on 1987 Dec 9 (Vol. 26, pp. 348-353). IEEE. 
[77] Elko GW, Pong AT. A simple adaptive first-order differential microphone. InApplications of Signal Processing 
to Audio and Acoustics, 1995. IEEE ASSP Workshop on 1995 Oct 15 (pp. 169-172). IEEE.. 
[78] Chang PC, Yu CS, Lee TH. Hybrid LMS-MMSE inverse halftoning technique. IEEE Transactions on Image 
Processing. 2001 Jan;10(1):95-103. 
[79] Chern SJ, Horng JC, Wong KM. The performance of the hybrid LMS adaptive algorithm. Signal processing. 
1995 Jun 30; 44(1):67-88. 
[80] Zerguine A, Bettayeb M, Cowan CF. Hybrid LMS–LMF algorithm for adaptive echo cancellation. IEE 
Proceedings-Vision, Image and Signal Processing. 1999 Aug 1; 146(4):173-80. 
[81] Zerguine A, Bettayeb M, Cowan CF. A hybrid LMS-LMF scheme for echo cancellation. InAcoustics, Speech, 
and Signal Processing, 1997. ICASSP-97., 1997 IEEE International Conference on 1997 Apr 21 (Vol. 3, pp. 
2313-2316). IEEE. 
[82] Hadei S. A family of adaptive filter algorithms in noise cancellation for speech enhancement. arXiv preprint 
arXiv:1106.0846. 2011 Jun 4. 
IJECE  ISSN: 2088-8708  
 
LMS Adaptive Filters for Noise Cancellation: A Review (Shubhra Dixit) 
2529
[83] Dixit Shubhra and Nagaria Deepak. Design and analysis of Cascaded LMS adaptive Fulters for Noise 
Cancellation. Circuits Systems and Sgnal Processing. 2017 Feb 36(2):742. 
[84] Raya MA, Sison L.G. Adaptive noise cancelling of motion artifact in stress ECG signals using accelerometer. 
InEngineering in Medicine and Biology, 2002. 24th Annual Conference and the Annual Fall Meeting of the 
Biomedical Engineering Society EMBS/BMES Conference, 2002. Proceedings of the Second Joint 2002 (Vol. 2, 
pp. 1756-1757). IEEE. 
[85] Prasetyowati SA, Susanto A. Multiple Processes for Least Mean Square Adaptive Algorithm on Roadway 
Noise Cancelling. International Journal of Electrical and Computer Engineering. 2015 Apr 1;5(2):355. 
[86] Hubing N.E, Alexander S.T. Statistical analysis of initialization methods for RLS adaptive filters. IEEE 
Transactions on Signal Processing. 1991 Aug; 39(8):1793-804. 
[87] Diniz PS. Fast Transversal RLS Algorithms. InAdaptive Filtering 1997 (pp. 289-309). Springer US. 
[88] Prasetyowati S.A, Susanto A. Multiple Processes for Least Mean Square Adaptive Algorithm on Roadway 
Noise Cancelling. International Journal of Electrical and Computer Engineering (IJECE). 2015 Apr 
1;5(2):355. 
[89] Mohammed J. A study on the suitability of genetic algorithm for adaptive channel equalization. International 
Journal of Electrical and Computer Engineering (IJECE). 2012 Jun 1; 2 (3):285. 
[90] Mohammed J.R. Low complexity adaptive noise canceller for mobile phones based remote health monitoring. 
International Journal of Electrical and Computer Engineering (IJECE). 2014 Jun 1; 4(3):422. 
 
 




Shubhra Dixit was born in Varanasi, Uttar Pradesh in 1984. She received her Bachelors and 
Masters Degree in Electronics Engineering and Digital Communications Systems from Uttar 
Pradesh Technical University, Lucknow, INDIA, in the year 2006 and 2010 respectively. 
In the year 2010 she joined Amity Institute of Telecom Engineering & Management, Amity 
University, Uttar Pradesh, India as Assistant Professor and involved in various teaching and 
research activities in the field of Signal Processing.  
She is author and co-author of more than 10 National and International level conference and 
journal papers and life time member of IETE, India. Her research interest includes Signal 
Processing and Digital Communication. She is extensively working in the field of Noise 
Cancellation using Adaptive filters. 
 
  
 Deepak Nagaria was born in Jhansi, Uttar Pradesh, in 1975. He received his B.E. in 
Electronics & Instrumentation Engineering from Bundelkhand Institute of Engineering and 
Technology, Jhansi, INDIA, in 1996, M.Tech in Control Systems from National Institute of 
Technology, Kurukshetra, Haryana, India in 1999 and the Ph.D. degree in control systems 
from Indian Institute of Technology, Roorkee, India in 2009. 
In 1999 he joined Bundelkhand Institute of Engineering and Technology, Jhansi, INDIA and 
currently working as Head of Department Electrical Engineering and Reader in the 
Department of Electronics & Communication Engineering His research interest includes 
Control Systems, Artificial Intelligence, Signal Processing and Communication. He is 
member of various academic research councils and societies. He has many papers in 
International and National Journals.
 
