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In this article we present a method for semi-automatically deriving lexico-conceptual
ontologies in other languages, given a lexico-conceptual ontology for one language and
bilingual mapping resources. Our method uses a logistic regression model to combine
mappings proposed by a set of classiﬁers (up to 17 in our implementation). The
method is formally described and evaluated by means of two implementations for semi-
automatically building Spanish and Thai WordNets using Princeton’s WordNet for English
and conventional English–Spanish and English–Thai bilingual dictionaries.
© 2009 Elsevier B.V. All rights reserved.
1. Introduction
Ontologies have recently become a core resource for many knowledge-based applications. While the Semantic Web [9]
has triggered increased interest in the use of ontologies, of late ontologies are also widely used in other application areas
such as e-commerce, Information Retrieval, or Information Integration. Ontologies represent static domain knowledge for
eﬃcient use by multiple knowledge agents.
Acquiring domain knowledge for building ontologies is highly costly and time consuming. For this reason numerous
methods and techniques have been developed for trying to reduce the effort involved [20,36,38,44].
The characterization of an ontology varies in the literature. The most widely used deﬁnition, due to Gruber [21], states
that “an ontology is an explicit speciﬁcation of a conceptualization”. Later, Studer et al. [45] reﬁne this deﬁnition stating
that “an ontology is a formal explicit speciﬁcation of a shared conceptualization”.
Ontologies differ and, thus, can be classiﬁed along several features such as the level of generality (i.e. top-level, generic,
domain ontologies) or the level of detail of the domain theory, ranging from domain models reduced to a taxonomic hier-
archy (shallow or lightweight ontologies), to those including relations between concepts, downto complex models including
axioms and constraints (heavyweight ontologies).
When faced with lexical (or more appropriately lexico-conceptual) ontologies additional problems arise. Some authors
simply reject this term. An ontology is by deﬁnition conceptual and, thus, language independent (or at least, language
neutral). Other authors admit that some conceptualizations are different in different languages, thus leading to different
ontologies. Barbu and Barbu-Mititelu [7] classify these differences as accidental, systematic and cultural. Some concepts, for
instance, are lexicalized for one language but not for another (i.e. no single word or multiword expression can be used to
uniquely refer to the concept). Alternatively, other authors split the lexico-conceptual ontology into two linked components:
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Fig. 2. A lexical ontology.
the conceptual core (the true ontology) and the lexical coverage (a lexicon). In this way concepts can be accessed through
their lexicalizations as needed when using the ontology for Natural Language applications.
This mapping between lexical items (words or multiword expressions) and concepts can be complex. Because of poly-
semy, most lexical items can be mapped into more than one concept. Because of synonymy, more than one word can be
mapped to a particular concept. Usually the mapping is split into two steps as shown in Fig. 1: from words into word-senses
(i.e., different word meanings) and from word-senses into concepts.
In this paper we deal with the problem of building a new wide-coverage lexico-conceptual ontology for one language
from an existing lexico-conceptual ontology for another language. Our notion of lexico-conceptual ontology, LO, follows the
split approach. As shown in Fig. 2, an LO consists of a core conceptual ontology, CO, a lexicon (i.e., a collection of lexical
items covering the concepts in the CO) and a mapping between both structures (usually via a set of word-senses).
Our ontology is domain-independent in the sense that the bilingual resources we have used in our experiments were
generic. It is wide coverage in the sense that we adopt statistical methods, which may be less appropriate for small ontolo-
gies where high quality human translation of terms is possible.
Our claim is that since a substantial part of the CO is in fact language neutral, an LO for a target language can be derived
for a subset of the CO using available bilingual resources (bilingual dictionaries, aligned bilingual corpora, translation models,
etc.) so long as an LO for a source language is available.
This derivation process is far to be simple. We have pointed out that for an LO, the mapping from words via word-senses
to concepts is complex and controversial. Kilgarrif [25], for instance, argues against reifying word-senses, while Edmonds
and Hirst [17] eschew absolute synonymy in favor of modeling near-synonymy for ﬁne-grained mapping between words
and concepts.
When dealing with multilingual mapping, the problems are even more severe. Not only is mapping words from one
language to another complex because of words having no translation, words having multiple possible translations and
words having phrasal translations, but also mapping between word-senses introduces us another different set of problems.
In this paper we present a methodology for automating the process of creating a multilingual lexical ontology, by auto-
matically associating words of a new language to concepts of a pre-existing ontology for another language. This approach
signiﬁcantly reduces development time since human intervention is left for last.
1.1. Methodology: automatically associating words with concepts
As said above, we assume that an LO for the source language is available, as well as bilingual lexical resources mapping
lexical units (word or multiwords) from the source to the target language. Our aim is to automatically derive a new LO
having as conceptual core ontology a substantial subset of the original LO, lexically covered by a subset of the target
vocabulary.
An obvious straightforward way of doing this consists of mapping all the words of the target vocabulary to their transla-
tion equivalent in the source vocabulary as proposed by the bilingual resource and then considering that all the mappings
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over productive approach generates a huge number of incorrect mappings because it is the result of a mere Cartesian prod-
uct. We therefore propose a more sophisticated method where a family of specialized mappers proposes the most promising
translations, using as knowledge sources the complete set of bilingual mappings, the set of mappings word → word-sense
→ concept of the original LO and the relations existing between concepts in the CO.
As speciﬁc applications of the proposed methodology we consider the problem of building WordNets for both Spanish
and Thai given Princeton WN for English and the relevant English–Spanish and English–Thai bilingual resources.
In Section 2 we present other related efforts. In Section 3 the problem is formalized. Afterwards, in Section 4, the
methodology is described in terms of the previous formalization. Then, two examples of the application of the LeOnI
methodology are presented: a Spanish WordNet in Section 5, and a Thai WordNet in Section 6. Finally, in Section 7 we
present some conclusions.
2. Automatic ontology building and enrichment
In this section we present a brief survey of related approaches focusing on the systems closest to ours.
Two primary ontology management tasks are related to our system: ontology building (including ontology learning)
and ontology merging (including ontology alignment and mapping). We are involved in ontology building because our
ﬁnal goal is the construction of a new ontology for another language. We are involved in ontology merging because our
approach proceeds by integrating different wide-coverage knowledge sources including existing ontologies. As we will try to
demonstrate in this paper, the use of a core ontology and bilingual lexical resources as knowledge sources makes the task
easier than the general methods for creating and merging ontologies that work at the conceptual level.
2.1. Automatic ontology building
Multiple approaches have been followed for automatic ontology building: machine learning, clustering, knowledge-based
inference, etc. basically depending on the input data. Roughly two types of data can be used: unstructured (i.e. text-based
or corpus-based) and structured. Maedche and Staab [26] reﬁne this later case into dictionaries, knowledge bases, semi-
structured data and relation schemas.
When a structured collection of the relevant concepts is not available, the procedure has to be oriented to extract those
concepts from text corpora. Most textual-based systems, following the pioneering work of Hearst [22], rely on pattern-based
extraction, where the involved patterns can be learned or manually provided. Notable examples of these methods are the
CAMÉLÉON system [6] and the system implemented by Xu et al. [47].
Another common approach is tu use clustering techniques to discover concepts and detect taxonomic relations between
them. The Mo’K workbench [10] is an interesting example of such technique. Association rules have been used by Maed-
che and Staab [26]. The OntoLearn system [31] integrates this and other approaches for extracting relevant domain terms
from a corpus, relate them to a general-purpose ontology and detect relations between the concepts.
The Web has recently been successfully used as an excellent resource for assuring high recall (at a cost of lower precision)
for corpus-based ontology learning. Sanchez and Moreno [41] and Faatz and Steinmetz [18] are good examples of this
approach.
For a more in depth and extended survey of these approaches see Gómez-Pérez and Manzano-Mach [20].
Closer to our approach are methods using as input structured lexical resources such as dictionaries, lexicons, encyclope-
dias, or conceptual resources, such as pre-existing ontologies, thesaurus or relational schemata. Of these, the most important
approaches use dictionaries as input resources.
Dictionaries provide certain information (deﬁnitions, translations to other languages, examples of use, etc.) for a given set
of entries (concepts, headwords, word senses, etc.). By analyzing this information, half the work is done, since the concepts
are deﬁned and the extracted information provides a means for relating the concepts.
Following the seminal approach of [3] many systems developed taxonomies from monolingual dictionaries by analyzing
the dictionary deﬁnitions, extracting the genus terms and disambiguating them [4,11,13,38].
In our case, the main source is an existing ontology which has to provide the skeleton of the target one. The remaining
knowledge sources are used for supporting the bilingual mappings. Thus the problem approximates ontology merging as
discussed in next section.
2.2. Ontology merging
Ontology merging consists on the integration of multiple, possibly independently produced, ontologies. According to
Predoiu et al. [36], ontology merging can be performed in three steps that can be carried out with or without human
intervention:
(1) importing ontologies, i.e. translating the input ontologies from their own representation language (RDF, OWL, KIF, etc.)
into a common representation language,
(2) ﬁnding similarities between the elements of the input ontologies,
(3) specifying the mapping/merging.
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Most of the methods focus on discovering the most reliable alignment between the conceptual resources. The process
is frequently approached by means of graph based methods: Bayesian networks, as in OMEN [30], bipartite graphs, as in
GMO [23], using different forms of propagation, such as similarity ﬂooding [27] or relaxation labeling for mapping tax-
onomies [15], and reﬁnement of mappings, as in OM [14]. Distributional-based methods such as GLUE [16] have also been
frequently applied. Most of these systems have in common (in clear contrast to our method) their rather limited coverage.
2.3. Cross-lingual mapping of ontologies
Obviously cross-linguality implies an additional diﬃculty for aligning lexical ontologies but, on the other hand, it allows
for the reuse of material available for other languages. Although the aim of LeOnI is to provide a general method for building
an ontology for one language from an existing ontology for another, our efforts, and the empirical evaluation we provide,
have relied speciﬁcally on Princeton’s WordNet as source ontology with Spanish and Thai WordNets as targets.
From the early 1990’s there has been interest on adapting ontologies and other lexical and conceptual resources built for
English to other languages.
Due to the success of Princeton’s English WordNet, lots of efforts have been devoted to build WordNets for other lan-
guages. Although most of these WordNets have been built manually, in some cases a substantial part of the work has been
performed automatically, using English WordNet as source ontology and bilingual resources for proposing alignments.
Okumura and Hovy [33] proposed some heuristics for associating Japanese words to WordNet by means of an interme-
diate bilingual dictionary and taking advantage of the usual genus/differentiae structure of dictionary deﬁnitions. Khan and
Hovy [24] proposed, later, a way to reduce the hyper-production of spurious links by this method by searching common
hyperonyms that could collapse several hyponyms. These efforts can be seen as clear antecedents of ours.
Within this approach we can place the development of Spanish WordNet [5], in the framework of EuroWordNet. In this
work1 we enriched the set of heuristics proposed in [33] for extracting bilingual mappings and performed an initial attempt
for combining their results. The work described in this article has its origin in this system, detailed in Section 5.
Later, following the same approach, Catalan [8] and Basque [1] were developed.
A similar methodology was followed for creating the Hungarian WordNet [28]. In this case, the basic bilingual-based
approach was complemented with methods using a monolingual explanatory dictionary. Also [12] use information ex-
tracted from a monolingual Chinese dictionary to complement the bilingual resources in the construction of a Chinese and
a Chinese–English WordNet.
Barbu and Barbu-Mititelu [7] experiment with a similar approach for the Romanian WordNet, which relies on additional
knowledge sources such as Magnini’s WordNet domains and WordNet glosses. They use a small set of manually devised
simple metarules for ranking and combining the results of the individual heuristics.
Our method goes beyond all these previous approaches in several ways.
• It is fully automatic.
• It uses a richer set of individual heuristics (17 in our experiments).
• It allows the use of additional Knowledge Sources (not used in our experiments).
• It combines and ranks the links proposed by the different individual heuristics in a statistically sound way (using logistic
regression).
3. Formalization
In this section we present a formal description of the problem, which permits us to highlight the problems to be solved
and makes implementation easier. A general framework is presented from which WordNet is just a particular case, although
we do not intend to focus on this single lexical resource. From an original language with an existing ontology and a bilingual
dictionary relating it to a second language, a kernel ontology for the second language can be inferred and the correctness
of the inferred associations can be evaluated.
3.1. Our view of lexical ontologies
A language L is associated with a set of concepts C .
Let V = {w} be a vocabulary of word forms of L (L is simply a subset of V ). V is assumed to be ﬁnite and static. V can
correspond to a general vocabulary of a natural language as English or to a sublanguage (e.g. a domain-speciﬁc jargon) or
even to an artiﬁcial language or to the words belonging to some syntactic category.
Let R be a set of relations r ⊂ Cn . No restrictions are placed on the kind of relations in R although in general they will
be binary relations (n = 2,CrC ). Examples of such relations might include c1 has_hyperonym c2, c1 entails c2.
1 Two of the authors of this article were involved in this work.
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An ontology is strictly deﬁned as the pair O= (C, R).
Let S be an application S : V → P(C) from single words in V to concepts2 in C . Since card(S(w)) > 1 for polysemic
words, S(V ) ⊂ C , that is S(V ) ∈ P(C), being P(C) parts of C . If the language also allows synonymy, ∃wi,w j ∈ V : S(wi) ∩
S(w j) = ∅.
A lexico-conceptual ontology is deﬁned as the tuple O = (V , S,C, R).
Fig. 3 offers a graphical interpretation of the concepts deﬁned above.
3.2. Problem
Given:
• An ontology O= {C, R}.
• Two languages L1 and L2 that lexicalize two subsets of C by means of two vocabularies V1 and V2.
– V1 lexicalizes C1 ⊂ C .
– V2 lexicalizes C2 ⊂ C .
– A priori C1 = C2, but C1 ∩ C2 = ∅ and it is expected to be big, since L1 and L2 lexicalyze a single reality. From now
on, C1 ∩ C2 will be referred as C∩ for short.
• A lexico-conceptual ontology for L1, representing the view of the world of L1 in terms of concepts (C1) and relations
(R1) between them:
O 1 = (V1, S1,C1, R1)
• A bilingual (even partial) mapping D between V2 and V1:
D : V2 → P(V1) is such that given w ∈ V2, D(w) = {w1,w2, . . . ,wn} ⊂ V1
Goal: Construct a lexico-conceptual ontology O 2 = (V2, S2,C2, R2) representing concepts and relations consistent with
the target language L2 view of the reality.
The problem of building O 2 from scratch will have an equivalent cost to that of building O 1 and will imply equivalent
complexities when some concepts and relations need to be represented.
We claim that, under the stated assumptions, at least part of O 2 can be derived from O 1 and D semi-automatically.
The methodology we use is called LeOnI (Lexical Ontologies Inference). Fig. 4 illustrates LeOnI’s general idea. Although a
structure similar to Fig. 3 exists for L1, there is no corresponding structure for L2 because C2 and S2 are unknown (shown
by a dashed line in Fig. 4). LeOnI tries to establish S2 (or at least part of it) from the subsets of words from V1 and V2 that
refer to the same concepts as determined by D .
Derivation of V2: V2 is normally obtained from an appropriate lexical resource such as a monolingual dictionary. In
addition, a monolingual dictionary adds information about word senses which could help in the identiﬁcation of C2 as well
as in the construction of S2. But this is a hard task due to the one to many (polysemy) and many to one (synonymy) nature
2 Assuming C is a set of concepts associated with single words (although we know there are concepts associated with phrases). The extension of the
methodology to concepts associated with by phrases (non-lexicalized concepts) is straightforward.
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of S2 and the additional problem of generating R2 from scratch without proper information. When a bilingual mapping D
is available, words of V2 are associated with words of V1, and a lot of information is already available for V1. However,
since bilingual dictionaries will inevitably be partial, D can only associate a subset of V2 with a subset of V1.
Consider D : P(V2) → P(V1) where ∀v ⊂ V2, D(v) =⋃w∈v D(w). Thus, there are two useful subsets to work with:
• D(V2), the set of words in V1 that are translation of some word from V2 in D. Remember that D(w2) is the set of
translations provided by D for a speciﬁc word w2 and it is a subset of V1.
• D−1(V1), the set of words in V2 translated trough D to V1.
Derivation of S2: Building S2 relating the words of V2 with the concepts of C2 is diﬃcult when C2 is unknown.
Let S1 : P(V1) → P(C1) the function that provides the set of senses of a certain set of words from V1:
• ∀v ∈ P(V1), S1(v) =⋃∀w∈v S1(w),• S1(V1) is the set of senses for all the words in V1, and
• S1(D(V2)) represents the set of senses for those words in V1 that are translations of some word in V2.
S2 could be deﬁned equivalently and S2(V2) is the set of senses for all the words in V2.
At ﬁrst glance, it seems that the composition of D and S1 can be a core for S2. But this is a naive formulation due
to polysemy in L1. Because of that, not all members of S1(D(V2)) represent correct senses of words of V2, and so the
problem is to identify the incorrect links (that is S1(D(V2)) − S2(V2)) and reject them, in order to approach S2 as closely
as possible.
So, S2 is approached ﬁrst by D ◦ S1 taking into account that this will require further ﬁltering in a second phase.
Derivation of C2: Although ﬁnding C2 directly is diﬃcult, ﬁnding the subset of those concepts covered by both L1 and
L2 is an easier task. In our work, under the presented scenario, C∩ is expected to be large and to cover the more general
and common concepts of C .
If w1 ∈ D(w2), w1 is a translation of w2 and the pair of words (w2,w1) should be associated with some common
concept. As proposed in previous section S2(w2) should be calculated as S1(D(w2)), but this can be wrong for polysemic
words.
However, the existence of a bilingual dictionary justiﬁes that C∩ = ∅: being S2(w2) ⊂ C2 the set of senses of w2 in L2,
and D(w2) ⊂ V1 the possible translations of w2 according to D , the relationship between S1 and S2 could be expressed as
in expression (1). See Fig. 5 for a graphical representation.
∀w2 ∈ V2∃s2 ∈ C2: s2 ∈ S2(w2) and ∃w1 ∈ D(w2): S1(w1) = s2 (1)
In fact, since O 1 and R1 are known, particularly, the relationship among concepts of C∩ is also known. And this can be
used to infer at least part of O 2. This is the reason why our goal now moves to identifying C∩ rather than C2. Although D
is partial and C1 = C2, the existence of translations ensures the existence of some intersection set following the relation in
expression (2).
S1
(D(V2))∩ S2(V2) ⊂ C∩ (2)
However, only S1(D(V2)) is known and can be used to approach C∩ . As mentioned, S1(D(V2)) can include some wrong
senses and S1(D(V2)) − S2(V2) has to be identiﬁed in order to be ﬁltered out. In other words, all pairs (w2, c) such that
∃w1 ∈ D(w2) : S1(w1) = c and c /∈ S2(V2) should be identiﬁed and removed.
Derivation of R2: Finding R2 cannot be carried out for the whole C2, since it is unknown. As it is expected that C1 = C2,
then R1 = R2. But if C∩ can be identiﬁed, we have that R1|C∩ = R2|C∩ = R∩ (i.e. the subset of R1 having both arguments in
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C∩ , or in its approximation S1(D(V2))). So, inside C∩ , R1 = R2 and the restriction R∩ ⊂ R1 will be available. Thus R∩ could
be taken as a core for building R2.
3.3. Proposal
Instead of building O 2 = (V2, S2,C2, R2) directly, taking advantage of the fact that O 1 and D already exist, an initial
partial version of O 2, namely O∩2 , can be built:
O∩2 =
(D−1(V1), D ◦ S1, S1(D(V2)), R∩) (3)
However, this construct includes some associations between words from V2 and concepts that are not in C∩ . So a key
point is to better approach C∩ by identifying and eliminating the incorrect associations of D ◦ S1. To do this, we use the
estimation of a function
π : (V2, S1(D(V2))) → {0,1} such that
π(w2, s2) =
{
1, s2 is a correct sense for w2
0, s2 is an incorrect sense for w2
Thus, the ﬁnal composition of C∩ should be:
C∩ =
{




and π(w2, s2) = 1
}
And the ﬁnal proposal for O∩2 is:
O∩2 =
(D−1(V1), D ◦ S1,C∩, R∩) (4)
Of course building π is not trivial. In this research, it is estimated by a logistic regression model (see Section 4.3) which
is induced on the basis of a manual evaluation of a large sample of associations, and the subset of computer methods that
produce the association (w2, s2) as a correct solution, from a selected set of 17 automatic classiﬁers (see methodological
details in Section 4). The underlying is that if an association is a solution of different techniques, this association is more
likely to be correct.
The logistic regression model produces a probability of correctness p ∈ [0,1] for every association (w2, s2) and π can be
induced from p by selecting a threshold γ ∈ [0,1] for the assumed uncertainty of the solution, in such a way that:
π(w2, s2) =
{
1, p(w2, s2) > γ
0, otherwise
Function π allows for the pruning of incorrect elements from S1(D(V2)) and, as a consequence, reducing the extensions
of D ◦ S1 and R∩ by eliminating incorrect links.
The beneﬁts of this approach (speed in development) far outweight the costs (artiﬁciality in parts of the structure). In
the long term, the efforts will be centered in approximating O∩2 to O 2. In the worst case it will be as costly as manually
developing the whole ontology but, in the general case the methodology will cause an increase in development speed.
When the overlap between L1 and L2 is high, C∩ will be close to C2, and the effort to extend O∩ to O 2 will be small.2
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4. The LeOnI methodology
The LeOnI methodology builds the set S1(D(V2)) as a starting set for obtaining C∩ . LeOnI then prunes the elements of
S1(D(V2)) with low probability of pertaining to C∩ based on a set of automatic classiﬁers to better estimate the kernel
of C∩ .
The methodology proceeds in four steps as depicted in Fig. 6: (1) the construction of an initial set of associations,
(2) the classiﬁcation of the associations, (3) a statistical combination of classiﬁers, (4) the prediction and ﬁltering of unlikely
associations.
4.1. Step 1: initial associations
An initial search space is built following the straightforward approach of associating the words in V2 with translations
in V1 D−1(V1), with the concepts in C1 associated with the V1 translations of the words in V2 S1(D(V2)).
4.2. Step 2: classiﬁcation
To identify the more promising associations, a set of classiﬁers is applied in order to decide whether a given association
is correct.
According to the kind of knowledge sources involved in the process four groups of classiﬁers are considered:
• Sense-based: these use the individual entries of bilingual dictionaries and the source ontology as knowledge sources.
• Structural: these take advantage of the ontology structure (i.e. R1).
• Conceptual distance: these use the ontology as a semantic space to measure closeness in meaning between lexical
concepts.
• Miscellaneous: these make use of ad-hoc properties of the available lexical resources, such as semantic contexts.
The examples used in this section are taken from the applications described in Sections 5 and 6 although the methods
are general.
4.2.1. Sense-based classiﬁers
The initial proposal sense-based classiﬁers was given by Okumura and Hovy [32]. As implemented by Atserias et al. [5],
using a bilingual dictionary, the V2 − V1 −C1 associations are divided into 8 cases, 4 corresponding to monosemous V1 −C1
associations and 4 corresponding to polysemous V1 − {C1,C2, . . .} associations relative to O 1. In each case the concepts
associated with these words in V1 are proposed as candidate associations with their translation equivalents in V2.
Monosemous Criteria apply only to monosemous V1 words with respect to O 1 – (i.e. card(S1(w ∈ V1)) = 1). As result,
a unique concept is associated with the corresponding words. See Fig. 7 for a graphical representation.
• mono1 (1 : 1): when a word w2 ∈ V2 has only one translation D(w2) = {w1} ⊂ V1 and symmetrically, w1 has w2 as
its unique translation, all associations w2 → S1(w1) are in this class.
The Spanish word huelga is translated into walkout, and walkout is monosemous in WordNet 1.5: 00683671{walk-
out}. Thus the association of huelga with 00683671 belongs to class mono1.
• mono2 (1 : N with N > 1): when a word w2 ∈ V2 has several translations D(w2) = {w11,w12, . . .} ⊂ V1 and for any
w1i , D−1({w1i}) = {w2}, then all associations w2 → S1(w1i) are in this class.
The Thai noun is translated as gaur or bison, and both English words are monosemous in WordNet 1.7:
00011999{gaur} and 00012002{bison}. Thus, the associations of with 00011999 and with 00012002 belong to
the mono2 class.
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Fig. 8. Structure-based criteria.
• mono3 (M : 1 with M > 1): when several words w2i ∈ V2 have the same translation, i.e. for all w2i , D({w2i}) = {w1} ⊂
V1 and D−1({w1}) = {w21,w22, . . .}, then all the associations w2i → S1(w1) are in this class.
The Spanish words proveedor, suministrador are both translated into supplier and supplier is monosemous in
WordNet 1.5: 06382503{provider, supplier}, although provider is not monosemous. Thus the associations of proveedor
with 06382503 and of suministrador with 06382503 belong to class mono3.
• mono4 (M : N with M > 1 and N > 1): several words have different translations in both directions.
The Thai nouns and are both translated into abridgement, abridgment. In English both words are
associated with synset 00032362{abridgement, abridgment}. Thus the associations of with 00032362 and of
with 00032362 are classiﬁed into the mono4 class.
The four Polysemous Criteria poly1, poly2, poly3 and poly4 are the polysemous counterparts of the four monosemous
criteria.
4.2.2. Structure-based classiﬁers
When a word w2 ∈ V2 has more than one translation D(w2) = {w1i} ⊂ V1, four classiﬁers use the whole ontology
structure to disambiguate on the basis of the taxonomic relations in R between concepts in S1({w1i}). The idea is to ﬁnd
as much common information between the corresponding concepts in the ontology as possible. See Fig. 8 for a graphical
representation.
• Intersection criterion (inters): When some of the translations w1 ∈ V1 share a common concept via S1, the association
w2 ∈ V2 → S1(w1) is in this class.
The Thai noun is translated into principle or precept. Both English translations are variants in the same synset
00033251{principle, precept}. Then, the association of with 00033251 is classiﬁed into the inters class.
10 J. Farreres et al. / Artiﬁcial Intelligence 174 (2010) 1–19Table 1
Relation between translation list size and precision.
#Words %Correct %Incorrect %Others
2 81.39 3.48 15.13
3 91.89 0.00 8.11
4 94.40 0.00 5.6
• Brother criterion: When some of the translations w1 ∈ V1 have some sibling concepts S1(w1i), the associations w2 ∈
V2 → S1(w1i) are in this class.
Spanish word precio is translated into cost or price or charge. Two sibling synsets in WordNet 1.5 contain more
than one of these translations: 03568395{cost, monetary_value, price} and 03580189{cost, price}. Thus, the associations
of precio with 03568395 and with 03580189 pertain to the brother class.
• Parent criterion: When two translations w11 and w12 have respectively two concepts that are in direct hyperonymy
relationship, the association with the daughter concept w2 ∈ V2 → S1(w12) is in this class.
The Thai noun is translated into material or substance. The English translations take part in a direct hy-
ponymy relation, 00003723{substance} being the direct parent of 00002727{material}. Then, the association of
with 00002727 pertains to the parent class.
• Distant criterion: When two translations w11 and w12 have respectively two concepts that are in distant hyperonymy
relationship, the association with the daughter concept w2 ∈ V2 → S1(w12) is in this class.
Spanish word chapa is translated into disc or sheet. In WordNet 1.5 synset 03056705{flat_solid, sheet} is a dis-
tant ancestor of 02424211{disk, disc}, each of which contains an English translation. Thus, association of chapa with
02424211 pertains to the distant class.
The strength of the proposed association depends on card(D(w)). The higher the card(D(w)), the lower the error ratio.
Some results for the case of the intersection criterion in Spanish are presented in Table 1, where ‘others’ indicates partially
correct mappings (see Section 5.4 for details). When 2 words share a common concept the precision is 81%, while when 4
words share a common concept the precision is 94.4%. In the case of only 2 words, there are 3% errors, while there are no
errors for 4 words.
Obviously these four classiﬁers offer a decreasing degree of accuracy. When they were evaluated, it was seen that they
had a tendency to return concepts which were hyponyms of the correct ones (more speciﬁc). One way to correct following
the proposal of Khan and Hovy [24], would be to choose the hyperonym instead of the hyponym whenever there are a
certain quantity of candidate daughter synsets. When a word can be placed in all the sibling concepts, the word is covering
the semantic area of the parent concept, and it would be more adequate to place the word in the parent rather than in all
the sibling daughters. If this solution would be correct, it would have the side effect of returning associations not supported
by translations in the bilingual dictionary. This issue needs however further experimentation.
4.2.3. Conceptual distance classiﬁers
These classiﬁers generate associations using information about the closeness of the lexical concepts using the ontology
as a semantic space for measuring distances.
Taking as reference a structured hierarchical network, conceptual distance tries to provide a basis for determining close-
ness in meaning among words. Conceptual distance between two concepts was deﬁned initially by Rada et al. [37] as the
length of the shortest path that connects the concepts in a hierarchical semantic net. Since then many other measures have
been proposed. Pedersen et al. [35] have implemented some of them. The conceptual distance formula [2] used in this work









where w1 and w2 are words and c1 and c2 are concepts associated with them. Conceptual distance between two words
depends on the length of the shortest path that connects the concepts and the speciﬁcity of the concepts in the path. Then,
providing two words, the application of the Conceptual Distance formula selects those closer concepts which represent
them.
Following this approach, three different classiﬁers have been designed (the ﬁrst two using additional monolingual re-
sources):
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lates the distance in the ontology between words with entries in the bilingual dictionary that co-occur in the same
deﬁnition of some monolingual dictionary. Then, the Conceptual Distance formula is applied to each of those pairs and
those synsets more closely relating the co-occurrent words are selected.
• Conceptual Distance Measure 2 (CD2): Using the headword and genus terms of a monolingual dictionary CD2 calculates
closeness in the ontology between a monolingual dictionary entry and its genus term when both have entries in the
bilingual dictionary by applying the Conceptual Distance formula to the headword and the genus term. The most closely
related are selected.
• Conceptual Distance Measure 3 (CDd): Using bilingual dictionary entries with multiple translations CD3 calculates close-
ness between the concepts corresponding to the multiple translations of an entry, returning those concepts more closely
related in the ontology where translations occur.
An example of CD3 is the following. See [2] for details and examples of the other classiﬁers.
Spanish word madriguera is deﬁned in HBIL as hole, burrow, den or hideout. Synsets 05424616{den, hideout,
hideaway}, 05679236{hole, hollow} and 05679539{burrow, tunnel} contain some of the English translations and are very
close in the ontology forming a cluster. Thus, the associations of madriguera with 05424616, with 05679236 and with
05679539 belong to the CD3 class.
4.2.4. Miscellaneous classiﬁers
A couple of classiﬁers that cannot be placed in the preceding classes.
• The variant classiﬁer seeks those words w1 ∈ V1 whose corresponding concepts S1(w1) share the same translation
w2 ∈ V2 in the bilingual dictionary. For a concept corresponding to several words an association is produced between
the concept and the word w2 if it is the case that two or more of the words have only one translation. This classiﬁer
is similar to the structural classiﬁer inters, but inters goes from words to concepts, while variant goes from concepts to
words.
At least two English variants of the synset 00051252{skinflint, scrooge, niggard} are connected to the same Thai noun
. Thus the association of with 00051252 pertains to the variant class.
• The ﬁeld classiﬁer takes into account semantic labels that are sometimes found in the bilingual dictionary and tries to
ﬁnd concepts where both w1 ∈ V1 and the semantic label occurred together. This procedure makes use of the existence
of a ﬁeld identiﬁer in some entries of bilingual dictionaries.
Spanish word postre is deﬁned in HBIL as [dessert] sweet, meaning that the sweet translation is correct if in-
terpreted as a dessert. Both the translation and the context words take place in the same WordNet 1.5 synset
04867005{dessert, sweet}. Thus, the association of postre with 04867005 pertains to the ﬁeld class.
4.3. Step 3: combination. Logistic regression
Individual classiﬁers can be applied to each candidate association. When more than one classiﬁer accepts a given associ-
ation the conﬁdence increases.
Previously [5], we experimented with using the intersection between pairs of classiﬁers. For LeOnI we use logistic re-
gression to extract an individual scoring of conﬁdence of a certain association, given the set of classiﬁers that lead to the
association. The regression model is built using the experiments reported in 5.5.
4.3.1. Collection of associations
In order to study associations from the point of view of the sets of classiﬁers used to propose them, the set of associ-
ations is represented as a matrix where rows correspond to associations and columns to the (boolean) result of applying
each classiﬁer (variable or factor in the context of logistic regression):
(association,b1, . . . ,bN , eval) (6)
where association is a pair (concept,word), and bi are booleans indicating if the association is considered correct by clas-
siﬁer i. In order to make a statistical analysis, a sample of associations must be manually evaluated, and eval is the result
of this evaluation. Thus, eval is also a binary feature indicating if the association is really correct from an expert’s point of
view (OK) or not (KO).
4.3.2. Logistic regression model
At ﬁrst glance, the more classiﬁers that consider a given association correct, the higher is the conﬁdence. So it is impor-
tant to take into account the set of classiﬁers involved in each case.
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sic characteristics of the problem namely, that a given set of classiﬁers may be related with both correct and incorrect
associations. Attaching to each association a boolean vector as (6), the same description could be used for all associations
proposed by the same set of classiﬁers and all those associations will collapse to the same point. Thus, a unique point may
correspond both correct and incorrect associations. This means that contradictory values of the response variable eval could
be associated to the same boolean vector b1 . . .bn at different rows of the data matrix, and makes diﬃcult to use other kind
of methods such as Support Vector Machines or Maximum Entropy methods, where coherent response values are expected
for all the instances located in the same point.
Instead, logistic regression is an excellent alternative, specially taking into account that the logistic model directly es-
timates the probability of correctness of an association marked as correct by a certain set of classiﬁers (namely p(OK)) based on
the ratio of correct associations of a given set of classiﬁers. The group of classiﬁers that can simultaneously propose a
certain association as correct, thus, is identiﬁed by one of the 2n combinations of boolean values (b1 . . .bn) as shown in
expression (6).
For each point, p will correspond to the proportion of correct associations, given the expert’s manual evaluation. Consid-
ering that the probability is the limit of the relative frequency, p is a good estimate for p(OK). Logistic regression provides
a signiﬁcant relationship between the vector of booleans (b1 . . .bn) and p(OK), and can be used to predict the correctness
of new associations in the future using:
p= e
x
1+ ex or p(OK) =
ex
1+ ex where x = β0 +
∑
βibi (7)
where coeﬃcients βi measure the effect of an association being correct upon classiﬁer i on the global probability of correct-
ness of the association. Thus, for positive βi the greater the value, the greater the increase in the probability of correctness
of an association provided by classiﬁer i and vice versa.
In the applications presented here, the least squares criterion and the backwards method are used to compute all the βi .
Non-signiﬁcant factors result in βi = 0.
Global signiﬁcance is measured by the R2 coeﬃcient and its corresponding p-value. The nearer R2 is to 1, the higher the
model quality, while small R2 values indicate models that are too noisy and the ineffectiveness of the logistic regression
function used for predictive purposes.
4.4. Step 4: prediction and ﬁltering
The resultant model can then be applied to the whole set of associations in order to obtain an individual degree of
correctness for those which were not manually evaluated. By means of this estimation of the probability of correctness of
each point, a global percentage of correctness can be estimated for the whole population.
With the predicted correctness for all of the proposed associations, some threshold can be established for whether to
accept a given association. Each threshold determines a number of associations; the higher the threshold, the smaller the
set, but the more precise it will be.
Thus, the associations are ﬁltered using the results of the logistic regression, while at the same time trying to obtain a
set of associations within an established range of quality. There is a wide number of possible ways to optimize the effort
and to maximize the number of correct associations per manual evaluation. For instance, only associations over a certain
threshold can be accepted. Or, if word coverage is important, the association with highest correctness of each word can be
accepted, even though it may be below the threshold.
5. Application: Spanish WordNet
In order to test the validity of the LeOnI methodology, it was used in two case studies: the creation of a Spanish WordNet,
and the creation of a Thai WordNet.
This section explores in depth the extraction of associations between Spanish words and WordNet synsets using bilingual
dictionaries. First, the different elements used for applying the methodology will be described. Then the different steps of
LeOnI will be exempliﬁed for the Spanish language. Finally some conclusions are presented.
5.1. The pre-existing ontology
WordNet [29] is a lexico-conceptual ontology of the English language built following psycholinguistic principles. The suc-
cess of WordNet encouraged several other projects directed toward building WordNets for other languages or toward devel-
oping multilingual WordNets. One of these projects was EuroWordNet [46],3 which aimed building a multilingual WordNet
for several European languages, including Spanish, Italian, Dutch, British English, German, French, Czech and Estonian.
Part of the work presented in this paper was developed in the EuroWordNet framework. Here we present our approach
for (semi-)automatically building a Spanish WordNet. For a description of the construction of EuroWordNet see [39].
3 http://www.illc.uva.nl/EuroWordNet/.
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HBIL and WordNet size comparison.
English nouns Spanish nouns Synsets Pairs*
WordNet 1,5 87,642 – 60,557 107,424 ws
Spanish/English 11,467 12,370 – 19,443 ww
English/Spanish 10,739 10,549 – 16,324 ww
HBIL 15,848 14,880 – 28,131 ww
Initial set of associations 12,665 13,208 19,383 66,609 ws
* Pairs can be word/word (ww) or word/synset (ws).
5.2. Lexical knowledge sources
Several lexical sources have been applied in order to associate Spanish words with WordNet synsets:
(1) a Spanish/English and English/Spanish bilingual dictionary,4
(2) a large Spanish monolingual dictionary,5
a homogeneous Spanish–English bilingual dictionary (HBIL) was obtained by means of ﬁrst merging the Spanish–English
part with the inversed English–Spanish part, and then ﬂattening the deﬁnitions to obtain word–word translations.
Table 2 compares the amount of data for each resource. Although WordNet offers a large number of English words
(87,642), the number of English for HBIL are much smaller (15,848). There is a similar number of Spanish words in HBIL
(14,880). There is a total number of 107,424 English word/synset pairs in WordNet, and a total number of 28,131 Spanish
word/English word translation pairs in HBIL. Associating the Spanish words in the HBIL pairs with their corresponding
English words’ synsets we obtain an initial set of 66,609 associations of Spanish words with WordNet synsets. Only 14% of
the WordNet English nouns and 32% of the WordNet synsets are covered by the initial set of associations, while 80% of the
HBIL English nouns and 90% of the HBIL Spanish nouns are covered. The number of initial associations is too high if we
considerate the number of words involved.
5.3. Step 1: initial set of associations
Taking HBIL as source, an initial set of associations was obtained. The most promising of these will be selected by
applying the LeOnI methodology.
5.4. Step 2: classiﬁers applied
In the case of the Spanish WordNet, the 17 classiﬁers described in Section 4.2 were applied to the initial set of associa-
tions (66,609 associations).
Table 3, which compiles data for Spanish and Thai (Section 6), shows the results of the classiﬁers, and of the subsequent
manual evaluation.
In the table we can see the volume of associations that every classiﬁer returns from the initial set of associations, along
with the number of interrelated synsets and Spanish words.
The evaluation was done by a single linguist not involved in the design of the classiﬁers, who was asked to evaluate
each association as:
• OK correct association.
• KO fully incorrect association.
• HYPO associations to a hyponym of the correct synset.
• HYPER associations to a hyperonym of the correct synset.
• NEAR associations to near synonyms that could be considered correct.
The only incorrect result is KO, the rest are near hits. Polysemic and conceptual distance methods return a large per-
centage of errors, while monosemic methods are highly precise. Structural methods are not very precise in the number of
correct associations either but, rather than errors, they return several associations due to hyponymy or nearness.
Using the results of Table 3, the ﬁrst Spanish EuroWordNet was built. After the end of the EuroWordNet project all asso-
ciations were manually evaluated (see row Whole Manual Validation in Table 7), in order to remove incorrect associations.
Taking advantage of this human evaluation, we have access to 20 K manually validated associations from the total of 66,609.
4 VOX/Harrap’s Esencial Diccionario Español/Inglés, Inglés/Español. Bibliograf. S.A. Barcelona, 1992.
5 Diccionario General Ilustrado de la Lengua Española (DGILE). Vox. M. Alvar (ed). Bibliograf. S.A. Barcelona, 1987.
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Evaluation of classiﬁers.
Classiﬁer Spanish Thai
#Assocs #Synsets #Words %OK %KO %HYPO %HYPER %NEAR #Assocs #Synsets #Words %OK
Mono1 3697 3583 3697 92 2 2 0 2 7784 7573 7874 92
Mono2 935 929 661 89 1 5 0 3 1688 1680 1508 83
Mono3 1863 1158 1863 89 5 0 2 1 5463 2327 5463 80
Mono4 2688 1328 2063 85 3 6 2 4 1802 1435 1654 64
Poly1 5121 4887 1992 80 12 0 0 6 856 822 268 90
Poly2 1450 1426 449 75 16 2 0 5 332 330 108 76
Poly3 11,687 6611 3165 58 35 0 1 5 1230 370 265 73
Poly4 40,298 9400 3754 61 23 5 1 9 88,958 48,890 10,101 49
Inters 1256 966 767 79 4 8 0 9 26,929 24,229 21,807 81
Brother 2202 1645 672 57 5 22 0 16 21,277 19,590 8822 51
Parent 1432 1210 788 51 3 30 0 14 6130 5901 4902 88
Distant 1846 1522 866 60 4 23 0 13 489 468 305 79
Variant 3164 2195 2261 85 4 4 1 6 5067 3956 3965 89
Field 510 379 421 78 9 2 2 9
CD1 23,828 11,269 7283 56 38 3 2 2
CD2 24,739 12,709 10,300 61 35 0 0 3
CD3 4567 3089 2313 75 12 0 2 8
Total 66,609 19,378 13,336 102,575 54,993 24,499
Table 4
Representation of the candidate associations.
Association 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 Evaluation
colmillo→ 00848980 0 1 0 0 0 0 0 0 0 0 0 1 0 0 0 1 0 OK
unión → 00082625 0 0 1 0 1 1 0 1 0 1 1 1 0 0 0 0 0 –
brillo→ 03462283 0 0 0 1 1 1 0 1 1 1 1 1 0 1 0 0 1 KO
raya→ 00882466 0 0 0 0 1 0 1 0 0 0 0 0 0 1 1 0 0 OK
Table 5
Coeﬃcients of the logistic regression.
βi Value βi Value βi Value βi Value
β0 0.62 β6 1.39 β10 0.74 β14 0.73
β1 1.39 β7 1.44 β11 −0.65 β15 −1.03
β2 1.20 β8 1.18 β12 −0.78 β16 −0.53
β3 1.39 β9 0.83 β13 −0.3 β17 −2.29
5.5. Step 3: combination. Logistic regression
From the whole matrix containing 66,609 rows, the 20,013 rows that were manually evaluated have been extracted were
used to induct the logistic regression model (see Table 4 for example).
The different boolean vectors occurring in the set of associations were collected in a matrix. For each row, the number
of occurrences (N) and the number of correct evaluations (n) were identiﬁed. The expected accuracy of each row was then
computed as the quotient of these ﬁgures (i.e. n/N).
The results were highly determined by rows with very low frequency in the sample (i.e., with very low N). This means
that the classiﬁers involved in that combination rarely produce the same associations. That is why it was decided that in
this ﬁrst phase the study would be restricted to those combinations of classiﬁers that occur frequently. The analysis was
repeated using only those rows with at least 5 associations. This constraint resulted in the loss of 1210 associations, the
10% of the total observed number, and a set of 18,803 associations was left.
As usual the logistic regression identiﬁes the subset of variables more related with the response variable and the signiﬁ-
cance level of every variable is provided. Some of those variables can be non-signiﬃcant in the logistic model.
After removing all the non-signiﬁcant variables (classiﬁers 4 and 5), a statistically signiﬁcant model was obtained, with
the set of signiﬁcant variables. Table 5 shows the values of the βi factors in the ﬁnal model, corresponding with classes ci .
To evaluate the goodness-of-ﬁt of the ﬁnal logistic model, a plot is shown in Fig. 9 which displays the relationship
between the response values (i.e., the probability of correctness of a given combination of classiﬁers p= n/N) and the ﬁtted
values (p(OK) obtained with the logistic model). Points are displayed by a circle of variable size according to the number
of associations it represents. In the graph the groups with the larger sizes are seen to be placed closer to the diagonal than
the ones which were poorly evaluated. This suggests a diagonal tendency which shows there is a correlation between both
measures. This is a good indicator, as it means that the method approximates the problem quite correctly.
J. Farreres et al. / Artiﬁcial Intelligence 174 (2010) 1–19 15Fig. 9. Final dispersion of points clustered by size.
Table 6
Logistic regression thresholds.
Threshold #Assocs Coverage (%) #Synsets #Spwords NOK NKO Real (%) Est (%) Est poly
None 66,609 100.00 19,378 13,336 17,140 2873 85.64 84.86 4.99
0.1 66,597 99.98 19,378 13,336 17,133 2873 85.63 84.87 4.99
0.3 66,438 99.74 19,377 13,329 17,025 2847 85.67 85.02 4.98
0.5 65,710 98.65 19,346 13,302 16,660 2726 85.93 85.51 4.93
0.7 61,435 92.23 18,802 12,399 15,106 2056 88.02 87.01 4.95
0.8 56,865 85.37 17,424 11,375 13,031 1494 89.71 87.91 4.99
0.82 50,695 76.10 17,254 11,338 12,206 1289 90.48 88.66 4.47
0.84 50,177 75.33 17,037 11,288 11,944 1242 90.58 88.72 4.44
0.85 49,279 73.98 16,535 11,175 11,320 1136 90.87 88.80 4.40
0.855 47,831 71.80 16,477 11,141 11,078 1105 90.97 88.90 4.29
0.86 29,644 44.50 15,317 10,683 9876 934 91.35 90.76 2.77
0.88 29,043 43.60 15,001 10,559 9555 849 91.83 90.85 2.75
0.89 19,202 28.82 10,975 8491 7161 567 92.68 91.99 2.26
0.90 19,041 28.58 10,936 8482 7102 554 92.75 92.02 2.24
0.91 11,840 17.77 8933 7528 5656 413 93.19 93.03 1.57
0.92 11,770 17.67 8891 7506 5606 405 93.26 93.04 1.56
0.925 7280 10.92 5609 5109 2790 248 91.83 93.55 1.42
0.93 3801 5.70 3491 3156 2261 163 93.27 94.32 1.20
In order to estimate correctness, a 10-fold cross validation was performed. An estimate was calculated counting those
results with probability above 0.5 as correct and this was compared with the manual evaluation, resulting in an 85% cross-
validation of correctness.
5.6. Step 4: prediction and ﬁltering
The logistic regression model obtained was then applied to the total set of 66,609 associations proposed by the auto-
matic classiﬁers, in order to compute an individual score for each point. By means of this estimation of the probability of
correctness of each association, a global score can be estimated for the whole population (84.86% in this case). We now
have an estimation of goodness for any of the proposed associations. We can, thus, study some thresholding mechanism
for deciding whether to accept or not a given association. The results are presented in Table 6. For each threshold the total
number of associations selected has been calculated, the number of synsets and Spanish words related, the number of OK
and KO evaluations, the estimation of the real global percentage (
∑
OK∑
OK+∑KO ), the global estimation from the formula, and
the degree of polysemy of the Spanish words ( #assocs#spwords ) belonging to the associations.
Several conclusions can be drawn from Table 6. On the one hand, in the initial set of associations the degree of polysemy
of Spanish nouns is 4.99, when the global polysemy of Spanish nouns is in fact 1.8. It is interesting to note the decreasing
evolution of polysemy as the threshold increases, reaching a value of 1.2, very close to monosemous values, with the highest
threshold. In order to choose a threshold, the degree of polysemy of the total population is a good indicator, and surprisingly
well correlated with the model.
There are two thresholds worth considering. At a threshold of 0.86 there is a drastic decrease in the polysemy (number
of associations per Spanish word), but not in the number of words nor synsets. Only the degree of polysemy decreases
to 2.77 although the global estimation remains at 90.76%, meaning the set is representative. The second steep decrease in
polysemy occurs at a threshold of 0.91, which is accompanied by a corresponding loss of words and synsets. The polysemy
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Nominal Spanish WordNet evolution.
Phase #Associations #Synsets #Words %
First Spanish WordNet 15,535 10,786 9986 86.40
Whole manual validation 54,753 38,172 41,129 98.99
Test set for regression 20,013 14,599 10,534 85.00
Logistic regression threshold 29,664 15,319 10,687 91.30
Spanish WordNet 74,516 40,334 42,647 94.80
drops to 1.57 and the global estimation increases to 93.03%. Beyond this point the loss in coverage is much greater than the
gain in precision.
Independent of the global estimation of the set as a whole, each association has its own estimation. Thus different
strategies can be followed for manually selecting the correct associations from the sets above a threshold by either starting
with the lower scored associations, so as to eliminate a larger number of errors, or by starting with the higher ones, so as
to ensure a higher degree of correct results. Similarly, Spanish words that were left out of the ﬁnal set can be rescued by
starting with their highest scored sense downwards until a correct one is found.
In order to select an adequate subset, a threshold of 0.858% was chosen and 29,664 associations were selected (see
Table 7). Of these, 19,763 associations were new. These new associations resulted in 2161 new WordNet synsets and 1518
new Spanish words being added to Spanish WordNet. Thus the new associations relate new or already existing WordNet
synsets in Spanish WordNet with new or already existing Spanish words in Spanish WordNet.
Table 7 shows the evolution of the Spanish WordNet derived from the different studies for its development. The logistic
regression row shows the volumes obtained using LeOnI. This approach outperformed all previous ones.
6. Application: Thai WordNet
To investigate the generality (or language independence) of our approach, we describe the construction of the Thai
WordNet (TWN). Our TWN was ﬁrst constructed in 2005 as a novel lexical database for Thai language [43]. The TWN is
constructed from a pre-existing ontology and a lexical knowledge source.
6.1. The pre-existing ontology
The pre-existing ontology used to construct TWN is the English WordNet [19]. Unlike Spanish WordNet which used
WordNet 1.5, our TWN used WordNet 1.7. However, both versions of English WordNet conform to the same principles. The
different versions of WordNet can be automatically mapped onto each other with a high degree of accuracy [15].
6.2. Lexical knowledge sources
The lexical knowledge source used to construct TWN is the LEXiTRON [34] developed by the Thailand National Electronics
and Computer Technology Center (NECTEC). The LEXiTRON uses a bilingual corpus-based lexical reference system. It provides
translations between Thai and English words.
In LEXiTRON, there are two main lexical databases. One is for English-to-Thai translation and another is for Thai-to-
English translation. The English-to-Thai database stores more than 53,000 words whereas the Thai-to-English database stores
more than 30,000 words. Both databases contain information about Thai and English words, pronunciations, word meanings,
key words, indexed words, word classiﬁers (for Thai words), synonyms, antonyms and example sentences.
6.3. Step 1: initial set of associations
Taking WordNet and LEXiTRON as two sources requires a pre-processing step since they are heterogeneous in nature.
The heterogeneity is mostly from schematic differences. For example, WordNet data which is retrieved from a conventional
ﬁle system is represented in a text-based format while LEXiTRON data is obtained in form of XML. The pre-process includes
data restructuring and data cleansing. Speciﬁcally, we need to convert data format into a common format and clean the
noisy, erroneous, missing, irrelevant and duplicate data. Then, we join and align the scattered data for smooth access and
relevant data selection. The details of the pre-process can be found in [42].
Table 8 shows the size of the initial set of associations that we obtain after the pre-process. Note that only 19% of English
nouns in WordNet are covered by this initial set. Note also that some of associations in this set may not be completely
correct due to language gaps. These associations need not be veriﬁed.
6.4. Step 2: classiﬁers applied
In case of TWN, we apply 13 classiﬁers, the eight sense-based classiﬁers, the four structure-based classiﬁers, and the
variant classiﬁer. We do not apply the conceptual distance classiﬁers and the ﬁeld classiﬁer since they analyze associations
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WordNet and LEXiTRON size comparison.
English nouns Thai nouns Synsets Pairs*
WordNet 1,7 115,775 – 79,689 141,691 ws
LEXiTRON Thai-to-English 13,577 18,253 – 20,084 ww
LEXiTRON English-to-Thai 25,576 27,684 – 34,299 ww
Initial set of associations 22,667 32,286 31,261 42,222 ws
* Pairs can be word/word (ww) or word/synset (ws).
Table 9
Evaluation result of the model when excluding the 8th criterion.
βi Value βi Value βi Value βi Value
β0 −0.3877 β3 1.7286 β6 2.0337 β10 1.5421
β1 2.8314 β4 0.4997 β7 1.3575 β11 1.7096
β2 1.0943 β5 2.5447 β9 0.5440 β12 0.4664
β13 0.5774
derived from monolingual lexical resources which are not used to construct TWN. Speciﬁcations of classiﬁers have been
presented in Section 4.2, including some examples of Thai associations.
To measure the conﬁdence score for each classiﬁer, each association is manually validated by a linguist who is not
involved with the design of the classiﬁers. The linguist is allowed to consult or navigate a monolingual dictionary (e.g.,
The Thaisoft So Sethaputra), a bilingual dictionary (e.g., the LEXiTRON), and the WordNet. The validation focuses mainly on
the match between Thai words and English concepts. The only option open to the linguist was whether the association is
correctly (OK) or incorrectly (KO) classiﬁed. The right part of Table 3, page 14, shows the results of the manual validations.
6.5. Step 3: combination. Logistic regression
After the validation, we can obtain a candidate-association-matrix for Thai which is similar to that for Spanish shown in
Table 4, page 14. The matrix contains 19,925 rows. We then use the logistic regression model to predict the correctness of
the remaining associations.
Our goal is to ﬁnd a minimal set of signiﬁcant criteria, as in the case of Spanish. We have applied the backward method
to ﬁnd a local optimum iteratively by deleting the less informative variable between the non-signiﬁcant ones [43]. Only
criterion 8 (poly4) was considered to be insigniﬁcant. In the second iteration, we apply the logistic regression without
consideration of the criterion 8. Table 9 shows the factor βi of the logistic regression model.
In order to estimate correctness, a 10-fold cross validation was performed. An estimate was calculated counting those
results with probability above 0.5 as correct and then comparing this to the manual evaluation. The result was a cross-
validation correctness of 76%.
6.6. Step 4: prediction and ﬁltering
The resultant logistic regression model was then applied to all remaining associations. The model estimates the correct-
ness of each association by calculating a probability value and using a threshold. Table 10 shows the result of applying
model with different threshold. The model provides 80% coverage with 76% accuracy. At this point, our Thai WordNet con-
tains 44,844 semantic links describing relations among 13,730 words and 19,582 synsets.
7. Conclusions and future work
A methodology and its formalization have been presented for associating the words of a language to a preexisting
ontology on the basis of bilingual resources. The methodology follows four steps. First the set of all possible word-concept
associations is built. Then, a set of classiﬁers create several groups of promising associations. Next, a combination technique
mixes the various classes into one, providing different weights to each association on the basis of the groups it pertains to.
Finally, a ﬁltering process is performed, keeping only the most promising associations. This methodology postpones manual
validation to the ﬁnal step, when only a small set of results needs to be reviewed.
The methodology has been applied for semi-automatically building substantial subsets of the Spanish and Thai WordNets.
For Spanish the best results are obtained with a coverage of 71.8% and an accuracy of 90.97%. This resulted in 16,477 synsets.
For Thai, the best results are obtained with a coverage of 80% and an accuracy of 76%. This resulted in 19,582 synsets. The
higher accuracy of Spanish could be due to the inclusion of 4 classiﬁers not available for Thai. The higher coverage of Thai is
due to the greater size of the bilingual resources used. Comparing the results of the classiﬁers in the two applications (see
Table 3, page 14), most classiﬁers have similar precisions (i.e. Mono1, Mono2, Mono3, Poly1, Poly2, Inters, Brother, Variant).
Although Mono4 and Poly4 differ, they are the least precise of their groups in both applications, so this is consistent. The
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Logistic regression thresholds for Thai.
Threshold #Assocs Coverage (%) #Synsets #Spwords NOK NKO Real (%) Est (%) Est poly
None 56,055 100.00 30,428 14,641 15,125 4800 75.91 75.25 3.829
0.100 56,045 99.98 30,421 14,641 15,119 4800 75.90 75.26 3.828
0.200 56,018 99.93 30,372 14,632 15,108 4795 75.91 75.31 3.828
0.300 55,945 99.80 30,145 14,598 15,024 4752 75.97 75.35 3.832
0.400 55,048 98.20 29,676 14,435 14,957 4711 76.05 75.42 3.814
0.500 53,971 96.28 28,154 14,317 14,823 4652 76.11 75.86 3.770
0.600 48,247 86.07 26,840 14,258 14,792 4587 76.33 76.20 3.384
0.700 47,546 84.82 24,915 14,179 14,521 4409 76.71 76.75 3.353
0.750 45,932 81.94 22,507 14,036 14,204 4276 76.86 77.39 3.272
0.760 44,844 80.00 19,582 13,972 13,730 4110 76.96 77.87 3.210
0.765 25,489 45.47 16,023 13,546 13,355 3984 77.02 77.91 1.882
0.775 24,865 44.36 15,498 13,472 13,210 3719 78.03 78.94 1.846
0.800 17,935 32.00 12,847 10,835 10,497 2714 79.46 79.73 1.655
0.850 16,842 30.05 12,019 10,476 10,108 2516 80.07 80.09 1.608
0.900 11,248 20.07 10,045 8426 8254 1873 81.50 80.98 1.335
0.925 9972 17.79 9714 8164 7728 1469 84.03 83.54 1.221
0.950 9720 17.34 8941 7982 7533 948 88.82 87.47 1.218
0.975 2013 3.59 1998 1973 1776 150 92.21 93.34 1.020
signiﬁcant difference occurs for the Parent and Distant classiﬁers, which, in the case of Thai, have a very high precision.
The reason is that there are cases where a Thai word has multiple meanings which are still related to each other. Such
Thai word can be mapped to multiple English words (from Thai’s perspective) and the meaning of those English words
are hypernymous/hyponymous in WordNet. There are also some differences in volumes between both applications, Mono
classiﬁers follow a similar trend, while Poly ones in the case of Thai are highly concentrated in Poly4. Thai generates a
greater number of results in the Inters and Brother groups while the other two structural classiﬁers are similar to the
Spanish ones.
LeOnI methodology has proved to be a valuable approach for extending lexico-conceptual ontologies to other languages
when bilingual resources are available. Recently the LeOnI methodology has been partially followed in the construction of a
WordNet for the Arabic, see [40] for initial results.
Future work includes: (1) applying LeOnI to restricted domain ontologies and (2) reﬁning some of the classiﬁers and
including some others using complementary lexical resources.
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