Abstract-Recently, Chang and Hyun obtained some classes of binary optimal codes via simplicial complexes. In this letter, we utilize posets of the disjoint union of two chains to construct binary optimal linear codes.
I. INTRODUCTION
L ET F 2 be the finite field with two elements and let F n 2 be a vector space over F 2 . A linear code C of length n over F 2 is a subspace of F The weight of c ∈ C is the number of nonzero coordinates of c. For i = 0, 1, . . . , n, the numbers A i denote the frequencies of codewords in the code C with weight i. The weight distribution of a code C is defined by the sequence {A i } For a binary [n, k, d] linear code, the well-known Griesmer bound [8] is stated as follows:
where ⌈x⌉ is the ceiling function. We say a linear code is a Griesmer code if the Griesmer bound holds. Note that Griesmer codes are optimal. Let p be a prime number, q be a power of p, and w be a power of q. Let F w and F q be the finite fields with w and q elements, respectively. Let D = {d 1 , d 2 , . . . , d n } ⊆ F w and Tr w/q be the trace function from F w to F q . Ding et al. [4] , [6] first defined a linear code over F q of length n
Many known codes with good parameters could be obtained by some suitable defining sets D, see [11] - [16] .
In this letter, we turn our interest to a typical construction [9] of a linear code. Let D = {g 1 , g 2 , . . . , g n } ⊆ F m p . A p-ary linear code with length n is defined by
where u · v denotes Euclidean inner product of u and v in F m p . Based on generic constructions of linear codes, Chang and Hyun [3] constructed binary optimal and minimal linear codes via some simplicial complexes. The main idea of this letter is obtaining some binary optimal codes by employing posets of the disjoint union of two chains. Especially, anti-chains are corresponded to simplicial complexes. Section II introduces the concept of posets. Specially, we determine the down sets of the disjoint union of two chains. Section III presents the weight distributions of the binary linear codes under the case of the disjoint union of two chains. Section IV obtains some binary optimal linear codes. Section V concludes this paper.
II. DISJOINT UNION OF TWO CHAINS
Throughout this letter, let P = ([n], ) be a partially ordered set (simply, poset) on [n] = {1, 2, . . . , n} equipped with order relation . A subset I of P is called a down set of P if x is in I and y x imply y is in I. We use L(P) to denote the set of down sets of P. For a down set I of P, by I(P) we mean the set of down sets of P which is contained in I. We can readily check that I(P) is a down set of L(P).
Two distinct elements i and j in [n] are called comparable if either i j or j i, and incomparable otherwise. It is said that a poset P is a chain (resp., an anti-chain) if every pair of distinct elements is comparable (resp. incomparable), see [10] .
A poset P can be represented by a Hasse diagram, which represents each elements of the poset P by a distinct point; the point y is situated higher than the point x if x ≺ y.
For m ∈ [n], we denote by P = (m ⊕ n, ) the disjoint union of two chains that is given by the Hasse diagram in Figure 1 . 
Let X be a collection of 2 [n] . Define
where u = (u 1 , u 2 , . . . , u n ) ∈ F n 2 and Z is the ring of integers. Notice that H ∅ (x 1 , x 2 . . . , x n ) = 0 by convention, and |X| = H X (1, 1 . . . , 1).
By Figure 1 , the following two lemmas are easy to verify. Lemma 2.1: Let i and j are two integers with 1 ≤ i ≤ m and m + 1 ≤ j ≤ n. A down set of P = (m ⊕ n, ) must be one of the following forms:
III. WEIGHT DISTRIBUTIONS OF BINARY LINEAR CODES
Assume that I is a down set of P = (m ⊕ n, ) in Lemma 2.1. In Eq. (2), let D = F n 2 \I(P). Table III with parameters [2 
For any u = (u 1 , u 2 , . . . , u n ) ∈ F Assume that the number of such l satisfying wt(w l ) ≡ 0 (mod 2) is t. By Lemma 2.2 and Eq. (3),
If t = j − m, i.e., w j−m = (0, . . . , 0), then there are
Hence we have the result in Table II. (
. By the proofs of (i), Lemma 2 and Eq. (3), Table III .
Remark 3.2: Due to the special structure of poset of the disjoint union of two chains, we just need to consider the case of a single order ideal.
IV. OPTIMAL BINARY LINEAR CODES By Theorem 3.1, we will obtain some optimal or almost optimal binary linear codes. (ii) If n > m ≥ 2 is an integer and i = 2, then the code C D is optimal.
(iii) If n ≥ 3 is an integer and i = 3, then the code C D is almost optimal.
Proof (i) If i = 1, then by Table I , the minimum distance of the code C D is 2 n−1 − 1. Then
Therefore, the code C D is a Griesmer code.
(ii) If i = 2, then by Table I , the minimum distance of the code C D is 2 n−1 − 2. By the proof of Theorem 4.1,
Therefore, there is no [2 n − 3, n, 2 n−1 − 1] linear code exist. Namely, the code C D is optimal.
(iii) If i = 3, then by Table I 
and n−1 i=0
Therefore, the code with (ii) If n ≥ 4 is an integer, m = 2, i = 2 and j = 3, then the code C D is optimal.
(iii) If n ≥ 4 is an integer, m ≥ i = 2 and j − m = 2, then the code C D is almost optimal. Proof (i) The result follows from n−1 i=0
(ii) The result follows from n−1 i=0
(iii) Note that n−1 i=0 This result is confirmed by Magma. According to [7] , the optimal linear code has parameters [59, 6, 29] . 1, 1, 0, 1, 1) . This result is confirmed by Magma. According to [7] , the optimal linear code has parameters [52, 6, 25] .
V. CONCLUSION
By using the disjoint union of two chains, we obtained several families of binary optimal and almost optimal linear codes based on the generic construction. More binary optimal linear codes could be found from the code in Theorem 3.1.
