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copolymer melts
1.1 Introduction
The weak segregation regime
For  many  monomer pairs A and B the net interaction in an incompressible system is
unfavorable, that is, ee e AB AA BB -+ > 1
2 0 ( ) , where eab is the contact energy between a
monomer of type a, and a monomer of type b. Consequently, in many cases a polymer
system containing two or more monomer types will undergo a phase separation if the
interaction strength is increased relative to  kT B , which can be achieved simply by lowering the
temperature (kB  is Boltzmanns constant). If the different monomer types are chemically
bonded in the same chain to form (block) copolymers, the phase separation can give rise to a
microscopic structure. Typically, it consists of domains which are alternately rich in A and rich
in  B. Depending on the degree of separation between A and B, three regimes can be
distinguished: the weak segregation regime (WSR), the intermedeate segregation regime
2,7
(ISR), and the strong segregation regime
8 (SSR). In the SSR the separation between the A-
and the B-monomers is complete, and the only A/B-interactions take place at the thin interfaces
between the domains. The chains are strongly stretched
9 in order to minimize the interfacial
area. In the WSR the difference in composition between the A-rich and the B-rich domains is
small, and the thickness of the interface is comparable to the size of the domains. The
concentration profile is more or less sinusoidal. Due to their limiting character, both the SSR
and the WSR allow for analytical calculations. Although traditionally these calculations have a
quite different nature, recently succesfull attempts
10 have been made to unify the WSR with the
SSR.
Landau theory
In this thesis the phase behavior of polydisperse copolymer melts is studied in the WSR. This
phase behavior can be described within the framework of classical statistical mechanics.
However, taking into account all microscopic details of its chemical constituents is an
impossible task. Fortunately, this is also not necessary. It is known from experiments thatChapter 1
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polymer systems having quite different chemical compositions may exhibit very similar
behavior. The influence of the microscopic (i.e. on the level of the atoms) details can be caught
in a small number of parameters, such as the Flory-Huggins c-parameter,
11 the excluded
volume u per segment (a segment is a flexible piece of chain), and the stiffness of the chain.
Apart from these parameters it is the molecular architecture on the level of the blocks which
determines the phase behavior. Therefore, a model to explain the phase behavior need not (and
should not) take into account the microscopic details. Landau theory
12 has proven to be a
usefull tool in these cases, because it avoids dealing with the underlying microscopic theory by
working with a coarse grained description. We start with giving a rough sketch of the idea
underlying the Landau theory.
Since copolymer melts are almost incompressible, we can study them using the canonical
ensemble, which assumes constant volume and temperature. In this ensemble, the partition
function Z is defined as the integral of the Boltzmann factor e
EkT B -  over the positions and
momenta of all particles present in the system. Quite generally, it is possible to factorize Z into
a contribution from the momenta, and a contribution from the positions. The integral over the
momenta is a function of the temperature, and will not be considered any more, since it is of no
use for the determination of the phase behavior. The integral over the positions is called the
configurational partition function, and is denoted by Z. The probability that a certain
configurational microstate occurs is proportional to its Boltzmann factor e
EkT B - , where E
does not include kinetic energy. However, we are not interested in microscopic states, but in
coarse grained states. For example, if we study binary blends containing A- and B-particles, we
are interested in whether the system is homogeneously mixed, or phase separated, and not in
the exact positions of all particles. Each coarse grained state represents a large number of
microstates. In order to find the probability of a coarse grained state, one has to add the
probabilities (i.e. Boltzmann factors) of all microstates it represents. The coarse grained states
are often chosen in such a way that most of the microstates it represents have the same energy
content, and, therefore, the same probability of occurrence. In that case the (unnormalized)
probability P to find the system in a certain coarse grained state is equal to the Boltzmann
factor per microstate, multiplied with the number W of microstates, that is,
Pe e







                                  (1.1.1)Landau theory
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The quantity FL is called the Landau free energy of the coarse grained state (although in fact it
is not a free energy in the true sense of the word), and S is its entropy. One can expect that the
system will be found in the coarse grained state for which P attains its maximum value. At low
temperatures the system prefers a state with low energy, whereas at high temperatures it
prefers a state with high entropy. In many cases these two conditions cannot be satisfied
simultaneously, and in rising the temperature there could be a phase transition from a low-
energy state to a high-entropy state. In order to describe these phase transitions, it is useful to
have an expression for the partition function Z. As a first step, write Z as a summation over the







- å                                                  (1.1.2)
If it is assumed that the most probable state ~ s  (which is the one with the lowest value for FL)
is completely dominant over all other states, the free energy of the system can be approximated
by









                                      (1.1.3)
This is called the saddle point approximation, and the resulting theory is equivalent to mean-
field theory. Usually the coarse grained states s are characterized by the value of an order
parameter. In the most simple case the order parameter is a single variable. In the Ising model,
for instance, it is the average magnetization m. For copolymer melts the situation is more
complicated, and the order parameter is a function of space,
13 thus representing infinitely many
variables.
The main purpose of this chapter is to derive an expression for the Landau free energy FL for
all sorts of polydisperse block copolymers, the only restriction being that the molecules are
linear or tree-like (the study of the phase behavior of ring copolymer melts is much harder,
because rings in the melt state do not obey random walk statistics
14). However, there is the
restriction that Landau theory is only applicable in the region where the order parameter is
small, which, in the case of copolymer melts, corresponds to the region where the interaction-
induced separation is small (weak segregation regime, WSR). In the remainder of this
introduction we first discuss the choice of the order parameter, and then we present a coarse
grained description of block copolymer chains, which ignores the (for our purpose irrelevant)Chapter 1
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microscopic details. In paragraph 1.2 we define the so-called correlation functions, which play
an important role in the calculation of the Landau free energy in paragraph 1.3. The expression
for the Landau free energy obtained in this chapter forms the basis for the rest of this thesis,
where it is used to calculate the phase diagram of polydisperse multiblock copolymers in
various approximations.
The choice of the order parameter
In Landau theory one has to make a choice for the order parameter. There is not a strict rule
which fixes the order parameter for a given system, but generally it should be a slow degree of
freedom which comes to equilibrium only after all other degrees of freedom have come to
equilibrium. In AB-copolymer melts the usual choice
13,15 is the concentration profile y()
r
x ,









f A =-                                                (1.1.4)
where  r is the average total monomer density (including the B-monomers). Since
incompressibility is assumed throughout (implying a constant density), there is only one
independent concentration profile. The profile y()
r
x  as defined in 1.1.4 is not a smooth
function. On the length scale corresponding to the size of a monomer, its value fluctuates
between ( ) 1- f  (if there is an A-monomer present at position 
r
x) and - f  (if there is a B-
monomer present at 
r
x). However, Landau theory does not deal with properties on this length
scale, and in fact one should take for y()
r
x  the coarse grained profile. Coarse graining means
getting rid of short-scale fluctuations, which makes the profile smooth. Technically, coarse
graining can be accomplished by introducing a cut-off value L for the vectors in Fourier
space,
16 that is, by setting the Fourier coefficients yA q ()
r
 for | |
r
q >L equal to zero. The value
of L should be chosen such that L
-1 is small compared to the radius of gyration
17 of the
blocks (which is the characteristic length scale in a block copolymer melt), but on the other
hand L
-1 should be large compared to the size of the monomers. Nevertheless, in calculations
one usually takes the limit L®¥. This can lead to divergencies in the integrals over Fourier
space (see for instance chapter 5), but it will now be clear that these divergencies have no
physical meaning.Landau theory
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A coarse grained model for block copolymer melts
Consider a copolymer system containing two chemical building blocks (monomers) A and B. A
microscopic description of the (configurational) state of this system would involve giving the
position in space of all monomers. Instead, we choose a coarse grained description, which is
possible provided that there are long sequences of like monomers present in the molecules. To
define the coarse grained state of the chain we proceed as follows. The persistence length Lp of
the chain is defined as the distance, measured along the chain, over which the directional
correlations vanish. Roughly speaking, pieces of chain which are shorter than Lp are stiff,
whereas pieces of chain which are longer than Lp are flexible. A piece of chain with length Lp is
called a segment. On the level of the segments the chain behaves like a random walk (the
random walk behavior of chains in the melt will be discussed in paragraph 1.2). In a coarse
grained description the chain of monomers can be regarded as a chain of segments. The length
of the blocks should be much larger than the lengths of the segments, otherwise the theory
described in this thesis is not applicable. Often the Kuhn segment
18 is regarded as the building
block for the coarse grained chain. It is defined in the following way. Consider a flexible chain.
Approximate this chain by a model chain of N freely jointed segments with fixed length aK,
such that the model chain has the same radius of gyration Rg and the same contour length L as
the real chain. These conditions fix the values of N and aK via
LN a R N a KK g ==
2 1
6
2                                       (1.1.5)
The thus obtained Kuhn segment length aK is closely related to the persistence length. In the
following it is assumed that the length of a segment is not fixed, but has a Gaussian distribution
with root mean square value a, which is often called the statistical segment length. Since the
segment length is much shorter than the block length, most segments are homogeneous in
composition, making it possible to talk about A-segments and B-segments. The coarse grained
state of the system can be described by the set of positions of the begin- and end-points of the
segments. This coarse grained state contains no microscopic details. All microscopic properties
(that is, the properties on the level of the chemical monomers) will be represented by just three
parameters u, a and c. The parameter u is the excluded volume per segment, a is the root
mean square of the end-to-end distance of a segment, and the c-parameter gives the effective
interaction between the A- and B-segments,  which includes both energetic and entropic
contributions. Because of incompressibility one interaction parameter is sufficient. This c-Chapter 1
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parameter should be regarded as a phenomenological parameter, the value of which can be
determined by experiments.
The fact that the microscopic properties can be dealt with in such a simple way is due to the
following.
19 Consider the system of disconnected monomers, which is the same system but
without the presence of the chemical bonds. The set of microscopic states corresponding to
just one coarse grained state of the polymer system is representative for the whole phase space
of the system of disconnected monomers (assuming that most monomer-monomer contacts in
the  polymer system are between monomers belonging to different chains). Therefore,
averaging  over the microscopic properties is independent of averaging over the properties of
the coarse grained system. In the dynamics of the polymer system this is reflected by the fact
that on small timescales the coarse grained configurations of the molecules do not change
significantly,  whereas the individual monomers have had contacts with many different
monomers.
According to a main postulate in statistical mechanics all microstates in a canonical ensemble
have the same a priori probability. This is, however, not applicable for the coarse grained
states. In order to find the probability of a coarse grained state one has to integrate over all
conformations of the segments. Although a rigorous calculation of this integral is impossible
because of the excluded volume, assuming random walk behavior of the chains (see the next
paragraph) the segment lengths can be considered as independent, and it is possible to
approximate the probability of a coarse grained state by the following expression. Let s denote
a molecule type in a polydisperse system. Let m number the molecules of a given type s and let
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1 g                        (1.1.6)
where the delta function expresses the incompressibility condition (r is the segment density),
and g()
r
r  is the probability that the end-to-end vector of a segment is equal to 
r
r . Since on the
coarse grained level the chain conformations obey random walk statistics, one can take for
g()
r
r  the end-to-end probability distribution of a random walk, which is derived in appendix A:Landau theory
9
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Equation 1.1.7 will be used as an a priori probability for the coarse grained model. In the
following it is assumed that both monomer types have the same value for a, and the same
value for u. Since a segment contains several monomers, in general we have
a >> u
13                                                     (1.1.8)
In many theoretical papers the unit of length is chosen such that the excluded volume u per
segment becomes equal to unity. Because of 1.1.8 the statistical segment length a will then be
large compared to unity. However, it is possible to rescale the model in such a way that in
appropriate units both u and a become equal to unity. This can be achieved in the following
way. Consider a coarse grained model characterized by the parameters c,  u and a. Replace
every segment with k segments, and rescale the parameters according to







                             (1.1.9)
The statistical segment length a has been rescaled in such a way that the radius of gyration of
the blocks remains the same. The scaling of c is necessary because c is the interaction per
segment. The reason for the rescaling of u is obvious. Note that after application of the
transformation 1.1.9 the block lengths (measured in number of segments per block) are all
multiplied by a factor k, that is,  ¢= Nk N . Strictly speaking the models obtained by taking
various values for k >1 are not completely equivalent, but within our coarse graining
approximation they can be expected to be equivalent models for the real polymer system (even
the fluctuational behavior is independent of k; see note 21). In the process of refining the
segmentation by increasing the value of k, the ratio between a6  and u
13 decreases. At a
certain value of k this ratio is equal to unity. This shows that without restricting the generality





1 == a                                             (1.1.10)
Summarizing, the procedure is first to model the system by choosing the appropriate number of
chemical monomers per segment, and to determine the values of the parameters a,  u, and c.
Then, from the class of equivalent models obtained by the refining transformation 1.1.9, thatChapter 1
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model is chosen which satisfies condition 1.1.10 for some unit of length. To reduce the number
of parameters even more it will also be assumed throughout that the unit of energy is chosen
such that kT B , which is roughly speaking the translational kinetic energy per molecule, is
equal to unity:
kT B = 1                                                     (1.1.11)
Nevertheless, the effect of a change of the temperature on the phase behavior can still be
investigated by changing the value of the Flory-Huggins c -parameter,




The mean-field phase diagram of an AB-copolymer melt can be constructed after deriving an
expression for the Landau free energy  FL as a function of the concentration profile y
(equation 1.1.4). Minimizing this free energy gives the most probable profile. In the weak
segregation regime, where y  is small, it is possible to expand FL in powers of y . The
coefficients in this expansion are called the vertex functions. These vertex functions can be
obtained from the correlation functions in the melt, and these correlation functions can be
related to the correlation functions of isolated random walks.
11 Therefore, the calculation of
correlation functions is an essential ingredient for the following chapters. The correlation
functions give information about how the values of y  at different space points are correlated.
In order to explain their physical meaning, we describe qualitatively the second order
correlation function for a block copolymer melt. Let f be the average A-monomer fraction in
the melt. Then, if 
r
y denotes any position in space,
22 the expectation value of the A-monomer
fraction at 
r
y is equal to f. Now suppose that we measure the A-monomer fraction at a nearby
space point 
r




y is of the order of magnitude
of the radius of gyration Rg of the blocks). This extra information changes the expectation
value for y()
r
y , and this change is described quantitatively by the second order correlation
function. The presence of this kind of correlation can be understood as follows. Suppose for
the moment that y()
r
x  is larger than average. The A-blocks which are responsible for this,
penetrate over a distance Rg through space. Therefore, it is to be expected that the A-monomer
fraction at 
r
y will also be larger than average. This positive correlation, which is characteristicLandau theory
11
for block copolymer systems, is called the correlation hole effect.
13 The correlation disappears




y becomes too large. The distance at which this occurs is called
the correlation length. Since this distance can be much larger than the size of the monomers,
the correlation functions in a polymer melt are called non-local. These long-range correlations
are due to the chain connectivity, and are, therefore, absent in the corresponding system of
disconnected monomers, which has the same composition as the polymer system, but where all
chemical bonds between the monomers are broken. The short-range correlations (that is, the
correlations over a distance corresponding to the size of the monomers) are the same for both
systems, provided that in the polymer system most monomer-monomer contacts take place
between monomers belonging to different chains. For the calculation of the phase behavior of
block copolymer systems only the long-range correlations are important.
The second order correlation function can be studied experimentally by means of a scattering
experiment, in the following way. Let the system be irradiated by waves. Then the intensity of
the scattered radiation is proportional to á- ñ yy ()( )
rr
qq , where y()
r
q  is the Fourier transform
of y()
r
x , the brackets denote a thermodynamic average, and 
rr r
qq q out in =-  is the momentum
transfer. In practice the wavelength of the chosen radiation should be of the same order of
magnitude as the size of the structures to be studied. Since the size of the structures in block
copolymer systems is of the order of 10 nm, Röntgen or neutron diffraction can be used.
The correlation functions in the melt can be calculated due to the fact that the conformations of
polymer molecules in the melt obey random walk statistics.
11 To appreciate why this statement
is remarkable, consider first an isolated polymer chain in an athermal solution, where the value
of the parameter c  describing the effective interaction between the monomers and the solvent
molecules is zero. Because of the excluded volume of the monomers, the conformation of the
chain is a self-avoiding walk. Since two monomers which are far separated from each other
along the chain can still be close to each other in real space, the effect of self-avoidance
remains large, no matter how long the chain is (if the walk is regarded as a Markov process, it
has order infinity). The excluded volume effect forces the self-avoiding walk to be more open
than a random walk: the mean distance travelled by a self-avoiding walk
23 of N steps is
proportional to  N
0 588 . , whereas the mean distance travelled by a random walk is proportional
to  N
05 . . Next consider a polymer chain in a melt, which is a rather dense system. Since the
chains cannot overlap, they hinder each other enormously. Therefore, it seems that the
excluded volume effect is even more important in the melt state than it is for an isolated chain.
For each chain the set of possible conformations is still the same as it is for an isolated chain
under athermal conditions. For an isolated chain all these self-avoiding walks have the sameChapter 1
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probability,  but for a chain in the melt the various conformations obtain different weight
factors, which is due to the entropy of the remaining chains. Qualitatively, the effect is as
follows. If the chain takes on a rather open conformation which is characteristic for an isolated
chain, it has a high internal entropy, but at the same time it hinders the other chains
considerably, thus decreasing their entropy. If it becomes more crumpled up, its internal
entropy decreases, but since it leaves more room for the other chains this decrease is
compensated by an increase in their entropy. This reasoning shows that in the melt state the
chains prefer conformations which are less open than a self-avoiding walk. Flory
11 has shown,
using simple arguments, that the weight factors of the various self-avoiding walks are such that
the set of conformations becomes representative for a random walk. In other words, the
effective excluded volume of the monomers is zero, and the conformations of the chains can be
considered as random walks. This statement has been verified experimentally,
24,25
theoretically,
26 and by computer simulations.
27 It forms the basis for all analysis in this thesis,
and without it, analytical calculations on the phase behavior of polymer melts would be
impossible.
The presence of the short-range interaction and the incompressibility constraint give rise to
correlations between the different chains. However, in this paragraph we ignore these
correlations, and calculate the correlation functions of the corresponding ideal system,
15 which
has no intermolecular correlations. In this (hypothetical) ideal system there are no interactions,
and the constraint that the density should be constant is absent. However, the essential feature
of chain connectivity is present in the ideal system, and the configurations of the chains obey
random walk statistics. Since in the ideal system there are no correlations between monomers
belonging to different chains, we need only to calculate the intramolecular correlations. In the
next paragraph it is shown how the correlation functions of the ideal system can be used to
calculate an expression for the free energy of the incompressible system with interactions.
Correlations between monomers
Consider a chain in the ideal system. Since there are no interactions at all between the different
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Ri+1 there is only one segment. For shortness we will often refer to the
positions { }
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RR R N 1 2  is called the
configuration of the chain. It involves both the spatial shape of the chain, and the position of its




r  be the normalized isotropic probability density that the end-to-end distance
of a segment is equal to 
r
r  (appendix A). Then the (unnormalized) probability density on the
space of conformations is given by (see also 1.1.6)
PR R R R R R R R NN N ({ , , }) ( ) ( ) ( )
r
L
rr r r r
L
rr
12 1 3 2 1 =- - - - gg g                    (1.2.1)
The integral of P over the phase space of all configurations equals V, which represents the
translational freedom of the chain. Although P and the correlation functions to be defined
below are probability densities, we will call them probabilities for shortness. By definition, the
n
th order correlation function
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is the probability (normalized to V) that segment number
28 ik  is at position 
r
xk , for kn = 1,, L .
The peculiar normalization is adopted in order to make the correlation function independent of
the size of the system. According to definition 1.2.2, P itself is an N
th order correlation
function. For the analysis in the WSR we need only
80 the second, third and fourth order
correlation functions. As an example we present the calculation of the fourth order one for the
situation that the indices are all different. Suppose that ijkl <<< .
G x x x x dR dR R R R R R R
Rx Rx Rx Rx
ijkl NN N
ijkl
(,,,) ( ) ( ) ( )
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the correlation function 1.2.3 attains the formChapter 1
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G x x x x dr dr r r
rr x rr x
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The vector 
r
r1 does not appear as argument for g()
r
r , because it represents the position of the
first segment. Expression 1.2.5 can be simplified by going over to Fourier transforms.
Generally, the Fourier transform of a function  f()
r
x  is defined by
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According to this definition, the Fourier transform of the n
th order correlation function 1.2.2
for n = 4 is given by
G q q q q d xd xd xd xe G x x x x ijkl
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where dK  is the Kronecker delta (taking on the values 0 or 1), we get
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Using the normalization g()
r
q == 01  this can be rewritten to
G qqqq V q q q q q q q q ijkl K
ji kj lk (,,, ) ( ) () ( ) ()
rrrr r r r r r r r r
1 2 3 4 1234 1 12 4 =+ + + +
-- - d gg g           (1.2.10)Landau theory
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Equation 1.2.10 is only valid if ijkl <<< . The result
1.2.10 can be described in the following pictorial way,
which makes generalization to higher order correlations
straightforward. Through segment i a “current” 
r
q1 is
flowing into the chain, through segment j a “current” 
r
q2 is
flowing into the chain, etc (this is just a metaphore). The
Kronecker delta ensures that no charge is accumulating.
At any point the total sum of all currents must be zero
(Kirchhoff’s law). The number of bonds between
monomer  i and monomer j is equal to ( ) ji - . Through
each of these bonds a current 
r
q1 is flowing. The
expression for the correlation function shows that to each of these bonds a factor g()
r
q1  is
assigned. Between segment j and segment k the total current is equal to 
rr
qq 12 + , and each of
the ( ) kj -  bonds gets a factor g()
rr
qq 1 2 + , etc. This has been illustrated in fig 1.1.
The correlations between A and B
The notion of correlation function can be generalized to chains consisting of two segment
(monomer) types A and B. If ai = A or B, then the n
th order correlation function
Gx x




( , , )                                               (1.2.11)
is the probability (normalized to V) that at the point 
r
xi a segment of type ai is present, for
in = 1,, L . The correlation function 1.2.11 depends on the order in which the A and B
monomers are placed along the chain. This AB-sequence can be described by the function s
a
i ,









   if segment   is of type 
  otherwise
i
                                  (1.2.12)
Using definition 1.2.12, the AB-correlation function 1.2.11 can be written in terms of the
correlation function 1.2.2.



































Equation 1.2.13 involves a summation over n
indices ii 1,, L n . This summation can be split in
n! contributions, one contribution correspon-
ding to ii i 1 2 << < L n , etc. Each of these
contributions can be represented by a diagram.
This diagram contains k points representing
ii 1,, L n . The chain is drawn as a directed line
between these points. Fig 1.2 shows the
diagrams corresponding to GAABB for a diblock
co-polymer. In this case only 4 of the 4!
diagrams give a contribution (solid line: A-
block, dashed line: B-block).
The Fourier transforms of the correlation functions G are proportional to the volume V of the
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(, , ) ( ) (, ,) =+ +             (1.2.14)
Although the delta function on the right hand side is superfluous (because G itself is zero if the
sum of its arguments is not zero), it has been added for clarity. To avoid confusion, note that
g , which is given in 1.1.7, denotes the end-to-end distribution function of a single segment,
while g denotes the correlation function of the chain as a whole.
The correlation function 1.2.13 can be rewritten in a more familiar form. Let ra({ }, )
r r
Rx i  be
the density of monomers of type a at position 
r
x due to the chain under consideration. It is
given by
$ () ( {} ,) ( ) rr s d aa a
r r rr r
xR x x R i
i
i
i º= - å                                 (1.2.15)
where the hat denotes that the density is a function of the configuration { }
r
Ri  of the chain.
Using 1.2.15 and the generalization of 1.2.3 to the n
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The average over the configurations has been normalized to unity, and the subscript 0
indicates that it is defined in the ideal system.
The second order correlation function for a homopolymer chain
The most simple, non-trivial example of an (intramolecular) correlation function arises when
there is only one monomer type present in the chain. In that case the chain is called a
homopolymer. If the chain has N segments, then after combining 1.2.13 with the generalization
of 1.2.10, and going over to Fourier transforms, the second order correlation function is given
by
Gq q G q q
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For the end-to-end distribution function  g()
r
q  of a single segment we will adopt equation 1.1.7
(do not confuse g()
r











                                                  (1.2.18)
The summation representing g()
r
q  can be split into two parts:
gq e N



















2                  (1.2.19)
The first part is called the self correlation. For large values of the molecule length N this
equation can be approximated in the following way. The relevant length scale for the
correlation function (i.e. the length scale on which its derivative is of order unity) is the radius
of gyration of the chain, which is proportional toChapter 1
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RN g µ                                                     (1.2.20)







                                       (1.2.21)
This is the motivation to define a rescaled wave vector y via
yN x N a q º= 1
6
22                                               (1.2.22)
The relevant values for y are of order unity. Inserting 1.2.22 into 1.2.19 shows that the
dominant contribution to the correlation function is of order N
2, and after neglecting the










2                                           (1.2.23)
This is called the Debije function. The procedure used to approximate 1.2.19 by 1.2.23 is quite
general and is also used for block copolymers. In that case, the relevant length scale for the
correlation function is not the radius of gyration of the whole molecule, but the radius of
gyration of the blocks. The same result 1.2.23 could have been obtained more easily by
replacing the summations in 1.2.19 by integrals:














                          (1.2.24)
It is useless to take along the terms subdominant in N in the calculation of the correlation
functions, even if N is small, for the following reason. As will be explained in chapter 5, the
free energy can be written as an infinite series of terms. These terms can be ordered with
respect to their scaling with N. Usually only the dominant terms, which are proportional to
N
-1, are taken into account. If the subdominant terms in the calculation of the correlation
functions are taken into account, then, in order to be consistent, in the free energy expansion
one should take into account all terms till order N
-2, which proves to be far beyond the
accuracy required to calculate phase diagrams in the WSR.Landau theory
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1.3  The Landau free energy for polydisperse
copolymer melts
Introduction
In this paragraph we derive an expression for the Landau free energy FL of polydisperse
copolymer melts in terms of the order parameter y, which was defined in 1.1.4 as the deviation
of the A-monomer fraction from the average value. Since in the WSR the order parameter is
small, it is meaningful to expand FL in a Taylor series. Usually the second and third order
contributions to FL are decreasing functions of the amplitude A of the profile, and in the
minimum these terms are balanced by the fourth order contribution, which is usually an
increasing function of A. Near the phase transition lines between the various ordered structures
these second, third and fourth order terms are of the same order of magnitude, while the fifth
and higher order terms are negligible. Therefore, it is sufficient to expand FL till the fourth
order.
80 As mentioned before, the coefficients in this expansion are called vertex functions. We



































                 (1.3.1)
The vertex functions Gn  are “non-local,” which means that they couple the values of y at
different points in space to each other. This non-locality is a consequence of the chain
connectivity, and so it is no surprise that the vertex functions Gn  are related to the correlation
functions  Gn. Revealing the exact relationship between these objects is the purpose of this
paragraph.
Leiblers method for monodisperse copolymers
As an introduction, we will first describe qualitatively how Leibler
15 derived mean-field
expressions for the vertex functions of monodisperse diblock copolymers. It is convenient to
introduce an auxiliary field U()
r
x  which acts on the A- and B-monomers in such a way that itChapter 1
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changes the energy content of a copolymer system with profile y()
r
x  by the amount DE ,
which is given by
DEd x U xx =ò
rr r
()() y                                             (1.3.2)
Due to the incompressibility we do not need separate fields for the A- and B-monomers. In the
presence of the field Ux ()
r
, the expression 1.3.1 for the partition function is changed into
ZU d e
FU ZU








                             (1.3.3)
where  FL is the Landau free energy of the system when the external field is absent. By











=á ñ                                                  (1.3.4)
Equation 1.3.3 provides a description of the system in terms of the external field U. Because of
the way in which y and U are coupled to each other in the exponent of equation 1.3.3 (y  and
U are “conjugated”), it is possible to change the viewpoint, and to go over to a description in
terms of y. To this end, define the Legendre transform  ¢ F [] y  of the free energy FU [ ] via
¢ =- ò FF U d x U x x [] [ ] ()() yy yy
rr r
                                 (1.3.5)
where Uy is the inverse of 1.3.4. The transformation 1.3.5 is called a Legendre transformation.













                                          (1.3.6)
which is equivalent to 1.3.4. Since in the real system the external field U is absent, we see from
1.3.6 that the average profile áñ y  can be found by minimizing  ¢ F . Therefore, it would be
usefull to have a closed expression for  ¢ F  (note that  ¢ F  is the true free energy, not the mean-
field free energy). Since equations 1.3.4 and 1.3.6 are each others inverse, the expression forLandau theory
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¢ F [] y  is known once we have the expression for FU [] . It follows directly from 1.3.3 that the
coefficients in the Taylor expansion of FU [ ] around U = 0 are (apart from numerical factors)
the correlation functions Gn, defined by






11 =á ñ yy                                  (1.3.7)
where the brackets denote a thermodynamic average. This average is different from the one
used in 1.2.16, which was defined in the (compressible) ideal system, where there are no
interactions between the chains. So the problem of finding an expression for FU [ ] has been
reduced to the problem of finding an expression for the correlation functions 1.3.7 in the melt.
Up till now, the analysis of the coarse grained system is exact, but in order to find expressions
for the correlation functions 1.3.7 Leibler used the mean-field approximation, as follows. In the
previous paragraph it was shown how the correlation functions of the corresponding ideal
system can be calculated. The interaction and the incompressibility can be accounted for by
means of self-consistent fields. In this way, one obtains mean-field expressions for the
correlation functions 1.3.7, which, via equations 1.3.4 and 1.3.6, lead to mean-field
expressions for the vertex functions. This completes our brief discussion of Leiblers method.
In the first paper
29 dealing with the generalization of Leiblers theory to polydisperse melts, it
was shown that the correct procedure involves the averaging of the ideal correlation fucntions
over the various molecule types present in the system. However, an important contribution to
the fourth order vertex function was missed. To obtain the complete expression for the fourth
order vertex, several methods are available. One of these methods will be presented in detail




The generalization to polydisperse block copolymer melts: quenched average
and replica trick
In a polydisperse copolymer system several molecule types are present. If s denotes a molecule
type (i.e. a finite sequence of A’s and B’s), and if rs  denotes the number density of molecules
of type s, then the composition of the melt is fixed completely by the set { } rs . Clearly, the
probability that a randomly chosen molecule is of type s is proportional to rs . Since for the
determination of the phase behavior the chemical bonds are considered to be irreversible, any
molecule is a fixed realization of the probability distribution { } rs . Therefore, there is a
quenched (i.e. frozen) disorder present in the chains of these systems. The concept of disorderChapter 1
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is well known from the study of spin glass systems.
30,32 In these systems, magnetic atoms are
present in a matrix. The nature of their pair interaction (ferro- or para-magnetic) is a very
sensitive function of their mutual distance. Since the positions of the magnetic atoms are
random and quenched, so are their interactions, and the system can be described by an Ising
model with interaction strengths Jij which are, for each i and j, fixed random numbers (chosen
according to some appropriate distribution P(Jij)). The problem is to find an expression for the
free energy of such disordered systems. To make the discussion general, let x denote the set of
quenched variables, and let y denote the set of free variables. For the Ising model  x ={Jij} and
y i ={} s , where si =± 1 is the spin at lattice site i; whereas for a chain from a polydisperse
copolymer melt  xs =  (its AB-sequence), and y is its configuration { }
r
Ri . Let Px () 0  denote the
probability that  xx = 0 in a realization of the system. In principle, the free energy of such a
quenched system could be obtained by calculating the partition function after taking a
representative realization  x  of the quenched variables, that is




- ò ln ln
()                                   (1.3.8)
where H is the Hamiltonian. If the system is self-averaging,
30 then the free energy density
FV x  is independent of x , once the volume V of the system is large enough (this statement
can be made more precise). This means that the properties of the system are reproducable,
despite the randomness. Although 1.3.8 gives the expression for the free energy of a quenched
system, it does not provide a direct means of calculating it. However, since all representative
realizations of x give the same value for Fx, averaging the free energy over the randomness
will not change its value, so
FF d x P x F Z quenched x x x == = - á ñ ò () l n                            (1.3.9)
This is called a quenched average. It is important to note that this way of averaging gives other
results than the so-called annealed average, which is defined by
FZ annealed x =- á ñ ln                                         (1.3.10)
and which leads to the free energy of a system in which the variables x are not quenched, but
change in time according to Px ( ). Due to the presence of the logarithm, the average in 1.3.9



















                           (1.3.11)
The chain of identities in 1.3.11 is called the replica trick. The quantity Zx
n is the partition
function of n non-interacting replicas of the system, which all have exactly the same realization
x of the quenched disorder (i.e. n identical chains in the case of a polydisperse copolymer).
However, the averaging induces coupling between the replicas, and so áñ Zx
n  may contain
interreplica terms. Strictly speaking, the quantity Fn has only meaning for positive integer
values of n, and taking the limit n ® 0 is, therefore, a rather tricky business. If the procedure
outlined above is applied to polydisperse copolymer melts, and the free energy is expanded till
fourth order in the concentration profile y , one obtains a sum of two parts.
34,35,36 The first
part can be obtained by replacing in the Leibler expressions the single-chain correlation






11 LL ®å                                      (1.3.12)
The second part, which is a contribution to the fourth order coefficient, is called the non-local
term. Its expression contains the peculiar average
35
r ab gd s
ss
s
gg å                                                    (1.3.13)
which involves the second order correlation functions of two replicas (i.e. two chains having
the same AB-sequence s). Its precise form will be given further on, but first we discuss an
alternative way to arrive at the same expression for the free energy, without the use of replicas.
Detailed densities
Since in polydisperse copolymer melts as considered here there is no replica symmetry
breaking,
37 it is possible to arrive at the correct expression for the free energy without the use
of replicas. As a first example we discuss shortly the so-called detailed densities approach,
which was introduced in ref 31 by Erukhimovich and Dobrynin. In the detailed densities
approach, the concentration profiles y a s x ()
r
 of monomers of type a=AB /  belonging to a
molecule of type s are taken as independent thermodynamic variables. These profiles y a s x ()
r
are called detailed densities. Generalizing the method used by Leibler, it is possible to writeChapter 1
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down a mean-field expression for the free energy in terms of the detailed densities. The lowest
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                    (1.3.14)
where in the generalized second order vertex matrix g 2() q  the incompressibility has been
taken into account by assigning an infinite free energy to profiles y a s ()
r








r å = 0                                                 (1.3.15)
As long as all eigenvalues of the (symmetric and real) matrix g 2() q  are positive for all values
of  q ³ 0, the homogeneous state is stable against infinitesimal fluctuations. Therefore, the
spinodal condition is that one of the eigenvalues of g 2() q*  becomes zero for some value of q*.
The corresponding eigenvector Eq () * , having components Eq sa() * , is called the strongly
fluctuating field, and in composition space the spinodal decomposition proceeds along its
direction. In the WSR in the microphase separated state, the dominant Fourier components
áñ y a s ()
r
q  will be present for vectors 
r
q with length q*, and they will be proportional to the
strongly fluctuating field (for the correlated random copolymer to be analyzed in chapter 3, 4
and 5 this is not completely true, since q* = 0 for this system. However, the procedure can
easily be adapted to cover this system as well). If the free energy is expanded in powers of the
strongly fluctuating field, then one arrives at the same expression for the free energy as by
using the replica trick, including the non-local term. This is because the strongly fluctuating
field is a better choice for the order parameter in a Landau description of a polydisperse
copolymer system than the A-monomer concentration profile. The advantage of the detailed
densities approach is that the expression for the strongly fluctuating field gives information
about how much each molecule type separately contributes to the arising profile y ; see for
instance ref 39. The detailed densities approach will be used in chapter 4 in order to examine
phase coexistence in polydisperse copolymer melts.Landau theory
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The generalization of the FLM-method
Although the use of replicas or detailed densities leads to the correct expression for the free
energy, here we will follow a different route. The derivation presented further on is a
generalization of the calculation of the free energy as developed by Fredrickson, Leibler and
Milner (FLM) in ref 40 for the special case of correlated random multiblock copolymers. In ref
40, after writing down a formal general equation for the partition function, all further
manipulations  were done within this particular model, until an approximate expression for the
free energy was found. The FLM-method can be generalized to give the expression for the free
energy for block copolymers having a general architecture and sequence distribution. Before
presenting this generalization, we need a number of definitions.
Preliminaries
A molecule type s is defined as a finite sequence ( , , , ) aa a 1 2 L n  of segment types ai AB = /.
If  rs  is the number of molecules of type s per unit of volume, and  Ns is the number of







1                                              (1.3.16)
See equation 1.1.10. The set { } rs , which describes completely the composition of the system,
is called the monomer sequence distribution. In order to be able to describe the state of the
polymer system we number the molecules of a given type s with the label m
mn n V ss s == 12 ,, , L r                                   (1.3.17)




,  denotes the position
of segment i in molecule m of type s, then { } ,
r
Rmi
s  fixes the coarse grained state of the system.
Remember that { } ,
r
Rmi
s  is not a microscopic state: all coarse grained states have different
probabilities even if there is no interaction present. As explained in paragraph 1.1, the
probability of the coarse grained state { } ,
r
Rmi
s  is proportional to the integral over the
conformations of the segments, and assuming random walk statistics it is given by (see




































                     (1.3.18)
where  H0 is called Edwards Hamiltonian.
20 Expression 1.3.18 is only valid for configurations
having constant density r=1. All other configurations have probability zero. The factor 1V
is included for normalization: it accounts for the probability to find the centre of mass of the
chain ( , ) sm at a certain place in the volume V. The exponential gives the probability for the
relative positions of the monomers. In order to be able to write the partition function in the



















=- å                                    (1.3.19)
For shortness, we denote state functions with a hat, for instance
$ () ( { } ,) , rr AA m i
s xR x
r r r
º                                              (1.3.20)
Besides  $ rA, we will need the following state functions as well:
$() $ () $ () $ () $ () () $ () rr r y r y r
rrr rr rr
xxx xx f xxf AB A A B B =+ =- =- + 1       (1.3.21)
where f denotes the fraction of A-monomers. According to its definition,  $ y A is a sum of delta
spikes. Only after coarse graining will it correspond to the order parameter. This coarse
grained profile is denoted by yA x ()
r
, which, in an incompressible system, satisfies
yy y AB xx x () () ()
rr r
=- º                                     (1.3.22)
The interaction energy
As already explained in paragraph 1.1, the physics on the level of the monomers can be treated
independently from the physics on the level of the coils. As a consequence, the mean-field free
energy can be written as a sum of two parts:
42 one part coming from the short-ranged
interaction (quantified by the c -parameter), and another part coming from the long-ranged
chain connectivity. In order to obtain the first part, the Flory-Huggins expression,
11 which is
valid if the profile is flat, is taken as a starting point.Landau theory
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En V AB AB == cr r
c
u
rr                                         (1.3.23)
where nV =u  is the number of segments in the system. If the profile is not flat (i.e. if rA is a
function  rA x ()
r
 of space), then the multiplication with V should be replaced by an integral.
Since we have
ryr y AB ff =+ = -- , 1                                     (1.3.24)
the generalization of 1.3.23 is





0 ( )                                          (1.3.25)
where  E0  is an unimportant constant, which is omitted from now on. In arriving at 1.3.25 use
has been made of the fact that the integral of y over space is zero. Equation 1.3.25 can be
simplified even more. Via the substitution 
rr
xy =u
13 we go over to length units in which the
excluded volume u is unity (see equation 1.1.10), and the final expression for the interaction
energy is
Ed x x =- ò cy
rr 2( )                                             (1.3.26)
This is analogous to the Ising model, where the average magnetization m is the order
parameter,  J is the interaction strength, and the interaction energy is given by EJ m =-
2. In
the literature the Flory-Huggins parameter c is often defined for the situation where the
excluded volume u of the segments is 100
3 cm  per mole. The value to be used in 1.3.26 has






                                            (1.3.27)
Since the value of c is a combination of energetic and entropic contributions which depend on
the details on the low-molecular level, it is most convenient to regard c as a phenomenological
parameter which has to be determined experimentally.Chapter 1
28
The partition function
At this point all preliminary work has been done, and we can write down the expression for the
configurational partition function Z in the Landau description (see 1.1.2):
Zd e d R e mi






( $)( $ )                      (1.3.28)
The integral over y  is a functional integral, that is,
dD x d x
x
yy y òò Õ ò º= () ()
rr
r
                                (1.3.29)
We make no distinction in notation between a functional integral and a normal integral; the
difference will be clear from the context. The Edwards Hamiltonian  $ H0 taking into account the
chain connectivity has been defined in 1.3.18. Since the incompressibility is due to interactions
on the molecular level, it has to be incorporated in an artificial way via the delta function
dr ( $) 1- . This delta function can be rewritten in the following way:
() []
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       (1.3.30)
where the symbol µ means that the equality is valid up to a factor which is independent of the
configuration { } ,
r
Rmi
s . Using 1.3.30 and taking as many factors as possible out of the integral
over the configurations leads to (in the following the symbol µ will be replaced by the symbol
= because constant multiplication factors in the partition function have no influence on the final
results)Landau theory
29
Zd e d J d J e d R e e
iJJ
mi
s H iJ J
=òò ò
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Rewriting $ r and  $ y in terms of  $ rA and  $ rB via
$$ $
$$ $ ($$ )
rr r
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leads to
() () Z dR e dJ dJ e mi
s iJJ f J iJ J AB AB =òò
ò òò ++ - - ++ - r
,
() ( $$ )( $$ )
exp
cy yr r r r 2
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After the substitution




2 2                               (1.3.35)
1.3.34 can be rewritten as
Zd e d J d J e e AB
if J iJ iJ =òò
ò å ò å ò å ò +- y
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where yy A º  and yy B º- . Following ref 40, we define 
~
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V
dy J y J q q J q K aa a a a d
rr r r r r r
=- Û = - ò
1
1            (1.3.37)
The right hand equation shows clearly that one variable is lost in this way. However, the
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ln             (1.3.38)
G is the free energy of a compressible system of non-interacting random walk chains in the
presence of an external field iJ
~
a. Since in such a system the chains are independent of each
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Different chains (labeled with m) having the same architecture s are present in the same
external field. Therefore, they all have the same free energy and G can be rewritten as




=- º- á ñ å
- - å ò r
aa r e ln ln
~ $
0
0                              (1.3.40)
The bar represents the average over all chains:  AA sss =Sr . The thermodynamic average
áñ L 0 in 1.3.40 is now an average over the configurations of a single chain, and it includes a
factor V
-1. The expression for G can be expanded in powers of e. In the weak segregation
regime it is sufficient to expand till the fourth order. Using áñ = e 0 0 one obtains
G
V
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The first term on the right hand side of 1.3.41 can be written as (use 1.2.24 in the second step,
and 1.2.14 in the third step)
áñ = á ñ =
==
ò å å
ò å å ò å
er r r
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       (1.3.42)Landau theory
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The correlation functions gx y ab
s ()
rr
,  were defined and discussed in the previous paragraph.
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In the summations over 
r
q, the terms corresponding to 
r




== 00 ; see 1.3.37. Since 
~
() () Jq Jq
rr
=  for 
r
q ¹ 0, one can rewrite 1.3.43 by removing
the tildes over the J’s, and at the same time restricting the summations to non-zero values of
r














                            (1.3.44)
where the star denotes that the summation is resticted to 
r
q ¹ 0. We now return to equation
1.3.38 for the configurational partition function Z. The functional integral over the fields  Jx ()
r
can be replaced by an integral over the Fourier components  Jq ()
r
. Since the integrand does not
depend on  Jq ()
r
= 0 , the integration over this variable gives just a constant (though infinite)
factor in front of the partition function. In order to make the notation more transparent, the
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                     (1.3.45)
Again, the star in (a,
r
q)
* denotes that 
r
q ¹ 0 . The object P abcd  has been defined in such a way
that it is symmetric in a,  b,  c and d. As shown in the previous paragraph, the Fourier
transforms of the correlation functions appearing in 1.3.45 are zero unless the sum of their
arguments is zero, i.e.
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In the following the delta function appearing in 1.3.46 will be written down explicitly for
clarity, although strictly speaking this is superfluous. Moreover, we will write
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12 1 2 1 =+                                     (1.3.47)
where q1 is the length of the vector 
r
q1. In terms of the abbreviations introduced in 1.3.45, the
expression 1.3.38 for the partition function becomes
Zd e d y e
de
a
Vx y VP y y VP y y y VPy y y y
F
















          (1.3.48)Landau theory
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where the summations run over a, b, c, and d. The integral over ya will be calculated by the
saddle point method
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      (1.3.49)
where  ~ ya is determined by the condition that it maximizes the integrand. The saddle point
approximation 1.3.49 is exact in this situation. Solving the maximization condition for ~ ya
iteratively and substituting this back into 1.3.48 gives the final expression for the Landau free
energy FL truncated to fourth order.
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has been absorbed into the second order vertex function. The vertices Gn  are given by
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where the superscript reg stands for regular, and the superscript nl for non-local; see the next
section for an explanation. The quantity zq a( )  is defined by
z qgqgq AB a aa () () () =-
-- 11
                                             (1.3.57)
This completes the calculation of the Landau free energy of a polydisperse copolymer melt in
the WSR. Since the Fourier transforms of the vertex functions are proportional to the volume
V, it is convenient to define, in analogy with the correlation functions,
gd nn K n nn qq
V










=+ + G                         (1.3.58)




nl  given by 1.3.56 is called the non-local term. It was first derived by
Shakhnovich and Gutin
34 for the special case of uncorrelated random copolymers, and later in
the most general form by Panyukov and Kuchanov.
35,36 One can show generally that the non-
local term is identically zero if the number of molecule types does not exceed the number of
monomer types. For instance, if there are two monomer types present the non-local term
vanishes for monodisperse copolymers, and for two-component blends. In polydisperse
copolymers, however, its presence can be of crucial importance. For instance for random
copolymers, which form the subject of the following three chapters, the non-local term is even
the dominant contribution to the fourth order vertex, and together with the second order
vertex it is responsible for the strong temperature dependence of the period of the
microstucture, which is characteristic for these systems.
36
The phrase non-local term was introduced in refs 35, 36 and originates from the study of
uncorrelated random copolymers. For uncorrelated random copolymers there is no correlation
between the chemical identity of the monomers along the chain. The probability that the
neighbor of a randomly picked monomer is of type A or B is independent of the chemical
identity of the monomer picked. A representative chain can be constructed by drawing
monomers one by one from a large reservoir containing disconnected A- and B-monomers in
the ratio  ff : 1- , and connecting them. The block lengths in the random copolymer chainsChapter 1
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thus obtained are of order unity. For a melt of these chains, the second order vertex, the third
order vertex, and the regular part of the fourth order vertex contain only the self-correlations
Gii, Giii, and Giiii, since the contributions coming from Gij, Gijk, and Gijkl cancel if the indices are
not all equal. As a consequence, apart from the non-local term, the vertices of the random
copolymer coincide with the vertices of a low-molecular mixture of disconnected A- and B-
monomers. These vertices could be obtained in an alternative way by expanding the Flory-
Huggins expression for the entropy of mixing in a Taylor series. The non-local term, however,




2 () qq +  for the random copolymer. Therefore, if the Landau free energy of the random
copolymer is expanded to fourth order, the non-local term is the only part which contains
correlations between different monomers of the same chain, and so it accounts for the chain
connectivity; hence the name “non-local term.” There is an easy physical explanation for the
fact that only the self-correlation survives in the calculation of the regular vertices for the
uncorrelated random copolymer. We will return to this in chapter 3, where it is shown that an
analogous (though slightly more complicated) situation exists for the correlated random
copolymer. The peculiarity that the chain connectivity is only present in the non-local term is
only strictly true for uncorrelated random copolymers: for general polydisperse melts all
vertices are non-local. However, we stick to the convention and use the name “non-local term”
generally.
Although  1.3.54, 1.3.55 and 1.3.56 present the conventional way to split G4 into two
contributions, it is a bit unnatural, because if for instance 
rr
qq 12 0 += , then the term involving
the two third order correlation functions is added to G4
reg, and subsequently substracted from
G4
nl . Therefore, the problems arising due to the fact that gmn() q = 0  may not be invertible are
artificial. Conventionally, these problems are dealt with by taking the limit
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The advantage of splitting the fourth order vertex like GG G 44 4 =+
reg nl is that in this way the
part G4
reg is a continuous function.Landau theory
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The mean-field approximation




y ()                                                (1.3.60)
If the Landau free energy FL() y  is minimized by the profile  ~ y , then  ~ y  gives the dominant
contribution to Z. Although  ~ y  is the most probable profile, it is not necessarily the average
profile, because profiles other than  ~ y  can also give a contribution to the integral in 1.3.60.
However, in a first approximation one could ignore all profiles other than  ~ y  and investigate
the consequences.
15 In this approximation the profile  ~ y  is assumed to be completely dominant,
and the statistical weight of all other profiles is strictly zero. This assumption is justified if any
experimental measurement of the profile gives  ~ y  as a result. In other words, this
approximation is correct if the profile is static, not fluctuating, and the instantaneous
fluctuations  dy y y (,) (,) ()
rr r
xt xt x º- á ñ  where t represents time can be ignored. Therefore, this
approximation is equivalent to the mean-field approximation, and the mean-field free energy
can be obtained by calculating the integral 1.3.60 with the saddle point method:
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According to equation 1.3.61, the mean-field free energy coincides with the Landau free
energy. For most physical systems, the mean-field approximation is rather crude. For
copolymer melts, however, it can be made arbitrary accurate by increasing the (average) block
length N in the system. For homopolymer blends it can been shown that the error in the free
energy due to the mean-field approximation has relative magnitude N
-1, for monodisperse
multiblock copolymers it has relative magnitude N
-13 (ref 44), and for correlated random
copolymers, which have rather polydisperse blocks, it has relative magnitude N
-14 (refs 45,
46). Summarizing, once the block lengths are large enough, the mean-field approximation is
quite reasonable for block copolymer melts.2.  The symmetries of the concentration 
profile and the first harmonics 
approximation
2.1.  The symmetries of the concentration profile
Introduction
The main result of the previous chapter is an explicit expression for the Landau free energy FL
in terms of the coarse grained concentration profile y, the interaction strength c and the
composition { } rs . It was argued that the mean-field phase diagram can be obtained by
minimizing FL with respect to y. Since y represents infinitely many variables y()
r
q  (its
Fourier components) which are coupled to each other via the third and fourth order terms, a
rigorous minimization is not possible. The minimization procedure can, however, be simplified
due to the experimental observation that y is often a periodic function of space, with a period
of the order of magnitude of 10 nm.
In fact, this is not completely true. Normally, a
microphase separated polymeric material is divided
into a large number of small grains (size ±1000 nm),
such that inside each grain the profile is periodic. In
different domains, however, the crystal axes have
uncorrelated directions, and on a macroscopic scale
the profile is not periodic, and a macroscopic sample
of the material is isotropic. This has been illustrated in
fig 2.1. The situation is similar to the randomly
oriented magnetized domains in a block of iron. In copolymer melts the grain structure arises if
the phase separation takes place via nucleation: randomly oriented nuclei will grow until they
touch each other. It is possible to give the grains a macroscopic size by applying shear
47,48,49 or
electromagnetic fields during the phase separation, or by annealing the already microphase
separated system at elevated temperature. Nevertheless, in our calculations we will assume that
the profile is periodic throughout the whole macroscopic volume, because this represents the
true equilibrium situation. Anyway, even if the system consists of grains with a finite size, the
difference in free energy between this metastable state and the equilibrium state is rather small,
±1000 nm
±10    nm
fig 2.1Chapter 2
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and if the equilibrium state is obtained when the profile attains some periodic structure, then it
is to be expected that in this metastable state the same structure will be present inside the
grains. Summarizing, it is to be expected that the calculation still gives information about the
arising structure, even if the finiteness of the grains is not accounted for.
Since a rigorous minimization of FL is not possible, the procedure is as follows.
15 First a
certain spatial symmetry is chosen, for instance the lamellar one (a discussion about spatial
symmetries is given further on). Then a trial function for y()
r
x  having this symmetry is written
down. This trial function contains some adjustable parameters, for instance the amplitude and
the period of the profile. The trial function is substituted into the expression for the Landau
free energy, which is subsequently minimized with respect to the adjustable parameters. This
gives an upper bound for the free energy of the lamellar structure in the mean-field
approximation. The process is repeated for any other structure one wishes to consider (the
most common structures are the lamellar, the hexagonal and the bcc structure), and finally it is
determined which structure has the lowest free energy (in this approximation).
The profile y can be 1-, 2- or 3-dimensional. In the 1-dimensional lamellar profile, there are
two independent directions, such that in each plane parallel to both directions, the value of y is
constant, whereas in the perpendicular direction the value of y changes periodically. In the 2-
dimensional hexagonal profile, parallel cylinders are arranged in a honey comb structure. In this
case there is one direction (parallel to the cylinders), such that on each line running in this
direction, the value of y is constant, but in the planes perpendicular to this direction, y is
periodic. The most common 3-dimensional profile is the bcc (body centered cubic)
arrangement of (possibly distorted) spheres. Fig 2.2 gives schematic drawings of these profile
types. The dark areas are filled with material which is relatively rich in one type of monomer,
and the white areas are filled with material which is relatively rich in the other type of
monomer. In the picture of the bcc structure, the sticks are not real: they are only drawn in
order to reveal the 3-dimensional mutual orientation of the spheres, and they belong in fact to
the white area. In the following section it is assumed that the profile is 3-dimensional, because
this represents the most complicated situation, and the arguments and formulas can easily be
adapted to describe 1- or 2-dimensional profiles.Space groups
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The lattice
The (discrete) set of all vectors 
r
r  such that y is invariant under a translation over 
r
r  forms a







a3. Define a function  Lx ()
r
 which has delta spikes at the positions of the
lattice vectors, via
() Lx x ka ka ka
kkk
() ( )
rr r r r
=- + + åd 11 22 33
123
                                    (2.1.1)
For the lattice we choose a unit cell in the form of a parallelepiped, such that at each corner
there is a lattice point. The whole space can be filled with copies of this unit cell, like bricks in
a wall. Inside each “brick” the profile is the same. The choice of this unit cell is not unique. In
principal it is chosen as small and as cubic as possible, in which case there are no additional
lattice points apart from those at the corners, and the unit cell is called primitive. However, if
fig 2.2 Schematic illustration of the three most common
microphase separated structures. From left to right, from
top to bottom: lamellar, hexagonal, bcc. The sticks in the
lower illustration have been drawn to clarify the 3-
dimensional structure.Chapter 2
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there are additional symmetries present in the profile apart from the translational one, then it
might be more convenient to choose the unit cell in accordance with these symmetries. For
instance if there are mirror planes, it could be usefull to choose the faces of the unit cell parallel
to these planes. In this way one can get body centered or phase centered unit cells. However,
for our purpose we need a primitive unit cell.
The Fourier transform of y y
The translational invariance of y, which is described by the lattice L, can be made explicit in
the following way. Let P be a primitive unit cell. For any point 
r
r  there is a unique point 
r
¢ r  in
P, such that the difference ( )
rr
rr - ¢  is a lattice vector. Due to the translational invariance, the
value of y  in 
r
r  coincides with its value in 
r
¢ r . Given an arbitrary point 
r
r , the corresponding
point 
r
¢ r  can be found as follows. Choose an arbitrary lattice vector ( ) ka ka ka 11 22 33
rrr
++ ,
choose an arbitrary point 
r
R in P, translate 
r
r  over the lattice vector and check whether it
coincides with 
r





¢= rR . In formulas this becomes (use 2.1.1 for the second step)
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where yP()
r
x  is the restriction of y  to P (its Fourier transform yP()
r
q  is called the structure
factor). According to the convention the volume vP of P has been absorbed into the definition
of the Fourier transform. In the next section it will be shown that  Lq ()
r
, like  Lx ()
r
, is a sum of
delta spikes (although they are Kronecker deltas instead of Dirac deltas). The positions of
these spikes form a lattice which is called the reciprocal lattice  $ L. We return to 2.1.2 later on,
but first we need a way to construct the reciprocal of a lattice.Space groups
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The reciprocal lattice
Using expression 2.1.1 for  Lx ()
r
, one finds

















                                 (2.1.3)
In the summations over ki , constructive interference occurs only if 
rr
qa m ×= ii 2p  for some
integers mi. Therefore, the reciprocal lattice is the set of points 
r
q satisfying this condition, and
it is spanned by any set of vectors ( , , )
rrr
bbb 123  satisfying
r r
ab ij i j ×= 2pd                                                       (2.1.4)
A similar result holds in 1 and in 2 dimensions. Using 2.1.4 one can show that the 1-
dimensional  lattice (there is only one type) is its own reciprocal (but the spacing can be
different), and the same is true for the 2-dimensional square and hexagonal lattices. The fcc
and bcc lattices (which are 3-dimensional)  are each others reciprocal. For finite systems
confined in a volume V, the summations over ki  in 2.1.3 are restricted, and the value of Lq ()
r
at the lattice points is proportional to V (from here on the reciprocal lattice points are denoted
by a capital letter 
r
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where the normalization of the first line follows from the fact that the volume of P is equal to








Q  is in general a complex
number, it follows from 2.1.5 that with every vector 
r
Q from the reciprocal lattice, there is
associated an amplitude AQ=|( ) | yP
r
Q , and a phase jQ. Since the integral of y()
r
x  over space is
zero, 2.1.2 implies that the reciprocal lattice vector 
r
Q = 0 has zero amplitude. The remaining
vectors can be classified into harmonics spheres. As suggested by the name, all vectors in the
same harmonics sphere have the same length. We adopt the definition that a harmonics sphere
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where  u,  v and w are real. All vectors in one harmonics sphere have the same length.
According to definition 2.1.6, a harmonics sphere contains at maximum 48 vectors, but this
number is less if some of the numbers u, v or w are zero, or if some of these numbers coincide.
According to definition 2.1.6, the sets [ , , ] 033  and [ , , ] 114 , despite of having the same radius,
are different harmonics spheres for the bcc lattice (use 2.1.4 with the appropriate lattice
spacing in real space). The reason why we do not define a harmonics sphere as a set of
reciprocal lattice vectors having the same length is that due to symmetries all vectors in the
same harmonics sphere 2.1.6 get the same amplitude AQ, and this usefull property would be
lost if we consider the vectors ( , , ) 033  and ( , , ) 114  as part of the same harmonics sphere. As
will  become clear further on, the harmonics sphere having the smallest radius (the first
harmonics sphere) is the most important one for the calculation of the free energy.
Forbidden reflections
According to equation 2.1.2, the Fourier transform of the profile y  is a sum of delta spikes.
The positions of these spikes coincide with the positions of the spikes in the reciprocal lattice,
but each spike is multiplied with the factor yP q ()
r
. It is possible that this factor is identically
zero precisely at the position of a spike. This happens if the constructive interference due to
the periodic arrangement of the unit cells is canceled by a destructive interference due to the
profiles within the unit cells. In this case we speak about forbidden reflections. The most
simple example of this phenomenon is provided by a symmetric lamellar structure in the strong









                                          (2.1.7)
The spikes in the reciprocal lattice are positioned at qn d = 2p , where n is an integer. It
follows from 2.1.7 together with 2.1.2 that in y()
r
q  these spikes are absent for n even,
whereas they have amplitude µ1n for n odd. This result can also be derived in a pictorial
way, as illustrated in fig 2.3 for the second order peak.Space groups
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For the lamellar structure this cancellation of the even peaks occurs only if the profile is
constant within the domains. For the obdd structure and the gyroid structure, however, some
reflections (including the first order ones!) are forbidden under all conditions. This more
complicated situation is discussed further on.
Space groups
Sometimes two quite different profiles share the same translational symmetries. As an example
we can take the well-known spherical bcc profile and the gyroid
3,4 profile (the gyroid profile
will be discussed at length further on). The difference between these profiles has its origin in
the fact that, apart from its translational symmetry, a profile can have other symmetries as well,
such us invariance under rotations, inversions, reflections, roto-inversions, screws, and glide
planes.
50 It is essential to realize that if the lattice corresponding to the profile y  has a certain
symmetry, this does not imply that y  itself has the same symmetry. For instance, the lattice
describing the translational symmetries of the infinite 1-dimensional array depicted in fig 2.4 is
invariant under inversion, but the array itself is not.
Given a periodic profile, the set of all its symmetries modulo the translations is called a space
group.
50 In 3 dimensions there are 230 space groups, and they are listed and described in ref
51. From now on, we will use the word “structure” to denote the space group associated with
a concentration profile y . The presence of extra symmetries apart from the translational ones
can impose conditions on the possible values for the amplitudes and the phases corresponding




fig 2.3 The cancellation of the second order peak in the scattering
from a lamellar profile in the strong segregation regime.Chapter 2
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some reciprocal lattice vectors the amplitude is zero (forbidden reflections). One can prove,
using the symmetries of the space group, that all vectors from the same harmonics sphere have
equal amplitudes AQ (later on it will become clear how this can be done). Since the profile
y()
r
x  has to be real-valued, this implies that phases of opposite vectors must be opposite, that
is,
jj - =- QQ                                                       (2.1.8)
In the following discussions about the bcc, obdd and gyroid structures we will mainly be
concerned with the first harmonics sphere (defined as the set of shortest vectors 
r
q having non-
zero amplitude Aq), because this harmonics sphere determines to a large extent the value of the
free energy of the corresponding structure. A drawback of the first harmonics approximation is
that it predicts only the lamellar, the hexagonal and the bcc structure, while in practice also
other structures have been observed, such as the simple cubic, the fcc, the perforated lamellae,
and the gyroid structure. The occurrence of these structures can, however, be predicted within
the presented approach if the contributions to the free energy coming from the higher
harmonics spheres are taken along.
52,53,54,7
The bcc structure
The term “bcc structure” is a bit vague, since there are several space groups having a bcc
translational symmetry, for instance the space group Ia d 3  associated with the gyroid
structure. However, in discussions about the bcc structure usually a structure having the
symmetry of the bcc lattice is implied, which corresponds to the space group  Im m 3 . Since a
profile having this symmetry is invariant under a large number of 3-fold and 4-fold rotations,
50
the same is true for its Fourier transform. This implies, in combination with 2.1.8, that the
phases corresponding to the vectors in the first harmonics sphere should either all be equal to
zero, or they should all be equal to p . When, instead, the phases are chosen to be equal to
±p 2, the corresponding spatial symmetry is that of the group  Id 43 . This structure is
sometime referred to as bcc2. As will be shown later, this choice of the phases decreases the
value of the fourth order contribution to the free energy, but it increases the value of the third
order contribution. Although in some circumstances Id 43  gives a lower value for the free
energy than  Im m 3 , the corresponding structure has never been found to be
thermodynamically  stable. If only the first harmonics sphere is considered, some space groups
cannot be distinguished from one another. The space group  I23, for instance, which is aSpace groups
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subgroup of  Im m 3 , gives the same restrictions on the phases of the vectors in the first
harmonics sphere as  Im m 3  itself.
The obdd structure
As a first example of a structure with forbidden reflections, we discuss the obdd (ordered
bicontinuous double diamond) structure. It was reported to be observed experimentally in
monodisperse starblock copolymers,
5 but later it became clear that the observed structure was
in fact gyroid.
3,4 The reason for this mistake is due to the fact that TEM pictures of these
structures are rather similar. The obdd structure is probably not a stable structure in block
copolymer melts (it is, however, found in water/amphifile systems). The reason that it is
discussed here anyway is because it is similar to the more complex gyroid structure, which
recently has aroused a lot of interest. The following analysis of the obdd structure will provide
a basis for an understanding of the gyroid structure.
The b in obdd stands for bicontinuous, which means that both the A-rich and the B-rich phase
are continuous. A phase is called continuous if there are arbitrary long paths in arbitrary
directions running completely within this phase. The lamellar structure, for instance, is neither
continuous in the A-phase, nor in the B-phase, because in the direction perpendicular to the
lamellae there are no paths lying completely within one of the phases. The hexagonal structure,
on the other hand, is continuous in the majority phase, but not in the minority phase. In order
to get a feeling for the obdd structure, we give a description in the strong segregation regime,
because there the boundaries between the A-rich phase and the B-rich phase are sharp, making
it more easy to visualize the structure. The situation in the WSR is obtained from the situation
in the SSR by broadening the interfaces, and making the separation between A and B less
pronounced. The minority phase is present in two interpenetrating networks, whereas the
space in between is filled with the majority phase (fig 2.5). Each network has a tetrahedrical 3-
dimensional structure, like the structure made up by the carbon-carbon bonds in diamond:
hence the name “double diamond structure.” Each network separately is connected, which
means that any two points present in the same network can be connected via a path lying
completely within this network, but the networks are not connected to each other. They are
identical in the sense that one can be mapped onto the other by a translation. At each crossing
point, four tubes emerge in a tetrahedrical way. The picture is simplified in the sense that in the
SSR these tubes are not cylindrical, because they represent minimal surfaces under a constant-
volume constraint and should, therefore, have a constant mean curvature (cylindrical tubes do
not have a constant curvature at the crossing points). However, fig 2.5 does show all symmetryChapter 2
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properties of the structure, which form the space group Pn m 3 . Its translational symmetry is
described by a simple cubic lattice. Choose the x-, y- and z-axes parallel to the edges of the
cubic unit cell. To fix the scale, assume that these edges have unit length. According to 2.1.4,
the reciprocal lattice is simple cubic as well, but with different spacing 2p.
Apart from the translational symmetry, there is yet another symmetry present, which can be
seen from fig 2.5. Suppose that the structure is observed from one of the crossing points. If the






2 , we arrive in a neighboring crossing point,
which is connected to the first one by a tube. Observed from this new location, the structure
appears identical as observed from the original location, apart from a rotation over ±90°
around any of the coordinate axes. Therefore, if we would forget about this twist, the obdd
structure would have a bcc translational symmetry. This explains qualitatively why the first
harmonics sphere 20 0 1 p[ , , ] of the simple cubic reciprocal lattice has amplitude zero, so that
the first non-zero harmonics sphere  20 1 1 p[ , , ] of the obdd structure coincides with the first
harmonics sphere of the bcc structure. This assertion can be proven rigorously. The symmetry
described above can be written as
yy () ( )
rr r
xO x R =+                                                 (2.1.9)
fig 2.5 Schematic illustration of the obdd structure, consisting of two
interpenetrating identical networks. Note that in contrast with figure 2.2, the









2 , and O is a rotation over ±90° around any of the coordinate axes. For
y()
r
q , this has the consequence
yyy y () () ( ) ( )
rr rr r r r rr rr rr
q dxe x dxe Ox R e Oq
iq x iq x iOq R º= + = òò
××- ×                 (2.1.10)
For any vector 
r
q from the first coordination sphere  20 0 1 p[ , , ], the vector Oq
r
 also belongs to
the first coordination sphere, and -× = ± iOq R i
r r
p. Therefore,
yy () ( )
rr
qO q =-                                                 (2.1.11)
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We can conclude that all vectors in the first coordination sphere of the simple cubic lattice have
amplitude zero, and the first harmonics sphere of the obdd lattice coincides with the second
harmonics sphere 20 1 1 p[ , , ] of the simple cubic lattice. However, the symmetry 2.1.10 imposes
restrictions on the phases of the vectors in 20 1 1 p[ , , ]. For any 
r











2 1                                                   (2.1.13)
Therefore, applying two rotations over 90° around the same axis, one obtains yy () ( )
rr
qq =- .
Since, according to 2.1.8, we also have yy () ( )
rr
qq =-
* , the phases of the vectors in the first
harmonics sphere of the obdd structure are either 0, or p .
The gyroid structure
The second complex structure which we will discuss in detail is the gyroid structure. Recently,
it has aroused a lot of interest since it was found experimentally
3,4 (and later theoretically
55) as
an equilibrium structure in monodisperse block copolymers. Like the obdd structure, the











three coplanar tubes merge. The smallest closed loop inside the network consists of 10 tubes.
The symmetry operations leaving the gyroid structure invariant form the  Ia d 3  space group,
51
which is more complicated than the Pn m 3  space group associated with the obdd structure.
The translational symmetry of the gyroid structure is described by a bcc lattice. To fix its scale,
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Application of 2.1.4 shows that the reciprocal lattice is fcc, and that the first, the second and
the third harmonics spheres are given by 20 1 1 p[,,] ,   2 002 p[ , , ], and 21 1 2 p[ , , ], respectively. We
now prove that, due to the additional symmetries of the gyroid structure, the amplitudes of the
first and the second harmonics spheres of this fcc lattice are zero, which means that the first
harmonics sphere of the gyroid structure is given by 21 1 2 p[ , , ]. The first part of the proof is
analogous to the proof applied for the obdd structure. The gyroid structure is invariant under
48 transformations of the general form
51
(,,) ( , , ) xxx s x as x as x a ii i j j j kk k 123 ®+ + +                           (2.1.15)
where  si =± 1, and ( , , ) ijk can be any permutation
56 of ( ,2, ) 1 3 . Note that in ref 51 a minus
sign is denoted by a bar (i.e. xx º- ), and the transformations are given modulo the
translations. Each of the transformations 2.1.15 represents either a rotation, or a glide plane, or
a reflection, or a screw axis. For y()
r
q , the invariance of y()
r
x  under 2.1.15 has the
consequence
yy (,,) ( , , )
(, , )
qqq e s qs qs q
sa s a s a s a
iq sa







                           (2.1.16)
Since  the transformation ( , , ) ( , , ) qqq s qs qs q 123 ® ii jj kk maps each harmonics sphere onto
itself, equation 2.1.16 gives a relation between the values of y()
r
q  within each sphere. The
translational  part of the transformation in real space results in a phase factor in the
transformation in Fourier space. The transformations 2.1.16 imply that all vectors in the same
harmonics sphere have equal amplitudes. They provide the basis for proving that a certain
harmonics sphere has zero amplitude: one has to look for a closed loop (i.e. a series of
transformation of the form 2.1.16 beginning and ending at the same point 
r
q = (,,) qqq 123 ) suchSpace groups
51
that the product of the phase factors accounts for a minus sign. For this purpose, we only need




































                                     (2.1.17)
Each of these transformations corresponds to a glide plane, which is a translation followed by a
reflection in a plane parallel to the translation direction. For any vector from the second
harmonics sphere  2 002 p[ , , ], and for those vectors from the first harmonics sphere 20 1 1 p[,,]
for which the non-zero components have equal signs, the phase factor e
i -×
rr
qa present in the
transformation 2.1.16 is equal to -1. It is now possible, completely analogous to the situation
for the obdd structure, to show that these vectors have zero amplitude by applying
subsequently all three transformations 2.1.17. For those vectors belonging to the first
harmonics sphere for which the components have opposite signs, we have to use other glide
planes. Take as an example the vector ( , , ) 02 2 pp - . The gyroid structure has the following
invariance (number (42) in ref 51)
yy
yy
(,,) ( , , )
(,,) (, , )
(, , )
xxx x x x





















                          (2.1.18)
Taking 
r
q =- (, , ) 02 2 pp , we obtain immedeately the desired result
yp p yp p (, , ) (, , ) 02 2 02 2 -= - -                                       (2.1.19)
The proof for the remaining vectors in this harmonics sphere is left to the reader. For the third
harmonics sphere 21 1 2 p[ , , ], however, this reasoning breaks down. For instance, if we apply
2.1.17 to 21 1 2 p( , , ), it does not work because of
ee
iq R i -× -×
==






p( , ,) (,,)
                                        (2.1.20)
and if we apply it to 211 2 p(, ,) -  it does not work because after 3 reflectionsChapter 2
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211 2 21 21 22 11 2 1 1 2 pppp (, ,) (,, ) (,, ) ( ,,) -® - ® - ®-                      (2.1.21)
we do not arrive back at the starting point. Therefore, the first harmonics sphere of the gyroid
structure  coincides with the third harmonics sphere of the bcc structure. Although the
symmetries of the gyroid structure allow non-zero amplitudes for the vectors in the original
third (and now first) harmonics sphere 21 1 2 p[ , , ], they impose severe restrictions on their
phases. To see this, take the vector 211 2 p[, ,] -  as a starting point. By repeated application of
the symmetries 2.1.17 and 2.1.18 we get (after rescaling the vectors in Fourier space)
yy yy yy
yyyy
yy y y y
(, ,) ( ,,) ( ,,) (,, ) (,, ) (, ,)
(, ,) (, ,) ( ,,) (,, )
(, ,) ( ,,) ( , , ) ( , , ) ( , , )
1 12 112 121 12 1 21 1 2 11
11 2 12 1 2 1 1 1 12
11 2 1 1 2 121 211 112
11 1 1 1
211
12 1 1
- = - - = - = - -= -= - -
-= -= - = -
- = - - = - --- = - --- = - ---
     (2.1.22)
where the number above the equality sign tells which symmetry operation has been used: 1
stands for the operation given in 2.1.17, and 2 stands for the one given in 2.1.18. The relations
2.1.22 leave room for only one independent phase. In order to fix the value of this phase, we
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                 (2.1.24)
Taking ( , , ) ( , , ) qqq 123 11 2 =- , one obtains
yy (, ,) (,,) 11 2 1 2 1 -= -                                      (2.1.25)
According to the third line in 2.1.22, we also have
yy y (, ,) ( , , ) (,,) 11 2 121 1 2 1 -= - - - - = -
*                         (2.1.26)Space groups
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where the star denotes a complex conjugation. The combination of 2.1.25 and 2.1.26 shows
that y(,,) 121  is real, implying that its phase is either 0 or p . Each of these choices fixes the
phases of all other vectors via 2.1.22. Therefore, the symmetries allow only two possibilities
for the phases of the vectors in the first harmonics sphere of the gyroid structure, namely
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(2.1.27)
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2.2 The first harmonics approximation
Consider a concentration profile y()
r
x  possessing the symmetries of a certain space group  .
According to 2.1.2 and 2.1.5 its Fourier transform can be written as
yy y d d
j () () () () ( ) ( )
$$
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where  $ L is the reciprocal of the lattice L describing the translational symmetries of  . As
mentioned before, a capital letter 
r
Q denotes a point in  $ L. When the expression 2.2.1 for y is
inserted into the Landau free energy 1.3.50, the amplitudes AQ and the phases jQ are
considered as adjustable parameters (but they have to satisfy the conditions imposed by the
symmetries of  ). In the WSR the amplitude  A1associated with the vectors in the first
coordination sphere is much larger than the amplitudes of the vectors in the higher harmonics
spheres. Therefore, one usually simplifies the problem by making the first harmonics
approximation, which means that the amplitudes of the vectors in the higher harmonics spheres
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             (2.2.2)
where  n1 is half the number of vectors in  H1 (the vectors in  H1 appear in pairs ( , )
rr
QQ -  of
opposite vectors), and the inclusion of the factor 1 1 n  is according to convention.
Expression 2.2.2 can be considered as a trial function for y. It contains as adjustable
parameters the space group  , the amplitude A and the radius q* of the first harmonics sphere,
and the phases jQ.
The expression for the mean-field free energy in the first harmonics
approximation
After inserting the trial function 2.2.2 into the Landau free energy 1.3.50, the lowest order





2 =g () *                                               (2.2.3)
This expression is independent of the structure, which is the reason why the factor 1 1 n  was
included into the definition 2.2.2. The third order term F3 is different for the various
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rrr                      (2.2.4)
where it has to be understood that the summations over the vectors are restricted to the first
harmonics sphere. For the lamellar structure F3 is zero, since in the first harmonics sphere of
the reciprocal lattice there are no triples adding up to zero. For the hexagonal structure,
however, such triples do exist. Due to the 6-fold rotational symmetry, the phases of the vectorsSpace groups
55
in the first harmonics sphere are all equal to 0, or to p. In order to minimize the third order
contribution 2.2.4, all phases should be equal to zero if g 3 0 > , and they should all be equal to
p if g 3 0 < . Since the number of ordered triples adding up to zero is equal to 23 × !, and










                                                       (2.2.5)
For the usual bcc structure (having the symmetries of the Im m 3  space group) all phases are
equal to 0, or all phases are equal to p, as was shown in section 2.1. The number of ordered










                                               (2.2.6)
For the bcc2 structure, having the symmetries of the Id 43  space group, all vectors in  H1
have phase ±p 2, and so the sum of the phases of any triple is either ±p 2 or ±32 p . It
follows that for this structure the third order term is absent. The expression for the free energy
of the obdd structure will not be considered any further. For the gyroid structure, all ordered
















                                                 (2.2.7)
There are 24 possible choices for the first vector, and there is an additional factor 2 arising
from the possibility to interchange the second and the third vector. Therefore, the first
harmonics sphere of the gyroid structure has a total of 48 ordered triples. Table 2.1.27 shows
that for all these triples the total phase per triple equals either 0 or p (modulo 2p). This leads
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All vectors 
r
Qi in the summation have the same length q*, and according to equations 1.3.54,
1.3.55, 1.3.56 and 1.3.58 they only give a contribution if their sum is zero:
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The value of g 4 depends only on the mutual orientation of these 4 vectors. This orientation



























               (2.2.11)
which satisfy the constraint
hhh 123 4 ++=                                                  (2.2.12)



















rrrr                (2.2.13)
where the function g 4123 (,,) hhh is symmetric in h1, h2 and h3 . If two of these parameters are
zero, then the corresponding set of vectors has the form ( , , , )
r rrr
Q QQQ -- , while if exactly one of
these parameters is zero, it has the form ( , , , )
rr rr
QQ QQ 11 22 -- . Since the phases of opposite
vectors are opposite, the phase factor in front of  g 4 004 ( , , ) or g 4 04 (,, ) hh -  (see 2.2.13) is
always equal to +1, regardless of the values of the separate phases. Only if all three parameters
h1,  h2 and h3  are different from zero will it be possible to get a minus sign in front of
g 4123 (,,) hhh. Having said this, we give the expression for the fourth order contribution F4 to
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The expressions 2.2.14 for the fourth order coefficients b can be obtained in a not too
complicated way. We illustrate this by deriving its expression for the most complicated
structure (the gyroid one; see also ref 55). The expression for b can be found by writing down
a complete list of all ordered quadruples adding up to zero (continued on the next page):
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The rows of these matrices represent vectors from the first coordination sphere. Remember
that a bar is a short-hand notation for a minus sign. Each matrix contains 4 vectors adding up
to zero. Below the matrices, the 3 numbers between parentheses give the values of h1, h2 and
h3 , and the fourth number gives, modulo 2p, the sum of the phases of the 4 vectors, which can
be determined from table 2.1.27. The number written above the matrices represents the total
number of ordered quadruples of the type given in the matrix. As an example how this number
can be determined, consider the fifth matrix. The factor 24 stands for the number of possible
choices for the first vector (note that all vectors in the first harmonics sphere are equivalent).
The second vector can be placed either in the second row, or in the third row, or in the fourth
row, which gives rise to the factor 3. The third and the fourth vector can be interchanged,
giving rise to a factor 2, and finally the first and second column can be interchanged, giving rise
to the other factor 2.
The random wave structure
In block copolymer systems with a large polydispersity in the block lengths regular, periodic
structures are not so easily formed as in block copolymer systems where the molecules have a
well-defined architecture. Therefore, in the study of the phase behavior of for instance random
copolymers it might be usefull to consider not only periodic structures, but also aperiodic ones,
such as the random wave structure.
40 Although the random wave structure is not periodic, it
can nevertheless be presented in the form 2.2.2. The phases jQ are random, and the vectors 
r
Q
in the first harmonics sphere are randomly distributed over the unit sphere, while their number
2 1 n  approaches infinity. In order to find the expressions for the third and fourth order terms in
the free energy of this structure, we have to identify the triples and quadruples of vectors
adding up to zero. Since the vectors 
r
Q have random directions, there will be no such triples,
and therefore the third order term F3 is zero. Regarding the fourth order term, the only
quadruples adding up to zero are those of the form ( , , , )
rr rr
QQ QQ 11 22 --  or ( , , , )
r rrr
Q QQQ -- . The
number of quadruples of the second type is equal to 6 1 n , and each of them gives aSpace groups
59
contribution to the summation in 2.2.13 which is equal to g 4 004 ( , , ). The contribution of a





probability that the angle between two randomly directed vectors equals q is given by
P() s i n qq = 1
2                                                  (2.2.16)
and the total number of quadruples of the first type is equal to 41 2 11 !( ) nn- , their
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       (2.2.18)
Rewriting the fourth order vertex into a simpler form
In the first harmonics approximation, all relevant vectors have the same length q*. This fact
enables us to rewrite the fourth order vertex into a simpler form. According to equations
1.3.54-1.3.56, we have
g 4 1 23 1123 21 22 23 (,,) (,,) () () () hhh Mhhh Mh Mh Mh =- + + +               (2.2.19)
where  M1 and  M2 are defined byChapter 2
60
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   (2.2.20)
Note that  MM h h 2 0 2 0 () l i m () ¹ ® , and this difference is accounted for by the non-local term.
Using 1.2.13, we can write
Mhhh g zzzz
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     (2.2.21)
The summation over i, j, k and l can be split into 24 summations, one corresponding to
ijkl <<< , another to kilj <<<, etc. (the self correlation is neglected; see the discussion
in chapter 1). Due to the fact that the vectors 
r
Qi all belong to the first coordination sphere,
they satisfy the properties 2.2.10 and 2.2.11. These properties imply that the 24 summations
can be divided in 3 groups of 8 summations each, such that all summations within one group
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 (2.2.22)
Next we show that in the case h = 0 the expression for MM 12 00 () () +  can be simplified. We
start with writing down the definition for  M2 0 () .Space groups
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             (2.2.23)
Again the summation over i, j, k and l can be split into 24 summations. These summations can
be split into two groups: either there is overlap between the intervals [ , ] ij and [ , ] kl, or there
is no overlap. In the overlap region the bonds get a factor exp[ ] - * 2
2 q . Therefore, we have
Me z z z z
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       (2.2.24)
We see that after combining 2.2.19, 2.2.22 and 2.2.24 the term  M1 0 ( ) is cancelled.
Summarizing we get
g 4123 1 2 3
12
1 02 2
(,,) () () ()
() () ()
() ()
hhh M h M h M h









                            (2.2.25)
where  M1 is given in 2.2.22, and M2 in 2.2.20. Since the term M2 0 ( ) does not appear in the
final expression 2.2.25, it is in the first harmonics approximation not necessary to calculate the
average  Srs
ss gg present in the non-local term. The numerical prefactor of  M() 0  in the
expression for the fourth order coefficient b (see equation 2.2.14) is independent of the type
of structure. This can be seen as follows. Only quadruples ( , , , )
rrrr
QQQQ 1234  containing a pair of
opposite vectors produce a term M() 0 . The number of ordered quadruples of the form
( , ,,)
r rrr
Q QQQ --  is equal to 6 1 n , and each of them produces two terms M() 0 . The number ofChapter 2
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ordered quadruples of the form ( , , , )
rr rr
QQ QQ 11 22 --  is equal to 41 2 11 !( ) nn- , and each of them
produces one term  M() 0 . Therefore, the prefactor of  M() 0  in the fourth order vertex b is
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The expressions in 2.2.14 satisfy this condition. The fact that  M() 0  gives the same
contribution to all structures plays an important role for the correlated random copolymer to
be analyzed in the next chapter.3.  The correlated random copolymer:
mean-field phase diagram
3.1 Introduction
In this chapter the mean-field theory for polydisperse copolymer melts, which was developed in
the previous chapters, will be applied to correlated A/B-random copolymers. For uncorrelated
random copolymers, considered for instance in refs 34, 46, 57 and 58, the chemical identity of
a monomer (that is, whether it is of type A or type B) is independent of the chemical identity of
its neighbors along the chain. The A/B sequence distribution in an uncorrelated random
copolymer is therefore completely determined by the fraction f of monomers of type A, and can
be described by a zeroth order Markov process. A chain which is representative for such a
system could be constructed by flipping a coin, which has to be biased if  f ¹ 05 ..
For correlated random copolymers, considered for instance in refs 36, 39, 40, 45, 59 and 60,
the probability that the chemical identity of a monomer is the same as that of its neighbor is
enhanced, and the sequence distribution can be described by a first order Markov process. We
will give special attention to the case where the correlation is strong, in which case there are
long sequences of identical monomers present in the chains. The characteristic length of these
sequences is called the chemical correlation length
59  l. These sequences (henceforth to be
called blocks) are rather polydisperse in length: their lengths have a Flory distribution, which









                                                (3.1.1)
where na  is the average length of a block of type a=A/B. Therefore, the correlated random
copolymer is a polydisperse multiblock copolymer where the block lengths have a Flory
distribution. The uncorrelated random copolymer can be seen as a special case of the
correlated random copolymer, where the correlation length (block scale) is of the order unity.
The value of the polydispersity parameter U gives an indication of the polydispersity of a
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                  (3.1.2)
where  nn is called the number average molecular weight, and nw the weight average
molecular weight. Clearly U ³ 0, and U = 0 only if the distribution is monodisperse. For the
Flory distribution the polydispersity has the value U = 1, which means that the variation in the
block length has the same order of magnitude as the block length itself. Therefore, the
polydispersity in the correlated random copolymer is considerable.
As in the case of monodisperse multiblock copolymers, the mean-field approximation for the
correlated random copolymer becomes more accurate if the chemical correlation length l
increases
45 (since l is a measure of the block length, we will refer to it as the “block scale”).
For the uncorrelated random copolymer the mean-field approximation is very crude, and the
fluctuation corrections are large.
46,57 Therefore, in this chapter we analyze the system in the
limit l®¥. In chapter 5 we calculate the fluctuation corrections as a power series in the
small parameter l
-1.
Due to the large polydispersity in the compositions of the chains, the scattering function of a
homogeneous melt of correlated random copolymers attains its maximum at zero q-vector, like
the scattering function of a homopolymer blend (at the end of paragraph 3.3 it is shown that
the second, the third and part of the fourth order vertices for the correlated random copolymer
coincide exactly with those for a special type of polydisperse homopolymer blend). Apart from
numerical factors, the second order vertex function has the form
34
gc c 2
2 () qq s =+ -                                                (3.1.3)
where  cs  is the spinodal value for s. The term q
2 represents the random walk nature of the
blocks. The second order vertex 3.1.3 for the correlated random copolymer is qualitatively
completely different from the second order vertex for monodisperse regular block copolymers,












Expression 3.1.3 implies that in the disordered state large scale fluctuations are less suppressed
than small scale fluctuations, which is an indication that the system will separate into two
homogeneous phases. However, this does not happen, due to the presence of the so-called
non-local contribution to the free energy, which, for (un-) correlated random copolymers, has
roughly the form
34,59
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Due to the factor ( ) qq 1
2
2
2 +  in the denominator, concentration fluctuations on a large length
scale are suppressed once their amplitude becomes too large. Consequently, the macrophase
separation as expected from the second order vertex is prevented, and the melt will microphase
separate instead. There is a rather simple hand-waving way of deriving the expression for the
non-local term 3.1.4, which shows clearly that its presence is due to the chain connectivity.
Consider an (infinitely long) chain from the melt. Due to the statistical character of the
sequence distribution, there are composition fluctuations along the chain. On length scales
smaller than  l these fluctuations are of order unity. If we consider pieces of chain of
increasing length, then these fluctuations decrease, and the composition approaches its mean
value f. In pieces of chain consisting of N monomers, the composition fluctuations Df  are of
the order of magnitude DfN » l  (binomial distribution). Now suppose that in the melt we
want to create spatial composition fluctuations with amplitude A and period D. In order to
create regions in space where the A-monomer fraction is larger than average, use must be made
of the composition fluctuations which are already present in the chains. According to the
above, composition fluctuations of the order DfA »  are present in pieces of chain with length
NA » l
2 . In order to create a spatial structure with periodicity D, the distance between the
fig 3.1 The second order vertex as a function of q
2 for a melt of regular monodisperse
(multi-)block copolymers (left graph), and for a melt of the correlated random copolymer.Chapter 3
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endpoints of these pieces of chain must be of the order D, which gives a free energy penalty
DFD N »
2  per piece, and DFDN »=
22AD
42 2 l  per unit of volume. Since  Dq » * 1  we
obtain for the non-local part of the free energy DFAq nl = *
42 2 l . Taking into account only the
dominant contributions, the free energy of a concentration profile with amplitude A and inverse
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                       (3.1.6)
where  D is the period. The transition is, therefore, third order. For correlated random
copolymers the relations given in 3.1.6 are valid for all A-monomer fractions f satisfying
59
01 7 08 3 .. << f . In fact, the approximation made in order to arrrive at 3.1.5 is too crude to
calculate the mean-field phase diagram, since 3.1.5 is degenerate with respect to the spatial
symmetry of the concentration profile.
40 And if the fluctuation corrections are taken into
account, 3.1.5 leads even to the incorrect prediction that the ordered phases are unstable for all
values of the interaction strength c , as was shown in refs 46 and 57. Therefore, in order to
construct the full phase diagram, indicating the regions of stability of the various structures, it
is necessary to take into account the subdominant terms as well.
For monodisperse block copolymers the situation is quite different.
15 Near the phase transition
the value of the second order vertex is small at some finite value qN * µ1  of q, while it
diverges both for q ® 0, and for q ®¥; see fig 3.1. Due to the sharpness of the minimum at
q*, the periodicity of the arising structure is completely determined by the second order vertex
function. In a first approximation the fourth and third order vertices can be considered as
constants (i.e. independent of the wave vectors). Therefore, at the critical A-monomer fraction
f = 05 . , where the third order term vanishes, the free energy for monodisperse diblock
copolymers has roughly the following form
15
NF tA A »- +
24                                              (3.1.7)
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2 1 2 constant                           (3.1.8)
Therefore, the phase transition is second order at the critical point. Due to the presence of a
third order term, the transition is first order for  f ¹ 05 . . Equations 3.1.6 and 3.1.8, together
with fig 3.1, reveal some striking differences between monodisperse block copolymers and
correlated random copolymers.
As mentioned before, and proven at the end of this chapter, there is a striking similarity
between the free energy expression for the correlated random copolymer, and that for a
polydisperse homopolymer blend. This results in similarity in the phase behavior of both
systems, in the following sense.
57 If in a homogeneously mixed homopolymer blend the
temperature is suddenly decreased below its spinodal value, the system starts to phase separate
via  the process of spinodal decomposition. Concentration fluctuations on the length scale
Dµ-
- () cc s
12 grow faster than any other fluctuation, making up long-lived (though
unstable)  structures,  which  are  called Can-Hilliard
61 waves. These structures are unstable with
respect to subsequential doubling of their period, and after some time they attain a
macroscopic size. Since the free energy of the correlated random copolymer is equal to the free
energy of the homopolymer blend up till the third order in y , the first stages of the phase
separation of the correlated random copolymer are similar to those in the homopolymer blend.
Therefore, Cahn-Hilliard waves arise. However, due to the presence of the non-local term
which assigns a high free energy to structures with a long wavelength, these Cahn-Hilliard
waves are not able to double their period, and thus they represent thermodynamic stable
structures.
The outline of this chapter is as follows. In paragraph 3.2 we give a precise definition of the
correlated random copolymer and the parameters needed to describe it. In paragraph 3.3 we
calculate the vertex functions, and discuss their similarity with those of a polydisperse
homopolymer blend. In paragraph 3.4 the expressions obtained are used to construct the mean-
field phase diagram in the first harmonics approximation.
3.2 Model
In this paragraph we give a precise definition of the correlated random copolymer, and
introduce the parameters needed for its description. In fact, we will introduce two equivalentChapter 3
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sets of parameters: the set ( , ) ne which arises naturally when we define the model,
62 but which
is rather unconventional; and the set ( , ) l f , which is more commonly used
59 (f is the average
A-monomer fraction, and l is defined by l
--- =+
111 nn AB , where na  is the average length of a
block of type a). In the following paragraphs and chapters we will only use the second set of
parameters. The block lengths in the correlated random copolymer have a Flory distribution.
The chains are, therefore, characterized by the A-monomer fraction f, the average number na
of segments per block of type a, and the distribution in the number of blocks per chain. Both
na  and the average number of blocks per chain are assumed to be large. One can show that in
that case the distribution in the number of blocks per chain has no influence on the phase
behavior. Therefore, we are free to choose this distribution in such a way that the calculation
of the vertices is as simple as possible.
62
In chapter 1 the monomer sequence distribution was defined as the set { } rs , where s denotes a
molecule type (which is a finite, ordered sequence of A’s and B’s), and rs is the number
density of molecules of type s. The monomer sequence distribution in correlated random
copolymer chains can be described as follows. Consider a molecule-type s, given by
s n = (,,,) aa a 1 2 L . Assign to each monomer of type a a factor  Xa, and to each bond
between a monomer of type a and a monomer of type b a factor Kab. Then rs  is
proportional to the product of all these factors.
s
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L
L                      (3.2.1)
The constant c is determined by the normalization condition
rss
s
N å = 1                                                       (3.2.2)
In this way, both the block lengths, and the number of blocks per molecule get a Flory
distribution. It is usefull to introduce the generating function W(X,K), which is the sum of the
unnormalized molecule densities ~ rs :Correlated random copolymers
69
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          (3.2.3)
Using  WXK ( , ), the normalization constant c and the average A-monomer fraction f can be
found via



























~                     (3.2.4)
In fact, the parameters  XA  and  XB were introduced only in order to make calculations of the
type 3.2.4 possible, and in the end they are set equal to unity:
XX AB == 1                                                     (3.2.5)
Next we have to assign a value to the parameters Kab. Since the average block length is
assumed to be large, almost every monomer is followed by a monomer of the same type.
Therefore, KAA  and KBB  are close to unity (they cannot be larger than unity because then the














                                           (3.2.6)
where the parameters e and  ¢ e  are of order unity, and n is large. As mentioned in the beginning
of this paragraph, later on these parameters will be related to more physical ones, like the A-
monomer fraction f and the average length of the blocks. Using 3.2.3 in combination with 3.2.5
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This formula shows that the limit of a large number of blocks per chain corresponds to the limit
ee' ¯ 1                                                        (3.2.8)
where the limit has to be taken from above in order to keep the distribution normalized. Taking
3.2.5 for X and 3.2.6 for K, we obtain from 3.2.4 the expression for the normalization constant













                                           (3.2.9)
It will be shown in the next paragraph that all factors ( ) ee¢-1  drop out of the final expressions
for the vertex functions. We now have a description of the model in terms of the parameters e
and n. As mentioned before, it is more transparent to go over to the usual parameters, namely
the A-monomer fraction f and the chemical correlation length l. To this end, we give an
equivalent description of the same model, and afterwards relate the parameters to each other.
Markov chains
Following refs 36 and 40, we describe the monomer sequence distribution of this multiblock
copolymer by a first order Markov process characterized by conditional probabilities pab, which
are defined as the probability to find a monomer of type a given that its left neighbor is of type










                                                 (3.2.10)
It leaves only two independent probabilities  pAA and  pBB , which can be expressed in terms of
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Next we express the two independent probabilities  pAA and  pBB  in terms of the average A-
monomer fraction f, and a new parameter l characterizing the chemical correlation between
neighboring monomers.
40 To this end, we consider two neighboring monomers and express the
probability that the right one is of type a (which equals, evidently, the average fraction  fa of
the monomers of this type) in terms of the two possibilities for the chemical identity of the left
one:
ff p f p
ff p f p
AB A BA A A
BA B AB B B
=+
=+
                                         (3.2.12)
In deriving 3.2.12 it is assumed that there are no (or negligibly few) monomers having less then
two neighbors. Putting it in other words, the copolymer chains are assumed to be infinitely
long. When written in matrix notation, 3.2.12 shows that 1 is an eigenvalue of the matrix pab,
and ( , ff A = ff B =- 1 ) is the corresponding eigenvector. The other eigenvalue of the matrix
is
l= + - pp AA BB 1                                            (3.2.13)
The parameters f and l describe the Markov process completely. Since  pAA and  pBB  are close
to unity, the same is true for l. In that case it is more convenient to describe the sequence
distribution in terms of the chemical correlation length l rather than l. It is roughly speaking
defined as follows. Choose a monomer somewhere along the chain. The probability that it is of
type A is just equal to f. However, if one knows that it is of type A, then the probability that
monomers in the neighborhood will also be of type A is increased. Going further away from the
chosen monomer this probability eventually converges back to its mean value f. The distance
over which this happens, measured in monomer units, is the chemical correlation length l.
More precisely
59
l º- =- - = +
-- - - - ()( )( ) 12
11 1 1 1 l pp n n AA BB A B                      (3.2.14)
The chemical correlation length l  is of the same order of magnitude as the average block
lengths na  and hence we will often refer to l  simply as the “block scale.” Using 3.2.10 and












                                               (3.2.15)
All properties of the correlated random model under consideration can be expressed in terms of
f,  l  and the Flory-Huggins parameter c describing the interaction between the A- and B-
monomers. Our next task is to relate the parameters e and n to the parameters f and l
(remember that  ¢ = ee 1 ). This is straightforward after recognizing that the conditional
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On using 3.2.16, equation 3.2.11 gives the expressions for nA and nB, while 3.2.14 and 3.2.15















22 l                    (3.2.17)
The expression for f coincides with the one following from 3.2.4.
3.3  The vertex functions
In this paragraph we present the calculation of the vertex functions for the correlated random
copolymer defined in the previous paragraph. Following the theory outlined in chapter 1, our
first task is the calculation of the correlation functions averaged over the composition { } rs ; see
equations 1.3.52-1.3.57. Consider first the second order correlation function.
gq gq g q
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where in the last step the self correlation gq ii( ) was neglected, because its contribution to
3.3.1 has relative magnitude 1n, and we consider the limit n®¥. The trick enabling the
calculation of 3.3.1 consists of switching to new summation variables
ii j ij n jk ®- ® - ®                                  (3.3.2)
After this substitution 3.3.1 can be rewritten like
gq c L Lq L
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            (3.3.3)
The reason for the accent in  ¢ La  will become clear
later on. The quantity  ¢ La  can be considered as the
sum of the statistical weights of all pieces of chain,
fixed at one end (fixed with respect to its position in
space, as well as with respect to its chemical nature A
or B), and Lab()
r
r  can be considered as the sum of the
statistical weights of all pieces of chain, fixed at both
ends. This has been visualized in fig. 3.2. Doing the
summations in 3.3.3, and inserting 3.2.6 leads to
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In the calculation of Lab(q) it has been assumed that the relevant length scale in the system is
the radius of gyration of the blocks, which implies that the q-values corresponding to the
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nq
2 1 »                                                           (3.3.5)
This is true for monodisperse (multi-)block copolymers. However, as we will see later, for the
correlated random copolymer the relevant q-values  are  even smaller, which makes the
approximation used to arrive at 3.3.4 only better. Note that the divergency in  ¢ La  in the limit
ee '®
-1 is removed by the normalization c (equation 3.2.9). Since every chain has two ends,
also the expressions for the higher order vertices contain two factors  ¢ La  and one factor c, and
it is convenient to absorb a factor c
12 into  ¢ La . After switching from the description in terms
of e and n to a description in terms of f and l  and rescaling the q-value we get
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The third order correlation function can be calculated in a similar way.
g qqq L L qL qL L L qL qL L L qL qL abg a ab bg g bb a ag g a ag gb b (,,) () () () () () ()
rrr r r r r r r
123 1 3 2 3 1 2 222 =++
(3.3.8)Correlated random copolymers
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The three contributions on the right hand side of 3.3.8 are visualized in fig. 3.3. Due to the fact
that the monomer types can be present in any
order (every finite sequence of A’s and B’s has a
finite probability to occur as a chain in the
system),  all  n! diagrams in which Gaa 1L n can be
decomposed will give a contribution (note that
they are pairwise equal). This is in contrast with
the situation for diblock copolymers; see fig 1.2.
Using 3.3.8, the value of the third order vertex
g 3 1 23 (,,)
rrr
qqq , which was defined in 1.3.58 and
1.3.50, and given in terms of the correlation
functions in 1.3.53, can be determined
straightforwardly.
g abg a b g
abg
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q3 all have the same length q*. The fourth order vertex, finally,
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The expression for g 4
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In analogy with fig 3.3, each of the 4! terms in this summation can be represented by a
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Finally the expression for the non-local contribution g 4
non-local , defined in equation 1.3.59, is
required. It is written as the difference between two terms. In the limit ee¢®1 (see 3.2.8)
both terms separately diverge, and so it is more convenient to assume ee¢>1 during the
calculation, and only afterwards take the limit 3.2.8. The second part of 1.3.59 contains only
second and third order correlation functions and poses no extra problems since due to the
polydispersity the matrix gab()
r
q = 0  is invertible. The first term, however, is different from
what we have seen before. It requires the calculation of
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Like before, the summations over i, j, k and l can be split into 4! parts, and each part can be
written as a product of factors La and Lab() q . There are two possibilities: either the intervals
[, ] ij and [ , ] kl overlap, or they don’t. If they overlap, the bonds in the overlap region get a





2 . In this respect the calculation differs from that of the fourth




Generally, the various contributions to equation 3.3.13 can be represented by diagrams of the
sort given in fig 3.4Correlated random copolymers
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This completes the calculation of the vertices of the correlated random copolymer. Although
the method used here is rather fast, the drawback is that it cannot be generalized to other
polydisperse copolymers. In chapter 6 we will present a way of calculating the vertices which
is applicable to all multiblock copolymers; provided that the (average) number of segments per
block and the (average) number of blocks per molecule are large enough.
Correlated random copolymer            polydisperse homopolymer blend
In chapter 1 the analogy between a melt of uncorrelated random copolymers (system 1) and a
melt of disconnected A- and B-monomers (system 2) was discussed: apart from the non-local
term, the expression for the Landau free energy of system 1 coincides with that of system 2 (if
the free energy is expanded up to fourth order). This is due to the fact that in the calculation of
the regular vertices (i.e. the vertices apart from the non-local term) all contributions coming
from correlations between different monomers in the same chain, cancel. There is an easy
explanation for this. Consider first a general AB-copolymer melt and choose an A-monomer.
Consider all monomers which are in contact with this A-monomer. Two of these monomers are
chemically bonded to the given monomer, whereas the others belong mainly to different chains.
In a monodisperse diblock copolymer melt, the probability that the chemically bonded
neighbors  are of type A as well is almost equal to unity, whereas for the remaining neighbors
this probability is equal to f (i.e. the system average A-monomer fraction). This implies that the
correlations imposed by the chain connectivity are clearly visible in the melt state. In an
uncorrelated random copolymer melt, however, the situation is quite different. Since there are
no chemical correlations along the chain, the probability that the two bonded neighbors are of
a a b b b















fig 3.4 Contributions to the non-local term. The parallel lines represent two replicas of the same
chain. The left diagram is divergent in the limit of infinitely many blocks per chain.
aChapter 3
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type A is equal to f as well, and in this sense the bonded neighbors cannot be distinguished
from the unbonded ones. In other words, the inter- and intra-molecular correlations are equal,
and in the melt state the system does not “know” that there are chemical bonds present. This
explains the aforementioned canceling of the correlations between different monomers. This
reasoning is only strictly valid if the system is randomly mixed, i.e. when the coarse grained
concentration profile y is zero. So, for small values of y the free energy of the melt of
uncorrelated random copolymer chains is expected to coincide with the free energy of the melt
of disconnected monomers, which explains why the second and third order vertices of these
systems are equal. For larger values of y, however, this reasoning does not apply anymore. In
order to create a region with large excess in A-monomers in the uncorrelated random
copolymer melt, an entropic penalty must be paid since the A- and B-monomers are not free to
move independently from each other (see the hand waving derivation of the non-local term
given in the introduction of this chapter).
A similar analogy exists between a melt of correlated random copolymers (system 1) and a
polydisperse homopolymer blend (system 2). More precisely, system 2 is defined in the
following way. Let system 1 be characterized by the parameters f and l. In system 2, the
homopolymers A and the homopolymers B have the same length distribution, which is a Flory
distribution with average l. The fraction of A-homopolymers is equal to f. Suppose that we
pick randomly chains from system 2, and connect them to form a multiblock copolymer chain.
Each block in this chain is a sequence of one or more prepolymers (once the homopolymers are
connected to form a multiblock copolymer, we refer to them as prepolymers to avoid
confusion). Our assertion is that the multiblock copolymer thus obtained is representative for
the molecules in system 1. In order to prove this, we make the discussion more general. Let
pn ( ) be the length distribution of the homopolymers, and let Pn ( ) be the length distribution of
the A-blocks in the multiblock copolymer. If k is the number of prepolymers making up one A-
block, and ni is the length of the i
th prepolymer, then Pn ( ) can be written as
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After defining the Laplace transform Ps ( ) via
P s dne P n
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The Laplace transform of a Flory distribution with average l is given by
pn e ps
s




l                                     (3.3.18)
It follows that Pn ( ) is a Flory distribution as well, but with average l () 1- f . Analogously,
the length distribution of the B-blocks is a Flory distribution with average l f . This coincides
with the block length distributions in the correlated random copolymer. The implications of this
result for the correlated random copolymer melt are as follows. Suppose that the random
copolymer melt is constructed from the homopolymer blend in the way indicated, and that we
still remember for each block in each molecule the number and length of the prepolymers it
consists of. Consider one of these prepolymers. The result obtained means that the correlations
between this prepolymer and the prepolymers it is chemically connected to is the same as the
correlations between this prepolymer and the prepolymers which are near in space but which
belong to other molecules. So in a sense, the prepolymers do not know that they are part of a
larger molecule. Therefore, it is to be expected that the vertex functions for the correlated
random copolymer are similar to those for the homopolymer blend, especially the lower order
ones, which are dominant if the system is more or less homogeneously mixed. In order to
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which satisfies the normalization 1.3.16. Straightforward calculation shows that indeed the
second and third order vertices of both systems coincide. For the fourth order vertex, however,





















































   (3.3.20)
Comparing 3.3.20 with 3.3.12 and 3.3.14 shows that the regular parts are very similar, and that
the only important difference lies in the non-local part, which for the homopolymer blend is not
divergent in the limit q ® 0. Apparently it is in the first place the non-local term which
accounts for the connection between the prepolymers.
3.4  The mean-field phase diagram
The spinodal condition
The spinodal value cs  of the interaction strength is defined as that value for which the
homogeneous state of the system becomes unstable. This happens when the second order
coefficient gc 2 2 () q -  becomes negative for some value of q. Since g 2() q  attains its minimum
at q = 0 , the spinodal condition is given by
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l                            (3.4.1)
This result was also obtained in refs 40, 59 and 60.
The phase diagram near the critical point
In order to be able to present the analysis of the mean-field behavior of the correlated random
copolymer in a concise way, it is helpfull to use some results which were derived in a sketchy
way in the introduction, namely that the amplitude and the period of the arising structure scale
with the distance t º- l() cc s  to the spinodal according to (in a multiblock copolymer the











                                            (3.4.2)
As mentioned before, this scaling is in strong contrast with the case of monodisperse
multiblock copolymers, where in the WSR the period of the structure is independent of the
interaction strength. The assumption that the segregation is weak (i.e. y< <1) is valid in the
vicinity of the critical point  f == = 12 1 , ll cc s , and our aim is the construction of the phase
diagram in this region. This means that we need the expressions for the vertex functions only
for f close to one half. This statement can be made more precise. Constructing the phase
diagram in the (f,lc)-plane means calculating the borders between the regions where different
phases are stable. We use a result which is obtained only further on, namely that close to the
critical point the phase boundaries are straight lines. This means that for a point (f,lc) on a
phase boundary we have
||| | ( ) ec c º-µ - º ft c
1
2 l                                         (3.4.3)
Summarizing, in the weak segregation regime near the transition lines between the various
ordered structures, the quantities A,  lq*
2, e and t are all of the same order of magnitude.
Therefore, the term elqA *
23  (which is present in the third order term, see 3.3.9) is of the same
order of magnitude as the fifth order term  A
5 , which is neglected in the weak segregation
regime. So it would be an overaccuracy to keep this term. It follows that in a consistent
truncation of the WSR Landau free energy expansion only terms up till the fourth order are
taken along, where the order of a term is the sum of the exponents of the variables A, lq*
2, e
and  t. Adopting this approximation, the obtained results concerning the vertex functions
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The parameters m and l depend on the structure of the concentration profile; see chapter 2.
For the lamellar, the hexagonal, the bcc, the gyroid and the random wave structure they are
given by











10 14 19 125 16 .
          (3.4.6)
Minimization of 3.4.5 with respect to q* is straightforward. If  A0 and q0 denote the values of
the parameters for which FL is minimal, then
ll qA F t A A A A L 0
2
0
23 3 4 22 4 2 2 4 == - + - + me l | |                 (3.4.7)
According to the scaling relations given in 3.1.5, the first two terms of the second equation in
3.4.7 are third order in t, whereas the last two terms are fourth order.
FF F F t A A t
FA A t
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Minimizing F under the assumption that F" is much smaller than F'  (WSR) leads to the





















                                    (3.4.9)
Equation 3.4.9 shows that up to leading (third) order in t the free energy is degenerate with
respect to the morphology. Comparing the magnitude of the fourth order contribution for the
various structures reveals that in the vicinity of the critical point the phase boundaries are



























  for the bcc/ cyl border 
  for the cyl / lam border
          (3.4.10)
The corresponding phase diagram
57,59 has been drawn in fig. 3.5. The gyroid structure is
nowhere found to be stable in the first harmonics approximation. In order to study the order-
disorder transition for more asymmetric copolymers we return to the original expressions for
the vertex functions. For  f = 05 .  the transition is third order because the effective third order
coefficient is positive. This is due to the fact that the minimization with respect to q* gives a
positive contribution to the coefficient of  A
3, whereas the original third order coefficient is
zero. For slightly asymmetric copolymers the original third order coefficient is negative but
small, so it is to be expected that close to  f = 05 .  the transition is qualitative the same as in
f = 05 . . Therefore, close to the spinodal we can still expect
At q µµ * l
2                                                 (3.4.11)
On approaching the spinodal from above
68 at a fixed value of  f ¹ 12 the third order term
~eA
3 becomes dominant over the fourth order term ~ A











fig 3.5: Mean-field phase diagram for the correlated random
copolymer in the immedeate vicinity of the critical point. Horizontal
axis: A-monomer fraction f. Vertical axis: segregation strength cChapter 3
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disorder transition the structure having the largest value for m is the stable one, i.e. the bcc
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After  minimizing  with respect to q*, it follows from 3.4.12 that the effective third order
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For more asymmetric copolymers the transition from the disordered state is first order, with a
balance between the second and third order terms on one hand, and the fourth order term on
the other. This completes the calculation and discussion of the mean-field phase diagram of the
correlated random copolymer in the first harmonics approximation.4. Phase  coexistence
4.1 Introduction
In the previous chapter it was shown that on increasing the segregation strength the
homogeneous state of a correlated random copolymer melt becomes unstable with respect to
concentration fluctuations having an infinite wavelength. Nevertheless, a microstructure arises,
which is stabilized against increasing its period by the non-local term. The symmetry of this
microstructure as a function of composition and interaction strength is presented in the phase
diagram fig 3.5, which was calculated under the assumption that the system remains in a single
phase. However, it is very well possible that these microphase separated single-phase states are
metastable, and that the free energy can be lowered even more by splitting the system into
coexisting phases.
58 This possibility is investigated in this chapter. We will show that although
the system is stable against macrophase separation into two homogeneous phases, in some
parts of the phase diagram the thermodynamic equilibrium corresponds to a 2-phase state
where at least one of the coexisting phases is microphase separated. However, it is doubtful
whether a melt of correlated random copolymers will ever reach this equilibrium state, because
the diffusion rate of the molecules is slowed down considerably due to their large length.
64,65
Therefore, in practice the system might stay in the single-phase states presented in fig 3.5.
If a polydisperse copolymer melt splits into two coexisting phases 1 and 2, the molecules
redistribute among these phases. This redistribution can be described by the set { } rs
i , where rs
i
denotes the number density of molecules of type s in phase i. Some molecules prefer phase 1
over phase 2, leading to rr ss
12 > , whereas others prefer phase 2 over phase 1. Therefore, in
order to describe such a macrophase separation theoretically, it is necessary to consider all
molecule types as independent particles. The detailed densities theory (developed in ref 31 and
described shortly in chapter 1) is a suitable tool for our purpose. Using this theory we will not
only be able to identify the 2-phase regions in the phase diagram, but we will also be able to
calculate the difference in composition between the coexisting phases.Chapter 4
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4.2 Coexistence between two homogeneous phases
First we investigate for correlated random copolymers the possibility of coexistence of two
homogeneous macroscopic phases. Since the final conclusion will be that the region in the
phase diagram where this represents the equilibrium situation vanishes in the limit of infinitely
many blocks per chain, we only give a sketchy treatment, using hand waving arguments. On
the other hand, under certain conditions coexistence between two phases where at least one of
them is microphase separated does lower the free energy, even in the limit of infinitely many
blocks per chain. This phenomenon will be studied in the following paragraphs.
Due to the polydispersity in composition, it is possible to get a separation between A-rich and
B-rich molecules. In order to study this, we have to know how much the A-monomer content
of the individual molecules deviates from the average. First we make a simplified model for the
correlated random copolymer, as follows. Let l be the chemical correlation length, and let N
be the average number of blocks per molecule (A-blocks plus B-blocks). Then, roughly
speaking, we can construct a molecule which is representative for the correlated random
copolymer in the following way. First, construct prepolymers, which all have length l, and
which are homogeneous in composition.
40 Then connect N prepolymers randomly (i.e. without
correlations in the order), such that f is the probability to add an A-prepolymer, and 1- f  is
the probability to add a B-prepolymer. A system consisting of molecules constructed in this
way is qualitatively similar to the correlated random copolymer. The average of the number of
A-prepolymers per molecule is equal to  fN, and the variation in this number is proportional
to  N . Therefore, the width Df  of the distribution describing the A-monomer content of the
molecules is of the order DfN » 1 . We approximate the correlated random copolymer by a
system having a bimodal distribution, where half of the molecules has A-monomer fraction f,
and the remaining molecules have A-monomer fraction  ff +D . This system can be considered









                                                (4.2.1)
The factor l arises, because we consider the prepolymers as the segments, and so ceff is the
effective interaction strength per prepolymer, which is a factor l larger than the interaction
strength per monomer. From now on it is assumed that  f = 05 . . According to Flory-Huggins





1 l                                         (4.2.2)
which is in accordance with the findings in chapter 3. Apparently, on increasing the chain
length N, the decrease in translational entropy is exactly matched by the decrease in the
effective interaction strength, thus leading to a critical value for c  which is independent of N.
In order to find the free energy of the phase separated state, we use the Flory-Huggins
expression









jc j j ln ln( ) ( )
1
11                            (4.2.3)
where  j is the volume fraction of one of the homopolymers, with j=05 .  in the
homogeneous state. The factor l on the left hand side may need some explanation. In arriving
at 4.2.3, we took the prepolymers, each containing l segments, as the basic units. Therefore,
the Flory-Huggins expression 4.2.3 gives the free energy per prepolymer. Since each segment
has unit volume, each prepolymer occupies a volume l, and the free energy density is a factor
l smaller than the free energy per prepolymer. This is important, since we will compare the
free energy as following from 4.2.3 with the free energy of the microphase separated state
obtained in the previous chapter. Now let je ± =± 05 .  be the compositions of the coexisting
phases. The parameter e represents the difference in the concentration of the effective
homopolymers;  the  difference in A-monomer fraction between the two phases is of the order
eD e fN » . If, as in the previous chapter, t is defined as
t s =- l() cc                                                  (4.2.4)
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where  drA is the difference in A-monomer fraction between the coexisting phases. Now we
can compare this with the free energy of the microphase separated state, in order to see which








                                                 (4.2.6)
Comparing the t-dependence of 4.2.5 with that of 4.2.6 we see that for small segregations the
macrophase separated state is favorable, whereas for larger segregations the microphase





                                                        (4.2.7)
So, in between the homogeneous state and the microphase separated state there is a narrow
strip with width » 1N where the equilibrium situation corresponds to two coexisting
homogenous phases. However, since we consider the limit  N ®¥, this 2-phase region can be
ignored in the following analysis.
4.3 The free energy of a 2-phase system
In this paragraph we derive an expression for the free energy of a macrophase separated
system including the possibility that the coexisting phases are microphase separated. Suppose
that at a certain value of c the single-phase state becomes unstable. After splitting into two
phases, each of these phases is stabilized against further splitting. Only after increasing of c the
splitting could continue. Therefore, in the WSR it is sufficient to restrict the considerations to
separation into two coexisting phases. Let Vi be the volume of phase i (i = 12 , ), then the
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It is to be expected that the molecules redistribute among the two coexisting phases. This
redistribution could be different for different molecule types. If rs
i  is the composition of phase
i, then drs
i  is the deviation from the average:Phase coexistence
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s =-                                                (4.3.2)
The quantities  xi and drs
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The constraints 4.3.3 ensures conservation of the number of molecules of each sort. It is
possible that the coexisting phases themselves are microphase separated. The microstructure is
characterized by a space group   describing its spatial symmetries (see chapter 2), an amplitude
A, and an inverse period q. Let HA q ({ }, , ) rs  denote the free energy density of a microphase
separated system with respect to the disordered state. In a single-phase system the disordered
state is a good reference state (because the composition { } rs  is fixed) and knowing the
expression for  H  suffices to calculate the phase diagram. In a 2-phase system, however,
although the overall composition is fixed, the compositions of the coexisting phases are not,
and therefore a new reference state has to be chosen. For this we take the hypothetical state
where all molecule types are separated and the interaction is set equal to zero. The free energy
density of the disordered state with respect to this new reference is given by the Flory-Huggins
expression (Ns
a  is the number of monomers of type a in a molecule of type s).
FN N dis s s s s s
A
ss
B ({ }) ln rr r c r r =+ åå å                            (4.3.4)
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expression 4.3.4 can be rewritten as
() F
NN













                           (4.3.6)
Henceforth the constant c 4 is omitted. Now we take into account the possibility that the
coexisting phases are microphase separated. The microstructure in phase i has spatialChapter 4
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symmetry  i, amplitude  Ai  (which is possibly zero) and inverse period qi. Combining the
above equations gives the following expression for the free energy F of the 2-phase system
31
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where  Hi is shorthand for H i . The variables ms  are Lagrange multipliers introduced for the
second constraint in 4.3.3. It is assumed that the segregation is weak, i.e. the compositions of
the coexisting phases are not too different. In that case Fdis  can be expanded in powers of
drs
i . Due to the second constraint in 4.3.3 the first order term in this expansion gives no
contribution to the free energy 4.3.7. Starting at second order the first three terms in the
expansion of Fdis  are
FG
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The term KN () S ss dr
2 with K ®¥ has been added in order to ensure artificially the
incompressibility  condition by assigning a high (infinite) free energy to redistributions drs  of
the macromolecules which change the monomer densities SNss r  of the coexisting phases.
A change of basis: strongly and weakly fluctuating fields
The spinodal for macrophase separation is determined by the condition that one of the
eigenvalues of G
-1 becomes zero. If the system is not too polydisperse, for instance a diblock
copolymer where the blocks have a Poisson distribution, the spinodal for microphase
separation is well below the spinodal for macrophase separation (below with respect to the c-
parameter). Therefore in the weak segregation regime, where the microphase separation has
just started, all eigenvalues of G
-1 are positive and the fields drs  can only get a non-zero
amplitude due to their coupling (via  H ) to the amplitudes  Ai  of the microstructures. In that
case
31 it is sufficient to expand Fdis  only to second order in drs . However, for the system of
correlated random copolymers defined in chapter 3 the second order vertex function g 2() q ,Phase coexistence
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defined in 1.3.52, attains its minimal value at q = 0 , and so the spinodals for micro- and
macrophase separation coincide. This has as a consequence that right after the onset of the
microphase separation one of the eigenvalues of G
-1 becomes negative, and the corresponding
eigenvector E with components Es  can be regarded as a "strongly fluctuating field
31," which
means that the amplitude y  of E  has a negative quadratic coefficient in the free energy
expansion and is therefore not dependent on coupling to other fields to get a non-zero value.
The free energy F has been written as a function of drs
i , but it is more convenient to rewrite it
in terms of the eigenvectors of G
-1. Let L be the smallest eigenvalue of G
-1 (the one that
vanishes at the spinodal), and let E be the corresponding normalized eigenvector. The
remaining eigenvectors and eigenvalues are denoted by E
p (with components Es
p) and Lp,
where p runs through some labelset. From now on E
p is referred to as the "weakly fluctuating
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Due to the orthonormality of { , } EE
p
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For the constraints on yi
p Lagrange multiplyers m p are introduced, but for yi  it turns out to
be more convenient to impose the constraint by defining a single amplitude y , as follows
yy y y 1 2 1 =- = - () xx                                    (4.3.11)
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The distance t to the spinodal for macrophase separation, and the vector n (having
components ns) are defined in appendix C, equations C7 and C8. The square brackets in
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This way of averaging is different from the usual average, which is defined by
áñ º å XX ss
s
r                                                   (4.3.14)
Expanding the free energy
In order to minimize F, equation 4.3.7 has to be expanded in powers of  Ai, qi, yi and yi
p.
An important question to be answered at this point is which terms in this expansion should be
included and which terms can be neglected. A first thought might be to include so many terms
as is necessary to bound F from below. For the amplitude y of the strongly fluctuating field
this rule would mean that terms up to y
4 have to be included since the quadratic and cubic
terms have a negative coefficient. This does not imply that all terms proportional to y
4 have
to be included; e.g.  A
24 y  is negligible compared to y
4 and can be dropped. For the
amplitudes yi
p of the weakly fluctuating fields the situation is different. The terms quadratic in
yi
p have positive coefficients (in fact, these coefficients are, apart from a factor 2, equal to the
eigenvalues Lp). Therefore, applying the adopted rule one should stop the expansion at second
order. For the parameters  Ai and qi describing the microstructures the situation depends on
the system under study. From now on the discussion is restricted to the correlated random
copolymer. In the weak segregation regime the compositions of the coexisting phases are not
too different from the original composition. Therefore, one can judge from the single-phase
hamiltonian HA q ({ }, , ) rs  which terms of the expansion in powers of  Ai and qi should be
included so that F is bounded from below. As shown in chapter 3 the answer is to include all
terms up till the third order in A and q
2 (these parameters are of the same order of
magnitude). However, the resulting free energy is degenerate with respect to the morphology,
and to calculate the phase diagram it is necessary to include the fourth order terms as well.
Summarizing, the procedure is now to expand the free energy F (equation 4.3.7) in powers of
Ai, qi
2, y , yi
p, t, and e= - (. ) f0 5 . Then the order of a term in this expansion is defined asPhase coexistence
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the sum of the exponents of these variables, where the exponent of yi
p is counted twice. The
rule about which terms should be included in the free energy can be summarized as follows: all
terms up till the fourth order are taken along, and all higher order terms are neglected.
4.4  Minimization with respect to the
weakly fluctuating fields
Rewriting the free energy F given in equation 4.3.7 using the change of basis 4.3.9, gives F as
a function of  x,  Ai, qi, y , yi
p and mp. Since in the chosen approximation only terms up till
the second order in the amplitudes yi
p of the weakly fluctuating fields appear it is
straightforward to minimize with respect to yi
p and mp. Let Fw  denote the part of F which
depends on the weakly fluctuating fields. Fw  consists of 4 contributions, which are denoted by
Fw
k (), where k =14 ,, L , and given below.
The fields  y  and yi
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quadratic part of Fq A L =g2
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For clarity the index i has been dropped. The vertex g 2() q , which appears in 4.4.1, is given by
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  if monomer number   in a molecule of type   is of type 
 otherwise
The first two terms of the expansion of the quadratic part of FL in powers of drs  areChapter 4
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Rewriting this in terms of yi
p with the help of equation 4.3.9, one arrives at the first
contribution to Fw :





















÷ = å åå WW y ab a b
ab
         (4.4.4)
The second contribution to Fw  comes from the quadratic part of the free energy Fdis  of the
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which follows from the fact that the weakly fluctuating fields are by definition eigenvectors of
G
-1. The third contribution comes from the cubic part of Fdis . Within the adopted accuracy
there is only one term containing the amplitudes yi
p, namely
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In the last step expression 4.3.12 for the strongly fluctuating field E has been used. This
expression represents the first term in the expansion of E in powers of t, which is sufficient in
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Combining equations 4.4.4-4.4.7 leads to the final expression for that part of the free energy
which depends on the weakly fluctuating fields:Phase coexistence
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This expression can straightforwardly be minimized with respect to yi
p and mp, resulting in
() () Fx x
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The equilibrium values for the weakly fluctuating fields yi
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where  ai
p was given in 4.4.9. Equation 4.4.10 will be used further on to calculate the
difference in composition between the coexisting phases.
4.5 The amplitude of the strongly fluctuating field
Since the coefficient of the quadratic term in the free energy expansion (see equations 4.3.7
and 4.3.8) is negative for the strongly fluctuating field, whereas it is positive for the weakly
fluctuating fields, one would expect that the macrophase separation takes place mainly along
the direction of the strongly fluctuating field EE s ={ }. However, as indicated in paragraph 4.3
and to be presented in more detail in this paragraph, the strongly fluctuating field is suppressed
if the number of blocks per molecule is large, and consequently the macrophase separation
takes place in a direction perpendicular to E. Since the minimization with respect to the weakly
fluctuating  field  has already been done in the previous paragraph, this fact simplifies the
calculation considerably. The statement that the strongly fluctuating field is suppressed can be
made more precise in the following way: the rescaled amplitude  ~ y  scales with the average
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The vanishing of  ~ y  is really meaningfull and is not due to an improper normalization, which
can be concluded from the fact that the contribution of  ~ y  to the free energy becomes
negligible relative to the contribution from the other fields (such as the amplitude of the
microphase separation) if Nb  increases. Moreover, if the influence of the weakly fluctuating
fields is neglected,  ~ y  has the physical meaning of being the difference in A-monomer fraction
between the coexisting phases, which is shown in 4.5.2.
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            (4.5.2)
Combining 4.5.1 with 4.5.2 gives  drAb tN µ , which is in agreement with equation 4.2.5.
Therefore, only  the weakly fluctuating fields have a non-zero amplitude. These weakly
fluctuating fields have a positive quadratic coefficient in the free energy expansion and can only
attain a non-zero amplitude by coupling to the microphase separation. This proves that at least
one of the coexisting phases has to be microphase separated, in accordance with the contents
of paragraph 4.2. The reason why the strongly fluctuating field gets amplitude zero is that
although the coefficient of the quadratic term is negative, the coefficient of the fourth order
term increases linearly with  Nb . This fourth order term has two contributions. Contribution
C1 comes from the free energy 4.3.8 of the disordered phase, and is equal to
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The other contribution C2 comes from that part Fw  of the free energy which is left after
minimization with respect to the weakly fluctuating fields; see equation 4.4.9.Phase coexistence
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The term involving the summation over p is, apart from the contribution of the strongly
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In appendix C a closed expression is derived for G. It contains a part which is singular at the
spinodal, but this singularity is due to the strongly fluctuating field, and it disappears after
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It will be clear a little bit further on that the contributions involving Es
1 and l are beyond the
accuracy of our approximation, and so they need not be calculated. Using expressions 4.5.5,
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The averages appearing in 4.5.7 can be calculated by means of the generating functional W
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Because of the factor ( . ) f - 05  present in the expression 4.5.8 for áñ n
3 , the last two terms in
4.5.7 can be neglected in the vicinity of the critical point; see the discussion at the end of
paragraph 4.3. So, combining the contributions C1 given in 4.5.3, and C2 given in 4.5.4, the
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The dots represent terms which are subdominant in  Nb . The coefficient of  ~ y
4  does not vanish
for any value of x between zero and unity, and is proportional to the average number of blocks
Nb per molecule. Since the coefficient of the term quadratic in ~ y is equal to t»-t l (which
does not depend on  Nb ), the scaling relation 4.5.1 has been established. One can conclude that
for the model described in paragraph 3.1 the amplitude ~ y is zero, and the redistribution drs  of
the macromolecules among the coexisting phases occurs in the space orthogonal to E. Due to
this peculiarity, our analysis of the correlated random copolymer melts is similar to the
corresponding analysis of less polydisperse systems, where all fields are weakly fluctuating,
such as the polydisperse diblock copolymers analyzed in ref 31. This conclusion is of course
closely related to the observation in paragraph 4.2 that the system does not separate into two
homogeneous phases. In the context of the detailed densities, this fact can also be understood
in the following way. In the neighborhood of the critical point (the presented analysis is
restricted to that region) it is to be expected that
xx 12
1
2 @@                                                  (4.5.11)
Due to the conservation of the number of molecules of a given type (expressed by the
constraints 4.3.3) the following has to be true:
~~ yy yy 12 1 2 @- @-
pp                                    (4.5.12)Phase coexistence
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For the weakly fluctuating fields, this situation leads to frustration. As explained before, they
can only obtain a non-zero amplitude due to coupling to the strongly fluctuating field (at least
in the absence of microphase separation). In the approximation used their amplitudes  ~ yi
p are
decoupled, and roughly speaking they appear in the free energy like





p 22 -+                                         (4.5.13)




ip µ- ~ 2                                                 (4.5.14)
Since according to 4.5.12 the amplitude of the strongly fluctuating field is (apart from the sign)
equal in both phases, it follows immedeately that
yy 12
pp @                                                     (4.5.15)
The frustration caused by 4.5.12 and 4.5.15 means that the weakly fluctuating fields cannot
assist the strongly fluctuating field in lowering the free energy. Therefore, the macrophase
separation into two coexisting homogeneous phases is not favorable.
The final expression for the free energy
Since  ~ y=0, the free energy expression is just the sum of the contribution FL
i  coming from
the presence of a microstructure, plus the contribution 4.4.9 coming from the weakly
fluctuating fields, and is equal to
() [] Fx F A q x x q A q A E
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The last three terms in 4.5.17 give a contribution to 4.5.16 which is of at least fifth order. This
is because they contain the factor ánWñ, which is equal to
áñ º = -
-













                              (4.5.18)
Again, equation 4.5.18 can be obtained by using the generating function W defined in 3.2.3:
calculate the second order correlation function for general values of the parameters  Xa which
were defined in paragraph 3.2 (i.e. do not yet assume 3.2.5), and differentiate the obtained
result with respect to  Xa. The factor ( . ) f - 05  present in 4.5.18 makes that the corresponding
terms in 4.5.16 are of too high order (see the end of paragraph 4.3). Therefore, the final
expression for the free energy is
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where the calculation of Kij via the generating functional W is left to the reader. Note that Kij is
equal to the non-local term.
4.6  The phase diagram near the critical point
In the phase diagram presented in fig 3.5, neighboring areas having different morphologies are
separated by lines, which means that there is an abrupt change from one morphology toPhase coexistence
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another. It is to be expected that taking into account the possibility of 2-phase coexistence
these lines are replaced by strips where both morphologies coexist
31,67. Going from one side of
a strip to the other, the amount of one phase increases continuously from zero to unity,
whereas the amount of the other phase decreases. First the coexistence between the disordered
phase and an ordered phase (i.e. bcc phase) will be discussed, and after that the slightly more
complicated situation of coexistence between two microphase separated phases.
Coexistence between the disordered phase and an ordered phase
The free energy F of the 2-phase system is given by equation 4.5.19. If one of the phases is
homogeneous, the expression is simplified to
l
ll
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The minimalization conditions are
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Equation c) shows that
yAx = 2                                                      (4.6.3)
Dividing a) by 4A, and b) by 2







                                                     (4.6.4)
Insert 4.6.3 and 4.6.4 into b), assume a fixed non-zero value for x and drop subdominant
terms. This leads to the equation
32 Axt =                                                    (4.6.5)Chapter 4
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These expressions are only valid if the value of x is between zero and unity. Remarkable is the
fact that the amplitude of the microstructure is constant along vertical lines, whereas the period
of the structure is constant along horizontal lines. To find the slope t/e of the line separating
the area where the bcc phase is stable from the area where the bcc phase coexists with the
disordered phase, one should insert into 4.6.6 the values for m and l given in equation 3.4.5,
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Coexistence between two ordered phases
The free energy F for this situation is found by expanding 4.5.19 in powers of e and y.
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For fixed values of the parameters t, e, m and l, the free energy F has to be minimized with
respect to the parameters x,  A1,  A2,  y1 and y2. In order to draw the phase diagram it is
sufficient to know where the borders between the various regions in the phase diagram are
situated, and, therefore, it is not necessary to solve the minimization conditions in the most
general case. The beginning and the end of a 2-phase region can be found by looking for that
solution of dF = 0, for which  x = 0 or  x = 1. (In the middle of a 1-phase region the equation
dF = 0 will give an unphysical value of x, i.e. a value of x which is outside the range [ , ] 01).
Therefore, the obvious thing to do is to write down the five minimization conditions, and see
what happens if x is very small. These five conditions determine, apart from the values of  A1,Phase coexistence
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A2,  y1 and y2, the slope ct ºe of the boundary line between the region where phase 2 is
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Solving the third and the fifth equation of 4.6.9 immedeately shows that the period of the
microstructure is the same in both phases:
yyA 12 2 2 ==                                               (4.6.10)
After substituting ct =e , the second equation of 4.6.9 gives  A2 as a function of t. For our
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Next the value of  A1 can be found from the fourth equation in 4.6.9. It is needed only to
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Finally these solutions have to be inserted into the first of the equations in 4.6.9. To leading
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This can be solved numerically for c. In this way, the boundaries of the lamellar-hexagonal and
the hexagonal-bcc 2-phase regions can be calculated. The result is
lamellar/hexagonal 9 479 10 164 .. << t e                             (4.6.14)
hexagonal/bcc 3111 3 405 .. << t e
The corresponding phase diagram is shown in fig. 4.1. For the values of the parameters f and
c  represented by the light areas the thermodynamic equilibrium corresponds to a single phase,
whereas in the dark areas the system tends to separate into two coexisting macroscopic phases.
At this point a remark must be made about the interpretation of this phase diagram. In the 2-
phase regions, the molecules redistribute between the coexisting phases, and, therefore, the
compositions { } rs
i  of these phases cannot be described any more by a first order Markov
process. Consequently, the compositions of the coexisting phases cannot be represented in the
phase diagram fig 4.1. In particular the intersections of a horizontal line through a point ( , ) f c
in the 2-phase region with the boundaries of this region do not give the A-content of these
phases. In order to derive an expression for the composition difference drA between the
coexisting phases, we have to use expressions 4.4.9 and 4.4.10.
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In the third step, relation 4.3.9 has been used. Next the expressions 4.4.10 for the weakly
fluctuating fields have to be inserted, taking the amplitude of the strongly fluctuating field to be
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Therefore, the difference drA in A-monomer content between the coexisting phases is equal to
dr e A AA t @- µ 16 1
2
2
23 ( )                                             (4.6.18)
fig 4.1 Mean-field phase diagram in the vicinity of the critical point
for  the correlated random copolymer. White areas: 1-phase
regions. Gray areas: 2-phase regions.Chapter 4
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drA is rather small, because the macromolecules do not redistribute in order to have more
favorable interactions, as is the case for a homopolymer blend. Instead, they redistribute
because the coexisting phases have different amplitudes, and each molecule type has a
preference for one of these amplitudes.
4.7 Concluding remarks
If the block lengths are long enough to ensure that mean-field theory is valid, fig 4.1 shows
which state represents the thermodynamic equilibrium in the weak segregation regime. It is,
however, very doubtful whether experimentally this equilibrium state will ever be reached,
because if the molecules are long the diffusion of the chains as a whole (which is necessary for
macrophase separation) is slowed down considerably according to
64 (N is the average number
of monomers per chain)
tµe
N                                                       (4.7.1)
It is important to note
65 that in order to obtain a microphase separated state, it is not necessary
for the chains to diffuse, since it is sufficient for them to adapt their local conformations.
Summarizing we can say that if the chemical correlation length l is extremely large, fig 4.1
represents the true equilibrium, but fig 3.5 represents what can be expected in experimental
systems. However, due to the randomness present in the sequence distribution of the chains,
the mean-field assumption on which the analyses in chapters 3 and 4 are based may fail even if
l is fairly large. The influence of the deviation from mean-field theory is therefore very
important for the correlated random copolymer, and this is the subject of the next chapter.5. Fluctuation corrections
5.1 Introduction





y ()                                                  (5.1.1)
where FL is the Landau free energy. In mean-field theory it is assumed that one profile  ~ y  (the
one that maximizes the integrand) is completely dominant over all other profiles. In that case
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Physically  this would mean that (on a coarse grained level) the concentration profile is
completely  smooth and static, and given by  ~ y . In reality, however, the instantaneous profile
y(,)
r
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where the average profile áñ y  can be different from the most probable profile  ~ y . As will
become clear later on, for multiblock copolymers the mean-field assumption becomes more
accurate if the average block length increases
44. For moderate values of the block length,
however, the deviations from the mean-field approximation can be considerable. Quite
generally  one can say that the fluctuations are the most important in the vicinity of the critical
point. Study of the fluctation corrections is not only important for the calculation of the phase
diagram, it also gives additional information, such as the amplitude of the fluctuations in the
profiles, the scattering properties of the disordered phase and of the various ordered phases
(see paragraph 5.5), and the deviation of the chain conformations from the random walkChapter 5
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statistics.
72,73 For monodisperse diblock copolymers the fluctuation corrections were calculated
for the first time in ref 44, where it was shown that due to the presence of fluctuations it is
possible to get a direct phase transition from the disordered state into the lamellar state for
asymmetric diblock copolymers (i.e. for  f ¹ 05 . ). This was also observed experimentally, and
not  predicted by the mean-field theory. Another consequence of the presence of the
fluctuations is that the phase transition becomes a first order transition everywhere along the
phase transition line, whereas mean-field theory predicts the transition to be second order in
the critical point  f = 05 . . A third implication of the presence of fluctuations is an increase in
the region of stability of the disordered phase. More precisely, the transition value of the
rescaled interaction parameter Nc increases with decreasing chain length N according to
44
D() NN cµ
-13                                                   (5.1.4)
This is in accordance with the assertion that the saddle point approximation (mean-field theory)
becomes exact in the limit of infinitely long blocks. Equation 5.1.4 is also valid for
monodisperse  multiblock copolymers, provided that N is taken to be the block length (not the
total length of the molecule). For random copolymers, the fluctuation corrections were taken
into account for the first time in ref 76. It is intuitively clear that for these systems, due to their
intrinsic randomness, the fluctuations will be stronger than for the regular diblock copolymers.
This is confirmed by the fact that the fluctuation region shrinks more slowly with increasing
average block length N according to
45
D() NN cµ
-14                                                   (5.1.5)
This relatively slow decay of the fluctuations is due to a particular property of the free energy
of the (un-)correlated random copolymers: the dominant contribution FL
0  to their Landau free
energy  FL  is degenerate with respect to the morphology of the microstructure: all
morphologies have exactly the same value for FL
0  (see equation 3.4.8). If the subdominant
contributions to FL  are neglected, the fluctuation corrections destroy completely the stability
of the ordered phases, and the disordered phase becomes thermodynamically stable
everywhere, which was proven mathematically in refs 46, 57, 77 and 78 and via Monte Carlo
simulations in ref 79. For TT < s this disordered phase has an anomalously large correlation
length.
57 Moreover, although áñ = y 0, the system is far from homogeneous due to the strong
fluctuations. In this respect the disordered phase for TT < s resembles a disordered
microstructure
40 (random wave structure).Fluctuation corrections
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As was shown by Erukhimovich and Dobrynin
77,79 by studying a phenomenological
Hamiltonian,  the presence of a small degeneracy-breaking term makes the transition to the
ordered phase possible. Nevertheless, it was shown that also a near-degeneracy has
implications  for the phase behavior: due to the fluctuations the region of stability of the
disordered phase increases if the degeneracy-breaking term becomes smaller. For random
copolymers  the  relative magnitude of this term decreases to zero on approaching the spinodal,
making the system completely degenerate at the spinodal itself. This effect accounts for the
slow decrease of the fluctuations in the correlated random copolymer as expressed by 5.1.5. As
in the case of monodisperse diblock copolymers, the fluctuation corrections disappear if N
approaches infinity. However, since the N-dependence of 5.1.5 is weaker than that of 5.1.4,
they disappear more slowly, meaning that the fluctuation corrections remain large even if the
blocks are relatively long. Therefore, the study of the fluctuation effects is even more
important for the correlated random copolymer than it is for the monodisperse diblock
copolymer.
In paragraph 5.2 we present a general theory
71 which incorporates the fluctuation corrections
for block copolymers having a general architecture and sequence distribution (apart from
architectures with closed loops). Paragraphs 5.3, 5.4 and 5.5 are devoted to the fluctuation
behavior of the correlated random copolymer. In paragraph 5.3 we present a preliminary
analysis, which enables to derive the scaling result 5.1.5, and gives information concerning the
order of magnitude of various parameters near the disorder-order transition. In paragraph 5.4
the scattering properties of the melt in the limit of infinitely long blocks is investigated. In
paragraph 5.5 the phase diagram in the vicinity of the critical point is calculated, as well as the
amplitude of the fluctuations in the profiles.
5.2 General theory
The configurational partition function Z as given by 5.1.1 is a function of the interaction
strength c  and the composition (remember that the temperature kT B , the statistical segment
length a, and the excluded volume per segment u can be rescaled to unity; see equations
1.1.10 and 1.1.11). Knowledge of Z alone is not sufficient to calculate the phase diagram.
More information about the system can be extracted by considering the system in the presence
of external fields, because differentiation with respect to these fields will enable us to calculate
all kinds of averages. As external fields we take a field h coupling to y , and a field J coupling
to y
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where the dot is a short-hand notation for
hd x h x x
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etc. The denominator in 5.2.1 is added as a normalization; it is constant in the sense that it does
not depend on the external fields. As usual, the free energy F of the system is defined by
FhJ ZhJ [,] l n [,] =-                                              (5.2.3)
In appendix B it is explained how F can be calculated, and represented by a series of diagrams.
Summarizing, these are the results derived in appendix B:
·  The diagrams consist of dots and lines. Each dot represents one of the vertices h, J, G3  or
G4 . A dot representing an n
th order vertex has n shoots. Via the shoots, the dots are
connected by lines. Each line represents the inverse of the second order vertex G2 . Every
shoot is connected with exactly one line. For a line it is allowed to connect two shoots
belonging to the same dot. Only the connected diagrams are included in the series
representing  F. A diagram is called connected if it is possible to go from any dot to any
other dot via the lines. Diagrams having an odd number of dots get a plus sign, whereas
diagrams having an even number of dots get a minus sign. In addition every diagram E gets
a front factor 1N E , where the integer NE is the symmetry factor of the diagram, which
has been defined in appendix B. For more details, and for the proof of the correctness of
this diagram representation, the reader is referred to appendix B.
The correlation function
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Gxy (,)
rr
  is the second order correlation function which tells how the thermal fluctuations
dy y y (,) (,) ()
rr r




y are correlated. It is defined in such




y are far apart. In polymer multiblock copolymers the correlation
is positive: if at a certain point the A-monomer fraction is larger than average, then in nearby
points it is also expected to be larger than average. This is the so-called “correlation hole
effect
13.” Note that there is an important difference between this correlation function G, and
the correlation functions Gab defined in paragraph 1.2: the functions Gab describe the
correlations in the ideal system, i.e. in the compressible system without interactions, whereas
the function G describes the correlations in the real incompressible system. If the disordered
state (characterized by áñ = y()
r
x 0 ) is almost homogeneous, that is, if the instantaneous profile
y()
r
x  is small, then the connection between G and Gab is straightforward. In this situation the
dominant contribution to the Landau free energy comes from the second order term (in the
ordered states the second and fourth order terms are of the same order of magnitude). So, if
the conditions are such that the disordered state is stable and nearly homogeneous, the
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y to discrete ones i and j, and then to diagonalize the matrix G2 , after which
the functional integral over y  changes into a product of 1-dimensional Gaussian integrals.




















1 G                                  (5.2.7)
Rewrite equation 5.2.7 as
dz G x z z y x y D
rr r r r r r
(,) (,) ( ) G2 ò =- d                                     (5.2.8)
Taking Fourier transforms, and using 1.2.14 and 1.3.58 (which express translational
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where in the last step expression 1.3.52 has been used. Because of 5.2.9, which is valid only in
the nearly homogeneous disordered state, the inverse of the second order vertex function is
sometimes called the “bare correlation function.” In the microphase separated state, where the
right hand side of 5.2.9 may become negative for some values of q, the expression 5.2.9 for
gq ( ) is not valid any more, and should be replaced by the so-called Dyson equation, to be
derived and discussed later.
The Legendre transformation
The free energy F 5.2.3 is given as a function of h and J, but by means of a Legendre
transformation
71 it can be rewritten as a function of y  and G (from now on, we will often
simply write y  instead of áñ y ). This Legendre transformation is defined by
() $(,) ( , ) FGF hJ h G J GG G G yy y yy y y =- - +
1
2
2                         (5.2.10)Fluctuation corrections
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where the space-dependence of the variables h, J,  y  and G has not been written down
explicitly. The pair (hyG, JyG) is the inverse of the equation of motion 5.2.4. Differentiation of
















                                                 (5.2.11)
Since in the polymer system the auxiliary fields h and J are equal to zero, 5.2.11 shows that we
have to look for an extremal point (in fact for a minimum) of the conjugated free energy  $ F .
Since the expression for F is known, the expression for  $ F  can in principle be obtained by
inverting 5.2.4 in order to find (hyG, JyG), followed by the integration of 5.2.11.
The expression for the conjugated free energy
Inverting  5.2.4  can be accomplished using diagram techniques (see also appendix B).
Translated to diagram language, equation 5.2.4a tells that y()
r
x  is equal to the sum of all
diagrams having one loose end (a loose end is a line attached to only one vertex; before
differentiating with respect to h the other end of the line was
attached to a dot representing h). See fig 5.1. The minus sign
appears, because the number of vertices has been reduced by 1
after the differentiation (see our convention with respect to the
sign of a diag ram). For the following, we will need the notion of
n-point irreducibility. A diagram having no more than one loose end is called nPI (n-point
irreducible), if it is not possible to split the diagram into two disconnected pieces by cutting
kn £  lines. Now return to the diagrammatic representation fig 5.1 of y . We will rewrite it as
a sum of 1PI diagrams, in the following way. Choose a diagram having one loose end which is
not 1PI. This diagram will be of the general form given in fig 5.2: attached to the loose end
there is a 1PI part, which has one or more “external lines” by which it is connected to parts of
the diagram which become completely detached if this external line is cut. In the summation
representing y , take the 1PI part fixed, and sum over all possible diagrams attached to the
external lines. For each external line this summation leads to the sum of all diagrams having
one loose end, and this is just equal to y . See fig 5.3 for clarification. The dotted lines in this
figure do not represent G2
1 - , because according to fig 5.1, G2
1 -  is part of y . Therefore, y  is




directly attached to a vertex. Note that even if the number of factors y  is odd, no additional
minus signs arise.









Fig 5.3 has to be applied as often as possible, until all diagrams are 1PI. Since in the original
diagram series all 1-point vertices h are linked to the rest of the diagram by just one line, all
diagrams containing h are not 1PI, except for the simple diagram depicted in fig 5.4.
Therefore, after making all diagrams 1PI by repeated application of fig 5.3, all
explicit  h-dependence has disappeared from the diagrams, except for the
diagram in fig 5.4. During the process the notion of “diagram” has been
extended: the vertices can now have “free shoots,” which are not connected to a line, but to y
instead. The sign of a diagram is still determined by its number of vertices. Diagrams of the old
type depend on the fields h and J, and we will refer to them as ( , ) hJ-diagrams. These
diagrams are connected, but not necessarily 1PI. Diagrams of the new type depend on y  and
J, but not on h (the diagram in fig 5.4 is excluded), and will be referred to as ( , ) y J -diagrams.
These diagrams are all 1PI. A ( , ) y J -diagram can be considered as a collection of ( , ) hJ-
diagrams. If a ( , ) y J -diagram contains no factors y , then this collection contains only one
(, ) hJ-diagram, otherwise it contains infinitely many ( , ) hJ-diagrams. The equation depicted in
fig 5.1 has now been rewritten as
y y =- -
- GS 2
1h J &
,                                             (5.2.12)





Our goal is inverting equation 5.2.4, i.e. to find the expression for h and for J in terms of y
and  G. Although the h-dependence of 5.2.12 is now trivial, the
vertex  J is still present in a complicated way. To isolate J, use must
be made of equation 5.2.4b. Consider an ( , ) hJ-diagram in F which
contains  k vertices J. When this diagram is differentiated with
respect to J, then, after applying the product rule, one obtains a sum
of k diagrams. In each diagram one of the vertices J has been taken
away. Considering one of these diagrams, there are two possibilities:
either the diagram falls apart into two disconnected pieces, or it
remains  connected;  fig  5.5 shows these possibilities. The
disconnected diagrams in ¶F/¶J cancel exactly against the disconnected diagrams in y
2 2; see
equation 5.2.4b. Therefore, G2  is equal to
the sum of all connected diagrams having
two  loose ends, including the trivial diagram
consisting of just one single line (we assign a
symmetry factor unity to this diagram); see fig 5.6. For diagrams having two loose ends we
will adopt the rule that they get a plus sign if their number of vertices is even, and a minus sign
otherwise, which is contrary to the rule for diagrams having zero or one loose end. The reason
for this will become clear in a minute: diagrams having two loose ends will be considered as
part of a diagram having zero or one loose ends, and adding an even number of vertices will
not change the sign of such a diagram.
For the following, we need to generalize the notion of n-point
irreducibility to diagrams having two loose ends: such a diagram is called
nPI if the diagram obtained after connecting the loose ends is nPI. Fig 5.7
gives an example: the lower diagram is 1PI, but the upper one is not.
The right hand side of fig 5.6 can be rewritten as a sum of ( , ) y J -diagram’s by application of
the rule shown in fig 5.3. Therefore, G is equal to G2
1 - , plus
twice the sum of all ( , ) y J -diagram’s having two loose ends.
Using this new interpretation of fig 5.6, it is possible to rewrite
& S y,J as a sum of 2PI ( , ) y G -diagrams, by grouping the
(,) y J -diagram’s, and representing each group by one ( , ) y G -
diagram, in the following way. Consider a diagram in  & S y,J which is not 2PI. Fig 5.8 shows the
general form of such a diagram. Take part A fixed, sum over all possibilities for B, and add the
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fig 5.9
all ( , ) y J -diagrams having the same A can be represented by just one diagram, where the part
containing B is replaced by G. In a diagram this G is denoted by a thick line, in order to
distinguish it from G2
1 - , which is denoted by a thin line. See fig 5.9. This process is repeated as
often as possible. In the 2PI diagram series thus obtained, the diagram depicted in fig 5.10 is
exceptional in the sense that it is the only diagram which still contains J. The
other diagrams, which do not depend on J, will be referred to as ( , ) y G -
diagrams. Each of these diagrams stands for infinitely many ( , ) y J -diagrams.
If  & S y,G is the sum of all ( , ) y G -diagrams having one loose end, then equation 5.2.12 can be
rewritten as
yy y =- - -
-- GG S 2
1
2
1 hJ G &
,                                    (5.2.13)








hJ G =- - = + GG S 22                               (5.2.14)
The factor G2  in front of  & S y,G eliminates the loose ends of the diagrams. The expression for
$ F  can now be obtained by the integration of 5.2.14. Integration of GS 2 &
y,G with respect to y
comes down to attaching a factor y  to the free shoot which remained after the elimination of
the loose end. The front factor arising when a monomial x
n is integrated with respect to x, is
automatically accounted for by a change in the symmetry factor of the diagram.








y                                (5.2.15)
S y,G is the sum of all ( , ) y G -diagrams having no loose ends. The operator y¶ ¶y deletes all
diagrams which do not depend on y . To find  fG 1( ), consider again fig 5.6, which tells that G
is equal to G2




these diagrams are 1PI, some of them can be split into two parts by cutting just one line, such
that each part contains one loose end. Take a fixed
integer value for k ³ 0, and consider the set of all
(,) y J -diagrams having two loose ends, which, by cutting one line, can be split into two parts,
each part containing one loose end, at exactly k places. See fig 5.11 for an example with k = 3.
For  fixed  k, sum over all these diagrams. Between two neighboring
“splitting places” the result of the summation will be twice the sum of all
(,) y J -diagrams with two loose ends (plus sign if the
number of vertices is even) which cannot be split into two
parts (each part containing one loose end) by cutting just one line. These
(,) y J -diagrams are not all 2PI, because they can be of the form given in fig 5.12. However,
using the generalization of fig 5.9, the sum between two splitting places can be represented by
twice the sum of all 2PI ( , ) y G -diagrams having two loose ends, plus twice the diagram
depicted in fig 5.13. After summing over k ³ 0, and adding the “bare correlator” G2
1 - , the
expression for G becomes
L + + + + G  = + + + + + + + + +
(5.2.16) = · · + 2
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If the external field is absent, and the first term is dominant over the diagram summation, then
the Dyson equation 5.2.17 reduces to equation 5.2.7. Combining 5.2.17 with the conjugated

















1 GS                                (5.2.18)
If a diagram belonging to && S y,G is integrated with respect to G, then the loose ends will become
connected by a thick line, and the result is a 2PI diagram belonging to S y,G. However, our
convention for the sign of diagrams having two loose ends is different from our convention for





first term of the right hand side of 5.2.18 is trivial, but the integration of the second term needs
some explanation. Consider a real symmetric matrix Aij. Let li  be its eigenvalues. Then
Trln ln ln lndet AA ii === å Õ ll                               (5.2.19)
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where cof denotes the cofactor matrix. Therefore, the expression for the Legendre transform
of the free energy, following from 5.2.18, is
$ Trln ( ) , FG G G
G








y y                          (5.2.21)
Combination of 5.2.15 with 5.2.21 leads to the final expression
71 for  $ F
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== 0                                               (5.2.23)
Remember that the diagrams in S y,G are 2PI, and that they contain only third and fourth order
vertices. For the analysis in this chapter, only a limited number of terms in 5.2.22 will be
needed. All these terms are proportional to the volume V of the system. In the rest of this
chapter, expression 5.2.24 will form the basis for the analysis of the fluctuation behavior of the
correlated random copolymer.
FC C C D D D @+++++ 1 231 23                                     (5.2.24)
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The diagrams representing C2, C3 ,  D1 and D2, which belong to S y,G , have been drawn in
fig 5.14. The dashed lines in fig 5.14 indicate only the connection between the vertex and y ;
they do not represent the bare correlator G2
1 - . In paragraph 5.4 it will be shown that the
approximation 5.2.24 is sufficient for our purposes.
5.3 The trial function for G
As expressed by equation 5.2.11, in the absence of the external fields the free energy 
)
F  has to
be minimized with respect to áñ y  and G. It is not possible to do this rigorously. Instead, one
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adjustable parameters, insert this into the expression for 
)
F , and minimize with respect to the
parameters. The usual trial function for áñ y  in the first harmonics approximation has already
been given in equation 2.2.2. The situation with the choice of a trial function for G is not
trivial. Assuming that Gxy (,)
rr





i.e. Gxy gx y (,) ( )
rr r r
=- , its Fourier transform takes the form
Gq q d x d y e Gxy
dRdr e e g r V q q g q
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                                           (5.3.2)
This choice of trial function will be used in paragraph 5.4, in order to give a preliminary
(simplified) analysis of the fluctuation behavior of the correlated random copolymer. In




















































                  (5.3.3)
The rescaled wave vector p, and the adjustable parameters s (which must be larger than unity)











22                                          (5.3.4)
The important simplifying assumption for both trial functions 5.3.2 and 5.3.3 is their isotropic
form. This means that possible anisotropy of the concentration fluctuations in the ordered
phases is neglected. The advantages of the trial function 5.3.3 are that it enables to evaluate the
position, the height and the width of the correlation function as independent parameters.
Moreover, 5.3.3 makes it possible to calculate the integrals in 5.2.24 analytically. It is clearFluctuation corrections
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that in order to write down a suitable trial function one has to know in advance what the real
correlation function looks like. The bare correlation function gq q bare() () =
- g 2
1  attains its
maximum value for  q = 0 . If t < 0 (i.e. cc < s) the full correlation function can be
approximated by the bare correlation function, at least in the limit l®¥. For t > 0, however,
the maximum of the correlation function shifts to a non-zero value of q, which can be shown
by solving the Dyson equation iteratively by inserting the bare correlation function into its right
hand side. However, some residual forward scattering gq () =¹ 00  remains due to the
polydispersity in composition. For larger values of q the correlation function has to be
proportional to q
-2 because of the random walk nature of the chain. All these properties are
present in the trial function 5.3.3. In what way the parameters r and s determine the shape of
gq ( )  (the amount of forward scattering, and the height and width of the scattering peak) is
shown in fig 5.15. Note that changing the value of q* gives just a rescaling of the horizontal
and vertical dimensions of the graph of gq ( ) , and has no influence on its shape. We assume
that in the microphase separated state the radius of the first harmonics sphere coincides with
the position q* of the peak in the correlation function. Although these parameters could be










Since 5.3.3 is a rational function, most of the integrals over Fourier space involved in the
definition of the terms 5.2.24 can be calculated exactly. As explained in chapter 1, in a coarse
grained description (characteristic for Landau theory) there is a cut-off value L present for the
length of the vectors in Fourier space. Therefore, after rewriting the integrals represented by
the terms D1, D2 and D3 (these are the only terms in 5.2.24 which depend on the correlation
function) as integrals over Fourier space, and using the trial function 5.3.3, the integrals should
fig 5.15 The influence of the parameters r and s on
the shape of the correlation function.Chapter 5
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be restricted to the area | |
r
q <L. This is, however, technically difficult. Instead, one usually
ignores the cut-off and deals afterwards with the contributions from high q-values. There are
three possibilities. The first and most easy possibility is that the integral is convergent even
after removing the cut-off. In that case, usually the contribution coming from the high q-values
is negligible. The second possibility is that the integral is divergent in the limit L®¥ , but this
divergency can be removed by adding to the integrand a function which does not depend on
the adjustable parameters. Clearly adding such a term has no influence on the minimization
condition for the free energy. The last possibility is that the divergency cannot be removed in a
simple way. Then one has to assign a value to the integral by ignoring somehow the
contribution from high q-values. In the calculation of the diagrams for the correlated random
coplymer in appendix E all three possibilities occur. In order to keep the divergency of the
integral D3 manageable, the behavior of 5.3.3 for large q-values has been chosen such that it
coincides with the behavior of the bare correlation function G2
1 -  for  f = 05 . , as given in 3.3.7
(remember that in the WSR the vertices can be expanded in powers of eº - µ ft 05 .) .
The correlation function in real space
The spatial correlation function gx ()
r
 can be obtained from 5.3.3 by means of a Fourier
transformation.
g x dqe g q
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                (5.3.7)
This equation shows that gx ()
r
 is characterized by two lengthscales:  Ra q osc = * 1 , which is
proportional to the period of the oscillations, and Rb q cor = * 1 , which is the distance over
which the correlations vanish, i.e. the correlation length.
5.4  A preliminary analysis
Introduction
A detailed analysis of the fluctuation behavior of the correlated random copolymer, which will
enable us to draw the phase diagram in the vicinity of the critical point, will be postponed to
paragraph 5.6, where, using the trial function 5.3.3 for gq ( ) , the free energy will be expanded
according to 5.2.24. In order to be able to minimize the resulting complicated expression
analytically, it is vital to know which terms are relevant, and which terms can be neglected.
Since the analysis will be done under the assumption that the block length l is large, the
magnitude of a certain term can be judged if it is known how the various parameters scale with
l. Moreover, we will have to know beforehand at what value of the interaction parameter t
the disorder-order transition occurs, because the relative magnitude of the terms in the free
energy expansion depends on t. On the other hand it is clear that this transition value will be
the result of the analysis, and so we are in an impasse. To solve the problem, in this section a
more simple and transparent fluctuation analysis is presented for the case  f = 05 . . This
analysis reveals the transition value for t, and the relative magnitudes of the adjustable
parameters at the transition. These results were also obtained for instance in ref 45. Further on,
in paragraphs 5.5 and 5.6, they will be used as the starting point for a more detailed analysis.
A simplified expression for the trial function for G
In this paragraph we will not take equation 5.3.3 as trial function for the correlation function,
but the simpler (and more often used) 5.4.1:
gq c q q r
-
* =- +
12 ( ) ( )                                            (5.4.1)Chapter 5
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This trial function approximates the real correlation function only in the vicinity of its minimum
qq = *. The trial function 5.3.3, which is used in paragraphs 5.5 and 5.6, can be approximated






2 r                                              (5.4.2)
The integral of 5.4.1 over space is equal to


















                         (5.4.3)
This representation of the integral shows clearly that it is divergent, since the integrand reaches
a finite, non-zero value for q ®¥. However, according to the discussion in paragraph 1.1,
there is a cut-off value L  present in Fourier space, which is due to the fact that the random
walk model breaks down at length scales smalle than L
-1. Therefore, strictly speaking the















                                                 (5.4.4)
This is illustrated in fig 5.16 for the situation where the maximum height  4
2 pqr *  is large
compared to the limiting value  4p c. In this case the contribution from the tail (shaded area in
fig 5.16) should be ignored, even though it is infinite. Having this in mind, expression 5.4.4 can
be approximated in the following way.

































          (5.4.5)
Using the analysis in this paragraph, the value of the parameter c (which is the curvature of
g
-1 in its minimum) cannot be obtained from the minimization condition for the free energy.
Therefore, it will be considered as a constant, and not as an adjustable parameter. From the
results obtained in the next paragraphs it follows that c @ 4. However, the conclusions
obtained in this paragraph do not depend on its precise value, although we have to use the fact








Now we can calculate the various contributions to the free energy, listed in 5.2.24. We start














                              (5.4.6)
In reference 71 it was shown how the divergency of this integral can be handled in the case of
monodisperse block copolymers, in which case the logarithmic contribution contains only one
adjustable parameter r, since the value of q* is determined from the shape of the second order
vertex function. Then, it is possible to assign a value to the divergent integral 5.4.6 by
calculating its derivative with respect to r, and subsequently integrate the obtained expression.
This comes down to substracting an infinite constant (constant means: independent of r) from
the free energy, which has no influence on the results. In formulas (use 5.4.1 and 5.4.6):
fig 5.16 The meaning of the cut-off value L for the integrals over Fourier
space. For q > L the Gaussian model breaks down, and the shaded (infinite)
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                            (5.4.7)
However, for the polydisperse block copolymers considered here, q* is an adjustable
parameter, and we should differentiate 5.4.6 with respect to q* as well. However, the crude
expression 5.4.1 for gq ()
r
 does not allow us to do this. Therefore, if we take 5.4.7 as the
expression for the logarithmic term, it has to be understood that it represents only its r-
dependence. However, in the analysis of this paragraph this term is negligible anyway, as can
be seen by substituting the final results for r, q* and c into 5.4.7, and compare its magnitude
with that of the other terms. Therefore, in the analysis of this paragraph the logarithmic
contribution to  D3 (see 5.2.24) can be neglected. So, there are only three relevant terms in the
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             (5.4.8)
where we inserted  f = 05 . . For the remaining two terms  D1 and D2, we need the expression
3.3.13 for the fourth order vertex for the case that its arguments are pairwise opposite.
Inserting  f = 05 .  and taking along only the dominant term (dominant with respect to its t-
dependence), one obtains
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where 
r
q* is any vector having length q*.
The disordered phase





















                                   (5.4.12)
This has to be minimized with respect to r and q*. The minimization with respect to r gives a
balance between the first term and the third term. In the minimum, these terms are of the same
order of magnitude, i.e.
11
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Next one should minimize with respect to the wave vector q*. In the minimum there is a
balance between the second term and, say, the first one (the third has the same order of
magnitude as the first due to the minimization with respect to r). After neglecting numerical
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                                                       (5.4.16)
The scalings 5.4.15 and 5.4.16 are the same as for the ordered states. If expression 5.4.12 is
analyzed in more detail, one can find that the free energy of the disordered state equals that of
the ordered states up till the third (and leading) order in t.
The ordered states
The dominant contribution to the free energy of the lamellar structure at  f = 05 .  is given by





































()            (5.4.17)
In this approximation the free energy is degenerate with respect to the type of structure. If the
fluctuation corrections are neglected, only the last two terms remain, and the equilibrium








                                            (5.4.18)
We want to find out at what point (i.e. at what value of the interaction parameter t) the
fluctuations become important. Judging from equation 5.4.17 they become important when the
fluctuation contribution to the coefficient of  A
2 has the same order of magnitude as the mean-Fluctuation corrections
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field contribution. When the fluctuation correction just start to give a contribution, it is safe to
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It is important to note that 5.4.19 does not tell how in the ordered states the value of r changes
when (at fixed l) the value of t is changed, like equation 5.4.13 does for the disordered state.
Instead, 5.4.19 is a condition telling when fluctuations become important. Next we rewrite
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                     (5.4.20)
When condition 5.4.19 is fullfilled, all three parameters x, y and A are of the same order of
magnitude (use also 5.4.18), and proportional to t. Minimizing the free energy given in 5.4.20
shows that in the chosen approximation the values of y and A are given by
y
t





2 ( )                                       (5.4.21)
but the value of x cannot be determined in this way, because minimization of 5.4.20 would lead
to  xr =Þ= ¥ 0 . In order to get an expression for x (or, equivalently, for r) without going
beyond the approximations made here, one has to follow a different route. According to





= 0                                                    (5.4.22)
Instead of integrating this, filling in trial functions and differentiate with respect to the
adjustable parameters (as was our strategy so far), it is also possible to consider equation
5.4.22 by itself. As explained in paragraph 5.2, equation 5.4.22 leads to the Dyson equation
5.2.17. In approximation used here it has the formChapter 5
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Filling in the expressions for G4  given in 5.4.9 and for G given in 5.4.1, leads to
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Inserting the solution 5.4.21 into the Dyson equation 5.4.25 shows that
r = 0                                                           (5.4.26)
This fact, which was obtained for the first time in ref 45, means that in order to find an
expression for r, one should take into account the terms which are subdominant in t, both in
the expression 5.4.17 for F lam, and in the Dyson equation 5.4.24. However, this need not be
done explicitly in order to obtain the desired result. Instead, it suffices to note the following.
All terms on the right hand side of 5.4.25 are polynomials in t, starting at first order. We have
seen that the linear part of the right hand side vanishes. Direct calculation shows that the
quadratic term does not vanish. Therefore, 5.4.25 gives the relation
lrt µ
2                                                         (5.4.27)
Equation 5.4.27 reveals, how in the ordered states the equilibrium value of r changes with t.
Equation 5.4.19, on the other hand, gives the condition on r where the fluctuations start giving
an important contribution. Combining these equations shows that the value of t for which the
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It is to be expected that the transition from the disordered state to the lamellar state occurs for
t-values satisfying 5.4.28. Next we determine how the parameters r,  q*, s (appearing in the
trial function 5.3.3 for G) and A scale with l, because we need this information in the
following paragraphs. These scalings are the same for the disordered state and for the ordered
states (apart from the amplitude A, of course). To relate r to r, and s to c, use 5.4.2. For the
ordered states, the scalings follow from 5.4.18 and 5.4.27, whereas for the disordered state
they follow from 5.4.13 and 5.4.15 (use also 5.4.28 in both cases):
ts q A ODT µµµ µ µ
--
*
-- lll l l
14 14 0 58 14 r          (5.4.29)
These relations are taken as a starting point for the more detailed analysis in paragraph 5.6.
The relative magnitude of the diagrams near the phase transition point
The results obtained can be used to determine which terms in the free energy expansion 5.2.22
should be included and which can be neglected in the vicinity of the order-disorder transition
for near-symmetric copolymers (i.e. for eµt or smaller). It is possible to obtain the order of
magnitude of a diagram (that is, its scaling with l) by approximating the correlation function
by a spherical delta function (which is infinite on the shell | |
r
qq = * and zero outside and inside),
after which the diagrams factorize into separate contributions coming from the vertices and
lines it consists of. The third and fourth order vertices give a factor
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whereas the factors due to the lines and the y ’s can be found according to
y» »
- A l
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It is clear that in the limit l®¥ the upper four diagrams are completely dominant over the
rest.  Also,  òµ
- G2
27 4 y l  (because G2
25 4 »+µ
- qt ll ),  òµ
- G2
74 G l , and
ò» » µ **
- lngqrq
23 8 4 r l  (use 5.4.2 and 5.4.7). Since in paragraph 5.6 we show that in the
limit  l®¥ it is necessary and sufficient to take along all terms up till order l
-84, the
approximation 5.2.24 is justified.
5.5  The phase behavior in the limit of infinite
chemical correlation length
In this section we study the ordered phases and of the supercooled metastable disordered phase
in the region of the phase diagram, which is defined by the following two criteria: 1) the system
is only weakly segregated; 2) the fluctuations in the ordered phases are negligible. The first
condition implies that the distance to the critical point is not too large, whereas the second
implies that it is not too small. The first can be satisfied by taking small values for e and t,
however the second can only be satisfied at the same time if the fluctuation region is small,
which will be the case if l is large. Therefore, in this section we will consider the limit l®¥,
in which case the second criterion is satisfied for all e>0,  t > 0 . The purpose of this
paragraph is to find the shape of the correlation function gq ( ) , and to describe the supercooled
metastable disordered phase (the phase diagram itself in the limit l®¥ has already been
calculated in chapter 3). Although for the ordered phases the mean-field theory is exact in the
considered limit, in order to obtain information about the correlation function it is nevertheless
necessary to take the (negligible) fluctuation corrections into account, becasue the mean-field
































Since e= - f0 5 .  and t c =-= - ll () cc c1 are small, the vertex functions can be expanded in
powers of e. Since we consider the limit l ®¥ , the scaling with l of the various terms in the
free energy expansion is important in order to be able to judge which terms have to be
included, and which can be neglected. We assume that for the ordered phases the adjustable
parameters A, q*, r and s satisfy the scaling laws
Aq s µµ µ µ
- ll l l
01 2 0 0
* r                            (5.5.1)
The scaling laws for A and q* were shown to be valid in chapter 3, equations 3.4.6 and 3.4.8
(the parameter t is fixed, and does not depend on l). The assumptions concerning the scaling
of  r and s will be verified by the fact that the subsequent calculations result in explicit
expressions for the parameters r and s, which indeed satisfy 5.5.1. In the free energy
expansion in powers of l
-1 we keep, apart from the leading saddle point contribution F0
(which is independent of r and s), only the next term F1
() FFFO
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Note that although F 1 is completely negligible as compared to F0, it has to be taken into
account in order to obtain information about gq ( ) . The expression for F0, which is nothing
but the Landau free energy, was derived in chapter 3. For convenience, we will write down its
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For the relevant structures, the values of the parameters m  and l  were given in equation
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which was also given in 3.4.8. To find the leading order fluctuation correction F1 defined in
5.5.2, note that it is the sum of the contributions D2 and D3 defined in 5.2.24, and calculated
using the trial function 5.3.3 in appendix E, eqs E7, E8 and E17. The diagram  D1 can be
neglected in this section, because it is proportional to l
-2, which, on using 5.5.1, follows from
equations E4 and E5. The expressions for  D2 and D3 are given in terms of the integrals I4,



















l                            (5.5.6)
According to the assumption 5.5.1, r reaches a finite value in the limit l ®¥, and so the
exact expressions F7, F8 and F9 for I4, I6  and I9  have to be used. The equilibrium values r0
and  s0  for the parameters r and s can be found from the equations obtained by inserting the
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s                                   (5.5.9)
This solution satisfies the original assumption 5.5.1 concerning the scaling with l. For the
lamellar and the hexagonal structures, the value of r increases with increasing value of t,
which means that the profile becomes less fluctuating if the interaction becomes stronger. For
the bcc structure, however, l= > 19 16 , so the value of r decreases with increasing value of t.Fluctuation corrections
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This means that the bcc structure prefers the region near the phase transition line, which is in
accordance with both experimental and theoretical findings
15. According to 5.5.9, the value of
r would become zero at t e=83 , however, long before this could happen, there will be a
transition to another structure. To discuss the obtained results 5.5.9, consider as an example
the lamellar structure for symmetric copolymers (i.e.  f =Û = 05 1 . e ). Then the solutions








2 == = = l r                            (5.5.10)
Figure 5.15 shows that the equality s = 2 means that the system exhibits a residual forward
scattering gq () =¹ 00 , which is due to the presence of concentration fluctuations on arbitrary
long length scales.
74 In monodisperse incompressible copolymer melts this kind of scattering is
suppressed completely. The parameter r determines the height of the scattering peak (fig
5.15). According to 5.5.10, the peak is infinitely high at the critical point itself, and becomes
lower as the segregation increases (however, close to the critical point the analysis presented in
this paragraph will break down; see paragraph 5.6). This means that if the degree of
segregation c  increases, the profile becomes less fluctuating, and in equation 5.2.24 the
fluctuation terms  Di  become negligible with respect to the saddle point terms Ci . The
amplitude of the fluctuations dy  in the profile can be found as follows. Using the definition
5.2.4 for the correlation function we get
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where in the fifth step 5.3.3 has been used, in the sixth step F5, in the seventh step F14, and in
the last step 5.5.10. Since the amplitude of the profile reaches a finite value in the considered
limit, 5.5.11 shows that in the microphase separated state the relative magnitude of the








14                                                    (5.5.12)
Strictly speaking, the integral over Fourier space of the trial function 5.3.3 for gq ()
r
 is
divergent for large q-values. However, after introducing a cut-off value L  for the vectors in
Fourier space (paragraph 1.1), it is possible to assign a value to it. This was illustrated in fig
5.16.
The disordered state
Next we calculate the free energy and the correlation function of the disordered phase for
f = 05 .  in the same limit ll cc >= s 1 fixed, l ®¥. Since áñ = y()
r
x0 , the free energy Fdis  is
just the sum of the fluctuation corrections  D1 and D3 (equation 5.2.24). Let the l-scaling of
the parameters r, q* and s characterizing the correlations in the disordered phase be
rµ µ µ
-- lll
11 2 0 qs *                                      (5.5.13)
Then, up to leading order in l
-1, the free energy of the disordered phase is (see equations E4,
E5 and E17)
F
ss q s q t s q
dis =+ + -
** *







12 pr p r p r p r ll l
                            (5.5.14)
Minimization with respect to the adjustable parameters is straightforward. The resulting


















== = - + r
p
                 (5.5.15)
which satisfies 5.5.13. We see that the disordered phase remains metastable for t > 0. The
peak in the correlation function of the disordered state becomes sharper the more the system is
moving off the spinodal t = 0 into the region of stability of the ordered phases, and broadens
when approaching the spinodal. As mentiond before when discussing the ordered states, for
finite (though large) values of l  the above analysis is only valid for t-values  satisfying
t >>
- l
14 and, therefore, due to the l
-- 13 t  dependence of rdis, the scattering peak stays sharpFluctuation corrections
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in the whole region where this analysis is valid. When expression 5.5.15 is compared with
expression 5.5.5, it is apparent that there is a difference between structures with l<16  (such
as the lamellar and the cylindrical phase) and those with l>16  (such as the bcc phase).
Structures with l<16  remain stable with respect to the disordered phase in the whole region
t > 0, while structures with l>16  become unstable with respect to the disordered phase if
the segregation t is increased. Also in equation 5.5.9 the value l=16 is special. Note that for
the random wave structure l=16.
Remarkably, for  l®¥,  ll cc > s fixed, the free energy 5.5.15 of the disordered phase and
the free energy 5.5.5 of the ordered phases not only have the same l-dependence, but are even
equal to leading order in t. Moreover, the free energy of the disordered phase turns out to
coincide with the free energy of the random wave structure to fourth order in t. This similarity
between the supercooled disordered phase and the random wave structure can be extended
even more. Consider the quantity òá ñ dx x
rr
y
2( ) , which is a measure of the amplitude of the


























áñ @ á ñ =
=+ × = @ å
yy () ()
exp ( )
                        (5.5.16)
The first step is justified by the fact that the ordered phases are hardly fluctuating in the
considered limit (see equation 5.5.12), and in the last step 5.5.10 has been inserted. For the
disordered state we obtain in a similar way
1
1
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where in the last step we inserted 5.5.15. Equations 5.5.16 and 5.5.17 show that the amplitude
of the concentration inhomogeneities in the disordered phase is of the same order of magnitude
as that in the ordered phases.Chapter 5
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5.6  The fluctuations in the profiles and their influence
on the phase diagram
Introduction
In this section we incorporate the fluctuation corrections for nearly symmetric copolymers in
the vicinity of the order-disorder transition, both for the disordered phase, and for the ordered
phases. In this situation the fluctuation corrections are expected to be considerable. In
paragraph 5.4 it was shown that on approaching the critical point the fluctuation corrections
become important at values of t scaling according to t µ
- l
14. Since the fluctuations stabilize





14                                                       (5.6.1)
The purpose of this paragraph is the construction of the phase diagram near the critical point,
and the determination of the magnitude of the fluctuations in the profiles. In order to be able to
do rigorous calculations we assume that l is large, and in the calculations we take the limit
l®¥. However, there is an important difference with the previous paragraph, where this
limit was taken keeping the point ( , ) e t  fixed. Under these circumstances the point leaves the
fluctuation region if l increases. In this paragraph, however, we move the point ( , ) e t  towards
the critical point if l increases to ensure that it stays in the fluctuation region. This can be
accomplished by taking the limit l®¥ under fixed values of the rescaled parameters ~ t  and
~ e , which are defined by
~ ~ // tt º= ll
14 14 ee                                          (5.6.2)
In view of 5.6.1 it is to be expected that in the limit l ®¥ the order-disorder transition will
take place for a finite, non-zero value of ~ t . To know the relative importance of the various
terms in the free energy expansion, we will make use of the scaling relations for the parameters
A, q*, r and s derived in paragraph 5.4, and given in 5.4.29:
rµ µ µ µ
-
*
-- ll l l
14 0 58 14 sq A                          (5.6.3)
These scaling relations are valid both for the disordered state, and for the ordered states. Their
validity will be confirmed by the results to be obtained later on, in the sense that theFluctuation corrections
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minimalization condition 5.2.23 leads to expressions of the parameters which indeed satisfy
5.6.3.
The disordered state
We start our analysis with the disordered state. Near the order-disorder transition the free
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To keep all these terms is necessary since, as is shown below, the free energies of the
disordered state and the various ordered states turn out to differ only by the terms of the order
l
-16 8 . The only contributions to Fdis  are D1 and D3. Since r approaches zero when l
approaches infinity  (equation 5.6.3), it is justified to use the expansion of the diagrams in
powers of r (appendix E equations E4, E5, E17, and appendix F equations F10-F14).
F
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In order to make the l-dependence of the parameters explicit, it is convenient to define
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In terms of these quantities, the expression for F
dis
0  becomes
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The second contribution F
dis
1  is proportional to l
-15 8. Using the expressions for the diagrams
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Minimization with respect to s leads to
sF







                                 (5.6.12)
Since up to this order the free energies of the disordered state and the ordered states will turn
out to be equal, it is necessary to calculate F
dis
2  as well, containing the terms proportional to
l
-16 8 . There are two contributions. The first one F a
dis
2  consists just of those terms in the
expansion of D1 and  D3 which have the proper scaling with l . Filling in the results for s,  ~ q



















                                      (5.6.13)
The second contribution F b
dis
2  arises from the fact that the equilibrium values 5.6.8 and 5.6.12
for the parameters s,  ~ q  and ~ x  providing the minimum of the isolated addenda 5.6.7 and
5.6.11 should be corrected to give the minimum of their sum 5.6.4. The magnitude of the
correction as compared to the major contribution is of the order l
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with  xs 1 = ,  xq 2 = ~ and xx 3 = ~. Finally, for the disordered state, the equilibrium values for
the rescaled parameters 5.6.6 are finite (which confirms the scaling relations 5.6.3), and given
by
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The complete expression for Fdis  up till order l
-2 is given as follows:
F
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The lamellar state
Next we calculate the free energy of the lamellar state. Generally, the free energy of the
ordered states contains the saddle point contribution FCCC L =++ 1 23 , as well as the
fluctuation corrections  D1, D2 and D3 (see 5.2.24). Since it was shown in paragraph 5.4 that
the scaling relations 5.6.3 of the parameters A,  q*,  r and s are also valid for the ordered
states, we can write, similarly to 5.6.4,
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The minimization with respect to the amplitude A is straightforward. The free energy contains
terms proportional to  A
2, arising from the saddle point contribution FL and the fluctuation
correction D2, and terms proportional to  A
4 arising from FL. Very important is the sign of
the quadratic coefficient. If it is positive, minimization with respect to A leads to  A = 0, which
returns to the analysis for the disordered phase. In the following it will be assumed that it is
negative, leading to a non-zero value for A. Afterwards it will be checked under which
conditions this assumption is correct. To leading order in l , this quadratic coefficient (we will
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Under the assumption that 5.6.18 is negative, the minimization with respect to A is
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F0 depends only on ~ q ,  F1 depends both on ~ q  and s, while F2 depends on all three
parameters ~ q , s and ~ r . This fact simplifies the minimization procedure. Since F0 is the
dominant contribution to the free energy, the value of  ~ q  is determined by F0 alone.
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                         (5.6.22)
which is the same result as for the disordered phase (equation 5.6.9). Inserting this value for ~ q
into the expression for F
lam
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Again the same result as for the disordered phase (equation 5.6.12), which is the reason why
we have to calculate the terms proportional to l
-2 as well. Now there are three contributions.
The first one is calculated by inserting the expressions for ~ q  and s (equations 5.6.22 and
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The third contribution comes from the ~ r -dependent terms in 5.6.21. Using the expressions for
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Collecting all the terms one obtains the total free energy F lam as a function of ~ t  and ~ r , which
has to be minimized with respect to ~ r :
F
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It is important to note that the domain of definition of the function g(~ r ) is bounded by the
condition (see equation 5.6.18)
teff £ 0                                                          (5.6.28)
which is necessary to have a non-zero equilibrium value of the amplitude A. Using the
expression 5.6.18 for teff , together with the values of slam  and qlam, shows that condition
5.6.28 is equivalent to
tr
p
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The function g(~) r  (see 5.6.27) is shown in fig 5.17 for selected values of ~ t . The point on the
curve corresponding to the disordered phase is marked with dis, whereas the point
corresponding to the lamellar phase is marked with lam. In fig 5.17a the disordered phase is
























~ . t = 08 7 2
The  ~ t -value for which the lamellar state looses global stability, and the ~ t -value for which it
becomes unstable can be extracted from equations 5.6.16 and 5.6.27. Going back from ~ t  to




54 . l the lamellar phase is globally stable
0 909 0 872
54 54 .. ll




54 . l the lamellar phase looses stability
In order to prove that the disordered state remains metastable even for ~ . t > 0 909, we calculate
the slope of the function g(~) r  at the point ~~ rr = dis. Since this slope is positive for all values of
fig 5.17 The free energy of the
lamellar state as a function of the
parameter ~ r . Top left: the lamellar
state is globally stable. Top right:
the lamellar state is metastable.
Bottom: the lamellar state looses
stability.Fluctuation corrections
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For the range of ~ t -values  ~ . t > 0 872 for which the lamellar phase is (meta-)stable, the ~ r -
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which is in accordance with equation 5.5.10.
Structures other than lamellar
In order to calculate the free energies for other morphologies, note that they can be expanded
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After minimization with respect to the amplitude A the expressions for F0 and F1 prove to be
morphology independent and given by expressions 5.6.19 and 5.6.20. Therefore, the
parameters  q* and s determined by the minimization of  F0 and F1, respectively, have the same
values for all morphologies (to leading order in l ). Thus, the differences in free energies of the
various morphologies are completely due to F2. Inserting the values for q* and s, one obtains
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where the (rescaled) amplitude value 
~
(~) A0 r  for the partial equilibrium state of the system
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For the random wave structure ( , ) lm == 16 0  the second and the fifth term on the right hand
side of 5.6.34 vanish, and the only ~ r -dependence comes from the third term. Therefore, both
F2(~) r  and 
~
(~) A0 r  decrease continuously with decreasing values of ~ r  down to the left bound
of its domain of definition 5.6.28, where  A0 disappears, and the values of ~ r  and of the free
energy equal those for the disordered state 5.6.16. Therefore, the random wave structure is
completely unstable.
In general, F2 must be minimized with respect to ~ r . For ~~ rr = c one obtains the free energy of
the disordered phase. For the shape of F2 as a function of ~ r  there are two possibilities: either
F2 is a monotonously increasing function, in which case the ordered phase under consideration
is completely unstable, or it has a minimum, in which case it is at least metastable. To construct
the phase diagram on the plane (~,~) e t  the minimum values of F2 were calculated numerically
and compared for the various morphologies, which resulted in the phase diagram shown in fig
5.18.Fluctuation corrections
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To visualize the fluctuation corrections better, the mean-field phase transition lines lam-hex
and hex-bcc are presented in the same figure as dashed lines. As is seen from this picture, the
larger the distance to the critical point, the closer the phase transition lines are to their mean-
field approximations, and, therefore, the less pronounced the fluctuation corrections are. For
the phase transition lines between various ordered phases these corrections decay much faster
than for the transitions from the disordered phase into the bcc phase. It is worthwhile to note
also that for the correlated random copolymers the “windows” where the disorder-order
transition occurs into the cylindrical or lamellar state (resp. for 0 0624 0 1332 .| ~|. << e  and for
|~|. e<0 0624) are fairly small when compared with the corresponding windows found in ref 44
for the monodisperse diblock copolymer melt.
The relative amplitude of the fluctuations d dy y(x) in the profile
The phase diagram fig 5.18 presents the results for the average concentration profile áñ y()
r
x ,
which is obtained after averaging the instantaneous profile over a sufficiently long time
interval. The instantaneous profile differs from the average profile due to the presence of the
fluctuations. The above analysis provides information about the magnitude of these
fluctuations. It is to be expected that they are strongest in the neighborhood of the phase
fig 5.18 The phase diagram of the correlated random copolymer in the
immediate vicinity of the critical point if the fluctuation corrections are
taken  into account. Dashed lines: mean-field phase boundaries.
Horizontal axis: rescaled A-monomer fraction ~ e = (f-0.5) 
1/4. Vertical axis:
rescaled interaction strength ~ t = (c-cs) 
1/4.Chapter 5
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transition line. For symmetric copolymers  f = 05 .  close to the transition point ~ t =0.909, we
will calculate the amplitude of the fluctuations both in the lamellar and in the disordered phase,
and compare the result with the amplitude of the average profile. The calculation is analogous
to the one in equations 5.5.16 and 5.5.17. For the lamellar phase one obtains
()
()
áñº á ñ = á ñ - á ñ + á ñ =
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        (5.6.37)
where the first part is due to the fluctuations, and the second part is due to the average profile.
This result shows that in the lamellar phase right after the transition the amplitude of the
fluctuations  dy  is equal to the amplitude of the average profile. This means that the
concentration profile will appear to be rather irregular. For the disordered phase the
corresponding result is















l                (5.6.38)
The comparison of equation 5.6.37 with equation 5.6.38 shows that the amplitude of the
concentration inhomogeneities in the disordered phase is the same as the amplitude of the
concentration inhomogeneities in the lamellar phase. From these observations one can
conclude that snapshot pictures taken from both phases might be rather similar near the
disorder-order transition. There is another point which confirms this conclusion. In equation
5.3.7 an expression was given for the spatial correlation function gx ()
r
. It was shown that
gx ()
r
 is an exponentially decaying sine, characterized by two length scales: the period  Rosc of
the oscillations, and the distance Rcor  over which the correlations vanish. These length scales
are given by
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In the disordered phase, near the phase transition line t µ
- l
14, the values of s and r satisfy
s = 2 (equation 5.6.15), and rµ <<
- l
14 1 (equation 5.6.3). Inserting this into 5.6.39 leads to
a @ 1, b @< < r 21 , and so
RR osc cor <<                                                     (5.6.40)
Therefore, the correlation function exhibits many oscillations before it vanishes, which means
that locally the disordered phase will appear to have some kind of ordering (see also ref 57,
where the same result was obtained for a melt of uncorrelated random copolymers).
Disordered phase versus random wave structure
Although the disordered phase (having áñ = y 0) is essentially different from the random wave
structure (having  áñ ¹ y 0), the analysis in this chapter reveals that there is a remarkable
similarity between these phases. First of all, in the limit l®¥ both phases have the same free
energy. Second, the amplitude of the concentration inhomogeneities in the disordered phase is
equal to that in the random wave structure, both near the order disorder transition, and for
stronger segregations. And third, the disordered phase has an anomalously long correlation
length, making it indistinguishable from the random wave structure on length scales which may
be much larger than 1q * . In conclusion we can say that it is very well possible that the
experimentally observed “disordered microstructure” (which can theoretically be described by
the random wave structure) is in fact the strongly fluctuating disordered phase.
416.  Multiblock copolymers with an
arbitrary block length distribution
6.1 Introduction
In this chapter we calculate the general expression for the Landau free energy for a broad class
of polydisperse multiblock copolymers, and calculate the mean-field phase diagram in the first
harmonics approximation for a few examples. The class of copolymers for which our analysis is
valid comprises all linear multiblock copolymers with an arbitrary length distribution of the A-
blocks and the B-blocks (these distributions may be different), the only restriction being that
the average number of blocks per molecule, as well as the average number of monomers per
block is large. The large number of blocks per molecule gives a simplification in the calculation
of the correlation functions, as will become clear in paragraph 6.2. The large number of
monomers per block assures that the mean-field approximation is reasonable, so that the
fluctuation corrections can be ignored. In order to keep the calculations tractable, we will not
derive the general expressions for the correlation functions, but only those which are relevant
for the first harmonics approximation. For the third order correlation this means that we
restrict ourselves to the situation where at least two of its three arguments have the same
length; see 2.2.4 and 2.2.20. For the fourth order term it means that we restrict ourselves to
the calculation of the quantity Mh 1( ) (equation 2.2.22; remember that the definition 2.2.20 of
Mh 2( ) only involves second and third order correlation functions).
There are two reasons why the multiblock copolymer with a Flory distribution (the correlated
random copolymer) was treated separately. First, by taking into account phase coexistence and
fluctuation corrections we have analyzed this system more deeply than we will the general
systems considered in this chapter. Second, the equations given in this chapter are rather
lengthy and deriving them is tedious. For the correlated random copolymer, chapter 3
presented a much faster and more elegant way to arrive at the same expression. Strictly
speaking, the polymer system analyzed in chapters 3, 4 and 5 (referred to as system 1) is not
completely the same as the system described in this chapter (referred to as system 2), even if
we give the block lengths a Flory distribution. In system 1, there is a considerable
polydispersity in the number of blocks per molecule, whereas in system 2 all molecules have
the same (large) number of blocks. However, the Landau free energy of multiblock copolymersChapter 6
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converges if the average number of blocks per molecule increases, and becomes independent of
the distribution of the number of blocks. Therefore, system 1 and system 2 are equivalent with
regard to their phase behavior, which remains true even if the possibility of macrophase
separation is taken into account. In chapter 3 we chose deliberately a model which is
polydisperse in the number of blocks per molecule, because this resulted in a considerable
simplification in the calculation of the correlation functions.
6.2 The vertex functions
The second order correlation function
Consider an AB-multiblock copolymer melt, and let Q be the number of A-blocks per molecule
(which equals the number of B-blocks). It is assumed that Q is very large, and that the lengths
of the blocks are independent of each other. All blocks of the same type (i.e. A or B) have the
same length distribution. Let Pn d n a( )  be the probability that a block of type a has a length
between n and nd n + . This distribution is normalized according to




                                                  (6.2.1)
According to chapter 1, in order to find an expression for the Landau free energy we have to
calculate the correlation functions. We start with the second order one. According to
paragraph 1.3 the proper way to average it over the composition { } rs  is given by
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First we have to identify the molecule types s in the model under consideration, and then we
have to find an expression for rs  (which is the number of molecules of type s per unit of
volume) as a function of s. A molecule-type s is fixed if the lengths of all blocks in the
molecule are fixed:
() sN N N N N N ABAB AB
QQ =




a  denotes the length of the i
th block of type a in the molecule. The quantity rs  is
proportional to the product of the probabilities of all the blocklengths:
rs c Pc P NP NP NP N P NP N s A ABBA AB B A AB B
QQ ==()()() () ()()
1122 L              (6.2.4)
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where the total molecule length  Ns is given by
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Taking the summation out of the integration and using the identities
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                                                     (6.2.9)
In the definition 6.2.2 of the second order correlation function, there are three summations
present. First one chooses a certain realization of the blocklengths, and after that i is summed
over all monomers of type a, and j over all monomers of type b. Then take another realization
of the blocklengths, etc. It is, however, more convenient to rearrange this summation, using
the fact that the blocklengths are independent. First take a block of type a and a different blockChapter 6
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of type b. Choose a monomer i in the first block, and a monomer j in the second one. These
two blocks will divide the chain into three parts: a middle part and two tails. Choose the
number of blocks in the middle part. If e.g. a=A and b=B, this number will range from
zero till Q- 2. The remaining blocks have to be distributed over the two tails. At this point the
fact that Q is very large will simplify matters, in the following way. As mentioned before, the
relevant q-values are those corresponding to fluctuations on the length scale of the radius of
gyration of the blocks. Therefore,
qn n rel A B
21 »+
- ( )                                              (6.2.10)
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 will have decayed by a factor two if i and j are about one block apart, and so the
situations where i and j are many blocks apart will give a negligible contribution to the
correlation function. Therefore, one gets a contribution only if the number of blocks in
between  i and j is of order unity, and correspondingly the total number of blocks in the tails
will be of order Q. Summing over the lengths of the blocks in the tails will give factor unity
(the blocks lengths are independent), and summing over the ways to divide the remaining
blocks over the two tails will give a factor Q. This factor Q can be interpreted as the number
of blocks in which monomer i can be present. Monomer j must be near monomer i in order to
get a significant contribution to the correlation function, and therefore one gets this factor Q
only once. The same reasoning applies for the higher order correlation functions, i.e. they all
are proportional to Q. The next thing to do is to sum over all possible lengths of the blocks in
the middle part, over the lengths of the blocks containing i and j, and finally over i and j within
the two blocks. If ab = , then also the possibility that i and j are in the same block needs to be
considered.
Now the above will be worked out in more detail. We start with the AA-correlation. In the
summation over all pairs i, j of monomers in 6.2.2, the selfcorrelation part ij =  can be ignored
because the average number of monomers per block is large. In the rest of the sum, the
situation ij <  gives the same contribution as ij > . This symmetry will be accounted for by a
factor 2. First consider the case that i and j are in the same block. This situation is represented
by 6.2.11. The thin lines represent A-blocks, the thick lines represent B-blocks. There will be a
lot more blocks to the left and to the right of i and j than shown in the figure, but their only
contribution to the final answer is the factor Q which is the number of blocks where monomer
i can be situated. Monomers over which should be summed are represented by a dot. The
number ijk ,,, L of the monomer is shown below the diagram, where the numbering restartsGeneral multiblock copolymers
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from unity in every block, unless specified otherwise. The relevant blocklengths are given
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In analogy, the function b() y  is defined as the Laplace transform of the length distribution of
the B-blocks. Note that in the calculations in this chapter the wave vector is rescaled with the
average total block length N, while in chapters 3, 4 and 5 it was rescaled with l . Both
quantities give an indication for the block lengths in the system, but they are defined
differently:




                              (6.2.14)
Relation 6.2.14 should be kept in mind when results from this chapter are compared to those of
chapter 3. Although a is a function of y, this dependence will not be made explicit in our
notation in order to keep the formulas as transparent as possible. Therefore, in the future if a




The second contribution to gAA 6.2.2 arises if i and j are in different blocks. Again, there will
be a factor 2 because j can be either larger or smaller than i, and a factor Q because of the
choice of the block where e.g. i is present. Let n1 be the length of the A-block where monomer
i is situated, and n2 the length of the A-block where monomer j is situated. Assume that
between the A-block where i is situated, and the A-block where j is situated, there are k A-
blocks and ( ) k +1  B-blocks, with k ³ 0. The lengths of the A-blocks are nn 1L k , and the
lengths of the B-blocks are mm 11 L k+ , see 6.2.15. Then the contribution to the correlation
function gAA is equal to
nn
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     (6.2.15)
Combining the equations 6.2.12 and 6.2.15 gives as final result for the AA-component of the
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To calculate the AB-component, only one situation needs to be considered, because i and j
cannot be in the same block. Assume that i is present in an A-block with length n1, and j in a
· · =General multiblock copolymers
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B-block of length n2. Perform the calculation for the case that monomer i is to the left of
monomer j, and add a factor 2. Again add a factor Q for the position of the two blocks in the
molecule. Let k be the number of blocks in between i and j, where k ³ 0. This situation can be
represented by the diagram
nn
ij
kk 111 2 mn m n
       (6.2.18)
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The third order correlation function
The third order correlation function is necessary both for the calculation of the third order
vertex, and for the calculation of  Mh 2( ), which is part of the fourth order vertex, see 2.2.20.
For the third order vertex we need its value only for the situation where all three arguments
have the same length. We start with the calculation of gy y y AAA( , , ) (use 1.2.13 and 1.2.9)
· ·Chapter 6
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                  (6.2.21)
where the summations over i, j and k extend over the whole chain. Now there are several
contributing situations. If i, j and k are all three present in the same block, the summation can
be split into 3! contributions ijk <<, kij <<,  jik <<, etc., which each give the same
contribution. Therefore, we will do the calculation only for ijk <<, and add a factor 6. Let n
be the length of the A-block containing i, j and k. The integrand does not depend on the
position of the middle monomer, which is due to the fact that that all three vectors have the
same length. The contribution is













































                     (6.2.22)
The factor Q is, like in the calculation of the second order correlation function, the number of
possible choices for the A-block containing the monomers, and a' is the derivative of a with
respect to y:


















                  (6.2.23)
In the equations to follow the dependence of the correlation functions on the average total
blocklength ( ) nn AB +  will not be shown explicitly. Every summation over the monomers will
add a factor ( ) nn AB + , and taking into account the normalization 6.2.9 it follows that the k
th
order correlation function is proportional to
gn n kA B
k µ+
- ()
1                                           (6.2.24)
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As a consequence, all vertices (and therefore the free energy) are inversely proportional to
GkA B nn µ+
- ()
1                                                (6.2.25)
which is analogous to the situation for monodisperse diblock copolymers. The next
contribution to gy y y AAA( , , ) arises when two monomers are in the same block, and the third is
not. Assume that ijk << and i and j are in the same block. Then a symmetry factor 12 should
be added, a factor 6 due to the order of i, j and k and a factor 2 for the choice whether the
middle monomer is in the same block as the right one or as the left one. In between the two A-
blocks there could be a sequence of blocks. In this sequence the number of B-blocks exceeds
the number of A-blocks by one. As shown above, summing over all possibilities for this
sequence gives a factor which is equal to
b
ab 1-
                                                     (6.2.26)
In the following this factor will be incorporated without further explanation. Returning to gAAA
the contribution is
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Finally there is the possibility that i, j and k are all in different blocks. The symmetry factor is 6,
and there will be 2 factors of the form 6.2.26 present.
· · · =Chapter 6
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Therefore the final expression for gAAA is the sum of these 3 contributions. Next we calculate
gAAB. Since the ideas behind the calculation are the same as in the case of gAAA, we will just
give the diagram with the accompanying symmetry factor, the integral represented by the
diagram and the final answer. The numerical factor in front of the integral is the symmetry
factor due to the fact that the same integral can be reached by interchanging the order of the
indices.











































             (6.2.29)




























dn P n dn P n dn P n









                    (6.2.30)
· · · =
· · · =
· · · =General multiblock copolymers
161
































dn P n dn P n dn P n





                     (6.2.31)
It is clear that the expressions for gABB and gBBB can be obtained from the above expressions
just by interchanging a and b. Next we calculate the third order correlation function for the
case that 2 arguments have the same square length y, but the third argument has square length
hy:
gq q q
nn q nn q nn qy


















                      (6.2.32)
This correlation function is needed for the calculation of  Mh 2( ) (equation 2.2.20). The
diagrams and the corresponding expressions will be given without further comments. The
monomer denoted by k is the one corresponding to q3.
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where we introduced the notation
aa h
nhx
A hy dn e P n º=
-
¥
ò () ( )
0
                                     (6.2.38)
There are two contributions left:
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Next we calculate gy y h y AAB( , , ). Since the way to construct the integral from the diagram will
be clear by now, we only give the diagrams and their values. There are no additional difficulties
compared to the previous case.
ij k
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Next consider gy y h y ABA( , , ). Let k be the monomer associated with hy, and let j be the B-
monomer.
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The third order correlations containing two or three B’s can easily be deduced from the above
formulas by interchanging a and b.
The fourth order correlation function
Finally the fourth order correlation functions have to be calculated. According to paragraph
2.2, in the first harmonics approximation it is sufficient to calculate the quantity Mh 1( ) defined
by
M h M zzzz
Me s
s
si sj sk sl
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              (6.2.49)
The summation over i, j, k and l in the expression for Mabgd can be split into parts, according to
which of the monomers i, j, k and l are present in the same block. As an example, consider
MABBA  which can be split into two parts, because monomers j and k can either be present in
the same block or in different blocks. Each of these parts can be represented by a diagram:
MABBA =                                                            +                                                        (6.2.50)
The amount of work is reduced by noting the symmetry
MM MM AAAB BAAA ABAB BABA ==                             (6.2.51)
· · ·
· · ·
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etc., and by noting that we need only to calculate Mabgd for the case where the number of A-
monomers is 0, 1 or 2, because the expression for e.g.  MABBB follows from the expression for
MBAAA by interchanging a with b. There is, however, one complication. Although Mabgd(h) is
continuous at h = 1, it is not possible to insert this value into the expressions to follow.
Therefore, we give the expressions for h = 1 separately. The calculations of the diagrams for
arbitrary value of h ¹ 01 ,  resembles much the calculation of the third order correlation
functions. We start with the calculation of  MAAAA , which can be written as a sum of 8
diagrams, 6 of them are essentially different.
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Now we turn to the calculation of  MAAAB (= MBAAA). The A-monomers can be either in the
same block, or in different blocks, leading to the following contributions.
· · · ·
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· · · ·
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In order to obtain the expressions for h = 1 the most easy way is not to take the limit h® 1,
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MAABB() 1 =
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6.3  The Schultz-Zimm distribution
The Schultz-Zimm distribution
In this paragraph the expressions for the vertex functions derived in the previous paragraphs
are used to determine the mean-field phase diagram in the first harmonics approximation of
multiblock copolymers where the block lengths have a Schultz-Zimm distribution. The
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where  k > 0, and nn is the number average block length. A usefull indication for the















2 1                                            (6.3.2)
where  nW  is the weight averaged block length. Only for a monodisperse distribution we have
U = 0, and its value becomes larger if the polydispersity increases. For the Schultz-Zimm
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Therefore, the polydispersity decreases with increasing k. For k = 1, the Schultz-Zimm
distribution reduces to the exponential Flory distribution, studied in the previous chapters. In
the limit  k ®¥, it becomes infinitely narrow, and the value of U approaches zero. This
corresponds to regular, monodisperse multiblock copolymers. In fig 6.1 the Schultz-Zimm
distribution has been plotted for various values of k.
k = 1
P(n)












The second order vertex
In order to obtain the expressions for the vertices, we have to calculate the Laplace transforms
a() y  and b() y , which were defined in equation (6.2.13). First we assume that the value of k is
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fig 6.1 The dependence of the Schultz-Zimm distribution on the value of the k.Chapter 6
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To see whether the position q* of the minimum of the second order vertex is positive or zero,
it is sufficient to determine the slope of g 2 at yq =Û = * 00 . If this slope is negative then
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                               (6.3.5)
This result is illustrated in fig 6.2. Remember
that the example of the correlated random
copolymer (obtained by taking k = 1) shows
that even if q* = 0, the system can still
undergo a transition to a microphase separated
state.
The influence of the polydispersity on the phase diagram
The general expressions for the third and fourth order vertices were given in paragraph 6.2.
For general values of k the final expressions for the vertices cannot be presented in an elegant
way. The phase diagrams shown in fig 6.3 were obtained by minimizing the free energy
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fig 6.2 q* as a function of f and k for
the situation where the lengths of the
A-blocks and of the B-blocks have the
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k =¥
Fig 6.3 shows a series of phase diagrams for
the situation where the A-blocks and the B-
blocks have the same Schultz-Zimm
distribution. Going from left to right, and from
top to bottom, the value of k increases, which
corresponds to a decrease in polydispersity.
This decrease in polydispersity has the
following con-sequences for the phase
diagram. First of all, the disorder-order
transition line shifts upwards. This means that
the polydispersity destabilizes the system. Second, for finite values of k the border lines
between the various ordered phases are linear functions of f near the critical point, whereas
they are parabolic if k =¥. Another trend which is clear from fig 6.3 is the fact that the region













N s () cc -
fig 6.3 Mean-field phase diagrams for multiblock copolymers if the lengths of the A-blocks and the
lengths of the B-blocks have the same Schultz-Zimm distribution, characterized by the value of k
given in the figures. For all these phase diagrams, the order in which the various structures
appear if the segregation  Nc  is increases, is given by: disordered-bcc-hexagonal-lamellar
fig 6.4 q*  as a function of the rescaled
distance to the spinodal for symmetric
multiblock copolymers for various values of
the inverse polydispersity k.Chapter 6
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Fig  6.4 shows how, for symmetric co-polymers, the period of the arising micro-structure
changes with the degree of segregation (the period D is related to the radius q* of the first
harmonics sphere via  Dq » * 1 ). Two conclusion can be made from fig 6.4. First, if the
average block length is kept constant, then the period will increase with increasing
polydispersity. Second, if the polydispersity is large, then the period will decrease with
increasing segregation, while if the polydispersity is small, the opposite will happen.
Fig 6.5, finally, shows the phase diagram for
the situation where the A-blocks are
monodisperse,  while  the  B-blocks have a
Flory distribution. The critical point shifts
towards  compositions where the poly-
disperse block type is in excess.
6.4 Concluding remarks
The analysis presented in this chapter can be extended in several ways. For instance, by taking
into account the fluctuation corrections it is possible to consider chains with finite block
lengths. In particular, it might be interesting to answer the following question. Both the
correlated random copolymer, and the monodisperse regular multiblock copolymer belong to
the same class of multiblock copolymers with blocks having a Schultz-Zimm distribution. For
the monodisperse copolymer, characterized by k =¥, the fluctuations-induced shift of the
phase transition line scales like DNN cµ
-13, whereas for the correlated random copolymer,
characterized by k = 1, it scales like DNN cµ
-14. Using the expressions derived in this
chapter, it should be possible to determine the dependence of the scaling exponent on the value
of the parameter k. Another possible extension of the presented analysis would be to take into
account the higher harmonics, which makes the study of the phase behavior for stronger
segregations possible. An rather restricting drawback of the first harmonics approximation














fig 6.5 Mean-field phase diagram for a
multiblock copolymer if the A-blocks
and the B-blocks have different
Schultz-Zimm distributions. The order
in which the various structures appear
if the segregation  Nc  is increased is
again given by: disordered-bcc-
hexagonal-lamellarGeneral multiblock copolymers
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used in this chapter is that it predicts only the classical structures lamellar, hexagonal and bcc.
Taking into account the higher harmonics could reveal regions of stability of more complex
structures, such as the gyroid one. Although the expressions for the vertices given in paragraph
6.2 are not general since we imposed already at that point the first harmonics approximation, it
seems that the generalization of these expressions can be obtained in a straightforward
(although rather tedious) way. Another suggestion to continue this research is to investigate
the consequences of a finite number of blocks per chain. However, this requires a lot more
work, and would only be interesting if the possibility of macrophase separation is taken into
account, since the microphase behavior converges rapidly with increasing number of blocks.
Another way of proceeding from this point is to examine more closely the expressions for the
vertices. For instance, it might be interesting to calculate, either analytically or numerically, the
expression for the non-local term for multiblock copolymers having Schultz-Zimm bock length
distributions, and see if these expressions have the same physical origin as in the case of the
correlated random copolymer (see the introduction of chapter 3). Of course, it would also be
interesting to construct the phase diagrams for polymer melts consisting of molecules having
more exotic architectures, such as comb copolymers, but it is clear that in that case one should
restart the calculations from the beginning.Appendices
Appendix A
There is a correspondence between a sufficiently long and flexible chain in a polymer melt, and
a random walk: the trajectory of the random walk corresponds to the coarse grained
configuration of the chain, and one step of the random walk corresponds to going along the




26 and by computer simulations
27) that the
probability to find the chain in a certain coarse grained configuration equals the probability that
the Brownian particle follows the corresponding trajectory.
Consider a random walk starting at the origin. Let g(,) Nx
r
 be the probability density to arrive
at the point 
r
x after N steps. In this appendix it is shown that in the limit of a large number of
steps  g(,) Nx
r
 becomes Gaussian, irrespective of the single step probability density
gg () (,)
rr
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Since for large values of N the characteristic length scale of g(,) Nx
r
 is much larger than the
characteristic length scale of g()
r
x , the value of g(,) Nx
r
 will hardly change over the area
where the integrand gives the major contribution to the integral. Therefore, it makes sense to
expand  g(,) Nx
r
 in a Taylor series around the point 
r
x. Since the first order term gives no
contribution because of the isotropy of g()
r
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Due to the symmetry of g()
r
x  the summation over i and j only gives a contribution if ij = , and
this contribution is independent of i. Moreover,Appendices
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This is just the diffusion equation. Taking as boundary condition
g(,) () 0
rr
xx D =d                                                      (A5)
the solution of this equation is given by





















                                      (A6)
This shows that indeed the probability density becomes Gaussian after sufficiently many steps,
regardless of the precise form of the single step probability density g()
r
x . Even if the walk is
not random in the sense that the direction of each step depends on the direction of the previous
step, the result A6 would still apply, although the value of a would not be equal any more to
the root mean square of the single step distance. If the segments are chosen long enough, the
corresponding single step distribution function g()
r
x  is Gaussian itself, regardless of the details
of the chemical bonds. Therefore, one can take
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where  a is called the “statistical segment length.” Note that it is not necessary to relate a to




The purpose of this appendix is the evaluation of the integral given in equation B1, which may
be interpreted as the partition function Z of a statistical mechanical system in the Landau
representation. Using this interpretation, the set { } yi  is the coarse grained state of this system,
and the exponent in the denominator is the series expansion of the effective Hamiltonian
(Landau free energy).
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In this appendix we use the so-called Einstein summation convention, which means that one
should sum over repeated indices. Note that appendix B is the only part of the thesis where this
convention is used. Without restricting our considerations it can be assumed that the tensors A
and B are symmetric. The first step is the expansion of the A-dependent part of the exponential
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Therefore, one needs to calculate integrals of the form
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Clearly this integral is zero if m is odd. In order to calculate it for even values of m, we use the
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Using the explicit expression B4 for S one obtains
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In equation B2, Z has been written as an infinite sum. Consider a term arising from the
Newtonian multinomial expansion of the n
th term in the Taylor expansion of the exponential.
Let this term contain np factors Ai1...ip. These numbers satisfy
nn nn k 1 2 +++= L                                                  (B7)
The considered term has the numerical prefactor
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(! ) (! ) (! ) !! !
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Using B6 such a term can be split into a finite sum of subterms. Each of these subterms can be
represented by what we call an “ordered diagram.” In an ordered diagram, a tensor Ai1...im is
represented by a dot having m shoots. The dots (tensors) are placed along a line. From the left,
first the dots having one shoot are drawn, then the dots having two shoots, etc. (note that the
factor associated with the order of the vertices has already been absorbed into B8). One shoot
is pointed upwards, and the others are distributed uniformly over the circle. All subterms






the shoots in all possible ways by lines representing áyiyjñ, using relation B6. See fig B.1 for an
example of an ordered diagram. Many of the ordered diagrams thus obtained represent the
same summation, for instance the two ordered diagrams shown in fig B.2. Ordered diagrams
representing the same summation are said to be “equivalent,” and we will represent all
equivalent ordered diagrams by just one non-ordered diagram. Therefore, two different non-
ordered diagrams represent different summations. Two ordered diagrams are equivalent if one
of them can be mapped onto the other by continuously deforming it, by moving the dots and
changing the direction of the shoots, while the lines are dragged along. Therefore, every non-
ordered diagram (or “diagram,” for shortness) gets as a prefactor not only the number given in















Consider an ordered diagram D. Let ED denote the set of ordered diagrams which are
equivalent to D. In order to find the prefactor of the corresponding (non-ordered) diagram, we
have to know the number of elements in ED. To this end, number the shoots in D from the left
to the right, per dot in a clockwise direction, such that for each dot the shoot pointing upwards
gets the lowest number. This numbering will be called the standard numbering s0 . Fig B.3
gives an example of an ordered diagram with its standard numbering. Now consider the set S
of all numberings s, such that if two numbers are together in s0  (i.e. attached to the same dot),
then they are together in s (but possibly at a different dot). Fig B.4 gives two examples of a
renumbering:  the upper one is in S, the lower one is not. Henceforth, when we say
“numbering,” we refer to an element of S. The number of elements in S is just equal to N, as
given by equation B8.Appendices
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The lines present in the ordered diagram D define an equivalence relation on S, in the following
way. Every line connects two shoots, and each shoot has a number. Therefore, to every
numbering s there is associated a set of non-ordered pairs of
numbers, such that the shoots associated with the numbers in
one pair are connected by a line. For instance with the diagram
depicted in fig B.3 there is associated the set
{{ , } 14 ,{ , } 23 ,{ , } 56 }. By definition, two numberings s1 and s2
are in the same equivalence class if they have the same set of
pairs. This is illustrated in fig B.5: the upper two numberings
belong to the same equivalence class, but the lower one
belongs to a different class. All equivalence classes have the
same number of elements. We claim that the number of ordered
diagrams equivalent to D, is equal to the number of such equivalence classes on the set of
numberings. We prove this by constructing a bijective function from the set C of equivalence
classes, to the set ED, as follows. Let c be an equivalence class in S, and let sc be any
numbering in this class. Draw the ordered diagram D and number the dots according to sc.
Then deform the diagram continuously by interchanging dots and rotating the shoots, such that
one obtains an ordered diagram  ¢ D  (by definition equivalent to D) having the standard
numbering s0 . Since  ¢ D  will be independent of the choice of sc, this defines a mapping from
C to ED. Moreover, this mapping is invertible and bijective. Let 1N E  be the numerical
prefactor for the (non-ordered) diagram E, (apart from the sign: due to the factor ( ) -1
n
present in (B2), diagrams having an odd number of dots get a minus sign). This prefactor is a
product of two factors. The first factor is the number of ordered diagrams representing E,
which is equal to the number of equivalence classes in S. The second factor is the prefactor
1N D  for any of the ordered diagrams D corresponding to E, where  ND has been given in
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number of equivalence classes
number of elements per equivalence class
                        (B9)
Summarizing,  NE can be found in the following way. Draw the diagram E. Number the









·  if two numbers are together (i.e. attached to the same dot) they remain together;
·  if two numbers are connected by a line, they remain connected by a line.
NE is often called the symmetry factor of the diagram E. This completes the calculation of Z
(note that, apart from the diagrams, the term 1 should be included in the expansion of Z (take
n = 0 in equation (B2))., and our next task is the calculation of FZ =-ln .
The calculation of F
A diagram in Z is called connected if it is possible to go from any dot to any other dot via the
lines.  Let { , , , } AAA 1 23 L  be the set of all connected diagrams, including the inverse
symmetryfactors. Any diagram in Z can be written as a product of connected diagrams.
Consider a diagram E consisting of n connected parts. Of course, the same connected diagram
may occur several times in E. Let ni be the multiplicity of diagram  Ai , then we have
nn i
i å =                                                         (B10)
As explained above, the prefactor for this diagram E is the inverse of its symmetry factor. The
factors associated with the internal symmetry of the connected diagrams have already been
absorbed into the definition of  Ai . There is, however, an additional symmetry related to
permutations of identical diagrams. For the connected diagram Ai with multiplicity ni this
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It follows from B11 that taking the logarithm has the effect of removing all disconnected
diagrams. Therefore, F is the sum of all connected diagrams, and diagrams with an even
number of dots get a minus sign.Appendices
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Appendix C
In this appendix the inverse of the matrix G
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Equation C1 is the second order coefficient of the expansion of the free energy Fdis  in powers
of the composition; see equation 4.3.8. It is possible to find a closed expression for G , by












rd                                                      (C2)
Due to the special form of C this matrix can easily be inverted:
()
AgC
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The brackets denote an average over the composition of the system, as follows:
áñ º å XX ss
s
r                                                        (C4)
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Since in the correlated random copolymer the spinodal for macrophase separation coincides
with the spinodal for microphase separation (because the position q* of the minimum of the
second order vertex function is given by q* = 0), the parameter t is related to the parameter t
defined in equation 3.4.1 via the simple relation
t =- lt                                                            (C9)
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Appendix D
In this appendix equations will be derived for the smallest eigenvalue and the corresponding
eigenvector of the matrix G
-1 in the neighborhood of the spinodal t=0, which is determined
by the condition that its lowest eigenvalue becomes zero. G
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To tackle the problem use will be made of a perturbation theory developed by Lifshitz.
75 Here
this theory will be formulated for matrices of the general form
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The problem is to find expressions for the eigenvalues Lp and the eigenvectors Es
p of G
-1 if
the eigenvalues lp and the eigenvectors es
p of g
-1 are known. Assuming that the vectors Es
p
and es
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Multiplying both sides with eE s
pq
s , summing over s and s and using the orthonormality of the
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Multipling with es
p
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Next multiply with Fs
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Therefore, the eigenvalues of G
-1 can be found by solving the equation
() det ( ) FL ab a ab xd -=
-1 0                                          (D8)
Having found in this way an eigenvalue of G
-1, equation D7 gives the expression for ja, and
D6 gives the corresponding eigenvector. Now consider the special case where G
-1 is given by
D1. Assume that the c-parameter is so close to its spinodal value that the smallest eigenvalue
L satisfies the condition
L< < " l p p                                                (D9)
Note that all eigenvalues of g
-1 are positive. Let E denote the corresponding normalized
eigenvector, having components Es . Equations D6, D7 and D8 can be used to find expressionsAppendices
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for L and Es  as a power series expansion in the small parameter t. Next the leading order
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Equation D13 is the dominant term of a series expansion of L in powers of t. The
corresponding eigenvector E can be found using B6. First an expression for j is needed. SinceAppendices
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j is the eigenvector of L (defined in equation D12) having eigenvalue zero, in the limit t®0,
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Appendix E
In this appendix the fluctuation corrections  D1,  D2 and D3 to the free energy (defined in
equation 5.2.24) are calculated using the trial function 5.3.3 for the correlation function gq () ,
and the expression 2.2.2 for the profile y()
r
x  in the first harmonics approximation. The
calculations will be restricted to the vicinity of the critical point, i.e.  f =+ 05 . e, where eµt
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In order to calculate the diagrams  D1 and D2 we need the expression for the fourth order
vertex if its arguments are two pairs of opposite vectors. This expression can be derived from
equations 3.3.10, 3.3.12 and 3.3.14, and to leading order in e it is
11 6 3 2













+                                   (E2)
Diagram  D1 represents the following integral
D
V
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Using the expression E2 for the fourth order vertex this can be split into two terms. The first
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For the definition and the evaluation of the integrals I1,  I2 and I3 the reader is referred to
appendix F. The second contribution to  D1 is
D
q
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For D2, defined in 5.2.24, the result is
D
V
dx dx dx dx x x x x x x G x x
V
qq qq q q G q
AV
dq q q q q g q
qq
2 1 2 3 4 4 1 2 3 4123 4















rrrr rrrr r r rr
rr rr r r r
rr r r rr
rr
G (,,, )()()(, )
(, , )()( )()
()





             (E6)
where 
r
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Finally the contribution  D3 has to be calculated:
D
V
dx dx x x G x x
V






rr rr rr rr
G ( , ) ( , ) Trln ( , )                      (E9)
In order to calculate the trace one should consider Gxy (,)
rr





y. Let  fx ()
r
 be an eigenvector of this matrix, and let l be the corresponding
eigenvalue. Then
dyG x y f y f x
rr r r r
ò = (,)() () l                                              (E10)
Writing Gxy gx y (,) ( )
rr r r
=-  and going over to Fourier transforms, one obtains
gq fq fq ()() ()
rr r
=l                                                   (E11)
Therefore, the eigenvectors and corresponding eigenvalues of the matrix Gxy (,)
rr
 are given byAppendices
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fq q q gq () ( ' ) (' )
rr r r
=- = dl                                   (E12)
Finally we get
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Using this, equation E8 can be rewritten to
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Therefore, the contribution D3 can be written as a sum of two parts:
() Dd q q q g q g q
t
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Both integrals in E16 are divergent. However, these divergencies can be removed by adding
functions to the integrands which do not depend on the parameters A,  q*, r and s; see the
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Appendix F
In this appendix the expressions for the integrals  I1, I2, I3, I4, I6  and I9  used in appendix E
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The integrals I6  and I1 are not convergent; however their derivatives with respect to r and s
are convergent. The procedure is to calculate these derivatives, and afterwards integrate them
(which comes down to substracting an infinite constant). In paragraph 5.5 exact expressions
for I4, I6  and I9  are needed:
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In section 5.6 we need the diagrams only in the limit r®0, so it is sufficient to give the
Taylor expansion of the integrals in powers of r. The integrals  I1,  I2 and I3 have to be
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The main theme of this thesis is the influence of polydispersity on the phase behavior of
copolymer melts. With “polydispersity” we do not only refer to polydispersity in overall chain
length, but also to polydispersity in the composition and the monomer sequence of the chains.
Study of the influence of polydispersity is important because synthesizing purely monodisperse
copolymers is very difficult, and for most polymerization techniques the occurrence of a certain
degree of polydispersity is inevitable. We start with a short discussion about phase separation.
A homopolymer is a chain molecule consisting of only one sort of link (monomer). For many
homopolymer blends, i.e. mixtures of different homopolymers, the homogeneous state
becomes unstable on lowering the temperature, and the different molecule species tend to
separate from each other. The result is a splitting of the system into coexisting phases. Each of
these phases separately is homogeneous, but they differ in composition. The separation of a
polymer blend into coexisting homogeneous phases is called macrophase separation.
In a copolymer, on the other hand, different monomer types are chemically linked together.
Therefore, a complete separation of the system into the different monomer types is impossible.
Instead, on lowering the temperature the phase separation occurs on a microscopic length
scale. Small domains rich in one monomer type are alternated by small domains rich in the
other. Usually, these domains are arranged in a regular pattern. When in a copolymer system
such domains arise, we talk about microphase separation.
The research described in this thesis was restricted to copolymers consisting of two monomer
types, henceforth denoted by A and B. Most attention was paid to the so-called random
copolymers. In random copolymer chains, the correlation in chemical identity between two
monomers decays exponentially with their mutual distance along the chain. It has been
assumed that within the chains, like monomers tend to aggregate to form long sequences of
identical monomers. Such sequences are called blocks. The block length distribution in random
copolymers is very broad: the variation in the block lengths is of the same order of magnitude
as the block lengths themselves. Homopolymers having such a length distribution can be
formed by a polycondensation reaction, after which they can be linked together to form a
multiblock copolymer chain.Summary
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With the phase behavior of a polymer system we mean the phase of the system as a function of
temperature. The phase contains information about the volumes and compositions of the
coexisting phases in case of macrophase separation, and the size and the spatial arrangement of
the microscopic domains in case of microphase separation. In chapter 1 we describe the theory
which enables the calculation of the phase behavior of a large class of polydisperse copolymer
melts. In chapter 2 we describe how the regular periodic spatial arrangement of the domains in
a microphase separated copolymer melt can be described mathematically. In chapter 3 the
phase behavior of the correlated random copolymer melt is calculated in the so-called mean-
field approximation, which means that it is assumed that the concentration profile is static (the
concentration profile describes the spatial dependence of the A-monomer fraction). This
approximation becomes more accurate if the block lengths in the system increase. In chapter 3
we derive an expression for the free energy of a random copolymer melt, and using this
expression it is shown that the system tends to microphase separate. The A-rich and B-rich
domains appear to have a regular spatial arrangement despite the intrinsic disorder present in
the sequence distribution along the chains.
In chapter 4 the study of the correlated random copolymer is continued by taking into account
the possibility of macrophase separation. It is shown that for certain values of the composition
and temperature the melt can indeed separate into coexisting phases, but at least one of these
phases has to be microphase separated. Nevertheless, it is very doubtful whether the system
will  ever reach this two-phase state under experimental conditions, because macrophase
separation requires a complete spatial rearrangement of the molecules, which is a very slow
process due to the restricted mobility of the chains.
In chapter 5 we go beyond the mean-field approximation. As indicated above, in the mean-field
approximation it is assumed that the profile is regular, smooth, and static. In reality, however,
irregular, time-dependent disturbances are present. These disturbances are called fluctuations.
It is to be expected that due to the intrinsic disorder in the monomer distribution along random
copolymer chains, fluctuations will be rather important in systems consisting of these
molecules. This expectation is confirmed by the analysis in chapter 5. It is shown that the
regular structures predicted in chapter 3 are strongly distorted, giving the concentration profile
a disordered appearance.
In chapter 6 a more general class of copolymers is considered, namely polydisperse multiblock
copolymers for which the average number of blocks per chain, and the average number of
momomers per block are very large. The length distribution of the A-blocks is arbitrary, andSummary
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may differ from the arbitrary length distribution of the B-blocks. The correlated random
copolymer studied in the previous chapter belongs to this general class, if we choose a Flory
distribution both for the lengths of the A-blocks, and for the lengths of the B-blocks. In chapter
6 we calculate and compare the mean-field phase diagrams for various realizations of the block
length distributions. By changing continuously the degree of polydispersity, it is possible to
study its influence on the phase behavior.Samenvatting
De rode draad in het onderzoek is de vraag welke invloed polydispersiteit heeft op het
fasegedrag van een smelt van copolymeren. Polydispersiteit dient hier opgevat te worden in de
meest ruime zin van het woord: het heeft niet alleen betrekking op de totale ketenlengte, maar
ook en vooral op de chemische samenstelling en monomeervolgorde langs de keten.
Onderzoek naar de invloed van polydispersiteit is van belang omdat het synthetiseren van
zuiver monodisperse copolymeren een moeilijke zaak is. Het ontstaan van een zekere mate van
polydispersiteit is inherent aan veel polymerisatie technieken. We beginnen met een beknopte
bespreking van het begrip fasescheiding.
Een homopolymeer is een polymeer waarvan de ketens slechts uit één soort schakel
(monomeer) bestaan. Mengsels van homopolymeren gaan vaak schiften (fasescheiden) als de
temperatuur wordt verlaagd. Het eindresultaat van deze schifting is een splitsing van het
systeem in “coexisterende fasen,” waarbij iedere fase afzonderlijk homogeen is, maar waarbij
de fasen onderling verschillen wat betreft hun samenstelling. Het verschijnsel waarbij mengsels
zich splitsen in coexisterende fasen wordt makrofasescheiding genoemd.
In een copolymeer daarentegen zijn meerdere monomeersoorten chemisch aan elkaar gebonden
in hetzelfde molekuul. Hierdoor is een volledige opslitsing van het systeem in de verschillende
monomeersoorten niet mogelijk. In plaats daarvan zal er een schifting op microscopische
schaal plaatsvinden. Hierbij worden kleine gebiedjes die rijk zijn aan de ene monomeersoort
afgewisseld met kleine gebiedjes die rijk zijn aan de andere monomeersoort. Vaak zijn deze
gebiedjes op een zeer regelmatige manier gerangschikt. Het verschijnsel waarbij copolymeren
op een dergelijke manier gaan schiften op een kleine lengteschaal wordt mikrofasescheiding
genoemd.
Het onderzoek werd beperkt tot copolymeren die bestaan uit twee soorten monomeren, die ik
in het vervolg zal aanduiden met A en B. In het bijzonder werd gekeken naar de zogenaamde
random copolymeren, waarbij de correlatie tussen de chemische identiteit van twee
monomeren behorende tot dezelfde keten exponentieel afneemt met de afstand tussen die
monomeren (afstand wordt gemeten langs de keten). Aangenomen werd, dat in de
afzonderlijke ketens de monomeren de neiging hebben om samen te klonteren tot lange reeksen
identieke monomeren. Deze reeksen worden ook wel blokken genoemd. De bloklengten in eenSamenvatting
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random copolymeer hebben een zeer brede verdeling: de spreiding in de bloklengten is van
dezelfde  grootte orde als de bloklengten zelf. Homopolymeren met een dergelijke
lengteverdeling kunnen worden gevormd via een polycondensatiereaktie, waarna ze achteraf
chemisch met elkaar verbonden kunnen worden tot een multiblok copolymeer.
Onder het fasegedrag van een copolymeer smelt verstaan we hoe de fase van die smelt afhangt
van de temperatuur, waarbij onder fase wordt verstaan de volumina en samenstelling van de
coexisterende fasen in het geval van makrofasescheiding, en de grootte en ruimtelijke
rangschikking van de A- en B-rijke gebiedjes in het geval van mikrofasescheiding. In hoofdstuk
1 wordt een theorie beschreven waarmee het fasegedrag voor een ruime klasse van
polydisperse  AB-copolymeersmelten kan worden berekend. In hoofdstuk 2 wordt uiteengezet
hoe de regelmatige ruimtelijke rangschikking van de A- en B-rijke gebiedjes in een
mikrofasegescheiden copolymeer wiskundig kan worden beschreven. In hoofdstuk 3 wordt het
fasegedrag van de random copolymeer smelt berekend in de zogenaamde “mean-field”
benadering, waarbij aangenomen wordt dat het concentratieprofiel statisch is (het
concentratieprofiel beschrijft het ruimtelijk verloop van het gehalte aan A-monomeren). Deze
benadering is des te beter naarmate de bloklengten in het systeem groter zijn. In hoofdstuk 3
wordt een uitdrukking afgeleid voor de vrije energie van een random copolymeer smelt, aan de
hand waarvan wordt aangetoond dat de smelt gaat mikrofasescheiden. De A- en B-rijke
gebiedjes blijken een regelmatige struktuur te hebben ondanks de intrinsieke wanorde in de
monomeerverdeling langs de keten.
In hoofdstuk 4 wordt wederom gekeken naar de random copolymeer smelt, echter nu wordt de
mogelijkheid tot splitsing in coexisterende fasen in rekening gebracht. Het blijkt, dat onder
bepaalde omstandigheden wat betreft temperatuur en samenstelling deze mogelijkheid zich
inderdaad voordoet. Voorwaarde is dat ten minste één van de twee coexisterende fasen zelf
mikrofasegescheiden is. Echter experimenteel wordt deze meest stabiele toestand wellicht
nooit bereikt. Dit vereist immers een volledige ruimtelijke hergroepering van de molekulen,
wat ten gevolge van hun geringe bewegingsvrijheid een zeer traag proces is.
In hoofdstuk 5 wordt de mean-field benadering verlaten. Zoals hierboven beschreven gaat men
er in de mean-field benadering van uit dat het concentratieprofiel een regelmatig, glad en
statisch karakter heeft. In werkelijkheid echter zullen er grillige, tijdsafhankelijke verstoringen
aanwezig zijn. Deze verstoringen worden fluktuaties genoemd. Ten gevolge van de intrinsieke
wanorde in de monomeerverdeling langs de ketens van random copolymeren valt te
verwachten  dat  fluktuaties  vrij belangrijk zijn voor deze systemen. Deze verwachting wordtSamenvatting
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bevestigd  door de analyse in hoofdstuk 5. Het blijkt dat de in hoofdstuk 3 voorspelde
regelmatige  strukturen behoorlijk vervormd kunnen zijn, waardoor het concentratieprofiel een
wanordelijke indruk geeft.
In hoofdstuk 6 wordt een meer algemene klasse van copolymeren beschouwd. Het gaat om
multiblokcopolymeren waarvan het aantal blokken per keten en het aantal monomeren per blok
zeer groot zijn. De lengteverdeling van de A-blokken is willekeurig, en mag verschillen van de
lengteverdeling van de B-blokken. Het in de voorafgaande hoofdstukken behandelde random
copolymeer valt binnen deze algemene klasse, als voor de lengteverdelingen van zowel de A-
als de B-blokken een zogenaamde Flory-distributie wordt gekozen. In hoofdstuk 6 worden
voor verschillende andere realisaties van deze lengteverdelingen de bijbehorende mean-field
fase diagrammen berekend en met elkaar vergeleken. Door de mate van polydispersiteit
continu te varieren wordt de invloed hiervan op het fasegedrag nagegaan.