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1. INTRODUCTION 
A code C of block length k is a collection of words (sequences) of length k 
over some finite alphabet. It is said to be comma-free if a, .. . ak E C and 
b, ..I b, E C always imply that the words 
a2 ,.. akb,, a, ‘.. a,b,b, ,..., a,b, ... b,-, 
are not in C. When such a code is used for transmission of a message over a 
noiseless channel word synchronization can be determined after receiving at 
most 2k - 1 symbols and without using a special symbol to separate words. 
Such a code is said to be of maximum size if it contains the largest number 
of words possible for a specified alphabet and block length. 
It has been shown by elementary methods (see 121) that the maximum size 
of a comma-free code of block length k over the alphabet {l,..., n) is 
bounded above by 
W&> = i 2 ,Wd) nd, 
dlk 
where fi is the classical arithmetic Mobius function. Constructions for 
maximum comma-free codes have been given by Eastman [ 11, and later by 
Scholtz [4]. These show that the bound W,(n) is attained for codes of odd 
word length. The Eastman construction is based on the recursive generation 
of sets of sequences over {l,..., n} defined by order relations first between the 
symbols themselves, and later between certain segments (subsequences 
consisting of contiguous symbols). The Scholtz construction recursively 
posttixes certain sequences to those already defined to obtain each new 
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collection of sequences. In both cases, all the words generated of a specified 
odd word length go together to form a maximum comma-free code. 
In this paper we consider the application of some general sequence 
enumeration techniques to comma-free codes to obtain a more refined 
enumeration which is inaccessible to the more usual method for obtaining 
IV,(n). Our purpose is twofold. Primarily we wish to introduce a technique 
by means of which the general methods of [3] may be extended to problems 
with a recursive structure. At the same time, we wish to show how the 
enumeration may often be carried out by a systematic application of these 
general methods directly to the algorithmic construction involved. 
Throughout the paper our attention is focused on the Eastman construction. 
However, the same principles may be applied to the Scholtz construction. 
The latter has not been included since it does not yield as refined an 
enumeration. 
In Section 2 we outline the general enumerative techniques on which this 
work is based, at the same time introducing required definitions and 
terminology. In Section 3 the recursive definition for Eastman code words is 
given and the technique of Section 2 are applied directly to this definition to 
obtain the generating function for Eastman code words generated at this first 
level of recursion. By means of Lemma 4.2 we are able to extend the results 
of Section 3 to all other levels of recursion. We then combine these results to 
obtain a generating function for the set of all Eastman code words. In 
Section 5 we consider the problem of extracting coefficients from this 
generating function and in the particular case where rises and falls are not 
counted we are able to give a tinal answer. 
2. PRELIMINARY DEFINITIONS 
For any countable set X, denote the set of all sequences over elements in 
JY by X* and the set of all non-null sequences by X”. Typically X’ is 
taken to be the set J$ = { 1,2,..., n}. If E is the null sequence then 
x+ =r* - {E}. 
Let x, ,..., x,, r, and f be indeterminates and set x = (xi ,..., x,J and 
X = diagonal(x, ,..., x,,). Denote the n x II identity matrix by I and the n x n 
matrix of all l’s by J. If u = cri u[ E jv$ and ?r = {x1 ,..., x~} is a partition 
of Xi then ~(0) = rrj, . rcj ,-,, where (a,, uZ) E njl ,..., (0,-i, a,) E 7rj,_, , is 
called the partition sequence of u with respect to 7~. The type of u is r(u) = 
(i I ,..., i,), where ii is the frequency of occurrence of j in u, j = 1,2 ,..., n. A 
sequence of type i = (i , ,..., i,) is represented by the monomial xi,l . xi,. For 
convenience this is denoted by d while xt . xz is denoted by sk for any 
integer k. 
The notation of partition sequences enables us to specify the particular 
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sequences of ,Y-‘,’ in which we are interested in a compact manner. In 
general, several sequences in Jlrz will have the same partition sequence. For 
example, if n = 3 then the sequences 121, 131, 132, 231, 232, 221, 331, and 
332 all have the partition sequence rr1z2, where 7~ = {xi, x2}, 
~,={(a~P)~Jtr~la<l% and x2 = {(a,P) E &]a > /3}. 
Throughout this paper, M, = ML(z) denotes the II x n matrix such that 
l”klij= ’ if (i, j) E 7rk 
=o otherwise 
fork= 1 )..., p. If 7r= {7c1 )...) xP} is a partition of .A”‘: and 9 = -Yz is a set of 
sequences in rc*, define the map 13: rP -+An, where Mn is the ring of n x n 
matrices over 9[ [xl], by 
(i) f9(uv) = e(u) B(v) for U, u E 9, 
(ii) B(n,)=XM,, i= l,..., p and 8(&)=1, 
(iii) e(x) = CI(,Ez ecw) for .X E 27 
(iv) e(x*)= (1 -e(X))-* forXE 2Y 
The following is the main counting lemma. 
LEMMA 2.1. Let 7c = { 71 , ,..., nP } be a partition of JT~ and let .P = Ya be 
a set of sequences in z*. Then the number of sequences in J’-f with partition 
sequences in Y and of type j is the coeflcient of ri in 
where 8 is defined above. 
ProoJ See Jackson and Goulden [3]. 1 
vu is the ordinary generating function for the set of sequences in Jtri 
which are defined by 9. The coefficient of 2 in YP is denoted by [$] ul,. 
The usefulness of Lemma 2.1 depends on our ability to simplify the 
expression trace 8(P)XJ. The definition of 8 ensures that it is a morphism 
with respect to the operations of concatenation, set theoretic union, and 
replication (nT = E U x1 U n, x1 U . ). Thus 0 can be applied directly to any 
expression G, consisting of sequences in x* combined by means of these 
operations. Often such expressions (i.e., (xi U nz)* = E U n1 U n2 U n, 71, U 
x1 xz2 U z2x1 U zL2 7t2 U . ..) exist for describing the set Y of sequences in 
which we are interested. We require only that the expression G,(9) be 
unambiguous: that is, when G, is fully expanded, each sequence in 9 must 
be generated only once. This is to avoid counting the sequences associated 
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with any given partition sequence more than once. Ideally, G,(Y) is a finite 
expression. In the terminology of automata theory, 4p is then a regular 
language and G,(Y) is an unambiguous regular expression for 9. Whenever 
G, is unambiguous, 
trace f?(9) XJ = trace &G,(9)) XJ. (2.2) 
For suitable choices of rr, the trace expression of Lemma 2.1 can be re- 
expressed in terms of certain simpler trace expressions, and these in turn can 
be evaluated by more conventional methods. Certain facts concerning the 
trace function and rank one matrices make the simplification of such 
expressions routine in light of the abundant presence of the matrix J of all 
ones (which is, of course, of rank one). 
3. THE ENUMERATIVE TECHNIQUE 
The following definition gives a recursive construction for a set 9 of 
sequences, whose significance is given in Proposition 3.2. 
DEFINITION 3.1. Let 
nli’ = {(a, P) E Yf-, 16(a) s St/g}, the set of rises of order i, 
.:i)= {(a,P)E 9y*Id(a> > Sc/3)), the set of falls of order i, 
and 
p(i) = jn\il, n:i)j, 
where for aE z-,, the value 6(a) is determined by expressing u as a 
sequence over (l,..., n} and interpreting this sequence as a number base 
n+ l.Ifcr=a, .” u, E YT- 1 then xi(u) = rrji’ . 7$, ,where (6,) uJ E $‘,..., 
(u,- , , a,) E r$, . The sets x are given recursively by 
Yo=K 
and, for i> 1, 
where 
x = {u E Si*_ 1 1 q(u) E G,,,,), 
G,,~ = npJ{p(On(i) 2 , 71~i)n;i)j* nii). 
The set 9 is given by 
9 = 9, u sq u . I 
COMMA-FREE CODES 5 
PROPOSITION 3.2. The set of words in 9 of a given odd word length k 
form a comma-free code of maximum size. 
ProoJ Definition 3.1 is a restatement of the Eastman construction for 
comma-free codes. Hence all the results of [ 1 ] apply. 1 
We refer to the set 9 as the set of Eastman code words. The expression 
Gp,,, specifies which partition sequences, in this case shapes according to 
strict falls or rises (rises and levels), are to be used when forming new 
sequences by the concatenation of sequences taken from a totally ordered 
collection of sequences, $-, . The expression G O~i, is represented graphically 
in Fig. 1, where the edge 
means that j < k, while the edge 
means j > k. 
even no. of vertices 
.B 
V”” 
* odd no. of vertices 
,./* 
V‘ 
u,a’2uJ ‘.’ . . . (T n-l~nv Oj E Si- 1. 
FIG. 1. A graphical representation of the partition sequences defined by G,,,,. 
Figure 1 shows that zero or more even length sequences of that shape 
occur followed by exactly one sequence of odd length. 
For example, suppose that n = 2. Then the Eastman code words of length 
3, 5 and 7 and their graphical representations are given in Table I. 
Accordingly, from Table I, the generating function for 9 with x, =.x2 = x 
is 
v/(x, x) = 2x3 + 6x’ + 18x’ + . (3.3) 
For notational convenience in the remainder of this paper, let a =XM,(n), 
b = XV,(n), o = XJ and e = 1, where 7c = p”’ = (z\“, r$“}. We call r$‘) the 
set of rises and rr‘:“’ the set of falls. 
LEMMA 3.4. The number of sequences in 9, of type 1 with i rises and j 
falls is 
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TABLE I 
Eastman Code Words of Lengths 3, 5, and 7 
Length Codeword Graphical representation Codeword Graphical representation 
3 211 
212 
5 21111 
21112 
21122 
21222 
7 2111111 
2111112 
2111122 
2111222 
2112222 
2122222 
2111211 
2111212 
2112211 
2112212 
2122211 
2122212 
21211 
21212 % v 
2121111 
2121112 
2121122 
2121222 % vf 
2121211 
2121212 %% v 
where 
v,(?r, c f) = tih4 - F2) 
x {l + (2f2-~)F1-f2y,F~++f2(f-r)(F~-~F,~~)~~’, 
F, = trace(e - a’(f’ + r* -Jr)} ah, k > 0, 
and 
6 k+,=traceako, k&O, yo= 1. 
Proox Let D E YI. Then from Definition 3.1 
K(O) E G,w, where p”’ = {x\‘), z$“}, 
and 
G,,,, = @{p(%:‘), n$‘+c;‘))* n;“. 
Thus from Lemma 2.1 and (2.2), the number of sequences in -14 of type .j is 
[$I trace b{e - a2 - (a + b) b}-’ ao. 
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Replacing a by ra and b by jb, we have 
w,(X,r,f)=rftraceb(e-r*a*-f(ra+fb)b}-’ao. 
But 
e-r2a2-f(ra+fb)b=e-(f*+r*-fr)a*+f(f--r)aa-f*mb. 
Let P(a) be a polynomial in a. Thus 
traceP(a){e - (f’ + r2 -fr) a*}-’ ao 
= trace P(a){e - (f’ + r* -fr) a*}-’ 
x {e-(f*+r*-fr)a*+f(f-r)ao--*cob} 
x (e-r*a*-f(ra+fb)b}-‘am. 
Let <, =trace(e-r2a2-f(ra+fb)b}-‘ao and <,=traceb{e-r*a*- 
f(ra + jb) b) - ’ am Then 
traceP(a){e - (f’ + r* -fr) a*}-’ ao 
=traceP(a){e--*a*-f(ra+fb)bj-‘am 
+ f(f- r) <, trace P(a){e - (f’ + r2 -.fr) a21m1 aa 
-f *c2 trace P(a){e - (f” + r* -fr> a2}-’ 0. 
(Since for arbitrary n x n matrices A and B, trace AJBJ= trace AJ trace BJ). 
Also since a = 61 -b, first putting P(a) = 1 and then P(a) = a gives 
and 
But we observe that rfr2 = v,(&, r,f) and accordingly the result follows 
directly by Cramer’s rule. ! 
The expressions Fi appearing in the above lemma can be expressed in 
terms of the basic power series 
T(x)= fi (1 -q-r> 
i=I 
which has an important combinatorial interpretation in this context. 
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LEMMA 3.5. Let p’ = f 2 + r2 - fr, let y&) = trace ak-‘Ce, and k?t Fk = 
trace { e - p2a2 } - ’ ako. Then 
6) Yk(&) = itkl r(t?;13 
(ii) F,, = ipp-’ (r(@) - r(-/3$)}, 
(iii) F, =p-‘{j{ up&> + q-b&)/ - 11, 
(iv) F, =p-‘(i{ UP&) - r(-k)l - Yl(&)~~ 
where T(g) = nl=, (1 --xi>)‘. 
ProoJ The expression yk(&) is the ordinary generating function according 
to type for nondecreasing sequences of length k over the alphabet Jv;,. Since 
there is only one way to order the elements u, ,..., uj, 1 < j < k, appearing in 
such a sequence these are also enumerated by [gk] nl= I (1 - /?xi)-’ and 
part (i) follows. Furthermore, 
so that bisecting the series T(&) for even or odd terms and allowing for the 
first few terms and for powers of /? gives (ii), (iii), and (iv). m 
For the case where n = 2, the first few terms of vl(&, r,f) (all those 
corresponding to sequences of length k < 9 in S,) appear below. 
wl(~, r,f) = rfx,x2(xl +x2) + rfxlx2(xl + x,)(xfr’ + x,x,rf+ x’r’) 
+ rfx,x,(xl + x2){r4(x’: +x:x: +x:) 
+ r3f(2x:x2 +x:x: + 2x,x:) + (rfx,x:)} + .a. . 
Thus there are 3 sequences over { 1, 2) in Y1 of length 7 with 4 rises, 2 falls, 
4 ones and 3 twos and this corresponds to [r4f2xtx:] v,(?c, r,f). Also, 
setting x1 = x2 = x and r = f = 1, we find that there are 18 sequences in Y1 
of length 7. These facts are corroborated by Table I. 
In the special case where the numbers of rises and falls are not recorded, 
the formula for w, can be simplified. 
COROLLARY 3.6. 
YIF; - Fi v,(?c, 1, 1) = --, 
1 +F; -yylFb 
where 
F; = trace(e - a’)-’ akg 
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and 
Y k+, = trace a% for k > 0 and y,, = 1. 
Proof. Direct from Lemma 3.4. 1 
This result is restated in terms of the basic function T(x). 
COROLLARY 3.1. Let r(s) = n;=, (I -xi)-’ and let G(x) = 
(r(z) - q--?r))/(Q) + +-?c)). Then 
Proof Now F; = FL - y, so that 
v/,Q, 1, I)= (y, - F;(l +F’,-‘}( 1 - y,F&(l + F;)-‘1-l. 
Apply Lemma 3.5 with /I = 1 to obtain FL, F’, , and the desired result. i 
4. A RECURSIVE EXTENSION 
We now return to the construction given in Definition 3.1. At each stage 
of the recursion, a set of sequences Pm is totally ordered and is then used as 
a new alphabet in the construction of a new set of sequences, Ym+, . If 
,‘I 2 Y, ,-.. are markers for the member sequences of Ym then the generating 
function 1,5,+ ,( y, rm+ i, f,, ,), for the set Pm+, according to type, rises and 
falls over the set 9, can be obtained in exactly the same way as the 
generating function ‘I/~(&, r, f), but will be expressed in terms of 
F(;(y)= fi (1 -yyi)-‘= G L Pi(yh 
i=l i=O 
where yo( y) = 1 and Fi( 2) = [t’] f(ty), and r = rm + r and f = f,, I . Thus 
~,+,(y,r,f)=rS(~,(y)~,-~~;,){1+(2fZ-fr)~,-f2~,(y)~o 
+f’(f -r)(C-FoF2)}-1, (4.1) 
where 
/3’=r’+f’-rf, 
10 
and 
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We emphasize that the rises and falls result from comparisons between 6(u) 
and 6(y), where U, v E P,, and not between elements of Xn. The subscript 
has been dropped to simplify notation. 
Let w,(&) be the generating function for 5$, according to type over Jy-,. 
Our objective is to obtain vm+ I($), the generating function for Ym+ I 
according to type over Ju,, given only vrn and I$,,,+, . The indeterminates 
y, , y, .. each represent a distinct sequence in the set Y,. If we are only 
interested in preserving information concerning type over M, then the 
sequence ui represented by yi can also be represented by s’(~‘), where 5(Ui) is 
the type of ci over _,Y,, even though this new representation is not l-l. Thus 
in principle we can obtain vm+ i(z) directly from I,?~+ ,(y) by substituting 
x*(O’) for each yi. The following lemma enables us to do this in practice. 
LEMMA 4.2. Let x, r and f be as defined in Lemma 3.4, let y, , yz ,... be 
markers for elements of the set Ym of the sequences over Jy^, and let ~(/I~) = 
II? I (l -PYi)p’, where p is an inpeterminate. Then the generating function 
for the sequences over Jy^, which correspond to F@) is 
A@, r, .A P) = exp 5 $ bkvf,kk, rk, f k). 
k=l 
The generating function for the sequence over M, corresponding to y,( 2) is 
w,Q, r, f 1. 
Proof. Consider log(r(J?y)). This can be written as 
- gl lOg( 1 -PYi) = $I $ F, “* 
Now by the above comments, over Jv;, 
i=l 
becomes ,z, (gT(a+-i~fj~)k = w,(&~, rk, f k)y 
where i, (resp. j,) is the number of rises (falls) occurring in c E Ym. This 
gives A(&, r,f,P). Setting k = 1 gives the result for ri@). 1 
When one applies the general methods outlined in Section 3, the resulting 
generating function is usually expressed in terms of ZQ) and yi(s). Thus, the 
above lemma enables us to build the generating function recursively. 
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As mentioned above, the rises and falls recorded by @,,,+ r are between 
elements of 9, and not elements of Jy ,^ . We refer to the members of ~~~‘(rr:i’) 
as generalized rises (resp. falls) of order i, and let r = (r,, r2,...,) and 
f = (fr , f*,...), where ri (resp. fi) is the indeterminate associated with rises 
(falls) of order i (see Definition 3.1). 
THEOREM 4.3. The number of Eastman code words in -i”,,, of type !: 
over N,, and with j, rises of order t and k, falls of order t = 1,2,... is 
where J = (jl, j, ,... ), k = (k,, k, ,... ), tyl(?c, r,f) is given by Lemma 3.4 and 
form> 1, 
w 
/38mCg~m cash A, - sinh A,) 
m+1= Wm+l(X,r,f)= a, + e”“(a, cash A,,, - a&, sinh A,,,) + ezBma3 ’ 
in which 
P’==ri+l +ffn+, -rm+lfm+17 a0 = P’(rt+ 1 -f i+ A, 
aI =2~+,f,+~ 4, a2=rfn+1f~+1T a3 =f”,+, -fi+lrm+I 
and 
Proof. Let y,, y,,... be markers for members of Ym. We must substitute 
&Tca’+fju for y, in I+?~+, From Lemma 4.2 with r and f replaced by r and& 
Fo becomes p-‘8” sinh A,, 
$1 becomes p-‘(@m cash A,,, - 1) 
and 
F2 becomes p-‘@-‘eSm sinh A, - v/,(&, r,f)). 
Substituting these into formula (4.1) gives the desired result. 1 
Comparisons between elements u, and /3r of Yk-l will not be included in 
the coefficient of rj for any j when a, is the last “element” of a sequence si in 
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Y,, (over Yk-,), /3, is the first element of a sequence in Yk, and for some 
Vl>l 
o=s,s* “’ si-* (ala2 ‘.. ar)C0,B2 “‘PnlSi+Z ..’ E *+,. 
That is, even though a,/3, E XI”-” or a# E 7rik-‘) it has not been recorded 
by the construction. 
For example, consider sequences of length 9 in YZ. If n = 2, there are two 
such sequences in Y1, namely, 
and 
212 211 211 
212 211 212 
constructed from the two sequences 212 and 211 of 9,. Accordingly, if we 
set x, = x2 = x in w&, r, S) then 
[x9KfXl wz((x, x)3 r, f> = 2. 
For n = 3, there are 168 sequences of length 9. All of these have six falls of 
order 1, and two rises and two falls of order 2 so that if xi = x2 = x, 
[XT; r:f;f: I v,((x, x), r, f) = 168. 
Of course, more complex variations occur for longer sequences. 
There are numerous ways of specializing the above theorem. By setting 
ri = r, fi = f and rj = fj = 1 if j# i, we can enumerate the number of 
sequences in 9, with a specified number of rises or falls of order k, k # m. 
In the particular case where r,,,+, = f,,, + I = 1, the recursion formula of 
Theorem 4.3 becomes greatly simplified and this is shown by the following 
corollary. 
COROLLARY 4.4. The number of Eastman code words in 9, + , of type i 
over -K, and with i rises and j falls of order 1 is 
[tif il Qm+ 1, 
where @, = HJI~, andfor m > 1, 
@ = @,i,(?c, r,f> m+l - 
@,,, - tanh{C& (1/(2k - 1)) @,,,(x~~-‘, rZk-‘, f 2k-')} 
= 1 - Grn tanh{C& (1/(2k - 1)) @&2k-‘, rzk-‘, f *“-I)} * 
ProoJ Let r,,, = f, = 1 for m 2 2, in particular for r, + , and f,, , of the 
recursion in Theorem 4.3. 1 
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It should be observed that the difference between the total number of rises 
and falls of order 1 and the length of the sequence is the number of elements 
of Yi occurring in that sequence since we fail to count a rise or fall of order 
1 between adjacent sequences in Sq. Thus [&‘I @,,Ju&, l/u, l/u) is the 
number of sequences in 5$, of type j constructed from j sequences of 9,. 
Also v,(x, !,!I = k,,Q, 1, 1). 
Eastman [ I] showed that the sets 3 are pairwise disjoint. Thus the results 
of this section are easily extended to the entire set 5“. 
COROLLARY 4.5. The number of Eastman code words of type I: over N,, 
with j, rises and k, falls of order t, is 
where 
v = Y& I.9 f> = z wrQ9 i-7J-1 ( y/,(s, r, 1) is given by Theorem 4.3) 
?Pl=l 
and 
3’>i,+i,+-..+i,. 
ProoJ: Since the sets x are disjoint, their generating functions can be 
added. Furthermore, the smallest number of elements over Yn of a--sequence 
in I,U, is 3’ since at least three sequences from 5$-, are used in each sequence 
of.9$ I 
5. DETERMINING COEFFICIENTS 
For many purposes, generating functions are the preferred answers to 
enumerative problems. Various constructions have convenient analogues in 
operations performed on these functions. However, it is also of interest to be 
able to extract exact coefficients. For the general case including rises and 
falls this seems to be difficult, depending largely on our ability to determine 
coefficients of v,($, r, f) or even a,(&, r, f) in a convenient form. 
For the remainder -of this section, we assume that r = j = 1 unless 
otherwise stated. In the previous section, the generating function I&) for the 
set S was determined recursively from w,(z). Thus w  is a function of w, or 
carrying this one step further and letting vi = tanh(x,&)), w  can be thought 
of as a function of x0(x). 
14 DEVlTT AND JACKSON 
DEFINRION 5.1. Let E be a power series in x. Then 
H,(z) = -f Hg(&), 
i=l 
where 
H’,“(z) = tanh(8) 
and 
f&m+” = f@+“(x) = 
Z&J” - tanh(Cz L (1/(2i - 1)) Him)($-l)) 
1 - HP’ tanh(Cz , (1/(2i - 1)) H’,m’($-‘)) 
form>l. I 
Note that H,(&) = I&). 
THEOREM 5.2. Let 
E(a) = -5 b&,(&) 9-l. z, 
Then 
H&)= 2 $c db,Wd)P( i) 3 
k=l dlk 
where p is the classical arithmetic Miibius function. 
Proof. Let T,(z) = tanh{Cp= 1 H’~‘(?cZk-‘)/(2k - l)} and H, = H’,“‘(Z). 
Then from Definition 5.1 we have 
H H,-Till m+l=- 1 -H,T,,, 
or an rearrangement, 
T,,, = H, -Hi,,+1 
1 --ntff,,,’ 
Now 
+og 
( 
(1 -ffm+,)(l +H,) 
) (1 +Hm+N -HA * 
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Expanding log(1 + x) and substituting for T, we have 
$ H,,,(z*~- ‘) = F Hi”- ’ - Hik;, 
kf+, 2k- 1 k%, 2k-1 * 
Thus 
= tanh-‘(HO(x)) = Z(X). 
Let 
HE(&) = 2 ai@) t’. 
i=l 
Then 
00 1 “, 00 
k;1 2k - 1 l;l 
&k- 1) t”2k- l) = E”(x) = 2 I!+(&) t’, 
i=l 
and extracting the coefficient of P on both sides, 
i(2k- 1) =N 
Finally by MGbius inversion, 
and the proof is complete. 1 
It remains to determine bd(&) when S =x0. This is given by the following 
lemma. 
LEMMA 5.3. Let 
lzl hi(x) t’ = tanh-’ w,(tx). 
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Then for odd k > 0, 
W) = {x, + ..’ +X,}k- 1x:+ ... +x”,} k 9 
while for even k, b, = 0. 
Proof. By Corollary 3.1, 
YI- G 
vA?c> = ~ 1 -y,G’ 
where 
G(& = ‘(d - ‘c--x) 
Q) + q--x) 
and y, =x1 + “’ +x,. 
Thus 
where 
wl(k) = tanh(rl - B), 
A = tanh-‘(7, &) and B = tanh-‘(G(&)). 
Also, 
= F l (Xy+ . . . +Xy)p-’ 
k’$ 2k- 1 
and 
Substituting for A and B, 
tanh-’ (VI (t?c)> 
co 
=z, t 2k-1{(x1 + . . . +X,)2k-‘-(X;k-‘+ . . +X;k-l)j 2k- 1 , 
The above two lemmas can be applied to I&). 
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THEOREM 5.4. The number of Eastman code words of odd length k and 
of type j over JtT, is 
where p is the classical arithmetic MGbius function. 
ProoJ By Lemmas 5.2 and 5.3 with Z = x0, 
{x:‘~+ ... +x:‘~}~- {x;+ ... +x”,} 
+ i,:y’- @‘;+ ‘k’ +xa+ 5). 
dlk 
Furthermore, Cdlkp(k/d) = 0, and the result follows. 1 
By specializing the above result, we obtain the result of Eastman [l] for 
the number of code words of odd length k produced by his construction. 
COROLLARY 5.5. The number of Eastman code words of odd length k 
over the set Jv ,^ is 
where ,u is the classical arithmetic Miibius function. 
Proof. Let x, = = x, = x in Theorem 5.4. I 
6. CONCLUSION 
The techniques outlined in Section 2 were systematically developed by 
Jackson and Goulden [3]. They provide a routine method for obtaining 
generating functions for a large variety of sequence problems. Their 
application in Section 3 is one such example. Occasionally, however, 
sequences are not described in terms of the underlying alphabet, but rather in 
terms of the composition of certain special subsequences which we shall call 
primes. The unique decomposition of sequences into primes plays a 
fundamental role in enumeration. The results of Section 4 extend the methods 
of Jackson and Goulden to the treatment of the problems for a large variety 
of primes. 
The generating functions involving rises and falls are all new for Eastman 
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codes. In addition, we have succeeded in extracting coefficients provided that 
rises and falls are ignored. In this sense Theorem 5.4 is new, although, of 
course, the techniques used by Eastman can be extended to prove this result. 
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