Abstract. We construct log-modular quantum groups at even order roots of unity, both as finite-dimensional ribbon quasi-Hopf algebras and as finite ribbon tensor categories, via a de-equivariantization procedure. The existence of such quantum groups had been predicted by certain conformal field theory considerations, but constructions had not appeared until recently. We show that our quantum groups can be identified with those of Creutzig-GainutdinovRunkel in type A 1 , and Gainutdinov-Lentner-Ohrmann in arbitrary Dynkin type. We discuss conjectural relations with vertex operator algebras at (1, p)-central charge. For example, we explain how one can (conjecturally) employ known linear equivalences between the triplet vertex algebra and quantum sl 2 , in conjunction with a natural PSL 2 -action on quantum sl 2 provided by our de-equivariantization construction, in order to deduce linear equivalences between "extended" quantum groups, the singlet vertex operator algebra, and the (1, p)-Virasoro logarithmic minimal model. We assume some restrictions on the order of our root of unity outside of type A 1 , which we intend to eliminate in a subsequent paper.
Introduction
This paper concerns the production of certain non-semisimple "non-degenerate" quantum groups at even order roots of unity. In order to highlight the issues we mean to address in this work, let us consider the case of quantum sl 2 .
We have the standard small quantum group, or quantum Frobenius kernel, u q (sl 2 ) in Lusztig's divided power algebra U q (sl 2 ) [37, 38] , i.e. the Hopf subalgebra generated by E, F , and K. It has been shown that, at arbitrary even order q, the Hopf algebra u q (sl 2 ) admits no quasitriangular structure [35, 28] . This is in contrast to the odd order case, where the small quantum group is always quasitriangular. Indeed, this quasitriangular property holds, in a certain sense, at all parameters except for even order roots of unity.
From another perspective, it is known that there is a linear equivalence between representations of the small quantum group u q (sl 2 ) and representations of a certain strongly-finite vertex operator algebra-the triplet VOA [3, 29, 44] . Hence rep u q (sl 2 ) apparently admits some braided tensor structure, via the logarithmic tensor theory of Huang and Lepowsky [32] . (Let us call this induced tensor structure on rep u q (g) the CFT tensor structure.) So, one may conclude that there is some small error in the definition of the Hopf structure on quantum sl 2 at an even order root of unity which, after it has been remedied, will reproduce the CFT tensor structure as the tensor structure on rep u q (sl 2 ) induced by the coproduct on u q (sl 2 ) (see e.g. [29, 23, 28, 15] ).
This slippage between representation theory and conformal field theory is not unique to type A 1 , although the corresponding conformal field theories are not well-developed outside of type A 1 . One expects, in the conclusion, that there is an appropriate correction to the definition of the small quantum group u q (g), for an arbitrary simple Lie algebra g over C and even order q, under which the category rep u q (g) is braided, and even log-modular (cf. [4, Conjecture 3.2] ). To be clear about our terminology: Definition 1.1 ( [34, 16] ). A log-modular tensor category C is a finite, nondegenerate, ribbon tensor category.
In the present work we examine the issues discussed above from a representation theoretic, and tensor categorical, perspective. In particular, we clarify how one can correct the apparent "singular" behaviors of quantum groups at even order roots of unity by employing representation theoretic techniques. We discuss the relevance of our findings from a conformal field theory perspective in Section 1.2 below, and discuss other recent constructions of log-modular quantum groups in Section 1.1.
Let us consider an almost simple algebraic group G, over C, and the associated category of quantum group representations rep G q = Representations of Lusztig's divided power algebra U q (g) which are graded by the character lattice X of G .
In the above expression g is the Lie algebra of G, and q is always an even order root of unity. The category rep G q admits a canonical ribbon (braided) structure, and Lusztig's quantum Frobenius yields a tensor embedding Fr : rep G ∨ → rep G q which has Müger central image, where G ∨ is a specific almost simple dual group to G (see Section 4) .
We focus in the introduction on the simply-connected case, as results become sporadic away from the weight lattice. However, in the body of the text we deal with arbitrary almost simple G. Theorem 1.2 (5.6,6.1,7.2). Let G be simply-connected and suppose that the character lattice for G is strongly admissible at (even order) q. Then the de-equivariantization (rep G q ) G ∨ := Finitely presented Fr O(G ∨ )-modules in rep G q has the canonical structure of a finite, non-degenerate, ribbon tensor category. That is to say, (rep G q ) G ∨ is a log-modular tensor category.
Proposition 6.3 below, and non-degeneracy of the de-equivariantization, we find that u M q (G) is in fact log-modular. We describe the quasi-Hopf algebras u M q (G) in detail in Section 3. The formula for the comultiplication in particular is given in Lemma 3.9. To identify with the above discussion one should take the simply-connected form u M q (G sc ) specifically as the error-corrected version of u q (g).
The u M q (G) arrive to us as subalgebras in (a completion of) the corresponding divided power algebra U q (G). It is precisely the subalgebra generated by the operators E α := K α E α and F α , and the character group Z ∨ for the quotient Z of the weight lattice by the ord(q)/2-scaling of the root lattice. For the standard nilpotent subalgebras u + q , u − q ⊂ U q (G), we provide in Lemma 3.4 a triangular decomposition
. The quasi-Hopf structure on u M q (G) is not canonical, but depends on a choice of function ω : X × X → C × , which essentially quantifies the failure of the algebra Fr O(G ∨ ) to be central in the quantum function algebra O q (G). We call ω a balancing function, and its precise properties are described in Section 3.2. At the categorical level, however, the tensor structure on rep u M q (G) is unique up to isomorphism, via the identification with the canonical form (rep G q ) G ∨ .
Theorem 1.3 ( §3, 6.3).
Let G be simply-connected with strongly admissible character lattice at (even order) q. There is a log-modular quasi-Hopf algebra u For sl 2 , for example, the dual group to SL 2 is SL ∨ 2 = PSL 2 . In this case one finds that u M q (SL 2 ) is in fact the standard small quantum group u q (SL 2 ) ⊂ U q (SL 2 ), with some alternate choice of quasi-Hopf structure induced by its identification with the categorical kernel (rep(SL 2 ) q ) PSL 2 . We discuss this example in Section 3.5.
We note that Theorem 1.3 was obtained at the C-linear level, i.e. as a C-linear equivalence, in earlier work of Arkhipov and Gaitsgory [10] . In particular, the definition of the algebra u M q (G) was observed already in [10] (see also [5, §3.11] ). 1.1. Identifications with the log-modular quantum groups of Creutzig et al. [15] and Gainutdinov et al. [27] . Independent constructions of log-modular quantum groups at even order roots of unity have appearing in work of Creutzig, Gainutdinov, and Runkel [28, 15] , in type A 1 , and in work of Gainutdinov, Lentner, and Ohrmann [27] in arbitrary Dynkin type. In [28] a quasi-Hopf algebra u φ q (sl 2 ) was constructed via direct calculation, and this same quasi-Hopf algebra-or rather, a tenor equivalent refinement-was reproduced in [15] via a local module construction. From our perspective, this local module construction is essentially a de-equivariantization (see Section 9) .
In [27] the authors proceed via an Andruskiewitch-Schneider like approach (cf. [8, 7] ), where the quantum groups u q (G) are produced as quotients of Drinfeld doubles of Nichols algebras B(V ), with V an object in the braided category of representations of a cocycle perturbed group algebra. So, V lives in a braided category which does not admit a fiber functor in general, and the construction of B(V ) takes place in this category as well.
We prove in Section 9 that our quantum groups u M q (G) agree with those of Creutzig et al. [28, 15] and Gainutdinov et al. [27] , at the ribbon categorical level.
1.2.
Relevance for the "logarithmic Kazhdan-Lusztig equivalence" at (1, p)-central charge. Take u M q (sl 2 ) the simply-connected form u M q (SL 2 ). We discuss here the situation in type A 1 , and fix q of order 2p.
As we alluded to earlier, there is a conjectured equivalence of ribbon tensor categories
where W p is the triplet vertex operator algebra [33, 3] . This conjecture was first proposed in the paper [29] , and it has been shown that such an equivalence f p exists at the level of C-linear categories [29, 44] . (So, without the tensor product.) It is conjectured that the equivalence f p for the triplet algebra lifts to additional equivalences
where u H q (sl 2 ) is the so-called unrolled quantum group, M p is the singlet VOA, and rep LM(1, p) is a certain subcategory of the representations of the (1, p)-Virasoro which we leave unspecified for the moment [12, 17, 14] . (See Section 10.)
Here we are concerned with means of obtaining equivalences for the singlet and Virasoro from the known additive equivalence f p for the triplet algebra. As we argue in Section 10, this problem may be approached via considerations of certain natural PSL 2 actions on rep u M q (sl 2 ) and rep W p . The action of PSL 2 on rep W p is well-established in the CFT literature [1] , while the action on rep u M q (sl 2 ) is deduced from our construction of the log-modular quantum group as a PSL 2 deequivariantization of rep(SL 2 ) q .
Conjecture 1.4 (10.7). The linear equivalence f
A positive solution to Conjecture 10.7, in addition to Conjecture 10.6 below, would produce explicit fully faithful functors 
Preliminaries
All algebraic structures (algebras, schemes, algebraic groups, categories, etc.) are over C. An algebraic group is an affine group scheme of finite type over C. The standing conditions for this document are that q is a root of unity of even order 2l, with l positive, and that G is an almost simple algebraic group with strongly admissible character lattice at q (defined in Section 2.6 below).
For any algebra A, we let rep A denote the category of finite-dimensional Amodules. We let Rep A denote the category of A-modules which are the union of their finite-dimensional submodules. We adopt a similar notation corep A and Corep A for comodules over a coalgebra, but note that Corep A is equal to the category of arbitrary comodules. For a C-linear category C we let Ind C denote the corresponding Ind-category, i.e. the completion of C with respect to filtered colimits, so that Ind(rep A) = Rep A (resp. Ind(corep A) = Corep A) for example.
By an embedding F : D → C of C-linear categories we mean an exact, fully faithful functor for which F (D) is closed under taking subobjects in C . When D is a finite tensor category, and F is a tensor functor, this subobject closure property is a consequence of fully faithfulness [22, §6.3] . In the infinite setting there are fully faithful tensor functors which are not embeddings.
2.1. Almost simple algebraic groups. Let G be an almost simple algebraic group over C, with root lattice Q and weight lattice P . Recall that G is specified, up to isomorphism, by its Lie algebra g = Lie(G) and choice of character lattice X between Q and P . The character lattice appears abstractly as the group of maps from a maximal torus T ⊂ G to G m , X = Hom AlgGrp (T, G m ). For G of adjoint type we have X = Q, and for G simply-connected X = P .
We let ∆ = {α 1 , . . . , α n } denote the simple roots in X, and Φ ⊂ X denote the collection of all roots. For each simple α i we have an associated integer
where the a ij are the Cartan integers for G.
We have the Cartan pairing , : Q × Q → Z, defined by the Cartan integers α i , α j = a ij . If we take r to be the group exponent of the quotient X/Q, then this form extends to a unique Z[
We call this symmetrized form the Killing form on X, since the induced form on the complexification X C is identified with the standard Killing form on the dual h * of the Cartan subalgebra h in g.
2.2.
Exponentiation of the Killing form on X. Take again r to be the exponent of the quotient X/Q, so that the Killing form on X takes values in Z[
1 r ]. For q an arbitrary root of unity in C, with argument θ, we may take the r-th root r √ q = exp(2πiθ/r). We exponentiate the Killing form to arrive at the multiplicative form Ω :
Since r(x, y) is an integer this form is well-defined. Having established this point, we abuse notation throughout and write simply Ω(x, y) = q (x,y) .
2.3.
Representations of the quantum group rep G q and the divided power algebra U q (g). Take q a root of unity of order 2l, let g be a simple Lie algebra over C, and for each simple α ∈ ∆ take l α := the minimal positive integer such that d α l α ∈ lN.
Let U q = U q (g) be Lusztig's divided power quantum group specialized at q [37, 38] , with standard generators
, for all α ∈ ∆.
Here the K α are grouplike, the E α are (K α , 1)-skew primitive, and the F α are (1, K −1 α )-skew primitive. We let rep G q denote the tensor subcategory in rep U q (g) consisting of objects V such that:
(a) V comes equipped with a grading by the character lattice, V = ⊕ λ∈X V λ , (b) For v ∈ V λ the torus elements in U q act by the corresponding eigenvalues,
Morphisms in rep G q are U q -linear maps which preserve the X-grading. For the materials of Section 10, we would like to understand the nature of rep G q as a subcategory in rep U q .
Proposition 2.1. The faithful tensor functor rep G q → rep U q is a tensor embedding.
The proof of the proposition will follow from Lemma 2.2 below. For simple α let f α ∈ P denote the corresponding fundamental weight in P , so that (f α , β) = d β δ α,β at simple β. Since X ⊂ P , we may write any element in X uniquely as a linear combination of these f α , with coefficients in Z.
Consider V in rep G q , and take a homogenous nonzero element v ∈ V . For simple α ∈ ∆ consider the unique integer 0 ≤ m
Let also n 
Finally, define k α = ord(q dα ) if the order of q dα is odd and ord(q dα )/2 otherwise Lemma 2.2. Consider homogenous v ∈ V , for V in rep G q , and take m v (α), n v (α) ∈ Z as above. Then the X-degree of v is given by the formula
Proof. We may assume G is simply-connected, by way of the embedding from rep G q to the simply-connected form. Via the restriction functors F α : rep G q → rep(SL 2 ) q dα along the Hopf embeddings U q dα (sl 2 ) → U q (g), which sends E, F , and K to E α , F α and K α , it suffices to consider the case G = SL 2 . Here the weight lattice is generated by the single fundamental weight f = 1 2 α. We note that q dα may be of odd order, in which case we take l = ord(q dα ) for rep(SL 2 ) q dα instead, and make the analogous l-demands as above in the definition of rep(SL 2 ) q dα . In any case, we take G = SL 2 and allow q to be of possibly odd order.
Take v ∈ V of degree cf , for V in rep(SL 2 ) q , and assume that q is of even order. Then we have
and by definition n 
So we see deg(v) = cf = (m v + (−1) mv ln v )f , as claimed. A similar, but easier, analysis yields the result for rep(SL 2 ) q when q is of odd order.
Proof of Proposition 2.1. One sees from Lemma 2.2 that the X-grading on V in rep G q is completely recoverable from the action of the torus elements in U q . Whence we find that morphisms V → W in rep U q between X-graded objects preserve the X-grading, implying full faithfulness of the inclusion. Furthermore, for a v ∈ V in X-graded V we may expand v in terms of the grading v = λ v λ and, by Lemma 2.2 we may take for any λ ∈ X a torus element t λ ∈ U q so that t λ v = v λ . Hence any subobject V ′ ⊂ V in rep U q is X-graded as well. Whence the inclusion rep G q → rep U q is an embedding.
2.4.
The R-matrix for rep G q . Let q be a root of unity of order 2l, as before. Recall our notation Ω : X × X → C × for the q-exponentiated Killing form. According to [39, Chapter 32 ] the category rep G q is braided by the operator
where the c n (q) are polynomials in q ±1 with integer coefficients, {γ 1 , . . . , γ w } is a normal ordering of the positive roots, and up to first order we have
This linear term actually specifies R entirely. The corresponding braiding on rep G q is given by
where swap is the trivial swap, and v and w are taken to be homogeneous in the above expression. This braiding operation is well-defined as any object in rep G q is annihilated by high powers of any E γ , F γ .
. This is because the braiding employed in [39] is R ′ • swap, which is equal to swap •R. We follow the convention of [22] with regards to R-matrices and braidings.
The following result is well-known, and we omit a formal proof.
Lemma 2.4 (cf. [13, §8.3C]). The coefficients c n (q) in the expression of the Rmatrix are such that c n (q) = 0 whenever n γ ≥ l γ for any γ ∈ Φ + .
Lemma 2.4 says that the R-matrix lives in a certain "torus extended small quantum group" for G at q (denoted u q below).
Algebras of global operators.
Definition 2.5. Let C be a locally finite C-linear category with fixed fiber functor F : C → V ect. The algebra of global operators for C is the endomorphism ring End Fun /C (F ). For rep G q , we let U q (G) denote the associated algebra of global operators (calculated with respect to the forgetful functor to V ect).
For rep G q we have Lusztig's modified algebraU q (G) = λ∈X U q 1 λ [39, Chapter 23 & 31] , which has repU q = rep G q . The algebra U q is a pro-finite, linear topological Hopf algebra [22, §1.10] , and we may write U q explicitly as the limit
where cof is the collection of cofinite ideals I inU q . We have the global operators
, as well as the projection operators 1 λ for each λ ∈ X, and these operators topologically generate U q . 2.6. (Strongly) admissible lattices. Given an intermediate lattice Q ⊂ X ⊂ P , and q a 2l-th root of 1, we define
This is a sublattice in X. Note that the restriction Ω| X M ×X M takes values {±1}.
Definition 2.6. We say the lattice X is admissible at q if Ω(x, x) = 1 for all x ∈ X M . We call X strongly admissible at q if the restriction Ω| X M ×X M is of constant value 1. This is a technical condition which, it turns out, determines the nature of the Müger center of the quantum group rep G q . In particular, the character lattice for G is admissible if and only if the Müger center of rep G q is Tannakian, and strongly admissibly if and only if the braiding on the Müger center in rep G q is the trivial vector space swap.
Lemma 2.7. Fix a Dynkin type with corresponding root and weight lattices Q and P respectively. The following hold:
(1) The simply-connected lattice X sc = P is admissible at arbitrary (even order) q in all Dynkin types. (2) The simply-connected lattice in types A 1 , i.e. the lattice for SL 2 , is strongly admissible at arbitrary (even order) q. Proof. Take 2l = ord(q). (1) In this case X M = Z{l α α : α ∈ ∆}, and we calculate for an arbitrary element
Whence we have admissibility. (2) Here we have X M = lQ = lZα, and the computation (lα, lα) = 2l 2 implies strong admissibility for SL 2 . (3) In the simply-laced case we have X M = lQ and (la, lb) ∈ l 2 (a, b) for a, b ∈ Q. When 2 | l this implies strong admissibility. When 2 ∤ l if we take neighbors then (lα, lβ) = l 2 / ∈ 2lZ, obstructing strong admissibility. In type B n we find a similar obstruction to strong admissibility when 2 does not divide l. When 2 | l and β is short we have again (l α α, lβ) = l 2 α, β ∈ 2lZ, and for the unique long γ,
So (X M , X M ) ⊂ 2lZ and we have strong admissibility. For G 2 , with short root α and long root γ,
depending on if 3 | l or not, implying failure of strong admissibility when l is odd and establishing strong admissibility when l is even.
(4) The Killing form on Q takes values in 2Z in type C n . When l is odd l α = l for all simple α, and
in this case, and we have strong admissibility. When l is even l α = l/2 for all long roots and l β = l for the unique short root β. When 4 | l this is sufficient to establish strong admissibility, and in the remaining case when 2 appears with multiplicity 1 in l we can take neighboring long roots α and β to find (l α α, l β β) = l β l / ∈ 2lZ. We leave (5) and (6) to the interested reader, as they are just illustrative examples.
2.7.
Coherence of function algebras on groups. Recall that an algebra A is called coherent if the category of finitely presented A-modules is an abelian subcategory in the category of arbitrary A-modules. We would like to work with general affine group schemes at some points, and so include the following result.
Lemma 2.8. The algebra of global functions O(Π) on any affine group scheme Π is coherent.
Proof. Since O = O(Π) is locally finite, as a coalgebra, we have that O is the direct limit (union) of its finitely generated, and hence Noetherian, Hopf subalgebras O = lim − →α O α . Since extensions of commutative Hopf algebras are (faithfully) flat [53,
The log-modular kernel as a quasi-Hopf algebra
We provide explicit presentations of the quasi-Hopf kernels u M q (G), for almost simple G with (strongly admissible) character lattice X. We give the R-matrix, and ribbon element at simply-connected lattices, but leave a proof of factorizability to Section 6.2. As we will see, the quasi-Hopf structure on u M q (G) is not unique, but depends on a choice of so-called balancing function on the character lattice for G.
We note that the materials of this section are relatively independent of the materials of the sections that follow. What we give here is a direct, algebraic, construction of the log-modular kernel. In the remainder of the paper we provide both categorical and representations theoretic (re)productions of this same object, and investigate some consequences of these varying perspectives in Section 10.
3.1. The log-modular kernel as an associative algebra [10] . Consider again the linear topological Hopf algebra U q (G) = lim ← −cofU q (G)/I of global operators for rep G q , as in Section 2.5. We let Z denote the quotient Z = X/X M .
, as an associative algebra, to be the subalgebra in U q (G) generated by the operators E α = K α E α and F α , for α simple, as well as the functions C[Z ∨ ] on the quotient Z.
Remark 3.2. This is the same as the algebra of [10] , given there as the algebra of coinvariants in U q with respect to the quantum Frobenius (see Section 4.1), and
Letu q denote the subalgebra inU q generated by the idempotents 1 λ and the elements E α 1 λ , F α 1 λ , for arbitrar λ ∈ X and simple α. Let T be the torus in G, For repu q the simples are tensor generated by simples L ′ (λ) labeled by dominant weights, and the L ′ (λ) appear as quotients of the restriction of the simple L(λ) in rep G q . One can see, by considering the coradical filtration onu q , or more precisely on the product λ u q 1 λ , with (u q ) 0 = λ∈X C1 λ , that repu q is tensor generated by its simples. (See the proof of Lemma 10.1.) So rep G q → repu q is surjective. Lemma 3.3 says, equivalently, that the maps from the cofinite completions
One can see by considering theu q -representations ⊕ |λ|<N u q 1 λ , where u q 1 λ is formally the leftu q -submodule inu q generated by 1 λ , that u q is simply the product u q = λ∈X u q 1 λ . Since the subalgebra u M q ⊂ U q lies in u q , we may replace U q with u q in our analysis of the linear structure of u M q . We note that the elements E α satisfy the same relations as the elements E α in U q (g). So the map u
as is the similarly defined map to u q . In the following Lemma we consider u + q (g) now as the subalgebra of u q generated by the E α . 
3.2. Balancing functions. Definition 3.5. A balancing function on the character lattice X for G is a function ω : X × X → C × with the following properties:
(a) ω is X-linear in the first coordinate.
(b) In the second coordinate, ω satisfies the
Note that we may view ω then as a map from the quotient (X/X M )×X satisfying the prescribed (semi)linearities. Also, by strong admissibility, the function q
is trivial on X M , so that the conditions (b) and (c) are not in conflict.
Lemma 3.6. Every strongly admissible character lattice admits a balancing function.
Proof. Consider any set theoretic section s : Z = (X/X M ) → X. Then each element a ∈ X admits a unique expression a = x + sz with x ∈ X M and z ∈ Z, and we may define the desired function ω by ω(a, a ′ ) = ω(a, x + sz) := q −(a,x) .
3.3. The quasi-Hopf structure on u M q (G) via a balancing function. Fix a balancing function ω, with pointwise inverse ω −1 . We have ω(1, * ) = ω( * , 1) = 1, and hence ω defines a (non-Drinfeld) twist
Whence we may twist in the usual fashion to obtain a new quasi-Hopf algebra U ω q with the same (linear topological) algebra structure, comultiplication
and associator
We have also the normalized antipode (S ω , 1, β), where
We will establish the following. We choose a section s : Z → X and identify Z with its image in X in the formulas below. We can understand φ and β as functions from X 3 and X respectively. We have
By linearity of ω in the first component, and X M -semilinearity in the second component we see that
So φ is constant on X M -cosets in each component, and thus is identified with a function from the quotient Z 3 ,
One also observes directly that β is constant on X M -cosets to find that it is identified with a function on Z, β(z) = ω −1 (z, −z)ω −1 (z, z). This information implies the following.
These functions are constant on X M -cosets and hence provide elements in
This function is also constant on
is stable under the application of the antipode S ω .
Proof. The equality ∇(ξ) = ξ ⊗ ξ follows from the fact that ω commutes with elements in Z ∨ . Now, once calculates directly
For the antipose we have S ω (ξ) = ξ,
One can check directly that these coefficients are constant on X M -cosets in X, and hence lie in
We can now prove the proposition.
Proof of Proposition 3.7. Follows from Lemmas 3.8 and 3.9.
3.4. The ribbon structure on u The pivotal structure on U q , which is given by multiplication by the grouplike K ρ where ρ = γ∈Φ + γ, provides a pivotal structure for the twist U ω q , which is given by multiplication by τ
where v is untwisted ribbon element for the quantum group. (We use the fact that τ is in Fun(X, C) and hence commutes with u.) When X is the simply-connected lattice, so that X M = lQ, it is easy to see that
Proposition 3.11. Suppose that X is the simply-connected lattice, or that K ρ | X M ≡ 1. Then for any choice of balancing function, the induced quasi-Hopf structure on u M q (G) naturally extends to a ribbon structure under which the ribbon element v is just the standard ribbon element for the large quantum group U q .
If one considers the example (PSL 2 ) q , we see that K ρ | X M ≡ 1 when l is odd, since X M = lQ in this case, and
is not exclusive to the simply-connected case, but fails to hold in general. We continue our discussion of quantum PSL 2 in Section 9.4.
Of course, as a quasi-Hopf algebra, the definition of u M q (G) depends on a choice of balancing function ω. However, by Proposition 6.3 below, the braided tensor category rep u M q (G) is independent of choice of balancing function, up to braided equivalence and ribbon equivalence when applicable. We find in Corollary 7.2 that u M q (G), with R-matrix as above, is in fact factorizable, and hence log-modular.
3.5. The log-modular kernel for sl 2 . Consider u
the standard subalgebra in U q (sl 2 ) generated by the E, F , and K, as an associative algebra .
So we see that u M q (sl 2 ) simply consists of a new choice of comultiplication, associator, and ribbon structure, on the usual small quantum group in U q (sl 2 ).
Quantum Frobenius and the Müger center of rep G q
We now turn our attention from the quasi-Hopf algebra u M q (G) to the canonical form (rep G q ) G ∨ highlighted in the introduction. In this section and all following section, q is a root of unity of even order 2l and G is an almost simple algebraic group with with strongly admissible character lattice X at q.
4.1.
The quantum Frobenius. Define the dual group G ∨ to G at q to be the almost simple algebraic group with the following Cartan data: [20, 42] .
Restricting along the quantum Frobenius Hopf map yields a braided tensor embedding
which we also call the quantum Frobenius. There is a third form of the quantum Frobenius, which is that of a Hopf inclusion to the quantum function algebra Fr * : In order to prove the theorem we recall some basic representation theoretic facts. Recall that a weight λ ∈ X is called dominant if α, λ ≥ 0 for all α ∈ ∆. Equivalently, we may employ the Killing form to find that λ is dominant if and only if (α, λ) ≥ 0 for all α. We let X + denote the set of dominant weights in X. By a standard analysis, the simples in rep G q are classified up to isomorphism by their highest weights. Given a weight λ ∈ X which appears as a highest weight for some object in rep G q , and hence as the highest weight of some simple, we let L(λ) denote the corresponding simple. The following lemma is, without doubt, well-known and classical.
Lemma 4.5. The dominant weights X + span X.
Proof. Enumerate the simple roots ∆ = {α 1 , . . . , α n } and define S j to be the set of x ∈ X with (α i , x) = 0 for all i < j, and (α j , x) > 0. Elements of S i are exactly those elements which have an expression in terms of fundamental weights in which the coefficients of f i are 0, for all i < j, and the coefficient of f j is positive. Note that S j = ∅, since P/X is finite, and hence some power of each fundamental weight lies in X.
For each 1 ≤ j ≤ n take x j ∈ S j with minimal pairing with α j , (α j , x j ) = min{(α j , x) : x ∈ S j }. By replacing x j with a sum x j + k>j c k x k we may assume additionally that each x j is dominant. Now, for arbitrary λ ∈ X with (α i , λ) = 0 for all i < j, our minimality assumption on x j implies that there is some c j (λ) ∈ Z with (α j , λ − c j (λ)x j ) = 0. Whence we see, by induction, that for any λ ∈ X one can take a difference λ − i c i (λ)x i so that (α j , λ − i c i (λ)x i ) = 0 for all j. By non-degeneracy of the Killing form on the rationalization X Q we see λ = i c i (λ)x i . Whence {x 1 , . . . , x n } provides a dominant spanning set for X.
We can now prove our theorem.
Proof of Theorem 4.3. The image of the quantum Frobenius Fr : rep G ∨ → rep G q is the subcategory tensor generated by the simples L(λ) with λ ∈ (X M ) + . One sees this directly from the definition of the associated surjectionU q →U ∨ and the classification of simples forU ∨ . We note that for any extension W of objects V and V ′ in the image of rep G ∨ , the X-grading on W is necessarily a grading by X M . That is to say, W λ = 0 for all λ / ∈ X M . This implies that E i , F i : W → W are trivial operators. (One needs to use strong admissibility of X here when l = 2 in types B and C, and l = 3 in type G 2 .) Hence the action ofU q on W factors through the FrobeniusU q →U ∨ . Rather, W is in the image of rep G ∨ , and we see that the image of rep G ∨ is closed under extension. We can describe this image simply as the collection of V in rep G q with X-grading induced by a X M -grading. Now, take L(λ) a simple in the Müger center of rep G q , and let v λ be a highest weight vector for L(λ). Then for all µ ∈ X + we have for the double braiding
Triviality of this operation demands 2(λ, µ) ∈ 2lZ, and hence that (λ, µ) ∈ lZ.
Since this holds for all simples L(µ) in rep G q , we find (λ, X + ) ⊂ lZ. Since X is spanned by dominant weights, by Lemma 4.5, we conclude λ ∈ X M . So we see that all simples in the Müger center lie in the image of the rep G ∨ . Finally, for arbitrary V in the Müger center we find that all of its simple composition factors lie in rep G ∨ , since the Müger center is closed under subquotients. As the image of rep G ∨ is closed under extension in rep G q , it follows that V is in rep G ∨ .
Tensor properties and finiteness of (rep G q ) G ∨
We begin by recalling the notion of de-equivariantization [10, 21] . We maintain our assumption that the base field is C for consistency, although many of the results are characteristic independent. By a corepresentation we always mean a right corepresentation.
5.1.
De-equivariantization and faithful flatness. Let Π be an affine group scheme and F : rep Π → C be a central embedding into a tensor category C . That is, F is a pair of an embedding F 0 : rep Π → C and a choice of lift to the Drinfeld center F 1 : rep Π → Z(C ). Such a central embedding simply consists of a compatible choice of functorial swap operations γ V,W :
For any central embedding F : rep Π → C we have the algebra object F O = F O(Π) in the Ind-category Ind C . We can therefore consider F O-modules in Ind C . Each This category is naturally additive, enriched over C, and monoidal under the tensor product ⊗ F O (cf. [21] ). Definition 5.2. We say a central embedding F is faithfully flat if the resulting deequivariantization C Π is rigid. We call F locally finite if the de-equivariantization C Π is a locally finite category.
Taken together, F is faithfully flat and locally finite if and only if the deequivariantization (C Π , ⊗ F O ) is a tensor category. Implicit in our locally finite definition is the proposal that C Π is abelian. Since the de-equivariantization functor dE : C → C Π , V → O ⊗ V , is left adjoint to the forgetful functor C Π → Ind C , we see that the forgetful functor is left exact. It follows that the abelian structure on C Π must be the one inherited from C . That is to say, C Π is abelian if and only if F O is a coherent algebra in Ind C , and local finiteness of F therefore implies coherence of F O (cf. Lemma 2.8). For corep A, the Ind-category is simply the category of arbitrary corepresentations Corep A. We consider the category O M A of relative Hopf modules which are finitely presented over O [43] . We have directly O M A = (corep A) Π . If this category is rigid, then the forgetful (monoidal) functor
necessarily preserves duals. Since a bimodule over O is dualizable if and only if it is projective on the left and on the right, it follows that each object in the deequivariantization (corep A) Π is projective over O in this case. Conversely, if each object in (corep A) Π is projective over O then we have the duals
with actions of the topological Hopf algebra A * , i.e. A-coactions, defined by
respectively. The following is basically a result of Masuoka and Wigner.
Lemma 5.3 ([41, Corollary 2.9])
. Take K to be the coalgebra C⊗ O A given by taking the fiber at the identity of Π. In the above context, the following are equivalent:
(a) The category (corep A) Π is rigid. In this case F is also locally finite, A is coflat over K, and O is equal to the
Proof. 
given by taking the fiber at the identity of G ∨ is a C-linear equivalence.
We apply Lemma 5.3 to obtain Corollary 5.6. The de-equivariantization (rep G q ) G ∨ , with its natural C-enriched monoidal structure ⊗ O(G ∨ ) , is a finite tensor category.
Proof. All is clear save for the finiteness of (rep G q ) G ∨ . But this just follows from the fact that the equivalent category rep u M q (G) is finite.
Quasi-fiber functors and the ribbon structure
We note that the braiding on rep G q induces a unique braiding on (rep G q ) G ∨ so that the de-equivariantization functor dE : rep 
We consider (rep G q ) G ∨ as a braided tensor category with this induced braiding throughout the remainder of this document.
6.1. The ribbon structure on (rep G q ) G ∨ . We employ the duals (2) to give (rep G q ) G ∨ an explicit rigid structure. For ρ the sum of the positive roots, ρ = γ∈Φ + γ ∈ X, the global operator K ρ provides rep G q with a canonical pivotal structure. Specifically, the natural linear isomorphisms
provide an isomorphism of tensor functors id → (−) * * . The pivotal structure on rep G q induces a canonical ribbon structure with ribbon element v = K Lemma 6.1. When G is simply-connected, or more generally when K ρ | X M ≡ 1, there is a unique ribbon structure on (rep G q ) G ∨ so that the de-equivariantization functor from rep G q is a map of ribbon categories.
Proof. Supposing such a ribbon structure exists, uniqueness follows from the fact that the de-equivariantization map is surjective. So we must establish existence. It suffices to provide a pivotal structure on (rep G q ) G ∨ so that the de-equivariantization functor dE preserves the pivotal structure. Such a pivotal structure is given explicitly by piv
The piv 
are well-defined O-linear isomorphisms which are natural in each factor. Taking the fiber at the identity gives a natural isomorphism
Proof. Note that the reduction C ⊗ O − : (rep G q ) G ∨ → V ect is a faithful functor by Theorem 5.5. So we need only show that T ω is a well-defined quasi-tensor functor to see that it is a quasi-fiber functor. One simply checks, for f ∈ O and m ⊗ n ∈ M ⊗ O N , the formula
to see thatT ω provides well-defined, natural, morphisms from the tensor product M sym ⊗ O N sym . The inverse is constructed by a similar use of ω to see thatT ω is a natural isomorphism. The remaining claims of the lemma follow.
The quasi-fiber functor f ib ω is a linear equivalence onto the subcategory rep u M q (G) ⊂ V ect, by Theorem 5.5, and hence induces a unique tensor structure on rep u M q (G) under which the product is the linear tensor product. As one would expect, this tensor structure is the one introduced in Section 3. 
ω is additionally and equivalence of ribbon categories.
Proof. We have the diagram
with all but f ib ω having been established to be braided tensor functors, and ribbon when applicable. By surjectivity of dE it follows that f ib ω is a braided tensor functor, and also a ribbon equivalence when applicable, by Theorem 5.5.
Rational (de-)equivariantization and non-degeneracy
We provide rational analogs of the results of [ Theorem 7.1. Let Π be an affine group scheme. Suppose that F : rep Π → C is a braided tensor embedding, which is additionally faithfully flat, locally finite, and has Müger central image. Then the de-equivariantization C Π is non-degenerate if and only if F is an equivalence onto the Müger center of C .
Recall that a braided tensor category D is called non-degenerate if its Müger center is trivial. For finite tensor categories this definition is equivalent to all other reasonable notions of non-degeneracy [50] . Recall also that a log-modular tensor category is a finite, non-degenerate, ribbon category. We call a ribbon quasi-Hopf algebra log-modular if its representation category is log-modular. We observe our calculation of the Müger center of rep G q at Theorem 4.3 to arrive at the following.
Corollary 7.2.
(a) The de-equivariantization (rep G q ) G ∨ , with its induced braiding, is non-degenerate. If furthermore G is simply-connected, then (rep G q ) G ∨ is canonically log-modular. (b) The quasitriangular quasi-Hopf algebra u M q (G) is factorizable, and log-modular when G is simply-connected.
We are left to prove Theorem 7.1. We have elected to give a completely general presentation of (de-)equivariantization for tensor categories, in order to make precise sense of the conjectural relations with vertex operator algebras discussed in Section 10. However, to keep from distracting completely from our main program, we defer many of the details to Appendix A. Given D with an action of Π we define the category of equivariant objects D Π as the non-full subcategory of objects X in D equipped with a coaction ρ X : X → ψ u X which is coassociative and counital, in the sense of the equalities
Morphisms of equivariant objects are maps f : X → Y in D for which the diagram
Note that for D with a Π-action we can change base along S-points t ∈ Π(S), t : Spec(S) → Π, to obtain a compatible collection of maps ψ t : D → D S . These maps have induced compatible isomorphisms ψ t ψ t ′ ∼ = ψ t·t ′ , where for points t ∈ Π(S) and t ′ ∈ Π(S ′ ) we let t · t ′ = (t ⊗ t ′ )∆ denote the product in Π(S ⊗ S ′ ). In particular each element in the discrete group x ∈ Π(C) acts via an equivalence ψ x : D → D, and we recover from the rational action of Π an action of the discrete group Π(C) on D, in the usual sense of [21] . Remark 7.3. Our presentation of rational group actions on categories is adapted from informal notes of D. Gaitsgory.
7.2.
Rational group actions on tensor categories. A locally finite category D is explicitly not cocomplete, as all objects are required to be of finite length. In this case we define D S only for coherent S, as the full subcategory of objects in (Ind D) S with a finite presentation unit * V → unit * W → X, where the V and W are in D and unit * : Ind D → (Ind D) S in induction by the unit C → S. As a more practical check for finite presentation we have We provide a proof of the lemma in Appendix A. We employ these categories D S and define a Π-action on D just as above, and also the category D Π of equivariant objects. (Recall that the algebra of functions on an affine group scheme is itself coherent, by Lemma 2.8.)
When D is a finite tensor category each D S is monoidal under the product X ⊗ S Y , which is given as the quotient of the product X ⊗ Y internal to D by the relations
We say Π acts on D, as a tensor category, if the universal map ψ u : D → D R is equipped with a monoidal structure ψ u (V )⊗ R ψ u (W ) ∼ = ψ u (V ⊗W ) which is compatible with the isomorphism σ, in the sense that the two paths from ψ u (V ) ⊗ R ψ u (W ) to ψ u ψ u (V ⊗ W ) agree. This implies that for each S-point t ∈ Π(S) the induced maps ψ t : D → D S will all be monoidal functors in a compatible manner.
Lemma 7.5. When D is a tensor category, any monoidal functor ψ u : D → (Ind D) R has image in D R , and hence ψ u defines a rational action Π, provided ψ u is exact and commutes with colimits.
Proof. Monoidal functors preserve dualizable objects, and dualizable objects are compact.
When D is braided, the base change D S additionally admits a unique braiding so that the induction functor unit * : D → D S is a braided tensor functor. Whence Π can act on D as a braided tensor category, in which case the action map ψ u : D → D S is assumed to be a braided monoidal functor.
For a (braided) tensor category D equipped with a Π action, which respects the (braided) tensor structure, the equivariantization D Π is a non-full (braided) tensor subcategory in D. The coaction on a product V ⊗ W of equivariant objects is simply given by the composite V ⊗ W ρV ⊗ρW
7.3. A summary of the details in Appendix A. Fix C a tensor category with a faithfully flat, locally finite, central embedding F : rep Π → C . Fix also a tensor category D with a rational action of Π. There is a canonical Π-action on the de-equivariantization C Π , given by the formula ψ u (X) := R ⊗ X, and an obvious functor can
which is shown to be a tensor equivalence at Proposition A.2. Similarly, there is a canonical central embedding into the de-equivariantization rep Π → D Π and an equivalence can ! :
as verified in Proposition A. 6 . Suppose now that C is braided and that rep Π → C has Müger central image. Suppose additionally that D is braided and that the action of Π respects the braiding. We say a tensor subcategory W ⊂ D is Π-stable if the restriction of the action functor ψ u : W → D R has image in W R . For such Π-stable W we have an induced inclusion of the equivariantizations W Π ⊂ D Π . Similarly, for any intermediate tensor subcategory rep Π → K → C we have an inclusion of the de-equivariantization K Π → C Π . Since C Π is abelian F O is coherent in C , and hence in K as well. So K Π is abelian. Local finiteness of C Π also implies local finiteness of K Π , and the fact that the duals of free objects in K Π remain in K Π implies, by considering presentations, that the duals of all object in K Π remain in K Π . So the intermediate inclusion rep Π → K is faithfully flat and locally finite as well, and K Π is a tensor subcategory in C Π .
One can deduce from obvious naturality properties of the equivalences can ! and can ! the following proposition, just as in [21] . Proof of Theorem 7.1. Suppose that F : rep Π → C is an equivalence onto the Müger center of C . Then for any intermediate Müger central category rep Π → K → C the map rep Π → K is an equivalence. By Proposition 7.6 it follows that for any Müger central subcategory W in C Π the inclusion V ect ⊂ W is an equivalence. So the Müger center of C Π is trivial, and by definition C Π is nondegenerate.
Conversely, if the Müger center of D = C Π is trivial then we apply Proposition 7.6 again to find that for any central intermediate category rep Π → K → C the inclusion from rep Π to K is an equivalence. This holds in the particular case in which K is the Müger center of C , so that F is seen to be an equivalence onto the Müger center of C .
Proof of Corollary 7.2. (a) We already understand that (rep G q ) G ∨ is finite, braided, and ribbon when G is simply-connected, by Corollary 5.6 and Lemma 6.1. So we need only establish non-degeneracy. But this follows immediately by Theorem 4.3 and Theorem 7.1. Statement (b) follows from (a) and Proposition 6.3.
Revisiting the odd order case
Let ξ be an odd order root of unity, and take ℓ = ord(ξ). We return to the odd order case to clarify the appearance of adjoint type groups in certain constructions related to u ξ (g) (e.g. [18] ). Here we have u ξ (g) as the Hopf subalgebra in the usual divided power algebra U ξ (g) generated by the E α , F α , and K α (with K ℓ α = 1).
8.1. Construction of rep u ξ (g) from rep G ξ . We only sketch the details, as the situation is actually quite a bit easier to deal with than in the even order case.
Let G be of adjoint type with Lie algebra g. Suppose ℓ is coprime to the determinant of the Cartan matrix for g and also the d i (as is a standard assumption). This implies that the form on the quotient Q/ℓQ = G(u ξ )
∨ induced by the Killing form is non-degenerate. So we see that Q M = ℓQ in this case, and the quantum Frobenius F r : rep G → rep G ξ , which in this case involves no duality for G, is an equivalence onto the Müger center. (One verifies this just as in Theorem 4.3.) So the de-equivariantization (rep G ξ ) G is non-degenerate, and in fact log-modular, by Theorem 7.1. Now, in this case, the quantum Frobenius is associated to a Hopf inclusion F r : O(G) → O ξ (G) with central image, and for which the restrictions of the Rmatrix to O ⊗ O ξ and O ξ ⊗ O is identically 1. Taking the fiber then provides a linear equivalence
which is furthermore seen to be a braided tensor equivalence, via the strong centrality properties of the quantum Frobenius. So we see that the construction of the standard small quantum group at a root of unity of odd order is essentially an adjoint type construction, as opposed to a simply-connected construction.
The above presentation is given in contrast to the original presentation of the quantum Frobenius [36, 37, 38] , which suggests that the small quantum group is principally a simply-connected object. (Indeed, one can construct the small quantum group from the simply-connected form of G, via the original quantum We clarify that all current means of producing log-modular quantum groups at even order roots of unity agree (at the ribbon categorical level). In particular, we identify our quasi-Hopf algebras with those of [15, 27] . We also provide a brief discussion of the remarkable nature of small quantum PSL 2 , particularly at q = e πi/4 . 9.1. Toral construction of the log-modular kernel. Letu q =u q (G) be the subalgebra inU q generated by the idempotents 1 λ , λ ∈ X, and the elements E α , F α . The category repu q is a tensor category and we have the restriction functor rep G q = repU q → repu q . The R-matrix for rep G q restricts to a global operator foru q , as does the pivotal element K ρ , and repu q is therefore ribbon. The quantum Frobenius forU q restricted tou q has image equal to the (nonunital) subalgebra C[1 µ : µ ∈ X M ] inU ∨ . Hence the quantum Frobenius restricts to a Müger central tensor functor rep T ∨ → repu q . We can consider now the de-equivariantization (repu q ) T ∨ , and the map (repu q ) T ∨ → rep u M q (G) given by taking the fiber at the identity of T ∨ . Note that we have a diagram of C-linear 9.3. Identification of the log-modular quantum groups of Gainutdinov et al. [27] . In [27] , Gainutdinov, Lentner, and Ohrmann construct factorizable quantum groups u q (g, X) for pairs of a simple Lie algebra g and choice of character lattice X. (This is the same as a choice of almost simple algebraic group G.) The u q (g, X) generalize the quantum groups u φ q (sl 2 ) of [28, 15] . Their construction is actually more general, and allows for g to be a Lie super-algebra for example.
Let Y ⊂ X be the Kernel of the killing form Ω : X ×X → C × . We have Y ⊂ X M , and the inclusion is generally not an equality. 
whereu q (g, X/Y ) is the finite dimensional quasitriangular Hopf subalgebra in the cofinite completion u q generated by the character group 
By direct considerations of the definitions, both equivalences (4) and (5) are equivalences of ribbon categories in the simply-connected case.
Proposition 9.6. There is an equivalence of braided categories rep u
, which is additionally a ribbon equivalence at the simply-connected lattice.
Proof. It is shown in [27, Theorem 6.7] that rep u q (g, X) can be recovered as the de-equivariantization (modularization) (repu q (g, X/Y )) X M /Y . So the result follows by the equivalence (5) and Proposition 9.1. Remark 9.7. As was the case in Remark 9.5, there is a trivial difference in the R-matrices employed in [27] and in the present study.
9.4. Some remarks on small quantum PSL 2 . Recall, from Lemma 2.7, that we have a non-degenerate kernel for (PSL 2 ) q exactly when q is a 2l-th root of 1 with l odd or divisible by 4. Let us consider the case 4 | l. As usual, take P and Q to be the weight and root lattices for sl 2 respectively, and recall P = 1 2 Q. We can consider the torus formsu q (SL 2 ) andu q (PSL 2 ), and the braided embedding repu q (PSL 2 ) → repu q (SL 2 ). The Müger center of repu q (SL 2 ) is the subcategory V ect lQ of lQ-graded vector spaces, while that of repu q (PSL 2 ) is V ect lP . So we have the invertible simple L(lα/2) in repu q (SL 2 ) which descends to a simple χ =L(lα/2) in the log-modular kernel rep u 
Conjecture 10.4 (Bushlanov et al. [11] 
In considering the following conjecture, one should compare the maps of Lemma 10.5 to the equivalence (−) R of Section A.1.
Conjecture 10.6. The functors A and B are fully faithful, A is an embedding, and B is an equivalence onto
There is a rather vast network of conjectures regarding the algebras L p , W p , and M p [29, 12, 17, 14] , of which we only recall a few. For M p , it is conjectured that some distinguished subcategory in rep M p is a braided tensor category [17, 15] . It is also known that the category W p is a braided tensor category [31] . Furthermore, the PSL 2 -action on rep W p should respect the braided tensor structure, so that the equivariantizations are also braided tensor categories. This conjecture can seemingly "just be checked". However, the PSL 2 -action on rep u M q (sl 2 ) is not so straightforward (see [45, §9.1] ). So, it may be preferable to first lift the equivalence f p to an equivalence from the canonical form
At this level, the PSL 2 action is fairly transparent on both sides. 
If furthermore Conjecture 10.6 holds,Ã is an embedding andB is an equivalence onto rep LM (1, p) Proof. One simply transports the invariants functors through the equivalences
of Proposition A.2, Proposition 9.1, and Theorem 5.5.
Appendix A. Details on rational (de-)equivariantization
We cover the details needed to prove Proposition 7.6. As a first order of business let us provide the proof of Lemma 7.4.
Proof of Lemma 7.4. The fact that any finitely presented object is compact follows from the fact that free objects unit * V , for V in D, are compact, and left exactness of the Hom functor. Now, for arbitrary M in D S we may write M as the union
For any finitely generated M ′ we may write the kernel N of a projection unit * V ′ = S ⊗ C V ′ → M ′ as a direct limit of finitely generated modules N = lim − →β N β and hence write M ′ as a direct limit of finitely presented modules
Thus we may write arbitrary M as a direct limit M = lim − →κ M κ of finitely presented modules. Compactness of M implies that the identity factors through some finitely presented M κ , and hence M = M κ .
A.1. Equivariantization and the de-equivariantization. Suppose F : rep Π → C is a central embedding which is faithfully flat and locally finite. Take R := O considered as a algebra object in rep Π with trivial Π-action.
We omit the prefix F and write simply write O and R for the images of these algebras in C . We define the functor on the de-equivariantization
where O acts diagonally on each ψ u M and R acts via the first component. More precisely, we have the algebra map ∆ : O → R⊗O in rep Π given by comultiplication and act naturally on ψ u M via ∆. For finite presentation, one observes on free
that applying ψ u to a finite presentation for M , as an O-module, yields a finite presentation for ψ u M over R.
We have the natural iosmorphism
given by the associativity in C and the natural isomorphism
given by multiplication from R. Whence we have a canonical rational action of Π on the de-equivariantization C Π , and can consider the corresponding equivariantization (C Π ) Π . Objects in this category are simply O-modules in C with a compatible R-coaction.
Note that the R-coinvariants X R of an equivariant object X is a C -subobject in X, as it is the preimage of 1 ⊗ X ⊂ R ⊗ X under the R-coaction. Whence we have the functor (−)
In addition, for any V in C the object can ! (V ) = O ⊗ V can be given the O-action and R-coaction from O. The coinvariants of can ! (V ) is the subobject 1 ⊗ V , and the unital structure on C provides a natural ismorphism ζ : (−)
Lemma A.1. The transformation γ is a natural isomorphism, and the coinvariants functor (−) R has image in C .
Proof. We have the twisted comultiplication
, and can define the inverse γ
which one can check has image in O ⊗ X R and does in fact provide the inverse to γ, just as in the Hopf case [43] . To see that X R is in C , and not in Ind C \ C , we note that X ∼ = O ⊗ X R is of finite length in C Π and that O ⊗ − is exact, which forces X R to be of finite length. Hence X R is in C .
Since both ζ and γ are isomorphisms we have directly Proposition A.2 (cf. [10, 21] ). The functor can ! : C → (C Π ) Π is an equivalence of monoidal (and hence tensor) categories. Proof. We may write D = corep C for a coalgebra C, by Takeuchi reconstruction [52] . Then D R is just the category of corepresentations of the R-coalgebra C R which are finitely presented over R. Now, for a finitely presented R-module M we understand that M vanishes if and only if its fiber x * M vanishes for each closed point x : Spec(K) → Π. Let p(x) : O K → K be the corresponding ring map. Note that the reduction simply takes the fiber at the identity.
Take M in (D Π ) Π and suppose that 1 * M vanishes. Consider a closed point x ∈ Π(K). By changing base to D K and Π K we may assume that K is our base field, so that x −1 · x = ǫ. Via the the coaction we find an isomorphism
where the last map is the counit of the (p(x) * , p(x) * )-adjunction, and t : Π(K) → Aut(D) is the discrete action of Π(K). Now, t x M has a canonical O = R-action via the functorial identification End D (M ) ∼ = End D (t x M ), and the fiber y * M at a given K-point y vanishes if and only if the fiber y * (t x M ) vanishes. If we let f x : R → R denote the automorphism given by left translation by x then we see that (6) is an R-linear isomorphism from M to the restriction of t x M along f x . In particular, we have 0 = 1 * M ∼ = 1 * (res fx t x M ) = x * (t x M ), which implies x * M = 0. Since x was arbitrary, we see M = 0 if 1 * M = 0. Conversely, the fiber at the identity obviously vanishes if M vanishes.
Proposition A.6. The functor can ! : D → (D Π ) Π is an equivalence of monoidal (and hence tensor) categories. Furthermore, the embedding F : rep Π → D Π is faithfully flat and locally finite Proof. We prove that ϑ is an isomorphism on free modules. Take T = O ⊗ V consider ϑ T : T → ψ u (V ). We extend to a right exact sequence T → ψ u (V ) → M → 0. The counital property for ψ u implies that the fiber 1 * ϑ is identified with the identity on V . By right exactness of the reduction we have 1 * M = 0, and hence the cokernel vanishes by Lemma A. 5 .
We now extent ϑ T to a left exact sequence T ∨ → T ∨ is also surjective. Since the dual composite
∨ is 0 we find that p ∨ is 0. Since duality (−) ∨ is an equivalence on the category of (left and right) dualizable objects in (D Π ) Π , it follows that p = 0. So ϑ T is an isomorphism for each free T . We now employ Lemma A.4 to find that can ! is an equivalence. The fact that D is a tensor category and that can ! is an equivalence implies that F is both faithfully flat and locally finite. Since de-/equivariantization under a central inclusion/braided action preserves braided subcategories, and central subcategories, the above argument shows that this bijection of posets restricts to a bijection for both braided and central subcategories as well.
