Abstract. We associate to any given finite set of valuations on the polynomial ring in two variables over an algebraically closed field a numerical invariant whose positivity characterizes the case when the intersection of their valuation rings has maximal transcendence degree over the base fields.
Let R := k[x, y] denote the ring of polynomials in two variables over an algebraically closed field k. Given any finite set of valuations S on R that are trivial on k, we define R S = ∩ v∈S {P ∈ R, v(P ) ≥ 0} as the intersection of the valuation rings of the elements in S with R. We obtain in this way a k-subalgebra of R, and it is a natural question to ask for the transcendence degree of the fraction field of R S over k which is an integer δ(S) ∈ {0, 1, 2}.
Our main result is the construction of a symmetric matrix M(S) whose signature characterizes the case when δ(S) = 2. We should mention that when all valuations in S are divisorial, this matrix M(S) is the same as the matrix M in [7, Corollary 4.9] .
As we shall see below, this construction is based on the analysis developped by C. Favre and M. Jonsson [4] on the tree of normalized rank 1 valuations centered at infinity on R. In the case S consists only of divisorial valuations, M(S) can however be defined using classical intersection theory on an appropriate projective compactification of the affine plane, and we shall explain that one can recover in this way recent results by Schroer [11] and Mondal [9] .
To get some insight into the problem, let us now describe a couple of examples. We first observe that if S 1 , S 2 are two finite sets of valuations satisfying S 1 ⊆ S 2 , then we have R S 2 ⊆ R S 1 . Also it is only necessary to consider valuations v that are centered at infinity in the sense that R is not contained in the valuation ring of v.
We first recall the definition of a monomial valuation. Given (s, t) ∈ R 2 \ {(0, 0)}, we denote by v s,t : R → R the rank 1 valuation defined by The valuation v s,t is centered at infinity iff min{s, t} < 0, and one immediately checks that R {vs,t} = k when max{s, t} < 0 so that δ({v s,t }) = 0 in this case. This happens in particular when (s, t) = (−1, −1) that is δ({− deg}) = 0. Fix a compactification A 2 k ⊂ P 2 k , and write L ∞ = P 2 k \ A 2 k for the line at infinity. Recall that a polynomial P ∈ R is said to have one place at infinity, if the closure of P = 0 intersects L ∞ at a single point and the germ of curve it defines at that point is analytically irreducible. If P has one place at infinity, it follows from a theorem of Moh [13] that all curves {P = λ} have one place at infinity. This pencil thus defines a rank 1 (divisorial) valuation v |P | sending Q ∈ R to v |P | (Q) := #{P −1 (λ) ∩ Q −1 (0)} for λ generic. One has in this case R {v |P | } = k[P ], hence δ({v |P | }) = 1.
To get examples of a finite family valuations such that δ = 2, it is necessary to choose valuations that are far enough from − deg. A first construction arises as follows. Pick s, t ∈ R 2 such that s < 0 < t and let m be any integer larger than s. Since k[xy m , y] ⊂ R vs,t it follows that δ({v s,t }) = 2. Next choose {s i } 1≤i≤m any finite set of branches based at points lying on L of algebraic curves defined in A 2 by equations {P i = 0}. Let v i be the rank 2 valuation on R associated to the branch s i . Then one checks that (P 1 · · · P m ).R ⊂ R {v 1 ,··· ,vm} so that δ({v 1 , · · · , v m }) = 2.
A first (simple) characterization of the case δ(S) = 2 is as follows.
Theorem 1.1. Let S be any finite set of rank one valuations on R = k[x, y] that are trivial on k * . Then the transcendence degree δ(S) of the fraction field of the intersection of R with the valuation rings of the valuations in S is equal to 2 iff there exists a polynomial P ∈ R satisfying v(P ) > 0 for all v ∈ S.
We now describe more precisely our main result. Since the construction of our matrix M(S) relies on the fine tree structure of the space of normalized rank 1 valuations centered at infinity (see Section 2), we first explain our main theorem in the simplified (yet important) situation when all valuations are divisorial. Now pick any proper modification π : X → P 2 that is an isomorphism above the affine plane with X a smooth projective surface. Let {E 0 , E 1 , · · · , E m } be the set of all irreducible components of X \ A 2 k with E 0 the strict transform of L ∞ , and S be a subset of {ord E 0 , ord E 1 , · · · , ord Em }.
Since the intersection form on the divisors E i 's is non-degenerate, for each i, there exists a unique divisorĚ i supported at infinity such that (Ě i · E j ) = δ i,j for all i, j. Observe that (Ě 0 ·Ě 0 ) = +1 > 0.
Finally we define M(S) to be the symmetric matrix whose entries are given by [(Ě i ·Ě j )] 1≤i,j≤m .
Our main theorem in the case of divisorial valuations reads as follows. Theorem 1.2. Given any finite set of divisorial valuations S on R that are centered at infinity, we have δ(S) = 2 if and only if the matrix M(S) is negative definite.
By Hodge index theorem, the matrix M(S) is negative definite if and only if χ(S) := (−1)
m det M(S) > 0. When S is reduced to a singleton, Theorem 1.2 is due to P. Mondal, see [9, Theorem 1.4] .
To treat the case of not necessarily divisorial valuations we need to briefly recall some facts on the valuation tree as defined by C. Favre and M. Jonsson (see Section 2 for details).
We denote by V ∞ the set of functions
that satisfy the axiom of valuations v(P Q) = v(P ) + v(Q), and v(P + Q) ≥ min{v(P ), v(Q)} and normalized by min{v(x), v(y)} = −1. However, we allow v to take the value +∞ on a non-constant polynomial. The set V ∞ is a compact topological space when equipped with the topology of the pointwise convergence. It can be also endowed with a natural partial order relation given by v ≤ v ′ if and only if v(P ) ≤ v ′ (P ) for all P ∈ R. The unique minimal point for that order relation is − deg, and V ∞ carries a tree structure in the sense that for any v ′ the set {v ∈ V ∞ | − deg ≤ v ≤ v ′ } is isomorphic as a poset to a segment in R with its standard order relation. In particular, one may define the minimum v ∧ v ′ of any two valuations v, v ′ ∈ V ∞ .
There is a canonical way to associate an elementv ∈ V ∞ to a given valuation v on R that is trivial on k. When v has rank 1, we may assume it takes its values in R, andv is the unique valuation that is proportional to v and normalized by min{v(x),v(y)} = −1. For instance when E is an irreducible component of π −1 (L) for some proper modification π : X → P 2 as above, then we define b E := min{ord E (x), ord E (y)}, and we have
When v has rank 2 and is associated to a branch s at infinity of an irreducible curve at infinity C in A 2 , thenv(P ) is the local intersection number of s with the divisor of P with the convention thatv(P ) = +∞ when P vanishes on C. Finally when v has rank 2 and its valuation ring contains the valuation ring of a divisorial valuation centered at infinity, we setv to be this divisorial valuation.
The skewness function α : V ∞ → [−∞, 1] is the unique upper semicontinuous function on V ∞ that is decreasing along any segment starting from − deg, and that satisfies α(v E ) = b −2 E (Ě ·Ě) for any divisorial valuation (in the notation introduced above). On the other hand, α(v) = −∞ when v is associated to a branch at infinity of an algebraic curve in A 2 .
Now given any finite subset S = {v 1 , · · · , v m } of valuations centered at infinity and trivial on k, we letS = {v, v ∈ S} ⊂ V ∞ and define
This is a symmetric matrix with entries in R ∪ {−∞}.
As above, we then have Main Theorem. Given any finite set of valuations S on R that are trivial on k and centered at infinity, we have δ(S) = 2 if and only if M(S) is negative definite.
When one entry of the matrix α(v i ∧v j ) is equal to −∞, we say that M(S) is negative definite if and only if the matrix [(max{α(v i ∧v j ), −t}] 1≤i,j≤m is negative definite for t large enough.
Observe that one can use Hodge index theorem to characterize the case when M(S) is negative definite by a numerical invariant χ(S) := (−1) l det M(S). Here l denotes the cardinality ofS and det(M(S)) := lim t→−∞ det(max{α(v i ∧ v j ), t}) 1≤i,j≤m when one entry of the matrix α(v i ∧v j ) is equal to −∞. Observe that the limit exists because the quantity det(max{α(v i ∧v j ), t}) 1≤i,j≤m is a polynomial for t large enough.
Indeed our Main Theorem can be phrased by saying that δ(S) = 2 if and only if χ(S) > 0.
When S contains only one point v, we get M(S) = α(v) and Theorem 1.1 together with our Main Theorem imply the following result of P. Mondal.
Theorem 1.3 ([9]
). For a valuation v ∈ V ∞ , the existence of a non constant polynomial P ∈ k[x, y] such that v(P ) > 0 is equivalent to α(v) < 0.
Our Main Theorem also implies the following Corollary 1.4. Let s 1 , · · · , s m be a finite set of formal branches of curves centered at infinity. Then there exists a polynomial
In a sequel to this paper [14] , we shall use these results to get a proof of the dynamical Mordell-Lang conjecture for polynomial endomorphisms on A 2 Q . We conclude this introduction by giving a criterion of arithmetic nature for an analytic branch at infinity to be algebraic.
The setting is as follows. Let K be a number field. For any finite set S of places of K containing all archimedean places, denote by O K,S the ring of S-integers in K. For any place v on K, denote by K v the completion of K w.r.t. v. We cover the line at infinity L ∞ of the compactification of
, and x q = 1/x, y q = y/x + c for some c ∈ K (or x q = 1/y, y q = x/y).
We shall say that s is an adelic branch defined over K at infinity if it is given by the following data.
(i) s is a formal branch based at a point q ∈ L ∞ (K) given in coordinates x q , y q as above by a formal Puiseux series
for some positive integer m and some finite set S of places of K containing all archimedean places.
(ii) for each place v ∈ S, the radius of convergence of the Puiseux series determining s is positive, i.e. lim sup j→∞
Observe that for any other place v / ∈ S, then the radius of convergence is a least 1. In the sequel, we set r C,v to be the minimum between 1 and the radius of convergence over K v of this Puiseux series. Any adelic branch s at infinity thus defines an analytic curve
Theorem 1.5. Suppose s 1 , · · · , s l , l ≥ 1 is a finite set of adelic branches at infinity. Let {B v } v∈M K be a set of positive real numbers such that B v = 1 for all but finitely many places.
Then there exists an algebraic curve C in A 2 K such that any branch of C at infinity is contained in the set {s 1 , · · · , s l } and p n belongs to C(K) for all n large enough.
In particular, by the theorem of Faltings [1] , the geometric genus of C is at most one.
The article is organized in five sections. Section 2 contains background informations on the valuation tree V ∞ . Section 3 is entirely devoted to the description of a potential theory in V ∞ . Especially important for us are the notion of subharmonic functions and the definition of a Dirichlet energy. The proof of our main theorem can be found in Section 4. Section 5 contains various remarks in the case δ = 0 or 1. Finally Section 6 contains the proof of Theorem 1.5.
The valuation tree
Let k be any algebraically closed field. In this section, we recall some basic facts on the space of normalized valuations centered at infinity in the affine plane and its tree structure following [2, 3, 4, 5] .
2.1. Definition. The set V ∞ is defined as the set of functions v : k[x, y] → (−∞, +∞] satisfying:
We endow V ∞ with the topology of the pointwise convergence, for which it is a compact space.
Given v ∈ V ∞ , the set P v := {P, v(P ) = +∞} is a prime ideal. When it is reduced to (0) then v is a rank 1 valuation on k[x, y]. Otherwise it is generated by an irreducible polynomial Q, and for any P ∈ k[x, y] the quantity v(P ) is the order of vanishing of P | Q at a branch of the curve Q −1 (0) at infinity with the convention v(P ) = +∞ when P ∈ P v .
Let s be a formal branch of curve centered at infinity. We may associate to s
Suppose X is a smooth projective compactification of A 2 k . The center of v ∈ V ∞ in X is the unique scheme-theoretic point on X such that its associated valuation is strictly positive on the maximal ideal of its local ring. A divisorial valuation is an element v ∈ V ∞ whose center has codimension 1 for at least one compactification X as above.
More precisely, let E be an irreducible divisor of X \ A 2 k . Then the order of vanishing ord E along E determines a divisorial valuation on k[x, y], and
Warning. In the sequel, we shall refer to elements in V ∞ as valuations even when the prime ideal P v is non trivial.
2.2.
The canonical ordering and the tree structure. The space V ∞ of normalized valuations is equipped with a partial ordering defined by v ≤ w if and only if v(P ) ≤ w(P ) for all P ∈ k[x, y] for which − deg is the unique minimal element. All curve valuations are maximal and and no divisorial valuation is maximal. It is a theorem that given any valuation v ∈ V ∞ the set {w ∈ V ∞ , − deg ≤ w ≤ v} is isomorphic as a poset to the real segment [0, 1] endowed with the standard ordering. In other words, (V ∞ , ≤) is a rooted tree in the sense of [2, 5] .
It follows that given any two valuations v 1 , v 2 ∈ V ∞ , there is a unique valuation in V ∞ which is maximal in the set {v ∈ V ∞ | v ≤ v 1 and v ≤ v 2 }. We denote it by
Pick any valuation v ∈ V ∞ . We say that two points v 1 , v 2 lie in the same direction at v if the segment [v 1 , v 2 ] does not contain v. A direction (or a tangent vector) at v is an equivalence class for this relation. We write Tan v for the set of directions at v.
When Tan v is a singleton, then v is called an endpoint. In V ∞ , the set of endpoints is exactly the set of all maximal valuations. This set is dense in V ∞ .
When Tan v contains exactly two directions, then v is said to be regular. In V ∞ , regular points are given by monomial rank 1 valuations as in (1.1) for which the weights are rationally independent, see [2, 5] for details.
When Tan v has more than three directions, then v is a branched point. In V ∞ , branched points are exactly the divisorial valuations. Given any smooth projective compactification X in which v has codimension 1 center E, one proves that the map sending an element V ∞ to its center in X induces a map Tan v → E that is a bijection.
Pick any v ∈ V ∞ . For any tangent vector v ∈ Tan v , we denote by U( v) the subset of those elements in V ∞ that determine v. This is an open set whose boundary is reduced to the singleton {v}. The complement of {w ∈ V ∞ , w ≥ v} is equal to U( v 0 ) where v 0 is the tangent vector determined by − deg.
It is a fact that finite intersections of open sets of the form U( v) form a basis for the topology of V ∞ .
Finally recall that the convex hull of any subset S ⊂ V ∞ is defined the set of valuations v ∈ V ∞ such that there exists a pair
A finite subtree of V ∞ is by definition the convex hull of a finite collection of points in V ∞ . A point in a finite subtree T ⊆ V ∞ is said to be an end point if it is maximal in T.
2.3.
The valuation space as the universal dual graph. One can understand the tree structure of V ∞ from the geometry of compactifications of A 2 k as follows. Pick any smooth projective compactification X of A 2 k . The divisor at infinity X \ A 2 k has simple normal crossings, and we denote by Γ X its dual graph: vertices are in bijection with irreducible components of the divisor at infinity, and vertices are joined by an edge when their corresponding component intersect at a point.
The choice of coordinates x, y on A 2 k determines a privileged compactification P 2 k for which the divisor at infinity is a rational curve L ∞ and ord L∞ = − deg. In this case, the dual graph is reduced to a singleton.
For a general compactification X, we may look at the convex hull (in V ∞ ) of the finite set of valuations v E where E ranges over all irreducible components of X \A 2 k . It is a fact that the finite subtree that we obtain in this way is a geometric realization of the dual graph Γ X . To simplify notation, we shall identify Γ X with its realization in V ∞ . Observe that the dual graph Γ X inherits a partial order relation from its inclusion in V ∞ .
There is also a canonical retraction map r X :
Say that a compactification X ′ dominates another one X when the canonical birational map X ′ X induced by the identity map on A 2 k is regular. The category C of all smooth projective compactifications of A 2 k is an inductive set for this domination relation, and one can form the projective limit Γ C := lim ← −X∈C Γ X using the retraction maps. In other words, a point in Γ C is a collection of points v X ∈ Γ X such that r X (v X ′ ) = v X as soon as X ′ dominates X. It is a theorem that Γ C endowed with the product topology is homeomorphic to V ∞ . Warning. In the sequel, we shall mostly consider smooth projective compactifications that dominates P 2 k , and refer to them as admissible compactifications of the affine plane.
Observe that Γ X contains − deg when X is an admissible compactification. 
whenever E and E ′ are two irreducible components of X \ A 2 k that intersect at a point in some admissible compactification X of the affine plane.
Since divisorial valuations are dense in any segment [− deg, v] it follows that α is uniquely determined by the conditions above. One knows that α(v) ∈ Q for any divisorial valuation, that α(v) ∈ R \ Q for any valuation that is a regular point of V ∞ , and that α(v) = −∞ for any curve valuation. However there are endpoints of V ∞ with finite skewness.
There is a geometric interpretation of the skewness of a divisorial valuation as follows. Let X be an admissible compactification of A 2 k , and E be an irreducible component of X \ A 2 k . LetĚ be the unique divisor supported on the divisor at infinity such that (Ě · E) = 1 and (Ě · F ) = 0 for all components F lying at infinity. Then we have
Since the skewness function is strictly decreasing, it induces a metric d V∞ on
In particular, any segment in V ∞ carries a canonical metric for which it becomes isometric to a real segment.
Potential theory on V ∞
As in the previous section k is any algebraically closed field. We recall the basic principles of a potential theory on V ∞ including the definition of subharmonic functions, and their associated Laplacian. We then construct a Dirichlet pairing on subharmonic functions and study its main properties.
We refer to [5] for details. Denote by M + (V ∞ ) the set of positive Radon measures on V ∞ that is the set of positive linear functionals on the space of continuous functions on V ∞ . We endow M + (V ∞ ) with the weak topology.
Lemma 3.1. For any positive Radon measures ρ on V ∞ , there exists a sequence of compactification X n ∈ C, n ≥ 0 such that X n+1 dominates X n for all n ≥ 0, and ρ is supported on the closure of ∪ n≥0 Γ Xn .
Proof. Observe that V ∞ is complete rooted nonmetric tree and weakly compact (See [2, Section 3.2]), thus [2, Lemma 7.14] apples. By [2, Lemma 7.14], there exists a sequence of finite subtree T n n ≥ 0 satisfying T n ⊆ T n+1 for n ≥ 0 such that ρ is supported on the closure T of ∪ n≥0 T n . Since T n is a finite tree and the divisorial valuations are dense in T n , there exists a sequence of subtrees T m n such that
To conclude, we pick by induction a sequence of increasing compactification X n ∈ C such that Y n ⊆ Γ Xn.
Lemma 3.2. Let ρ be any positive Radon measures on V ∞ and T n be a sequence of finite subtree of V ∞ such that T n ⊆ T n+1 for n ≥ 0 and ρ is supported on the closure of ∪ n≥0 T n . Then we have r Tn * ρ → ρ weakly.
Proof. Let T be the closure of ∪ n≥0 T n and f be any continuous function on V ∞ . For any ε > 0 and any point v ∈ T , there exists a neighborhood U v of v such that sup Uv |f − f (v)| ≤ ε/2. We may moreover choose it such that either
which concludes the proof.
Given any positive Radon measure ρ on V ∞ we define
Since the Green function g v is decreasing for all v ∈ V ∞ , we get Proposition 3.3. For any any positive Radon measure ρ on V ∞ , g ρ is decreasing.
The next result is
To prove this theorem, we first need the following Lemma 3.5. For any continuous function f : V ∞ → R and any ε > 0, there exists X ∈ C such that |f − f • r X | ≤ ε.
Proof of Lemma 3.5. For any v we may find a neighborhood U v such that
We may moreover choose it such that U v = {w, w > w 1 } or U v = {w, w 1 < w ∧ w 2 < w 2 } where w 1 , w 2 are divisorial. Since V ∞ is compact it is covered by finitely many such open sets U v 1 , . . . , U vm . Choose X to be an admissible compactification such that the boundary valuations of
Proof of Theorem 3.4. By contradiction, suppose that
There exists a continuous function f :
By Lemma 3.5, for any ε > 0, there exists X ∈ C such that |f • r X − f | ≤ ε/2. There exists a piecewise linear function h on Γ X such that |f
It follows that
We obtain a contradiction by letting ǫ → 0.
One can thus make the following definition. Definition 3.6. A function φ : V ∞ → R ∪ {−∞} is said to be subharmonic if there exists a positive Radon measure ρ such that φ = g ρ . In this case, we write ρ = ∆φ and call it the Laplacian of φ.
Denote by SH (resp. SH + (V ∞ )) the space of subharmonic functions on V ∞ (resp. of non-negative subharmonic functions on V ∞ ).
Proposition 3.7. For any subharmonic function φ on V ∞ , there exists a sequence of compactification X n ∈ C, n ≥ 0 such that X n+1 dominates X n for all n ≥ 0, and φ = lim n→∞ φ • r Xn pointwise.
Proof. Write ρ for ∆φ. 3.3 Pick X n as in Lemma 3.1. By Lemma 3.2, r X * ρ → ρ weakly. For any w ∈ V ∞ , pick a sequence w n ∈ [− deg, w] satisfying w n → w when n → ∞.
(1)
which is decreasing in n and m. We have
3.2. Reduction to finite trees. Let T be any finite subtree of V ∞ containing − deg. Denote by r T : V ∞ → T the canonical retraction defined by sending v to the unique valuation
Observe that R T φ| T = φ| T and that R T φ is locally constant outside T .
Moreover we have the following Proposition 3.8. Pick any subharmonic function φ Then for any finite subtree
Proof. Set ∆φ = ρ. Then we have
which concludes our proposition.
Let T be a finite tree containing {− deg} such that for all points v ∈ T , we have 
(ii) the mass of ∆φ at a point v ∈ T is given by φ(− deg)δ − deg {x} + D − → v φ the sum is over all tangent directions − → v in T at v; (iii) for any segment I contained in T , φ| I is convex and for any point v ∈ T , we have
where δ − deg is the dirac measure at − deg and the sum is over all tangent directions − → v in T at v.
Sketch of the proof. First check that our proposition holds when φ = g v for any v ∈ T . Since all the conclusions in our proposition are linear, they hold for
Theorem 3.10. Let X n ∈ C, n ≥ 0 be a sequence of compactifications such that X n+1 dominates X n for all n ≥ 0 and let T be the closure of ∪ n≥0 Γ Xn . Suppose that we are given a sequence φ n of subharmonic functions satisfying Supp∆φ n ⊆ Γ Xn and R Γ Xn φ m = φ n when m ≥ n.
Then there exists a unique subharmonic function φ ∈ SH(V ∞ ) satisfying Supp∆φ ⊆ T , R Γ Xn φ = φ n and φ = lim n→∞ φ n .
Proof. Set ρ n := ∆φ n . For any m ≥ n, we have r Xn ρ m = ρ n . It follows that ρ n (V ∞ ) is independent on n and we may suppose that ρ n (V ∞ ) = 1 for all n ≥ 0. Given a continuous function f on V ∞ and a real number ε > 0, by Lemma 3.5, there exists N ≥ 0 such that |f • r Xn − f • r Xm | ≤ ε for all n, m ≥ N. It follows that | V∞ f dρ n − V∞ f dρ m | ≤ ε for all n, m ≥ N. It follows that lim n→∞ V∞ f dρ n exists.
The functional f → lim n→∞ V∞ f dρ n is continuous, linear and positive, and thus defines a positive Radon measure ρ. Observe that r Γ Xn ρ = ρ n for all n ≥ 0 and ρ n → ρ when n → ∞. Set φ := g ρ . We have R Γ Xn φ = φ n . By Proposition 3.7, we get φ = lim n→∞ φ n .
3.3.
Main properties of subharmonic functions. The next result collects some properties of subharmonic functions.
Proof. The first statement follows from Proposition 3.3 and the equality
The second statement is a consequence of Proposition 3.7 and Proposition3.9 that impels that φ • r X is continuous on V ∞ for any X ∈ C. The last statement follows from Proposition 3.9. Now pick any direction v at a valuation v ∈ V ∞ . One may define the directional derivative D v φ of any subharmonic function as follows. If
By property (iii) above, the function t → φ(v t ) is convex and continuous at 0, so that its right derivative is well-defined. We set
This definition does not depend on the choice of map t → v t . If α(v) = −∞, then v is an endpoint in V ∞ and there exists a unique direction v at v. For any w < v, denote by w the direction at w determined by v. Then we define
is the open set of valuations determining v. 
It follows that ∆φ{− deg} =
If v = − deg, let w n be a sequence of valuations in [− deg, v) . Denote by w n the direction at w n determined by v and v 0 the direction at v determined by − deg. Observe that 
is non negative and decreasing, it follows that T n is a tree.
We claim that T n is a finite tree. If T n = {− deg}, there is nothing to prove. For convenience, we define
Since D v i φ ≥ 1/n, we conclude that m ≤ nφ(− deg). This fact implies that T n is a finite tree with at most nφ(− deg) end points.
As in the proof of Lemma 3.1, we an now show that there exists a sequence of admissible compactification X n ∈ C, n ≥ 0 such that X n+1 dominates X n for all n ≥ 0 and ∪ n≥0 T n is contained in the closure of
Denote by
dt 2 dt where the sum is over all edges of Γ Xn . It is a Radon measure supported on Γ Xn . It follows that φ n = g ρn which is subharmonic and φ n = R Γ Xn φ m for any m ≥ n. Then we conclude by applying Theorem 3.10.
The next result collects the main properties of the space of subharmonic functions.
Theorem 3.14. The sets SH(V ∞ ) and SH + (V ∞ ) are convex cones that are stable by max. In other words, given any c > 0, and any φ, φ
Proof. By Theorem 3.13, it is easy to check that cφ and φ+φ ′ all belong to SH(V ∞ ) (resp. to SH + (V ∞ )) when c > 0, and φ, φ ′ ∈ SH(V ∞ ) (resp. in SH + (V ∞ )). We only have to check that max{φ, φ ′ } belongs to SH(V ∞ ) when φ, φ ′ ∈ SH(V ∞ ). It is easy to see that the condition (i) in Theorem 3.13 holds. For any point
and then the condition (ii) in Theorem 3.13 holds. Now we conclude by applying Theorem 3.13. In particular, Supp∆(log + |Q|) is finite.
Proof. By Theorem 3.14 we have log + |Q| ∈ SH(V ∞ ). Observe that log + |Q| is locally constat on V ∞ \ T so that the support of ∆ log + |Q| is included in T . Let 
It follows that Supp ∆(log + |Q|) = {v 1 , · · · , v m } and moreover we have m ≤ deg(Q).
3.5. The Dirichlet pairing. Let φ, ψ be any two subharmonic functions on V ∞ . Since φ is bounded from above one can define the Dirichlet pairing
Observe that φ, ψ = ψ, φ . Proof. The linearity and the symmetry are obvious from the definition. Equation (*) follows from Fubini's Theorem.
We shall prove Theorem 3.18 (Hodge inequality). For any two subharmonic functions φ, ψ, we have
Proof of the Theorem 3.18. We first need the following Proposition 3.19. Let φ, ψ be two subharmonic functions in SH(V ∞ ). Then there exists a sequence of compactifications X n ∈ C, n ≥ 0 such that X n+1 dominates X n for n ≥ 0 and φ, ψ = lim n→∞ R Γ Xn φ, R Γ Xn ψ .
W only have to prove our theorem in the case ∆φ and ∆ψ are supported on a finite subtree T of V ∞ . Set t(v) := −α(v) for v ∈ T. Denote by E the set of all edges of T , v By integration by parts, we have
for all I ∈ E. Then we have
It follows that φ, ψ = ψ, φ , and by Cauchy inequality, we get
Proof of Proposition 3.19. By Proposition 3.7, there exists a sequence of compactifications X n ∈ C n ≥ 0 such that X n+1 dominates X n for n ≥ 0 and R Γ Xn φ (resp. R Γ Xn ψ) decreases pointwise to φ (resp. ψ).
We have
Observe that
by monotone convergence. It follows that
Finally, we collect two useful results.
Proposition 3.20. Pick any two subharmonic functions φ, ψ ∈ SH(V ∞ ). For any finite subtree T ⊂ V ∞ one has
Proposition 3.21. Pick any subharmonic function φ ∈ SH(V ∞ ). For any finite subtree T ⊂ V ∞ one has R T φ, R T φ ≥ φ, φ and the equality holds if and only if ∆φ is supported on T .
Proof. By Proposition 3.20, we only have to show that R T φ, R T φ > φ, φ when ∆φ is not supported on T . Suppose that ∆φ is not supported on T . It follows that ∆φ(V ∞ \ T ) > 0. Pick X ∈ C such that r X * ∆φ(V ∞ \ T ) > 0, and set Y := T ∪ Γ X , so that Y is a finite tree.
Since
, by replacing φ by R Y φ, we may suppose that ∆φ is supposed by Y . There exists a connected component U of Y \ T satisfying U ∆φ > 0. There exists a unique point y 0 ∈ U ∩ T where U is the closure of U in Y . It follows that φ(y) < φ(y 0 ) = R T φ(y) for all y ∈ U. Then we conclude that
3.6. Positive subharmonic functions. We prove here a technical result that will play an important role in the next section.
For any set S ⊂ V ∞ we define B(S) := ∪ v∈S {w, w ≥ v}. Then for any finite set
Example 3.23. Let Q ∈ k[x, y] be any nonconstant polynomial. Proposition 3.16 implies that log + |Q| ∈ SH + (V ∞ ), log + |Q|, log + |Q| = 0 and #Supp∆ log + |Q| < ∞ so that the preceding proposition applies to φ = log + |Q|.
Proof. Write ∆φ = Otherwise we may suppose that v 1 / ∈ S and pick w 1 ∈ S satisfying w 1 > v 1 . Choose any v
(g w 1 + g w 2 ) satisfies all required conditions. 3.7. The class of L 2 functions. We define L 2 (V ∞ ) to be the set of functions
is a vector space. For sake of convenience, we shall always extend φ to V ∞ by setting φ(v) to be an arbitrary number in φ(v) ∈ [lim inf w<v φ(w), lim sup w<v φ(w)] when α(v) = −∞.
Observe that by Proposition 3.19 (iii), we have φ 1 , φ 2 > −∞ so that the pairing ·, · extends to L 2 (V ∞ ) as a symmetric bilinear form and Hodge inequality 3.18 is still valid.
All bounded subharmonic functions are contained in
Proof of the Main Theorem

First reductions.
Let us recall the setting from the introduction. Let R := k[x, y] denote the ring of polynomials in two variables over an algebraically closed field k. Let S be a finite set of valuations on R that are trivial on k. We define R S = ∩ v∈S {P ∈ R, v(P ) ≥ 0}. This is a k-subalgebra of k[x, y] and we denote by δ(S) ∈ {0, 1, 2} the transcendence degree of its field of fraction over k. We first do the following reduction.
Lemma 4.1. Given any finite set of valuations S on R that are trivial on k and centered at infinity, we have δ(S) = 2 if and only if δ(S) = 2.
Proof. Since R S ⊂ RS it follows that δ(S) = 2 implies δ(S) = 2. Conversely suppose that δ(S) = 2. Let v 1 , . . . , v s be the rank 2 valuations in S whose associated valuationsv 1 , . . . ,v s in V ∞ are divisorial. Observe that when v ∈ S \ {v 1 , . . . , v s } then R {v} = R {v} .
By Theorem 4.7 (ii), there is a nonzero polynomial P ∈ R such that v(P ) > 0 for all v ∈S. Pick any polynomial Q. Then for m large enough, we have v(P m Q) > 0 for all v ∈S. In particular, we getv i (P m Q) > 0 which implies v i (P m Q) > 0. We conclude that P m Q also belongs to R S so that the fraction field of R S is equal to k(x, y) and δ(S) = 2.
In the rest of this section, let S ⊂ V ∞ be a finite set. It will be convenient to use the following terminology. We shall also write:
• S min ⊂ S for the set of valuations that are minimal for the order relation restricted to S; • S + ⊂ S for the subset of valuations in S with finite skewness; • S min + ⊂ S min for the subset of valuations in S min with finite skewness; • B(S) for the set of all valuations v ∈ V ∞ such that v ≥ w for some w ∈ S; • B(S)
• for the interior of B(S); • M(S) for the symmetric matrix whose entries are given by [α(v i ∧v j )] 1≤i,j≤l . The set B(S) is compact and has as many connected components as there are elements of S min . In fact, the boundary of any connected component of B(S) is a singleton, and this point lies in S min . Observe that R S min = R S .
The next result follows directly from Hodge index theorem in the case of divisorial valuations and by a continuity argument in the general case. Observe that for t large enough the function t → det(max{α(v i ∧ v j ), t}) 1≤i,j≤l is a polynomial, and that we defined
with the convention χ(∅) := 1. When S = S + we simply have χ(S) := (−1)
With this definition, lemma 4.3 implies immediately Since S min is a subset of S, if M(S) is negative definite then M(S min ) is negative definite. By Lemma 4.5, we conclude the " only if" part.
To prove the " if" part, we suppose that χ(S min ) > 0. For any w ∈ S min , set S w := {v ∈ S| v ≥ w}. It follows that S = w∈S min S w . For any w ∈ S min , denote by C(S w ) the set of valuations taking forms ∧ v∈S ′ w v where S ′ w is a subset of S w . Set C(S) := w∈S min C(S w ). We complete the proof of our theorem by induction on the number #C(S) − #S min . If #C(S) − #S min = 0, then S = C(S) = S min . Our theorem trivially holds. If #C(S) − #S min ≥ 1, there exists w ∈ S min satisfying C(S w ) ≥ 2. Let w 0 be a maximal element in C(S w ) then w 0 > w. Let w 1 be the maximal element in [w, w 0 ) ∩ S w and set S 1 := C(S) \ {w 0 }. For any valuation v ∈ C(S) \ {w 0 }, we have v ∧ w 0 = v ∧ w 1 . Then we have (ii) There exists a nonzero polynomial P ∈ R S such that v(P ) > 0 for all v ∈ S. (iii) There exists a valuation v ∈ S and a nonzero polynomial P ∈ R S such that v(P ) > 0. Moreover when these conditions are satisfied, then the fraction field of R S is equal to k(x, y).
Proof. Observe first that when (ii) is satisfied, then for any polynomial Q there exists an integer n such that QP n belongs to R S . This implies that k[x, y] is included in the fraction field of R S hence the latter is equal to k(x, y).
We now prove the equivalence between the six statements. The three implications (ii)⇒(iii), (iv)⇒(v) and (vi)⇒(i) are immediate.
(i)⇒(ii). Replacing S by S min , we may suppose that S = S min . By contradiction, we suppose that v(P ) = 0 for all v ∈ S and all P ∈ R S \ {0}.
For every v ∈ S, we have min{v(x), v(y)} = −1. Since k is infinite, for a general linear polynomial Q ∈ k[x, y], we have v(Q) < 0 for all v ∈ S. Since the transcendence degree of Frac (R S ) over k is 2, we have
where m ≥ 1, a i ∈ R S . We may suppose that a m = 0. Let v be a valuation in
(iii)⇒(iv). By assumption there exists a polynomial P ∈ R S and a valuation v 0 ∈ S for which v 0 (P ) > 0. It follows that Supp(∆ log + |P |) ⊆ S. Since we have S ⊂ B(Supp ∆ log + |P |), Proposition 3.22 implies the existence of φ ∈ SH + (V ∞ ) such that φ(v) = 0 for all v ∈ B(S). And we get φ, φ > 0 as required.
The proof of the implication (v)⇒(vi) is the core of our Theorem 4.7. We state it as a separate Proposition 4.8 and prove it below. Proposition 4.8. Let S be a finite subset of V ∞ . Suppose that there exists a function φ ∈ L 2 (V ∞ ) such that φ(v) = 0 for all v ∈ B(S), and φ, φ > 0. Then there exists a finite set S ′ of divisorial valuations such that S ⊆ B(S ′ )
• and Frac (R S ′ ) = k(x, y).
The proof relies on the following lemma that is a corollary of [11, Proposition 3.2] . For the convenience of the reader, we give a simplified proof of it at the end of this section.
Lemma 4.9. Let X be any smooth projective compactification of A 2 k . Let C be a reduced curve contained in X \ A 2 k , and set U := X \ C. If there exists a R-divisor A supported on C such that A 2 > 0, then the fraction field of the ring of regular functions on U is equal to k(x, y).
Proof of Proposition 4.8. We may assume S = S min . Let T S be the convex hull of S ∪ {− deg}. This is a finite tree. Write φ = φ 1 − φ 2 where both functions φ i lie in SH(V ∞ ) and satisfy φ i , φ i > −∞ for i = 1, 2. By Proposition 3.19 and Proposition 3.20, there exists a finite tree T containing T S such that
Using Proposition 3.19 (i), we get
Replacing φ by R T (φ 1 ) − R T (φ 2 ), we may thus assume that φ is the difference of two functions φ 1 , φ 2 ∈ SH(V ∞ ) such that ∆φ 1 and ∆φ 2 are supported on a finite tree T whose set of vertices is the union of S and a finite set of divisorial valuations.
Proposition 4.10. Let T be any finite subtree of V ∞ containing − deg, and
is a function such that ∆φ is supported on T and φ(v) ∈ R for any end point v of T .
Then for any ǫ > 0 there exists a piecewise linear function φ ′ such that
(1) the support of ∆φ ′ is a finite collection of valuations that belong to
Applying this lemma to ǫ = Denote by E 1 , · · · , E s the centers of valuations in S ′ , and by E s+1 , · · · , E l the other irreducible components of X \ A 2 . Introduce now the R-divisor
when k = i, and
Since φ ′ | S ′ = 0 and S ′ is the set of extremal points of the support of ∆φ
One completes the proof using Lemma 4.9.
Proof of Proposition 4.10. Write φ = φ 1 − φ 2 where both functions φ i lie in SH(V ∞ ) and satisfy φ i , φ i > −∞ for i = 1, 2.
Step 1. We first suppose that all end points of T are contained in T ′ . For any n ≥ 0, let T n be a subset of T ′ such that
• all end points of T are contained in T n ;
• for any end point w of T and any point v ∈ [− deg, w], there exists a point
Then we have φ n , φ n > 0 for n large enough. Set φ ′ := φ n , then we conclude our Proposition.
Step 2. We complete the proof by induction on the number n T of end points of T not contained in T ′ . When n T = 0, by Step 1, our Proposition holds.
When n T ≥ 1, there exists an end point w ′ of T not contained in T ′ . There exists an increasing sequence v n ∈ [− deg, w] tending to w satisfying φ(v n ) → lim v<w,v→w φ(v) = φ(w). Since w is an end point, we may suppose that T n := T \ (v n , w] is a finite tree. There exists a function g ∈ SH + (V ∞ ) such that Supp ∆g ⊆ [− deg, w] and it is strict decreasing on [− deg, w]. By replacing φ i by φ i + g for i = 1, 2, we may suppose that φ i 's are strict decreasing on [− deg, w].
Apply the induction hypotheses to ψ n , there exists a piecewise linear function φ ′ such that
• the support of ∆φ ′ is a finite collection of valuations that belong to
It follows that | φ, φ − φ ′ , φ ′ | ≤ ǫ which concludes our Proposition.
Proof of Lemma 4.9. Decompose A = A + − A − into its positive and negative parts. Since (
we may thus suppose that A is effective.
Pertubing slightly the coefficients of A, we can also impose that A is a Qdivisor. Let A = P + N be the Zariski decomposition of A, see [6, Theorem 2.3.19]. Here P is a nef and effective Q−divisor, N is an effective Q−divisors, and they satisfy P · N = 0 and N 2 < 0. It follows that
Replacing A by a suitable multiple of P we may thus assume that A is an effective nef integral divisor with A 2 > 0. Now pick any effective integral divisor D whose support is equal to the union of all components of X \ A 2 k that are not contained in C. For n large enough nA − D is big, hence H 0 (nA − D, X) = 0. Since
we may find P ∈ k(x, y) such that div(P ) + nA ≥ D. Since A is supported on X \ U and D is effective, P is a regular function on U. Now pick any polynomial Q ∈ k[x, y]. For m large enough, v E (P m Q) ≥ 0 for any component E of the support of D, which implies P m Q to be regular on U. This shows that Q is included in the fraction field of Γ(U, O X ) hence the latter is equal to k(x, y).
4.3.
Reduction to the case of finite skewness. Recall that given a finite set S ⊂ V ∞ , we let S min + be the subset of S consisting of valuations that are minimal in S and of finite skewness.
Our aim is to prove Theorem 4.11. Let S be a finite subset of V ∞ . Then S is rich if and only if S min + is rich.
The proof relies on the following result of independent interest.
Theorem 4.12. Let S be a finite set of valuations in V ∞ . Suppose that there exists a function φ ∈ SH(V ∞ ) such that φ, φ > 0 and φ(v) = 0 for all v ∈ B(S).
For any integer l ≥ 0, there exists a real number M l ≤ 1 such that for any set S ′ of valuations such that
(1) S ′ \ B(S) has at most l elements and,
In the particular case where S = ∅, the previous result says the following. 
Proof of Theorem 4.11. As before, we may suppose that S = S min . Since S Proof of Theorem 4.12. We first make a couple of reductions. Let T S be the convex hull of S. Replacing φ by R T S (φ), we may suppose that ∆φ is supported on T S . We can also scale φ so that φ(− deg) = 1 which implies 0
Further, we may apply Theorem 4.7 (vi) and suppose M 0 := inf S α > −∞.
To simplify notation, set r := φ, φ > 0.
We prove the theorem by induction on l. In the case l = 0, there is nothing to prove. Suppose that the result holds for (l − 1) ≥ 0 with M l−1 ≤ M 0 , and set
Suppose S ′ is a set of valuations satisfying the conditions (1) and (2) 
Set
and it is not difficult to check that φ ′ (v) = 0 for all v ∈ B(S ′ ). Finally we have We may thus find real numbers a 0 , . . . , a l such that
Lemma 4.15. The subset S is rich if and only if a 0 is positive.
Now observe that
Proof of Lemma 4.15. Set φ
Conversely if S is rich, then again by Theorem 4.7 there exists φ ∈ SH + (V ∞ ) such that φ(v) = 0 for all v ∈ B(S) and φ, φ > 0. By replacing φ by R T (φ), we may suppose that ∆φ is supported on T, and by scaling, that φ(− deg) = 1.
Observe that on each connected component of T \ (S ∪ {− deg}), we have
The following lemma is basically the maximum principle for subharmonic functions on finite trees. Lemma 4.16. Let T be a finite subtree in V ∞ and S be the set of end points of T . Suppose that all points in S are with finite skewness. Let φ subharmonic function on T \ S i.e. ∆φ is a positive measure on T \ S. Then if there exists a point w ∈ T \ S satisfying φ(w) = sup{φ(v)| v ∈ T \ S} then φ is constant in the connected component containing w.
Since φ − φ * (v i ) = 0 for all i = 0, · · · , l, Lemma 4.16 implies that φ − φ * ≤ 0 on T . Then we conclude that
Proof of Lemma 4.16. We suppose that there exists a point w ∈ T \ S satisfying In this section, we discuss the case when χ(S) = 0 for some finite subset S of valuations in V ∞ , and explore its relations with the condition δ(S) = 1.
As before, k is any algebraically closed field. To simplify the discussion we shall always assume that S = S min , that is no two different valuations in S are comparable.
5.1. Characterization of finite sets with χ(S) = 0.
Theorem 5.1. If any valuation in S has finite skewness, the following conditions are equivalent:
(1) χ(S) = 0; (2) there exists φ ∈ SH + (V ∞ ) such that φ| S = 0, the support of ∆φ is equal to S, and φ, φ = 0. Moreover when either one of these conditions are satisfied, the function φ as in (2) is unique up to a scalar factor. If all valuations in S are divisorial and we normalize φ such that φ(− deg) = +1 then the mass of ∆φ at any point is a rational number. Proof. Denote by T the convex hull of S ∪ {− deg}. To simplify notation, set S = {v 1 , · · · , v l } and v 0 := − deg .
(1) ⇒ (2). By Lemma 4.14, there exists a 0 , · · · , a n such that We may thus find real numbers a 0 , . . . , a l such that 
As in the proof of the Main theorem, the signature of a 0 is the same as χ(S). It follows that a 0 = 0. Consider the function φ :
Observe that φ(− deg) = 1, φ| S = 0 and Supp ∆φ ⊆ S. Lemma 4.16 implies that φ > 0 on T . Since φ is piecewise linear on T and φ = 0 on B(S), a i = ∆φ(v i ) > 0 for i = 1, · · · , l. It follows that φ ∈ SH + (V ∞ ), Supp ∆φ = S, φ| S = 0 and Suppose v 1 ∈ S is not divisorial, then there exists w 1 < v 1 such that φ(w 1 ) = φ(v 1 ) = 0. By Proposition 3.22 and Proposition 4.8, we have S is rich which contradicts to our assumption. It follows that v is divisorial for all v ∈ S.
For every v ′ 1 > v 1 , By Proposition 3.22, the set S ′ := {v
Since S is not rich, we have χ(S) ≤ 0 and then χ(S) = 0.
Our aim is to state a partial converse to the preceding result. To do so we need to introduce an important invariant that is referred to as the thinness of a valuation in [4] . Recall that this is unique function A : V ∞ → [−2, ∞] that is increasing and lower semicontinuous function on V ∞ and such that
for any irreducible component E of X \ A 2 k in any admissible compactification. By the very definition we have A(− deg) = −2 and the thinness of any divisorial valuation is a rational number whereas the thinness of any valuation associated to a branch of an algebraic curve is +∞.
We can now state the main result of the section.
Proposition 5.6. Suppose χ(S) = 0, v is divisorial for all v ∈ S and A ∆φ S ≤ 0. Then δ(S) = 1.
There exists m ∈ Z + such that D := mθ is a Z divisor supposed by X ∞ . Then we have that D is effective, D 2 = 0 and (D · K) ≤ −1. Recall the Riemann-Roch theorem we have
Consider the pencil C λ consisting of the affine curves C λ := {P = λ} ⊆ C 2 for λ ∈ C. We see that C λ has one branch at infinity for every λ ∈ C. Let v |C| be the normalized valuation defined by Q → 3 −1 ord ∞ (Q| C λ ) for λ generic. We see that α(v |C| ) = 0, A(v |C| ) = 1/3 > 0 and P ∈ R S . 5.3. The structure of R S when δ(S) = 1.
Proof of Proposition 5.8. Set S = {v 1 , · · · , v l } and suppose that S = S min .
If there exists
Pick a polynomial P ∈ R S \ k with minimal degree. If there are infinitely many r ∈ k such that P −r is not irreducible, then by [10, Théorème fundamental], there exists a polynomial Q ∈ k[x, y] and R ∈ k[t] of degree at least two satisfying P = R • Q. Then we have Q ∈Frac (R S ) ∩ k[x, y] = Frac (R S ) and deg(Q) < deg(P ) which contradicts the minimality of deg(P ). It follows that there are infinitely many r ∈ k such that P − r is irreducible.
If
. There exists r ∈ k such that the polynomial P − r is irreducible and a m (r) = 0. We have
It follows that r 1 := R| {P −r=0} is a constant in k. Since P − r is irreducible, there exists
Then we have R = (P − r)R 1 + r 1 ∈ k[P ] which contradicts to our hypotheses. It follows that R S = k[P ].
6. An application to the algebraization problem of analytic curves
The aim of this section is to prove Theorem 1.5.
6.1. K-rational points on plane curves. Let K be a number field, M ∞ K the set of its archimedean places, M 0 K the set of its non-archimedean places, and
Let S be a finite set of places of K containing all archimedean places. We define the ring of S-integers to be
Let C be an irreducible curve in X which is not contained in X ∞ := X \ A 2 K . Proposition 6.1. Pick any point q ∈ C(K) X ∞ . For every place v ∈ M K , let r v be a positive real number and set
Proof. We shall prove that C(K) \ ∪ v∈M K U v is a set of points with bounded heights for a suitable height.
Let i : C → C be the normalization of C and pick a point Q ∈ i −1 (q). There exists a positive integer l such that lQ is a very ample divisor of C. Choose an embedding j : C ֒→ P M such that
where H ∞ = {x M = 0} is the hyperplane at infinity. Let g : C → P 1 be the rational map sending [x 0 : · · · :
It is a morphism since {x 0 = 0} H ∞ C = ∅. It is also finite and satisfying
By base change, we may assume that C, i, j, g are all defined over K. Set D = Spec O K . We consider the irreducible scheme C ⊆ P M D over D whose generic fiber is C and the irreducible scheme X ⊆ P N D over D whose generic fiber is X. Then i extends to a map ι : C X over D that is birational onto its image.
For
There is a finite set T consisting of those places v ∈ M 0 K such that ι is not regular along the special fibre
Pick any place v ∈ M 0 K \ (S T ), and define
Since r v = 1, for such a place we set
By contradiction, we suppose that there exists a sequence
Since there are only finitely many singular points in C, we may suppose that for all n ≥ 0, C is regular at p n . Set q n := i −1 (p n ), and y n := g(q n ). Since g is finite, we may suppose that the y n 's are distinct. Write
We now observe that
where h P 1 denotes the naive height on P 1 . We get a contradiction by Northcott property (see [12] ).
We also have a version of Proposition 6.1 for S-integral points. Given any finite set of place containing
Proposition 6.2. Let {p n = (x n , y n )} n≥0 be an infinite set of S-integral points lying in C A 2 . Then for any point q ∈ X ∞ C(K), there exists a place v ∈ M K such that there exists an infinite subsequence {p n i } i≥1 satisfying p n i → q with respect to d v as i → ∞.
Proof of Proposition 6.2. We define C, i,j,g and T as in the proof of Proposition 6.1.
We may suppose that for all n ≥ 0, p n is regular in C. The K-points q n := i −1 (p n ) are distinct K-points in C. We set Ω v := {[1 : x] ∈ P 1 (K)| |x| v < 1}, then V v = g −1 (Ω v ) C(K). It follows that q n ∈ V v . Set [x n : 1] := g(q n ). Then we have |x n | v < 1 for all v ∈ M K \ {S T } Since g is finite, we may suppose that g(q n )'s are distinct. By Northcott property, we have h P 1 (g(q n )) → ∞ as n → ∞. Observe that [K : Q]h P 1 (g(q n )) = q ]] which defines a formal curve C T . It is easy to check that all C T 's are adelicanalytic curves and C T = C T ′ if T = T ′ . So the cardinality of set {C T } T ⊆Z + is 2 ℵ 0 . On the other hand, since Q is countable, the set of all branches of algebraic curves at O is countable. Then there exists an adelic-analytic curve C T for some T ⊆ Z + which is not algebraic.
6.3. Proof of Theorem 1.5. Let S be a finite set of places of K containing all archimedean places. We may suppose that s 1 , · · · , s l , l ≥ 1 are adelic branches defined over K. Denote by q i the center of s i . Write U i for U q i , x i (resp. y i ) for x q i (resp. y q i ). By changing coordinates, we may suppose that Since α(v s i ) = −∞, by Theorem 4.12 and Theorem 4.7, there exists a polynomial P ∈ Q[x, y] such that v i (P ) > 0 for all i = 1, · · · , l. Replacing K by a larger number field and S by a larger set, we may suppose that P ∈ O K,S [x, y].
Observe that P (x, y) = P (x There exists a number R v satisfying |P (x, y)| v ≤ R v for all (x, y) ∈ K 2 satisfying |x| v ≤ B v , |y| v ≤ B v . We may chose R v = 1 for all v ∈ M K \ S. Set A v := max{B v , M v }, we have A v = 1 for v ∈ M K \ S.
The height of P (p n ) is
By Northcott property, the set T := {P (p n )| n ≥ 0} is finite. We denote by D the curve defined by the equation t∈T (P (x, y) − t) = 0. Then D contains the set {p n } n≥0 . Let C be the union of all irreducible components of D which contains infinitely many p n . Then for n large enough, we have p n ∈ C. We only have to show that all branches of C at infinity are contained in the set {s 1 , · · · , s l }. By contradiction, we suppose that there exists a branch Z 1 of C at infinity which is not contained in {s 1 , · · · , s l }. Let Z be the irreducible component containing Z 1 . Set R Z := {p n } n≥0 Z. Then R Z is an infinite set. Pick a compactification X of A .1, we have the set Z(K) \ (∪ v∈M K U v ) is finite. Then there exists a point p n ∈ R Z and a place v ∈ M K such that p n = (x n , y n ) ∈ U v . Then we have max{|x n | v , |y n | v } > B v and p ∈ C v (s i ) for all i = 1, · · · , l, which contradicts to our hypotheses.
Remark 6.5. In fact, we can prove a stronger version of Theorem 1.5. Our proof actually shows that it is only necessary to assume that p n is a sequence of Q points having bounded degree over Q (instead of assuming it to belong to the same number field).
We also have an analogue of Theorem 1.5 for S-integer points. Theorem 6.6. Let K be a number field and S be a finite subset of places in M K containing M ∞ K . Let s 1 , · · · , s l where l ≥ 1 be a finite set of formal curves in P 2 Q define over K whose centers q i 's are K-points in the line L ∞ at infinity. Suppose that for all place v ∈ S, s i is convergence to a v-analytic curve C v (s i ) in a neighbourhood at q i w.r.t. v for i = 1, · · · , l.
Finally let p n = (x (n) , y (n) ), n ≥ 0 be an infinite collection of S-integer points in A 2 (K) such that for each place v ∈ M K then either max{|x
Then there exists an algebraic curve C in A 2 K such that any branch of C at infinity is contained in the set {s 1 , · · · , s l } and p n belongs to C for all n large enough.
The proof of Theorem 6.6 is very similar to the proof of Theorem 1.5. We leave it to the reader.
