Abstract. In this paper we prove a Lie-Trotter product formula for Markov semigroups in spaces of measures. We relate our results to "classical" results for strongly continuous linear semigroups on Banach spaces or Lipschitz semigroups in metric spaces and show that our approach is an extension of existing results. As Markov semigroups on measures are usually neither strongly continuous nor bounded linear operators for the relevant norms, we prove the convergence of the Lie-Trotter product formula assuming that the semigroups are locally equicontinuous and tight. A crucial tool we use in the proof is a Schur-like property for spaces of measures.
Introduction
The main purpose of this paper is to generalize the Lie-Trotter product formula for strongly continuous linear semigroups in a Banach space to Markov semigroups on spaces of measures. The Lie-Trotter formula asserts the existence and properties of the limit It may equally be considered as a statement considering the convergence of a switching scheme. The key challenge is to overcome the difficulties that result from the observation that 'typically' Markov semigroups do not consist of bounded linear operators (in a suitable norm on the signed measures) nor need to be strongly continuous. Therefore, the available results do not apply.
The Lie-Trotter product formula was originated by Trotter [29] in 1959 for strongly continuous semigroups, for which the closure of the sum of two generators was a generator of a semigroup given by the limit of the Lie-Trotter scheme, and generalized i.a. by Chernoff [9] in 1974. This approach seems to be not general enough to be applicable in various numerical schemes however. As shown by Kurtz and Pierre in [22] , even if the sum of two generators is again a generator of strongly continuous semigroup, this semigroup may not be given by the limit of Lie-Trotter product formula as it may not converge. Consequently, the analysis of generators of semigroups can lead to non-convergent numerical splitting schemes. Hence, a different approach is needed. The analysis of commutator type conditions as in [21, 10] avoids considering generators and their domains and may be easier to verify.
Splitting schemes were applied and played a very important role in numerical analysis and recently in the theory of stochastic differential equations to construct solutions of differential equations, e.g. work by Cox and Van Neerven [12] . It was shown by Carrillo, Gwiazda and Ulikowska in [8] that properties of complicated models, like structured population models, can be obtained by splitting the original model into simpler ones and analyzing them separately, which also leads to switching schemes of Lie-Trotter form. Bátkai, Csomós and Farkas investigated Lie-Trotter product formulae for abstract nonlinear evolution equations with delay in [4] , a general product formula for the solution of nonautonomous abstract delay equations in [5] and analyzed the convergence of operator splitting procedures in [3] .
Our starting point is the conditions for convergence of the Lie-Trotter product formula formulated by Kühnemund and Wacker in [21] . This result appears to be a very useful tool in proving the convergence of the Lie-Trotter scheme without the need to have knowledge about generators of the semigroups involved. However, the semigroups considered by Kühnemund and Wacker are assumed to be strongly continuous. We extend Kühnemund and Wacker's case to semigroups of Markov operators on spaces of measures and present weaker sufficient conditions for convergence of the switching scheme. Our method of proof builds on [21] , while the specific commutator condition that we employ (Assumption 3) is motivated by [10] .
The theory of Markov operators and Markov semigroups was studied by Lasota, Mackey, Myjak and Szarek in the context of fractal theory [28, 23] , iterated function systems and stochastic differential equations [25] . Markov semigroups acting on spaces of (separable) measures are usually not strongly continuous. The local equicontinuity (in measures) and tightness assumptions we employ are less restrictive and follow from strong continuity. The concept of equicontinuous families of Markov operators can be found in e.g. Meyn and Tweedie [26] . Also, Worm in [30] extends results of Szarek to families of equicontinuous Markov operators.
The outline of the paper is as follows: in Section 2 we present main results of this paper. Theorem 2.2 in Section 2 is the convergence theorem and is the most important result in the paper. The other important and non-trivial result is Theorem 2.1. Section 3 introduces Markov operators and Markov-Feller semigroups on the space of signed Borel measures M(S), investigates their topological properties and consequences of equicontinuity and tightness of family of Markov operators. In Section 4 we give tools to prove Theorem 2.1, i.e. that a composition of equicontinuous and tight families of Markov operators is again an equicontinuous and tight family. This result is quite delicate and seems like it was not considered in the literature before. We also provide a proof of the observation in Lemma 4.3 which says that a family of equicontinuous and tight family of Markov operators on a precompact subset of positive measures is again precompact. The proof of Theorem 2.1 can be found in Appendix 4.
In Section 5 we prove the convergence of the Lie-Trotter product formula for Markov operators. We provide more general assumptions then those provided in the Kühnemund-Wacker paper (see [21] ). As our semigroups are not strongly continuous and usually not bounded, we use the concept of (local) equicontinuity (see e.g. Chapter 7 in [30] ). This allows us to define a new admissible metric d E and a new · BL,d E -norm dependent on the operators and the original metric d on S. The crucial assumption is the Commutator Condition Assumption 3. To prove convergence of our scheme under Assumptions 1-4 we use a Schur-like property for signed measures, see [16] , which allows us to prove weak convergence of the formula and conclude the strong/norm convergence. In Section 5 we show crucial technical lemmas. The proofs of most lemmas from Section 5 can be found in the Appendices A-B. In Section 5 several useful properties of the limit operators that result from the converging Lie-Trotter formula are derived. Section 7 shows that our approach is a generalization of Kühnemund-Wacker [20] and Colombo-Corli [10] cases. We show that if we consider Markov semigoups coming from lifts of deterministic operators, then the Kühnemund-Wacker and Colombo-Corli assumptions imply our assumptions and their convergence results of the Lie-Trotter formula or switching scheme follows from our main convergence result.
Main theorems
Let S be a Polish space, i.e. a separable completely metrizable topological space, see [30] . Any metric d that metrizes the topology of S such that (S, d) is separable and complete is called admissible. Let d be an admissible metric on S. Following [13] , we denote the vector space of all real-valued Lipschitz functions on (S, d) by Lip(S, d). For f ∈ Lip(S, d) we denote the Lipschitz constant of f by
) is the subspace of bounded functions in Lip(S, d). Equipped with the bounded Lipschitz norm
it is a Banach space, see [13] . The vector space of finite signed Borel measures on S, M(S), embeds into the dual of (BL(S), · BL,d ), see [13] , thus introducing the dual bounded Lipschitz norm · of µ (see Bogachev I, [6] , p.176). We define a Markov operator on S to be a map P : M + (S) → M + (S) such that (i) P is additive and R + -homogeneous;
(ii) P µ T V = µ T V for all µ ∈ M + (S).
Let (P λ ) λ∈Λ be a family of Markov operators. Following Lasota and Szarek [25] , and Worm [30] , we say that (P λ ) λ∈Λ is equicontinuous at µ ∈ M + (S) if for every ε > 0 there exists δ > 0 such that P λ µ − P λ ν * BL,d < ε for every ν ∈ M + (S) such that µ − ν * BL,d < δ and for every λ ∈ Λ. (P λ ) λ∈Λ is called equicontinuous if it is equicontinuous at every µ ∈ M + (S). We will examine properties of space of bounded Lipschitz functions is Section 3.
Let Θ ⊂ P(S). Following [7] we call Θ uniformly tight if for every ǫ > 0 there exists a compact set
The following theorem is a crucial tool for proving convergence of Lie-Trotter scheme for Markov semigroups but also an important and non-trivial result on its own. Proof of Theorem 2.1 can be found in Section 4.
We now present assumptions under which we prove convergence of Lie-Trotter scheme. Even though they may seem technical, they are motivated by existing examples of convergence of Lie-Trotter schemes with weaker assumptions then those in [21, 10] (see Section 7).
Let (P 1 t ) t≥0 and (P 2 t ) t≥0 be Markov semigroups. Let δ > 0. Define
Let d be an admissible metric on S such that the following assumptions hold: Assumption 1. There exists δ 1 > 0 such that P 1 (δ 1 ) and P 2 (δ 1 ) are equicontinuous and tight families of Markov operators on (S, d).
Assumption 2 (Stability condition). There exists δ 2 > 0 such that F (δ 2 ) is an equicontinuous family of Markov operators on (S, d).
Under Assumption 1, the operators
Let f ∈ BL(S, d) and consider
By Theorem 7.2.2 in [30] or Theorem 4.2 below, equicontinuity of the family (P λ ) λ∈Λ is equivalent to equicontinuity of the family (U λ f ) λ∈Λ for every f ∈ BL(S, d). Then, as we will show in Lemma 5.4, E(f ) is an equicontinuous family if δ ≤ min(δ 1 , δ 2 ). It defines a new admissible metric on S:
Assumption 3 (Commutator condition). There exists a dense convex subcone M 0 of M + (S) BL,d that is invariant under (P i t ) t≥0 for i = 1, 2 and for every f ∈ BL(S, d) there exists δ 3,f > 0 such that for the admissible metric d E(f ) on S there exists ω f : [0, δ 3,f ] × M 0 → R + continuous, non-decreasing in the first variable, such that the Dini-type condition holds (2.4)
s ds < +∞ for all µ 0 ∈ M 0 , and
Assumption 4 (Extended Commutator Condition). Assume that Assumption 3 holds and, in addition, for every f ∈ BL(S, d), there exists δ 4,f > 0 and for µ 0 ∈ M 0 there exists
Now we can formulate the main theorem of this paper, which is the strong convergence of the Lie-Trotter scheme. The proof of Theorem 2.2 can be found in Section 5.
Theorem 2.2. Let (P 1 t ) t≥0 and (P 2 t ) t≥0 be semigroups of Markov operators. Assume that Assumptions 1-4 hold. Then for every t ≥ 0 there exists a unique Markov operator P t :
If, additionally, a single δ 3,f , δ 4,f , C f (µ 0 ) and ω f (·, f ) can be chosen to hold uniformly for f ∈ BL(S, d), f BL,d ≤ 1, then convergence in (2.5) is uniform for t in compact subsets of R + .
Preliminaries

3.1.
Markov operators and semigroups. We start with some preliminary results on Markov operators on spaces of measures, see [30, 15, 24] . Let S be a Polish space, P : M + (S) → M + (S) a Markov operator. We extend P to a positive bounded linear operator on (M(S), · T V ) by P µ := P µ + − P µ − . P is a bounded linear operatos on M(S) for · T V . 'Typically' it is not bounded for · * BL,d . Denote by BM(S) the space of all bounded Borel measurable functions on S. Following [17] , Definition 3.2 or [28] we will call a Markov operator P regular if there exists U : BM(S) → BM(S) such that
Let (S, Σ) be a measurable space. According to [30] , Proposition 3.3.3, P is regular if and only if (a) x → P δ x (E) is measurable for every E ∈ Σ and
We call the operator U : BM(S) → BM(S) the dual operator of P . The Markov operator P is a Markov-Feller operator if it is regular and the dual U maps C b (S) into itself. A Markov semigroup (P t ) t≥0 on S is a semigroup of Markov operators on M + (S). The Markov semigroup is regular (or Feller) if all the operators P t are regular (or Feller). Then (U t ) t≥0 is a semigroup on BM(S), which we call the dual semigroup.
3.2.
Topological preliminaries. Following [19] , p.230, a topological space X is a k-space if for any subset A of X holds that if A intersects each closed compact set in a closed set, then A is closed. According to [14] , Theorem 3.3.20 every first-countable Hausdorff space is a k-space. Every metric space is first countable, hence also a k-space. In particular
) is a k-space. Let F be a family of continuous maps from a topological space X to a metric space (Y, d Y ). F is equicontinuous at point x ∈ X if for every ε > 0 there exists an open neighbourhood U ε of X in X such that
A family F of maps is equicontinuous if and only if it is equicontinuous at every point. A family F of maps from a metric space (X, d X ) to a metric space (Y, d Y ) is uniformly equicontinuous if for every ε > 0 there exists δ ε > 0 such that 
and f ∈ F . By compactness of K, it is covered by finitely many balls,
) < ε, proving the uniform equicontinuity on K.
For a family of maps F on X and x ∈ X we write F [x] := {f (x) : f ∈ F }. Following [19] we introduce the compact-open topology. Let X, Y be topological spaces. Let F denote a non-empty set of functions from X to Y . For each subset K of X and each subset U of Y , define W (K, U) to be the set of all members of F which carry K into U; that is which is a generalization of Theorem 8.2.10 in [14] . This yields the conclusion that for a closed family of continuous functions F such that F [x] is precompact for every x, equicontinuity on compact sets is equivalent to continuity. Moreover, Theorem 3.3 can be rephrased for a family F that is relatively compact in C, meaning that its (compact-open) closure is compact: Proof. Let F be the closure of F in C. Assume it is compact, then according to Theorem 3.2, the closure of F[x] in Y is compact for every x ∈ X. Hence the closure of F [x], which is contained in the closure of F [x], will be compact too. The family F is equicontinuous on X for every compact subset of X, because it is a subset of F that has this property. On the other hand, if F satisfies (a) and (b), or (b'), then F obviously satisfies condition (a) in Theorem 3.2. Now let f ∈ F. Then there exists a net (f ν ) ⊂ F such that f ν → f . Point evaluation at x is continuous for the co-topology, so
is contained in a compact set in Y for every ν, f (x) will be contained in this compact set too. So (b) holds in Theorem 3.2 for F . In a similar way one can show (c) in Theorem 3.2. Let K ⊂ X be compact. The co-topology on C(X, Y ) is identical to the topology of uniform convergence on compact subsets (cf. [19] , Theorem 7.11). So if f * ∈ F and
Consequently,
for all x ∈ U. So F is equicontinuous on K too. Theorem 3.2 then yields the compactness of F in C, hence the relative compactness of F .
In [30] and in [16] we can find the following result, which will be crucial in proving norm convergence of the Lie-Trotter product formula.
Theorem 3.5. Let S be complete and separable. Let (µ n ) n∈N ⊂ M s (S) and N ≥ 0 be such that µ n , f converges as n → ∞ for every f ∈ BL(S) ≃ M(S) * BL and µ n T V ≤ N f or every n ∈ N.
Then there exists µ ∈ M(S) such that µ n − µ * BL → 0 as n → ∞.
Tight Markov operators.
Let us now introduce the concept of tightness of sets of measures and families of Markov operators. According to [7] , Theorem 7.1, all Borel measures on a Polish space are Radon i.e. locally finite and inner regular. Also, by Definition 8.6.1 in [7] we say that a family of Radon measures M on a topological space S is called uniformly tight if for every ε > 0, there exists a compact set K ε such that |µ|(S \ K ε ) < ε for all µ ∈ M. Moreover, we say that a family (P λ ) λ∈Λ of Markov operators is tight if for each µ ∈ M + (S) BL , {P λ µ : λ ∈ Λ} is uniformly tight. The following theorem, which is a rephrased version of Theorem 8.6.2 in [7] , due to Prokhorov shows that in our case tightness of the · T V -uniformly bounded family is equivalent to precompactness of
Theorem 3.6 (Prokhorov theorem). Let S be a complete separable metric space and let M be a family of finite Borel measures on S. The following conditions are equivalent:
(i) Every sequence {µ n } ⊂ M contains a weakly convergent subsequence.
(ii) The family M is uniformly tight and uniformly bounded in total variation norm.
Equicontinuous families of Markov operators
Let S be a Polish space and consider a semigroup (P t ) t≥0 of Markov operators. We will examine properties of equicontinuous families of Markov operators. An equicontinuous family of Markov operators must consist of · * BL,d -continuous operators. These are Feller (cf. [30] , Lemma 7.2.1). Due to Theorem 3.2, a closed subset F of the mappings from M + (S) BL to M + (S) BL with the co-topology is compact if and only if F | K is equicontinuous for each compact K ⊂ M + (S) and the set {P t µ : P t ∈ F } ⊂ M + (S) has a compact closure for every µ ∈ M + (S). A continuous function on a compact metric space is uniformly continuous. A similar statement holds for equicontinuous families.
Lemma 4.1. Let (P λ ) λ∈Λ be a family of Markov operators on S. If (P λ ) λ∈Λ is an equicontinuous family on the compact set K ⊂ M + (S), then (P λ ) λ∈Λ is uniformly equicontinuous on K.
The following result, found in [16] and based on [30] , Theorem 7.2.2, gives equivalent conditions for a family of regular Markov operators to be equicontinuous: Theorem 4.2. Let (P λ ) λ∈Λ be a family of regular family of Markov operators on the complete separable metric space (S, d). Let U λ be the dual operator of P λ . Then the following statements are equivalent:
(iii) {U λ f |f ∈ B, λ ∈ Λ} is an equicontinuous family for every bounded set B ⊂ BL(S, d).
In the next part of this section we show results which allow us to prove Theorem 2.1, that is that the composition of equicontinuous family of Markov operators with equicontinuous and tight family of Markov operators is equicontinuous. Additionally, if both families are tight, the composition is also tight. One can find an example of equicontinuous and tight families of Markov operators in [27] .
Let us first prove the following crucial observation.
Lemma 4.3. Let (P λ ) λ∈Λ be an equicontinuous and tight family of Markov operators on
) is equicontinuous and for each µ ∈K, {P λ µ|λ ∈ Λ} is precompact, by tightness of the family (P λ ) λ∈Λ . Hence, by Theorems 3.2-3.3,
is relatively compact for the compact-open topology, which is the · ∞ -norm topology in this case. Let us consider the evaluation map
Theorem 5, [19] , p.223 yields that this map is jointly continuous if C(K, M + (S) BL ) is equipped with the co-topology. So
To prove Theorem 2.1, we will need the following result.
Proposition 4.4. Let (P λ ) λ∈Λ be a tight family of regular Markov operator on S. If (P λ ) λ∈Λ is equicontinuous for one admissible metric on S, then it is equicontinuous for any admissible metric.
The key point in the proof of Proposition 4.4 is a series of results on characterisation of compact sets in the space of continuous maps when equipped with the co-topology. These can be stated in quite some generality, originating in [19, 14, 2] .
Proof. Let d be the admissible metric on S for which (P λ ) is equicontinuous in
By assumption, {P λ µ : λ ∈ Λ} is tight for every µ ∈ P(S). By Prokhorov's Theorem, it is relatively compact in P(S) BL,d , because the · BL,d -norm topology coincides with the weak topology on M + (S). Because (P λ ) is equicontinuous in C d , Theorem 3.4 yields that (P λ ) is relatively compact in C d , for the co-topology. Since the topologies on P(S) defined by the norms
′ admissible, all coincide with the weak topology, (P λ ) is relatively compact in C d ′ for any admissible metric d ′ . Again application of Theorem 3.4, but now in opposite direction, yields that (P λ ) is equicontinuous in C d ′ .
Proposition 4.5. Let (P λ ) λ∈Λ be a family of Markov operators on (S, d). If (P λ ) λ∈Λ is tight, then the following are equivalent:
(ii) (P λ ) λ∈Λ is equicontinuous (on S).
To prove Proposition 4.5 we apply Theorem 3.2 and Theorem 3.3 to the k-space
). Now we are in a position to prove Theorem 2.1.
Proof. (Theorem 2.1) Let (P λ ) λ∈Λ and (Q γ ) γ∈Γ ,with families of dual operators (U λ ) λ∈Λ and (V γ ) γ∈Γ respectively, be equicontinuous. Let f ∈ BL(S, d). Then {U λ f |λ ∈ Λ} = E is equicontinuous. Let d E be the associated admissible metric as defined in (2.3) with E(f ) replaced by E. Then E is contained in the unit ball B E of (BL(S, d E ), · BL,d E ). As (Q γ ) γ∈Γ is an equicontinuous family for d, by Proposition 4.4 it is equicontinuous for any admissible metric on S. Hence, it is equicontinuous for d E . Then, by Theorem 4.2 (iii)
In particular, as subset of F ,
Hence, by Theorem 4.2, (P λ Q γ ) λ∈Λ,γ∈Γ is equicontinuous for d. If (P λ ) λ∈Λ is an equicontinuous and tight family, then Lemma 4.3 implies that for any
In particular, this holds for for K = {ν 0 }.
In the above proof of Theorem 2.1 we only need assumption, that the family (Q γ ) γ∈Γ is tight. In case both (P λ ) λ∈Λ and (Q γ ) γ∈Γ are tight, there is an alternative way of proving Theorem 2.1 using Lemma 4.3.
As a consequence of Theorem 2.1 we get the following Corollary.
Corollary 4.6. The composition of finite number of equicontinuous and tight families of Markov operators is equicontinuous and tight.
Proof of Convergence of Lie-Trotter product formula
Throughout this section we assume that (P 1 t ) t≥0 and (P 2 t ) t≥0 are Markov-Feller semigroups on S with dual semigroups (U 1 t ) t≥0 , (U 2 t ) t≥0 , respectively. We start by examining some consequences of Assumptions 1-4 formulated in Section 2. Introduce
Lemma 5.1. The following statements hold:
(i) If Assumption 1 holds, then P 1 (δ) and P 2 (δ) are equicontinuous and tight for every δ > 0.
(ii) If F (δ 2 ) is equicontinuous then F < (δ 2 ) is equicontinuous.
(iii) F < (δ 2 ) is equicontinuous and tight iff F (δ 2 ) is equicontinuous and tight.
Proof.
(i) Is an immediate consequence of Theorem 2.1 and the semigroup property of (P i t ) t≥0 .
(ii) Let t ∈ [0, δ 2 ] and i, n ∈ N such that i ≤ n − 1. Observe that P
. A subset of an equicontinuous family of maps is equicontinuous.
(iii) The following subsets of F < (δ 2 ),
are equicontinuous and tight, because
According to Theorem 2.1 the latter product is equicontinuous and tight. Hence F is equicontinuous and tight. In part (ii) we observe that F < (δ 2 ) ⊂ F (δ 2 ), so equicontinuity and tightness of F (δ 2 ) implies that of F < (δ 2 ).
Lemma 5.2 (Eventual equicontinuity). If Assumptions 1 and 2 hold, then for each compact
for k ∈ N 0 and P 1 (δ) and P 2 (δ) are equicontinuous and tight (by assumption), the family P
: k ∈ N 0 , t ∈ Γ is equicontinuous and tight according to Theorem 2.1. The family P Proof. Let δ 2 > 0 such that Assumption 2 holds for δ 2 . Let
is an equicontinuous and tight family as a product of equicontinuous and tight families.
is an equicontinuous and tight family. Lemma 5.4. Let f ∈ BL(S, d) and δ = min(δ 1 , δ 2 ). If Assumptions 1 and 2 hold, then
Note that E(f ) depends on the choice of f . Lemma 5.4 is a consequence of Assumptions 1 and 2 and Theorem 4.2 .
Remark 5.5. Technically, one requires that particular subsets of E(f ) are equicontinuous. Namely, that
is equicontinuous for every k. This seems to be quite too technical a condition.
Remark 5.6. The commutator condition that we propose in Assumption 3 is weaker than the commutator conditions in [20] , conditions (C) and (C * ) in [10] and commutator condition in Proposition 3.5 in [11] .
For later reference, we present some properties of function t → ω(t) := ω f (t, µ 0 ), that occurs in Assumptions 3 and 4.
Lemma 5.7. Let ω = ω f (·, µ 0 ) : R + → R + be a continuous, nondecreasing function such that Dini condition (2.4) in Assumption 3 holds. Then lim t→0 + ω(t) = 0 and for any 0 < a < 1.
(a)
∞ n=1 ω(a n t) < ∞ for all t > 0;
Proof. ω(a n+1 t) a n t (a n t − a
This proves (a). For (b) let ε > 0. According to (a) there exists n 0 ∈ N such that
Moreover, because lim t→0 + ω(t) = 0, there exists t 0 ≤ 1 such that ω(at 0
ω(a n t) <
To show our main result we need technical lemmas which we present in this section. Proofs of results from this section can be found in Appendix A .
Lemma 5.8. The following identities hold: for fixed k ∈ N, m := kn and j ≤ m.
Combining Lemma 5.8 (a)-(c) we get the following Corollary.
Corollary 5.9. For any n ∈ N, k ∈ N and m := kn one has
Lemma 5.10. Let f ∈ BL(S, d) and µ 0 ∈ M 0 . Assume that Assumptions 1-4 hold and put δ f = min(δ 1 , δ 2 , δ 3,f , δ 4,f ). Then for all t ≥ 0 and n, k ∈ N such that t nk ∈ [0, δ f ]:
We can now finally get to the proof of our main result Theorem 2.2, i.e the convergence of the Lie-Trotter product formula for Markov operators. We need the lemma that yields the convergence of the subsequence of the form P
2 n µ 0 , f for µ 0 ∈ M 0 and for every f ∈ BL(S, d). Then, using this result, we will show that the sequence P 
with ω f as in Assumption 3. According to Lemma 5.7 (a),
Also, by property b) in Lemma 5.7, ω f t 2 l+1 , µ 0 can be made uniformly small, when t is in a compact subset of R + . Hence the sequence (r n ) n∈N is Cauchy in R, hence convergent.
Observe that a measure µ ∈ M + (S) is uniquely defined by its values on f ∈ BL(S, d). Lemma 5.12 and the Banach-Steinhaus Theorem (see [6] , Theorem 4.4.3) allow us to define a positively homogeneous map P t : M 0 → BL(S, d)
* by means of
However, according to Theorem 3.5, P t µ 0 ∈ M + (S) for every µ 0 ∈ M 0 and
Proposition 5.13. Let (P 1 t ) t≥0 and (P 2 t ) t≥0 be Markov semigroups such that Assumptions 1-4 hold. If µ 0 ∈ M 0 , then for every f ∈ BL(S, d) and for all t ≥ 0, P
Proof. Let f ∈ BL(S), t ≥ 0 and fix ε > 0. Put δ f = min(δ 1 , δ 2 , δ 3,f , δ 4,f ). For any l ∈ N, using Lemma 5.10, one has
According to Proposition 5.13 there exists N 0 such that for any l ≥ N 0
Lemma 5.7 (b) yields N 1 ∈ N, N 1 ≥ N such that for every n ≥ N 1 and l ∈ N,
Since ω f (s, µ 0 ) ↓ 0 as s ↓ 0, for every n ≥ N 1 , there exists l n ≥ N 0 such that
So by choosing l = l n in the above derivation, we get that
Next lemma shows that once convergence of P Lemma 5.14. Assume that Assumptions 1-4 hold. Then for every µ ∈ M + (S) and t ≥ 0,
Proof. Let µ ∈ M + (S). Let ǫ > 0. By Assumption 2, F (δ) is an equicontinuous family. Thus there exists δ ǫ > 0 such that
According to Proposition 5.13 and Theorem 3.5, there exists N ∈ N such that for n, m ≥ N,
Hence for n, m ≥ N, we obtain for 5.3 that
which proves that P Lemma 5.14 allows us to define for µ ∈ M + (S) and t ∈ [0, δ] 3 and 4 a single δ 3,f , δ 4 ,f . C f (µ 0 ) and ω f (·, µ 0 ) can be chosen to hold uniformly for f in the unit ball of BL(S, d), then one obtains Theorem 2.2 (ie. norm-convergence of the Lie-Trotter product) without the need of Theorem 3.5. Then one easily checks that convergence is uniform in t in compact subsets of R + . In fact for µ ∈ M 0 this result is captured in the preceding remarks. Let Γ ⊂ R + be compact. According to Lemma 5.2 F N Γ is equicontinuous for N sufficiently large. Then all estimates in the proof of Lemma 5.14 can be made uniformly in t ∈ Γ.
Moreover, in the situation described above, the rate of convergence of the Lie-Trotter product is controlled by properties of ω(·, µ 0 ), according to the proof of Proposition 5.13.
Properties of the limit
Let us now analyze properties of the limit operator family (P t ) t≥0 as obtained by the LieTrotter product formula. First 
Proof. Let ǫ > 0. From Assumption 2 (stability) we get that there exists δ ǫ > 0 such that
for all n ≥ N 0 . From Theorem 2.2 we know that there exists N 1 ∈ N such that for every n ≥ N 1
Then for n ≥ N := max(N 0 , N 1 ),
Proposition 6.2. If Assumptions 1-4 then for all k ∈ N, t ≥ 0
In particular, P t P s µ = P t+s µ for all t, s ≥ 0 such that
Proof. Let µ ∈ M + (S). Let ǫ > 0. Without loss of generality we can assume that t ∈ [0, δ 2 ]. For k = 1 the statement is obviously true. Assume it has been proven for k. We now show it holds for k + 1 as well. As we know that the limit of the Lie-Trotter product exists (Theorem 2.2), we can consider in the limit any subsequence. Take n = (k + 1)m, m → ∞:
Hence there exists N 0 ∈ N such that for all m > N 0 ,
Since by assumption P 
Also, by Theorem 2.2 we get N 2 ≥ N 1 such that for every m ≥ N 2
If t, s > 0 are such that t s ∈ Q, then there exist m, r ∈ N: rt = ms. Hence, by the first part,
Proof. First we will get the result for t ∈ [0, δ 2 ].
Let µ ∈ M + (S) and ǫ > 0. By Assumption 2, there exists δ ǫ > 0 such that
. Then, by taking the limit n → ∞ in (6.1), using Theorem 2.2,
. Now we can use Proposition 6.2 to extend the result to all t ≥ 0.
In the proof we actually show more, which we formulate as a corollary.
Corollary 6.4. The family P(δ) = P t : t ∈ [0, δ] is equicontinuous for every 0 < δ ≤ δ 2 .
Semigroup property.
Let us now analyze the full semigroup property of the limit. Recall Proposition 6.2. The extension to all pairs t, s ∈ R + of the semigroup property is not obvious. We do not assume any continuity of Markov semigroups. However, Proposition 6.5. Assume that Assumptions 1-4 hold and additionally that t → P i t µ : R + → M + (S) BL are continuous for i = 1, 2 and all µ ∈ M + (S). Then (P t ) t≥0 is strongly continuous and it is a semigroup.
Proof. Put Q n t := P , we obtain that F n : R + → R : t → Q n t µ 0 , f is continuous for all n ∈ N. According to Lemma 5.12, F 2 N converges uniformly on compact subsets of R + to t → Pµ 0 , f . Hence the latter function is continuous on R + . Now, first take t * ∈ [0, δ 2 ) and (
S) and ǫ > 0. Since the family P(δ 2 ) is equicontinuous (Corollary 6.4), there exists δ ǫ > 0 such that for all ν ∈ M + (S) with µ − ν * BL,d < δ ǫ ,
for all k ≥ N. So, by Theorem 3.5, t → P t µ is continuous on [0, δ 2 ). Now we show that continuity of t → P t µ on [0, mδ 2 ) implies continuity on [0, (m + 1)δ 2 ). Let t * ∈ [0, (m + 1)δ 2 ) and t k ∈ [0, (m + 1)δ 2 ) such that t k → t * . According to Proposition 6.2,
µ by assumption, the first term can be made arbitrarily small for sufficiently large k. The second term converges to P t * m+1 · P mt * m+1 µ, which equals P t * µ by Proposition 6.2. So indeed, t → P t µ is continuous on [0, (m + 1)δ 2 ). We conclude that t → P t µ is continuous on R + . According to Proposition 6.2, P t P s µ = P t+s µ for all t, s ∈ R + such that ∈ Q. Because t → P t µ is continuous, the semigroup property must hold for all t, s ∈ R + .
We say that Markov semigroup is stochastically continuous at 0 if lim hց0 P h µ = µ for every µ ∈ M + (S) BL . Stochastic continuity at 0 implies right-continuity at every t 0 ≥ 0, but not left-continuity. Next result shows together with equicontinuity, stochastic continuity at 0 implies strong continuity. Proposition 6.6. Let (P t ) t≥0 be a Markov-Feller semigroup. Assume that there exists δ > 0 such that (P t ) t∈[0,δ] is equicontinuous. If (P t ) t≥0 is stochastically continuous at 0, then it is strongly continuous.
Proof. (P t ) t∈[0,δ] is equicontinuous and P t ′ is Feller for all t ′ ≥ 0. Consequently, (P t ) t∈[t ′ ,t ′ +δ] is an equicontinuous family for every t ′ ∈ R + . Hence (P t ) t∈[0,T ] is equicontinuous for every T ∈ R + . So, if ε > 0, there exists an open neighbourhood U in M + (S) of µ such that
From the fact, that (P t ) t≥0 is (strongly) stochastically continuous at 0, there exists δ > 0 such that for every 0 < h < δ, P h µ ∈ U. Then, from the fact that
BL < ε for all 0 < h < δ. So t → P t µ is also left-continuous at every t 0 > 0. Corollary 6.7. If (P t ) t≥0 is stochastically continuous and (P t ) t∈[0,δ] is equicontinuous, then (P t ) t∈[0,T ] is tight for every T > 0.
Remark 6.8. From Proposition 6.6 we can conclude that a Markov semigroup that is stochastically continuous at 0 but not strongly continuous, cannot be equicontinuous.
6.3. Symmetry. We prove that, if the family P 1 (δ) is tight-as we assume in Assumption 1-then the limit does not depend on the order in which we start switching semigroups (P 1 t ) t≥0 and (P 2 t ) t≥0 . Now let us prove the following lemma.
Lemma 6.9. Let (P 1 t ) t∈T and (P 2 t ) t∈T be semigroups of regular Markov-Feller operators. Let n ∈ N, t ∈ R + . Then
where C i,j
Proof. We prove (6.2) by induction. Let L n denote the left hand side in equality (6.2), R n the right hand side. Obviously
Next we prove that the limit of the switching scheme does not depend on the order of switched semigroups in the product formula.
Proposition 6.10. Let (P 1 t ) t≥0 and (P 2 t ) t≥0 be semigroups of Markov operators for which Assumptions 1-4 hold and additionally, that Assumption 2 holds for (P
) and fix ε > 0. There exists N ∈ N such that t N ≤ δ, where δ = min(δ 3,f , δ 4,f ). Since (P 1 t ) t≥0 and (P 2 t ) t≥0 are equicontinuous, they consist of Feller operators necessarily. According to Lemma 6.9, for n ≥ N
As t is fixed and lim s→0 ω f (s, µ 0 ) = 0, we obtain for every f ∈ BL(S, d) and
Then, by Theorem 3.5, it also converges in norm. Hence,
Since by assumption Assumption 2 holds witj P 1 t ans P 2 t swapped, Proposition 6.3 holds forP t as well: both P t andP t are continuous on M + (S). Since M 0 is a dense subset of M + (S) BL and P t µ 0 =P t µ 0 for µ 0 ∈ M 0 , we obtain P t =P t on M + (S).
Relation to literature
We shall now show that Theorem 2.2 is a generalization of existing results. We start with Kühnemund and Wacker [21] approach and show in details that their result follows from Theorem 2.2. Then we provide proof that also the Proposition 3.5 in Colombo-Guerra [11] follows from Theorem 2.2.
7.1. Kühnemund-Wacker. Kühnemund and Wacker [21] provided conditions for C 0 -semigroups that ensure convergence of the Lie-Trotter product. Their setting is the following:
Let (T (t)) t≥0 , (S(t)) t≥0 be strongly continuous linear semigroups on a Banach space (E, · ) consists of bounded linear operators. Let F ⊂ E be a dense linear subspace, equipped with a norm | · |, such that both (T (t)) t≥0 and (S(t)) t≥0 leave F invariant.
Assumption KW 1. (T (t)) t≥0 and (S(t)) t≥0 are exponentially bounded on (F, | · |), so there exist M T , M S ≥ 1, and ω T , ω S ∈ R such that
for all t ≥ 0.
Assumption KW 2. (T (t)) t≥0 and (S(t)) t≥0 are locally Trotter stable on both (E, · ) and (F, | · |). There exists δ > 0 and
Theorem 7.1 (Kühnemund and Wacker, [21] , Theorem 1). Let (T (t)) t≥0 and (S(t)) t≥0 be strongly continuous semigroups satisfying Assumptions KW1-KW3. Then the Lie-Trotter product formula holds, i.e.
exists in (E, · ) for every x ∈ X, and convergence is uniform for every t in compact intervals in R + . Moreover, (P(t)) t≥0 is a strongly continuous semigroup in E.
We shall now show that Theorem 7.1 follows from our result. Note that in Theorem 7.1 there is no assumption that (E, · ) should be separable, while we assume that (S, d) is separable. This issue can be overcome as follows.
Fix x ∈ E. Define T 1 t := T (t), T 2 t := S(t) and
Then E x ⊂ E is the smallest separable closed subspace that contains x and is both (T (t)) t≥0 and (S(t)) t≥0 -invariant. Let S = E x with metric d(y, y ′ ) := y − y ′ . Then (S, d) is separable and complete. 7.1.1. Lifts. Let (P 1 t ) t≥0 be the lift of T (t) to M + (S) and (P 2 t ) t≥0 be the lift of S(t) to M + (S). That is, for µ ∈ M + (S),
where the integrals are considered as Bochner integrals in M(S) BL , the closure of
. We show that (P i t ) ≥0 , i = 1, 2, defined by (7.1) satisfy Assumptions 1-4. First consider Assumption 1. We discuss (P 1 t ) t≥0 only; the argument for (P 2 t ) t≥0 is similar. The map t → P
Using the strong continuity of (T (t)) t≥0 and Lebesgue's Dominated Convergence Theorem we see that t → P 1 t µ, f is indeed continuous on R + . Thus, {P
Let φ ∈ BL(S, d) and x 0 ∈ S. Let U 1 t be dual operators to P 1 t . Then:
So there exists δ T such that {U 
Let φ ∈ F ⊂ E. We define
Then M 0 is dense in M + (S) and (P i t ) t≥0 -invariant, i = 1, 2. Moreover, define
To check Commutator Condition in Assumption 3, let f ∈ BL(S, d) and µ 0 ∈ M 0 . We define a new admissible metric d E(f ) as in (2.3). Then for y, y
For h ∈ E(f ) there exist s, s ′ and t ∈ [0, δ], with δ = min(δ 1 , δ 2 ), such that
for some constant M > 0, according to Assumptions KW1-2.
. By the Commutator Condition KW3 we get the following:
Since α > 1, ω f : R + × M 0 → R + is continuous, non-decreasing and for every δ > 0
Moreover, for µ 0 ∈ M 0 ,
Hence, we get Assumption 3 for all µ 0 ∈ M 0 and δ 3,f = δ ′ .
Let us now check Assumption 4. First, for any φ ∈ F ,
Thus,
δ F e (ω T +ωs)δ (independent of f and µ 0 ) and δ 4,f = min(δ, δ ′ ), we see that Assumptions 1-4 hold.
Hence, we conclude that the Lie-Trotter formula holds for (P i t ) t≥0 , i = 1, 2. Moreover, as δ 3,f , δ 4,f , C f (µ 0 ) and ω f can be chosen uniformly for f in the unit ball in (BL(S, d), · BL,d ), the convergence is uniform in f in compact subsets of R + . Furthermore, for every y ∈ E x , P
The set of Dirac measures is closed in M + (S) BL . To show this let (δ xn ) n be a sequence of Dirac measures such that δ xn → µ for some µ ∈ M + (S). Then (δ xn ) n is a Cauchy sequence, and
[18] Lemma 2.5). Then also (x n ) n∈N ⊂ S is a Cauchy sequence. As S is complete, (x n ) n∈N is convergent. Hence, there exists x * ∈ S such that x n → x * as n → ∞ and
Hence, P t δ y = δ P x t y for a specific P x t ⊂ E (as in statement Theorem 7.1). Because the (P i t ) t≥0 , i = 1, 2, are strongly continuous in this setting, (P t ) t≥0 is a semigroup by Proposition 6.5. Therefore, (P x t ) t≥0 is a strongly continuous semigroup on E x . The operators P t are linear and continuous:
is satisfied for all u ∈ Y and t ∈ [0, δ] with some δ > 0, and for a suitable ω :
Theorem 7.2. Under Assumptions CG1-CG3 there exists a global semigroup Q : [0, +∞)× X → X such that for all u ∈ Y , there exists a constant C u such that for t > 0
In fact, [11] Proposition 3.5 also includes a statement of convergence of so-called Euler polygonals to orbits of Q. The interested reader should consult [11] for further details on this topic.
The construction in this case that allows us to conclude Theorem 7.2 from our Theorem 2.2 is highly similar to the Kühnemund-Wacker case discussed in the previous section. Therefore we state the main reasoning and give the immediate results.
Let u ∈ X. We take S = X u where the latter is the smallest separable Banach space in X that is invariant under (S i t ) t≥0 , i = 1, 2, equipped with the metric induced by the norm on X. Let P as before, which established Assumption 3. Note that ω f can be chosen uniformly for f in the unit ball of BL(S, d).
Assumption 4 is obtained from the estimate
which yields
Thus, the Lie-Trotter formula holds for (P 
Assume that (a) holds for j − 1:
Then for j: So with m = nk we get the result.
