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MARKET MAKERS V's THE GENERAL PUBLIC: A FIRST LOOK AT 
S&P500 FUTURES TRADE DATA  
Abstract 
This paper considers 15 minute records of trading volume and traded prices 
coinciding with the reporting intervals required by the Commodity Futures Trading 
Commission. Records are extracted from trade records for market trade and also two 
way trade between market makers (CT1) and the general public (CT4) from January 
1994 to June 2004. Futures price records are matched with S&P500 cash index price 
records.  Identifiable simultaneous volatility models are specified and estimated to 
test trading volume to futures volatility lead/lag effects and also futures volatility to 
cash index volatility lead/lag effects. A model selection criteria shows that this 
identifiable model, with correct direction of causality imposed, dominates an 
identifiable model with arbitrary direction of causality imposed. As we disaggregate 
from the market records to CT1 and CT4 records and further into year to year 
samples, volume to futures volatility leading effects and also futures volatility to 
cash volatility leading effects dominate. The results raise important issues for risk 
management and dynamic hedging models employing intra-day trader data. A 
number of important issues for further analysis are also raised in this paper.  
 
I INTRODUCTION 
   3 
In many risk management models and dynamic hedging models the data is 
often taken as given and important daily and intra-day trading patterns not 
accounted for in these models. It seems fundamental that before employing these 
models previous empirical results and the stylized facts from the literature be 
considered. What is important is understanding the trading behaviour in asset and 
derivative markets so that potential distorting effects can be tested and then 
accounted for in risk management and hedging models. I review the early seminal 
literature that has considered these effects and propose an extension to these 
models by employing intra-day trade data on the S&P500 index futures and cash 
index in this paper.  
The evidence of contemporaneous and unidirectional effects in cash index 
and index futures volatility series is scarce. Gannon (1994) compared three tri-variate 
structural simultaneous volatility systems, with volume embedded as an endogenous 
variable. The evidence of intra-day unidirectional effects from the Australian futures 
volatility to the cash index volatility was strong. Chan, Chan and Karolyi  (1991) 
modelled the S&P500 cash and futures returns within a bi-variate GARCH 
framework. They indicate strong persistence and predictability in the volatility of 
intra-day price changes even in sub periods when the interdependence in the price 
changes themselves appears to be diminished.  
Inter and intra-day volatility effects are clearly linked to intra-day volumes 
and trading patterns in a small number of applications. Choi and Lam (1996) 
document a U-shaped volatility pattern in 15 minute returns for the Hang Seng Index 
Futures. The afternoon opening volatility also displayed an elevation from the 
regular U-shape. Choi and Lam also found this U-shaped pattern for inter-day 24   4 
hour returns volatility. They argue that the inter-day patterns are not attributable to 
market structure, not so much to private information revealed in trading, but to a 
large extent, trading noise. These observed patterns are consistent with the pricing 
model developed in Amihid and Mendelson (1987). That is, account should be taken 
of inter-day patterns in a structure which attempts to quantify intra-day futures 
volatility effects. Modelling the intra-day contemporaneous volume of trade effects 
jointly with index futures volatility to cash market volatility embedded within a 
structural systems framework was first reported in Gannon (1994). Contemporaneous 
volume effects were very significant in the futures equation.  The application in this 
paper considered  Australian Share Price Index futures market volatility, volume of 
trade of the futures and cash index market volatility for intra-data sampled at 15 
minute intervals. Gannon (2005) further employed this modelling framework for 15 
minute sampled futures market volatility, volume of trade in the futures and cash 
index market volatility from the Hong Kong market. Inter and intra-day trading 
patterns were modelled in this application.  
The first paper to extend the analysis of the volatility and volume effects to 
futures trader type behaviour  is reported by Daigler and Wiley (1999). This study 
employed daily data to investigate this feature for a number of futures contracts 
employing both the absolute value variance model and open, close, high, low price 
range estimator of volatility. In this paper we extend this analysis by considering 
trader type behavior in the S&P500 futures for intra-day sampled data from trade 
records from the Commodity Futures Trading Commission (CFTC) trade database. A 
Simultaneous Volatility Model is estimated which jointly captures both the futures   5 
volatility and volume behavior and also futures and cash market lead lag volatility 
effects. A model selection criteria shows that this identifiable model, with correct 
direction of causality imposed, dominates an identifiable model with arbitrary 
direction of causality imposed. Structural analysis of these market features is 
important as these structural models provide information of important economic 
content. Also the reduced forms can be extended to forecasting out of sample hedge 
ratios, helping in position setting within the trading day and final forms can be 
employed for simulation of time paths for variables of interest in the system.  
Some empirical applications in the finance and econometrics literatures have 
attempted to quantify these effects by employing variants of multivariate volatility 
structures (MGARCH). However, these structures are typically reduced form models 
(with various restrictions on the covariance term and dynamic lag structure) but do 
not impose appropriate exogeneity restrictions or causality restrictions within the 
structure in the estimation process. Given that information transmission is virtually 
instantaneous it is more logical to employ structural systems which can incorporate 
simultaneous endogenous effects in the formalization. As well, when 
contemporaneous volatility and volume effects are synchronously observed at high 
frequency then these effects dominate lagged time series effects in estimated 
structural systems. These systems do allow imposition of exogeneity and causality 
restrictions for measures of volatility and volume observed at particular points in 
time. This is important when correlation structures between measures of volatility 
and volume of trade effects are observed at high frequency.    6 
The effective bias in parameter estimates obtained from GARCH models 
when accumulated volume of trade within the daily observation interval is included 
as an exogenous variable is demonstrated in Board, Sandman and Suttcliffe (2001). 
When volume of trade measures, observed at a point in time are included in GARCH 
models the parameter estimate of the volume of trade is a sum of geometrically 
declining weighted parameter estimates of the lagged volume effects. It follows that 
the parameter estimate for the volume variable is not identified. This effect can also 
be seen by successive substitution of the lagged conditional volatility term in 
GARCH models with volume effects included. The same can be said when these 
models are employed with intra-day observed data. This problem can be avoided by 
employing structural simultaneous volatility systems of equations where all measures 
of volatility and volume of trade are observed from point to point in time so that 
parameter estimates are identifiable. 
This leads to one key focus in this paper i.e., quantifying intra-day trading 
patterns and information effects. By quantifying contemporaneous and unidirectional 
volatility transmissions and volume of trade effects we are better able to deal with 
market micro structure effects. Structural estimation of intra-day volatilities will be 
important in quantifying (i) spillover effects between markets (information 
spillovers), (ii) volatility transmissions between underlying assets and derivatives, 
(iii) exogenous market specific political and economic announcement effects, and 
(iv) endogenous volume of trade effects. These effects cannot be adequately captured 
by employing data observed from particular time points from day to day. These 
effects are easily incorporated into the structural volatility systems estimator.    7 
This structural formalization permits a wider class of models than in the 
conditional volatility literature, for example, different transformations such as 
squared returns, the absolute value of returns and logarithmic transformations of 
squared returns. Different sets of endogenous and exogenous variables such as 
volume measures and microstructure factors can enter the system. This structural 
approach permits sensible theoretical restrictions to be placed on the structural 
volatility system, restrictions that can be used for identification. The reduced forms 
can be employed to obtain recursive step ahead forecasts for endogenous volatilities 
and volumes. The final forms can be employed to simulate shocks to time paths of 
included volatilities and variables.  
We extend the Gannon (1994, 2005) approach in this paper by modeling 
futures and cash market volatility and volume of trade effects and also trader type 
effects for the S&P500. This data is sampled at 15 minute intervals from January 
1994 to June 2004 from trade data obtained from the CFTC. We generate 15 minute 
records for market trade but also the two largest trader types in the S&P500 futures, 
the market makers (CT1) and general public (CT4). All three databases are matched 
with corresponding records for the intra-day S&P500 cash index records. From a 
trade database containing several hundred million trade records these matched files 
contain 67,340 market records, 65,104 records for CT1 selling to CT4 and 65,078 
records for CT4 selling to CT1. Some months of data for CT1 and CT4 were not 
useable for 2001.  
This structural class of volatility models and identification criteria are 
described in section two. The data and model application are described in detail in   8 
section three. Results and discussion is presented in section four. Some concluding 
comments follow in section five.  
 
 II SIMULTANEOUS VOLATILITY STRUCTURES 
 
The first application of the simultaneous volatility system for intra-day 
futures volatility, futures volume of trade and cash index volatility is reported in 
Gannon (1994). This model allowed for inclusion of dummy, trend and other part 
continuous variables in the system. Within this system the normalized and un-
normalized matrix rank and order conditions for identification of these systems is 
documented in the appendix of that paper. Allowance for multi-step estimation with 
inclusion of moving average error correction mechanisms is included and for 
seasonal (day to day observation interval) error correction mechanisms is allowed for 
in the Gannon (1994) and also Gannon (2005).  
Parameter estimates obtained from well specified systems then supply 
information with important economic content. These structural approaches are not 
difficult to employ providing necessary assumptions required for these estimators are 
not violated. When structural volatility estimates are invariant to alternative 
specifications of the mean equation then the volatilities can be regarded with intra-
day data as transformations of returns. It is important to note that if the original 
innovations are I(0) each of the volatility measures are I(0) and if volume of trade is 
also I(0) endogenous volatilities and volumes can then be regarded as a system of 
structural equations. It follows then that the identification and estimation of such a 
system can proceed as for a system of structural equations in the mean.    9 
This general approach can then be seen as one in which the dynamics in the 
system are adequately accounted for so that measures of correlation between 
contemporaneous volatilities and variables in the system are identifiable. When 
observations are generated by a simultaneous volatility structure, their distribution is 
determined by the reduced form. Even if conditional normality does not strictly hold 
for the disturbances the parameter estimates will still be asymptotically normally 
distributed and maximization of the quasi log likelihood will still give consistent 
estimates. Full information methods will still be asymptotically efficient under 
conditions discussed in White (1982), and Gourieroux, Monfort and Trognon (1984).  
These systems can be augmented to include dummy, trend and other part 
continuous intervention variables. The approach of Magnus and Neudecker (1988) 
can be adopted in that these variables sharpen point estimates in the structural part of 
the system and do not hinder identification of parameters of interest. However, when 
a full set of these variables are not included in the system short run stochastic effects 
lead to less efficient estimates. Then moving average error correction mechanisms 
can be included in multi step estimation, if required.  
For simplicity, let the set of volatility relations be represented by the 
following  
structural form:  
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The assumption  T x x t t
T
t t / lim
'
1 ∑ = ∞ →  exists and is non-singular rules out the existence 
of non-stationary regressors. The assumption of zero serial correlation in structural 
disturbances is also important in guaranteeing identification in the system.  
Multiplying through by a G × G non-singular matrix F, the new structure may 
be written as:  
( ) t t t x F F ω σ β = Γ + ) ( ) (
2  , 
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When the transformation matrix 
1 − = β F  the transformed structure becomes 
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Equation (2) is the ‘reduced form’ of the ‘structural system’ (1).  
Without further restrictions no equation is identified since the system (1) can 
be premultiplied by any non-singular constant matrix F, and the new equations will 
be observationally equivalent to (2). Sufficient restrictions must be imposed on the 
transformation matrix, F, to ensure an identifiable structure. These conditions are 
defined for three equation volatility systems in Gannon (1994). Full matrix rank 
identification conditions are necessary and sufficient to show lack of identification in 
the system as a whole. A reduced rank matrix condition relates to the unnormalized 
case. The order condition simply determines whether an equation is identified or 
overidentified.  
Now consider accounting for the short run deviations from the long run 
structural paths subsumed in the structural part of the system. This following 
discussion provides the key as to how to distinguish between competing structural 
forms.     12 
To see how these variables may enter these structural systems impose a 
univariate MA representation on structural disturbances obtained from first round 
estimates. These processes can be viewed from the perspective of the dynamic 
simultaneous equations system in Harvey (1990) with the further imposition of 
structural restrictions on the long run parameters of the system. For the dynamic 
simultaneous volatility system  
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the system is linear in parameters and defining the matrix polynomials for the lagged 
endogenous volatilities and variables as    
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then the final form is written as 
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Harvey (1990) then considers vt specified as a multivariate MA process,  
 
) 5 ( ) ( t u t u L v θ =  
   13 
and and assumes some exogenous variables,  t z , as stochastic and generated by a 
multivariate MA process,  
 
) 6 ( ) ( t z t L z ξ θ =  
 
with  t ξ  a vector of serially uncorrelated disturbances with mean zero and covariance 
matrix  z Ω , so that the autoregressive final form is written as  
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For this final form 
# ν may be decomposed into a set of univariate MA processes. 
Then each endogenous volatility/variable has a transfer function representation in 
which only the elements of  t x  appear as explanatory variables in the long run 
structural part of the system. If exclusion or other restrictions are imposed on β  then 
these restrictions are also imposed on the reduced form disturbance vector.  
If the matrix rank condition holds for competing structures then alternatives 
to mis-specification testing are required. This problem falls outside the theoretical 
development in White (1982). Therefore, the identification problem in these 
structures is only concerned with imposition of sufficient restrictions on β  and Γ so 
that sufficient restrictions are imposed on the elements of F. It follows that 
alternative restrictions on F can provide identifiable structures. This holds when 
v Σ (the structural form variance/covariance matrix) and therefore Ω (the reduced   14 
form variance/covariance matrix) are non singular. For two structures to be 
observationally equivalent they must have identical reduced form parameter matrix 
and variance/covariance matrix. It follows that the parameters of two separate 
structures may be identifiable but not observationally equivalent. The final form 
defined in equation (4) or the autoregressive final form, defined in equations (7a and 
7b), is one way to separate seemingly observationally equivalent structures. 
Consider three equation specifications of the structure (1) again but represent 
these structures with only one lag on the dynamics although the caveat that exclusion 
implies exclusion at all lags is implied. In the structural part of the systems 
2
t σ  may 
represent endogenous volatilities,  t y  may represent an endogenous variable, 
2
1 − t σ  
may represent lagged endogenous volatilities,  1 − t y lagged endogenous variables and 
t x other variables deemed exogenous at time t, with each equation containing a 
distinct structural disturbance term vt.  
These structural forms are identifiable according to the classical matrix rank 
and order conditions. These conditions only consider distinguishing separate 
parameter points from an unrestricted model. In order to distinguish between these 
‘structures’ the transformation matrices (F) need be distinct. For different F the 
transformed reduced form parameter matrices and transformed variance/covariance 
matrices will be distinct. It follows that a ‘locally identified’ structure can be defined. 
If the autoregressive final form is written down then these structures can be seen to 
be separate.  
Impose the restrictions implied by K-type SVAR structures first.  
   15 
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(9) 
 
For the unnormalized case all equations are identified by the rank condition as 
ank 1 ) (
' − = G A g φ  (see Gannon (1994) p. 1060, copies available from author on 
request).  
In all equations  2 , 3 = = i K K and 2 = i G so that  1 − = − i i G K K  so that all 
equations are exactly identified by the order condition. The reduced form and final 
form for the SVAR are identical since only lagged endogenous volatilities and 
variables enter the structural systems (i.e.,  t x  variables do not appear in the final 
form). 
Now consider the three equation structural simultaneous volatility system 
where lagged endogenous volatilities, lagged endogenous variables and variables 
deemed exogenous in separate equations at time t enter. The system includes a new 
exogenous variable  4 x  .  
   16 
SIMULTANEOUS VOLATILITY MODEL  
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Noting that changing rows in a matrix does not alter the rank of the matrix, 
for the unnormalized case all equations are identified by the rank condition as 
rank 1 ) (
' − = G A g φ  (see Gannon (1994) p. 1062).  
In all equations  3 , 4 = = i K K and 2 = i G  so that  1 − = − i i G K K  so that all 
equations are exactly identified by the order condition. 
In this structure the reduced form and final form are different. This structure 
is distinct from the SVAR. In this structure  4 x in the first equation,  1 − t y  in the second 
equation and 
2
1 2 − t σ  in the third equation are considered exogenous to those equations 
since these variables cannot be written in autoregressive form for the respective 
equations. These variables explain the systematic component in the mean paths not 
explained by the autoregressive structure. These are the  t x  components in the final   17 
form described in equation (4). Short run deviations from the long run time paths 
generated from the autoregressive final forms will also be different from the SVAR. 
This follows from the observation that the multivariate MA processes, 
t u t u L L A L A ) ( ) ( ) (
1 1 θ ν
− − = , from this final form are generated from quite different 
sets of structural disturbances,  t ν . Then the univariate MA terms, 
# ) ( t L A ν
∗ , obtained 
from the autoregressive final forms will be separate and distinct.  
Competing systems in which all equations of interest are identifiable have 
now been presented. Assuming that variables entering these systems are integrated of 
appropriate order, long run parameters implied by these systems will be identifiable. 
As well, the parameter estimates will be asymptotically normally distributed even if 
the structural disturbances are not strictly normally distributed.  
 
III DATA AND MODEL 
 
There are three important reasons for choosing the following dataset to 
demonstrate the methods described in the previous section. First, in results reported 
in Gannon (1994) and Gannon (2005) sampled data from the Australian Stock and 
Futures markets and Hong Kong Stock and Futures markets provided interesting 
examples of market volatility/volume effects and futures to cash market lead/lag 
effects when sampled at 15 minute intervals. Both datasets featured data sampled 
where the stock market trading was conducted electronically whilst the futures were 
pit traded, at the time of sampling. The trading features are similar to those observed 
in the S&P500 U.S. cash index and pit traded index futures markets at current time. 
Second, actual intra-day price, volume of trade measures, trade identifiers and trader   18 
type classifications are validated from the pit records for the S&P500 futures by the 
CFTC. Trades are required to be submitted within each 15 minute trading interval. 
Late submissions are re-located according to time stamps and also validated using 
time and sales records. An allocation method based on both pit and chit trades was 
required for both the Australian and Hong Kong data, however the end result is 
similar for all three examples. Third,  the CFTC classifies and allocates trades into 
four broad categories of trader type: (i) market makers CT1 (ii) institutions CT2 (iii) 
floor traders CT3 and (iv) the general publicCT4. The majority of market trade is 
conducted by trader types CT1 and CT4. The advance over the Gannon (1994) and 
(2005) papers is that in addition to sampling market trade at 15 minute intervals two 
additional sets of trader type behavior are generated for analysis. Market makers CT1 
selling to the general public CT4 and also the general public CT4 selling to market 
makers CT1. For each 15 minute interval accumulated volume of sales, opening 
price, closing price, high price and low price are recorded for each interval for each 
category are generated. An identical algorithm was employed to extract the prices 
and trading volumes for the different categories. All nearest to expiration contracts 
are sampled up and including expiration day. As well, these four price records are 
also sampled for the S&P500 cash index records at 15 minute intervals from 1 
minute records. Only full day trading data is considered and only when both the 
futures and cash markets are active. Matched 15 minute files with the cash index are 
generated for the market, CT1 and CT4. For both CT1 and CT4 files the February, 
April, May and June months for 2001 had to be deleted because of corrupted records. 
The full matched sample runs from 8.30am to 3.00pm (Chicago time) beginning   19 
January 1994 to end June 2004 with sub-sample analysis also reported. There were 
around 250 million trade records for both sides of the trade. The sampling algorithm 
provided 67,340, 65,104 and 65078 matched records for the market, CT1 and CT4, 
respectively.   
In this example a three equation simultaneous volatility model system 
measuring transmission between the S&P500 futures volatility (FUT), S&P500 cash 
index (CAS) volatility and S&P500 futures volume of trade (VOL) is estimated. The 
typical contemporaneous U-shaped patterns in intra-day futures/volume, lead/lag 
effects between futures/volume and lead/lag effects between cash and futures 
volatility are embedded within an identifiable system so that correlations between 
these variables are identifiable.  
The preferred structural part of the model can be formally defined as follows 
(ignoring time subscripts):  
                      
LAGFUT VOL 11 13 γ β + +
 
                       
LDVOL LAGVOL 14 13 γ γ + +
 
FUT 21 β +
 
                  LAGVOL LAGCAS LAGFUT 23 22 21 γ γ γ + + +  
                       LAGVOL LAGCAS LAGFUT VOL 33 32 31 33 γ γ γ β + + + +  
 




Volatility of the S&P500 futures at time t.    20 
Volatility of the S&P500 cash index at time t. 
Accumulated volume of trade on the S&P500 futures during the 
15 minute interval up to time t. 
Volatility of the FUT at time t-1. 
Volatility of the CAS at time t-1. 
Accumulated volume of trade on the S&P500 futures during the 
15 minute interval up to time t-1.   21 
Accumulated volume of trade on the S&P500 futures during the 
15 minute interval up to time t+1. 
 
The endogenous variables of interest in each equation in the system are FUT, 
CAS and VOL, respectively. The leading volume term is not a perfect foresight 
variable in a rational expectations context. This variable should be important in 
modelling the behaviour of informed traders. The key parameter estimates of interest 
as an indicator of volume to volatility lead effect  is the LDVOL term in the FUT 
equation. The key parameters of interest in the futures volatility to cash volatility 
effects are a significant LAGFUT estimate and an insignificant LAGCAS estimate in 
the CAS equation. The additional variables in the system provide important 
economic evidence of correlation effects between variables. They also play an 
important role in modelling the dynamics in the systems so that the key parameters 
of interest provide evidence of relevant correlation effects across the variables of 
interest. In addition, the system is augmented with the following variable to test for 
systematic intra-day effects:  
A dummy variable taking the value 1 for the first interval of each 
trading day (8.30am to 8.15am), zero otherwise. 
   22 
A full set and a number of subsets of stratifying dummy variables were employed but 
found to be unimportant.  
This model is compared with the SVAR specification defined in equation (9) using 
the AIC. In this SVAR model leading volume is excluded from the futures volatility 
equation (volume to futures volatility leading effects) and the direction of volatility 
leading effect reversed. Contemporaneous and lagged cash market volatility enters 
the futures volatility equation with contemporaneous and lagged futures volatility 
excluded from the cash volatility equation. It follows that a test of the simultaneous 
volatility model against this SVAR structure is a joint test of significance of the 
volume to futures volatility and futures volatility to cash volatility lead effects.  
Measures of volatility are defined as the natural logarithm of the squared excess 
return from an AR(1) regression of the futures and cash index returns. The natural 
logarithmic transformation helps normalize extremes observed in squared excess 
returns and volatility so that sensitivity to non-normal variables of the systems 
estimator is avoided. The returns are the natural logarithm of the close to open price 
relatives. Box Pierce statistics up to order 20 do not provide any significant evidence 
of departure from an assumed I(0) process for the returns. The volatility measures are 
also well behaved and approximate I(0) processes.  
The absolute value volatility and open, close, high, low range measures of volatility 
were also employed in this simultaneous volatility framework but structural residuals 
displayed substantial serial correlation (bordering on non-stationarity). Further 
investigation of this phenomena using intra-day data is required.  Unlike reported 
empirical studies employing daily close to close prices and volume the behavior of   23 
intra-day sampled data is quite different. Actual intra-day volume captures 
contemporaneous trading patterns in futures volatility. Segmenting into expected and 
unexpected volume in a multi-step procedures is not required as in this model lagged, 
contemporaneous and lead volatility are employed.  
In all reported Full Information Maximum Likelihood (FIML) systems estimates 
Gauss Newton iterations with a half search squeeze algorithm and BHHH asymptotic 
p-values are employed and reported. The un-normalized form of each system is re-
estimated to provide an equation by equation estimate of the R-Squared. The Durbin 
Watson (DW)  autocorrelation statistics are reported as an indicator of mis-
specification. This statistic should be close to the asymptotic distribution value of 2 
in the absence of mis-specification. Calculating (2-DW)/2 provides the estimate for 
the serial correlation parameter for each equation. An Akaike Information Criterion 
(AIC) is calculated to test the Simultaneous Volatility Model against the SVAR. The 
model which minimizes the AIC is the preferred model. An adjusted Likelhhood 
Ratio (LR) test (based on the AIC without re-scaling by T) is reported within the text 
for  the full sample fit (1994-1999, and 2000-2004) against the fit of models 
generated from separate annual sub-samples. This is the likelihood ratio test 
penalized by 2P where P is the excess number of parameters generated from separate 
annual analysis versus the full period samples. For the first case the AIC test takes 
the form (-2logl + 2P)/T, with T the sample size. For the second case this test is 
modified as the sum of the adjusted LR statistics for each annual period relative to 
the adjusted LR statistic over the full sample period. A positive adjusted LR statistic 
is defined the preferred model (full sub-sample v’s annual period fit).    24 
 
IV VOLUME, VOLATILITY AND LEAD/LAG EFFECTS  
 
In Table 1 The AIC is reported for the Simultaneous Volatility Model (SVL) 
versus the SVAR for the two sub-periods 1994-1999 and 2000-2004 for the market, 
CT1 and CT4 trades. I note that the AIC always indicates preference for the 
Simultaneous Volatility Model so the following inference will be rorted for the 
former model.  
 
TABLE 1 











R   25 
The AIC test takes the form (-2logl + 2P)/T, with P the number of estimated 
parameters in the model and T the sample size. Preferred model minimizes the AIC.  
 
In table 2 estimation results are reported for the market sample, CT1 selling 
to CT4 and CT4 selling to CT1 for the sub periods 1994-99 and 2000-04. For the 
period 1994-1999 for the market sample lead volume is important in the futures 
volatility equation suggesting a leading effect from volume to futures volatility. Lag 
futures volatility is important whilst lag cash volatility is unimportant in the cash 
volatility equation suggesting a leading effect from futures volatility to cash 
volatility. Whilst lead volume remains important in the futures volatility equation  
lag futures volatility ceases to be important in the cash volatility equations during 
2000-2004. However, the Durbin Watson statistic suggests mis-specification in the 
futures volatility equation for both sub periods. Also an adjusted LR statistic for each 
sub-sample (1994-1999, 2000-2004) versus annual sub-sample analysis of around 
4,000 and 3,400 (highly significant at any level) from the market data suggests 
significant mis-specification in the larger sample results. As well, the Durbin Watson 
statistic is now better behaved in all equations including the futures volatility 
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ASYMPTOTIC BHHH p VALUES IN SMALL PRINT. **, * significant at 1%, 5% 
level. 
FIML ESTIMATES OBTAINED VIA GAUSS NEWTON ITERATIONS.    36 
AR(1) is the autoregressive parameter estimate from the mean equation.  
R Squared estimated from the un-normalized equations in the system. 
DW is the Durbin Watson for mis-specification with asymptotic distribution critical 
value of 2.   
 
Given the focus is on the CT1 and CT4 results I do not report annualized 
market results but summarize these estimates. For 1994-1999 for all annual sub-
samples the lead volume term is very significant in the futures volatility equation 
indicating a volume lead effect. However, the lag futures and lag cash volatility 
parameter estimates, for these annual sub-periods, are all very significant in the cash 
volatility equation. It follows we can say little about the futures volatility to cash 
volatility lead effect from these results because lag cash volatility remains 
significant. The only insignificant parameters in the systems results are for lag cash 
volatility in the volume equation on two occasions (1994 and 1995). For 2000-2004 
only in the 2004 annual results we find the expected lead volume effect is significant 
in the futures equation and lagged futures volatility significant with lagged cash 
volatility insignificant in the cash volatility equation. For the remaining annual sub-
periods only in 2003 is there evidence of a volume leading effect to futures volatility  
but there is no evidence of futures volatility leading cash volatility in the cash 
volatility equations.  
Considering the aggregated CT1 and CT4 results for sub-periods (1994-1999, 
2000-2004) in Table 2, for CT1 there is evidence  of volume to futures volatility 
leading effects for the full period 1994-1999 but no evidence for the full period   37 
2000-2004. There is only evidence of  futures volatility leading effects to cash 
volatility for the full period 2000-2004. For CT4 volume to futures volatility leading 
effects are only significant for the full period 1994-1999 whilst futures volatility to 
cash volatility leading effects only important for the full period 2000-2004.  
However, the picture changes somewhat when we consider the effects in CT1 
and CT4 databases annualized periods.  
The adjusted LR statistic for the full period samples (1994-1999, 2000-2004) 
versus annualized datasets for CT1 are significant (460) and in favour of the 
annualized data for 1994-1999 but the adjusted LR is not significant for 2000-2004. 
Results for annualized data for CT1 are reported in Tables 3 and 4 and for annualized 
CT4 reported in Tables 5 and 6.  
 
TABLE 3 
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ASYMPTOTIC BHHH p VALUES IN SMALL PRINT. **, * significant at 1%, 5% 
level. 
FIML ESTIMATES OBTAINED VIA GAUSS NEWTON ITERATIONS.  
AR(1) is the autoregressive parameter estimate from the mean equation.  
R Squared estimated from the un-normalized equations in the system. 
DW is the Durbin Watson for mis-specification with asymptotic distribution critical 
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TABLE 6 
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ASYMPTOTIC BHHH p VALUES IN SMALL PRINT. **, * significant at 1%, 5% 
level. 
FIML ESTIMATES OBTAINED VIA GAUSS NEWTON ITERATIONS.  
AR(1) is the autoregressive parameter estimate from the mean equation.  
R Squared estimated from the un-normalized equations in the system. 
DW is the Durbin Watson for mis-specification with asymptotic distribution critical 
value of 2.   
 
 
For the former sub-period the leading volume term is significant for every 
year 1994-1999. For the latter sub-period the leading volume term is significant for 
2002, 2003 and 2004 but we could expect some problem with the 2001 data as 
missing data was observed during the sampling process. So there is strong evidence 
of a leading volume term in the futures volatility equation when we consider the 
annual sub-sample data. In the cash volatility equation the lagged futures volatility 
estimate is significant and lagged cash volatility insignificant for years 1994, 1995, 
1996, 1997 and 1998 but not thereafter. As with the annualized results for CT1, for 
the CT4 estimates the leading volume term is very significant in the futures volatility 
equation for all separate years 1994 to 1999 and now also for 2002, 2003 and 2004. 
The adjusted LR statistic for CT4 sub-periods (1994-1999, 2000-2004) versus 
annualized data are 1540 and 3180, respectively. Referring to tables 5 and 6 there are 
also very significant parameter estimates in the  cash volatility equation, the lagged 
futures volatility estimate is now very significant and lagged cash volatility is   79 
insignificant for years 1994, 1995, 1996, 1997, 1998, 1999 and also for 2000, 2002 
and 2004. Again the results are not impressive for 2001 whilst lagged cash volatility 
remains significant in the cash volatility equation for 2003.  
What we can see is that there seems to be much stronger model results 
coming through in the disaggregated data for the CT1 and CT4 records than for the 
market data. Also the annualized results for CT1 and CT4 are much more in line with 




What has been undertaken in this research is a careful sampling of CFTC 
S&P500 futures trade records into the 15 minute required reporting intervals for the 
period January 1994 to June 2004. Accumulated volume of trade open, close, high 
and low prices are extracted for market trade and also market makers CT1 trading 
with the general public CT4 for each group selling short to the other. These trading 
records are matched with similar price records for the S&P500 cash index. An 
identifiable system of Simultaneous Volatility Model equations is artificially nested 
and tested, via a systems AIC, against a competing identifiable Structural VAR 
system.  Results are reported from the dominant systems of Simultaneous Volatility 
Model equation estimates with futures trading volume, futures volatility and cash 
index volatility  included as endogenous variables.  
The measures of volatility employed are generated as the natural logarithm of 
the squared excess return from an AR(1) regression of the futures and cash returns.   80 
Reported estimates of the serial correlation coefficients from these AR(1) regressions 
of the returns generally display insignificant lag parameter estimates. Box Pierce 
statistics up to order 20 do not provide any significant evidence of departure from an 
assumed I(0) process for the returns. The volatility measures are also well behaved 
and approximate I(0) processes.  
Volatility measures based on the high, low, open, close range estimator are 
also employed.  However, these intra-day measures displayed high order serial 
correlation (near non-stationary) behaviour so that results from these measures are 
not reliable and not reported. The volatility measures employed for the results in this 
paper are directly related to the range measures but employ an adjusted measure from 
the open to close prices. This measure  excludes high and low prices in the 
formulation so it would seem that the non-stationary behaviour of the range estimator 
may be driven by the high, low evolution in this intra-day data. How to adjust these 
range measures for intra-day data models and whether this is a problem in results 
reported from daily range volatility measures remains an area for further research.  
The reported results from this research are encouraging from a number of 
aspects. There seems strong evidence of a market volume to market futures volatility 
leading effect and market futures to market cash leading effect for the full 1994-1999 
sample but this effect is not clear for the 2000-2004 market sample. Also annual 
databases for the market show strong market volume to market futures volatility 
leading effects for 1994-1999 but only for 2004 in the latter sample. We cannot draw 
inference about the market futures volatility lead effects to cash market volatility for 
1994-1999 as lagged cash volatility remains significant in the cash market equation.    81 
Lagged futures market volatility is only significant in the cash market equation for 
2004 for the latter sub-period. There seems to be a deterioration in the quality of 
results when moving from the 1994-1999 to the 2000-2004 full sample results. 
There are also confounding results for categories CT1 and CT4 aggregated 
full sample results. There is evidence of a volume to futures volatility leading effect 
for CT1 for the period 1994-1999 but this effect is not evident for 2000-2004 and not 
evident for either aggregated period for CT4. There is evidence of a futures volatility 
leading effect to cash volatility in the cash market equations for both CT1 and CT4 
for 2000-2004 but since the lagged cash volatility remains significant in this equation 
for both CT1 and CT4 for the aggregated period 1994-1999 we cannot draw the same 
inference. However, there is again evidence of mis-specification in both CT1 and 
CT4 futures volatility equations for 1994-1999. The encouraging results flow from 
annual analysis of both CT1 and CT4 records on a year to year basis.  
For the former sub-period 1994-1999 for CT1 the leading volume term is 
significant for every year 1994, 1995, 1996, 1997, 1998 and 1999. For the latter sub-
period the leading volume term is significant for 2002, 2003 and 2004. As with the 
annualized results for CT1, for CT4 estimates of  the leading volume term are very 
significant in the futures volatility equation for all separate years 1994, 1995, 1996, 
1997, 1998, 1999 and also 2002, 2003 and 2004. In the cash volatility equation for 
CT1  the lagged futures volatility estimate is very significant and lagged cash 
volatility insignificant for years 1994, 1995, 1996, 1997 and 1998 but not thereafter. 
For CT4 records the lagged futures volatility estimate is very significant and lagged 
cash volatility insignificant for years 1994, 1995, 1996, 1997, 1998, 1999, 2000,   82 
2002 and 2004. So although there appears to a deterioration in the aggregated data 
for the three groups as the analysis moves into 2000 the annual CT1 and CT4 results 
of volume and volatility lead/lag effects are quite strong.  
There are a number of empirical issues that arise from the above summary. 
First, the database has been generated by sampling individual contracts up to and 
including expiration day. It is easy to roll over contracts prior to expiration to avoid 
transient effects induced from closing out contracts. This effect can generate low 
order serial correlation in residuals and indicate mis-specification if the Durbin 
Watson statistic indicates significant departure from it’s asymptotic distributional 
value of 2. Another approach is to model separate contracts. However, these 
approaches only avoid this issue as these expiration effects can easily be modelled. 
For example, including expiration dummy variables and also including daily open 
interest as a stratifying variable within intra-day databases allow for direct modelling 
of this effect. Another issue is asymmetric price effects generated by price run-ups 
and run-downs. This can also be reflected in mis-specification tests but this and the 
expiration effects can easily be modelled in the current framework. Inclusion of these 
dummy and part continuous variables do not hinder identification of parameters in 
the structural part of the system of volatility equations but rather sharpen point 
estimates and provide additional important information. The only cost is time and 
expertise in coding these variables. This work is continuing. One alternative that was 
employed but not reported was to include lagged moving average error correction 
terms in multi-step estimation. Although this approach can sometimes help account   83 
for missing variables the improvement in estimates and standard errors was not great 
in this study.  
The second source of encouragement from the CT1 and CT4 results is the 
option to further disaggregate these groups. For example, given trader tags and trade 
size records it is possible to break down accumulated volume and open, close, high 
and low prices into (i) large and small trading within CT1 to CT4 groupings and (ii) 
most active and inactive trading groups within groupings. Other activity measures 
such as number of trades in the interval and number of traders in the interval for the 
groupings can be generated apart from accumulated volume of trade. If we want to 
get down to the micro-structure level then these extensions could be useful.  
The third source of encouragement comes about from observing the 
variations  in these estimates and drop off of significance for aggregated datasets 
covering the 2000-2004 period. This helps in explaining why we have been 
generating some disappointing results for risk management and dynamic hedging 
models employing this aggregated data. It would seem that account of market 
features and variables to account for these features need to be considered in these 
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