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ONE-DIMENSIONAL DISCRETE DIRAC OPERATORS IN A DECAYING
RANDOM POTENTIAL I: SPECTRUM AND DYNAMICS
OLIVIER BOURGET1, GREGORIO R. MORENO FLORES2,∗ AND AMAL TAARABT3
Abstract. We study the spectrum and dynamics of a one-dimensional discrete Dirac operator in a
random potential obtained by damping an i.i.d. environment with an envelope of type n−α for α > 0.
We recover all the spectral regimes previously obtained for the analogue Anderson model in a random
decaying potential, namely: absolutely continuous spectrum in the super-critical region α > 1
2
; a
transition from pure point to singular continuous spectrum in the critical region α = 1
2
; and pure
point spectrum in the sub-critical region α < 1
2
. From the dynamical point of view, delocalization in
the super-critical region follows from the RAGE theorem. In the critical region, we exhibit a simple
argument based on lower bounds on eigenfunctions showing that no dynamical localization can occur
even in the presence of point spectrum. Finally, we show dynamical localization in the sub-critical
region by means of the fractional moments method and provide control on the eigenfunctions.
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1. Introduction
The emergence of two-dimensional materials and the subsequent avalanche of related studies led
to significant theoretical and experimental advances in condensed matter. The experimental discov-
ery of graphene, a two-dimensional material composed of carbon atoms arranged in a honeycomb
structure, was accomplished in 2004 [57]. Due to its unusual and remarkable properties such as
Klein tunnelling and finite minimal conductivity [51], graphene has attracted great attention in the
recent years. It has emerged as a fascinating system for fundamental studies in condensed matter
physics, as well as a promising candidate material for future applications in nanoelectronics and
molecular devices. The simplest model for the dynamics of charge carriers in such a structure is
the discrete Laplacian on a honeycomb lattice but at low excitations energies this dynamics is ac-
tually described by a massless two-dimensional Dirac operator [23]. In particular, the Dirac cone
structure gives graphene massless fermions, leading to half integer [42, 64], fractional [1, 14] and
fractal [36,45] quantum Hall Effects, in addition to ultrahigh carriers mobility [16] and many other
novel phenomena and properties.
In related contexts, Dirac operators have found various applications in electronic transport [61],
photonic structures [58,59] and utracold matter in optical lattices [7]. Dirac operators are also used
to study relativistic and non-relativistic electron localization phenomena as well as in investigations
of electrical conduction in disordered systems [15, 31, 60]. Further electronic and transport studies
of Dirac operators are hence relevant for understanding the charge transport mechanism of a variety
of physical systems.
Most of the spectral and dynamical aspects of random Dirac operators parallel well known results
for the Anderson model obtained for instance in the works [2, 11–13, 17, 18, 24, 39, 41, 43, 47, 55].
Nonetheless, they require non-trivial adaptations of the proofs due to the matrix form and first
order structure of the model and, in some situations, led to new behaviours. For the discrete
model in an independent and identically distributed potential with a regular enough distribution,
dynamical localization was obtained in [20] by means of the fractional moment method of [2] in
the three classical regimes: large disorder, near the band edge, and for all energies in the one-
dimensional setting. The work [31] considers the one-dimensional model with a Bernoulli potential.
Dynamical localization is obtained for all energies in the massive case by means of a multiscale
analysis which primary input is the positivity of the Lyapunov exponent (see [18] for the Anderson
model in this situation). In the massless case, the authors observe special configurations of the
atoms of the potential which lead to zero Lyapunov exponents and transport for certain energies,
a phenomenon which is not encountered in the Anderson model (see also [30] and, for related
phenomena in different contexts, see [25,44]). The work [32] establishes dynamical lower bounds in
one dimension in the spirit of [40]. The very recent work [6] establishes band edge localization for
a continuous random Dirac-like operator under an open gap assumption.
Even though localization is well established for discrete random Dirac operators, the existence of
continuous spectrum is an open question. In the Anderson model, absolutely continuous spectrum
was shown to exist on tree graphs [3,38,48] but there are still no available results in this direction on
the lattice. A delocalization-localization transition has been proved for the related random Landau
Hamiltonians where non-trivial transport occurs near Landau levels [40]. To understand how the
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absolutely continuous spectrum can survive the addition of disorder in the Anderson model, it has
been proposed to modulate the random potential by a decaying envelope, a point of view that has
been followed since at least the work [54] where extended states were obtained. Subsequent works
in this direction include [8, 9, 37]. In one-dimension, the model was shown to display a rich phase
diagram with different kinds of spectrum arising for different values of the parameters [26, 27, 50].
From the dynamical perspective, dynamical localization was shown in [62] for slowly decaying
potentials while transport was observed for critical rate of decay in [40].
In this work, we propose to follow this perspective by studying the one-dimensional Dirac operator
in a decaying random potential. In a related spirit, sparse potentials were considered in [19,33] but
the model considered here has been untouched so far. Our results include
1.- the nature of the spectrum depending on the decay rate of the potential,
2.- transport for critically decaying potentials, and
3.- dynamical localization for slowly decaying potentials.
From the technical point of view, we follow the martingale approach of [50] to study the spectrum of
the operator. This technique relies on a decomposition of the Pru¨fer transform including martingales
terms which can be estimated by probabilistic arguments. To obtain such a decomposition, we
introduce a novel Pru¨fer transform for the Dirac operator leading to an explicit recursion on the
complex plane which is in turn suitable for a martingale analysis. This transform is closer in spirit
to the one introduced in [52] for the Anderson model and differs from the one used in [33] in the
context of the Dirac operator with sparse potentials. It has the advantage that the disorder variables
are nicely factorized into linear and quadratic terms only.
Our proof of delocalization for critically decaying potentials is based on lower bounds on eigen-
functions and seems to be novel. It is much less quantitative than the bounds obtained in [40] for
the Anderson model but has the advantage to be very simple.
We prove dynamical localization for slowly decaying potentials following the fractional moment
method of [2] by relating the fractional moments of the Green’s function to estimates the norm of
transfer matrices. The corresponding result for the Anderson model in a decaying random media
was obtained in [62] by means of the Kunz-Souillard method [11, 12, 24, 55]. It is likely that a
suitable adaptation of these techniques for Dirac operators could be applied in our context. We
choose this different perspective as it relies directly on the analysis of the Pru¨fer transform that we
developed to study the spectrum of the operator and allows us to consider random variables with
unbounded densities under some mild regularity assumptions, unlike the Kunz-Souillard method
which assumes bounded densities. In a related context, our approach was also successful in providing
a proof of dynamical localization for the continuum Anderson model with a slowly decaying random
potential [10]. In addition, the Pru¨fer transform analysis provides lower bounds on eigenfunctions
which we use to show that certain stretched exponential moments blow up, a fact that in some sense
quantifies the strength of localization.
The present article is organized as follows: in Section 3, we present the transfer matrix analysis
which will be the central ingredient in our proofs. In particular, we define the Pru¨fer transform in
Section 3.4. Section 4 contains the asymptotics of the transfer matrices obtained via martingale
methods. We show absolutely continuous spectrum for the super critical regime in Section 5. The
spectral transition and transport in the critical region are proved in Section 6. For the sub-critical
regime, we show spectral and dynamical localization in Section 7 and 8 respectively. Finally, the
appendix contains several technical estimates and some parts of the proofs which were deferred to
lighten the presentation.
Notation. We set N∗ = {1, 2, · · · } and let H be the Hilbert space l2(N∗,C2) with its natural
canonical basis {δ±n : n ∈ N∗}. A vector Φ = (Φn)n ∈ H is given by two sequences φ± = (φ±n ) ∈
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`2(N∗,C) such that
Φn =
(
φ+n
φ−n
)
for n ∈ N∗.
We will occasionally denote this relation by Φ = φ+ ⊗ φ−. If B is a set, we write χB for its
characteristic function. Constants such as C(a, b, . . . ) will be finite and positive and will depend
only on the parameters or quantities a, b, . . . ; they will be independent of the other parameters or
quantities involved in the equation. Note that the value of C(a, b, . . . ) may change from line to line.
Given an open interval I ⊂ R, we consider C∞c,+ is the class of infinitely differentiable non-negative
real valued functions with compact support contained in I. We set PI(H) = χI(H) the spectral
projection of an operator H on the interval I and σ(H) for its spectrum. The pure point, absolutely
continuous, and singular continuous components will be denoted by σpp(H), σac(H) and σsc(H)
respectively. Finally, we consider the position operator |X| on H defined by |X|δ±n = n.
2. Model and Results
2.1. Dirac operator with decaying random potential. We consider the free Dirac operator D
defined by
D =
(
m d
d∗ −m
)
on H, (2.1)
with mass m ≥ 0 and where d and d∗ are the finite difference operators acting on `2(N∗,C) as
(du)n = un − un+1 and (d∗u)n = un − un−1 for u = (un)n ∈ `2(N∗,C) with the convention u0 = 0.
Writing Φ = φ+ ⊗ φ− for Φ ∈ H, we have
DΦ =
(
mφ+ + dφ−
d∗φ+ −mφ−
)
.
To define the perturbed operator, we introduce a family of integrable random variables {Vω,i(n) :
n ∈ N∗, i = 1, 2} defined on a probability space (Ω,F ,P). We denote the expected value with
respect to P by E. We then define the random multiplication operator Vω acting on the canonical
vectors as
Vωδ
+
n = Vω,1(n)δ
+
n , Vωδ
−
n = Vω,2(n)δ
−
n . (2.2)
Let λ > 0, α > 0 and let (an)n be a positive sequence such that lim
n→∞n
αan = 1. In most of the
following, we will assume that
(A1) The random variables {Vω,i(n); n ∈ N∗, i = 1, 2} are independent.
(A2) E[Vω,i(n)] = 0.
(A3a) E[Vω,i(n)2]1/2 = λan.
(A3b) E[Vω,i(n)4] ≤ Ca2n, for some finite C > 0.
(A4) There exist a P-almost surely finite constant C(ω) > 0 and ε > 0 such that
|Vω,i(n)| ≤ C(ω)n− 2α3 −ε,
for all n ∈ N∗, ω ∈ Ω and i = 1, 2.
More general hypothesis will be considered and clarified in due time. Notice that these assumptions
can be achieved for instance by considering
Vω,1(n) = λanω1,n, Vω,2(n) = λanω2,n, (2.3)
for a family of independent integrable random variables {ωn,i :, n ∈ N∗, i = 1, 2} defined on (Ω,F ,P)
such that E[ωn,i] = 0 and E[ω2n,i] = 1 with some suitable conditions on their moments.
FInally, the Dirac operator in a decaying random potential is given by
Dω = Dω,λ,α = D + Vω, on H. (2.4)
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Notice that Dω is a non-ergodic family of bounded self-adjoint operators on H for every ω ∈ Ω. In
particular, the existence of deterministic spectral components is not straightforward. Nonetheless,
as Vω is compact, the essential spectra of Dω and D coincide.
2.2. Spectral regimes. The spectral structure of the Dirac operator D can be inferred from the
simple relation
D2 =
(
∆ +m2 0
0 ∆ +m2
)
, (2.5)
where ∆ is the discrete Laplacian defined on `2(N∗,C) by (∆u)n = 2u(n)−u(n+1)−u(n−1), with
the convention u(0) = u(−1) = 0. It is well-known that the spectrum of ∆ fills the interval [0, 4] and
consists of purely absolutely continuous spectrum in its interior. In particular, σ(D2) = [m2,m2 +4]
where this equality reminds the relation between momentum and energy in relativistic quantum
mechanics. The spectrum of the free Dirac operator (2.1) is hence given by
Σ := σ(D) = [−
√
m2 + 4,−m] ∪ [m,
√
m2 + 4].
It is known that Σ˚ := (−√m2 + 4,−m) ∪ (m,√m2 + 4) consists of purely absolutely continuous
spectrum [19, Proposition 2.8].
Since Dω is a compact pertubation of D, the essential spectrum of Dω coincides with Σ. In
particular, Dω can only have discrete spectrum at energies outside Σ. As the family (Dω)ω∈Ω is not
ergodic, there is no a priori guaranty that the sepctral components are deterministic.
Figure 1. Spectral structure of the operator Dω.
We present our result on the nature of the spectrum of Dω for different values of the parameters.
Let λm : Σ→ [0,∞) be the function defined by
λm(E)
2 =
1
2
(E2 −m2)(m2 + 4− E2)
m2 + E2
.
Let λ∗(m) be its maximal value in [m,
√
m2 + 4] and for |λ| < λ∗(m), let E∗−(λ,m) < E∗+(λ,m) be
the two roots of the equation λm(E) = |λ| in [m,
√
m2 + 4].
Theorem 2.1. Assume (A1)-(A4). Then, the essential spectrum of Dω is P-a.s. equal to Σ.
Furthermore,
(1) Super-critical case. If α > 12 then, for all λ > 0, the spectrum of Dω is almost surely
purely absolutely continuous in Σ˚.
(2) Critical case. If α = 12 then for all λ > 0, the a.c. spectrum of Dω is almost surely empty.
Moreover,
a. If λ ≥ λ∗(m), then the spectrum of Dω is almost surely pure point in Σ˚.
b. If λ < λ∗(m) then, almost surely, the spectrum of Dω is purely singular continuous in
{E ∈ Σ˚ : |E| ∈ (E∗−(λ,m), E∗+(λ,m))} and pure point in the complement of this set.
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(3) Sub-critical case. If α < 12 then for all λ > 0, the spectrum of Dω is almost surely pure
point in Σ˚.
Remark 1. The assumptions (A1)-(A4) are made in such a way that the three parts of the above
theorem can be jointly proved. Nonetheless, they can be weakened in the following ways:
(1) Part 1 can be proved replacing (A3a) and (A3b) by∑
n,i
(
E[Vω,i(n)2] + E[Vω,i(n)4]
)
<∞.
The hypothesis (A4) is not required in this part. Furthermore, this is the only place where
(A3b) is used.
(2) Assumption (A4) can be verified under some moments conditions. For instance, if
E[|Vω,i(n)|p] ≤ Cn−( 2α3 +ε)p,
for some C > 0, ε > 0 and p > 1 such that p > 1ε , an application of Borel-Cantelli yields
that for all ε′ < ε− 1p , we have
|Vω,i(n)| ≤ n− 2α3 −ε′ ,
for all n ≥ τ , i = 1, 2, for some P-almost surely finite τ = τ(ω), so that (A4) holds.
(3) If the potential has the form (2.3) for independent random variables {ωn,i : n ∈ N∗, i = 1, 2},
then (A2), (A3a) and (A3b) are satisfied if
E[ωn,i] = 0, E[ω2n,i] = 1 and E[ω4n,i] ≤ Ca−2n ,
respectively. By Borel-Cantelli lemma, the condition (A4) is satisfied if the ωn,i’s have finite
moments of order p > 3α such that
E[|ωn,i|p] ≤ Cnγp,
for some C ∈ (0,∞) and γ < α3 − 1p .
(4) Part 3 can be proved as a consequence of our dynamical localization result below which
requires some moments assumptions that imply (A4). However, the proof of dynamical
localization requires some regularity of the law of the random variables, for instance (A5).
See Theorem 2.3 and its consequences in Proposition 2.4.
(5) We note that our hypothesis are slightly more general than the ones stated in [50] for the
Anderson model in a decaying random potential. In particular, we allow unbounded random
variables. In [50], it is assumed that (A4) holds with a deterministic constant. Assuming
the weaker random condition requires minor adjustments. Hypothesis (A4) is made in order
to truncate some expansions to order 2.
Remark 2. The proofs of a.c. spectrum in Part 1 and absence of a.c. spectrum in Part 2 are based
on general criteria of Last and Simon [56] developed for the Anderson model on `2(N). By means
of the transform δ−n 7→ δ2n, δ+n 7→ δ2n+1, the operator Dω can be seen as a finite-range operator on
`2(N) to which the criteria of Last and Simon applies with minor adaptations. These criteria were
already applied for Dirac operators in a sparse potential in [19].
2.3. Dynamical regimes. Delocalization in the regions of continuous spectrum is a consequence
of the RAGE theorem [22]. The next theorem establishes the absence of dynamical localization in
the critical regime even in the region of pure point spectrum.
Theorem 2.2. Let α = 12 , λ > 0 and I be a compact interval such that I ⊂ σ˚pp(Dω). Then, there
exists p0 = p0(I) > 0 such that for P-almost every ω,
lim sup
t→∞
∥∥∥|X|p/2e−itDωψ∥∥∥2 =∞, (2.6)
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for all p > p0 and ψ ∈ RanPI(Dω).
The work [40] gives precise quantitative lower bounds on the moments for the one-dimensional
Anderson model with a variety of potentials, including the critically decaying random case. This
information is missing in the above theorem which proof is nonetheless elementary and robust.
General lower bounds in the spirit of [40] for one-dimensional Dirac operators were obtained in [32].
It is likely that our analysis could be used as an input for their method to obtain bounds on the
transport exponents.
To characterize the dynamical localization, we define the eigenfunction correlator
Qω(u, σ;n, σ
′; I) = sup
f∈C∞c,+
‖f‖∞≤1
∣∣∣〈δσu , PI(Dω)f(Dω)δσ′n 〉∣∣∣ , (2.7)
for u, n ∈ N∗ and σ, σ′ ∈ {+,−}.
Definition 1. We say that Dω exhibits dynamical localization in an interval I ⊂ R if we have∑
n,σ′
E
[
Qω(u, σ;n, σ
′; I)2
]
<∞, (2.8)
for all u ∈ N∗ and σ ∈ {+,−}.
Next, we state the additional hypothesis needed for the proof of dynamical localization:
(A5) There exist C > 0 and ε > 0 such that
E[|Vω,i(n)|3] ≤ Cn−(2α+ε).
(A6) There exist p > 1, γ ≥ 0 and C > 0 such that
(A6a) For each n ∈ N∗ and i = 1, 2, the random variable Vω,i(n) admits a density ρn,i so that∫
R
ρn,i(y)
pdy ≤ Cλ−γa−γn .
(A6b) For all n ∈ N∗ and i = 1, 2,∫
R
|y|s ρn,i(y)pdy ≤ Cλ−γa−γn , for all 0 ≤ s <
p− 1
p
,
and ∫
R
(1 + |y|)−sρn,i(y)pdy ≥ Cλγaγn, for all 0 ≤ s < 1.
By density, we refer to a non-negative function ρn,i ∈ L1(R) such that
P[Vω,i(n) ∈ A] =
∫
A
ρn,i(y) dy,
for all Borel set A ⊂ R. Notice that we do not assume ρn,i to be bounded. Note that (A5) implies
(A4) by a standard Borel-Cantelli argument.
The next theorem contains our result on dynamical localization in the sub-critical regime.
Theorem 2.3. Let 0 < α < 12 and λ > 0. Assume (A1)-(A3a), (A5) and (A6). Then, for each
u ∈ N∗ and each compact energy interval I ⊂ Σ˚, there exists constants C = C(u, I) > 0, c(u, I) > 0
and κ = κ(I) > 0 such that
E[Qω(u, σ;n, σ′; I)2] ≤ C(λan)−κe−cn1−2α , (2.9)
for all n ∈ N∗ and σ, σ′ ∈ {+,−}. In particular, Dω almost surely exhibits dynamical localization
in the interval I.
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Remark 3. We follow the fractional moments method [2, 4]. The analogue of Theorem 2.3 for
the Anderson model in a sub-critical decaying potential was obtained in [62] by means of the Kunz-
Souillard method [55] (see also [11, 12, 24]). It is likely that this method can be adapted to our
setting. However, its application in [62] requires to assume that the random variables admit a
bounded density (which may grow with n). This hypothesis is not needed here. Instead, we assume
(A5) which implies some regularity on their laws. Our proof can be easily adapted to the Anderson
model with, in fact, some simplifications.
Remark 4. With minor modifications, we may merely assume that an ≥ cn−α for some α ∈ (0, 12).
Although the lack of ergodicity of the model induces the dependence of (2.9) on the base site u, it
can be shown that the bound (2.8) still implies pure point spectrum and finiteness of the moments.
In particular, it implies Part 3 in Theorem 2.1 paying the price of hypothesis (A5) and (A6).
Proposition 2.4. Assume that dynamical localization for Dω holds in the sense of (2.8) in an
energy interval I ⊂ R. Then the following holds
(1) The spectrum of Dω is almost surely pure point in I.
(2) For all p > 0,
E
(
sup
t∈R
∥∥∥|X| p2 e−itDωPI(Dω)ψ0∥∥∥2) <∞,
for all ψ0 ∈ H with bounded support.
Our analysis provides a control on the eigenfunctions of Dω. Let 0 < α <
1
2 and denote by
Φω,E = (Φω,E,n)n the eigenfunction of Dω corresponding to the eigenvalue E. In Proposition 7.1,
we follow [50, Theorem 8.6] to show that
lim
n→∞
1
n1−2α
log ‖Φω,E,n‖ = −β(E, λ), P− a.s.,
for almost every fixed E ∈ Σ˚. In particular, this shows that for almost every E ∈ Σ˚, P-almost
surely, there exists a constant Cω,E such that
‖Φω,E,n‖ ≤ Cω,E e−β(E,λ)n1−2α .
It is known that certain types of decay of eigenfunctions are closely related to dynamical localization
[28,29, 41]. Such criteria usually require a control on the localization centres of the eigenfunctions,
uniformly in energy intervals. This information is missing in the above bound. We provide this
uniform control in the next proposition.
Proposition 2.5. Let 0 < α < 12 and λ > 0. Under the hypothesis of Theorem 2.3, for all compact
energy interval I ⊂ Σ˚, there exists two deterministic constants c1 = c1(I), c2 = c2(I) and almost
surely finite random quantities cω = cω(I), Cω = Cω(I) such that
cω e
−c1n1−2α ≤ ‖Φω,E,n‖ ≤ Cωe−c2n1−2α , P− a.s., (2.10)
for all E ∈ I ∩ σ(Dω) and all n ∈ N∗.
This asymptotics, although less precise about the exact rate of decay, is uniform in energy in-
tervals. The upper bound (2.10) can be seen as a stretched form of the condition SULE where the
localization centres are all equal to 0 (see [28], equation (2)).
The lower bound above allows us to characterize the ‘strength’ of the localization according to
the next theorem.
Theorem 2.6. Let 0 < α < 12 and λ > 0. Let I ⊂ Σ˚. Under the hypothesis of Theorem 2.3, we
have
E
(
sup
t∈R
∥∥∥e|X|κe−itDωPI(Dω)ψ0∥∥∥2) <∞,
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for all κ < 1− 2α and all ψ0 ∈ H with bounded support, while
lim sup
t→∞
∥∥∥e|X|κe−itDωψ∥∥∥2 =∞, P− a.s.,
for all κ > 1− 2α and ψ ∈ RanPI(Dω).
Remark 5. The lower bound in Proposition 2.5 and the second statement inTheorem 2.6 will be
proved assuming only (A1)-(A3a).
3. Transfer matrices and Pru¨fer transform
Let Φ = φ+ ⊗ φ− be a solution of the eigenfunction equation DωΦ = EΦ. Then, the coordinates
of Φ solve the system of equations
(m+ Vω,1(n))φ
+
n + φ
−
n − φ−n+1 = Eφ+n
φ+n − φ+n−1 − (m− Vω,2(n))φ−n = Eφ−n . (3.1)
Let p1(E) = m − E and p2(E) = m + E, and pn,1 = p1(E − Vω,1(n)) and pn,2 = p2(E − Vω,2(n)).
Then, the system (3.1) above can be written in the more compact form
pn,1φ
+
n + φ
−
n − φ−n+1 = 0
φ+n − φ+n−1 − pn,2φ−n = 0. (3.2)
In the following, we will consider two different indexations of sequences in (C2)N given by
Φn =
(
φ+n
φ−n
)
, Φ′n =
(
φ−n+1
φ+n
)
. (3.3)
We call these the first and second coordinate system respectively. The reasons to consider these
two representations will become apparent in our proof of dynamical localization.
In the following, we will assume that p1(E) < 0 and p2(E) > 0, which means that E ∈ (m,
√
m2 + 4).
By symmetry, the behaviour of the system in the other band of the spectrum is completely analogous.
Occasionally, we will write the final result of the computations for the complementary case p1(E) > 0
and p2(E) < 0 to highlight the similarities.
3.1. Transfer matrices.
3.1.1. First coordinate system. Shifting indexes in the second equation in (3.2), we obtain
pn,1φ
+
n + φ
−
n − φ−n+1 = 0
φ+n+1 − φ+n − pn+1,2 φ−n+1 = 0
which can be written in matrix form as(
0 1
1 −pn+1,2
)
Φn+1 =
(
pn,1 1
1 0
)
Φn,
yielding Φn+1 = Tω,nΦn, where
Tω,n =
(
pn,1 pn+1,2 + 1 pn+1,2
pn,1 1
)
, (3.4)
is the transfer matrix. Setting the disorder to be zero, we obtain the transfer matrix of the free
system. In fact, if DΦ = EΦ, then Φn+1 = TΦn with
T = T (E) =
(
p1p2 + 1 p2
p1 1
)
,
where we wrote p1 = p1(E) and p2 = p2(E) for simplicity. Noticing that pn,1 = p1 + Vω,1(n) and
pn+1,2 = p2 − Vω,2(n+ 1), we can see that the transfer matrix admits the decomposition
Tω,n = T + Vω,1(n)A1 + Vω,2(n+ 1)A2 + Vω,1(n)Vω,2(n+ 1)A3, (3.5)
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with
A1 =
(
p2 0
1 0
)
, A2 =
(−p1 −1
0 0
)
, A3 =
(−1 0
0 0
)
. (3.6)
3.1.2. Second coordinate system. The same computations applied directly to the system (3.2) yield
the recursion Φ′n+1 = T ′ω,nΦ′n with
T ′ω,n =
(
pn,1pn,2 + 1 pn,1
pn,2 1
)
. (3.7)
Setting the disorder to be 0, we obtain the transfer matrix for the free system
T ′ = T ′(E) =
(
p1p2 + 1 p1
p2 1
)
.
Once again, we can see that the transfer matrix T ′ω,n admits the decomposition
T ′ω,n = T
′ + Vω,1(n)A′1 + Vω,2(n+ 1)A
′
2 + Vω,1(n)Vω,2(n+ 1)A
′
3, (3.8)
with
A′1 =
(
p2 1
0 0
)
, A′2 =
(−p1 0
−1 0
)
, A′3 =
(−1 0
0 0
)
. (3.9)
3.2. Natural basis. Our next task consists in finding a suitable coordinate system where the
transfer matrices can be written as a perturbation of the identity. These coordinate systems will be
obtained by diagonalization of the free transfer matrices T and T ′. We detail the computations for
the first coordinate system and only write the final results for the second one since the arguments
are identical.
3.2.1. First coordinate system. Recall that
T = T (E) =
(
p1p2 + 1 p2
p1 1
)
.
The starting point of our analysis is the observation that
T =
1
p1p2
M2 with M =
(
p1p2 p2
p1 0
)
Let us diagonalize M . The solutions of the characteric equation det(M − xI) = 0 are given by
x =
p1p2 ±
√
p21p
2
2 + 4p1p2
2
=
p1p2 ±
√
p1p2(p1p2 + 4)
2
.
Note that p1p2 + 4 = m
2 + 4− E2 ≥ 0 while p1p2 < 0. Hence
x =
√−p1p2
(
−
√−p1p2
2
± i
2
√
p1p2 + 4
)
=:
√−p1p2 e±ik,
where cos k = −
√−p1p2
2 . This shows that the eigenvalues of T are equal to −e±2ik.
Remark 6. In particular one has cos k < 0. This still leaves us the freedom to choose the sign of
sin k. Below, we will need to choose it in such a way that sin 2k > 0. Hence, we assume sin k < 0.
In other words, we take k ∈ (−pi,−pi2 ). Notice that
sin(2k) =
1
2
√
(E2 −m2)(m2 + 4− E2),
vanishes exactly on the four edges of the spectrum. Moreover, we have E2 = m2 + 4 cos2 k.
DIRAC OPERATORS IN A DECAYING POTENTIAL 11
The coordinates of the eigenvectors of M (and hence of T ) must satisfy the equation
p1p2a+ p2b =
√−p1p2e±ika
p1a =
√−p1p2e±ikb.
Recalling our assumption p1 < 0 and p2 > 0, we can choose them as
v± =
(−√p2 e±ik√−p1
)
.
We can now generate our natural basis. Let v(1) = v+ and v(n+ 1) = Tv(n). We define
Pn =
(<v(n) =v(n)) .
Since v(1) is an eigenvector of T with eigenvalue −e2ik, we have
v(n) = Tn−1v(1) = (−1)n−1e2i(n−1)kv(1) = (−1)n−1
(−√p2 ei(2n−1)k√−p1 ei(2n−2)k
)
.
Hence, our matrix of change of basis is given by
Pn = (−1)n−1
(−√p2 cos((2n− 1)k) −√p2 sin((2n− 1)k)√−p1 cos((2n− 2)k) √−p1 sin((2n− 2)k)
)
. (3.10)
and satisfies Pn+1 = TPn.
If p1 > 0 and p2 < 0, the eigenvectors of T can be taken as
v± =
(√−p2 e±ik√
p1
)
,
yielding the change of basis
Qn = (−1)n−1
(√−p2 cos((2n− 1)k) √−p2 cos((2n− 1)k)√
p1 cos((2n− 2)k) √p1 cos((2n− 2)k)
)
,
which again satisfies Qn+1 = TQn.
3.2.2. Second coordinate system. The same analysis can be performed with the transfer matrix
T ′ = T ′(E) =
(
p1p2 + 1 p1
p2 1
)
,
yielding the change of basis
P ′n = (−1)n−1
(√−p1 cos((2n− 1)k) √−p1 sin((2n− 1)k)√
p2 cos((2n− 2)k) √p2 sin((2n− 2)k)
)
,
for p1 < 0 and p2 > 0, and
Q′n = (−1)n−1
(−√p1 cos((2n− 1)k) −√p1 sin((2n− 1)k)√−p2 cos((2n− 2)k) √−p2 sin((2n− 2)k)
)
,
for p1 > 0 and p2 < 0.
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3.3. Transfer matrices in the natural basis. Recall the decomposition (3.5):
Tω,n = T + Vω,1(n)A1 + Vω,2(n+ 1)A2 + Vω,1(n)Vω,2(n+ 1)A3.
The objective is to write Tω,n in each of the natural basis introduced above. Let us illustrate this
in the basis Pn. We introduce new coordinates Ψn in such a way that Φn = PnΨn. Hence, the
recursion for Ψn becomes
Ψn+1 = P−1n+1Φn+1 = P−1n+1Tω,nΦn = P−1n+1Tω,nPnΨn.
Summarizing, we write
Ψn+1 = Mω,nΨn with Mω,n = P−1n+1Tω,nPn.
Note that P−1n+1T Pn = P−1n+1Pn+1 = I. Hence,
Mω,n = I + Vω,1(n)Bn,1 + Vω,2(n+ 1)Bn,2 + Vω,1(n)Vω,2(n+ 1)Bn,3,
with
Bn,1 = P−1n+1A1Pn, Bn,2 = P−1n+1A2Pn, Bn,3 = P−1n+1A3Pn. (3.11)
The computation of the matrices in (3.11) is lengthy but rather straightforward. However, we
present some linear algebraic preliminaries which make them quicker and more elegant. We will
identify vectors and complex numbers in the usual way as v =
(
v1
v2
)
= v1+iv2. For two vectors v and
w, we denote by
(
v
w
)
and
(
v w
)
the matrices whose rows and columns are v and w respectively.
A matrix with rows v and w can be written in terms of projections as
M =
(
v
w
)
=
(〈v|
〈w|
)
.
Noting that w2 − iw1 = −i(w1 + iw2), the inverse matrix can be represented by columns as
M−1 =
1
det(v w)
(
w2 −v2
−w1 v1
)
=
i
det(v w)
(−w v).
3.3.1. First coordinate system. Recall the change of basis matrices (3.10). Letting
vm =
(
cos(mk)
sin(mk)
)
= eimk,
allows us to represent Pn as
Pn = (−1)n−1
−√p2〈v2n−1|√−p1〈v2n−2|
 .
Now, since detPn = det(Tn−1P1) = detP1 = − sin(2k), the inverse of Pn is given by
P−1n =
(−1)n−1i
sin(2k)
(√−p1v2n−2 √p2v2n−1) .
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Let us compute the matrices Bn,1, Bn,2 and Bn,3 following this formalism. We start with the
simplest matrix which is Bn,3:
Bn,3 = P−1n+1A3Pn = (−1)n−1P−1n+1
(−1 0
0 0
)−√p2〈v2n−1|√−p1〈v2n−2|

=
−i
sin(2k)
(√−p1v2n √p2v2n+1)
√p2〈v2n−1|
0
 (3.12)
=
−i
sin(2k)
√−p1p2v2n〈v2n−1| = i
sin k
v2n〈v2n−1|,
where we used the relation
√−p1p2 = −2 cos k. By a similar procedure, we obtain
Bn,1 = − ip2
sin(2k)
(2 cos(k)v2n − v2n+1) 〈v2n−1|.
At this point, we use Chebyshev’s identity vm = 2 cos(k) vm−1 − vm−2 which yields
Bn,1 = − ip2
sin(2k)
v2n−1〈v2n−1|.
Similarly,
Bn,2 =
ip1
sin(2k)
v2n〈v2n|. (3.13)
3.3.2. Second coordinate system. The same computations as above yield the following matrices
corresponding to the coordinate system P ′n:
B′n,1 = − ip2
sin(2k)
v2n〈v2n|, B′n,2 = − ip1
sin(2k)
v2n−1〈v2n−1|,
B′n,3 = − i
sin k
v2n〈v2n−1|. (3.14)
3.4. The Pru¨fer transform. The matrices computed above can be represented as an explicit
transformation on the complex plane. Recalling the correspondence between vectors and complex
numbers, we have
eiα〈eiβ|eiθ = cos(θ − β) eiα = cos(θ − β) e−i(θ−α)eiθ. (3.15)
3.4.1. First coordinate system. With the representation mentioned above, the matrices Bn,i for
i ∈ {1, 2, 3} can be expressed as
Bn,1 e
iθ = − ip2
sin(2k)
cos θ¯ e−iθ¯eiθ,
Bn,2 e
iθ =
ip1
sin(2k)
cos(θ¯ − k) e−i(θ¯−k)eiθ,
Bn,3 e
iθ =
i
sin k
cos θ¯ e−i(θ¯−k)eiθ,
where θ¯ = θ − (2n− 1)k.
Recall that we defined a new representation of Φ through the relation Φn = PnΨn. We write
Ψn in terms of its coordinates ψ
±
n and introduce new variables ζn, Rn and θn through the relation
ζn = ψ
+
n +iψ
−
n = Rne
iθn . We also define θ¯n = θn−(2n−1)k. These are called the Pru¨fer coordinates.
Recalling that
Φn+1 =
(
I + Vω,1(n)Bn,1 + Vω,2(n+ 1)Bn,2 + Vω,1(n)Vω,2(n+ 1)B3,n
)
Φn, (3.16)
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the recursion for the Pru¨fer coordinates becomes
ζn+1 =
(
1− ip2
sin(2k)
Vω,1(n) cos θ¯n e
−iθ¯n +
ip1
sin(2k)
Vω,2(n+ 1) cos(θ¯n − k) e−i(θ¯n−k)
+
i
sin k
Vω,1(n)Vω,2(n+ 1) cos θ¯n e
−i(θ¯n−k)
)
ζn. (3.17)
Remark 7. Let Fn be the σ−algebra defined by Fn = σ(Vω,1(j), Vω,2(j + 1) : 1 ≤ j ≤ n). The
previous representation shows that the variables ζn, Rn, θ and θ¯n are measurable with respect to
Fn−1 (as a consequence, so is Φn, a fact that could be read from the original system of equations).
In particular, they are independent of Vω,1(n) and Vω,2(n + 1). This fact will be crucial in our
analysis as it will turn certain objects into martingales with respect to the filtration (Fn)n.
3.4.2. Second coordinate system. Analogously, we define Ψ′n such that Φ′n = P ′nΨ′n and introduce
a new set of corresponding Pru¨fer variables ζ ′n = R′neiθ
′
n . Setting θ¯′n = θ′n − (2n − 1)k, we obtain
the recursion
ζ ′n+1 =
(
1− ip2
sin(2k)
Vω,1(n) cos(θ¯n − k) e−i(θ¯′n−k) + ip1
sin(2k)
Vω,2(n) cos θ¯
′
n e
−iθ¯′n
+
i
sin k
Vω,1(n)Vω,2(n) cos θ¯
′
n e
−i(θ¯′n−k)
)
ζ ′n. (3.18)
Remark 8. We can see that the new Pru¨fer variables fulfill the same measurability properties
highlighted in Remark 7 with respect to the filtration F ′n = σ(Vω,1(j), Vω,2(j) : 1 ≤ j ≤ n).
3.5. Equivalence of systems. The results of this section hold without any assumption on the
potential. The next lemma shows that the asymptotics of the systems in the original coordinates
and Pru¨fer coordinates are equivalent. We will write the result for the first system since the
adaptation to the second system is straightforward.
Lemma 3.1. Let Φ ∈ H be expressed through its Pru¨fer coordinates associated to a fixed energy
E ∈ Σ˚. Then,
sin2(2k)
2E
R2n ≤ ‖Φn‖2 ≤ 4E2R2n. (3.19)
Proof. We assume E ∈ (m,√m2 + 4), the other case being similar. We first note that
Tr(P∗nPn) = −p1 + p2 = 2E ∈ (2m, 2
√
m2 + 4),
det(P∗nPn) = sin2(2k).
Now, let 0 < γ1 ≤ γ2 represent the eigenvalues of P∗nPn. Then,
γ1 + γ2 = 2E, γ1γ2 = sin
2(2k).
For the lower bound, we have
γ1 =
sin2(2k)
γ2
=
sin2(2k)
Tr(P∗nPn)− γ1
≥ sin
2(2k)
2E
. (3.20)
The upper bound follows from ‖Pn‖2 = λ22 ≤ 4E2. 
It turns out that the Pru¨fer radii also allow us to control the asymptotics of transfer matrices.
Denote Tω,n = Tω,n · · ·Tω,1 so that Φn = Tω,n−1Φ1. We write Rn(θ) when the recursion for (Ψn)n
is started from Ψ1 = e
iθ.
Lemma 3.2. For any pair of initial angles θ1 6= θ2, there exist constants c(θ1, θ2), C(θ1, θ2) such
that
c(θ1, θ2) max{Rn(θ1), Rn(θ2)} ≤ ‖Tω,n−1‖2 ≤ C(θ1, θ2) max{Rn(θ1), Rn(θ2)},
for all n ≥ 1.
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Proof. From the relation Tω,n−1Φ1 = PnΨn and (3.20), we obtain
‖Tω,n−1‖2 ≥ ‖PnΨn‖2 ≥ sin
2(2k)
2E
R2n.
The upper bound is more delicate and follows from a general result on unimodular matrices that
we defer to the appendix. 
4. Asymptotics of transfer matrices
The results of this section are given for the transfer matrices in the first system. This will be
enough for the proof of Theorem 2.1 and 2.2. Theorem 2.3 will require the corresponding estimates
for both systems. Once again, the statements and proofs are identical.
To stress the dependence on the energy, we write Tω,n(E) for the transfer matrix at a fixed energy
E and Tω,n(E) = Tω,n(E) · · ·Tω,1(E). Recall that the parameters E and k are linked through the
relation E =
√
m2 + 4 cos2(k) for E ∈ (m,√m2 + 4) and k ∈ (−pi,−3pi2 ).
4.1. Almost sure asymptotics. The following theorem gives the asymptotics of transfer matrices
for the critical and sub-critical regime. It will be the key to our proof of spectral transition for α = 12 .
For the proof of dynamical localization for α ∈ (0, 12), we will need an integrated version which is
given in Section 4.2.
Theorem 4.1. Let α ∈ (0, 12 ]. Assume (A1)-(A3a) and (A4). For each fixed energy corresponding
to a value of k ∈ (−pi,−pi2 ) different from −5pi8 ,−3pi4 and −7pi8 , there exists a measurable set ΩE ⊂ Ω
of full probability such that
β = β(E, λ) := lim
n→∞
log ‖Tω,n(E)‖∑n
j=1 j
−2α =
λ2(p21 + p
2
2)
8 sin2(2k)
, (4.1)
for all ω ∈ ΩE and all λ > 0.
Proof. According to Lemma 3.2, it is enough to show that
lim
n→∞
logR2n∑n
j=1 j
−2α =
λ2(p21 + p
2
2)
4 sin2(2k)
.
From (3.17), we obtain a recursion for the radii (Rn)n given by
R2n+1 =
(
1 +
p22
sin2(2k)
cos2(θ¯n)Vω,1(n)
2 +
p21
sin2(2k)
cos2(θ¯n − k)Vω,2(n+ 1)2
+
1
sin2 k
cos2(θ¯n)Vω,1(n)
2Vω,2(n+ 1)
2
− p2
sin(2k)
sin(2θ¯n)Vω,1(n) +
p1
sin(2k)
sin(2(θ¯n − k))Vω,2(n+ 1) (4.2)
+
1
sin k
cos(θ¯n) sin(θ¯n − k)Vω,1(n)Vω,2(n+ 1)
−2 p1p2
sin2(2k)
cos k cos(θ¯n) cos(θ¯n − k)Vω,1(n)Vω,2(n+ 1)
−2 p2
sin k sin(2k)
cos k cos2(θ¯n)Vω,1(n)
2Vω,2(n+ 1)
+2
p1
sin k sin(2k)
cos(θ¯n) cos(θ¯n − k)Vω,1(n)Vω,2(n+ 1)2
)
R2n
=: (1 + Γω(n)) R
2
n.
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Note that R2n+1, R
2
n > 0, P-almost surely, so that 1 + Γω(n) > 0, P-almost surely. Iterating this
relation and using the expansion log(1 + ε) ' ε− 12ε2, we get
logR2n = log
n−1∏
j=1
{
1 + Γω(j)
}
=
n−1∑
j=1
{
p22
sin2(2k)
(
cos2(θ¯j)− 1
2
sin2(2θ¯j)
)
Vω,1(j)
2
+
p21
sin2(2k)
(
cos2(θ¯j − k)− 1
2
sin2(2(θ¯j − k))
)
Vω,2(j + 1)
2
− p2
sin(2k)
sin(2θ¯j)Vω,1(j) +
p1
sin(2k)
sin(2(θ¯j − k))Vω,2(j + 1)
+
1
sin k
cos(θ¯n) sin(θ¯j − k)Vω,1(j)Vω,2(j + 1)
− 2p1p2
sin2(2k)
cos k cos(θ¯j) cos(θ¯j − k)Vω,1(j)Vω,2(j + 1) +Kω(j)
}
,
where Kω(j) collects all the monomials of order higher than 3 in the disorder variables. Now we
use the identity cos2(β)− 12 sin2(2β) = 14 + 12 cos(2θ)− 14 cos(4θ) to rewrite logR2n as
logR2n =
p22
4 sin2(2k)
n−1∑
j=1
E[Vω,1(j)2] +
p21
4 sin2(2k)
n−1∑
j=1
E[Vω,2(j + 1)2]
+
6∑
k=1
Mn,k +Qn,1 +Qn,2 +
n∑
j=1
Kω(j), (4.3)
where
Mn,1 =
p22
sin2(2k)
n−1∑
j=1
(
1
4
+
1
2
cos(2θ¯j)− 1
4
cos(4θ¯j)
)(
Vω,1(j)
2 − E[Vω,1(j)2]
)
,
Mn,2 =
p21
sin2(2k)
n−1∑
j=1
(
1
4
+
1
2
cos(2(θ¯j − k))− 1
4
cos(4(θ¯j − k))
)
× (Vω,2(j + 1)2 − E[Vω,2(j + 1)2]) ,
Mn,3 = − p2
sin(2k)
n−1∑
j=1
sin(2θ¯j)Vω,1(j),
Mn,4 =
p1
sin(2k)
n−1∑
j=1
sin(2(θ¯j − k))Vω,2(j + 1),
Mn,5 =
1
sin k
n−1∑
j=1
cos(θ¯n) sin(θ¯j − k)Vω,1(j)Vω,2(j + 1),
Mn,6 = − 2p1p2
sin2(2k)
cos k
n−1∑
j=1
cos(θ¯j) cos(θ¯j − k)Vω,1(j)Vω,2(j + 1),
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are Fn-martingales according to Lemma A.4 from Appendix A.2, and
Qn,1 =
p22
sin2(2k)
n−1∑
j=1
(
1
2
cos(2θ¯j)− 1
4
cos(4θ¯j)
)
E[Vω,1(j)2], (4.4)
Qn,2 =
p21
sin2(2k)
n−1∑
j=1
(
1
2
cos(2(θ¯j − k))− 1
4
cos(4(θ¯j − k))
)
E[Vω,2(j + 1)2]. (4.5)
We apply Lemma A.4 from Appendix A.2 to control the martingale terms Mn,i with γ = 2α for
i = 1, 2, 5 and 6, and γ = α for i = 3 and 4, showing that
|Mn,i| = o
 n∑
j=1
j−2α
 , i = 1, . . . , 6.
The control of Qn,1 and Qn,2 is rather lengthy but quite elementary and requires to take k different
from −5pi8 ,−3pi4 and −7pi8 . We defer it to Lemma A.5 in Appendix A.3. Finally, to estimate the error
term Kω(j), we use the bound | log(1 + ε)− ε+ 12ε| ≤ C1ε3 for some C1 which, together with (A4),
yields
|Kω(j)| ≤ C1|Γω(j)|3 ≤ C2n−(2α+3ε),
for some C2 = C2(E,ω) ∈ (0,∞), P-almost surely. This shows that
n∑
j=1
|Kω(j)| = o
 n∑
j=1
j−2α
 .

4.2. Averaged asymptotics. We now present the basic estimates that will be used in our proof of
dynamical localization. Let Tω,[u,n](E) = Tω,n−1(E) · · ·Tω,u(E) be the truncated transfer matrix.
Corollary 4.2. Let 0 < α ≤ 12 . Assume (A1)-(A3a) and (A5). Let I ⊂ Σ˚ be a compact interval.
Then one has
lim
u,n→∞
u<n
E
[
log ‖Tω,[u,n](E)ϕ0‖
]∑n−1
j=l j
−2α =
λ2(p21 + p
2
2)
8 sin2 k
, (4.6)
uniformly over ‖ϕ0‖ = 1 and E ∈ I corresponding to values of k different from −5pi8 ,−3pi4 and −7pi8 .
Proof. Observing that all the martingale terms in (4.3) have 0 expected value, we get
E
(
log
R2n
R2u
)
=
p22
4 sin2(2k)
n−1∑
j=u
E[Vω,1(j)2] +
p21
4 sin2(2k)
n−1∑
j=u
E[Vω,2(j + 1)2]
+E [Qu,n,1 +Qu,n,2]u+
n∑
j=u
E [Kω(j)] ,
where Qu,n,1 and Qu,n,2 are defined as Qn,1 and Qn,2 with the sum starting from u instead of 1.
The error terms Kω(j) can be controlled as in the proof of Proposition 4.1: there exists C1 > 0 such
that
E [|Kω(j)|] ≤ C1E
[|Γω(j)|3] ≤ C2n−(2α+3),
for some C2 = C2(I) ∈ (0,∞) in virtue of (A5).
The control of the terms Qu,n,1 and Qu,n,2 is deferred to Lemma A.6 in Appendix A.3 and is
uniform as well. The corollary then follows from Lemma 3.2. 
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We collect two non-asymptotic bounds in the lemma below.
Lemma 4.3. Let 0 < α ≤ 12 . Assume (A1)-(A3a) and (A5). Let I ⊂ Σ˚ be a compact interval.
Then for all β′ such that 0 < β′ < inf
E∈I
β(λ,E), there exists n0 = n0(I) so that one has
E
[
log ‖Tω,ln0(E) · · ·Tω,(l−1)n0+1(E)ϕ0‖
] ≥ β′ ln0∑
j=(l−1)n0+1
1
j2α
, (4.7)
for all l ≥ 1, ‖ϕ0‖ = 1 and E ∈ I.
Furthermore, there exists a constant C = C(I) such that
E
[(
log ‖Tω,ln0(E) · · ·Tω,(l−1)n0+1(E)ϕ0‖
)4] ≤ C ln0∑
j=(l−1)n0+1
1
j2α
, (4.8)
for all l ≥ 1, ‖ϕ0‖ = 1 and E ∈ I.
Proof. From Corollary 4.2, we can find n0 large enough such that
E
[
log ‖Tω,ln0(E) · · ·Tω,(l−1)n0+1(E)ϕ0‖
] ≥ β′ ln0∑
j=(l−1)n0+1
1
j2α
,
for all l ≥ 1, ‖ϕ0‖ = 1 and all E ∈ I corresponding to values of k different from −5pi8 ,−3pi4 and −7pi8 .
The bound for all energies in I then follows by continuity of the left-hand-side above with respect
to E. This proves (4.7). The estimate (4.8) is a crude L2 bound and follows by an inspection of the
decomposition (4.2). 
5. Super-critical regime: a.c. spectrum
This is based on a criterion of Last and Simon [56] that relates spectral properties to transfer
matrices behavior. Let Tn(E) denote the product of transfer matrices associated to a bounded
Schro¨dinger operator H on `2(N∗) and consider an energy E.
Theorem 5.1. [56, Teorem 1.3] Suppose that
lim inf
n
∫ b
a
‖Tn(E)‖4dE <∞. (5.1)
Then, (a, b) ⊂ σ(H) and the spectral measure is purely absolutely continuous on (a, b).
The criterion is valid for any power larger than 2. There is nothing special about the power 4
except that it makes the computations easier.
In the following, we write Tω,n(E), Ψn(E) and Rn(E) when we want to emphasise the dependence
on the energy E.
Proof of Theorem 2.1, Part 1 (super-critical case). Let θ0 be any initial angle and let [a, b] ⊂ Σ˚.
According to Lemma 3.2, it is enough to show
lim inf
n
E
[∫ b
a
R4n(E)dE
]
<∞, (5.2)
since Fatou’s lemma yields
E
[
lim inf
n
∫ b
a
R4n(E)dE
]
≤ lim inf
n
E
[∫ b
a
R4n(E)dE
]
<∞,
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which implies that (5.1) holds almost surely. Squaring (4.2), we obtain
R4n+1(E) =
{
1− 2p2
sin(2k)
sin(2θ¯n)Vω,1(n)
+
2p1
sin(2k)
sin(2(θ¯n − k))Vω,2(n+ 1) +Aω,n(E)
}
R4n(E),
where Aω,n(E) collects all the terms of degree 1, 2 and 3 in the disorder variables. An inspection
at those terms shows that there exists c = c(a, b) ∈ (0,∞) such that
E [|Aω,n(E)| |Fn−1] ≤ c
(
E[|Vω,i|2] + E[|Vω,i|3] + E[|Vω,i|4]
)
.
Using (A3a) and (A3b), and the simple inequality
E[|Vω,i|3] ≤ E[|Vω,i|2] 12 E[|Vω,i|4] 12 ,
we conclude that
E[|Aω,n(E)| |Fn−1] ≤ c′n−2α,
for some c′ = c′(a, b) ∈ (0,∞).
Recalling that θ¯n is Fn−1-measurable and Vω,1(n) is independent of Fn−1, centered and integrable,
we get
E
[
sin(2θ¯n)Vω,1(n)
∣∣∣Fn−1] = sin(2θ¯n)E [Vω,1(n)] = 0.
The same argument gives
E
[
sin(2(θ¯n − k))Vω,2(n+ 1)
∣∣∣Fn−1] = 0.
Hence, as Rn is Fn−1-measurable and R4n is integrable, we conclude that
E
[
R4n+1(E)
∣∣∣Fn−1] = E [1 +Aω,n(E)∣∣∣Fn−1] R4n(E) ≤ (1 + c′n−2α) R4n(E),
where we used the uniform bound on Aω,n(E). Integrating with respect to P and iterating, we
obtain
E
[
R4n+1(E)
] ≤ (1 + c′
n2α
)
E
[
R4n(E)
] ≤ n∏
j=1
(
1 +
c′
j2α
)
,
for all E ∈ [a, b] and all n ≥ 1. Since
∑
j
j−2α < ∞ for α > 12 , the product above is bounded
uniformly in n and E ∈ [a, b]. This finishes the proof. 
6. Critical regime: spectral transition and transport
6.1. Spectral transition. The absence of absolutely continuous spectrum is a consequence of the
following criterion of Last and Simon [56]. With the notations of the beginning of Section 5:
Theorem 6.1. [56, Theorem 1.2] Suppose lim
n→∞ ‖Tn(E)‖ = ∞ for a.e. E ∈ [a, b]. Then,
µac([a, b]) = 0, where µac is the absolutely continuous spectral measure associated to H.
It follows from Theorem 4.1 that for almost every |E| ∈ (m,
√
m2 + 4), lim
n→∞ ‖Tω,n(E)‖ =∞ for
P-almost every ω. By Fubini’s theorem, we conclude that, P-almost surely, lim
n→∞ ‖Tω,n(E)‖ = ∞
for almost every |E| ∈ (m,
√
m2 + 4) and we can apply the above theorem. Now, to determine the
nature of the spectrum, it will be enough to determine whether the generalized eigenfunctions are
`2 or not. For an angle ϑ, we denote ϑ̂ =
(
cosϑ
sinϑ
)
.
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Proposition 6.2. Let α = 12 , assume (A1)-(A3a) and (A4), and let k 6= −pi2 ,−3pi4 ,−pi. Then,
for P-almost every ω, there exists an initial angle ϑ0 = ϑ0(ω) such that
lim
n→∞
log ‖Tω,n(E)ϑ̂0‖
log n
= −β(λ,E), P− a.s.,
for all λ > 0.
The proof of this proposition is given in details in Appendix A.1. We are now ready to prove
Part (ii) in Theorem 2.1.
Proof of Theorem 2.1, Part (ii). We have just established that there is no absolutely continuous
spectrum. From Proposition 6.2, we see that the generalized eigenfunction corresponding to E and
λ are `2 if and only if β > 12 which can be seen to be equivalent to
λ2 >
1
2
(E2 −m2)(m2 + 4− E2)
m2 + E2
=: F (E). (6.1)
This function F satisfies F (m) = F (
√
m2 + 4) = 0 and reaches its maximum λ∗(m) at a unique
point E∗(m) ∈ (m,√m2 + 4). In particular, if λ > λ∗(m) then the `2-condition (6.1) is always
fulfilled and the corresponding generalized eigenvalue is a bona fide eigenvalue. If 0 < λ ≤ λ∗(m),
there exist two values m < E∗−(λ,m) < E∗+(λ,m) <
√
m2 + 4 such that the criterion (6.1) is met.
Note that E∗±(λ,m) are the two roots of the equation λ2 = F (E). The result then follows from the
theory of rank one perturbations [63]. In all the cases above, the spectrum is pure point. Otherwise,
it is a fortiori singular continuous. 
6.2. Lower bounds on eigenfunctions and transport. The next lemma provides a lower bound
on any non-trivial solution of DωΦ = EΦ for α =
1
2 and λ > 0, uniformly in E ranging over compact
intervals of σpp(Dω).
Lemma 6.3. Let α = 12 and fix λ > 0. Assume (A1)-(A3a). For E ∈ σpp(Dω), define Φω,E =
(Φω,E,n)n ∈ (C2)N∗ as the solution of DωΦ = EΦ with a possibly random initial condition ϑ̂0. Then,
for each compact interval I ⊂ σpp(Dω), there exists a deterministic constant κ = κ(I) > 0 such
that, for P-almost every ω, there exists cω = cω(I) > 0 such that
‖Φω,E,n‖ ≥ cωn−κ, ∀n ∈ N∗. (6.2)
Proof. We can reconstruct Φω,E through the recurrence Φω,E,n = Tω,n−1(E)ϑ̂0. This implies in
particular that
‖Φω,E,n‖ ≥ ‖Tω,n−1(E)‖−1.
Hence, using Lemma 3.2 with some ϑ1 6= ϑ2,
P
[‖Φω,E,n‖ ≤ n−κ] ≤ P [‖Tω,n−1(E)‖ ≥ nκ]
≤ n−2κ E [‖Tω,n−1(E)‖2]
≤ C1(ϑ1, ϑ2)n−2κ
(
E
[
R2n(E, ϑ1)
]
+ E
[
R2n(E, ϑ2)
])
,
for some C1(ϑ1, ϑ2) > 0. Keeping in mind the recursion (4.2), the argument of the proof of Part 1
of Theorem 2.1 given in Section 5 can be reproduced and yields
E
[
R2n(E, ϑ1)
] ≤ n∏
j=1
(
1 +
b
j
)
≤ C2 nb−2κ,
for some constants b = b(I) and C2 = C2(b). The estimate for R
2
n(E, ϑ2) is of course similar. Taking
b− 2κ < −1, the result follows by Borel-Cantelli. 
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Proof of Theorem 2.2. Let cω and κ be as in Lemma 6.3. Let (ϕl)l be a basis of RanPI(Dω)
consisting of eigenfunctions of the operator Dω, with corresponding eigenvalues (El)l. Define the
truncated position operator XN = X χ[−N,N ]. Then, taking p > 2κ− 1,∥∥∥|XN |p/2ϕl∥∥∥2 = ∑
1≤n≤N
|n|p‖ϕl(n)‖2
≥ cω
∑
1≤n≤N
|n|p−2κ ≥ c′ω Np−2κ+1,
for some c′ω > 0 and for all l. Let ϕ ∈ RanPI(Dω) and write ϕ =
∑
l alϕl with
∑
l |al|2 = 1. Then,∥∥∥|XN |p/2e−itDωψ∥∥∥2 = ∑
l,l′
alal′ e
−it(El−El′ )〈ϕl′ , |XN |p/2ϕl〉.
After a careful application of the dominated convergence theorem to exchange sums and integrals,
we obtain
lim
T→∞
1
T
∫ T
0
∥∥∥|XN |p/2e−itDωψ∥∥∥2 dt = ∑
l
|al|2
∥∥∥|X|p/2ϕl∥∥∥2 ≥ c′ω Np−2κ+1.
Hence, there exists an diverging (random) sequence (TN )N such that
1
TN
∫ TN
0
∥∥∥|XN |p/2e−itDωϕ∥∥∥2 dt ≥ c′ω
2
Np−2κ+1, (6.3)
for all N ≥ 1. We can then find a diverging (random) sequence (tN )N such that∥∥∥|XN |p/2e−itNDωϕ∥∥∥2 ≥ c′ω
4
Np−2κ+1,
for all N ≥ 1. This finishes the proof. 
7. Sub-critical regime: pure point spectrum
Part 3 of Theorem 2.1 follows from the theory of rank one perturbations once we establish the
following Proposition which is a direct consequence of Proposition 4.1 and [56, Theorem 8.3] stated
in Appendix A.1 as Theorem A.3.
Proposition 7.1. Let 0 < α < 12 . Assume (A1)-(A3a) and (A4), and let k 6= −pi2 ,−3pi4 ,−pi.
Then, for P-almost every ω, there exists an initial angle ϑ0 = ϑ0(ω) such that
lim
n→∞
log ‖Tω,n(E)ϑ̂0‖∑n
j=1 j
−2α = −β(λ,E), P− a.s., (7.1)
for all λ > 0.
The next section is dedicated to the dynamical localization result.
8. Sub-critical regime: dynamical localization
We start our proof of Theorem 2.3. In Section 8.1, we present our estimates on the fractional
moments of the Green’s function. We then use these estimates to show the stretched exponential
decay of the correlators in Section 8.2. We prove Propositions 2.4, 2.5 and Theorem 2.6 in Section
8.3.
The reader will see that some estimates require the asymptotics for the second system of coor-
dinates. Once again, we will give full proofs only in the cases requiring the first system, the other
cases being handled in the exact same way.
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8.1. Fractional moments estimates. The key tool of our proof of dynamical localization will be
an estimate on the Green’s function of the operator Dω in boxes contained in Theorem 8.1. The
organization of this section is as follows: we start with some simple results involving the resolvent
identities in Section 8.1.1. Then, we use these to bound the fractional moments of the Green’s
function by negative fractional moments of the norm of transfer matrices in Section 8.1.2. Finally,
we show their stretched exponential decay in Section 8.1.3.
We define two collections of boxes: for l ≥ 1, let
Λl = {(u,+), 1 ≤ u ≤ l − 1, (u,−), 1 ≤ u ≤ l}
Λ′l = {(u,±), 1 ≤ u ≤ l}. (8.1)
Figure 2. Boxes Λl and Λ
′
l.
We let Pl to be the projection on Λl and Dω,l = PlDωPl is the restriction of Dω to the box Λl
acting on `2(Λl). We denote its resolvent by Rω,l(E) = (Dω,l−E)−1 and by Gω,l the corresponding
Green’s function
Gω,l(u, σ;n, σ
′;E) = 〈δσu , Rω,l(E) δσ
′
n 〉.
We define P ′l , D
′
ω,l, R
′
ω,l and G
′
ω,l in the same way.
Theorem 8.1. Let 0 < α < 12 and λ > 0. Assume (A1)-(A3a) and (A5). Then for all u ∈ N∗
and all compact energy interval I ⊂ Σ˚, there exist constants c = c(u, I) > 0 and C = C(u, I) > 0
such that
E [|Gω,L(u,±;n,−;E)|s] ≤ Cλ−2sa−2sn e−cn
1−2α
,
and
E
[∣∣G′ω,L(u,±;n,+;E)∣∣s] ≤ Cλ−2sa−2sn e−cn1−2α ,
for all 1 ≤ u ≤ L, 1 ≤ n ≤ L and E ∈ I.
The reason to introduce two different systems of boxes comes from the fact that the estimates
above require to use the first and second system of coordinates respectively. The scheme of proof
in both cases is exactly the same.
8.1.1. Preliminaries. We express the full operator in terms of the canonical basis so that
Dω =
∑
j≥2
{
δ+j
(
m〈δ+j |+ 〈δ−j | − 〈δ−j+1|
)
+ δ−j
(
〈δ+j | − 〈δ+j−1|+m〈δ−j |
)}
(8.2)
+ δ+1
(
m〈δ+1 |+ 〈δ−1 | − 〈δ−2 |
)
+ δ−1
(〈δ+1 |+m〈δ−1 |) (8.3)
+
∑
j≥1
{
Vω,1(j)δ
+
j 〈δ+j |+ Vω,2(j)δ−j 〈δ−j |
}
. (8.4)
Let Φ be the vector obtained from Φ1 through the transfer matrix recurrence: Φn+1 = Tω,nΦn.
This way, (Dω − E)Φ = 0. Note that we are using the first system of coordinates. The second
system will appear naturally. We begin with some identities involving Φ and the resolvents.
DIRAC OPERATORS IN A DECAYING POTENTIAL 23
Figure 3. The action of the operator Dω according to the spin position.
Lemma 8.2. For all n ≥ 1 and u ∈ [1, n], we have
Gω,n(u,±;n,−;E) = −φ
±
u
φ+n
=
φ±u
φ−n
Gω,n(n,−;n,−;E), (8.5)
G′ω,n(u,±;n,+;E) =
φ±u
φ−n+1
=
φ±u
φ+n
G′ω,n(n,+;n,+;E). (8.6)
Proof. Using the expansion (8.2), we decompose Dω as
Dω − E = Dω,n − EPn + δ−n 〈δ+n |+ P⊥n C,
for some bounded operator C. In particular, we have
0 = (Dω,n − EPn)Φ + φ+n δ−n ,
and
Φ = −φ+nRω,n(E)δ−n ,
which yields
φ±u = −φ+nGω,n(u,±;n,−;E)
The first identity in (8.6) holds in the same way from the decomposition
Dω − E = D′ω,n − EPn − δ+n 〈δ−n+1|+ (P ′n)⊥C ′,
for some bounded operator C ′. Now, observe that the restrictions Dω,n and D′ω,n are related by
Dω,n = D
′
ω,n−1 − δ+n−1〈δ−n | − δ−n 〈δ+n−1|,
so that
Dω,n − EPn = D′ω,n−1 − EP ′n−1 − Eδ−n 〈δ−n | − δ+n−1〈δ−n | − δ−n 〈δ+n−1|.
It follows from the resolvent identity that
Rω,n(E)−R′ω,n−1(E) = R′ω,n−1(E)
(
Eδ−n 〈δ−n |+ δ+n−1〈δ−n |+ δ−n 〈δ+n−1|
)
Rω,n(E),
from where we obtain
Gω,n(u,±;n,−;E) = G′ω,n−1(u,±;n− 1,+;E) Gω,n(n,−;n,−;E)
=
φ±u
φ−n
Gω,n(n,−;n,−;E),
using first identity in (8.6). The second identity in (8.6) is obtained in a similar spirit. 
Lemma 8.3. For each L ≥ 1, 1 ≤ n ≤ L and u ∈ [1, n], we have
Gω,L(u,±;n,−;E) = (1−Gω,L(n,+;n,−;E))Gω,n(u,±;n,−;E),
G′ω,L(u,±;n,+;E) =
(
1 +G′ω,L(n+ 1,−;n,+;E)
)
G′ω,n(u,±;n,+;E).
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Proof. Let Dˆω,n = PnDω,LPn + P
⊥
n Dω,LP
⊥
n and Rˆω,n(E) and Gˆω,n be the corresponding resolvent
and Green’s function. Then,
Dω,L = Dˆω,n + δ
+
n 〈δ−n |+ δ−n 〈δ+n |
By the resolvent identity, one has
Rω,L(E)− Rˆω,n(E) = Rˆω,n(E)
(
Dˆω,n −Dω,L
)
Rω,L(E)
= −Rˆω,n
(
δ+n 〈δ−n |+ δ−n 〈δ+n |
)
Rω,L(E).
Hence,
Gω,L(u,±;n,−;E) = Gˆω,n(u,±;n,−;E)− Gˆω,n(u,±;n,−;E)Gω,L(n,+;n,−;E)
= Gω,n(u,±;n,−;E)−Gω,n(u,±;n,−;E)Gω,L(n,+;n,−;E).
For the second identity, consider Dˇω,n = P
′
nDω,LP
′
n + (P
′
n)
⊥Dω,L(P ′n)⊥ and proceed in the same
way. 
Figure 4. Boundary conditions on [0, L].
8.1.2. From Green’s functions to transfer matrices. We consider 1 ≤ u ≤ n and apply Lemma 8.2
and 8.3 dropping temporarily the dependence on E to lighten the notation,
Gω,L(u,±;n,−) = (1−Gω,L(n,+;n,−))Gω,n(u,±;n,−)
= − (1−Gω,L(n,+;n,−)) φ
±
u
φ+n
= (1−Gω,L(n,+;n,−))Gω,n(n,−;n,−)φ
±
u
φ−n
.
Hence,
|Gω,L(u,±;n,−)| ≤ (1 + |Gω,L(n,+;n,−)|) (1 + |Gω,n(n,−;n,−)|) |φ
±|
max{|φ+n |, |φ−n |}
≤ C (1 + |Gω,L(n,+;n,−)|) (1 + |Gω,n(n,−;n,−)|) ‖Φu‖‖Φn‖ ,
for some C > 0. Now, we note that
‖Φu‖
‖Φn‖ = ‖Tω,[u,n]Φˆu‖
−1,
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where Φˆu =
Φu
‖Φu‖ . Let s ∈ (0, 1). By subadditivity and Ho¨lder’s inequality, we have
E [|Gω,L(u,±;n,−;E)|s] ≤ C
(
1 + E
[|Gω,L(n,+;n,−;E)|4s])1/4
× (1 + E [|Gω,n(n,−;n,−;E)|4s])1/4
×E
[
‖Tω,[u,n](E)Φˆu‖−2s
]1/2
. (8.7)
The following is an a priori estimate on the moments of the Green’s function (see [4, Corollary 8.4]).
The lemma requires some regularity of the law. Let I ⊂ R be a bounded interval. Using (A6a),
P[Vω,i(n) ∈ I] =
∫
I
ρn,i(y) dy ≤
(∫
ρn,i(y)
p dy
) 1
p
|I| p−1p ≤ C(λan)−
γ
p |I| p−1p ,
so that, in the terminology of [4, Definition 4.5] the law of Vω,i(n) is uniformly τ -Ho¨lder continuous
with τ = p−1p and [4, Corollary 8.4] can be applied to show that the fractional moments of the
Green’s function are bounded for s ∈ (0, p−1p ). We state the result for the Green function G but the
exact same bound holds for G′.
Lemma 8.4. Assume (A1) and (A6a). For each compact energy interval I ⊂ Σ˚ and each s ∈
(0, p−1p ), there exists C = C(s, I) ∈ (0,∞) such that
E
[∣∣Gω,L(u, σ;n, σ′;E)∣∣s] ≤ Cλ−s (a−su + a−sn ) ,
for all L ≥ 1, u, n ∈ [1, L], σ, σ′ ∈ {+,−} and E ∈ I.
We state the final form of estimate (8.7) as a lemma.
Lemma 8.5. Assume (A1) and (A6a). For each compact energy interval I ⊂ Σ˚ and each s ∈
(0, p−1p ), there exists C = C(s, I) ∈ (0,∞) and κ = κ(s, γ) ≥ 0 such that
E [|Gω,L(u,±;n,−;E)|s] ≤ C(λan)−κE
[
‖Tω,[u,n](E)Φˆu‖−2s
]1/2
, (8.8)
for all u, n ∈ [1, L] and E ∈ I.
By similar arguments,
E [|Gω,L(u,+;n,+;E)|s] ≤ Cλ−κa−κn E
[
‖T′ω,[u,n](E)Φˆu‖−2s
]1/2
, (8.9)
E [|Gω,L(u,−;n,+;E)|s] ≤ Cλ−κa−κn E
[
‖T′ω,[u−1,n](E)Φˆu−1‖−2s
]1/2
. (8.10)
8.1.3. Estimates on transfer matrices. The next key lemma provides the decay of the negative
moments of transfer matrices needed to complete the proof of Theorem 8.1. Its proof is inspired
by [18, Lemma 5.1] where exponential decay was obtained in the ergodic case and used as an input
for a multi-scale analysis. Our non-ergodic case requires some finer estimates and leads to stretched
exponential decay.
All the estimates in this section are stated for the first system of coordinates. Once again, the
exact same bounds hold for the second system.
Lemma 8.6. Let 0 < α < 12 , assume (A1)-(A3a) and (A5). For each compact interval I ⊂ Σ˚,
there exists n0 = n0(I) ≥ 1, s0 = s0(I) ∈ (0, 12) and c = c(I) > 0 such that for each u ∈ N∗, there
exists C = C(m, I) ∈ (0,∞) such that
E
[∥∥T[u,n](E)ϕ0∥∥−s] ≤ Ce−cn1−2α , (8.11)
for all s ∈ (0, s0], ‖ϕ0‖ = 1, E ∈ I and n ≥ u+ n0.
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We start with some preliminaries. Lemma 8.7 is a simple bound on the moments of the norm of
the transfer matrices. Lemma 8.8 is the initial step of the recursion in the proof of Lemma 8.6.
Lemma 8.7. Assume (A3a). For all compact interval I ⊂ Σ˚, there exists a constant M = M(I) ∈
(0,∞) such that
E[‖Tω,n(E)‖s] ≤M, (8.12)
for all s ∈ [0, 1], E ∈ I and n ≥ 1.
Proof. From (3.5), we can see that there exists a constant C = C(I) ∈ (0,∞) such that
‖Tω,n(E)‖ ≤ C
(
1 + |Vω,1(n)|+ |Vω,2(n+ 1)|+ |Vω,1(n)| |Vω,2(n+ 1)|
)
.
Hence,
E[‖Tω,n(E)‖s] ≤ Cs
(
1 + E[|Vω,1(n)|s] + E[|Vω,2(n+ 1)|s]
+ E[|Vω,1(n)|p]E[|Vω,2(n+ 1)|s]
)
,
if s ∈ [0, 1]. Now, we have
E[|Vω,1(n)|s] ≤ 1 + E[|Vω,1(n)|] ≤ 1 + E[|Vω,1(n)|2]1/2 = 1 + λan,
which is uniformly bounded in n. The same holds for Vω,2(n+ 1). 
Lemma 8.8. Let 0 < α < 12 , assume (A1)-(A3a) and (A5). Then, for all compact interval
I ⊂ Σ˚, there exist n0 = n0(I) ≥ 1, s0 = s0(I) ∈ (0, 12) and c = c(I) > 0 such that
E
[‖Tω,ln0(E) · · ·Tω,(l−1)n0+1(E)ϕ0‖−s] ≤ 1− cl2α ,
for all s ∈ (0, s0], l ≥ 1, ‖ϕ0‖ = 1 and E ∈ I.
Proof. We remove E from the notation to lighten the presentation. From Lemma 4.3, we obtain
n0 = n0(I) ≥ 1, c1 = c1(I) > 0 and c2 = c2(I) > 0 such that
E
[
log ‖Tω,ln0 · · ·Tω,(l−1)n0+1ϕ0‖
] ≥ c1n1−2α0
l2α
,
and
E
[(
log ‖Tω,ln0 · · ·Tω,(l−1)n0+1ϕ0‖
)4] ≤ c2n1−2α0
l2α
,
for all l ≥ 1, ‖ϕ0‖ = 1 and E ∈ I. Now, we apply the inequality ey ≤ 1 + y + y2e|y| to y =
−s log ‖Tω,ln0 · · ·Tω,(l−1)n0+1ϕ0‖ with s ∈ (0, 1) to be fixed later, so that
E[‖Tω,ln0 · · ·Tω,(l−1)n0+1ϕ0‖−s] ≤ 1− sE[log ‖Tω,ln0 · · ·Tω,(l−1)n0+1ϕ0‖]
+ s2E
[(
log ‖Tω,ln0 · · ·Tω,(l−1)n0+1ϕ0‖
)4]1/2 E [e2s|log ‖Tω,ln0 ···Tω,(l−1)n0+1ϕ0‖|]1/2 .
Now,
log ‖Tω,ln0 · · ·Tω,(l−1)n0+1ϕ0‖ ≤
ln0∑
j=(l−1)n0+1
log ‖Tω,j‖.
On the other hand,
1 = ‖T−1ω,(j−1)n0+1 · · ·T
−1
ω,ln0
Tω,ln0 · · ·Tω,(l−1)n0+1ϕ0‖
≤ ‖Tω,(l−1)n0+1‖ · · · ‖Tω,ln0‖‖Tω,ln0 · · ·Tω,(l−1)n0+1ϕ0‖,
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since ‖T−1ω,j‖ = ‖Tω,j‖, so that we have
log ‖Tω,ln0 · · ·Tω,(l−1)n0+1ϕ0‖ ≥ −
ln0∑
j=(l−1)n0+1
log ‖Tω,j‖.
Piecing these bounds together, we obtain
∣∣log ‖Tω,ln0 · · ·Tω,(l−1)n0+1ϕ0‖∣∣ ≤ ln0∑
j=(l−1)n0+1
log ‖Tω,j‖.
Remembering (8.12), we get
E
[
exp
{
2s
∣∣log ‖Tω,ln0 · · ·Tω,(l−1)n0+1ϕ0‖∣∣}] ≤ ln0∏
j=(l−1)n0+1
E[‖Tω,l‖2s] ≤ ec3n0 ,
for some c3 > 0 for all s ∈ (0, 12). Hence,
E
[‖Tω,ln0 · · ·Tω,(l−1)n0+1ϕ0‖−s] ≤ 1− c1sn1−2α0l2α + c2s2ec3n0 n
1
2
−α
0
lα
,
for all l ≥ 1, ‖ϕ0‖ = 1 and E ∈ I. We can now find s0 ∈ (0, 12) such that
E
[‖Tω,ln0 · · ·Tω,(l−1)n0+1ϕ0‖−s] ≤ 1− c4l2α ,
for some c4 > 0, for all s ∈ (0, s0), l ≥ 1, ‖ϕ0‖ = 1 and E ∈ I. 
We can now proceed with the proof of Lemma 8.6.
Proof of Lemma 8.6. Once again, we remove E from the notation to lighten the presentation. Let
u ≥ 1, n ≥ u + n0 and s ∈ (0, s0] where n0 = n0(I) and s0 = s0(I) are taken from Lemma 8.8.
Write u = l1n0 − r1 and n = l2n0 + r2 with 0 ≤ r1, r2 < n0. Then,
‖Tω,l2n0 · · ·Tω,uϕ0‖ = ‖T−1ω,l2n0+1T−1ω,nTω,n · · ·Tω,uϕ0‖
≤
n∏
j=l2n0+1
‖Tω,j‖ · ‖Tω,n · · ·Tω,uϕ0‖.
Hence,
E[‖Tω,n · · ·Tω,uϕ0‖−s] ≤
n∏
j=l2n0+1
E[‖Tω,j‖s] · E[‖Tω,l2n0 · · ·Tω,uϕ0‖−s]
≤ C1E[‖Tω,l2n0 · · ·Tω,uϕ0‖−s],
for some C1 = C1(I) ∈ (0,∞) by (8.12), (recall that n0 is fixed). The rest of the proof is based on
a careful conditioning that we now detail. Let
ϕl =
Tln0 · · ·Tuϕ0
‖Tln0 · · ·Tuϕ0‖
,
ans observe that ϕl−1 is measurable with respect to Fl−1. Hence, Lemma 8.8 can be applied to
obtain
E
[
‖Tω,ln0 · · ·Tω,(l−1)n0+1ϕl−1‖−s
∣∣∣Fl−1] ≤ 1− c4
l2α
,
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where c4 = c4(I) > 0 is the constant from Lemma 8.8. Hence,
E
[‖Tω,n · · ·Tω,uϕ0‖−s] ≤ C1E [‖Tω,l2n0 · · ·Tω,uϕ0‖−s]
= C1E
[‖Tω,(l2−1)n0 · · ·Tω,uϕ0‖−s‖Tω,l2n0 · · ·Tω,(l2−1)n0+1ϕl2−1‖−s]
= C1E
[
E
[
‖Tω,(l2−1)n0 · · ·Tω,uϕ0‖−s‖Tω,l2n0 · · ·T(l2−1)n0+1ϕl2−1‖−s
∣∣∣Fl2−1]]
= C1E
[
[‖Tω,(l2−1)n0 · · ·Tω,uϕ0‖−sE
[
‖Tω,l2n0 · · ·Tω,(l2−1)n0+1ϕl2−1‖−s
∣∣∣Fl2−1]]
≤ C1
(
1− c4
l2α2
)
E
[‖Tω,(l2−1)n0 · · ·Tω,uϕ0‖−s] .
Iterating,
E
[‖Tω,n · · ·Tω,uϕ0‖−s] ≤ C1 l2∏
j=l1
(
1− c4
j2α
)
E
[‖Tω,m+r1 · · ·Tω,uϕ0‖−s] .
Just as we did in the previous lemma,
1 = ‖T−1ω,u · · ·T−1ω,u+r1Tω,u+r1 · · ·Tω,uϕ0‖ ≤
u+r1∏
j=u
‖Tω,j‖ · ‖Tω,u+r1 · · ·Tω,uϕ0‖,
so that, by (8.12),
E
[‖Tω,u+r1 · · ·Tω,uϕ0‖−s] ≤ C2,
for some C2 = C2(I) > 0. Hence,
E
[‖Tω,n · · ·Tω,uϕ0‖−s] ≤ C l2∏
j=l1
(
1− c4
j2α
)
≤ Cecu1−2αe−cn1−2α ,
for some suitable C = C(I) ∈ (0,∞) and c = c(I) > 0.

Proof of Theorem 8.1. Let u ≥ 1 and n ≥ u + n0 where n0 = n0(I) ≥ 1 is taken from Lemma
8.8. Lemma 8.6 can be combined with the bound (8.8) to finish the proof of the first estimate of
Theorem 8.1. The second estimate can be proved using (8.9) and (8.10) instead of (8.8) and the
analogue of Lemma 8.6 for the transfer matrices in the second system of coordinates.
If 1 ≤ n ≤ u+ n0, we just use the a priori estimate appearing in Lemma 8.4. 
8.2. Correlators and dynamical localization. We follow the approach of [4, Chapter 7]. Recall
the definition of the correlator (2.7),
Qω(u, σ;n, σ
′; I) = sup
f∈C0(I)
‖f‖∞≤1
∣∣∣〈δσu , PI(Dω)f(Dω)δσ′n 〉∣∣∣ ,
We will need to work with finite volume correlators in boxes ΛL,
Qω,L(u, σ;n, σ
′; I) = sup
f∈C0(I)
‖f‖∞≤1
∣∣∣〈δσu , PI(Dω,L)f(Dω,L)δσ′n 〉∣∣∣ .
Here, we allowed ourselves a slight abuse of notation where the operator Dω,L coincides with the
definition given at the beginning of Section 8.1 if σ′ = − but will be understood to be D′ω,L if
σ′ = +. The argument is of course identical in both cases. Since Dω,L → Dω as L → ∞ in the
strong resolvent sense, P-a.s, we have
Qω(u, σ;n, σ
′; I) ≤ lim inf
L
Qω,L(u, σ;n, σ
′; I).
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By Fatou’s lemma, we get
E
[
Qω(u, σ;n, σ
′; I)2
] ≤ lim inf
L
E
[
Qω,L(u, σ;n, σ
′; I)2
]
, (8.13)
so that it is enough to bound the correlators in boxes, uniformly in the size of the box. At this
point, it is convenient to work with the interpolated eigenfunction correlator or s-correlator defined
as
Qω,L(u, σ;n, σ
′; I, s) =
∑
E∈I∩σ(Dω,L)
|〈δu, PE(Dω,L)δu〉|1−s |〈δu, PE(Dω,L)δn〉|s , (8.14)
for s ∈ [0, 1], where PE(Dω,L) is the projection of Dω,L on the eigenspace corresponding to E. By
Cauchy-Schwarz inequality for the kernel of PE(Dω,L), we obtain
Qω,L(u, σ;n, σ
′; I)2 ≤ Qω,L(u, σ;n, σ′; I, s)Qω,L(n, σ′;u, σ; I, s), for all s ∈ [0, 1].
The bound (8.13) becomes
E
[
Qω(u, σ;n, σ
′; I)2
] ≤ lim inf
L
E
[
Qω,L(u, σ;n, σ
′; I, s)Qω,L(n, σ′;u, σ; I, s)
]
(8.15)
≤ lim inf
L
E
[
Qω,L(u, σ;n, σ
′; I, s)
]
, (8.16)
since Qω,L(n, σ
′;u, σ; I) ≤ 1. In Lemma 8.9 below, we will show that the expected value of the
s-correlators (8.14) can be estimated in terms of the fractional moments of the Green’s function.
Together with with Theorem 8.1, this will finish the proof of Theorem 2.3. We defer the details to
the end of the section.
The last step consists then in controling the s-correlator (8.14) by the resolvent. Let DvL,u,σ =
Dω,L + (v − Vω(u, σ))1u,σ be the operator resulting from setting the disorder at site (u, σ) to the
value v, where we simply denoted
Vω(u, σ) =
{
Vω,1(u), ifσ = +,
Vω,2(u), ifσ = −.
We borrow the following identity from [4, Lemma 7.10]:
Qω,L(u, σ;n, σ
′; I, s) =
∫
I
∣∣∣〈δσu , (DvL,u,σ − E)−1δσ′n 〉∣∣∣s |Vω(u, σ)− v|s µδuσ (dE), (8.17)
where µδu,σ is the spectral measure of Dω,L on δ
σ
u .
We also recall the spectral averaging principle∫
R
∫
I
∣∣∣〈δσu , (DvL,u,σ − E)−1δσ′n 〉∣∣∣s µδσu (dE) dv = ∫
I
∣∣∣〈δσu , (DvL,u,σ − E)−1δσ′n 〉∣∣∣s dE,
where the dependence in v in the integrand on the left-hand-side is hidden in µδu,σ.
The following is a straightforward adaptation of [4, Theorem 7.11] to the inhomogeneous potential
case.
Lemma 8.9. Assume (A1), (A5) and (A6), and let q = pp−1 . For all s ∈ [0, p−1p ), there exists
constants C = C(s) ∈ (0,∞) and κ = κ(s) ≥ 0 such that
E
[
Qω,L(u, σ;n, σ
′; I, s)
] ≤ C(λau)−κ(∫
I
E
[∣∣Gω,L(u, σ;n, σ′;E)∣∣qs] dE) 1q , (8.18)
for all L ≥ 1, u, n ∈ [1, L], σ, σ′ ∈ {+,−} and all interval I ⊂ R.
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Proof. Let Eu,σ denote the expected value with respect to the random variable Vω(u, σ) and let ρu,σ
be the corresponding density. Let q = pp−1 . Using (8.17) and Ho¨lder’s inequality,
Eu,σ
[
Qω,L(u, σ;n, σ
′; I, s)
]
= Eu
[∫
I
∣∣∣〈δσu , (DvL,u,σ − E)−1δσ′n 〉∣∣∣s |Vω(u, σ)− v|s µδu,σ(dE)]
=
∫
R
∫
I
∣∣∣〈δσu , (DvL,u,σ − E)−1δσ′n 〉∣∣∣s |τ − v|sµδu,σ(dE)ρu,σ(τ) dτ
≤
(∫
R
|τ − v|psρu,σ(τ)pdτ
) 1
p
(∫
R
∫
I
∣∣∣〈δσu , (DvL,u,σ − E)−1δσ′n 〉∣∣∣qs µδu,σ(dE) dτ) 1q
≤
(∫
R
|τ − v|psρu,σ(τ)pdτ
) 1
p
(∫
I
∣∣∣〈δσu , (DvL,u,σ − E)−1δσ′n 〉∣∣∣qs dE) 1q ,
by the spectral averaging principle. Now, observe that∫
R
|τ − v|psρu,σ(τ)pdτ ≤ (1 + |v|)ps
∫
R
(1 + |τ |)psρu,σ(τ)pdτ
≤ C(λau)−γ(1 + |v|)ps,
for some C ∈ (0,∞) and γ ≥ 0 thanks to (A6a). So far,
Eu,σ
[
QL(u, σ;n, σ
′; I, s)
]q ≤ C(λau)− γqp (1 + |v|)qs ∫
I
∣∣∣〈δσu , (DvL,u,σ − E)−1δσ′n 〉∣∣∣qs dE,
for all v ∈ R. This can be integrated against cu,σ(1 + |v|)−qsρu,σ(v) dv where
c−1u,σ =
∫
R
(1 + |v|)−qsρu,σ(v) dv ≥ c(λau)γ ,
for some c > 0 thanks to (A6b), to obtain
Eu,σ
[
Qω,L(u, σ;n, σ
′; I, s)
]q ≤ C(λau)−κ ∫
I
Eu,σ
[∣∣∣〈δσu , (DvL,u,σ − E)−1δσ′n 〉∣∣∣qs] dE,
for some C ∈ (0,∞) and κ = κ(s, γ) > 0. Finally, denoting by Êu,σ the average with respect to the
remaining disorder variables, we have
E
[
Qω,L(u, σ;n, σ
′; I, s)
]q
= Êu,σ
[
Eu,σ
[
Qω,L(u, σ;n, σ
′; I, s)
]]q
≤ Êu,σ
[
Eu,σ
[
Qω,L(u, σ;n, σ
′; I, s)
]q]
≤ C(λau)−κ
∫
I
E
[∣∣∣〈δσu , (DvL,u,σ − E)−1δσ′n 〉∣∣∣qs] dE.
This finishes the proof. 
We complete the proof of Theorem 2.3.
Proof of Theorem 2.3. Fix u ∈ N∗. Combining the bound (8.15) together with Lemma 8.9, we
obtain
E[Qω(u,±;n,−; I)2] ≤ Ca−1u lim inf
∫
I
E [|Gω,L(u,±;n,−;E)|s] dE.
We can use Theorem 8.1 with s small enough to bound this last quantity uniformly in the size of
the box and over the interval I. This gives the bound
E[Qω(u,±;n,−; I)2] ≤ Cλ−2sa−2sn e−cn
1−2α
,
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for all n, for some constants C = C(u, s) ∈ (0,∞) and c = c(s, I) > 0. All the other entries (u, σ)
and (n, σ′) can be handled similarly using completely analogous estimates for the corresponding
resolvents. This proves (2.9). Finally,∑
n,σ′
E[Qω(u, σ;n, σ′; I)2] ≤ Cλ−2s
∑
n
a−2sn e
−cn1−2α <∞,
with C as above, which shows dynamical localization. 
8.3. Proof of Proposition 2.4 and 2.5 and Theorem 2.6. We prove Proposition 2.4:
Proof of Proposition 2.4. Suppose that (2.8) holds in an energy interval I. We will prove that the
spectrum of Dω is almost surely pure point in I. This is a consequence of the RAGE Theorem [22].
Let χR the characteric function of the box [0, R]. Since χR converges strongly to the identity as
R→∞, it is enough to show that, P-almost surely,
lim
R→∞
sup
t
∥∥(1− χR) e−itDωPI(Dω)δσu∥∥2 = 0, (8.19)
for all canonical vectors δσu since this implies that the range of PI(Dω,λ) is almost surely included
in the point spectrum of Dω. Now,
∥∥(1− χR) e−itDωPI(Dω)δσu∥∥2 = ∑
|n|>R
σ′=±
∣∣∣〈δσ′n , e−itDωPI(Dω)δσu〉∣∣∣2
=
∑
|n|>R
σ′=±
∣∣∣〈PI(Dω) e−itDωδσ′n , δσu〉∣∣∣2
≤
∑
|u|>R
Qω(u, σ;n, σ
′; I)2,
for all t ∈ R. By Fatou’s lemma,
E
[
lim
R→∞
sup
t
∥∥(1− χR) e−itDωPI(Dω)δσu∥∥2] ≤ E
lim infR→∞ ∑|n|>R
σ′=±
Qω(u, σ;n, σ
′; I)2

≤ lim inf
R→∞
E
 ∑
|n|>R
σ′=±
Qω(u, σ;n, σ
′; I)2
 = 0,
which shows that (8.19) holds P-almost surely for each u and σ. Hence, for each u and σ, there exists
Ωu,σ ⊂ Ω with P(Ωu,σ) = 1 such that (8.19) holds for all ω ∈ Ωu,σ. Finally, the set Ω˜ :=
⋂
u,σ
Ωu,σ is
so that P(Ω˜) = 1 and (8.19) holds for all u and σ simultaneously for all ω ∈ Ω˜.
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We turn to the moments bounds. Let p > 0,
E
[
sup
t
∥∥∥|X| p2 e−itDωPI(Dω)δσu∥∥∥2]
= E
[〈|X|pe−itDωPI(Dω)δσu , e−itDω,λδu〉]
= E
sup
t
∑
n,σ′
〈|X|pe−itDωPI(Dω)δσu , δσ
′
n 〉〈δσ
′
n , e
−itDωPI(Dω)δσu〉

≤ E
sup
t
∑
n,σ′
|n|p
∣∣∣〈δσ′n , e−itDωPI(Dω)δσu〉∣∣∣2

≤ E
∑
n,σ′
|n|pQω(u, σ;n, σ′; I)2
 ,
which is bounded for each u and σ in virtue of (2.9). 
Finally, we provide sketches of proof for Proposition 2.5 and Theorem 2.6 as the arguments are
either standard or have been developed elsewhere in this work.
Proof of Proposition 2.5. The upper bound is standard and follows from the estimate in Theorem
2.3 (see [22, Theorem 9.22]). The lower bound can be obtained as in Lemma 6.3 above. 
Proof of Proposition 2.6. The first statement is completely analogous to the bound on the moments
in Proposition 2.4. The second statement can be obtained following the strategy of proof of Theorem
2.2 using the lower bound in Proposition 2.5 instead of Lemma 6.3. 
Appendix A. Some technical estimates
A.1. Unimodular matrices. The following lemmas correspond to [50, Lemma 2.2 and 8.7]. The
first one allows us to establish the upper bound in Lemma 3.2. The proof of Proposition 6.2 is given
after the second one. At the end of the section, we state [56, Theorem 8.3] which is used to prove
pure point spectrum in the sub-critical regime.
Lemma A.1. Let A be an unimodular matrix and let θˆ = (cos θ, sin θ). Then, for all pair of angles
|θ1 − θ2| ≤ pi2 ,
‖A‖ ≤ sin
( |θ1−θ2|
2
)−1
max{‖Aθˆ1‖, ‖Aθˆ2‖}.
Proof. See [50, Lemma 2.2]. 
The following lemma is used to find eigenfunctions with the proper decay and is the key to
Proposition 6.2.
Lemma A.2. For a unimodular matrix with ‖A‖ > 1, define ϑ = ϑ(A) as the unique angle
ϑ ∈ (−pi2 , pi2 ] such that ‖Aϑˆ‖ = ‖A‖−1. We also define r(A) =
∥∥∥∥A(10
)∥∥∥∥ .∥∥∥∥A(01
)∥∥∥∥−1.
Let (An)n be a sequence of unimodular matrices with ‖An‖ > 1 and write ϑn = ϑ(An) and rn =
r(An). Assume that
(i) lim
n→∞ ‖An‖ =∞,
(ii) lim
n→∞
‖An+1A−1n ‖
‖An‖ ‖An+1‖ = 0.
Then,
DIRAC OPERATORS IN A DECAYING POTENTIAL 33
(1) (ϑn)n has a limit ϑ∞ ∈ (−pi/2, pi/2) if and only if (rn)n has a limit r∞ ∈ [0,∞). If
ϑn → ±pi/2, then rn →∞ but, if rn →∞, we can only conclude that |ϑn| → pi/2.
(2) Suppose (ϑn)n has a limit ϑ∞ 6= 0, pi2 . Then,
lim
n→∞
log ‖Anϑˆ∞‖
log ‖An‖ = −1 if and only if lim supn
log |rn − r∞|
log ‖An‖ ≤ −2. (A.1)
Proof. See [50, Lemma 8.7]. 
We apply this with An = Tω,n in order to prove Proposition 6.2. For positive sequences (bn)n
and (cn)n, we write bn ' cn if lim
n→∞
bn
cn
= 1 and denote bn<∼ cn if there exists a constant K > 0 such
that bn ≤ Kcn for n large enough, and bn  cn if bn <∼ cn <∼ bn.
Proof of Proposition 6.2. Define
Φ(1)n =
(
φ
(1)
+,n
φ
(1)
−,n
)
= Tω,n−1
(
1
0
)
, Φ(2)n =
(
φ
(2)
+,n
φ
(2)
−,n
)
= Tω,n−1
(
0
1
)
,
and let R
(i)
n , θ
(i)
n , n ≥ 1, i = 1, 2 be the corresponding Pru¨fer radii and phases. We let rn = R
(1)
n
R
(2)
n
and ϑn be as in Lemma A.2. Recall the relation Φn = PnΨn. In particular,
Φ(i)n =
(
φ
(i)
+,n
φ
(i)
−,n
)
= (−1)n−1Rn
(
−√p2 cos(θ¯(i)n )√−p1 cos(θ¯(i)n + k)
)
.
Thus it follows from some elementary trigonometry that
φ
(1)
+,nφ
(2)
−,n − φ(1)−,nφ(2)+,n = R(1)n R(2)n sin(2k) sin(θ(1)n − θ(2)n ),
where θ¯
(i)
n = θ
(i)
n − (2n− 1)k. On the other hand,
φ
(1)
+,nφ
(2)
−,n − φ(1)−,nφ(2)+,n = det
(
Tω,n
(
1 0
0 1
))
= 1.
This, together with the convergence
lim
n→∞
R
(i)
n
log n
= β, i = 1, 2,
gives
lim
n→∞
log | sin(θ(2)n − θ(1)n )|
log n
= lim
n→∞
log | sin(θ¯(2)n − θ¯(1)n )|
log n
= −2β. (A.2)
Remember the decomposition (4.2) that we summarize as
(R
(i)
n+1)
2 =
(
1− p2
sin(2k)
sin(2θ¯(i)n )Vω,1(n)
+
p1
sin(2k)
sin(2(θ¯(i)n − k))Vω,2(n+ 1) + E(i)j
)
(R(i)n )
2.
We have to estimate the difference of the expansions for logR
(1)
n and logR
(2)
n . By (A.2), one has
| sin(θ¯(2)n − θ¯(1)n )| . n−β+, for any  > 0. Hence, there exist random sequences (mn)n ⊂ N∗ and
(∆n)n ⊂ R such that θ¯(1)n − θ¯(2)n = mnpi + ∆n and |∆n| . n−β+. Therefore,
sin(2θ¯(2)n ) = sin(2θ¯
(1)
n + 2∆n) ' sin(2θ¯(1)n ) + 2 cos(2θ¯(1)n )∆n.
This shows that ∣∣∣Vω,1(j)(sin(2θ¯(1)j )− sin(2θ¯(2)j ))∣∣∣ . j− 12−2β+.
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By means of similar arguments, one can show that∣∣∣Vω,2(j + 1)(sin(2(θ¯(1)j − k))− sin(2(θ¯(2)j − k)))∣∣∣ . j− 12−2β+.
and
|E(1)j − E(2)j | . j−1−2β+.
Hence,
log rn = − p2
sin(2k)
n∑
j=1
Vω,1(j)
sin k
(
sin(2θ¯
(1)
j )− sin(2θ¯(2)j )
)
(A.3)
+
p1
sin(2k)
n∑
j=1
Vω,2(j + 1)
sin k
(
sin(2(θ¯
(1)
j − k))− sin(2(θ¯(2)j − k))
)
+
n∑
j=1
Aj (A.4)
where the first two sums are convergent martingales by Lemma A.4 with γ = 12 + 2β −  and the
last one is absolutely convergent as Aj = O(j
−1−2β+). This shows that rn → r∞ ∈ (0,∞) almost
surely which implies that ϑn has a limit ϑ∞ 6= 0, pi2 by the first part of Lemma A.2.
The equivalence (A.1) in our context corresponds to
lim
n→∞
logRn(ϑ∞)
log n
= −β if and only if lim sup
n
log |rn − r∞|
log n
≤ −2β.
Let us denote by log rn = Mn + Sn the decomposition (A.4) and log r∞ = M∞ + S∞, where Mn is
the martingale part and M∞ and S∞ are the almost sure limits of Mn and Sn respectively. Then,
|r∞ − rn| = eM∞+S∞
∣∣1− eMn−M∞+Sn−S∞∣∣ ' eM∞+S∞ |Mn −M∞ + Sn − S∞|
. eM∞+S∞n−2β+2,
by the last statement of Lemma A.4 with γ = 12 + 2β −  and Aj = O(j−1−2β+). This finishes the
proof of Proposition 6.2. 
We state [56, Theorem 8.3] which allowed us to prove pure point spectrum in the sub-critical
regime:
Theorem A.3. Let (An)n≥1 be 2× 2 real unimodular matrices and let An = An · · ·A1 such that∑
n≥1
‖An+1‖
‖An‖ <∞.
Suppose there exists a monotone increasing function g : N∗ → (0,∞) such that
lim
n→∞
log ‖An‖
g(n)
= 0 and lim
n→∞
log ‖An‖
f(n)
= 1,
and such that ∑
n≥1
e−g(n) <∞,
for all  > 0. Then, there exists an angle ϑ0 such that
lim
n→∞
log ‖Anϑ̂0‖
g(n)
= −1.
DIRAC OPERATORS IN A DECAYING POTENTIAL 35
A.2. A martingale inequality. The following corresponds to [50, Lemma 8.4]. We formulate
it in full generality but provide a short proof under the assumption that Vω,i(n) = λn
−αωn,i for
uniformly bounded random variables ωn,i.
Lemma A.4. Let (Zj)j be i.i.d. random variables with E[Zn] = 0 and E[|Zn|2] ≤ n−2γ for some
γ > 0. Let Gn = σ(Z1, · · · , Zn) and let Yn ∈ Gn−1 for n ≥ 1 such that |Yn| ≤ 1. Define
Mn =
n∑
j=1
YjZj and sn =
n∑
j=1
1
j2γ
.
Then, (Mn)n is a Gn-martingale and
(i) For γ ≤ 12 and all ε > 0,
lim
n→∞ s
− 1+ε
2
n Mn = 0, P− a.s.
(ii) For γ > 12 , (Mn)n converges P-almost surely to a finite (random) limit M∞ and, for all
κ < γ − 12 , we have
lim
n→∞n
κ (M∞ −Mn) = 0, P− a.s.
Proof. The reader can consult the book [35] for the general properties of martingales used below.
The sequence (Mn)n is a martingale thanks to our hypothesis on (Yn)n and (Zn)n: indeed, since
Mn, Yn+1 ∈ Gn, Yn+1 is bounded and Zn+1 is independent of Gn and centered, we have, P-almost
surely,
E[Mn+1|Gn] = E
[
Yn+1Zn+1 +Mn
∣∣∣Gn]
= Yn+1E[Zn+1] +Mn = Mn.
As stated above, we assume Zn = n
−γXn with |Xn| ≤ 1 and E[Xn] = 0 to simplify the argument.
Let γ ≤ 12 . We use Azuma’s inequality [5]: let (Mn)n be a martingale such that |Mn −Mn−1| ≤ cn
for all n ≥ 1. Then,
P [|Mn −M0| ≥ t] ≤ 2 exp
{
− t
2
2
∑n
j=1 c
2
j
}
.
In our case, M0 = 0, cj = 2j
−γ , and taking t = s
1+ε′
2
n for 0 < ε′ < ε, we obtain
P
[
|Mn| ≥ s
1+ε′
2
n
]
≤ 2 e−Cnε
′
,
for some C > 0. The claim (i) then follows from Borel-Cantelli’s lemma.
Now, let γ > 12 . Noticing that, for i < l,
E[XiYiXlYl] = E[Xl]E[XiYiYl] = 0,
we have
sup
n
E[M2n] = sup
n
n∑
j=1
E[X2j Y 2j ]
j2γ
≤
∑
j≥1
1
j2γ
<∞.
Hence, (Mn)n is bounded in L
2 and, as a consequence, converges almost surely, i.e., there exists a
random variable M∞ such that limn→∞Mn = M∞, P-a.s.. Finally, applying Azuma’s inequality to
the martingale (Mn+i −Mn)i≥0, we obtain
P [nκ |Mn+i −Mn| ≥ 1] ≤ 2 exp
{
−Cn2(γ− 12−κ)
}
,
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for all i ≥ 0. Choosing κ < γ − 12 , the last claim follows from Fatou’s lemma, the convergence of
(Mn)n and Borel-Cantelli. 
Remark 9. The result above is proved in [50, Lemma 8.4] under the second moment assumption
replacing our use of Azuma’s inequality by Doob’s inequality. For a short proof assuming bounded
exponential moments, see [21, Lemma A.1].
A.3. Control of the phases. The next lemma provides the control of the Pru¨fer phases needed
to complete the proof of Proposition 4.1. The strategy is taken from [50]. Recalling the definitions
of Qn,1 and Qn,2 from (4.5),
Lemma A.5. Assume (A3a) and (A4). Let 0 < α ≤ 12 . For each fixed energy corresponding to a
value of k ∈ (−pi,−pi2 ) different from −5pi8 ,−3pi4 and −7pi8 ,
lim
n→∞
Qn,i∑n
j=1 j
−2α = 0,
for i = 1, 2. Moreover, for each compact energy interval I ⊂ Σ˚, the convergence is uniform over all
initial values θ0 ∈ [0, 2pi) and E ∈ I corresponding to values of k different from −5pi8 ,−3pi4 and −7pi8 .
Proof. We will show that
lim sup
n→∞
∑n
j=1 E[V 2ω,j ] cos 4θ¯j∑n
j=1 j
−2α = 0, P− a.s.,
the other terms being handled similarly. Note that the prefactor accompanying this term in the
definition of Qn,1 is uniformly bounded over compact energy intervals. The computations below are
uniform in the initial condition θ0 and only assume k /∈ pi8Z.
We begin with a simple observation: from (3.17), for any compact interval I ⊂ Σ˚, there exists a
constant C = C(I) ∈ (0,∞) such that∣∣∣ei(θn+1−θn) − 1∣∣∣ = ∣∣∣∣ζn+1ζn − 1
∣∣∣∣
≤ C (|Vω,1(n)|+ |Vω,2(n+ 1)|+ |Vω,1(n)Vω,2(n+ 1)|) ≤ 1,
for n ≥ n∗(ω) for some n∗(ω) = n∗(ω, I) <∞ thanks to (A4). Hence, for n ≥ n∗(ω), |θn+1−θn| < pi2
and, recalling (A4) once more, we have
|θn+1 − θn| ≤ pi
2
| sin(θn+1 − θn)| ≤ pi
2
∣∣∣ei(θn+1−θn) − 1∣∣∣ ≤ c0(ω) n− 2α3 ,
for some c0(ω) = c0(ω, I) ∈ (0,∞). This can be written in the equivalent form
|θ¯n+1 − θ¯n + 2k| ≤ c0(ω) n− 2α3 , (A.5)
which will be more suitable for our purposes. By possibly increasing the value of c0(ω), we can
assume that (A.5) holds for all n ≥ n∗(ω) with c0(ω) <∞ P-amost surely. For p ≥ 1, define
Ep = {ω : c0(ω) ≤ p} ,
and observe that Ω =
⋃
p≥1
Ep.
The key proof is [50, Lemma 8.5] which states the following: suppose that y ∈ R is not in piZ.
Then, there exists a sequence of integers ql →∞ such that∣∣∣∣∣∣
ql∑
j=1
cos θj
∣∣∣∣∣∣ ≤ 1 +
ql∑
j=1
|θj − θ0 − jy| , (A.6)
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for all (θj)j≥0 ⊂ R. We take y = −8k. Let p ≥ 1 and ω ∈ Ep. Let n be large enough so that it can
be written as n = n0 +Kql with n0 ≥ q2l and 4c0(ω)n−α0 ≤ q−2l . Then,∣∣∣∣∣∣
n∑
j=n0+1
j−2α cos(4θ¯j)
∣∣∣∣∣∣ =
∣∣∣∣∣
K∑
m=0
ql∑
r=1
(n0 +mql + r)
−2α cos(4θ¯(n0 +mql + r))
∣∣∣∣∣
≤
K∑
m=0
(n0 +mql)
−2α
∣∣∣∣∣
ql∑
r=1
cos(4θ¯(n0 +mql + r))
∣∣∣∣∣
+
K∑
m=0
ql∑
r=1
∣∣(n0 +mql + r)−2α − (n0 +mql)−2α∣∣
=: A+B.
We first estimae the term A using (A.6) to get
A ≤
K∑
m=0
(n0 +mql)
−2α
(
1 + 4
ql∑
r=1
|θ¯(n0 +mql + r)− θ¯(n0 +mql) + 2kr|
)
.
Now, by (A.5) it follows that
4
ql∑
r=1
|θ¯(n0 +mql + r)− θ¯(n0 +mql) + 2kr| ≤ c0
ql∑
r=1
r∑
s=1
(n0 +mql + r)
− 2α
3
≤ c0(ω)(n0 +mql)−
2α
3
ql∑
r=1
r ≤ c0(ω)q2l n
− 2α
3
0 ≤ 1.
Thus,
A ≤ 2
K∑
m=0
(n0 +mql)
−2α ≤ 2q−2αl
K∑
m=0
(n0q
−1
l +m)
−2α ≤ c1q−2αl
K∑
j=1
j−2α,
for some finite c1 > 0. To estimate B, we use that∣∣(n0 +mql + r)−2α − (n0 +mql)−2α∣∣ ≤ c2(n0 +mql)−2α−1r,
for some finite c2 > 0 which allows us to write
B ≤ c2
K∑
m=0
ql∑
r=1
(n0 +mql)
−2α−1r ≤ c2q2l n−10
K∑
m=0
(1 + n−10 mql)
−1(n0 +mql)−2α
≤ c2
K∑
m=0
(n0 +mql)
−2α,
where we used q2l n
−1
0 ≤ 1. This last sum can be estimated as above. Combining, we obtain∣∣∣∣∣∣
n∑
j=1
j−2α cos 4θ¯j
∣∣∣∣∣∣ ≤
n0∑
j=1
j−2α + c3q−2αl
K∑
j=1
j−2α,
for some finite c3 > 0 and all ω ∈ Ep. Hence,
lim sup
n→∞
∣∣∣∑nj=1 j−2α cos 4θ¯j∣∣∣∑n
j=1 j
−2α ≤ c3q−2αl ,
for all ω ∈ Ep. We can then let l→∞. As the events Ep exhaust Ω, this finishes the proof. 
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The next lemma provides the control of the phases needed to complete the proof of Proposition
4.2.
Lemma A.6. Let 0 < α ≤ 12 . Assume (A1)-(A3a) and (A5). For each fixed energy corresponding
to a value of k ∈ (−pi,−pi2 ) different from −5pi8 ,−3pi4 and −7pi8 ,
lim
n→∞
E[Qn,i]∑n
j=1 j
−2α = 0,
for i = 1, 2. Moreover, for each compact energy interval I ⊂ Σ˚, the convergence is uniform over all
initial values θ0 ∈ [0, 2pi) and E ∈ I corresponding to values of k different from −5pi8 ,−3pi4 and −7pi8 .
Proof. By Borel-Cantelli ,
|Vω,i(n)| ≤ n− 2α3 − ε2 ,
for all n ≥ τ , i = 1, 2 for some P-almost surely finite τ = τ(ω). Thanks to the uniform control of
the previous lemma, we have
lim
n→∞
E
[∣∣∣∑nj=τ(ω) j−2α cos 4θ¯j∣∣∣]∑n
j=1 j
−2α = 0.
It is then enough to show that
E
τ(ω)∑
j=1
j−2α
 <∞.
If α 6= 12 , we have
E
τ(ω)∑
j=1
j−2α
 = ∑
k≥1
 k∑
j=1
j−2α
P[τ(ω) = k]
≤ C1
∑
k≥1
k1−2αP[τ(ω) = k],
for some finite C1 > 0. We can estimate the probability inside the sum:
P[τ(ω) = k] ≤ P
[
|Vj | > j− 2α3 − ε2 , ∀ j < k
]
=
k−1∏
j=1
P
[
|Vj | > j− 2α3 − ε2
]
≤
k−1∏
j=1
j(
2α
3
+ ε
2
)pE [|Vj |p]
≤ Ck2
k−1∏
j=1
j−εp ≤ Ck2 e−cεpk log k,
for some finite C1 > 0 and c > 0. Hence,
E
τ(ω)∑
j=1
j−2α
 ≤ C1∑
k≥1
k1−2αCk2 e
−cεpk log k <∞.
The case α = 12 is similar. All the above estimates hold uniformly in E ∈ I corresponding to values
of k different from −5pi8 ,−3pi4 and −7pi8 . 
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