This paper addresses the problem of detecting and segmenting human instances in a point cloud. Both fields have been well studied during the last decades showing impressive results, not only in accuracy but also in computational performance. With the rapid use of depth sensors, a resurgent need for improving existing state-of-the-art algorithms, integrating depth information as an additional constraint became more ostensible. Current challenges involve combining RGB and depth information for reasoning about location and spatial extent of the object of interest. We make use of an improved deformable part model algorithm, allowing to deform the individual parts across multiple scales, approximating the location of the person in the scene and a conditional random field energy function for specifying the object's spatial extent. Our proposed energy function models up to pairwise relations defined in the RGBD domain, enforcing label consistency for regions sharing similar unary and pairwise measurements. Experimental results show that our proposed energy function provides a fairly precise segmentation even when the resulting detection box is imprecise. Reasoning about the detection algorithm could potentially enhance the quality of the detection box allowing capturing the object of interest as a whole.
INTRODUCTION
Existing work on RGB and RGBD space has concentrated more on semantic segmentation and scene understanding, i.e. which pixel/voxel should be assigned to which object label. In spite of the fact that even though this is an interesting field of research, many applications require additional knowledge of the dynamic, moving objects in the scene. This procedure requires information about an approximate location and spatial extent of these objects in the scene. For the human vision, perception has a physical meaning, as it involves a natural process performed in the cerebral cortex of the brain. For computer vision, this natural process was scientifically treated as two separate and independent tasks. As was mentioned by (Hariharan et al., 2014) , neither the detection box nor object regions can produce a compelling output representation but rather they should be able to complement each other.
The availability of commodity depth sensors such as the Kinect, paved the way for researchers to improve the state-of-the-art detection and segmentation algorithms and increase the richness of available information. In this paper, we try to bring together detection and segmentation as a recognition task, to infer about the location and spatial extent of an object in RGBD space. Localization is performed using an accelerated version of the deformable part algorithm model proposed by (Dubout and Fleuret, 2013) which allows deformation of the individual detection parts in a multi scale fashion. Furthermore, we propose a conditional random field energy function modelling up to a pairwise 4-neighborhood relation in RGBD space. The unary potentials are defined by a probabilistic framework using a simple shape prior which biases the segmentation towards human shapes and a decision tree ensemble trained on RGB features. Likewise, the edge potentials are modelled using any of the following RGBD feature functions: Canny edges, RGB color distance, 3D Euclidean distance and surface normals. Energy function is submodular and can efficiently be solved in polynomial time using graph cuts.
We have developed a fully automatic approach for detecting and segmenting human instances in a point cloud without requiring any hard biases such as prior knowledge for the graph cut. We also show that using any of the aforementioned edge potentials in the energy function, does not influence as much the quality of the segmentation but mostly depends on the results of the unary potentials.
One of the main drawbacks of our approach is the fact that depending on the distance of the camera to the object but also the quality of the classifier, a detection box may or may not capture the complete body and hence can lead to an incomplete segmentation. At this point, we have to stress that potential failure to an imperfect detection box does not render the segmentation method less accurate. This is clear from the qualitative results in the experimental section.
RELATED WORK
Our proposed method is inspired by the work of (Ladicky et al., 2010) , (Vibhav Vineet and Torr, 2011) , (Teichman et al., 2013) and (Lai et al., 2012) . (Ladicky et al., 2010) are the first who combined object detectors with CRFs for jointly estimating the class category, location and spatial extent of objects/regions in a scene. This work was later on used by (Vibhav Vineet and Torr, 2011) for approaching the problem of human instance segmentation. Specifically, they proposed a CRF energy function for integrating instant level information such as shape prior and exemplar histograms, biasing the segmentation towards human shape. Incorporating higher level image representations, (Shu et al., 2013 ) introduced a method for improving generic detectors and subsequently extracting object regions, using a superpixelbased Bag-of-Words model.
As Convolutional Neural Networks (CNNs) are becoming more famous in the computer vision community, literature in this area of research is still limited but noteworthy. To the best of our knowledge, the work of (Hariharan et al., 2014) was the first attempt towards simultaneously detecting and segmenting objects in an image. Their algorithm is based on classifying region proposals, using features extracted from both the bounding box of the region and the region foreground integrated in a jointly trained CNN.
In the RGBD domain, (Lai et al., 2012 ) proposed a view-based approach for segmenting objects in a point cloud generated by a depth sensor. A sliding window detector trained from different object views is used for assigning class probabilities to every image pixel. Then, they performed an MRF inference over the projected probabilities in voxel space, combining cues from different views for labeling the scene. To the best of our knowledge, this work is conceptually closer to ours. Moreover, (Teichman et al., 2013) proposed a semi-automatic approach for segmenting deformable objects in RGBD space, providing an initial seed as a prior hard constraint for inferring the segmentation. His approach makes use of a rich set of features defined in RGBD space. To the best of our knowledge, recent work in the field is the one of (Gupta et al., 2014) who studied the problem of object detection and segmentation in RGBD by combining an RGB feature-based CNN with a depth featurebased CNN in an SVM classifier.
OUR APPROACH

Energy Function
We begin by representing every pixel in the image as a random variable. Each of these random variables is assigned a label from the binary label set Y = {0, 1} where 0 corresponds to the background and 1 to the foreground. Let X = {x 1 , x 2 , . . . , x N } be a discrete random field defined over a set of pixels V = {1, 2, . . . , N}. Every x i ∈ X associated with a pixel i ∈ V , is assigned a value y i from the label set Y .
A Conditional Random Field is a discriminative undirected probabilistic graphical model, used to predict the values of the latent (unobserved) variables given a set of observed variables. Mathematically, this is expressed by the a posteriori probability P(y|x) where y ∈ Y n is the segmentation for an image of n pixels and x represents a set of features computed (in our case) from an RGBD frame. According to the Hammersley-Clifford theorem (Lafferty et al., 2001 ), a Conditional Random Field can be expressed in the form of a Gibbs distribution in the following way:
where Z is known as the normalized or partition function. The energy function E(y, x), corresponds to a Gibbs submodular energy function and contains all the factors for the unary and pairwise potentials which we will extensively go through in the upcoming sections. Our proposed energy function takes the form:
where ψ j (y, x) is a node potential function defined in our framework by the product of two conditionally independent events introduced in Section 3.4.1, ψ jk (y, x) is an edge potential function capturing different pairwise relations in RGBD space as discussed in Section 3.4.2 and w N ,w E are the node and edge potential weights respectively. Our proposed energy function uses a 4-neighbourhood relation. Given a set of features x, Eq. 1 can efficiently be solved by finding a labeling y ∈ Y n that maximizes the Maximum A Posteriori (MAP) inference, satisfying the following statement:
As we will analyze in Section 3.3, equation 1 cannot be solved exactly due to the existence of the partition function in the gradient. A solution to this, is to solve the energy function exactly using graph cuts. According to (Boykov and Kolmogorov, 2004) , if an energy function is submodular, then it can be solved exactly and in polynomial time using graph cuts.
Object Detection
We employ an accelerated version of the deformable part-based detector (Felzenszwalb et al., 2010) introduced by (Dubout and Fleuret, 2013) with the exact same performance but with convolutions of an order of magnitude faster than the original version. Due to the non rigidness of the human figure, training over different parts can generate better prediction outputs for the position and size of the object. Let D = {d 1 , . . . , d n } represent the amount of detections found in an image and S = {s 1 , . . . , s n } the corresponding detection scores. In order to ensure that the detector will find all true positives, a lower detection threshold t d is required. This will produce a large amount of false positives but will guarantee all true positive solutions. For eliminating all false positives and preserving only the correct detection outputs, we convert the detection scores into conditional probabilities. Platt scaling (Platt, 1999) (also known as Platt calibration) is used to relate the detection scores with the conditional probabilities according to the following regression formulation:
where A, B are the parameters of the sigmoid and can be found by minimising the negative log likelihood of the training or validation set and C = {c B , c F } correspond to the foreground/background classes. In order to obtain a background probability for every detection rectangle, the following formulation should hold:
Detection rectangles with probabilities smaller than a predefined probability threshold are classified as background.
Learning
Learning process involves finding a set of weights w returning the lowest energy E(y, x) for the current graph. If x = {x 1 , x 2 , . . . , x n } corresponds to a set of RGBD features computed as shown by Algorithm 1 and d 2 ) , . . . , (y n , d n )} corresponds to a set of training images, where y n represents the ground truth image and d n an RGBD frame, the goal is to learn the parameters that maximize the likelihood:
As already stated in Section 3.1, it is not feasible to solve the objective condition 6 exactly, due to the existence of the partition function in the gradient. The partition function Z(x) = ∑ y exp(E(y, x)) has an exponential number of constraints, as it sums up all possible 2 n solutions, where n the number of pixels in the image, making this problem intractable and computationally very expensive.
Algorithm 1: Generate RGBD features. (Tsochantaridis et al., 2005) proposed an approach known as the structured support vector machine (SSVM) which tries to solve the objective condition 6 using margin maximization optimization techniques. This method was later on used by (Szummer et al., 2008) for the purpose of image segmentation.
In this paper, we employ the one-slack margin rescaling SSVM introduced by (Joachims et al., 2009 ) which efficiently solves the minimization problem. The learning process is presented by Algorithm 2. Here, C and ε are constant values, w = {w N , w E } are the weights that have to be optimized for a given training set D, ξ is a slack variable and ∆ represents a loss function (in our case, a Hamming loss). Within this learning process, we enforce that the ground truth 
energy will have the lowest value from all other labelings. If this constraint is not satisfied, or if the margin is not achieved, this label solution will be added in the constraint set. This process continues until the values of the weights have converged. According to (Joachims et al., 2009) , the objective function is quadratic to w and linear to the constraints, also known as a quadratic programming problem. Main advantage is that it is a convex quadratic problem and can guarantee a global minimum. We implement the Nesterov non linear quadratic optimization algorithm, which is part of a family of algorithms known as interior point solvers, for minimizing the objective function 7.
Potentials 3.4.1 Node Potentials
Every pixel in the image should be classified as foreground or background label, based on a cost defined in the unary term of energy function 2. In this framework, the cost is expressed by the product of two conditionally independent probability events, formulated as follows:
where p 1 (x j ) is the probability of pixel x j to be assign a foreground label according to a learned prior shape probability map (see Algorithm 3) and p 2 (x j ) refers to the probability of pixel x j to belong to the foreground, based on the probability outcome of a decision tree classifier, trained on RGB features. R := R ∪ {r m } 7: end for 8: return The probability map of R Shape Prior -The probability p 1 (x j ) of pixel x j to be assigned to the foreground class is based on a learned prior shape probability map. Every detection rectangle contains regions of pixels which do not correspond to the object of interest (e.g. corners of the rectangle). Using a shape prior, we penalize these regions by assigning them a low probability. The shape prior map is learned according to Algorithm 3 and example is illustrated in Figure 2(a) . It basically corresponds to the expectation of each pixel to belong to the foreground, based on the available training data. Decision Trees Ensemble -As prior probability, p 1 (x j ) is completely independent of the measured RGBD data of a specific image. A data-dependent initial estimate is represented by p 2 (x j ), which corresponds to the probabilistic output of a pixel-wise classification based on the Projection-Based Random Forest (ProB-RF) framework introduced in (Hänsch, 2014) . The ProB-RF classifier is used to assign each pixel a posterior probability to belong to either foreground or background based on many simple binary features extracted implicitly by the decision trees themselves. Figure 2(b) shows the estimated classification map of an exemplary scene. Since this estimation is only based on local, appearance-based information it cannot provide highly accurate and reliable results. However, this first pixel-wise probability estimate serves as an additional cue to the shape prior and is now used in the global optimization framework of CRFs.
Edge Potentials
Edge potentials capture the similarity between pixels lying within a local neighbourhood (also known as Markov blanket). Taking into consideration the richness of RGBD information, two points sharing the same label should be assigned a cost greater than zero. Specifically,
otherwise, Different pairwise relations were evaluated within the RGBD domain:
Canny Edges -Canny edge extractor is a very known operator for extracting strong edges in an image. Within this framework, Canny edges are used for finding the boundaries between areas and objects, assigning a value of 1 for neighbourhood pixels that do not lie on a Canny edge and 0 otherwise.
Color Distance -Points which are part of the same neighbourhood should have similar colors. Specifically,
where c j , c k correspond to the RGB values of points j and k respectively and σ c is a bandwidth parameter whose value is set through cross validation. 3D Euclidean Distance -3D points which are very close to each other are more likely to share the same label. This relationship is expressed by:
where p j , p k correspond to the 3D values of points j and k respectively, n k is the surface normal at point p k and σ n , σ d are bandwidth parameters whose values are defined by cross validation. Surface Normals -3D points lying on the same part of the body should have similar normal orientations. Concretely,
where θ is the angle between two neighbourhood normals and σ θ is a bandwidth parameter whose value is specified by cross validation. 
EXPERIMENTAL RESULTS
Quantitative Analysis
We evaluate our method in an indoor environment, formed for the purpose of carrying out detection, segmentation and generally recognition tasks within the internal part of a simulated train wagon. A Kinect sensor is mounted on an aluminium construction, looking into the complete FOV of the scene. We create a dynamic environment, capable of generating different quality point clouds, depending on the amount of reflected areas/lightning conditions present in the scene. Current state of our work performs validation only on human instances but we plan to extend the evaluation also on different deformable objects which could potentially appear in an indoor environment. Edge potentials defined on depth measurements require high precision between points lying in the local neighbourhood. Although Kinect sensor uses low distortion lenses with faintly apparent displacement errors around the corners/edges of the images, we perform a calibration of the infrared and RGB cameras for improving the quality/accuracy of the 3D points placed on these regions.
A total of 25 sequences were generated, every sequence containing 200 frames. From all 5000 images, 3000 images over 15 sequences were used for training and the rest for testing. The same training set is used for learning the weights of the structured SVM, shape prior and decision tree ensemble.
To the best of our knowledge, there is no publicly available RGBD dataset providing label images with ground truth detection boxes for the task of human instance detection and segmentation. Generating ground truth label images is a very time consuming process as it requires a lot of manual work by the user. For eliminating the effort, reference images were generated using the approach of (Shotton et al., 2013) , a well known human pose estimation algorithm which was also commercialised for Kinect games. We learn the calibration curve for converting detector scores into conditional probabilities from the publicly available PASCAL VOC dataset (Everingham et al., 2015) . The resulting curve is shown in Figure 4 . As it is expected, the calibration curve takes the form of a sigmoid function, capable of switching between scores and probabilities. For a detection rectangle to be assigned to the background class, a probability threshold of 0.6 was given.
The average computational times recorded for a complete scene are presented in Figure 3 . It is observed that node and edge potentials require minimal effort within the pipeline while most time is needed Figure 5 : These figures outline the improvement in quality of our segmentation approach using the ground truth box rather than the detection box provided by (Dubout and Fleuret, 2013) . From top to bottom: segmentation result using the detection box computed by (Dubout and Fleuret, 2013) ; segmentation result using the bounding box extracted by the ground truth label images; ground truth label images. (Best viewed in colour). (Dubout and Fleuret, 2013) . by the object detector. For a VGA image resolution, our implementation takes ≈ 1.5s per frame. Graph cuts require the least effort (0.7ms) as they can be solved in polynomial time. Experiments were performed on a DELL M4800 Workstation, i7-4800MQ CPU at 2.70GHz processor and 16GB RAM. The complete pipeline is designed in a multithreaded fashion, parallelising all computations.
GROUND TRUTH BOUNDING BOX
Qualitative Analysis
Segmentation approach was assessed using three different metrics: Hamming loss, normalized Hamming loss (Teichman et al., 2013) and the intersection over union loss proposed in (Everingham et al., 2015) . Similarly, the detector was evaluated using a formulation introduced by (Everingham et al., 2015) . The normalized Hamming loss is considered a hard penalization metric compare to the other evaluators, as it gives a zero loss if the number of incorrectly labeled pixels is equal or exceeds the number of pixels corresponding to foreground in the label image. We provide a comparison evaluation between the different metrics (see Table 1 ) computed over 2000 test images. Is it evident that all metrics computed by the ground truth bounding box show an overall improvement in the segmentation accuracy, outperforming the results produced by the detection box of (Dubout and Fleuret, 2013) . Furthermore, comparing the metrics computed by the different edge potentials, it is easy to perceive the insignificance between the values. This can be explained as follows: as we are not using any hard constrains such as a manual seed frame (Teichman et al., 2013 ) to force the s-t min cut towards a desired shape, we use the edge potentials which have a node potential larger than a predefined probability threshold. Thus, only the edge potential values which lie at the borders of the object should effect the cut.
We produce several human instance segmentations over 10 sequences, presenting only a fraction of them in Figure 5 . All edge potentials discussed in Section 3.4.2 generated similar segmentation results making it hard to notice any visual differences. The main differences between the edge potentials are numerically given in Table 1 . As a result, we are interested in showing how the quality of our approach is effected by different detection boxes. Looking at columns 1-3, it is clear that using the ground truth bounding box, a more precise segmentation is produced. However, columns 4 and 5 show cases were the segmentation delivers poorer results. This is a consequence of assigning high weights to the source node in the graph cut algorithm combined with strong edge potentials in that region. Furthermore, we believe that extreme poses may effect the quality of the segmentation but this is currently under investigation.
The accuracy of the detection box was checked against the ground truth bounding box over 10 sequences using the quality metric introduced by (Everingham et al., 2015) , achieving an overlapping accuracy of 72.3%.
Finally, all bandwidth parameter values related to the edge potentials were set to: σ c = 0.3, σ n = 0.5, σ d = 0.5, σ θ = 0.2.
CONCLUSIONS AND FUTURE WORK
In this paper, we propose an approach for detecting and segmenting human instances in a point cloud, based on an accelerated version of the deformable part model algorithm and a pairwise CRF energy function defined over different RGBD features. Experiments showed that the quality of the segmentation depends highly on the detection box provided from the detection algorithm. Also, metric results between the different edge potentials did not provide a significant difference between them. Current work in progress is in the direction of improving the unary potentials, incorporating depth based features for the decision tree ensemble but also generating a score map taking into account the scores returned by the detector.
In the future, we are planning to investigate the extension of the proposed energy function for incorporating higher order potentials (defined over a set of pixels) using appearance or depth information. We believe that adding shape constraints will deliver better segmentation results compared to the ones modelling only up to pairwise relations. Furthermore, we are also interested in looking into additional solutions for improving the quality of the detection boxes. Last but not least, our proposed algorithm will be tested and evaluated on different objects for verifying its robustness, using pairwise but also higher order potentials in the energy function.
