Abstract-We report on the comparison between three absolute gravimeters that took place in April 2010 at Laboratoire National de Métrologie et d'Essais. The three instruments (FG5#209 from METAS, Switzerland, IMGC-02 from INRIM, Italy, and CAG from LNE-SYRTE, France) rely on different methods: optical and atomic interferometry. We discuss their differences as well as their similarities. We compare their measurements of the gravitational acceleration in 4 points of the same pillar, in the perspective of an absolute determination of g for a watt balance experiment. The three instruments performed repeatable g measurements, but do not agree at the level aimed for. This work calls for additional studies on systematic effects.
I. INTRODUCTION
The National Metrology Institutes of Switzerland (METAS), Italy (INRIM) and France (LNE) are involved in the e-MASS Euramet Joint Research Project [1] . This project aims at giving a new definition of the kilogram with the help of a watt balance, which weighs a reference mass in terms of electrical quantities [2] . In the gravimetry section of this project, two tasks have been identified: (i) determine the value of the gravitational acceleration with absolute gravimeters, and (ii) transfer the absolute value to the position of the test mass [3] , [4] . The objective we pursue is to reach an accuracy at the µGal level on both tasks. This paper reports on our efforts towards the completion of the first one. Although conventional optical gravimeters allow routine measurements of g with repeatabilities of the order of a few µGal [5] , comparisons with instruments based on other technologies are desirable to confirm the accuracy of their measurements, especially in the context of the possible redefinition of SI units.
To that end, the three institutes operate three different absolute gravimeters which rely on different measurement methods. METAS operates a commercial absolute gravimeter FG5#209 from Micro-g Lacoste, relying on the direct free-fall method. INRIM has been developing its own ballistic gravimeter IMGC-02 based on the symmetrical rise-and-fall method. LNE-SYRTE has been developing a cold atom gravimeter (CAG) based on atom interferometry, to be used with the watt balance in construction at Laboratoire National de Métrologie et d'Essais (LNE) [6] . We report on a comparison involving these three devices, organized at LNE in a room dedicated to gravimetry, next to the watt balance room.
II. PRESENTATION OF THE THREE GRAVIMETERS
The three gravimeters involved in the comparison are national references for their respective country. All of them are based on tracking the trajectory of a free-falling test mass with a laser, using an interferometric method. However, they use different methods to measure g. Although they all involve vibration-rejection systems, their sensitivities are still limited by mechanical vibrations.
A. Optical gravimeter FG5
The FG5#209 absolute gravimeter of METAS is a state-ofthe-art commercial gravimeter [7] . It is essentially a modified Mach-Zehnder interferometer, in which one arm is reflected on a free-falling corner cube. The corner cube is placed in a carriage that is lifted to the top of an evacuated dropping chamber. The carriage then accelerates downwards with an acceleration higher than g, to allow a 20 cm free fall of the corner cube. The trajectory is sampled by counting the interference fringes at the output of the interferometer. The laser source used is a HeNe laser frequency-stabilized on an iodine reference. The corner cube is then lifted again to the top of the chamber to prepare for the next measurement. To reduce the influence of ground vibrations, a reference corner cube is fixed to an active inertial reference (Super Spring) [8] .
FG5 devices are used to determine the free fall acceleration in all the watt balance experiments [9] except at LNE [6] .
B. Optical gravimeter IMGC-02
INRIM has been developing its own absolute optical gravimeter. The IMGC-02 is also an optical interferometer involving a iodine-stabilized HeNe laser. Unlike the FG5, it uses the symmetric rise-and-fall method: the test mass, a corner cube, is thrown vertically upwards in an evacuated chamber. A reference corner cube is fixed to the inertial mass of a long-period seismometer. The trajectories are reconstructed by sampling the fringes with a digital oscilloscope [10] . The acceleration experienced by the falling corner cube is determined by fitting a motion model to the tracked trajectory [11] . Fig. 1 . Schematic of the cold atom gravimeter (CAG). A cold 87 Rb atomic sample is prepared by 2D-and 3D-magneto-optical trapping. After a short sub-Doppler cooling phase, where the atoms reach a temperature of ∼ 2µK, the trapping beams are switched off and the atoms start their free fall in the vacuum chamber. During the free fall, a sequence of three stimulated Raman transitions is used to realize the atomic interferometer. These transitions are performed with two vertical, counter-propagating, circularly polarized laser beams, addressing the hyperfine transition of rubidium at 6.834 GHz via two-photon excitation. The phase shift at the output of the interferometer is deduced from a symmetric fluorescence measurement of the atomic state at the bottom of the vacuum chamber [12] .
C. Atomic gravimeter CAG
The cold atom gravimeter developed at LNE-SYRTE uses atom interferometry to perform a cyclic absolute measurement of g. At each cycle, a new cold cloud of Rb atoms is prepared in a UHV chamber, to be used as a test mass. During their free fall, these atoms undergo three stimulated Raman transitions that respectively separate, redirect, and recombine the atomic wave function, resulting in an atomic interferometer. The total phase shift between the two paths of this atomic interferometer depends on g, and scales with the square of the time interval between two consecutive Raman pulses. This gravity phase shift is cancelled by chirping the frequency difference of the two Raman beams in order to compensate the time-dependent Doppler shift. The value of g is therefore derived from a frequency chirp.
A more complete description of the CAG is given in Figure 1 . The vacuum chamber lies on top of a passive isolation platform. The non-filtered vibration noise is measured with a Guralp seismometer rigidly attached to the vacuum chamber, and is used to post-correct the atomic signal [13] .
The device used in this comparison is an improved version of the prototype gravimeter described in [13] . The vacuum chamber is now made of titanium, in order to minimize magnetic field gradients and Eddy currents. The retroreflecting mirror for the Raman beams is placed inside the chamber, leading to reduced optical wavefront aberrations. Furthermore, the fluorescence detection is performed with a double set of detectors placed symmetrically at opposite sides of the atomic cloud.
Although the CAG is by far the largest of the 3 gravimeters, it is nevertheless transportable and can be moved from one point to another in a room in about 2 hours.
III. DETAILS ABOUT THE COMPARISON
The comparison was carried out between April 11th and April 21st 2010 in the Laboratoire National de Métrologie et d'Essais (LNE). The three devices measured gravity in different points of the GR room next to the BW room, where the watt balance is being developed at LNE. Figure 2 illustrates the schedule of the comparison procedure, as well as the room configuration. Gravity was measured in four different locations on the pillar, denoted GR40, GR8, GR26 and GR29. Each gravimeter measured g in at least three out of these four points. Extensive relative gravimetry characterizations had previously been performed in the GR room [3] . In particular we had measured the ties between the different points as well as the vertical gravity gradients with the commercial Scintrex CG5-S105 relative gravimeter. We measured again the vertical gravity gradients right after the comparison at the four measurement points, following the same procedure, and found results in perfect agreement with the previous determination.
The g values measured with the METAS FG5#209 are given at a height of 122 cm above ground. Every 30 minutes, the device performs a series of 100 drops spaced by 10 s. The IMGC-02 gravimeter performs g measurements 47.2 cm above ground, at a rate of one throw every 30 s, only during nighttime where the environmental noise is weaker. Concerning the CAG, a measurement of g is achieved every 0.36 s, which corresponds to a repetition rate of 2.8 Hz. The measurement height is 83.5 cm above ground.
For the final comparison results, the g values will be given at the height of 84.25 cm above ground, which is the mean height of the 3 devices. The transfer of g is calculated from the measured vertical gravity gradients.
IV. RESULTS
A. Gravity measurements Figure 3 
For the FG5#209 measurements, errors in the fringe counting process led to rejecting 18% of the data points lying far off from the center of the statistical distribution, otherwise fairly gaussian.
For the IMGC-02, the outliers rejection method is based on the Chauvenet criterion. The main part of the rejected data corresponds to excessive variations of the fringe visibility during the launch. This amounts to a rejection of 47% of the data points.
The cold atom gravimeter performed almost continuous g measurements throughout the 10 days of the comparison. The only interruptions in the data acquisition correspond either to optical realignment and laser relocking sessions, or to the transportation of the device to another point in the room. A 3σ rejection scheme would discard about 0.6% of the data points, i.e. of the order of what one would obtain with a normal distribution. No rejection scheme was finally applied for the CAG measurements.
The noise in the CAG measurements appears to be changing over the course of the comparison. Although we cannot rule out the possibility that the vibration noise depends on the position of the instrument in the room, it is more likely that the noise level variations are due to more or less efficient vibration isolation. The particularly noisy measurements performed on MJD = 55300 can be explained by an imperfect adjustment of the isolation platform, as well as non-optimal vibration correction parameters. Conversely, the quiet measurements performed from MJD = 55303 to 55305 can be attributed to a combination of favorable conditions: good weather, little human activity (saturday and sunday), excellent correction of vibrations, and also relatively small power fluctuations in the Raman beams.
B. Corrections to the g measurements
To get an absolute measurement of g, we correct the measurements from the usual environmental perturbations: polar motion, atmospheric pressure, tides and ocean loading, using different models that agree with each other. The three instruments also suffer from systematic effects, such as alignment, optical beam quality, self gravity, Coriolis effect, or reference frequency offset, for instance.
The instrument-specific corrections and corresponding uncertainties for the optical gravimeters FG5 and IMGC-02 are taken from references [7] and [14] , respectively. For the CAG, we give a more complete description of the corrections that are the most delicate to evaluate, namely the Coriolis effect, optical aberrations in the Raman beams, and two-photon light shift.
The non-zero initial velocity of the atomic cloud in the EastWest direction gives rise to a bias on the gravity measurement coming from the Coriolis force. To estimate this bias we rotate the cold atom gravimeter by 180
• around the vertical axis. In these two configurations the contribution of the Coriolis effect has the same amplitude but opposite sign. The gravity measurements are therefore corrected with half of the difference between North and South configuration: (−1.5 ± 0.5) µGal.
A non-plane transverse wavefront of the Raman laser beams induces a bias on the g measurement [15] . This wavefront is not well known, although much closer to a plane than in the prototype version of the gravimeter [13] . The correction to g due to optical aberrations is estimated by measuring the dependence of g to atomic temperature, for temperatures ranging from 2 µK to 10 µK. Indeed, the higher the temperature, the more the atomic cloud expands transversally and a larger area of the optical wavefront is probed. An unbiased g value should be obtained for a non-expanding atomic cloud, corresponding to zero temperature. We therefore extrapolate the bias to 0 µK and get a correction of (0 ± 6) µGal. This effect is the main contribution to the uncertainty budget. A more thorough investigation of the optical aberrations is necessary, and will require a better control of the initial position and velocity distribution of the atomic cloud.
The two-photon light shift due to the Raman light pulses displaces the atomic levels and therefore modifies the hyperfine transition frequency [16] . Over the whole duration of the comparison, the bias on g induced by the two-photon light shift varied between 8.9 and 15.5 µGal, with an associated uncertainty of 0.5 µGal. In order to optimize long-term stability, this effect is continuously monitored by using four interlaced successive measurement configurations [16] . Thus the corrected g value is obtained from a linear combination of the four measurements, which scales down the repetition rate to 0.7 Hz, and finally deteriorates the sensitivity of the g measurement by √ 10.
C. Absolute gravity measurements
In Table I and Figure 4 we show the result of the g measurements performed by the 3 absolute gravimeters, transferred at 84.25 cm above ground. In the table we give the experimental standard deviation of the mean value s gm and the measurement combined uncertainty u gm , at each gravimeter's height of measurement. We also specify u tie , the uncertainty due to the transfer of g to the height of 84.25 cm. In Figure 4 , the total expanded uncertainty is given by U = k u 2 gm + u 2 tie with k = 2. For the 3 instruments, u tie is a negligible contribution to the total uncertainty.
Without considering the IMGC-02 measurement in GR40, the gravity variations on the GR pillar measured by each device agree with the model [3] and with the ties determined with the CG5. For example, g GR8 − g GR40 = −4.1 µGal for CAG, in agreement with the difference of −4.5 µGal obtained with the model. However, for IMGC-02, this difference is as large as −17 µGal, attributed to a laser malfunction observed while measuring on point GR40.
On the one hand, the instruments allow repeatable g determinations over the duration of the comparison. On the other hand, absolute measurements obtained with the 3 instruments are not in full agreement, as shown in Figure 4 . The difference between absolute measurements can reach as much as 24.2 µGal (CAG and IMGC-02, at point GR26), which is larger than the expanded uncertainty. These differences are related to systematic effects that remain to be evaluated more carefully, thanks to more comparisons and studies. Additionally, the results of the last International Comparison of Absolute Gravimeters (ICAG'09), where CAG, FG5#209 and IMGC-02 were present, will bring complementary information on the repeatability of these differences.
Gravity on points GR40 and GR29 was determined during two previous comparisons. In october 2006, g measurements obtained with three FG5 (#215, #216 and #228) [5] showed constant differences between measurements on same points up to 10 µGal. On GR29, the difference between the 2006 mean value and the FG5#209 value obtained here is 0.4 µGal.
The CAG participated in the second comparison with 
D. Sensitivity of the three gravimeters
The sensitivity of a gravimeter is characterized by the Allan standard deviation of the corrected g-measurement.
In Figure 5 we plot the Allan standard deviation for the corrected g-measurements for the three absolute gravimeters. Since we were not able to perform successful simultaneous g measurements for all 3 gravimeters together, we calculate the Allan deviations over the time periods indicated by the rectangles in Figure 3 : FG5 and CAG around MJD= 55299 (a), and then CAG and IMGC-02 on MJD= 55303 (b).
The Allan deviations of the three instruments scale as t −1/2 (where t is the cycle time of the measurements) which corresponds to white noise. We compare the sensitivities of the different gravimeters extrapolated to 1s, following this white noise behavior.
The optical interferometer IMGC-02 exhibits an equivalent sensitivity at 1s of σ g = 330 µGal. For the FG5#209, σ g = 70 µGal. The cold atom gravimeter exhibits a sensitivity that is typically of σ g = 140 µGal (as shown in Figure 5 (a), on point GR40), but that can be as good as 60 µGal (Figure 5(b) , on point GR8). This variation in the noise level has already been mentioned in paragraph IV-A.
V. CONCLUSION
In the context of the e-MASS project, we aim at determining the gravitational acceleration g with an accuracy at the µGal level, so that the contribution of the g determination to the watt balance uncertainty budget is negligible. The three gravimeters that participated in the comparison reported here are based on different methods, which is relevant for an accurate determinaton of g.
This work is a significant step towards the achievement of the gravimetry task defined in the e-MASS project. Indeed, in this comparison, significant but repeatable differences between the 3 instruments have been measured, up to a level which is marginally compatible with the claimed uncertainties. This indicates that there are systematic effects that are not well evaluated yet. The cold atom gravimeter still requires a more complete accuracy budget determination, especially concerning the effect of optical aberrations, which we take to be responsible for long-term fluctuations of g measurements. In particular, this aberration shift fluctuates due to changes in the atomic trajectories, which we plan to control better in the near future.
Additional comparisons with other absolute gravimeters based on different methods will be organized, in order to progress towards the absolute determination of g. The goal is to reach an agreement at the µGal level, in the perspective of completing the gravimetric tasks of the e-MASS project.
