In this paper, semiparametric monotone mixed models are introduced, solving, in particular, the problems of estimating and bootstrapping. The models are defined in a small area setting, using the assumption that some of the auxiliary variables have a monotone relationship with the response and with the incorporation of linear terms to model other auxiliaries as the dummy variables. An estimator for the variance of the random effects is proposed and two bootstrap approaches, specially designed for monotone regression, are given to estimate the mean squared error for the area means. A simulation experiment is carried out to compare the performance of the new based-model estimators against the Fay-Herriot approach and to confirm the good performance of the bootstrap. The semiparametric model-based area estimators are also compared with the parametric based estimators using data on a survey of lakes, where the questions of the prediction of missing data and model selection are nicely solved using simple proposals.
Introduction
In this paper monotone additive mixed models are introduced to estimate small area parameters. While the terms additive and mixed are common model properties, the term monotone is less often considered and our first association with the term could be boring, or other synonyms to define anything that lacks interest. However, there is a wide range of real-world situations where monotone implies interesting and useful. In a regression setting, Monotonicity is a simple and intuitive property stating that the greater (or smaller) an auxiliary information is, the greater the response must be, all other auxiliary variables being equal, and basically means order-preserving.
Monotone properties are simply detected and often applied in practice. In most cases, they are common sense or expert knowledge which can be incorporated into a data analysis process in a variety of scientific domains. Two examples, among many others, are the positive dependence of labor wages on age and education (Mukerjee and Stern (1994) ), in an economic domain; or the effect of the increase in the human body weight that leads to a substantial increase in the risk of heart disease, cancer, or other chronic diseases (NIH Report (1998)), in an epidemiological domain. The small area domain is not an exception and the relationships between the rate of unemployment and indexes of economic activity, between the household income and administrative records on income, or between the poverty ratio and previous census estimators, are some illustrative monotone relationships in this setting.
Because monotonicity constraints are quite common in practice and linearity, the simplest form of monotonicity, is very often difficult to justify, it is a good idea to adapt data analysis techniques to be able to handle such constraints.
In particular, in the small area setting, a linear mixed model approach is very often used to define model-based estimators. Linear parametric models have the advantage of simplicity, as they are easy to estimate and interpret. This advantage is even more striking when several auxiliaries are fitted. Their main disadvantage, however, is that they may produce a lot of bias if the assumed functional form is inappropriate. At the other extreme, non-parametric models do not require a specification of the functional form a priori. However, the instability of the estimators increases, so the model may have the problem of a lack of interpretability and the estimation process is complicated with several user-specified choices related with smoothing parameters. The alternative and intermediate proposal, of using semiparametric additive monotone mixed models, would considerably simplify the fitting process, remove noise, resolve inconsistencies and suppress overfitting. As a result, the models would give more stable and interpretable predictions.
The aim of this paper is to derive estimators for small areas based on additive mixed models that account for several auxiliaries, some of them monotone, and to show the benefits of such semiparametric models.
A semiparametric additive model can be defined by,
where y = (y 1 , ..., y D ) is the response vector, x j = (x j1 , ..., x jD ) , j = 1, ...p + q are linearly independent explicatives, and ε = (ε 1 , ..., ε D ) is a random error term. It is also assumed that each h j is a monotone function and that ε ; N (0, W), where W = diag(w 1 , ..., w D ) is a matrix of known weights. In this paper, the subscript d = 1, ..., D denotes the small areas or domains in small area applications.
Recently, these models have received attention in the literature and inference tools have been developed. The estimation problem is equivalent to the optimization problem
subject to the restriction that α ∈ , β ∈ p and each h j is monotone.
n defined by the restrictions imposed, L 0 being the linear subspace of dimension p + 1 spanned by columns in matrix (1 n , x 1 , ..., x p ) and for j > p; and each S j being the order cone associated to
The equation (2) can be solved using a backfitting algorithm (Mammen (2007) and Cheng(2009)). Some properties of the MLE for the linear coefficients has also been studied by these authors, while the questions of the degrees of freedom and model selection have been considered by others, Rueda (2011) and references therein. For binary regression, a semiparametric monotonic model has been proposed by Banerjee et al. (2009) , who also developed a backfitting algorithm for computing MLES.
A natural extension of (1) which incorporates random effects is,
where
u being an unknown parameter.
In the small area estimation setting, there is typically a D-dimensional parameter of interest, for example, the mean µ and a D × r vector of scaled auxiliary variables (1 D , x 1 , ...x p , x p+1 , ..., x q ), r = 1 + p + q related with the parameter µ by a model µ = f (x) + u. Moreover, it is also assumed that the direct estimates verify y = µ + ε, where ε is the survey error vector. The linear mixed model, the so called Fay-Herriot model, is often used in this setting, f (x) = α + p+q j=1 β j x j . However, in applications where the relationship between the response and the auxiliary variables is not linear but monotone, the linearity, being an erroneous specification, gives biased and less precise small area estimators. On the other hand, the presence of auxiliary dummy variables, as sex or age, which are very often auxiliaries variables, hint at a semiparametric mixed modelbased approach. The model that assumes a linear relationship of the response to the auxiliaries x jd , j < p + 1 and a monotone relationship for x jd , j > p is defined by a func-
, where h j is a monotone function. The small area model defined in such a way is equivalent to model (3) . In this paper, we study model (3) and illustrate the usefulness of the model to solve small area estimation problems.
As far as we know, the incorporation of mixed effect in semiparametric additive models has barely been considered in the literature apart from the papers cited above, which deal with model (1. Some related papers in small area estimation problems are: the paper by Rueda et al. (2010) , where a monotone mixed model with only one auxiliary is considered; or the papers by Lombardía and Sperlich (2008) and Lombardía and Sperlich (2011) , which deal with the combination of kernel based methods and mixed effects models. Also, alternative approaches to the linear mixed model have been proposed by Opsomer et al. (2008) and Ugarte et al. (2010) , where a penalized spline regression mixed model is used; and by Chambers and Tzavidis (2006) , where M-quantile regression is suggested in the presence of outliers. These alternative approaches also differs from ours. Chambers and Tzavidis (2006) assume a linear model for the conditional quantile Q q (X) = X β q , avoiding problems associated with the specification of random effects. On the other hand, the curve-fitting approach of Opsomer et al (2008) and Ugarte et al. (2010) proposes an additive model, as in the Fay-Herriot, with a random effect to characterize area variability, but it proposes modeling the deviation from a parametric specification of the mean function (X β), adding a second random effect term to the fixed term. Our proposal also assumes an additive model with a random area effect term, but the mean function is modeled in a pure nonparametric fashion, with only the assumption of monotonicity, so the approach is robust against the linearity assumption also reducing the problem of the model specification.
As we will show in this paper, the proposed methodology is a general approach which gives more precise estimators than the Fay-Herriot methodology in a variety of scenarios. Two different bootstrap procedures are proposed for estimating the MSE, a parametric one and a novel proposal specifically designed for monotone regression. We also discuss the theoretical properties of the proposed bootstrap approaches, showing that consistency follows from simple model assumptions. From an empirical point of view, using simulation experiments, we show that both bootstrap proposals are reasonable and give similar results in typical small area scenarios.
The outline of the rest of the paper is as follows: in Section 2 we derive the necessary inference tools for model (3) , namely, the MLE estimators for the area parameters, a bias corrected estimator for the variance of the random effect and bootstrap estimators for the MSE of the area parameters. In Section 3, a simulation study is conducted that shows the good performance of the new estimators and the bootstrap. In Section 4, the new methodology is used with data from a survey of lakes. In this context, two important questions are discussed, namely, the prediction of area parameters for areas with no survey data and how to perform the model selection. Both questions are solved in a suitable way. Finally, conclusions and future research are addressed in Section 5.
The isotonicity is a more general property than monotonicity, that means order pre-serving for any given partial order, including, the simple order which is the order preserved by the monotone property (for a description of interesting orders in the statistical practice, see Robertson el al.(1988) ). Many inference approaches and results derived for a monotone setting are easily generalizable to an isotone setting. In addition, the isotone denomination appears frequently in the literature and is also a term used frequently in the rest of the paper.
2 Semiparametric area level models
Variance and area means Estimators
Using the terminology in small area estimation problems, model (3) is defined as a two level model as follows: Level 1: Sampling model:
The parameters σ d are assumed known, as often happens in small area problems. In the simple case, where K = C is a simple order cone, Rueda et al (2010) gives an empirical maximum likelihood predictor for the area means. The restricted space is now a region, which is the sum of a subspace and several order cones. However, the optimization problems to derive the estimators can be defined in the same way using K instead of C. Therefore, following the same steps as those in Rueda et al (2010) , the isotonic area means estimators are defined, depending on whether σ d are equal or not, and whether σ u is known or unknown, as follows:
where θ 
CASE B: σ
Where D K (y) is a quantity measuring the degrees of freedom of the model, which is obtained from Rueda (2011) , and c verifies 1 ≤ c ≤ 2. This equation shows that the bias of the MLE for σ
. Then, the estimator for σ 2 u , depending on c and avoiding negative values, is defined as follows:
In order to define an unbiased estimator we would need to known the quantity c and the effect of eliminate the negative values. This being a difficult task, we select c = 1 and c = 1.5 as the most reasonable choices (in agreement with Meyer et al (2008), Rueda et al. (2010) and Rueda (2011)). In fact, for models without random effects, these authors propose the use of
In the current work we compare the different options in a complete simulation study, and we conclude that the repercussion in the isotonic estimation is negligible. Then, for mixed models, the simple proposal given by c = 1 is the most reasonable one.
In the rest of the paper, for the simplicity of notation, we use
In this case, θ K depends on σ 2 u because W has unequal diagonal elements. We propose an iterative procedure to obtain σ 2 u and θ K . The procedure is similar to those proposed by Fay and Herriot (1979) and Rueda et al (2010) and is based on the following equality :
The estimators θ 
Bootstrap MSE estimators
Several alternative bootstrap approaches could be defined in this setting. On the one hand, a similar parametric bootstrap approach as the one in Chaterjee et al. (2008) 
and σ 2 * u as before, but applied to y * , we get the bootstrap empirical predictor µ K * using the equation given in (4) . By selecting B bootstrap samples, the bootstrap estimator for the mean squared error (MSE) in the area d is defined by mspe * P
2 . Also, we define the average over all small areas as mse
On the other hand, in order to get monotone functions in the bootstrap world, the bootstrap version of the model (3) is constructed by smoothing the isotonized estimator of h j , following the ideas of Mukerjee (1998) and Kosorokov (2008) . Then,
, with the bandwidth sequence b D converging to 0, the kernel k is a long-concave density,ĥ
. A log-concave kernel is used to satisfy the monotonicity restriction, many densities are in fact log-concave or at least for a certain range of their parameters, such as the normal, uniform, Gaussian and Laplace densities. The bandwidth can be calculated using the classical bandwidth selectors in the literature. Now, from the bootstrap sample, we calculate the bootstrap versions of θ K , σ 2 u and µ K as in Section 2.1. The aim is to estimate the MSE in each small area selecting B bootstrap samples, we calculate the Monte-Carlo estimator as mspe * S
. In this section we discuss how the consistency of the proposed bootstrap approaches depend on the asymptotic paradigm adopted and other assumptions.
The problem of applying bootstrap in inference under restrictions, back to the papers by Geyer(1995) and Andrews (2000) . In these papers the inconsistency of the bootstrap for the MLE in restricted parameter spaces, is showed when the number of parameters is fixed and the sample sizes in each population go to infinity (N = D d=1 n d and n d →∝ ∞). We refer to this situation as the large N, fixed D paradigm. However, for this paradigm, the bootstrap works if the parameter is an interior point of the parameter space. On the other hand, in a regression context, the asymptotic paradigm is a different one, namely, large D. In this case, the bootstrap for isotonic estimators does not work (Sen et al., 2010) . The inconsistency, in this case, is explained by the unsmoothing character of the estimator. A solution is to deal with a smoother version of the estimator (see Kosorok, 2008; and Sen et al, 2010) . Also, Abrevaya and Huang (2005) proposed a simple method for inference based on a simple bootstrap approach that could be adopted here.
Under the assumption that the true parameter lies in the interior of the restricted parametric space, the first approach proposed is a consistent one for the large N, fixed D paradigm, although it is most probably inconsistent for the large D paradigm. It is often assumed that the more reasonable asymptotic paradigm, in small area problems, is the large D. We now show how, using some subtle arguments, it is possible to derive the consistency of the first approach under this latter asymptotic paradigm. First, let us assume that the covariables x j , j > p + 1 are discrete and let R be the number of different patterns of covariables x j , j > p + 1. Then, the dimensionality of θ is R + p + 1. Moreover, it is always admissible to assume, within this discrete context, that θ lies in the interior of the restricted parametric space, because, otherwise we should have to look for a discretized version of the covariable where this could be true. From this last consideration and the finite parameter dimension, the bootstrap consistency is derived in a similar way as for the linear mixed model.
To illustrate what we are trying to explain, consider the problem, analyzed in Section 4, of the estimation of the ANC (y) using the information on the coordinates (x). We assume a model where the mean of the ANC is a monotone additive function of the coordinates. In order to use the bootstrap with theoretical rigor, two facts must be assumed. First, that the coordinates are discrete variables, can be achieved using a grid in the map and the coordinates of the middle points. Second, that x r = x r implies E(y/x r ) = E(y/x r ) (the true parameter lies in the interior of the parametric space). If a reasonable discretization is considered, the last property is verified and the results will not be significatively different from those using the initial values because, under both models, the estimators would most likely be the same.
On the other hand, we have designed an alternative approach, that we conjecture it is a consistent approach under the large D paradigm. The methodology is inspired in the works of Kosorok (2008) and Sen et al (2010) who solve, using a smoother estimator, the inconsistency of the isotonic density bootstrap estimator. The algorithm proposed here uses a smooth estimator after isotonization. The estimator is derived by adapting the proposal of Mukerjee (1988) , for smoothing a monotone univariate regression, to the additive model. In this latter paper, it is shown that the smoothed estimator is asymptotically normally distributed. Finally, Cheng (2009) shows how the oracle property guarantees that the rate of covergence of the individual component is independent of the number of components in the additive model which is the property allows a good theoretical performance of the proposed bootstrap to be conjecture.
Summarizing, a bootstrap procedure, such as the ones proposed, may or may not work from a theoretical point of view, depending on the asymptotic paradigm considered. Thus, in our opinion, an important question is whether it works from an empirical point of view. And this is what we show in this paper. An interesting paper in this same line is that of Samworth (2003) , who shows that inconsistent bootstrap approximations may perform better than consistent versions.
In addition to the theoretical results, comparative studies of the approaches proposed here should be carried out. This will be part of our future work. We must say that, although we conjecture that bootstrap consistency will be true for the second bootstrap under the large D paradigm, the theoretical development will not be an easy task, as we are faced with problem where several characteristics come together, the nonparametric paradigm, the inconsistency of the bootstrap for the isotonic function estimator and a model with several nonparametric and parametric additive components and random effects.
Prediction with missing data and Model selection
The backfitting algorithm provides estimates of θ for all points in the estimation set. It remains to extrapolate/interpolate f (x) to the evaluation set under the constraint that f (x) is linear in the first p+1 coordinates and monotonic in the rest. This will be necessary in real problems where survey data are not available for all the areas but an estimator for these areas is demanded. An example of such a situation is considered in Section 4.
There are several ways to tackle this question. From simple extrapolation methods to two-step procedures that first fit a smoother to obtain a continuous regression function and then use it for predictions. For instance, Hussian et al. (2004) propose a multivariate extrapolation method in a multivariate monotone regression problem. The approach we have adopted is to extrapolate component by component in a simple way using, for each component, the corresponding estimators obtained by the backfitting algorithm.
On the other hand, for the selection of which auxiliaries are modeled in a parametric or monotone fashion we propose to use an AIC statistic for the marginal likelihood following Rueda (2011) . The statistic is defined by:
where the log-likelihood is given by:
The performance of the AIC statistic will be shown in the example.
Simulation experiments
To evaluate the behaviour of the new estimators, we have conducted a complete simulation study. We generate artificial auxiliary variables, representing a wide range of scenarios The difference between the scenarios is in the monotone additive functions h j , which are of a very different nature in the three scenarios. We simulate different models for standardized θ that represent monotone relationships of the response with the auxiliaries. Scenarios with high values of θ correspond to high inter-area variation and represent situations where the area means are far from the total mean. We have simulated different models increasing θ . From those, we show in this paper the results from θ =1,3,5, for each scenario. For the Monte-Carlo we consider I=1000 simulations.
In small area estimation, the Fay-Herriot estimator is a guideline. For this reason we compare it with the new estimator using the mean squared error M SE =
The MSE of the isotonic estimator µ K d (denoted by MSE.iso) versus the Fay-Herriot estimator (denoted by MSE.eblup) in all scenarios is shown in Figure 2 . Each point represents one small area, D = 30. You can see that, in general, the MSE of the isotonic estimator improves the MSE of the Fay-Herriot estimator, the differences being bigger in S1 and smaller in S3. Note that when the norm increases (i.e. the inter-area variation is increased) the MSE of the Fay-Herriot estimator is bigger than the MSE of the isotonic estimator. Under these circumstances, Fay-Herriot estimator is less precise due to an erroneous specification and estimation of the model, which is assumed linearly. So the new estimator is the alternative to the Fay-Herriot estimator for the semiparametric monotone additive regression model in small areas.
In practice the MSE is unknown, and we approximate it by analytical expressions and/or by resampling methods; in this particular case we propose two bootstrap methods. In this part of the simulation study, the MSE of the new estimator (denoted by MSE.iso) is compared with the parametric bootstrap estimation (denoted by mse.boot.par) and with the smoothed bootstrap estimator given in Section 2.2 (denoted by mse.boot). For the smoothed bootstrap we consider the Nadaraya-Watson kernel function and the bandwidth parameter is approximated by cross-validation, using the library KernSmooth in R. For the proposed bootstrap methods, we take B=1000 bootstrap resamples. The MSE of the Fay-Herriot estimator (denoted by MSE.eblup) and its analytical estimation given by Prasad and Rao (1990) (denoted by mse.PR) are also given. The comparative is given in all scenarios, calculated with the different norms and with D = 30 small areas. Figures 3,  4 and 5 show the behaviour in S1, S2 and S3 respectively. As in Figure 2 , it can be seen that the values of the MSE of the Fay-Herriot estimator are bigger than the MSE of the isotonic estimator, the major difference being when the norm is increased. This means that, in the context of the semiparametric model, the isotonic estimator improves on the Fay-Herriot estimator. If we concentrate on the behaviour of the estimators of the MSE, the bootstrap estimators follow the true MSE of the isotonic estimator. Nevertheless, the Prasad-Rao estimator does not work well for high values of the norm (case (c) in Figures  3, 4 and 5) or for the extreme values. In the case of the isotonic estimation, the behaviour is more stable, considering the norms, the extreme values and the scenarios.
Thus, in practical applications of small areas considering semiparametric additive monotone models, we recommend to use the isotonic estimator and a parametric bootstrap to estimate the MSE, which is a simple procedure and gives very good empirical results.
Analysing real data
In the example analysed, the objective is to estimate the ANC (acid binding capacity) of lakes in north-eastern USA from a survey data set (Opsomer et al. 2008 ). The survey is based on a population of 21,026 lakes of which 334 were surveyed. Some interesting figures and maps are also given in Opsomer et al. (2008) . We deal with the estimation of the ANC for each of the 113 small areas defined by 8-digit Hydrologic Unit Codes (HUC) within the region of interest; 86 with lakes in the survey and 27 with non sample observations. The explanatory variables that can be used in the construction of a small area model are the geographical coordinates of the centroid of each lake: North/South (NS) and East/West (EW) and its elevation (EL). In this paper, the parametric, semiparametric and nonparametric monotone small area approaches are compared using AKAIKE measures and several cross validation procedures. We assume that the ANC decreases with EL (for fixed values of EW and NS) and that it also decreases with EW (for fixed values of EL and NS) and increases with NS (for fixed values of EL and EW). This kind of information could be provided by an Figure 3: MSE of isotonic estimator (mse.iso "•"), the parametric bootstrap estimation (mse.boot.par "+") and the smoothed bootstrap estimation (mse.boot " "), vs. MSE of the Fay-Herriot estimator (MSE.eblup "×") and the Prasad-Rao approximation (mse.PR " ") in S1.
expert, although in this application we have used the signs of a multiple linear regression model for the response ANC and the explicatives: NS,EW,EL. We conclude that a semiparametric approach, where the elevation is modeled linearly, the NS is modeled as monotone increasing and the EW as monotone decreasing, gives the best results in this particular case. Using the methodology developed in the previous The predicted values for the areas in the sample and for the areas out of the sample for the SP 3 and L3 models have been included in Figure 6 for comparative proposes. We have found several negative values when the models SP 3 or L3 are used. Something similar happens using the model proposed by Opsomer et al.(2008) . In fact, the only models from Table 1 which give positive predictions are M 2 and SP 2. This could be explained by the specific NS coordinates of the lakes in the sample. Consequently, M 2 would be the selected model if obtaining positive predictions were a priority criteria. On the other hand, in order to obtain more realistic predictions with the other models, we could have used the additional information of a positive mean ANC value and truncated the negative values when missing data is predicted. In fact, when truncated predictions are considered, the semiparametric isotonic model, SP 3, outperforms the linear model, L3, in a greater extent. However, we do not consider the truncated values in this paper and put off the question for future research as more sophisticated procedures, within the isotonic framework, could be designed to introduce this kind of information onto the estimation step. Besides, alternative approaches to estimate the area means for out of sample observations could also be tested, as in the procedure proposed by Hussein et al (2008) .
Besides, from Figure 6 it is clear that the main differences between the linear model L3 and the semiparametric approach SP 3 are in the out of sample areas. cross validation has been used to compare the performance of the different approaches in prediction. First, the analysis has been repeated, reserving the 4 areas with greatest sample sizes, the same four areas that were used to estimate σ. For these areas, the direct estimator is close to the true value and the estimated error in prediction is quite reliable. We have fitted the same five models to the subset of 82 areas, reserving these 4 areas, and we have compared the predicted values against the real direct ANC estimates for these areas and the different models fitted. Table 2 gives, for the reduced data, the same statistics as those in Table 1 Table 2 , we conclude that the SP 3 model outperforms the rest also using the prediction error criteria. Moreover, we have repeated the analysis reserving 10 and 17 areas and similar results are obtained. Finally, we have also performed a leave-one-out cross validation and the mean RP E d values obtained for the three competitive models, 4.11(L3), 2.89(SP 3) and 2.9(M 3), definitively points to the SP 3 model as the candidate model to derive the small area point and interval estimators. Finally, in Figure 7 , we study the behaviour of the ANC estimator with SP3 model. It can be seen that when the area sample size increases, the bias tends to zero and the variance, which is estimated by bootstrap, decreases. This is expected for a good estimator.
Conclusions and future research
The problems of estimating and bootstraping semiparametric monotone mixed models have been solved in this paper. A complete approach, to be directly applied in any small area problem, has been designed allowing the selection between several alternative models, including the standard Fay-Herriot model. Thus, in some sense, the proposed approach is Table 2 : Models fitted to the data set of 82 lakes, relevant statistics and the RP E for the four areas reserved.In particular, the model additivity allows the inclusion of interaction terms from auxiliaries x i and x j , including additional linear or monotone components from the auxiliary x i x j , as is usual. Moreover, the structure of the random error term is similar to other mixed model based approaches to small area estimation, giving comparable estimators that are convex combinations of the direct and a synthetic estimator. Several bootstraps specifically designed for isotonic models, have been compared and we have empirically shown that a simple parametric bootstrap approach gives suitable estimators for the MSE and confidence intervals for the area means.
The analysis of the lakes data set that we have presented in this paper has several advantages over a pure nonparametric alternative. First, the subjective selection of the number of knots and other decisions involved in the model selection step in the nonparametric approach has been eliminated. Second, we have proven that the semiparametric approach outperforms the parametric approach and we have obtained a new estimator, with smaller value, for the random error term. Finally, we have chosen between parametric, semiparametric and nonparametric monotone models using simple statistics.
All these reasons mean that this approach can be easily extended to any other application and can thus be recommended. The extension to the unit level framework and the incorporation of benchmarching restrictions, or other interesting restrictions given by the problem at hand, are pending tasks. An example of the latter restrictions are those that guarantee that the predictions are between known limit values, as is the case in the lakes example. Also, alternative procedures to estimate non surveyed area means should be investigated and compared with the simple approach presented in this paper. On the other hand, it could also be interesting to study the robustness of the approach against outliers or distributional assumptions. We will consider all these questions in our future research.
