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1. INTR~DIJCT~~N 
Singular Volterra integral equations of the second kind can have, not 
merely one, but uncountably many solutions. In this respect they differ 
strikingly from nonsingular equations of the second kind. And it is upon this 
anomalous behaviour that we focus in this paper. 
Consider the linear Volterra equation 
x(t) = (’ k(t, s) x(s) h(s) ds +f(t). (1.1) 
0 
The equation is assumed to be singular at 0 in the sense that 
i l Ih( ds = al, 0 
but, for all t in (0, 11, 
Also, let us assume that there is an integrable function m such that 
e;zl;;p t$ (4 s) Q m(t), I I 
for a.e. t in (0. I), and 
k(s, s) = 1, 
for a.e. s in (0, 1). This last condition is merely a means of removing the 
ambiguity of how the kernel should be decomposed into the product 
qt, s) h(s). 
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The method of solution is to rewrite (1) as 
x(t) = I’ h(s) x(s) ds +.7(t), 
0 
where 
S(t) := I’ (k(t, s) - 1 } X(S) h(s) ds +f(t), 
0 
and find x in terms ofx thereby obtaining an integral equation for x, which 
can be treated by F. Riesz’s theory of compact operators. 
Our main result, which concerns the homogeneous equation 
x(t) = j’ k(t, s) h(s) x(s) ds, 
0 
(1.2) 
can now be stated. If h, and h- , the positive and negative parts of h respec- 
tively, satisfy 
I 
t 
I 
t 
h+(s)ds= co, k(s)ds < 00, 
0 0 
(l-3) 
then there is a one-parameter family {x8} of solutions of the form 
x,(t) = 6e(t) exp 1 -jt’W+ 6EF 
where e is an (absolutely) continuous function with e(0) = 1. Moreover this 
family contains all solutions x of (2) with 
I o1 Ix(s>l IQ)1 ds < 00. (l-4) 
On the other hand, if 
I 
1 
i 
1 
h+(s)ds < co, h-(s)ds = co, 
0 0 
the only solution x satisfying (4) is x = 0. 
It is also true that the inhomogenous equation (1) has a solution x obeying 
(4), if f satisfies 
I : If( IQ)l ds < 0~. 
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The integral in (1) defines an operator j? on the space of functions 
x: [0, l] -+ R such that 
is continuous on [0, 11. Suppose that condition (3) holds. Then the spectrum 
of E is the interval [0, 11, each element of (0, l] being a proper value of E. 
In subsequent sections, all these results are generalised to the case when 
the absolutely continuous measure 
Et-+ h(s)ds, 
i F 
is replaced in (1) by a nonatomic signed measure ,u whose total variation 
measure is infinite on [0, 11, but finite on [t, 1 ] for each t in (0, 11. 
One of the main advantages of these results over the outstanding early 
work of G. C. Evans in [ 1,2], and its subsequent development in [3] and 
[4], is that each solution is uniquely charucterised. This is achieved at the 
expense of a stronger regularit:, assumption on k than the continuity required 
by Panov [ 31. Our smoothness assumptions on ,U and f are weaker. 
Equation (1) is intimately related to the Volterra equations of the first and 
third kinds. 
g(t) = j; 4 s> 4s) ds, 
p(t) z(t) = jf W, s) z(s) ds +fW, 
0 
and the singular equation 
z(t)= jI, c(t, s) z(s) ds + g(t). 
In fact the solutions of these equations can be written down easily, once the 
solutions of (1) have been found. We record those results in Sections 4, 5, 
and 6. They are applied in [5] to a Volterra equation of the third kind, 
arising in a mathematical model of the buckling of viscoelastic rods. 
In order not to obscure the underlying ideas, attention is confined here to 
linear equations. 
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2. PRELIMINARIES 
Firstly let us introduce the notation for function spaces to be employed in 
the paper. Let d be a signed measure on the Bore1 sets of an interval I. L:(Z) 
denotes the Banach space of Bore1 measurable functions y: I-+ R with’ 
finite, where ]I I is the total variation measure of A. Similarly L?(Z) is the 
Banach space of Bore1 measurable functions y: Z-1 R such that 
II Yll ,?(,,:=inf{a: ]n]{t: /y(t)] > a) = O), 
is finite. If 1 is Lebesgue measure or Z = [0, 11, they will not be explicitly 
indicated in these and other notations. The space of bounded continuous 
functions y on Z is denoted by C(Z), and is equipped with the norm 
II Yll C(I) := yy I Y(O I* 
Also, given a function {: Z + R, C,(Z) is the space of all mappings y: Z --) R 
with y/r in C(Z). The appropriate norm is, of course, 
II Yllqc,, := II Y/~ll,,,,* 
Our intention is to investigate the equation 
on the interval [ 0, I]. 
The following assumptions hold throughout the paper, apart from Sections 
4, 5 and 6. 
(A,) p is a nonatomic, signed measure on the Bore1 sets of [0, 11. Its 
total variation measure ]p] is infinite on [0, 11, but finite on [t, 1 ] for every t 
in (0, 1). 
(AJ The measurable function k: d -+ R, delined on 
A := {(t, s): 0 < s Q t < I}, 
’ The notation := indicates an equality in which the left-hand side is defined by the right- 
hand side. 
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is such that k(., s) is absolutely continuous on [s, I] with derivative k, ,(., s), 
for each s in [0, 11. 
(A& For all t in [0, 11, 
k&t)= 1. 
(A4) There is a function m in L’ such that 
Ilk At, *)I1 Ly0.f) G a, 
for almost all [,u] t in [0, 11, 
(A,) f is in LA. 
Note that (A,) excludes kernels such as 
k(t, s) = (t - s) - I”, 
k(t, s) = sin(t - s). 
The Hahn Decomposition Theorem says that there are positive Bore1 
measures iu + and ,K, concentrated on disjoint sets of [O, 11, such that 
P(E) =P+W -P-W, (2.2) 
for every Bore1 subset E of ]O, I]. Also, either ,U + or pu_ is finite. The total 
variation measure is given by 
lcll =P+ +iu- * (2.3) 
To ensure that the integral in (1) makes sense, solutions are sought in L:. 
Therefore we replace (1) by 
x=Kx+f, (2.4) 
where K: L: + C is the linear continuous mapping defined by 
WW := i,’ 46 s> Y(S) 6(s), 
for each y in L:. It is verified in the course of the proof of Theorem 1, that 
K is well defined. 
It is convenient to introduce the continuous functions a: [0, l] + [0, l] 
and /I: [0, 1 ] -P i!? given by 
a(t) = ewl-lPl(4 1lL (2.5) 
/J(f) = ev(-iG 111. (2.6) 
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The significance of these functions is related to the fact that 
if ,U + [0, 1 ] = ao. This is proved in Lemma 1. 
In Section 8, it is shown that Ky is in C, , if y is in C,. It therefore makes 
sense to define E to be the mapping obtained by restricting the domain and 
codomain of K to C,. C, is continuously embedded in LL . 
3. MAIN RESULTS 
THEOREM 1. (A) Suppose that ,u + [0, 1 ] = 0~). Then (2.4) has a one- 
parameter family {x8 Js E R of solutions in L: of the form 
x,=6r+(l +R)f, 
with the properties : 
(i) r is in C, and r(t)//?(t) + 1 as t 1 0, 
(ii) r = Kr, 
(iii) R: L: -+ LA is a continuous linear mapping with range in C and 
(1 -K)(l +R) Y =Y, 
for every y in LA. 
(iv) {x8} contains every solution in L: of (2.4). 
(B) Assume that p- [0, l] = a~. Then (2.4) has the unique solution 
x=(1 +P)f, 
where P: L: -+ Lb has range in C and 
(l-K)(l+P)y=(l+P)(l-K)y=y, 
for every y in L:. 
In [3], Panov utilised ideas from [ 1,2] to show that (2.1) has a one- 
parameter family of solutions in C, E if 0 < E < k(0, 0), but a unique solution 
in CqE, if 0 < k(0, 0) < E. His assumptions were that ,u be absolutely 
continuous with Radon-Nikodym derivative in C, that f be in C,,, and that 
k be continuous. In contrast to this result, Theorem 1 precisely characterises 
each solution in {x~}~~~, albeit at the expense of requiring k to be slightly 
smoother. 
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THEOREM 2. Suppose that p+ [0, 1 ] = 00. Then the spectrum of K is 
[0, 11, (0, 1 ] consisting of proper values. 
It clearly follows that if ,K[O, l] = co, the spectrum of j? is [-1, 01. 
If f is in C, , the equation 
x=Zx+f (3.1) 
need not have any solutions in C,. This is easily seen in the special case of 
k(t, s) = 1 for all (t, s) in d. Slight changes in the proof of Theorem 1 show 
that (1) has a solution in C, iff is in C, and 
In the light of the assertion of Theorem 2 that K has unit spectral radius, it is 
not surprising that 1 --E is not surjective. 
4. EQUATIONS OF THE THIRD KIND 
In this section the equation 
p(t) z(t) = 5’ b(t, s> z(s) ds +fW 
0 
(4.1) 
is examined under the following assumptions: 
(i) b: A + R is a Bore1 measurable function such that k: A -+ R, 
defined by 
4, s) 
k(t, s) = - 
b(s, s)’ 
satisfies (AZ); 
(ii) p: [0, I] -+ R is a Bore1 measurable function which vanishes at 0 
in such a way that the signed measure ,u defined by 
,W) := I, b(s, s) P(S) - ’ & 
satisfies (A,); 
(iii) the function k, given in (2), satisfies (A.,); 
(iv) f is in Li. 
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The substitution 
x(t) = p(t) 44 
transforms (1) into (2.1). Hence, if 19: [0, 1 ] -+ R is given by 
and the Bore1 measure < by 
&q := j b(s, s) ds, 
E 
an immediate corollary of Theorem 1 is the following. 
THEOREM 3. (A) If p + [0, 1 ] = 03, (1) has a one-parameter family 
k8JSGIR of solutions in L:. This family, which is of the form 
zg=8u+zo, 
has the following properties: 
(i) z0 is a solution in Lf of (1). 
(ii) u is in C, and u(t)/@t) + 1 as t 1 0, 
(iii) 1Z8J&rR contains every solution in Li of (1). 
(B) VP-[O, ll= 00, (1) has a unique solution in Li . 
Volterra equations of the third kind are studied in [6] under hypotheses 
which allow the homogeneous equation to have more than one linearly 
independent solution in the spaces there considered. An example given by 
Magnitskii is the equation 
t3z(t) = j’ (4t2 - 26ts + 30s’) z(s) ds, 
0 
which has three linearly independent solutions in L’, i.e., 
z,(t) = 1, zz(t) = t cos(2 In t), z3(t) = t sin(2 In t). 
This is not a counterexample to Theorem 3, because 
cannot be dominated by an integrable function. 
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Similar remarks apply to Magnitskii’s treatment of equations of the first 
kind, which we consider next. 
5. EQUATIONS OF THE FIRST KIND 
Linear Volterra equations of the first kind take the form 
g(t) = j; u(t, s) z(s) ds. (5-l) 
This equation is considered here under the assumptions: 
(i) the measurable function a: A -+ R is such that a(., s) is differen- 
tiable on [s, 11, and 
is absolutely continuous; 
(ii) t t--r a(t, t) vanishes at 0 strongly enough that the signed measure 
,u, given by 
p(E) :=-p-gdt 
3 
satisfies (A,); 
(iii) there is a function m in L’ such that 
for almost all Q] t in [0, 11; 
(iv) g: [0, l] -+ R is absolutely continuous with g(0) = 0 and 2 in LL. 
Solutions to (1) are normally found by differentiating the equation, 
thereby obtaining 
k?(t) = a(& t) z(t) + i,‘a,,(t, s) z(s) ds, 
a Volterra equation of the third kind. If 
(5.2) 
(5.3) 
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is in L’. the substitution 
x(t) = a(& t) z(t), 
transforms (2) into a nonsingular Volterra equation of the second kind, 
having a unique solution in Lm. However, our assumption on ,u precludes 
this possibility. We consider the harder case of the function defined in (3) 
being nonintegrable. 
Let C: [0, 1 ] -+ R be specified by 
C(t) = & exp 
7 
and the measure v by 
v(E) := I, a,,(~, s) ds. 
Then the following result is a simple corollary of Theorem 3. 
THEOREM 4. (A) If ,u+ [0, I] = co, (1) has a one-parameter family 
(z~}~~~ of solutions in Li. This family, which has the form 
zg=8u+zo, 
satisfies the following condition: 
(i) zO is a solution in L: of (1); 
(ii) v is in C, and v(t)/&)-+ 1 us t 1 0; 
(iii) iZ816EFi contains every solution in Li, of (1). 
(B) If,~-[0, l] = 00, (1) has a unique solution in LA. 
6. VOLTERRA EQUATIONS ON UNBOUNDED INTERVALS 
In this section, we study the equation 
z(f)= j;, c(t, s) z(s) ds + s(t), 
under the assumptions: 
(i) the measurable, real-valued function c, defined on 
{(s,t):-co <s&t<-1}, 
is such that c(., s) is absolutely continuous on [s, -11; 
(6.1) 
409/103/l-16 
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(ii) the measure a, defined on every Bore1 set E of (-co, -11 by 
n(E) := JE c(s, s) ds, 
is finite on [t, -I] for every c in (-co, -11, but 1711 is infinite on (-co, -11; 
(iii) there is a function n in L’(-co, -11 such that 
for a.e. [rr] t in (-co, -11; 
(iv) g: (-00, -11 --f IF? is in Lk. 
Rather than work with (1) directly, we make the substitution 
x(l):=z(--t-y. 
A simple change of variables then shows that (1) is equivalent to 
x(t) =JL(--f-l, --s-l ) x(s) s - ‘ds + g(-t - ’ ), 
0 
(6.2) 
on the interval [0, 11. Since 
i,’ Ic(-s-l, -s-‘)ls-’ ds =!I,‘, Ic(s, s)l ds = Inl(--t-l, -I), 
is finite for all t in (0, 11, but infinite for t = 0, (A ,) is satisfied by the signed 
measure p defined by 
,u(~):= J c(-s-l, -s-‘)s-‘ds. 
E 
Similarly (A*), (A,), (AJ and (A& are satisfied by 
k(t, s):= ;;-;::9 -“‘:;, 
9 -S 
f(t) = g(-t - 1). 
Therefore, if the function q: (-co, -1 ] -+ IR is defined by 
q(t) = exp 1 - 1: ’ c(s, s) ds 1 , 
Theorem 1 can be applied to (2) to obtain 
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THEOREM 5.’ (A) Ifz+(-r;o, -I] = 00, (1) has a one-parameter family 
P816ER of solutions in LjJ-00, -11. This family, which has the form 
zd=Bw+zo, 
satisfies the following conditions: 
(i) z0 is a solution in Lt(-a, -11 of (1) 
(ii) w is in C,(-00, -11 and w(t)/a(t) + 1 as t + -00, 
(iii) PgJsEIR contains every solution in Li(-co, -11 of (1). 
(B) Zf x(-a, -11 = 03, (1) has a unique solution in LL(-co, -11. 
In order to state a corollary of Theorem 2, it is necessary to define 
C: C,(-co, -11 -, C,,(-co, -11 by 
(Cy)W := 1’ c(t, s) y(s) ds, -a2 
for every t in (-co, -11. 
THEOREM 6. Suppose that x+(---00, -11 = 00. Then the spectrum of C is 
[0, 11, (0, 1 ] consisting of proper values. 
Equation (1) is studied in viscoelasticity theory, usually under the 
additional assumption that the kernel be autonomous, i.e., 
c(t, s) = !c(t - s), 
for some K: [0, co) -+ R. Quite a mild assumption in this context is to 
suppose that: 
(a) K is continuously differentiable, 
(b) W > 0, 
(c) r? is integrable and increasing. 
This assumption ensures that the hypotheses of Theorem 5(A) and 
Theorem 6 hold. 
Nonlinear versions of (l), (3) have been studied by Leitman and Mizel 
[IO-121 and MacCamy and Mizel [ 131. 
* Cf. [7-91. 
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7. PROOF OF THEOREM 1 
The proof is presented as a sequence of lemmas. The first gives the crucial 
properties of a and /I. 
LEMMA 1. For all s, t in (0, 11, 
I 
t 
ad ICC I = a(t) - a(s), (7-l) 
s 
I 
t 
a-’ dlpu( = a(s)-’ -a(t)-‘, (7.2) 
s 
1 tPc =PW--P(s), (7.3) s 
i st/?-ldp =/3(s)-’ -P(t)-‘. (7.4) 
Proof. Suppose firstly that ,U is a positive nonatomic measure. Let 
q: [0, l] + [0, co] be the continuous, decreasing function given by 
v(t) = 44 117 
for each t in [0, 11. By a change of variables theorem,3 
s 
t 
I 
?l(S) 
e-v(u)dp(u) = e-u d(urp)(u), 
s 
1(t) 
where ,uv-’ is the measure defined by 
cul?-‘)(m:=Pu(lt-‘(w 
It is easily checked that ,uuy - ’ coincides with Lebesgue measure on the semi- 
ring of half-open intervals of the (a, b], and hence is Lebesgue measure. 
Therefore 
I 
t 
emSfU’ dp(u) = e-udu =,-V(t) _ e-Vl’S’, 
s 
(7.5) 
“Cf., e.g., [ 14, Sect. 39, Theorem C], 
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for all s, t in (0, 11. Similar arguments can be used to show 
(7.6) 
Since 1~11 is a positive continuous measure, (1) and (2) follow immediately 
from (5) and (6). 
Assume now that ~1 is a signed, nonatomic measure. To establish (3) and 
(41, let 
a+tO=exp{-~+(~9 111, a-(t)=exp{p-(6 111. (7.7) 
Then (2.2), (2.6), (5), (6), (7) and integration by parts, together imply that 
jf P(u) 40) = jf a-(u) a+@> Q+(u) -jr a+(u) a-(u) 4-(u), s s 5 
= jf a-(u) da+(u) + j: a+(u) da-(u) 
s 
= a+(t) a-(t) - a+(s) a-(s), 
= P(f) - P(s)* 
Equation (4) is proved in a similar fashion. 1 
When~+[O,l]=co,defmeK,:L~-+Cby 
so that (3) is equivalent to 
P = KoP. (7.8) 
In the event that p+ [0, I] = co, it is convenient to define R, : LL + L: by 
where t, in (0, 1 ] is chosen so that 
I 
h 
in< 1. 
0 
(7.9) 
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It is a consequence of (2.2), (2.3), (2.5), (2.6), (1) and the Fubini-Tonelli 
Theorem that 
where c is the constant given by 
e2u-10.'l 
3 
c:= 
if p+[O, l] = 00, 
e2fl+Io* II 3 if cl-[0, l] = co. 
(7.10) 
Therefore R, is a well-defined, linear continuous mapping. 
LEMMA 2. Suppose that ,u + 10, 1 ] = co. Then, for each y in Lt , 
(1 -&)(l +R,)Y=Y. (7.11) 
Proof: Let y be in Lk, and t in [0, to]. Since R, IyI is in L:, the 
Fubini-Tonelli Theorem can be used to show that 
By (3), this is equivalent to 
WOR,YW = - W,Y)(~) + (RoYN), 
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for all t in [0, to]. A similar calculation shows that this formula also holds 
on (to, 11. Hence 
K,R,y = --K,Y + Roy, 
which is equivalent to (11). 1 
It is convenient to define K, : L: + C by 
K,:=K-K,, 
and K,:L:+L’ by 
for all t in [0, 11. (A*) and (A3) enable us to write K, y as 
It easily follows from (A4) and the Dominated Convergence Theorem that 
this function is continuous. Thus C is a suitable choice of codomain for K, . 
Assumption (A4) also implies that 
for all s in [0, 11. Since s W m(s) (1 y]lL:,o.sl is integrable, K, is well defined 
and 
IlK*Yll Lllo,tl G i : +)ll ~Ilqo.sj ds GM(t) II .&:,o.t,. 
(7.13) 
Here and elsewhere we employ the notation 
M(t) := j’ m, a:= M(1). (7.14) 
LEMMA 3. For each y in LL, K, y is absolutely continuous with 
W, Y)’ = K, Y- 
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Proojl Let y be in L:. Because K, 1 y1 is in L’, the Fubini-Tonelli 
Theorem and (A,) can be used to obtain 
jt (K, Y)(S) ds = I’ j” k,,(s, u) Y(U) 44~) & 
0 0 0 
= ‘Y(U) 
i I 
‘k,,(s,4d~444 
0 u 
The desired conclusion follows immediately, since K, y is L’. 1 
Inthecasewhen~+[O,l]=~,defineR,:L’+L~by 
(RlY)(~)=P(o jtY(s)Pw-'~~. (7.15) 
10 
With the aid of (2.2), (2.3), (2.5), (2.6), (1) and (lo), it can be shown that 
G j;" I Y(s)I W-'j; 44 d IlulW ds 
<ca(t,)-‘j’Iy(s)/ds< 00. 
0 
This implies that R, is well defined and 
llRl ~llq < c4W’ II ~lL.1. (7.16) 
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LEMMA 4. Suppose that p + [0, 1 ] = 00. Then, for every y in L: , 
K,Y = (1 -Ko)R,K,Y. 
Proof. Let y be in L:. Then w  := K, y is in C and ti = K, y is in L’. 
Integration by parts and (4) imply that 
/!qt) f” v+(s) P(s)- L ds = y(;jl,) - w(t) + P(t) jtf” w(s) P(s)- lQ(s), (7.17) 
t 0 
for all f in (0, 11. Each term in this equation tends to zero as t approaches 
zero. As an example, consider the last term. Let E > 0. Since w(t) --t 0, as 
t 1 0, there exists a number t, in (0, to) such that 
(7.18) 
Also there is t, in (0, t,) such that 
(7.19) 
for all t in (0, tz). Hence, by (2), (18) and (19), 
for all t in (0, tz). Thus 
P(f) j’” w(s) PW’4w --+ 0 as t 10. (7.20) 
I 
It has been established that (17) holds on [0, 11. An analogous argument 
shows that the formula 
@ozw) := 1 
-z(O), f = 0, 
B(t) ,:, z(s) /3(s) - Q(s), t E (0, 1 I, 
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defines an operator N0 : C + C. This notation enables us to write (17) more 
succinctly as 
R,kw+&w-d/3, (7.21) 
where a:= w(to)//?(to). Just as in the proof of Lemma 2, the Fubini-Tonelli 
Theorem can be applied to obtain that 
It (IT, w  + w) dp = (&w)(t) + P(s) j’” wp- ‘44 
s s 
for every s in (0, t). This, in conjunction with (21) implies that 
(R, k)(t) -fR, tidp = w(t) - 6 /p(t) -j’fidpl -p(s)f” wp-’ dp. 
s s s 
Due to (3), (20), (21) and the fact that R1 I+ is in Lk, this equation becomes 
(1 -K,)R,G= w, 
on taking the limit as s 1 0. This is the desired conclusion. a 
The last three lemmas suggest that we examine the equation 
x= Tx+g, 
where T:= R,K, and g:= (1 + R,)f. 
(7.22) 
LEMMA 5. If ,D+ [0, l] = co, T: Lk + LL is compact. 
Proof. Let B be a bounded subset of LL. To show that T is compact, it 
must be proved that T(B) is a relatively compact subset of L:. 
The first step of the proof is to note that T(B) is a subset of C. This 
follows immediately once it is established that R ,u in C for every u in L’. 
Let E > 0. Because u is in L’ and /3(t) 1 0 as t 10, real numbers t, and t, can 
be chosen so that 0 < t, < t, < t,, 
s ~zIu(s)I ds <+, 
and 
~(t)j’“lu(s)lP(s)-‘ds < +, 
11 
for all t in [0, f2). Therefore, with the aid of (15), we conclude that 
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for all t in [0, tJ. Thus R r u is continuous at 0. But R r u is clearly continuous 
on (0, 11, Hence it belongs to C. 
Next it is proved that T(B) is a bounded, equicontinuous subset of C. Let 
&=sup{](&,;:yEB}. (7.23) 
Then it easily follows (12), (14) and (15) that 
I( <P(t)1 j’ IKY)WlPW’ dsl* 
10 
for every t in [0, 11. Hence 7’(B) is bounded in C. Let E > 0. Select t, and t, 
such that 0 < t, < t, < to, 
and 
P(t) ” jio m(s)/?(s)-’ ds < +, 
I3 
for all t in [ 0, t.,). Then we can conclude from (12), (15) and (23) that 
I(~~)(~)19P(~)j’nI(K:~)lP(~)-‘d~+ ~t’lF,~)Wld~~ 
I3 -I 
< ,8(t) 6 j’” m(s) p(s)-’ ds + 6 (.” m < E, 
13 -0 
for every t in [O, t4) and y in B. It has been shown that T(B) is equicon- 
tinuous at 0. The proof that T(B) is equicontinuous on (0, I] is even simpler. 
Consequently the details are omitted. 
The Arzela-Ascoli Theorem tells us that there is a sequence (y,} in B 
such that { Ty,} converges uniformly on (0, 11. Observe now that (12) (15) 
and (23) imply that 
< W) 1 j’ m(s)PW’ ds 1 3 kl 
= 6 I(R,m)(t)l, 
250 DAVID W. REYNOLDS 
for each natural number n, and that ] R I m ( is in LA. It therefore follows from 
the Dominated Convergence Theorem that { Ty,} is a convergent sequence in 
LL. 
It has been shown that the closure in the metric space L: of T(B) is 
sequentially compact, and hence compact. m 
LEMMA 6. If ,u + [0, 1 ] = co, 1 - T is injectiue. 
Proof: Suppose that x in L: satisfies x = TX, or 
40 = P(ojt P(s)- ‘jS kl(S, u) x(u) 44) & 
10 0 
for all t in [0, 11. Since 
(7.24) 
integration of the absolute value of each side of (24) over [0, to] leads to 
Equation (9) now implies that x = 0 on [0, r,]. Thus (24) becomes 
x(t) =P(t) j’ P(s)-‘l’ MS, u) x(u) 44~) ds. 
to to 
There are a number of standard methods which quickly yield the conclusion 
that x=0 on [to, l]. For instance, t I-+ ((~((,~t~,,~ satisfies a Gronwall’s 
inequality. The details are omitted. I 
Since 1 - T is injective, F. Riesz’s theory of compact operators tells us 
that 1 - T is surjective and has a bounded inverse.4 Hence 
x=(1-T)-‘g 
is the unique solution of (22). 
The natural choice for R: LA + LL is 
1 + R := (1 - T)-‘(1 + R,). 
4 Cf., e.g., 115, Sect. 11.31. 
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For if y is in L:, it is easily concluded from Lemmas 2 and 4 that 
(1 -K)(l +R)y=(l -&)(I +R)y--K,(l +R)y 
=(l --&Au +R)Y-R,K,(l +R)yl 
=(l -K,)(l -l-)(1 +R)y 
= (1 -K,)(l - T)(l - T)-‘(1 +R,) y 
= (1 -&J(l + &I) Y 
Also, since 
=y. 
Ry=K(l +R) y, 
and the codomain of K is C, the range of R is in C. We have now 
established (iii) of Theorem l(A). 
The next result is the first step in demonstrating the uniqueness assertion 
of Theorem l(A). The proof involves an application of Fubini’s Theorem, 
and is similar to the proof of Lemma 2. It is therefore omitted. 
LEMMA 7. Suppose that p+ [0, 1 ] = 00. Then, for each y in LL, 
&lK,Y=KJY-&Y+a 
where 6 is the constant given by 
6 :=/3&J- ji”y dp. 
LEMMA 8. Suppose that ,u + [0, 1 ] = m. Then every solution in LL of 
x=Kx (7.25) 
is in the family ( y, },, R defined by 
y,:= S(1 - T)-‘p. 
Proof. Note firstly that Lemma 4 and (8) imply that 
(l--K)Ys=(l--K,)Ys-K,Ys, 
= S(1 -K,)(l - Y-)(1 - T)-l/3, 
= 41 -KJp, 
= 0, 
so that y, is a solution of (25). 
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Let x be a solution in Lj, of (25). By Lemma 4, 
O=(l -K,)x--ix, 
= (1 -K&x-(1 -K,)R,K,, 
= (1 -K,)(l - qx. 
We conclude from this and Lemma 7 that there is a number 6, such that 
(1- r>x=s,p. 
Hence x = yaO. 1 
The family ~~~~~~~ is difficult to characterize. Consider the map 
U: C, --+ C, defined by 
WY)(~) := P(t) jj(s)-’ I,; Jc,,(s, u) Y(U) 40) ds. 
The important property of U is stated in the following. 
LEMMA 9. Suppose that ,u + [0, 1 ] = 00. Then 1 - U is a linear 
homeomorphism of C, . 
Proof. Let y be in C,. It is convenient to use the notation 
II Yllf := II Yllc,to,w (7.26) 
In view of (A& (l), (10) and (14), 
k,(~, u) Y(U) 44) ’ ds 
I 
t 
=C m(s) II AIs ds, 
0 
< cWt) II Al,. 
This shows that 
(7.27) 
(7.28) 
t I--+ P(t)-’ j; kl(t, s> Y(S) 44s) 
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is in L’, and hence that U is well defined. Another consequence of (28) is 
that 
II UYllt Q CW) II YIL (7.29) 
for all 1 in [0, 11. 
Consider the induction hypothesis (H,): for every y in C,, 
II U”Yll* G ‘yfi”’ II Yllv 
for all c in [0, I]. Of course (29) immediately verifies (H,). Suppose that 
(Hi) holds. The replacement of y by Uiy in (27) yields 
Since (Hi) holds, 
it1 
’ (il I)! WY+’ II YII,. 
Hence (Hi+,) is also true. It has now been verified that (H,) holds for every 
natural number n. Therefore U” is a strict contraction for every n satisfying 
Pit7 
ypl 
[cf. (14)]. Hence the equation 
x= ux+g, gEC,, 
has a unique solution in C,. In fact, it is easily proved that 1 - U is inver- 
tible, its bounded inverse being given by 
(1 - q-1 = “to U”. 
Moreover the operator norm satisfies 
II(1 - U)-lIj<eca. 
The details of the proof are omitted. 1 
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Clearly the relations 
x8 := Jr, 
r:= (1 - U)-‘p, 
define a family in C,. Since 
r=Ur+p, 
and (29) implies that 
as r 1 0, it follows that r(t)/fl(t) + 1 as t 1 0. The remaining properties of 
{x8} are given in 
LEMMA 10. {x8 : 6 E R) coincides with the set of solutions in L: of (25). 
Proof. By Lemma 8, the fixed points of K comprise a one-dimensional 
subspace in L:. Since 
j; I Y(s)I dbI@> G II ~Ilc~j; @)dlrul(s) = II YII~, 
C, is continuously embedded in L:. It therefore suffices to show that each 
element of {xg}6ER is a solution of (25). 
It is known that 
x,(t) = W,>(t) = P(t) j; P(s)- l(Kzx~)W ds. 
The application of K, to each side, and the use of the Fubini-Tonelli 
Theorem leads to 
WoxdW = jtP(~,-‘&xs)(4 j’/-W 44s). 
0 ” 
By (3), (22) and Lemma 3, 
Wox,)W = - j; (K,x,)‘(u) du + (W(t), 
= - W,-d(t) + W,x,)W + x,(t), 
for all t in [0, 13. Since (K,x,)(O) = 0, we conclude that x6 is a solution of 
(25) I 
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Let us now turn our attention to Theorem l(B). Under the hypothesis that 
,~[O,l]=co,defineP,:L:+L:by 
From (2.5), (2.6), (3) and (10) we infer that 
~lY(s)B(s)-‘~lP(t)dlCll(t)dlp/(s) 
0 s 
\C < ~~y(s)a(s)(la(r)-‘dipl(l)dl/Il(s), s 
=C jo~IY~s)l~lZl~~~-~(dlY~~~l~~~~~llrl~~~~ 
G c II Yllq. 
Hence the Fubini-Tonelli Theorem shows that PO is well defined and 
II~oYllL~~cllYllL~~ (7.30) 
for all y in L:. 
It is also helpful to define P, : L’ + L: by 
An argument similar to that used to establish (30) shows that 
II~IYllL~~cllYllL~. (7.3 1) 
The next result is analogous to Lemmas 2 and 4 and is proved by the 
same methods. 
LEMMA 11. Suppose that pu_ [0, 1 ] = co. Then, for each y in L: , 
(1 -Ko)(l +Po)Y =Y, 
K,Y= (1 -Ko)P,K,Y* 
This time the appropriate equation to consider is 
x=sx+g, 
where S := P,K, and g :=( 1 + PO) J 
409/103/l-17 
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LEMMA 12. 1 - S is a linear homeomorphism of L:. 
ProoJ Let y be in Lf . It follows from (13) and (31) that 
IISYII lJ[O,II G c jf m(s) II YIIL;~o,sl ds, 
0 
< CW) II Y Ilqo,t] 3 
for all t in [0, 11. Consider the induction hypothesis (En): 
(7.32) 
(7.33) 
IISYII < c”;y II YIlL~,OJP L;to,tl ’ 
for all t in [0, 11. Once (E,) has been established for all natural numbers, the 
required conclusion easily follows. 
Note that (33) immediately verities (E,). Suppose that (Ei) holds. Replace 
y by S’y in (32) to obtain 
it1 
II S’+ ‘Y IIL~,o,tI < k II Y IIL:,O,t, ji W Wd’ & 
it1 
= (i”+ l)! WY+ l II Y IIL~,0,,1~ 
which is (Ei+ ,). The remainder of the proof is essentially the construction of 
a Neumann series, and can be safely omitted. 1 
The obvious choice for P: L: + LL is 
l+P:=(l-s)-‘(l$P,). 
For by Lemmas 11 and 12, 
(l--)(l+P)y=(l-Ko)(l+P)y-K,(l+P)Y, 
= (1 -&)(l --P,K,)(l +P)y, 
=(l -K,)(l -S)(l -S)-‘(1 +P,)y, 
= (1 - KJ(l + Po)Y, 
= Y, 
for every y in Lk. It only remains to show that 
x= (1 +P)f 
is the only solution in L: of (2.4). 
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LEMMA 13. Suppose that ,a-[0, l] = 00. Then the only solution in Lb of 
(25) is x = 0. 
ProoJ If p,, : C -+ C is defined by 
a simple application of the Fubini-Tonelli Theorem shows that 
&J&Y =p,y -K,Y, (7.34) 
for every y in Lk. Suppose that x satisfies (25). It is easily deduced from 
Lemma 11 that 
Hence, by (34) 
o= (1 -K,)x-K,x 
= (1 -K,)(l - S)x. 
O=(l -S)x. 
Since 1 - S is invertible, it follows that x = 0. I 
8. PROOF OF THEOREM 2 
Firstly let us define K,: C, + C, to be the mapping obtained by 
restricting the domain and codomain of K, to C,. Also 
K,:=K-K,. 
It must now be verified that these definitions make sense. 
LEMMA 14. E, &, and K, are well-defined continuous’ operators on C,. 
Proof: Let y be in C,. Firstly it is shown that (K, y)/a is continuous, 
i.e., K, y is in C,. Since a(t) > 0 for all t in (0, 11, and both a and K, y are 
continuous, (K, y)/a is also continuous on (0, I]. By (AJ, (A3) and the 
Fubini-Tonelli Theorem, 
W, r)(t) 
46 
= -& j; PW, s) - 11 Y(S) MS), 
1 I u 
=- 
51 a(t) 0 0 
h(u, s) y(s) dp(s) du. 
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Hence (A*), (7.26) and Lemma 1 imply that 
Since the right-hand side of this inequality tends to zero as t 1 0, K,y is in 
C,. We also infer from (1) that K, is bounded. 
Next it is demonstrated that K, y is in C,. Suppose that p+ [0, 1 ] = 03 and 
let z := y//I, so that z is continuous. It is clear that (K, y)/p is continuous on 
(0, 11. Also 
(Kay)(t)=- *m +&J’ (z(s) - z(O)}&) d/l(s). PW J PW 0 
Because the magnitude of the last term is dominated by 
6 ozp<f KS) - ZWI J; a(s) d IP IQ> = c o”<“s7f ~z(s> -z(o)\, 
which tends to zero as t 1 0, it is clear from (7.3) that 
(Ko Y)(t) ~ z(()) 
PW 
as t 1 0. Thus K,y is in C,. The proof for the case ,u- [0, 1 ] = 00 is equally 
simple. Also, because 
(8.2) 
K, is bounded. 4 
LEMMA 15. RI : C, --f C, is compact. 
Proof. The compactness of K, is asserted and proved in [16]. Here a 
different proof, employing the Arzel&Ascoli Theorem, is presented. 
Let B be a bounded subset of C,. Due to the definition of C, and the 
ArzelkAscoli Theorem, K,(B) is relatively compact in C, if and only if the 
family of functions 
A44 = -&J’ v44 s) - 1 I Y(S) 44s), 
0 
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indexed by y in B, is bounded and equicontinuous. The boundedness follows 
immediately from (1). Also, given E > 0, let t, be such that 
M@l) EpB II Y 11% < &. (8.3) 
Then (1) and (3) imply that supyen ]j,(t)] < E, for all r in (0, 1,); i.e., {j,] is 
equicontinuous at 0. The proof of equicontinuity on (0, 1 ] is just as simple, 
and therefore omitted. 1 
LEMMA 16. Zf p + [0, 1 ] = co, the spectrum of Z?, is [0, 11. Moreover, if o 
is in lR\[O, 11, 
[(ml -K,)-‘y](t) = o-‘y(t) + w-2e-o-‘uu(‘*‘1 
1 
: y(s) ew~lucs~ll c&(s). (8.4) 
Proof: It is easily deduced from Lemmas 1 and 7 that every solution in 
L; of 
ox = z&x, 
for w  > 0, is a constant multiple of 
P,(t)= exp{-u-t@, 111. 
Observe that /I, is in C, if and only if w  is in (0, 11. Hence E0 - 01 is not 
injective for any w  in (0, 11, but is injective for every LC) in (1, co). 
It is next shown that K,, - 01 is surjective for w  in (1, 00). It is easily 
deduced from Lemma 2 that the right-hand side of (4) provides a solution in 
L; of 
ux=Kox+y, 
where y is in C,. In order to establish that this solution is in C,, it suffices 
to prove that the function U, defined by 
u(t) = 
1 
u(u - 1)-’ z(O), t = 0, 
ell-w-‘Mf.ll ,:, z(s) e(w-‘-l)P(s, II &(s), t E (0, 11, 
is continuous, where z := y//I. The continuity of u on (0, l] is clear. Since 
s 
1 
u(()) = z(o) e(l-o-‘Mt, 11 e’w-‘- I)M(S. 11 &(s), 
0 
we can write 
u(t) = q) + e(l-w-‘)rr(t. 11 
5 
i [Z(S) - z(O)] e(w-‘-l)L(s*‘l h(s). 
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The magnitude of this last term is dominated by 
which tends to zero as t 1 0. Thus u is also continuous at 0. 
It is a simple corollary of Lemma 13 that x,, - w  1 is injective for w  < 0. 
Lemma 11 tells us that the right-hand side of (4) is a solution in LL of 
where y is in C,. This solution is itself in C, . The proof of this assertion can 
be safely omitted. Thus x0 - 01 is surjective. 
it has been shown that the spectrum of K, contains (0, 11, and is 
contained in [0, 11. The required conclusion follows from the compactness of 
the spectrum.5 1 
LEMMA 17. If,u+ [0, 1] = co, the spectrum ofE is contained in [0, 11. 
ProoJ Let w  be in IR\[O, 11. Then Lemma 16 asserts that E0 - cc) 1 is a 
linear homeomorphism. Since 
K--w1 +&-&A)[1 +(K,-ol)-‘K,], 
it will follow immediately that K - wl is a linear homeomorphism, once it 
has been established that 1 + (EO - ~1))‘K, is a linear homeomorphism. 
By Lemma 15, (KO - ~1))‘K, is compact. Hence it need only be proved 
that 1 + (F,, - ~1))‘K, is injective, for then a theorem of F. Riesz states 
1 + (EO - wl)-iK, is also surjective with continuous inverse.6 
Suppose that 
x = (01 -K,)-‘K,x. 
By (4), this is equivalent to 
x(t) = u-‘@,x)(t) + up2 e-w-‘w(‘*‘l I 
’ #,x)(s) ew-‘u(s, ‘I dp(s). 
0 
Integration by parts yields 
x(t)=o-l e-“-‘u”‘.ll 
I 
’ (K,x)(s) e0-1rr(s3 I1 ds, 
0 
t s 
--I =w e -w-‘#Cl, 11 
II 
k,,.(s, u) x(u) ew-1u(s3 ‘I dp(u) ds, 
0 0 
‘Cf., e.g., [l&Sect. 11.11. 
6 Cf., e.g., 115, Sect. 11.31. 
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for all t in [0, I]. By (AJ and (7.2), 
IIXII1~)O-‘Ie’l-“-““‘f.‘l llxlls e’“-‘-l”“s*ll ds, 
< IO -’ I( m(s) llxlls ds. 
0 
This simple Gronwall’s inequality implies that x = 0. Hence 1 + 
(R. - ol)-‘K, is injective. I 
The proof of Theorem 2 is completed by inferring from Lemma 10 that 
each w  in (0, l] is a proper value of K. Since the spectrum of K is compact. 
it must equal [0, 11. 
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