The optimal values of economic and economic statistical designs of X control charts are influenced by a model used for distribution of occurring time of assignable causes or shock model. So far, only a small number of failure time distributions such as exponential, gamma and Weibull with fixed or increasing hazard rates have been used as shock models. However, from both theoretical and practical aspects, processes under study may not have fixed or increasing hazard rates. A proper alternative is the Burr XII distribution which its hazard rate can be fixed, increasing, decreasing, single mode or even U-shaped. In this research paper, economic and economic statistical designs of X control charts under the Burr XII shock models were proposed and constructed. The obtained design models have been implemented by a numerical example and a sensitivity analysis were conducted.
Introduction
Control charts are the most important tools in statistical process control. To use any control chart, the user must specify the design parameters, i.e. the sample size (n), the length of sampling interval (h) and the control limits coefficient (L). A selection of these parameters is called the design of the control chart. In the past, most of the control charts were designed based on statistical criteria only. In this method, n and L were selected such that the power of the test for identifying a particular shift in the mean of quality characteristic and the type I error be fixed values. The sampling interval, usually was selected by the analyst based on experience or recommendations. These methods are often associated with economic consequences. Thus, the economic design of control charts was introduced by Duncan (1956) and widely used by the followers. In this model, the design parameters are determined so that the expected cost per unit time in the production cycle is minimised. A review and literature survey of related work was presented by Montgomery (1980) . Lorenzen and Vance (1986) , improved the Duncan's economic model so that it could be used for all control charts and there was the possibility of deciding whether to continue or stop the process when searching an assignable cause and repairing. Saniga (1989) combining economic benefits with the statistical requirements, introduced the economic statistical design.
In addition to the type of designs, the design parameters depend on the proposed model for the times of occurring assignable causes (or shock model). Duncan (1956) considered the exponential distribution with constant hazard rates as shock model. Although this assumption simplifies the model, it may not be appropriate for any processes which deteriorate over time. So, Banerjee and Rahim (1988) used an economic design with a Weibull shock model with fixed or increasing hazard rate and Al-Orani and Rahim (2002) introduced an economic statistical design with the gamma distribution as a shock model (again with fixed or increasing hazard rate). However, from both theoretical and practical aspects, processes under study may not have fixed or increasing hazard rates. For example, consider a system in which the operators are beginners, so the hazard rate decreases with increasing skill, while almost constant, then increases in depreciation components (U-shaped hazard rate). So it is logical that in such cases, a distribution to have a general hazard rate, should be used as shock model. One of the most popular distribution in this case, is the Burr XII distribution (from now it is called Burr). The hazard rate of this distribution is general and can be fixed, increasing, decreasing, single mode or even U-shaped and can be used for all failure mechanisms, complete or with any kind of censoring. In addition, it can be used to approximate various types of distributions, such as exponential, gamma and normal. The log logistic distribution is a special case and the Weibull distribution is the limiting distribution of this distribution (Zimmer et al., 1998) . Also, it is used as life and failure model by Soliman (2002) and Moore and Papadopoulos (2000) , respectively. Using Banerjee and Rahim's model which is a modified version of Lorenzen and Vance model, we developed economic and economic statistical designs for X control charts under the Burr shock model. Our design models are based on the works of Banerjee and Rahim (1988) and Rahim and Banerjee (1993) . These designs are introduced in Sections 2 and 3 under Burr distribution, respectively. Designs under the uniform sampling scheme are included in Section 4. For implementation of the proposed models, a numerical example is done in Section 5. Finally a sensitivity analysis of optimised parameters under the shock model parameters are included in Section 6.
Economic design
The first economic model for X control charts was introduced by Duncan (1956) and widely used by the followers. In this model, samples of size n are taken at each h hour from the process. When a point in the chart exceeds the control limits, trying to find an assignable cause begin. If the alarm is false, the production process does not stop, but if it is true, the process goes back to in-control state by intervention (replacements or repairs) and a new production cycle begins. Lorenzen and Vance (1986) introduced a unified model reforming and expanding the Duncan model. Banerjee and Rahim (1988) used a modified version of this model under Weibull shock model for economic design of X control charts. This modified version with following assumptions are intended in this article:
1 The distribution of the quality characteristic is normal with mean μ and standard deviation σ.
2 The system is called out of control when the process mean shifted to μ -δσ or μ + δσ because of occurrence an assignable cause, where δ is called the shift parameter.
3 The process is monitored by a control X chart with a center line μ and upper and lower bounds / μ Lσ n ± .
4 The time when the process is in the in-control state follows the Burr distribution with the cumulative distribution function:
where k and c are shape parameters and s is the scale parameter. Provided that k > 1 / c, the mean of this distribution exists and is equal to
where Γ(.) is the gamma function.
5 The system is monitoring with simple random samples of large n at times h 1 , h 1 + h 2 , h 1 + h 2 + h 3 ,…. Here, sampling start times are defined as follows:
The time length from sampling to plot is negligible.
7 The process stops during the search and replace.
8 As Banerjee and Rahim (1988) are assumed, sampling intervals are selected so that in each interval, the integrated hazard function is constant. This means that the h j 's are selected so that at any interval, the probability that the system is out of control during the interval, if it was in the in-control state at the beginning of an interval, is constant. I.e.
( )
This leads to:
By replacing the p.d.f of equation (1) 
From above equations and noting that p is fixed, it follows that ( )
Replacing j = 2, 3,… in the above equation, from w 1 = h 1 it follows that
Therefore, h j can be calculated from the following recursive equation: 
In this model, a production cycle begins with the in-control state of process and ends after detecting and repairing take place due to occurrence of an assignable cause so that the process goes back to in-control state. This cycle of back to in-control states in case of any failure, is a renewal process and therefore by taking the production cycle costs into account, it becomes a renewal reward process. As Ross (1970) proved, the expected cost per unit time of these processes can be expressed as the expected cost of the production cycle (E(C)) divided by the expected time of the production cycle (E(T)).
Our goal is to obtain n, L and h 1 so that the value of ( ) ( ) E C E T to be minimised. For this propose and sake of compatibility, we use the following notations we use the following notations used by Banerjee and Rahim (1988) and Yang and Rahim (2005) : 
where Φ is cumulative distribution function of the standard normal distribution. Let q j ; j = 1, 2, 3, … be the probability that a unit fails during the j th sampling interval. That is ( )
Let τ j ; j = 1, 2, 3, … be the expected duration of the in-control period within the sampling interval j, provided that the shock occurred during this sampling interval. That is
And let τ be the unconditional expectation of the in-control time, during a sampling interval in which the state changed from in-control to out of control. This means that it is equal to the weighted mean of τ j 's and q j 's. That is ( )
Using equations (5) and (9), we have:
Call it briefly g(x), we conclude that:
Therefore, using equations (11) and (13), it follows that:
Lemma 1: Suppose F(t) to be the c.d.f given in equation (1), p, w j , and h j as the ones that are given by equations (2), (5) and (6) and the g(x) be series defined in equation (12). In this case following relationships are true:
( 1 7 ) Proof: Direct substitution of the values of p, w j , h j , g(1 -p) and g(β) and doing some algebraic operations will yield the results.
Theorem 2:
The following equation is true:
Proof: As it has been given in theorem 3.1 of Banerjee and Rahim (1988) , by looking at the process at the end of the j th sampling interval (i.e. at the time w j ) and letting T j ; j = 1, 2, 3,… be remaining time in the production cycle after time w j provided that the process is in in-control state at time w j and T 0 ≡ T, the list of different states after the jth sampling interval, expected remaining cycle length for any state and related probabilities are shown in Table 1 . Table 1 The expected remaining times after time w j
Situation E (remaining cycle length) Probability
Out of control and alarm
Out of control but no alarm
In control and no false alarm
In control and false alarm
From Table 1 we have: 
( 1 ) ( 1 )
Placing j = 1, 2, 3,… in the above recursive equation and using equation (16) we have:
The proof is completed using Lemma 1 with the above equation.
Theorem 3:
The expected remaining costs after time w j
Situation E (costs during the current sampling period) E (remaining costs)
In control and no false alarm a + bn +D 0 hj E(C j )
In control and false alarm a + bn +D 0 hj Y + E(C j ) Note:
Proof: Like Theorem 2, again, let's look at the end of the jth sampling interval of the process. Let C j ; j = 1, 2, 3,… be the remaining cost will be consumed in the production cycle over time w j , provided that the process is in the in-control state at the time w j and C 0 ≡ C. The list of different states and the expected remaining cost for any state are shown in Table 2 . The probabilities are the same as those shown in Table 1 . Using equation (16) and Table 2 we have:
( 1 ) (1 ) (1 ) .
Placing j = 1, 2, 3,… in the above recursive equation, we have:
( 1 )
.
With the placement relations of Lemma 1 in the above equations, the proof is completed.
Economic statistical design
Both statistical and economic designs have weaknesses and strengths. Statistical designs, produces charts that have high power and low probability of committing type I error, but they may cost a lot. On the other hand, economic designs rely only on costs and the statistical properties are overlooked. Therefore, in these charts, both the type I and type II errors are usually high. Combining economic properties and statistical necessary, Saniga (1989) introduced the economic statistical design. Zhang and Berardi (1997) and Al-Orani and Rahim (2002) used this type of design for designing X control charts under Weibull and gamma shock models, respectively, and Chen and Cheng (2007) and Chen and Yeh (2009) used it for X control charts under Weibull and gamma shock models, respectively under non-normality assumption of the quality characteristic distribution.
The goal of the economic statistical design is to minimise the expected cost per unit time of the production cycle, by applying some restrictions on the type I error and the control charts power. So in this design, first we compute expressions E(C) and E(T) using economic design, then get design parameters by minimising the function E(C)/E(T) with restrictions α ≤ α 0 (which is equivalent to max(ARL 0 ) = 1 / α 0 ) and γ = 1 -β ≥ γ 0 (which is equivalent to min(ARL 1 ) = 1 / γ 0 ); where α 0 and γ 0 are predefined constants. In this case, the type I error is up to α 0 , the power of the chart is at least γ 0 and the expected cost per unit time is the minimum in this range.
Designs under uniform sampling scheme
Expressions obtained for E(T) and E(C) by using Theorems 2 and 3 for economic and economic statistical designs, were based on varying sampling intervals, h j 's. So obtained designs are called designs under nonuniform sampling scheme. If the sampling intervals are assumed to be fixed, the designs are called designs under the uniform sampling scheme. For comparison of the nonuniform sampling scheme and the uniform sampling scheme of designs under the Burr shock model, in this section we develop analogous expressions for the expected cost and the expected cycle length when the length of sampling interval is constant.
Like arguments for obtaining equations (18) and (19) under nonuniform sampling scheme, one can obtain the analogous expressions for E(T) and E(C) under uniform sampling scheme. For this, suppose all of the assumptions of Section 2 except assumptions 5 and 8 hold and let h be the length of the sampling intervals. By defining the
the expressions for E(T) and E(C) under the uniform sampling scheme are as follows: 
Numerical illustration
In this section, we determine the optimal parameters of the economic and economic statistical designs presented in Sections 2 and 3 in a numerical example. In the economic design, to obtain the optimal design parameters, we consider the function
E C Right side of equation f n h L E T Right side of equation
with regard to relationship between h 1 and p of equation (2). We take into account a famous example used by Banerjee and Rahim (1988) , Zhang and Berardi (1997) To optimise the function f(n, h 1 , L) of equation (22), we wrote a computer program using the R software. Table 3 shows the optimal value (E(C)/E(T)) and related design parameters along with α and γ for different values of Burr distribution parameters. For example, for k = 5, c= 4 and s = 25 (case no. 14 of Table 3 ), optimised value of the function, E(C)/E(T), is equal to $219.68 that obtained for n = 23, h 1 = 11.5 and L = 1.56. Based on these values and equations (7) and (8), the values of the type I error and the power are α = 0.119 and γ = 1 -β = 0.799. Note: *Subject to the constraints on α 0 = 0.05 and γ 0 = 0.9.
As can be seen in Table 3 , with increasing the mean of the Burr distribution, the values of n, h 1 , L and γ increased and E(C)/E(T) and α reduced and also in most cases, α is high and γ is somewhat low. In the economic statistical design, we minimised the function f(n, h 1 , L) of equation (22) with restrictions α ≤ α 0 and γ = 1 -β ≥ γ 0 . Therefore, we considered these restrictions in our computer program. Optimum values of the economic statistical design in addition to shock model parameters, are affected fixed values of α 0 and γ 0 . We considered α 0 = 0.05 and γ 0 = 0.9 which its results are shown in the last columns of Table 3 Note: *Subject to the constraints on α 0 = 0.05 and γ 0 = 0.9.
In the economic design under the uniform sampling scheme, to obtain the optimal design parameters, we consider the function
and in the economic statistical design the under uniform sampling scheme, we minimised the function f unif (n, h, L) of the equation (23) with restrictions α ≤ α 0 and γ = 1 -β ≥ γ 0 . Again, we considered α 0 = 0.05 and γ 0 = 0.9. Table 4 shows the optimal value E(C unif )/E(T unif ) and related design parameters of economic and economic statistical designs for the same Burr distribution parameter combinations of Table 3 Tables 3 and 4 shows that in both economic and economic statistical designs, for all cases, non-uniform sampling scheme yields a lower expected cost per unit time than uniform sampling scheme. So we also included the percent of saving in the expected per hour cost values caused by using the non-uniform sampling scheme instead of a uniform sampling scheme for both designs in Table 4 . For example, for case number 14 (k = 5, c = 4 and s = 25) of Table 4 , in the economic design, optimal value E(C unif )/E(T unif ) is equal to 257.00 with n = 27, h = 2.74 and L = 1.55 where comparing with Table 3 , using the non-uniform sampling scheme instead of uniform sampling scheme cause 16.99% savings in the expected per hour cost. Also in this case, in the economic statistical design with α 0 = 0.05 and γ 0 = 0.9, the value of E(C unif )/E(T unif ) is equal to 264.04 with n = 43, h = 2.91 and L = 1.96 where comparing with Table 3 , using the non-uniform sampling scheme instead of uniform sampling scheme cause 16.45% savings in the expected per hour cost.
Sensitivity analysis
In this section, we examined the sensitivity of designs and corresponding optimal values to the Burr distribution parameters. First, in both economic and economic statistical designs we investigated the influence of changes in each of the Burr parameters to optimised values and design parameters, by keeping the mean of Burr distribution fixed. Tables 5, 6 and 7 show the effect of changing the parameters k, c and s on the optimal values of designs, respectively.
In each table, Burr distribution parameters have been selected so that its mean is equal to 15. Results for other fixed values of the mean of Burr distribution are similar. Also to avoid the interaction between the parameters on the results, each time one of the parameters was chosen as constant (c = 2 in Tables 5 and 7 and k = 2 in Table 6 ) while, the studied parameter and the others were changed. Results for other fixed amounts of c and k are similar. For all three tables, α 0 = 0.05 and γ 0 = 0.9 are considered in the economic statistical design.
According to Table 5 , as k increases from 2 to 7 (250%), in both economic and economic statistical designs, the sample size n and the control limit coefficient L remains the same, the sampling interval h 1 in economic design increases slightly from 5.70 h to 6.75 h and in economic statistical design increases slightly from 6.27 h to 7.44 h and the expected cost per hour E(C)/E(T) in economic design decreases very slightly from $252.2 to $248.85 (about 1.33%) and in economic statistical design decreases very slightly from $259.41 to $256.18 (about 1.25%). Figure 1 illustrates the effect on the expected cost per hour due to changing of k. Table 5 The effect of changing parameter k on the optimal design Note: *Subject to the constraints on α 0 = 0.05 and γ 0 = 0.9. Table 6 shows that as c increases from 1 to 6 (500%), L in both designs somewhat remains the same, n in economic design decreases from 27 to 23 and in economic statistical design remains the same, h 1 in economic design increases from 1.20 h to 12.38 h and in economic statistical design increases from 1.42 h to 13.13 h and E(C)/E(T) in economic design decreases slightly from $265.49 to $210.75 (about 20.61%) and in economic statistical design decreases slightly from $273.03 to $215.64 (about 21.02%). Figure 2 illustrates the effect on the expected cost per hour due to changing of c. Note: *Subject to the constraints on α 0 = 0.05 and γ 0 = 0.9.
Figure 1 Effect of changing parameter k on the optimum value of E(C)/E(T)
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Figure 2 Effect of changing parameter c on the optimum value of E(C)/E(T)
Similarly, Table 7 shows that as s increases from 5 to 30 (500%), L in both designs remains the same, n in economic design decreases slightly from 27 to 25 and in economic statistical design remains the same, h 1 in economic design increases from 2.50 h to 6.43 h and in economic statistical design increases from 2.74 h to 7.14 h and E(C)/E(T) in economic design decreases very slightly from $261.35 to $249.88 (about 4.39%) and in economic statistical design decreases very slightly from $268.77 to $257.66 (about 4.13%). Figure 3 illustrates the effect on the expected cost per hour due to changing of s. Note: *Subject to the constraints on α 0 = 0.05 and γ 0 = 0.9.
Figure 3 Effect of changing parameter s on the optimum value E(C)/E(T)
Maximum likelihood estimation of the Burr distribution parameters do not always exist. This method is discussed by many researchers such as Wingo (1983) and Wang et al. (1996) , and an algorithm is given for some complicate cases by Shao (2004) . But designer may not be able to compute them yet. Even if one can compute them or use an alternative method if they are not calculated, as the data may not be available, estimating of the parameters k, c and s is often difficult. So the effect of mis-specifying of the parameters are of interest. McWilliams (1989) and Banerjee and Rahim (1988) showed that economic designs of X control charts under the exponential and Weibull shock models are not sensitive to mis-specification. As we discussed above, increasing in k, c and s parameters cause a negligible reduction in the optimal expected cost per unit time value in both designs. Therefore, our economic and economic statistical designs for X control charts are not significantly sensitive to mis-specification of the Burr distribution parameters. As a result, there is no need for accurate estimations and in the absence of maximum likelihood estimation, the Burr distribution parameters can be estimated using other methods such as Bayesian method or generalised order statistics method introduced by Al-Hussaini and Jaheen (1992) and Malinowska et al. (2006) , respectively.
We also examined the effect of α 0 and γ 0 values on the optimal value of the economic statistical design. We set again k = 5, c = 4 and s = 25 as a representative of the Burr distribution parameters. Results for other combinations as the Burr distribution parameters are the same. In order to evaluate the effect of α 0 , we considered γ 0 of 0.9, then the α 0 was changed between 0.01 and 0.25 and its effect on the optimum design was obtained. The results are presented in Table 8 . Note: γ 0 = 0.9 and Burr parameters are: k = 5, c = 4 and s = 25. Table 8 shows that for γ 0 = 0.9, values of α ≥ 0.15 have no effect on the optimum values. Also, for values of α 0 less than 0.15, reducing α 0 , the values of E(C)/E(T), h 1 , n and L are increased, α decreased, but γ is remaining largely unchanged. In order to evaluate the effect of γ 0 , we considered α 0 of 0.05. Then the γ 0 was changed between 0.6 and 0.99 and its effect on the optimum design was obtained. The results are presented in Table 9 . Note: α 0 = 0.05 and Burr parameters are: k = 5, c = 4 and s = 25.
As seen in Table 9 , for α = 0.05, values γ 0 ≤ 0.75 have no effect on the optimum values.
Also γ 0 values of greater than 0.75, by increasing γ 0 , the values of E(C)/E(T), n, h 1 and γ increased, but α and L remain largely unchanged.
Conclusions
This paper shows that the Banerjee and Rahim's economic model for X control charts could be used to not necessarily fixed or increasing hazard rates. We proposed and constructed economic and economic statistical designs for X control charts under the Burr XII shock model. We chose this distribution because its hazard rate is general and, also the most important distributions used in reliability can be approximated by this distribution.
To determine the optimum parameters for the designs we wrote programs using the R software. The numerical results show that using economic statistical design instead of economic design, although it causes a slight increase in the expected cost per unit time of production cycle, but it leads to a significant reduction in the type I error and a significant increase in the power of charts. Also, if the Burr distribution can be fitted to failure times of a process, our proposed designs under the non-uniform sampling scheme performs better than designs under uniform sampling scheme. Finally, the results of sensitivity analysis show that increase in each parameter of the Burr XII distribution as a shock model leads to a slight reduction of the optimum amount of expected cost per unit time, increasing the first sampling interval and not having a significant effect on the sample size and the width coefficient of control limits.
