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Zusammenfassung
Partizipative Sensornetze (PSNs) stellen eine neue Art von Sensornetzen dar, die
auf Basis von freiwillig zur Verfügung gestellten Mobiltelefonen etabliert werden.
Sie ermöglichen eine großflächige Erfassung von Messdaten im direkten Umfeld
von Menschen und können für zahlreiche Anwendungsszenarien verwendet wer-
den. Neben ihren Vorzügen bringen PSNs aber auch Schwierigkeiten mit sich. Zwei
zentrale Herausforderungen sind die ressourcenschonende Datenerfassung und der
Schutz der Privatsphäre – beide resultieren aus der Instrumentalisierung privater
Mobiltelefone zur Datenerfassung. Da der primäre Verwendungszweck der Geräte
nicht die Aufzeichnung von Messdaten ist, darf diese deren Ressourcen nicht merk-
lich belasten. Außerdem muss sichergestellt werden, dass durch die Erfassung von
Messdaten die Privatsphäre der teilnehmenden Nutzer nicht verletzt wird.
Der erste Teil der Arbeit beschäftigt sich mit dem Aspekt der ressourcenschonenden
Datenerfassung. Zunächst werden PSNs betrachtet, bei denen punktuell Messungen
durchgeführt werden. Bei diesen Netzen müssen die teilnehmenden Geräte über die
durchzuführenden Messungen unterrichtet werden. Damit hierbei die Ressourcen
der Endgeräte nicht unnötig belastet werden, wird ein Konzept vorgestellt, das ei-
nerseits eine robuste Verteilung der Messaufgaben sicherstellt, gleichzeitig jedoch
versucht, die Energieressourcen der Mobiltelefone zu schonen. Bei PSNs mit groß-
flächiger und kontinuierlicher Datenerfassung spielt die Verteilung der Messaufga-
ben keine so entscheidende Rolle. Hier muss vielmehr sichergestellt werden, dass
die Energie- und die Übertragungskosten auf Seiten der Nutzer möglichst gering
bleiben. Aus diesem Grund wird ein Ansatz zur lokalen Gruppierung von Mess-
knoten beschrieben, der durch eine Aufteilung der anfallenden Aufgaben und eine
intelligente Auswahl der Knoten zu einer ressourcenschonenden und weniger re-
dundanten Datenerfassung führt.
Der zweite Teil der Arbeit befasst sich mit dem Schutz der Privatsphäre der Teil-
nehmer und beinhaltet zwei Themenblöcke. Zum einen wird ein Ansatz zur auto-
matisierten Erzeugung von Privatsphäre-Zonen vorgestellt, der ohne das Eingreifen
der Nutzer die Zonen an das jeweilige Umfeld anpasst. Diese Zonen werden um die
vom Nutzer häufig besuchten Orte erstellt und verhindern so mögliche, auf der Iden-
tifikation dieser Orte basierende Deanonymisierungsangriffe. Zum anderen wird ein
Kalibrierungssystem für PSNs beschrieben, dessen Fokus sowohl auf der Verbesse-
rung der Datenqualität als auch auf der Wahrung der Privatsphäre der Nutzer liegt.
Hierfür ermöglicht dieses eine rückwirkende Anpassung bereits übertragener Da-
ten, verhindert aber gleichzeitig durch eine Modifikation der Kalibrierungsparame-
ter und der Upload-Zeitpunkte eine direkte Zuordnung zu einem Nutzer.

Abstract
Participatory Sensing Networks (PSNs) represent a new kind of sensor networks
that are established on the basis of voluntarily provided mobile phones. They allow
for large-scale data collection in the immediate environment of people and can be
used for various application scenarios. However, alongside their advantages, PSNs
entail several difficulties. Two key challenges are the resource-efficient data collec-
tion and the protection of privacy - both resulting from exploiting private mobile
phones for data collection. As the recording of measurement data is not the devices’
primary purpose, it must not significantly burden their resources. In addition, it has
to be ensured that the privacy of participating users is not violated by the acquisition
of measurement data.
The first part of this thesis addresses the issue of resource-efficient data collection.
At first, PSNs are examined in which measurements are only conducted at selected
places. In these networks, the participating devices have to be informed about the
required measurements. To avoid an unnecessary burdening of device resources at
this stage, a concept is presented that ensures a robust distribution of measurement
tasks and, at the same time, tries to conserve the mobile phones’ energy resources.
In PSNs with large and continuous data collection, the distribution of measurement
tasks is less essential. It is rather necessary to ensure that energy and transmission
costs on the user side remain as low as possible. For this reason, an approach for
the local clustering of measurement nodes is described that allows for a resource-
efficient and less redundant data collection by dividing and intelligently assigning
occurring tasks.
The second part of the thesis deals with the protection of the participants’ privacy
and contains two thematic blocks. Firstly, an approach to automate the generation
of privacy zones is presented. It adjusts the zones to the environment without the
intervention of the user. These zones are created around the user’s frequently visited
places and thereby prevent deanonymisation attacks based on the identification of
these places. Secondly, a calibration system for PSNs is described that focuses both
on improving data quality and on the protection of user privacy. It allows for a
retroactive adjustment of already transferred data, but simultaneously prevents an
unambiguous attribution to a user by modifying the calibration parameters and the
time of their transmission.

Inhaltsverzeichnis
1 Einleitung 1
2 Grundlagen partizipativer Sensornetze 7
2.1 Definitionen und Begriffe . . . . . . . . . . . . . . . . . . . . . . . 7
2.1.1 Partizipative Sensornetze . . . . . . . . . . . . . . . . . . . 7
2.1.2 Datenerfassung . . . . . . . . . . . . . . . . . . . . . . . . 9
2.1.3 Privatsphäre . . . . . . . . . . . . . . . . . . . . . . . . . . 10
2.2 Abgrenzung zu drahtlosen Sensornetzen . . . . . . . . . . . . . . . 10
2.3 Anwendungen für partizipative Sensornetze . . . . . . . . . . . . . 13
2.3.1 Anwendungskategorien . . . . . . . . . . . . . . . . . . . . 13
2.3.2 Menschzentrierte Anwendungen . . . . . . . . . . . . . . . 15
2.3.2.1 Überwachung der Gesundheit . . . . . . . . . . . 15
2.3.2.2 Dokumentation der sportlichen Aktivitäten . . . . 16
2.3.2.3 Erfassung von Preisen . . . . . . . . . . . . . . . 16
2.3.3 Umweltzentrierte Anwendungen . . . . . . . . . . . . . . . 17
2.3.3.1 Überwachung der Luftqualität . . . . . . . . . . . 17
2.3.3.2 Erfassung von Umgebungslärm und -geräuschen . 18
2.3.3.3 Bestimmung der Wettersituation . . . . . . . . . 19
2.3.3.4 Überwachung der Verkehrssituation . . . . . . . . 20
2.3.4 Entwickelte Anwendungen und prototypische Umsetzungen 21
2.4 Architektur von partizipativen Sensornetzen . . . . . . . . . . . . . 23
2.5 Herausforderungen partizipativer Sensornetze . . . . . . . . . . . . 25
2.5.1 Nicht-technische Herausforderungen . . . . . . . . . . . . . 25
2.5.2 Technische Herausforderungen . . . . . . . . . . . . . . . . 26
2.5.3 Bewertung . . . . . . . . . . . . . . . . . . . . . . . . . . 28
2.6 Zusammenfassung . . . . . . . . . . . . . . . . . . . . . . . . . . 29
3 Datenerfassung in partizipativen Sensornetzen 31
3.1 Klassifizierung existierender Ansätze . . . . . . . . . . . . . . . . . 32
3.1.1 Ressourcenschonung in drahtlosen Sensornetzen . . . . . . 32
3.1.1.1 Aktivitätszyklen . . . . . . . . . . . . . . . . . . 32
3.1.1.2 Datenreduktion und -erfassung . . . . . . . . . . 35
3.1.1.3 Energieeinsparung durch Knotenmobilität . . . . 38
3.1.2 Ressourcenschonung in partizipativen Sensornetzen . . . . 39
3.1.2.1 Positionsbestimmung . . . . . . . . . . . . . . . 40
3.1.2.2 Task-Verteilung . . . . . . . . . . . . . . . . . . 41
xiv Inhaltsverzeichnis
3.1.2.3 Datenreduktion und -erfassung . . . . . . . . . . 43
3.1.3 Zusammenfassende Bewertung der Ansätze . . . . . . . . . 45
3.2 Ansatz zur energieeffizienten Task-Verteilung . . . . . . . . . . . . 46
3.2.1 Problemstellung und Anforderungen . . . . . . . . . . . . . 47
3.2.2 Systemmodell . . . . . . . . . . . . . . . . . . . . . . . . 48
3.2.3 Konzept . . . . . . . . . . . . . . . . . . . . . . . . . . . . 50
3.2.3.1 Zellbasierte Task-Verteilung . . . . . . . . . . . . 50
3.2.3.2 Adaptives Monitoring mit Bewegungserkennung 52
3.2.3.3 Task-Bündelung . . . . . . . . . . . . . . . . . . 53
3.2.4 Evaluation . . . . . . . . . . . . . . . . . . . . . . . . . . 55
3.2.4.1 Simulationsumgebung . . . . . . . . . . . . . . . 55
3.2.4.2 Anzahl der Positionsbestimmungen . . . . . . . . 57
3.2.4.3 Anzahl der Kommunikationsverbindungen . . . . 58
3.2.5 Diskussion und Erweiterungen . . . . . . . . . . . . . . . . 61
3.3 Ansatz zur lokalen Gruppierung von Messknoten . . . . . . . . . . 62
3.3.1 Problemstellung und Anforderungen . . . . . . . . . . . . 63
3.3.2 Konzept . . . . . . . . . . . . . . . . . . . . . . . . . . . . 64
3.3.2.1 Aufbau und Erhalt der Cluster . . . . . . . . . . . 64
3.3.2.2 Bestimmung der Messknoten der Cluster . . . . . 67
3.3.3 Evaluation . . . . . . . . . . . . . . . . . . . . . . . . . . 68
3.3.3.1 Simulationsumgebung . . . . . . . . . . . . . . . 69
3.3.3.2 Anzahl der Mobilfunk-Übertragungen . . . . . . 70
3.3.3.3 Übertragungskosten für Mobilfunk-Übertragungen 70
3.3.3.4 Energiekosten . . . . . . . . . . . . . . . . . . . 72
3.3.3.5 Anzahl der Messungen . . . . . . . . . . . . . . 73
3.3.3.6 Overhead zur Bestimmung der Messknoten . . . . 74
3.3.4 Diskussion und Erweiterungen . . . . . . . . . . . . . . . . 75
3.4 Zusammenfassung . . . . . . . . . . . . . . . . . . . . . . . . . . 78
4 Schutz der Privatsphäre 81
4.1 Bedrohungen der Privatsphäre in partizipativen Sensornetzen . . . . 82
4.1.1 Preisgabe von Kontextdaten . . . . . . . . . . . . . . . . . 82
4.1.2 Sensible Informationen in Messdaten . . . . . . . . . . . . 83
4.2 Klassifizierung existierender Ansätze . . . . . . . . . . . . . . . . . 85
4.2.1 Schutz der Kontextdaten . . . . . . . . . . . . . . . . . . . 85
4.2.1.1 Anonymität . . . . . . . . . . . . . . . . . . . . 86
4.2.1.2 Unscharfe Kontextdaten . . . . . . . . . . . . . . 87
4.2.1.3 Ausblenden sensibler Informationen . . . . . . . 88
4.2.1.4 Anonyme Task-Verbreitung . . . . . . . . . . . . 89
4.2.2 Verarbeitung der Messdaten . . . . . . . . . . . . . . . . . 90
4.2.2.1 Lokale Weiterverarbeitung . . . . . . . . . . . . 90
4.2.2.2 Aggregation . . . . . . . . . . . . . . . . . . . . 91
4.2.2.3 Datenpertubation . . . . . . . . . . . . . . . . . 92
4.2.3 Zusammenfassende Bewertung der Ansätze . . . . . . . . . 93
Inhaltsverzeichnis xv
4.3 Ansatz zur automatisierten Erstellung von Privatsphäre-Zonen . . . 94
4.3.1 Problemstellung und Anforderungen . . . . . . . . . . . . 94
4.3.2 Konzept . . . . . . . . . . . . . . . . . . . . . . . . . . . 97
4.3.2.1 Systemübersicht . . . . . . . . . . . . . . . . . . 98
4.3.2.2 Random Rect . . . . . . . . . . . . . . . . . . . 100
4.3.2.3 Random Nearest Neighbor . . . . . . . . . . . . 102
4.3.3 Evaluation . . . . . . . . . . . . . . . . . . . . . . . . . . 104
4.3.3.1 Vergleich der Silent-Zone-Algorithmen . . . . . . 105
4.3.3.2 Vergleich von Silent Zones mit Ban Zones . . . . 108
4.3.4 Diskussion und Erweiterungen . . . . . . . . . . . . . . . 111
4.4 Ansatz für eine Privatsphäre schützende Kalibrierung . . . . . . . . 112
4.4.1 Problemstellung und Anforderungen . . . . . . . . . . . . 113
4.4.2 Kalibrierung in partizipativen Sensornetzen . . . . . . . . . 115
4.4.2.1 Messfehler . . . . . . . . . . . . . . . . . . . . . 116
4.4.2.2 Kalibrierungsmodell . . . . . . . . . . . . . . . 117
4.4.2.3 Existierende Kalibrierungsansätze . . . . . . . . 119
4.4.3 Konzept . . . . . . . . . . . . . . . . . . . . . . . . . . . 121
4.4.3.1 Datenerfassung . . . . . . . . . . . . . . . . . . 122
4.4.3.2 Vorwärtskalibrierung . . . . . . . . . . . . . . . 123
4.4.3.3 Rückwärtskalibrierung . . . . . . . . . . . . . . 125
4.4.4 Evaluation . . . . . . . . . . . . . . . . . . . . . . . . . . 129
4.4.4.1 Simulationsumgebung . . . . . . . . . . . . . . . 129
4.4.4.2 Erreichtes k-Anonymitätslevel . . . . . . . . . . 131
4.4.4.3 Genauigkeitsverlust bei Messdaten . . . . . . . . 133
4.4.5 Diskussion und Erweiterungen . . . . . . . . . . . . . . . 138
4.5 Zusammenfassung . . . . . . . . . . . . . . . . . . . . . . . . . . 139
5 Zusammenfassung und Ausblick 141
Abbildungsverzeichnis 145
Literaturverzeichnis 147
Eigene Publikationen 183

1 Einleitung
„The perfect platform for sensing the world is already in our hands.“
– Nokia Research Center [271]
Der enorme Fortschritt, der in den Bereichen der Mikroelektronik, der Kommunika-
tionstechnik sowie der Informationstechnologie in den letzten Jahren zu beobachten
war, hat die Entwicklung und die Bedeutung drahtloser Sensornetze vorangetrieben.
Drahtlose Sensornetze (engl. Wireless Sensor Networks (WSNs)) bestehen aus einer
Vielzahl sogenannter Sensorknoten, d. h. Kleinstrechnern, die neben Prozessoren,
Datenspeichern und Energiequellen auch mit entsprechender Sensorik und Modu-
len zur Funkkommunikation ausgestattet sind. Sensornetze ermöglichen weiträu-
mige und umfassende Beobachtungen von Phänomenen der realen Welt und bilden
somit eine Schnittstelle zwischen der digitalen und der physischen Welt. [158, 260]
In den vergangenen Jahren wurde intensiv zu diesem Thema geforscht, was sich
auch in den zahlreichen Übersichtsartikeln zu diesem Bereich widerspiegelt, vgl.
[7–9, 13, 15, 53, 74]. Für jeden Teilbereich wurden spezielle Konzepte und Opti-
mierungen entwickelt, um die Ressourcen der Sensornetze bestmöglich zu nutzen
und dem Ziel einer umfassenden Erfassung und Verarbeitung von Informationen
der physischen Welt näher zu kommen.
Laut oben genanntem Zitat aus einer Vision des Nokia Research Centers, halten wir
die perfekte Plattform zum Erfassen der Welt bereits „in unseren Händen“ [271].
Die Autoren beziehen sich damit auf moderne Mobiltelefone, sogenannte Smart-
phones, die sich durch die technische Entwicklung jüngst zu mobilen „Alleskön-
nern“ entwickelt haben. Smartphones sind Mobiltelefone mit erweitertem Funk-
tionsumfang. In der Regel zählen hierzu Internet-, Navigations- und Multimedia-
Funktionen, wobei die Funktionalität durch die Installation von Applikationen, so-
genannten Apps, erweitert und individualisiert werden kann [255].
Sehr verbreitet sind integrierte Digitalkameras, die neben Tonaufzeichnungen über
das eingebaute Mikrofon auch Bild- bzw. Videoaufnahmen ermöglichen. Darüber
hinaus sind Smartphones heutzutage mit einer Vielzahl von Sensoren bestückt. Fast
schon standardmäßig gehören Gyroskop, Beschleunigungs- und Magnetfeldsenso-
ren zur Ausstattung. Aber auch Licht- und Abstandsensoren, Messfühler für Tem-
peratur, Luftfeuchtigkeit und Luftdruck, sowie Puls- und Fingerabdrucksensoren
sind bereits bei der aktuellen Gerätegeneration verbaut [274, 275], oftmals auch
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in Form von externem Zubehör, wie etwa Fitnessbändern [270], die per Funk mit
dem Smartphone kommunizieren. Überdies werden immer speziellere und ausge-
fallenere Smartphone-Sensoren entwickelt. Es gibt es beispielsweise externe Auf-
sätze, mit deren Hilfe Windgeschwindigkeit und Windrichtung bestimmt werden
können [277]. Im Jahr 2012 wurde in Japan ein Smartphone vorgestellt, das laut
Hersteller die radioaktive Strahlenbelastung erfassen und auf einer Karte visuali-
sieren kann [107, 278]. Noch nicht ganz marktreif hingegen ist eine kleines, für
Smartphones geeignetes Spektrometer [276], das im Rahmen eines Forschungspro-
jektes gerade entwickelt wird und mit dem sich die Zusammensetzung von Gasen
oder Flüssigkeiten analysieren lassen soll.
Mit diesem Trend entwickeln sich Mobiltelefone, die ursprünglich für die persön-
liche Kommunikation entworfen wurden, zu allgegenwärtigen und universell ein-
setzbaren Messgeräten. Mit diesen können neuartige Sensornetze, sogenannte par-
tizipative Sensornetze (PSNs) [34, 46, 98], realisiert werden. In PSNs werden die
auf freiwilliger Basis zur Verfügung gestellten Mobiltelefone als Messknoten ein-
gesetzt und ermöglichen so eine großflächige Erfassung von Daten, überall dort, wo
Menschen mit Mobiltelefonen unterwegs sind und mit ihrer Umwelt interagieren.
Dabei sind nicht nur die Geräte selbst wichtig, sondern auch deren Besitzer. Die
Nutzer sind ein wesentlicher Teil partizipativer Sensornetze und können entschei-
dend zur erfolgreichen Datenerfassung beitragen. So sorgt deren Mobilität für die
Möglichkeit, Messungen an unterschiedlichen Orten durchzuführen. Ist außerdem
die Erfassung komplexer Sachverhalte, die nicht mit einfachen Sensoren realisier-
bar ist, das Ziel, können Eingaben der Nutzer als „Messdaten“ verwendet werden.
In anderen Fällen, wie z. B. der Aufnahme von Bildmaterial, kann das Eingreifen
und Ausrichten der Geräte oder auch die Prüfung von aufgezeichneten Daten durch
die Nutzer notwendig sein. Erst die Kombination aus Mobiltelefonen, die mit Sen-
soren ausgestattet sind, und Nutzern, die bereit sind, sich und ihre Geräte für die
Datenerfassung zur Verfügung zu stellen, ermöglicht eine Umsetzung von PSNs.
Die Anwendungsmöglichkeiten für PSNs sind vielfältig. Schon heute werden die
Mobiltelefone der Nutzer verwendet, um in Echtzeit Daten zur Verkehrssituation
zu erfassen und diese auf der Straßenkarte bzw. bei der Routenplanung anzuzei-
gen [258]. Weitere mögliche Anwendungsfelder sind die Erfassung der Luftquali-
tät [119] oder der Lärmbelastung [118], die Bestimmung der Wettersituation [293],
die Überwachung der Gesundheit [43], die Analyse sportlicher Aktivitäten [70] oder
die Erfassung von Preisen [63].
Solche auf Mobiltelefonen basierende Sensornetze haben eine Vielzahl von Vortei-
len. Ein wichtiger Aspekt ist die globale Verfügbarkeit von Mobiltelefonen. Laut
International Telecommunication Union (ITU; dt. Internationale Fernmeldeunion)
gibt es weltweit fast 7 Mrd. Mobilfunkteilnehmer [266]. In Deutschland existieren
beispielsweise bereits mehr als 116 Mio. Mobilfunkverträge [261]. Zwar ist noch
nicht jedes Mobiltelefon für den Einsatz in PSNs geeignet, da viele ältere Geräte
weder internetfähig sind noch über relevante Sensoren oder Positionierungstechno-
logien verfügen. Allerdings nimmt die Verbreitung moderner Smartphones stark zu.
3Der Anteil der deutschen Bürger, die ein Smartphone nutzen, stieg innerhalb eines
Jahres bis Mai 2014 um 14 Prozentpunkte an und lag damit bereits bei 55 % [259].
Darüber hinaus entstehen durch die Verwendung von privaten Geräten weder An-
schaffungs- noch Instandhaltungskosten für die Betreiber der Sensornetze. Gerade
bei sehr großflächig angelegten Beobachtungen mit mehreren Tausenden Sensor-
knoten ist dies ein wichtiger Aspekt, da mit jedem zusätzlichen Knoten die Kos-
ten ansteigen. In PSNs werden diese von den einzelnen Nutzern übernommen. Sie
schaffen sich die Geräte für die private Nutzung an und sorgen aus eigenem Inter-
esse dafür, dass diese auch funktionsfähig sind. Hierzu zählt auch, dass die Geräte
regelmäßig aufgeladen werden. Die Energiereserven sind zwar dennoch stark li-
mitiert, aber im Vergleich zu traditionellen Sensornetzen ist die Energieversorgung
deutlich weniger problematisch.
Ein weiterer Vorteil der Verwendung von Smartphones ist deren nahezu ständige
Verbindung mit dem Internet. Die Geräte verfügen über verschiedene technische
Möglichkeiten eine Verbindung zum Internet herzustellen, wie z. B. mittels Da-
tenverbindung über das Mobilfunknetz oder durch lokale Funknetze wie Wireless
Local Area Networks (WLANs), die auch schon großflächig von den Nutzern ange-
nommen werden: Heute verwenden bereits 54 % der Deutschen mobile Geräte für
ihre Internet-Nutzung [265].
Allerdings bringen PSNs auch neue Probleme bzw. Herausforderungen mit sich. Da
sie auf die Mitwirkung der Nutzer angewiesen sind und eine hohe Nutzerbeteiligung
für den erfolgreichen Betrieb entscheidend ist, sind vor allem zwei Aspekte aus-
schlaggebend. Zum einen müssen die Ressourcen auf Seiten der privaten Endgeräte
geschont werden. Die Geräte werden zwar durch deren Nutzer regelmäßig geladen,
allerdings darf die Datenerfassung die Nutzung der Geräte durch den Eigentümer
nicht merklich beeinträchtigen. Bei der Datenerfassung sollten daher sowohl die
Energie- als auch die Übertragungskosten auf Seiten der Nutzer minimal gehalten
werden. Zum anderen muss die Privatsphäre der Nutzer berücksichtigt werden. Da
private Geräte verwendet werden, können die Messdaten auch Informationen über
den Nutzer und sein Verhalten beinhalten. Hier ist unter anderem darauf zu achten,
dass keine Deanonymisierung der Nutzer oder eine Nachverfolgung der Nutzerpfa-
de möglich wird.
PSNs bieten folglich ein großes Potenzial und neue Möglichkeiten. Bevor sie aller-
dings großflächig einsetzt werden können, müssen zunächst die genannten Heraus-
forderungen gelöst werden. Der erste Teil dieser Arbeit beschäftigt sich daher mit
der Datenerfassung. Nach der Betrachtung der Probleme und Herausforderungen in
diesem Bereich werden verschiedene Lösungsansätze präsentiert. Zunächst wird der
Anwendungsbereich von lokalen und zeitlich beschränkten Messungen betrachtet.
Essentiell ist hier, dass die Nutzer und ihre mobilen Endgeräte über die durchzufüh-
renden Messungen informiert werden. Daher wird ein Ansatz beschrieben, der die
Verteilung und Überwachung solcher Messaufgaben effizient durchführt.
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Des Weiteren wird auch der Anwendungsbereich großflächiger und langfristiger
Kampagnen untersucht. Das Ziel ist hier die Reduktion redundanter Messungen
und Übertragungen, um die Kosten sowohl für die Nutzer als auch den Betreiber
möglichst gering zu halten. Es wird ein Ansatz zur lokalen Gruppierung von Mess-
knoten vorgestellt, bei dem die Nutzer in lokaler Nähe zu Clustern formiert und die
Rollen für die Aufnahme und die Übertragung der Messungen auf unterschiedliche
Geräte verteilt werden.
Der zweite Teil der Arbeit widmet sich dem Thema der Privatsphäre. Zu Beginn
werden auch hier die wichtigsten Probleme skizziert und anschließend verschie-
dene Lösungsansätze dargestellt. Ein Problem entsteht durch die Anhäufung von
Messpunkten an den Orten, an denen die Nutzer viel Zeit verbringen, z. B. dem
Wohnort oder dem Arbeitsplatz. Eine Identifikation dieser Orte kann zur einer De-
anonymisierung bzw. einer Identifizierung der Nutzer führen. Um dieses Problem
zu vermeiden, werden Privatsphäre-Zonen eingeführt, in denen keine Messungen
durchgeführt werden. Diese Zonen werden um die wichtigen Orte des Nutzers er-
stellt und verwenden Gebäudeinformationen der Umgebung. Damit wird erreicht,
dass sich die Zonen automatisch an das Umfeld anpassen, und somit ein Mindest-
level an Privatsphäre garantieren. Diese Eigenschaft ist für PSNs wichtig, da hier-
durch eine systemweite Voreinstellung getroffen werden kann, die ohne Eingreifen
der Nutzer ihre Privatsphäre schützt.
Ein weiterer wichtiger Aspekt in PSNs ist die Kalibrierung. Da typischerweise eine
möglichst vielseitige Verwendung der erfassten Daten das Ziel ist, sollten diese im
Idealfall sowohl umgehend verfügbar als auch möglichst genau sein. Um dies zu
erreichen, werden die erfassten Daten unmittelbar nach der Aufnahme übermittelt.
Falls im Nachhinein eine Kalibrierung stattfindet, wird eine rückwirkende Korrektur
ermöglicht, um genauere Daten zu erhalten. Bei einer rückwirkenden Kalibrierung
besteht jedoch die Gefahr, dass durch die Übermittlung der Kalibrierungsparameter
eine Nachverfolgung der Nutzerpfade möglich wird. Daher wird ein Ansatz vorge-
stellt, der eine rückwirkende Kalibrierung bereits übermittelter Daten erlaubt und
gleichzeitig die Privatsphäre der Nutzer schützt.
Die vorliegende Arbeit ist folgendermaßen strukturiert:
Kapitel 2 beschäftigt sich mit den Grundlagen partizipativer Sensornetze. Zunächst
wird eine Einführung wichtiger Definitionen und Begriffe sowie eine Abgrenzung
zu traditionellen Sensornetzen vorgenommen. Anschließend wird ein Überblick
über existierende Anwendungen, die typische Architektur von PSNs, sowie deren
Herausforderungen gegeben.
Kapitel 3 geht auf eine der bedeutendsten Herausforderungen, die effiziente Daten-
erfassung, ein. Nach einer ausführlichen Übersicht über die existierenden Ansätze
in diesem Bereich, werden zwei konzipierte Ansätze vorgestellt. Der erste stellt ein
Verfahren zur energieeffizienten Verteilung von Messaufgaben dar, der zweite ist
ein Konzept zur lokalen Gruppierung von Messknoten.
5Aspekte dieses Kapitels wurden bereits in [302] und [300] veröffentlicht: die Ab-
schnitte 3.2.1–3.2.4 basieren auf dem in [302] vorgestellten Ansatz und erweitern
diesen. Die Konzeption sowie die Evaluation des Ansatzes in [302] stammen dabei
vollständig vom Autor der vorliegenden Arbeit. Die Abschnitte 3.3.1–3.3.3 basieren
auf [300]. Auch hier sind sowohl die Konzeption als auch die Evaluation in vollem
Umfang Kevin Wiesner zuzurechnen.
In Kapitel 4 wird schließlich die zweite wichtige Herausforderung, der Schutz der
Privatsphäre der Nutzer, thematisiert. Hierfür werden mögliche Bedrohungen der
Privatsphäre betrachtet, bevor bestehende Konzepte für diese vorgestellt werden.
Es folgt die Besprechung von zwei neuen Ansätzen zum Schutz der Privatsphäre.
Zunächst wird ein Konzept zur automatisierten Erstellung von Privatsphäre-Zonen
beschrieben, im Weiteren ein Ansatz für eine die Privatsphäre schützende Kalibrie-
rung.
Auch Teile diese Kapitels basieren auf bereits veröffentlichten Inhalten [298, 299,
303]: die Abschnitte 4.3.1–4.3.3 basieren auf und erweitern [303]. Das Konzept
in [303] wurde dabei überwiegend von Kevin Wiesner erarbeitet (ca. 90%), die
Evaluation stammt in vollem Umfang von ihm. Die Abschnitte 4.4.1–4.4.4 gingen
aus [298, 299] hervor. Bei beiden Publikationen wurde der überwiegende Teil des
Konzeptes (ca. 90%) vom Autor der vorliegenden Dissertation erarbeitet und die
Evaluation vollständig durch diesen durchgeführt.
In Kapitel 5 werden die Ergebnisse der Arbeit abschließend zusammengefasst und
Möglichkeiten für weiterführende, zukünftige Forschungsarbeiten präsentiert.

2 Grundlagen partizipativer
Sensornetze
Dieses Kapitel beschäftigt sich mit den Grundlagen partizipativer Sensornetze. Hier-
zu zählt neben der Begriffsklärung auch eine Einordnung und Abgrenzung von tra-
ditionellen Sensornetzen. PSNs stellen eine neuartige Klasse von Sensornetzen dar,
mit deren Einführung sich auch neue Anwendungsmöglichkeiten bieten. Allerdings
bringt diese Form der Datenerfassung auch neue Probleme und Schwierigkeiten mit
sich. Im folgenden Abschnitt sollen daher sowohl die möglichen Anwendungen für
PSNs als auch die zu lösenden Herausforderungen betrachtet werden.
Das Kapitel ist wie folgt aufgebaut: In Abschnitt 2.1 werden zunächst wichtige Be-
griffe und Bezeichnungen beschrieben, bevor in Abschnitt 2.2 eine Abgrenzung zu
traditionellen drahtlosen Sensornetzen erfolgt. Abschnitt 2.3 beschreibt verschiede-
ne Anwendungskategorien in PSNs und gibt zudem einen Überblick über existie-
rende Anwendungen. Abschnitt 2.4 stellt die typische Architektur von PSNs dar,
worauf in Abschnitt 2.5 eine abschließende Betrachtung der wichtigsten Herausfor-
derungen folgt.
2.1 Definitionen und Begriffe
Dieser Abschnitt beschäftigt sich mit den zentralen Begriffen dieser Arbeit. Zu-
nächst wird der Begriff der partizipativen Sensornetze erklärt und es werden alter-
native Bezeichnungen und verwandte Konzepte aufgezeigt. Anschließend wird die
Bedeutung der Begriffe Datenerfassung und Privatsphäre im Kontext dieser Arbeit
kurz erläutert.
2.1.1 Partizipative Sensornetze
Bei der Erforschung von Sensornetzen, die auf mobilen Endgeräten basieren, han-
delt es sich um ein noch relativ junges Forschungsgebiet. Erst die Entwicklung
von kompakten, aber dennoch leistungsfähigen mobilen Geräten brachte ab 2006
PSN-Konzepte hervor. Die in den letzten Jahren stark ansteigende Verbreitung von
Smartphones, welche mit einer Vielzahl von Sensoren ausgestattet sind, gab die-
sem Feld einen erneuten Auftrieb. Bisher haben sich jedoch noch keine einheitli-
chen Begrifflichkeiten durchgesetzt. So existiert eine Vielzahl von Bezeichnungen,
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die prinzipiell ähnliche Konzepte beschreiben, sich allerdings durch die konkrete
Ausrichtung oder ihren Begriffsumfang unterscheiden. Im Folgenden werden die
wichtigsten Bezeichnungen vorgestellt, und im Anschluss die für diese Arbeit ver-
wendete Definition dargelegt.
Eine der ersten Arbeiten in diesem Forschungsgebiet stammt von Burke et al. [34].
Die Autoren führen den Begriff Participatory Sensing ein und beschreiben damit
die Verwendung und Vernetzung alltäglicher mobiler Geräte zu interaktiven Sen-
sornetzen. Als Beispiel wird hier die Verwendung der in Mobiltelefonen verbauten
Mikrofone und Kameras zur Datenerfassung genannt. Ein sehr ähnliches Konzept
beschreiben Campbell et al. [37] mit dem Begriff People-Centric Urban Sensing.
Ihr Fokus liegt auf der Erfassung des städtischen Raums, wofür auch hier Mobil-
telefone bzw. andere mit Sensoren ausgestattete mobile Geräte verwendet werden.
Die Ergänzung People-Centric (dt. menschenzentriert) deutet an, dass dabei auch
Eigenschaften und Verhalten der Menschen und ihr direktes Umfeld erfasst wer-
den sollen. In einer anderen Arbeit über People-Centric Sensing von Eisenman
et al. [69] wird zudem der Begriff Opportunistic Sensing geprägt, der widerspie-
geln soll, dass die Erfüllung einer Messaufgabe von der nicht steuerbaren Mobili-
tät der teilnehmenden Knoten abhängt. Auch Paulos et al. [183] zweckentfremden
die für die Kommunikation gedachten Mobiltelefone als mobile Messinstrumente
und bezeichnen das Erfassen, Teilen und Kombinieren der Daten als Participato-
ry Urbanism. Abdelzaher et al. [3] hingegen führen den Begriff der Mobiscopes
ein, welche Zusammenschlüsse verteilter, mobiler Sensorknoten darstellen. Zwar
beschränkt sich dieser Begriff nicht nur auf tragbare, mobile Geräte wie Mobiltele-
fone, er umfasst diese aber, und die Autoren führen Mobiltelefone auch explizit als
Beispiel auf.
Wenngleich bei den beschriebenen Bezeichnungen der Fokus unterschiedlich ge-
setzt ist, stellen sie alle Konzepte dar, bei denen Mobiltelefone oder ähnliche Geräte
für die Datenerfassung genutzt werden. Daher werden sie auch unter dem Begriff
Mobile Sensing [119] oder Mobile Phone Sensing [135] zusammengefasst. Demge-
genüber führen Sheth et al. [213] mit Citizen Sensing einen stark nutzerzentrierten
Begriff ein. Bei diesem steht weniger das technische Verfahren als das aktive Mit-
wirken der Bürger (engl. Citizen) im Mittelpunkt, welche durch Beobachtungen und
Berichte ihren Beitrag zur Erfassung von Phänomenen der realen Welt leisten. Ei-
ne der jüngsten Bezeichnungen ist der Begriff Mobile Crowdsensing [80], oft auch
Community Sensing [135] genannt. Dieser umfasst Szenarien, bei denen das zu be-
obachtende Phänomen lediglich mit Hilfe einer großen Gruppe (engl. Crowd) von
Nutzern zu erfassen ist, wie beispielsweise bei großflächigen Luftqualitätsmessun-
gen, und bezeichnet folglich eine Untergruppe der vorherigen Ansätze.
Da der Begriff Participatory Sensing eine der ursprünglichen Bezeichnungen ist und
inzwischen eine große Verbreitung findet, wird dieser in der vorliegenden Arbeit
verwendet. Die deutsche Bezeichnung der partizipativen Sensornetze wurde von
Hollick und Christin [98] geprägt. Der Begriff wird dabei sehr allgemein verwendet
und beschreibt
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„Sensornetze[,] die durch Nutzerbeteiligung und auf Basis von Mobil-
telefonen etabliert werden“ [98].
Eine etwas ausführlicher Definition liefern Christin et al. in [46]. Dort beschreiben
sie den englischen Begriff Participatory Sensing wie folgt:
„Without loss of generality, we use the generic term participatory sen-
sing to designate applications using mobile phones as sensors (or as
data sink for interfaced sensors) where participants voluntarily contri-
bute sensor data for their own benefit and/or the benefit of the commu-
nity. The notion of participatory sensing therefore includes mobiscopes
and opportunistic sensing, and also covers specific terminologies focu-
sing on particular monitoring subjects, such as urban sensing, partici-
patory urbanism, citizen sensing, people-centric sensing, and commu-
nity sensing.“ [46]
Der erste Teil der Definition skizziert die Bedeutung des Begriffes. Demnach be-
schreibt dieser Anwendungen, bei denen Mobiltelefone entweder als Sensoren oder
als Datensenke für angeschlossene Sensoren fungieren und Nutzer die so erfassten
Sensordaten freiwillig beisteuern. Die Nutzer können dies sowohl für ihren eigenen
Nutzen als auch zum Wohle der Gemeinschaft tun. Der zweite Teil greift die zu
Beginn des Abschnittes beschriebene Begriffsvielfalt auf und betont, dass die im
ersten Teil formulierte Beschreibung somit alle zuvor vorgestellten Bezeichnungen
und Konzepte umfasst. Da diese Definition eine sehr umfassende und gleichzeitig
sehr konkrete Abgrenzung des Begriffes darstellt, wird sie als Grundlage für diese
Arbeit verwendet.
2.1.2 Datenerfassung
In der Regel bezeichnet der Begriff Datenerfassung „alle Arbeitsvorgänge, mit de-
nen anfallende Daten in eine maschinenlesbare Form gebracht und auf Datenträgern
gespeichert werden“ [48]. Im Kontext der Messtechnik versteht man unter Daten-
erfassung den Prozess der Erfassung elektrischer oder physikalischer Phänomene
mit Hilfe eines Computers [91]. Bei der Messung von physikalischen Phänomenen,
z. B. der Umgebungstemperatur, werden diese zunächst mit einem Sensor in ein
elektrisches Signal umgewandelt. Die physikalische Größe, der die Messung gilt,
wird dabei als Messgröße bezeichnet [61]. Analoge Signale müssen dann mit Hilfe
eines Analog-Digital-Wandlers in digitale Signale gewandelt werden, bevor sie von
digitalen Geräten verarbeitet werden können.
Bei PSNs bezeichnet die Datenerfassung somit die Aufnahme elektrischer oder phy-
sikalischer Phänomene mit Mobiltelefonen und die Umwandlung der erhaltenen
Messsignale in digitale Messdaten. In dieser Arbeit wird mit dem Begriff Daten-
erfassung der komplette Prozess, von der Anweisung zur Datenerfassung und der
Verteilung von Messaufgaben bis zur Übermittlung der erfassten Daten zur Spei-
cherung, bezeichnet.
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2.1.3 Privatsphäre
Da in PSNs die Nutzer mit ihren privaten Mobiltelefonen Daten sammeln, ist der
Schutz der Privatsphäre ein zentraler Aspekt zur Erreichung einer hohen Nutzerak-
zeptanz. Eine allgemeingültige Definition des Begriffes Privatsphäre ist schwierig
und es gibt zahlreiche Ansätze zur Begriffsklärung. Eine sehr allgemeine und voll-
ständige Definition bieten Trepte und Dienlin [227]. Sie beschreiben den Begriff
basierend auf drei bewährten Definitionen von Westin [236], Altman [12] und Bur-
goon [33] wie folgt:
„Privatsphäre ist ein individueller Zustand der Abgeschiedenheit und
Intimität (Westin, 1967), der einer stetigen Regulierung von Zuviel und
Zuwenig Privatsphäre unterliegt (Altman, 1975), wobei sich zu jedem
Zeitpunkt vier verschiedene Privatsphäredimensionen unterscheiden las-
sen: informationale, soziale, psychische und physische Privatsphäre
(Burgoon, 1982).“ [227]
In PSNs ist vor allem die informationale Privatsphäre von Bedeutung. Diese be-
schreibt, in welchem Maße die Nutzer die Erhebung von persönlichen Daten kon-
trollieren können, und bestimmt so auch die Wahrnehmung, inwieweit die Nutzer
sich frei von Überwachung fühlen.
Zum Schutz der Privatsphäre der Nutzer müssen in PSNs daher technische Maßnah-
men ergriffen werden, welche die Erhebung persönlicher Daten und den Zugriff auf
diese regulieren und die Anonymität der Nutzer gewährleisten. Dabei müssen neben
personenbezogenen Daten, welche die Identität der Nutzer beschreiben, auch jeg-
liche andere Arten von Daten geschützt werden, die Rückschlüsse auf die Identität
der Nutzer oder deren Privatleben erlauben. [66]
2.2 Abgrenzung zu drahtlosen Sensornetzen
WSNs sind Zusammenschlüsse von Sensorknoten, die durch Sensoren Daten über
ihr Umfeld sammeln, diese gegebenenfalls lokal verarbeiten und mit Hilfe von
drahtloser Kommunikation weiter verbreiten, vgl. [221]. Partizipative Sensornetze
können als eine spezielle Art drahtloser Sensornetze betrachtet werden, unterschei-
den sich allerdings von diesen in einigen Punkten [301]. Durch eine Übersicht der
wichtigsten Unterschiede sollen im Folgenden PSNs von traditionellen Sensornet-
zen abgegrenzt werden:
Eigentümerschaft: Im Gegensatz zu traditionellen Sensornetzen, bei denen in der
Regel das komplette Netz inklusive aller Hardware im Besitz des Betreibers
ist, sind bei PSNs die Nutzer die Eigentümer der Sensorknoten. Da sie aus
eigenem Interesse dafür Sorge tragen, dass ihre Geräte funktionsfähig sind,
muss der Betreiber sich nicht um die Instandhaltung kümmern. Allerdings ist
es ihm dadurch auch nicht möglich, die Anzahl der Knoten zu bestimmen.
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Während ein Betreiber eines traditionellen Sensornetzes in der Lage ist, die
Anzahl der Sensorknoten im gewünschten Messumfeld zu erhöhen, kann bei
PSNs lediglich mit Anreizen für die Nutzer versucht werden, die Anzahl der
Teilnehmer zu erhöhen. Zudem muss beim Betrieb die Privatsphäre der Nut-
zer beachtet werden, wie nachfolgend beschrieben.
Diversität: Ein weiteres Unterscheidungsmerkmal ist die größere Hardware-Di-
versität bei PSNs im Vergleich zu WSNs. Letztere bestehen vorwiegend aus
relativ homogenen Hardwarelandschaften, d. h. die verwendeten Sensorkno-
ten sind baulich größtenteils gleich oder sehr ähnlich. Es kann zwar vorkom-
men, dass die Sensorknoten schrittweise verbessert werden und folglich ver-
schiedene Generationen von Knoten im Einsatz sind, allerdings ist die Anzahl
der verschiedenen Knotentypen grundsätzlich klein.
PSNs bestehen hingegen aus sehr heterogenen Hardwarelandschaften, da alle
am Markt verfügbaren Mobiltelefone verwendet werden können. Betrachtet
man allein den Anteil der auf Android basierenden Smartphones, gibt es be-
reits mehrere Tausend Modelle [263, 272]. Die unterschiedliche Ausstattung
der Geräte muss bei der Verteilung von Messaufgaben und der Datenerfas-
sung beachtet werden, um vergleichbare und qualitativ hochwertige Messda-
ten gewährleisten zu können.
Energie: In WSNs stellt die Beschränktheit der Energieressourcen eine der Haupt-
herausforderungen dar [53]. Die Batterien der Sensorknoten können meist
nicht oder nur mit großem Aufwand geladen werden, weshalb ein umsich-
tiger Gebrauch der Energiereserven für eine langfristige Nutzung der Netze
unabdingbar ist.
Auch in PSNs müssen die Energieressourcen geschont werden, da die Nutzer
ihre Mobiltelefone bei einem verschwenderischen Umgang wohl nicht frei-
willig zur Verfügung stellen würden. Allerdings werden die Geräte auch re-
gelmäßig durch die Nutzer aufgeladen, wodurch eine langfristige Teilnahme
als Messknoten möglich wird. Die Herausforderung in PSNs ist somit nicht
allein das technische Problem, sondern auch die Bereitschaft der Nutzer, die
vorhandenen Energieressourcen mit dem PSN zu teilen. Bei letzterem können
zum einen intelligente Strategien helfen, so dass Messknoten beispielsweise
nur aktiv am PSN teilnehmen, solange die Geräte genügend Energiereser-
ven haben. Zum anderen können auch Anreizsysteme angewandt werden, bei
denen die Nutzer für das Teilen ihrer Ressourcen belohnt bzw. entschädigt
werden, z. B. in finanzieller Form [224].
Mobilität: Auch bezüglich der Mobilität der Knoten unterscheiden sich traditionel-
le und partizipative Sensornetze. Werden bei Ersteren mobile Sensorknoten
eingesetzt, ist dies in der Regel eine bewusste Design-Entscheidung [199]. So
kann Mobilität genutzt werden, um die Lage der Knoten zu verändern [231]
oder um die Messdaten effizienter einzusammeln [233]. Wenngleich es auch
Sensornetze gibt, bei denen die Knoten nur passiv mobil sind, beispielswei-
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se indem sie an einem bewegten Objekt angebracht sind, das nicht unter der
Kontrolle des Sensorknotens steht [111], baut ein großer Teil mobiler Sen-
sornetze auf aktive Mobilität, d. h. auf Knoten, die sich selbst fortbewegen
können.
Bei PSNs hingegen sind die Messknoten immer mobil, allerdings können die
Nutzer mit ihren Mobiltelefonen nicht gesteuert werden. Messungen in PSNs
können folglich nur dort stattfinden, wo die Nutzer mit ihren Geräten vorbei-
kommen. Es kann jedoch versucht werden, durch monetäre [230] oder spie-
lerische Anreize [159, 201] die Bewegungspfade der Nutzer zu beeinflussen.
Verwendungszweck: WSNs werden meist für einen bestimmten Verwendungs-
zweck entworfen und eingesetzt, wie etwa zur Überwachung des Zustandes
von Bauwerken [128], der Umwelt [209] oder von Habitaten [154]. Aufgrund
der zuvor beschriebenen Energieproblematik sind die Sensorknoten meist für
den entsprechenden Einsatzzweck optimiert, d. h. es wird entsprechend abge-
stimmte Hard- und Software verwendet.
In PSNs sind die Sensorknoten die Mobiltelefone der Nutzer, welche zunächst
einmal gar nicht für den Einsatz in solchen Netzen vorgesehen sind. Da die-
se sich aber inzwischen zu vielseitigen Multimediageräten entwickelt haben,
können auch verschiedenste Messdaten erfasst werden. Somit können PSNs
für diverse Zwecke genutzt werden, wenngleich die Mehrheit der existieren-
den PSNs sich zum derzeitigen Stand meist auf eine konkrete Anwendung
fokussieren.
Größe: Bei traditionellen Sensornetzen kann die Anzahl an Sensorknoten und da-
mit auch die Ausbreitung des überwachten Gebietes direkt gesteuert werden,
wobei allerdings die Kosten für die Hardware und Instandhaltung in der Regel
die Größe des Netzes begrenzen.
Bei PSNs kann weder die Anzahl der Teilnehmer noch die geografische Aus-
breitung direkt gesteuert werden. Es muss folglich auf die Anwerbung ent-
sprechender Teilnehmer gebaut werden. Da die Nutzer ihre Mobiltelefone
selbst anschaffen und warten, besteht im Gegensatz zu WSNs keine, aus den
Kosten für die Hardware resultierende obere Begrenzung für PSNs, so dass
großflächige Netze mit sehr vielen Messknoten entstehen können.
Privatsphäre: Bei den meisten traditionellen Sensornetzen ist der Schutz der Pri-
vatsphäre kein Thema. Die Sensorknoten sind im Besitz der Betreiber und
erfassen gewöhnlich keine Daten, welche die Privatsphäre der Beteiligten ge-
fährden könnten. Lediglich bei personenbezogener Datenerhebung oder so-
genannten Multimedia-Sensornetzen [8], die beispielsweise mit Kameras die
Bewegungen von Personen aufzeichnen, muss auf die Wahrung der Privat-
sphäre geachtet werden.
Bei PSNs werden die Sensorknoten von den Nutzern mitgeführt und können
somit in mehrfacher Hinsicht die Privatsphäre gefährden: Zum einen können
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die Messdaten selbst sensible Daten enthalten, zum anderen können die Kon-
textdaten der Messungen, wie Ort und Zeit, sensible Informationen über den
Nutzer preisgeben.
2.3 Anwendungen für partizipative Sensornetze
Im Folgenden soll ein Überblick über das breite Spektrum existierender Anwen-
dungen für PSNs gegeben werden. Dabei soll die Vielfalt an Möglichkeiten, die
PSNs bieten, illustriert werden, weswegen die Beschreibungen der jeweiligen An-
wendungen kurz gefasst sind. Ausführliche Betrachtungen sind in den Übersichts-
arbeiten von Lane et al. [135], Kanhere [117], Christin et al. [46] und auch Khan et
al. [125] zu finden. Vor der eigentlichen Übersicht über die Anwendungen, werden
im folgenden Abschnitt zunächst die verschiedenen Kategorien von Anwendungen
beschrieben.
2.3.1 Anwendungskategorien
Die mit Hilfe von PSNs realisierten Anwendungen können anhand zweier Dimen-
sionen kategorisiert werden: dem Beobachtungsziel einerseits und der Art der Da-
tenerfassung andererseits.
Das Beobachtungsziel beschreibt den Fokus der Anwendung und gibt somit an, was
und weshalb gemessen werden soll. Bei der Klassifizierung der Beobachtungszie-
le gibt es verschiedene Betrachtungsweisen. Campbell et al. [38] unterteilen die-
se in drei Kategorien: persönliche, soziale und öffentliche Anwendungen. Diese
Kategorien beinhalten sowohl das Beobachtungsziel als auch die Zielgruppe der
Messdaten. Bei persönlichen Anwendungen liegt der Fokus auf der Erfassung von
Messdaten einer Person, die gemeinhin auch nur für diese Person zugänglich sind.
Soziale Anwendungen hingegen erfassen Informationen über das Sozialverhalten
der Nutzer, welche dann mit bestimmten sozialen Gruppen geteilt werden. Öffentli-
che Anwendungen beschreiben Szenarien, bei denen die Erfassung von Messdaten
für die Allgemeinheit erfolgt. Da in diesem Fall die Messdaten öffentlich sind, han-
delt es sich in der Regel um Daten ohne Bezug zum Nutzer, wie beispielsweise
Umweltinformationen.
Hollick und Christin [98] unterscheiden nur zwei Kategorien: menschzentrierte und
umweltzentrierte Anwendungen. Erstere sind Anwendungen, bei denen Informatio-
nen über die Nutzer erfasst werden. Umweltzentrierte Anwendungen hingegen er-
fassen Informationen über das Umfeld der Nutzer mit dem Ziel einer Umweltüber-
wachung. Betrachtet man nur das Beobachtungsziel, können die zuvor beschrie-
benen persönlichen und sozialen Anwendungen als menschzentriert und öffentliche
Anwendungen als umweltzentriert klassifiziert werden. Da Hollick und Christin das
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Abbildung 2.1: Klassifizierung von Anwendungen partizipativer Sensornetze
Beobachtungsziel deutlicher von der Zielgruppe abgrenzen, wird im Rahmen dieser
Arbeit diese Klassifizierung verwendet.
Bei der Datenerfassung wird zwischen zwei Arten unterschieden: der partizipati-
ven und der opportunistischen Datenerfassung [134]. Bei der partizipativen Daten-
erfassung entscheidet sich der Nutzer bewusst dazu, eine Anfrage der Anwendung
zu beantworten, d. h. der Nutzer greift bewusst in den Prozess der Datenerfassung
ein und trägt aktiv Daten bei. Dies kann beispielsweise durch Aufnehmen eines
Fotos [63] oder durch Absenden eines Reports [293] geschehen. Bei der opportu-
nistischen Datenerfassung werden die Daten automatisch und ohne Zutun des Nut-
zers gesammelt, wenn die Situation dafür geeignet ist. Der Nutzer willigt zwar ein,
am PSN teilzunehmen, wird aber für die eigentliche Erfassung der Messdaten nicht
mehr aktiv. Es ist daher möglich, dass dem Nutzer die gegenwärtige Datenerfassung
gar nicht bewusst ist. Eine solche Art der Datenerfassung bietet sich für kontinuier-
liche Messungen an, wie beispielsweise eine Überwachung der Luftqualität [286].
Wichtig ist hierbei, dass der Begriff der partizipativen Sensornetze nicht die Art der
Datenerfassung vorgibt. Wie in Abschnitt 2.1.1 erläutert, umfassen PSNs sowohl
Anwendungen mit partizipativer als auch mit opportunistischer Datenerfassung.
Anhand der zwei Dimensionen lassen sich die Anwendungen, wie in Abbildung 2.1
dargestellt, in vier Kategorien einteilen. In den folgenden Abschnitten wird nun eine
Übersicht über existierende Anwendungen gegeben. Dabei werden die Anwendun-
gen nach ihrem Beobachtungsziel aufgelistet, d. h. es wird nach menschzentrierten
und umweltzentrierten Anwendungen unterschieden, da so thematisch ähnliche An-
wendungen gebündelt vorgestellt werden können.
2.3 Anwendungen für partizipative Sensornetze 15
2.3.2 Menschzentrierte Anwendungen
Bei menschzentrierten Anwendungen steht, wie bereits erläutert, der Mensch im
Mittelpunkt. Diese Art von Anwendungen wird häufig zur Dokumentation von Ak-
tivitäten, z. B. sportlichen Leistungen, oder Verhaltensweisen, wie etwa Ernährungs-
verhalten [117], genutzt. Ein besonderes Beispiel stellt hier CenceMe dar [162,163],
bei dem, ohne speziellen Anwendungsfokus, möglichst viele Daten über den Nut-
zer, wie seine physische Aktivität, seine soziale Aktivität und sein Standort, auf-
gezeichnet und mit anderen Nutzern geteilt werden. Die meisten Anwendungen er-
heben die Daten jedoch mit einem speziellen Ziel. Eine große Gruppe untersucht
und analysiert die Gesundheit der Nutzer, eine weitere Gruppe erfasst die sportli-
che Aktivität der Teilnehmer und eine dritte Gruppe erfasst die von Produkt- oder
Dienstleistungsanbietern festgelegten Preise.
2.3.2.1 Überwachung der Gesundheit
Bei der Gruppe der Gesundheitsanwendungen gibt es zwei große Untergruppen:
Zum einen Anwendungen, die eine gesunde Lebensweise der Nutzer fördern wol-
len. Zum anderen Applikationen, welche die gesundheitliche Situation der Nutzer
überwachen und gegebenenfalls Alarm schlagen, falls sich ein Nutzer in einer un-
gesunden oder gefährlichen Situation befindet. Bei ersteren liegt der Fokus meis-
tens auf der Analyse von Ernährung und Bewegung. Bei DietSense [196] werden
Mobiltelefone zur Aufzeichnung von Essgewohnheiten verwendet. Hierzu werden
die Geräte den Nutzern mit einem Band umgehängt und nehmen neben Fotos der
Mahlzeiten auch den Kontext, d. h. Ort, Zeit und Ton, auf. Bevor die aufgezeich-
neten Daten mit Ernährungsexperten geteilt werden, können die Teilnehmer diese
einsehen und gegebenenfalls zensieren. Eine Reihe von Anwendungen versucht dar-
über hinaus auch die Bewegung und den daraus resultierenden Kalorienverbrauch
zu bestimmen. Einige Systeme verwenden zur Bewegungs- und Aktivitätserken-
nung Beschleunigungssensoren, wie HealthAware [81], welches mit einem „Akti-
vitätszähler“ die Nutzer zu mehr Bewegung animieren will. Consolvo et al. [49]
verfolgen mit ihrem UbiFit Garden einen ähnlichen Ansatz, verwenden jedoch ein
zusätzliches Barometer. BALANCE [58] hat das gleiche Ziel, erfasst aber für eine
genauere Aktivitätserkennung noch Informationen über die Umgebung, d. h. Licht,
Druck, Feuchtigkeit, Ton, sowie den Standort des Nutzers, der mit Hilfe des Global
Positioning Systems (GPS; dt. „Globales Positionsbestimmungssystem“) bestimmt
wird. Für eine noch genauere Bestimmung der Aktivitäten und des Energiebedarfs
der Nutzer werden bei vielen Ansätzen spezielle Sensoren integriert. So werden
bei KNOWME [14] und auch bei Jog Falls [172] Herzfrequenz-Sensoren einge-
setzt, die z. B. in die Kopfhörer [186] der Nutzer verbaut werden können. Der Fo-
kus der zweiten Untergruppe liegt auf dem aktuellen Gesundheitszustand der Nut-
zer. Bei Mobicare [43] werden neben Beschleunigungsdaten auch kontinuierlich
Elektrokardiogramm-Daten (EKG) aufgezeichnet und per Bluetooth an das Mo-
biltelefon des Nutzers gesendet. Erkennt dieses Unregelmäßigkeiten oder kritische
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Werte, wird über eine entsprechende Warnmeldung der zuständige Arzt informiert.
Auch Spa [210] überwacht den Gesundheitszustand der Nutzer, in dem Herzfre-
quenz, Blutdruck, Bewegung und Lärmbelastung aufgezeichnet werden, und meldet
Auffälligkeiten an medizinische Fachkräfte. Im Gegensatz zu direkten Messungen
der Körperfunktion zur Analyse des Gesundheitszustandes, gibt es auch Anwendun-
gen, die einen indirekten Weg wählen und beispielsweise messen, wie stark die Nut-
zer Schadstoffen ausgesetzt sind. Die mit Personal Environmental Impact Report
(PEIR, dt. „persönlicher Umweltverträglichkeitsbericht“) [170] bezeichnete An-
wendung ermittelt dafür die GPS-Position und mit Hilfe der Beschleunigungssen-
soren auch das verwendete Fortbewegungsmittel. Diese Informationen werden mit
den entsprechenden Wetter- und Verkehrsdaten kombiniert und sowohl die Schad-
stoffmenge, die der Nutzer verursacht hat, als auch die Schadstoffbelastung, der er
ausgesetzt war, bestimmt.
2.3.2.2 Dokumentation der sportlichen Aktivitäten
Die zweite Gruppe von Anwendungen befasst sich mit der Dokumentation von
sportlichen Aktivitäten und Leistungen. Eines der ersten Systeme in diesem Bereich
war SkiScape [67], ein PSN für Skigebiete. Die mobilen Sensorknoten werden auf
Skiern montiert und erfassen Temperatur- und Beschleunigungsdaten, sowie kurze
Tonaufnahmen. Hauptziel von SkiScape ist die Erfassung des Pistenzustandes, der
den Skifahrern nach der Analyse in aggregierter Form über Hinweistafeln wieder
zur Verfügung gestellt wird. Nutzer können das System aber auch verwenden, um
ihre gefahrenen Routen zu protokollieren oder ihre Freunde im Skigebiet zu loka-
lisieren. BikeNet [70] ist ein System für Fahrradfahrer, welches sowohl Daten zur
Leistung und Fitness des Fahrers als auch zur Umwelt aufzeichnet. Dabei werden
unter anderem die Geschwindigkeit, die zurückgelegte Strecke, die Herzfrequenz
und die elektrodermale Aktivität, also die Veränderungen der bioelektrischen Eigen-
schaften der Haut [30], aufgenommen. Auch Biketastic [197] ist ein auf Fahrrädern
basierendes Sensornetz, bei dem der Fokus allerdings weniger auf der Leistung des
Fahrers als auf der gefahrenen Strecke liegt. Biketastic zeichnet dafür die Fahrbahn-
beschaffenheit und die Lärmbelastung von gefahrenen Routen auf. Nutzer können
zusätzlich, durch das Aufnehmen von Fotos oder Videos, ihre Fahrten dokumentie-
ren und diese mit anderen Nutzern teilen.
2.3.2.3 Erfassung von Preisen
Bei der dritten Anwendungsgruppe geht es um die Erfassung von Preisen für Pro-
dukte oder Dienstleistungen. Diese erfassen zwar nicht direkt menschliche Aktivi-
täten oder Verhaltensweisen, da die Preise jedoch von Menschen – den Anbietern
– festgelegt werden, kann dies auch als Resultat menschlichen Verhaltens gewertet
werden. Im Folgenden werden diese, der Kategorisierung von Kanhere [117] so-
wie Christin et al. [46] folgend, als menschzentrierte Anwendungen bezeichnet. Bei
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der Gruppe der Preisvergleichs-Anwendungen liefern die Teilnehmer die benötigten
Daten, in der Regel sind dies der Preis des Produktes oder der Dienstleistung, sowie
der Standort des Anbieters. Bei MobiShop [208] müssen die Nutzer aktiv werden
und ein Foto ihrer Rechnung machen. Mit Hilfe automatischer Texterkennung (engl.
Optical Character Recognition (OCR)) werden die Produkte und Preise erfasst. Die-
se Informationen werden zusammen mit der über GPS bestimmten Position an den
Anwendungsserver übertragen, so dass andere Nutzer die Preise vergleichen kön-
nen. Ein ähnlicher Ansatz wird auch bei LiveCompare [57] verfolgt, nur dass statt
der Rechnung die Preisschilder des Anbieters fotografiert werden. PetrolWatch [63]
ist ein System zur Bestimmung der Benzinpreise mit Hilfe von Smartphones und
deren Kameras, das jedoch ohne Eingreifen der Nutzer funktioniert. Die Geräte der
Teilnehmer müssen hierfür im Auto auf dem Armaturenbrett montiert und mit GPS
ausgestattet sein. Kommt ein Nutzer mit seinem Auto in die Nähe einer Tankstel-
le, wird die PetrolWatch-Anwendung automatisch gestartet und es wird versucht,
ein Foto der Preistafel aufzunehmen. Gelingt dies, wird der aktuelle Preis mit OCR
erfasst und an den Server übermittelt.
2.3.3 Umweltzentrierte Anwendungen
Bei den umweltzentrierten Anwendungen gibt es vier Hauptanwendungsszenarien:
Die Überwachung und Erfassung der Luftqualität, der Lärmbelastung, der Wetter-
situation, sowie der Verkehrsbedingungen im Untersuchungsgebiet.
2.3.3.1 Überwachung der Luftqualität
Die Überwachung der Luftqualität wurde bereits in einem der ersten Artikel zu
PSNs von Burke et al. [34] als mögliches Anwendungsfeld erwähnt. Im darauf fol-
genden Jahr wurde dann von Paulos et al. [183] die erste Feldstudie durchgeführt.
Hierzu verteilten die Autoren speziell für diesen Einsatz entwickelte Sensorknoten,
die mit einem GPS-Empfänger und Sensoren für Kohlenstoffmonoxid, Schwefel-
dioxid und Stickstoffdioxid ausgestattet waren, an Taxifahrer und Studenten und
ließen sie damit zwei Wochen lang die Luftqualität messen. Auch bei Pollution-
Spy [119] soll die Luftqualität erfasst und auf einer Karte visualisiert werden. Aller-
dings sind hier die entsprechenden Gassensoren mittels Bluetooth mit den Mobilte-
lefonen der Nutzer gekoppelt. Hierdurch können zum einen die Nutzer die erfassten
Werte direkt auf ihren Endgeräten betrachten, zum anderen können die Geräte die
gesammelten Daten auch direkt an den Anwendungsserver übermitteln. Neben der
von Paulos et al. durchgeführten Feldstudie [183] gibt es einige Projekte, die auf
die Mobilität von Fahrzeugen setzen. Dadurch wird zum einen erreicht, dass schon
mit einer relativ geringen Anzahl an Messknoten eine große örtliche Abdeckung er-
reicht werden kann, da die Knoten sich in der Regel schneller bewegen und größere
Strecken zurücklegen als Nutzer ohne Fahrzeug. Zum anderen können an Fahrzeu-
gen auch leichter Sensoren angebracht werden, da z. B. Größe und Gewicht nicht so
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entscheidend sind. Bei Haze Watch [219, 262] werden die Sensorknoten an Autos
montiert und die erfassten Messdaten per Bluetooth an die Smartphones der Fahrer
übertragen. Über das Mobilfunknetz werden die Daten an den zentralen Server über-
mittelt. Im Rahmen des OpenSense-Projektes in Zürich [140] werden die mobilen
Sensorknoten auf Straßenbahnen angebracht. Die Erhebung erfolgt somit auf fest-
gelegten Strecken und zu bekannten Zeiten. Eine weitere Gruppe von Arbeiten ver-
sucht die Mobilität von Fahrradfahrern für die Messungen auszunutzen. Das schon
im vorherigen Abschnitt beschriebene BikeNet [70] nimmt, neben den Informatio-
nen zum Fahrerlebnis, auch Daten zur Luftverschmutzung und Lärmbelastung auf.
Beim Copenhagen Wheel [177] werden Sensoren zur Messung von Kohlenmon-
oxid, Stickoxiden, Temperatur, Geräuschpegel und Feuchtigkeit in das Hinterrad
eingebaut. Die so erfassten Umweltinformationen werden auch per Bluetooth an
das Smartphone des Fahrers übertragen, über das die Daten mit der Gemeinschaft
geteilt werden können. Auch NoxDroid [256] ist ein auf Fahrrädern basierendes
Sensorsystem zur Überwachung der Luftqualität in Städten. Die Funktionsweise
ist dieselbe, wie bei den zuvor beschriebenen Systemen, nur dass NoxDroid spe-
ziell für Android-Geräte entwickelt wurde. Durch die Entwicklung kompakter und
günstiger Sensorknoten ist die ursprüngliche Idee von der Verwendung vorhande-
ner Mobiltelefone und deren Nutzer zur Datenerfassung wieder stärker in den Fo-
kus gerückt. Im CitiSense-Projekt [20, 175] wurde eine Sensorbox entwickelt, die
an Taschen oder Rucksäcken befestigt werden kann und die Messdaten an die Mo-
biltelefone der jeweiligen Nutzer sendet. Auch Hasenfratz et al. [88] konzentrieren
sich auf Smartphone-basierte Messungen. Das von den Autoren entwickelte Gas-
Mobile ist eine kleine Messeinheit mit einem Ozonsensor, welche per USB direkt
an das Smartphone angeschlossen wird.
2.3.3.2 Erfassung von Umgebungslärm und -geräuschen
Die Erfassung der Lärmbelastung war eines der ersten Anwendungsfelder parti-
zipativer Sensornetze. Da bei diesen typischerweise das eingebaute Mikrofon zur
Bestimmung der Umgebungslautstärke verwendet wird, eigneten sich hierfür schon
die ersten, im Vergleich zu heutigen Geräten relativ einfachen, internetfähigen Mo-
biltelefone. Neben der Erfassung der Umgebungslautstärke muss jedoch auch eine
örtliche Einordnung der Messung erfolgen, weshalb auch dieses Anwendungsfeld
erst mit dem Aufkommen GPS-fähiger Mobiltelefone wirklich relevant wurde. Das
von Bilandzic et al. vorgestellte Laermometer [29] war eine der ersten Anwendun-
gen in diesem Bereich. Bei dieser wird in festgelegten Intervallen die Lautstärke au-
tomatisch analysiert, der Ort bestimmt und die Daten an den Server übermittelt. Zu-
sätzlich können die Nutzer Kommentare zu den Messungen abgegeben, so dass z. B.
besondere Vorkommnisse erklärt werden können. Es handelt sich um eine opportu-
nistische Datenerfassung mit optionalen, partizipativen Elementen, vgl. Abschnitt
2.3.1. Die gesammelten Daten werden schließlich in Form einer Lärm-Karte visua-
lisiert. In der Folge wurde eine Vielzahl von Anwendungen entwickelt, die Mobilte-
lefone zur Erfassung der Lärmbelastung verwenden und prinzipiell sehr ähnlich zu
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dem beschriebenen Laermometer sind. Zu diesen zählen MobGeoSen [120], Noi-
seSpy [118, 119], NoiseTube [155], Ear-Phone [193], NoiseMap [206] und auch
NoizCrowd [240]. Letzteres unterscheidet sich dadurch von dem zuvor beschrie-
benen System, dass statt der tatsächlich erfassten Messdaten nur daraus abgelei-
tete Modelle als Ergebnis dargestellt werden, um das Fehlen von Messdaten und
die hohe Fluktuation aufzufangen. Neben der reinen Bestimmung der Umgebungs-
lautstärke können PSNs auch genutzt werden, um Lärmquellen zu lokalisieren und
gegebenenfalls zu verfolgen. Ein Beispiel hierfür ist MetroTrack [6]. Bei diesem
bestimmen die Mobiltelefone gemeinsam den Ort der Lärmquelle und versuchen
auch ihre weitere Bewegung vorherzusagen.
Eine weitere Einsatzmöglichkeit der Mikrofone besteht in der Bestimmung des ak-
tuellen Nutzerkontextes. Obwohl dies im Grunde eine menschzentrierte Anwen-
dung ist, können die Kontextinformationen bei einer nutzerübergreifenden Erfas-
sung auch verwendet werden, um Ereignisse und Veranstaltungen in dem Unter-
suchungsgebiet zu erfassen. Mit SoundSense [146] wird exemplarisch ein Audio-
Klassifizierungssystem vorgestellt, das Töne und Geräusche lernt bzw. erkennt und
durch diese den Kontext der Nutzer folgert. Das et al. [54] stellen ein Party Thermo-
meter vor, bei dem geprüft wird, ob in der Umgebung laute Musik gespielt wird. Ist
dies der Fall, geht die Anwendung davon aus, dass sich der Nutzer auf einer Party
befindet und befragt ihn zur Stimmung der Veranstaltung. So kann beispielsweise
eine Karte mit Stimmungsbarometer aller Partys einer Stadt erstellt werden.
2.3.3.3 Bestimmung der Wettersituation
Ein immer wichtiger werdendes Anwendungsfeld ist die Bestimmung der aktuel-
len Wettersituation im Untersuchungsgebiet. Frühe Generationen von Smartphones
hatten noch keine Sensoren, die wirklich hilfreich bei der Bestimmung des Wet-
ters waren. Daher wurden verschiedene Ansätze entwickelt, um anhand der verfüg-
baren Informationen dennoch auf die jeweilige Wettersituation schließen zu kön-
nen. Eine der ersten Anwendungen in diesem Bereich ist Ikarus [112], ein PSN für
Gleitschirmpiloten. Bei diesem werden die GPS-fähigen Mobiltelefone genutzt, um
Ort und Höhe der Piloten zu bestimmen. Durch die Aggregation der Daten können
Steig- und Sinkwerte sowie die Dichte an Gleitschirmfliegern in einer Region be-
stimmt werden. Somit kann auf indirektem Wege eine Karte mit thermischen Bedin-
gungen erstellt werden. Overeem et al. [178] präsentieren einen Ansatz zur Bestim-
mung der Temperatur in Städten. Statt jedoch eigens dafür bestimmte Thermometer
zu verwenden, schätzt das System die Lufttemperatur mit Hilfe der Batterietempe-
ratur der teilnehmenden Smartphones. Durch die Mittelung über eine Vielzahl an
Messungen kann die reale Temperatur relativ gut angenähert werden, obwohl die
Geräte nicht für solche Messungen konzipiert wurden. Neuere Mobiltelefone haben
eine Vielzahl an Sensoren integriert, von denen sich auch einige für die Erfassung
des Wetters eignen. Das Samsung GALAXY S4 [275] ist sowohl mit einem Ba-
rometer als auch mit einem kombinierten Temperatur- und Luftfeuchtigkeitssensor
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ausgestattet. Mit Geräten dieser Art sind folglich PSNs, welche die Wettersituation
auf direktem Wege bestimmen, möglich. Einen hybriden Ansatz stellen Niforatos et
al. [174] mit ihrer Atmos-Anwendung vor. Dabei werden zum einen die verfügba-
ren Sensoren des Gerätes verwendet und Luftdruck, Luftfeuchtigkeit, Temperatur
und Helligkeit bestimmt. Zum anderen wird der Nutzer gebeten, Eingaben zum
aktuellen Wetter an seinem Standort zu machen. Über die Benutzeroberfläche der
Anwendung kann dieser angeben, wie er das Wetter wahrnimmt, wie warm und wie
windig es sich für ihn anfühlt. Die kombinierten Daten der Sensoren und des Nut-
zers werden dann an den Anwendungsserver übertragen. Im Gegenzug erhält der
Nutzer eine Kurzzeitprognose für seinen Aufenthaltsort.
2.3.3.4 Überwachung der Verkehrssituation
Das vierte Anwendungsfeld sind Sensornetze zur Überwachung der Verkehrssitua-
tion im Untersuchungsgebiet. Hierzu zählen einerseits Anwendungen, die den Ver-
kehr erfassen, andererseits aber auch Anwendungen, die Informationen zum Um-
feld des Verkehrs, z. B. den Straßenzustand, aufnehmen. Eines der ersten Syste-
me in diesem Bereich war das von Hull et al. [105] vorgestellte CarTel. Bei die-
sem wurden Autos als mobile Sensorknoten verwendet, um Daten zum aktuel-
len Verkehr zu erfassen und Geschwindigkeiten, Verzögerungen und kritische Ver-
kehrspunkte zu bestimmen. Neben den Verkehrsdaten führt CarTel auch WLAN-
Messungen durch und sammelt die Daten des On-Board-Diagnosesystems. Darüber
hinaus gibt es zahlreiche weitere Ansätze, welche die aktuelle Verkehrssituation be-
stimmen. Dazu zählen unter anderem das Konzept der Virtual Trip Lines [94, 97],
das VTrack-System [226] und auch die Verkehrsschätzung des Mobile-Millennium-
Projektes [241]. Inzwischen sind auch kommerzielle Anbieter in diesem Bereich
vertreten. So verwendet Google die GPS-Informationen der Nutzer um eine Ebene
zur Verkehrslage in ihren Karten anzuzeigen [258]. Das von Monhan et al. vorge-
stellte Nericell bzw. TrafficSense [165–167] versucht gefährliche oder kritische Be-
reiche zu identifizieren und analysiert, an welchen Stellen stark gebremst oder viel
gehupt wird. Eine weitere Gruppe von Anwendungen hat das Ziel, den Straßenzu-
stand zu erfassen und Schäden wie Schlaglöcher zu melden. Zu diesen zählt neben
Nericell auch Pothole Patrol [72], der Road Bump Monitor [54] und die von Med-
nis et al. [160] vorgestellte Schlagloch-Erkennung. Allerdings beschränken sich die
Anwendungen nicht nur auf die Verkehrs- und die Straßensituation. GreenGPS [78]
erfasst über das On-Board-Diagnosesystem den Benzinverbrauch der Autos und bil-
det diesen auf die Straßen des Gebietes ab. Über einen Navigationsdienst können die
Nutzer dann, basierend auf diesen Daten, die kraftstoffsparendste Route zu ihrem
Ziel bestimmen. Thiagarajan et al. [225] stellen einen Ansatz vor, bei dem Nutzer
des öffentlichen Nahverkehrs die aktuelle Position ihres Fahrzeugs bestimmen und
veröffentlichen, so dass andere Nutzer diese auf einer Karte mitverfolgen und unter
anderem die Ankunftszeit an ihrer Haltestelle genauer abschätzen können. Ferreira
et al. [76] stellen weitere potentielle Anwendungsfälle vor. Einerseits nutzen sie die
per GPS bestimmten Pfade der Nutzer, um automatisch Karten zu erstellen. Ander-
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(a) Visualisierung der interpolierten Messda-
ten für das Untersuchungsgebiet
(b) Bestimmung der Route mit (rosa) und
ohne (blau) Eco Routing
Abbildung 2.2: Screenshots der Plattform für Umweltbeobachtungen
seits verwenden sie die in einigen Autos vorhandenen Dashcams zur Erkennung der
Kennzeichen vorbeifahrender Autos, um diese Informationen beispielsweise für die
Strafverfolgung zur Verfügung zu stellen.
2.3.4 Entwickelte Anwendungen und prototypische
Umsetzungen
Neben den vorgestellten Arbeiten wurden auch eigene Anwendungen und proto-
typische Umsetzungen partizipativer Sensornetze realisiert, die im Folgenden kurz
beschrieben werden.
In Kooperation mit Siemens wurde eine Plattform zur Erfassung, Anreicherung und
Visualisierung von Umweltbeobachtungen entwickelt [286]. Die Idee der entwi-
ckelten Plattform ist es, dass Nutzer mit ihren mobilen Endgeräten Umweltmes-
sungen durchführen, wie beispielsweise Messungen der Luftqualität, und die Platt-
form aus diesen Daten durch Interpolation flächendeckende Visualisierungen für
das Untersuchungsgebiet bestimmt, siehe Abbildung 2.2(a). Darüber hinaus ermög-
licht die Plattform zusätzliche Dienste, wie das vorgestellte Eco Routing (dt. „öko-
logische Routenplanung“). Der Eco-Routing-Dienst bestimmt statt der kürzesten
oder schnellsten Route die schadstoffärmste Route, d. h. die Strecke, bei der die
Luft am wenigsten verschmutzt ist. Ein solcher Dienst ist für alle Verkehrsteilneh-
mer sinnvoll, die den Luftschadstoffen direkt ausgesetzt sind, also beispielsweise
Fahrradfahrer und Fußgänger. Abbildung 2.2(b) zeigt an einem Beispiel zwei unter-
schiedliche Routen. Die Standardroute (blau) führt entlang der Hauptverkehrsader
und somit auch durch Gegenden mit schlechter Luftqualität. Im Gegensatz dazu
wählt das Eco Routing eine Strecke (rosa), bei der die Nutzer weniger Schadstoffen
ausgesetzt sind.
In einer weiteren Arbeit [291] wurde ein System zur Erkennung von Stress ent-
wickelt. Das Ziel hierbei war, möglichst unaufdringlich in Echtzeit das Stresslevel
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(a) Ansicht zum Erfassen einer
Wettermeldung
(b) Ausgabe der erhaltenen lo-
kalen Wetterprognosen
Abbildung 2.3: Screenshots der mobilen WRAP-Anwendung
der Nutzer zu erfassen. Hierzu wurde ein System zur Aktivitätserkennung mit ei-
nem Brustgurt zur Messung der Herzfrequenz gekoppelt, wobei die Messdaten an
ein Smartphone übermittelt und von diesem ausgewertet wurden. Mit Hilfe dieses
Prototyps konnte eine Unterscheidung zwischen den Zuständen „Stress“ und „Kein
Stress“ bei den Nutzern erkannt werden. Ein mögliches Anwendungsszenario für
diese Anwendung stellen Notfall- und Rettungseinsätze dar, bei denen das einge-
setzte Personal oftmals an die körperlichen Belastungsgrenzen kommt. Durch eine
kontinuierliche Überwachung des Stresszustandes könnte das Personal beispiels-
weise bei erheblicher Überlastung gewarnt und vor daraus eventuell resultierenden
Fehlentscheidungen geschützt werden.
Eine dritte Anwendung wurde in Kooperation mit dem Deutschen Zentrum für Luft-
und Raumfahrt (DLR) im Bereich des Nowcasting entwickelt. Nowcasting bezeich-
net in der Meteorologie die Beschreibung des aktuellen Wetters und Kurzzeitprog-
nosen, d. h. Vorhersagen für die nächsten Stunden [156,281]. Da jedoch die örtliche
und zeitliche Auflösung von Wettermeldungen mittels stationärer Wetterstationen
meist relativ gering ist, ist eine flächendeckende und verlässliche Kurzzeitprognose
nur schwer möglich. Ziel des in [293] vorgestellten Systems ist es, mit Hilfe eines
PSNs zusätzliche Wetterinformationen zu sammeln und diese zu nutzen, um die
erstellten Prognosen des Nowcasting-Systems WHITE zu validieren. Hierfür wur-
de die Weather Reporting Application (WRAP; dt. „Wettermeldungsapplikation“)
entwickelt. WRAP ermöglicht es den Nutzern, ohne großen Aufwand die aktuelle
Wettersituation zu melden. Hierzu wählen die Nutzer lediglich aus einer Liste von
Wetterarten das passende aus und schicken diese Informationen zusammen mit ih-
rem automatisch bestimmten Standort an das System. Abbildung 2.3(a) zeigt die
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Aufgabensteller
§ Erstellung der Messaufgaben
§ Erstellung von Feedback zu erledigten 
Messaufgaben
Anwendungsserver
§ Speicherung, Verarbeitung, Präsentation der 
Messdaten
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Teilnehmer / Mobile Knoten
§ Durchführung der Messungen
§ Verarbeitung der Messdaten
Drahtlose / Drahtgebundene Kommunikation
Drahtlose Kommunikation
Abbildung 2.4: Architektur von PSNs (angelehnt an Wang et al. [176])
entsprechende Benutzerschnittstelle. Nach der Übertragung der Wettermeldung er-
halten die Nutzer im Gegenzug die Prognosen des Nowcasting-Systems für ihren
Standort für die nächste Stunde, siehe Abbildung 2.3(a). Die Anwendung wurde in
einer Testphase zunächst nur an fachkundige Nutzer mit meteorologischem Grund-
wissen verteilt. Dazu zählten neben den Mitarbeitern des DLR am Institut für Phy-
sik der Atmosphäre unter anderem auch Beschäftigte des Deutschen Wetterdienstes
(DWD) und des Meteorologischen Instituts der LMU München, sowie Angestellte
des Flughafens München und der Deutschen Flugsicherung (DFS). Langfristig soll
die Anwendung auch der Allgemeinheit zur Verfügung gestellt werden.
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Die Architektur von PSNs kann je nach Einsatzzweck variieren. So kann z. B. für
manche Anwendungen ein dezentrales System [75] sinnvoller als der im Allgemei-
nen verwendete zentrale Ansatz sein. Bei anderen Architekturen wird die Speiche-
rung der Messdaten und die Informationsgewinnung aus diesen zum Schutze der
Privatsphäre der Nutzer getrennt [79].
Im Gegensatz zu den spezialisierten Architekturen, wird in der vorliegenden Ar-
beit eine sehr typische und allgemeine Architektur von PSNs angenommen, wie sie
unter anderem in [46,135,176] beschrieben wird. Abbildung 2.4 zeigt die verschie-
denen Komponenten eines solchen Netzes und deren Aufgaben. Dabei wird in der
Regel zwischen drei Komponenten unterschieden:
Aufgabensteller: Die Aufgabensteller sind Nutzer, die durch die Messdaten des
PSNs Informationen erhalten möchten. Hierfür erstellen sie Messaufgaben,
die von einzelnen Messungen bis hin zu dauerhaften Kampagnen reichen
können, und übermitteln diese an den Anwendungsserver. Aufgabensteller
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müssen dabei nicht notwendigerweise die Aufgaben selbst erstellen, sondern
können sich auch für die Ergebnisse laufender, öffentlicher Kampagnen in-
teressieren. In diesem Fall abonnieren sie lediglich die Ergebnisse für eine
schon existierende Aufgabe. Daneben können die Aufgabensteller typischer-
weise auch die erhaltenen Messdaten bewerten und Feedback geben.
Anwendungsserver: Die zentrale Komponente in PSNs ist der Anwendungsser-
ver, der sowohl Dienstanbieter als auch Vermittler zwischen den Aufgaben-
stellern und den Teilnehmern ist. In der Rolle des Ersteren übernimmt der
Anwendungsserver die Speicherung der erfassten Messdaten, die eventuell
nötige Verarbeitung und auch die Präsentation der Ergebnisse, z. B. in Form
von Visualisierungen. Damit aber überhaupt Messdaten erfasst werden, muss
der Anwendungsserver zwischen Aufgabenstellern und Teilnehmern vermit-
teln. Daher ist der Anwendungsserver auch für die Verteilung der entspre-
chenden Software zum Aufzeichnen der Daten verantwortlich. Zudem muss
der Server, wenn ein Aufgabensteller Messaufgaben erstellt hat, diese an ent-
sprechende Teilnehmer übermitteln und von diesen erledigen lassen, vgl. Ab-
schnitt 3.2.
Teilnehmer / Mobile Knoten: Die Teilnehmer sind die Nutzer, die mit ihren Ge-
räten die Messungen durchführen. Im Folgenden werden die Begriffe Teil-
nehmer und mobile Knoten synonym verwendet und beinhalten jeweils den
Verbund von einem Nutzer und seinem, mit Sensoren ausgestattetem mobi-
len Endgerät. Die Hauptaufgabe ist die Erfassung der Messdaten. Zusätzlich
kann aber, aus Privatsphäre- oder Effizienzgründen, auch eine Verarbeitung
der Daten auf Seiten der mobilen Knoten notwendig sein.
De Cristofaro und Soriente [55] zählen zudem noch die Mobilfunk- und Netzbe-
treiber als vierte Komponente zu einem PSN. Da diese aber keine aktive Rolle
haben und ihnen unter Umständen die Existenz eines solchen Netzes gar nicht be-
wusst ist, werden sie bei der Architektur in Abbildung 2.4 nur als notwendige Kom-
munikationsinfrastruktur und nicht als eigene Komponente dargestellt. Gleichwohl
sind die Netze für die Realisierung eines PSNs sehr wichtig. Vor allem das draht-
lose Kommunikationsnetz, über das die mobilen Knoten angebunden sind und ih-
re Messdaten an den Anwendungsserver kommunizieren, beeinflusst die Leistung
eines PSNs [200]. Geschieht diese Kommunikation über ein Mobilfunknetz mit
hoher Abdeckung, erhält der Anwendungsserver quasi in Echtzeit Messdaten und
kann infolgedessen nahezu Live-Dienste anbieten. Wird für die Kommunikation der
Messdaten hingegen auf weniger flächendeckende Netze, wie etwa WLAN-basierte
Funknetze, zurückgegriffen, kann es zu erheblichen Verzögerungen zwischen der
Aufzeichnung und der Übertragung der Messdaten kommen.
Demgegenüber ist die Kommunikation zwischen den Aufgabenstellern und dem
Anwendungsserver unkritisch. Da die Aufgabensteller nicht im Untersuchungsge-
biet unterwegs sein müssen, können diese ihren Aufenthaltsort und damit auch ihre
Kommunikationsverbindung zum Anwendungsserver frei wählen. Zudem müssen
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sie auch nicht notwendigerweise mobil sein und können sich daher auch über draht-
gebundene Kommunikation mit dem Anwendungsserver austauschen.
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PSNs stellen ein neues Paradigma für die Erfassung von Messdaten dar. Sie bauen
auf einer existierenden Infrastruktur auf, zweckentfremden private Mobiltelefone
und sind von der freiwilligen Teilnahme der Nutzer abhängig. Hieraus resultiert eine
Vielzahl von Herausforderungen, sowohl technischer als auch nicht-technischer Art.
Im Folgenden sollen diese in einem kurzen Überblick dargestellt werden, wobei
dieser Abschnitt sich, nach einer kurzen Betrachtung nicht-technischer Probleme,
schwerpunktmäßig mit den technischen Herausforderungen befassen wird.
2.5.1 Nicht-technische Herausforderungen
Die wohl größte nicht-technische Herausforderung resultiert aus der Freiwilligkeit
der Teilnahme. Damit überhaupt Messdaten erfasst werden, müssen die Nutzer mo-
tiviert werden, ihre Geräte zur Verfügung zu stellen und somit zur Erfüllung einer
Messaufgabe beizutragen. Zudem muss auch eine möglichst große Anzahl an Nut-
zern daran teilnehmen, um aussagekräftige Daten aus dem PSN zu erhalten. Auf-
grund der Wichtigkeit dieses Themas haben sich bereits viele Wissenschaftler damit
auseinander gesetzt und verschiedene Lösungsansätze konzipiert. Bei einigen An-
wendungen, wie EpiCollect [1], wird auf altruistisch motivierte Nutzer gebaut. In
dem genannten Fall sind es Nutzer, deren persönliches Interesse es ist, die Natur und
das Ökosystem zu erhalten und durch die Datenerfassung ihren Teil zum Umwelt-
schutz beizutragen. Andere Ansätze versuchen die Nutzer durch die Bereitstellung
von Zusatzinformationen zur Mitwirkung zu animieren. So werden den Teilneh-
mern bei BikeNet [70] oder Biketastic [197] persönliche Analysen ihrer sportlichen
Leistung bereit gestellt, in der Hoffnung, dass die Nutzer im Gegenzug die erfassten
Daten auch mit der Gemeinschaft teilen. Bei LiveCompare [57] wird ein Preisver-
gleich zu einem Produkt nur dann angezeigt, wenn der Nutzer zu diesem Produkt
auch selbst einen Preis beigetragen hat. Eine weitere Gruppe von Ansätzen versucht
die Nutzer mit Belohnungen zur Teilnahme zu motivieren. Dies kann sowohl durch
spieltypische Elemente, wie Ranglisten oder Leistungsabzeichen, als auch durch
Geld- oder Sachpreise geschehen. Bei Waze, einer Verkehrs- und Navigationsan-
wendung, können die Nutzer z. B. Gewinne erhalten, wenn sie bestimmte, virtuell
markierte Orte mit ihrem Fahrzeug anfahren [280]. Durch dieses Konzept können
einerseits neue Teilnehmer für die Anwendung gewonnen werden, andererseits kann
die Mobilität der teilnehmenden Nutzer in gewissem Maße gesteuert werden. Eine
Belohnung ist natürlich auch in monetärer Form möglich. Reddy et al. [194] schla-
gen sogenannte Micro-Payments vor, also die Zahlung von Kleinstbeträgen für den
Beitrag zur Erfüllung einer Messaufgabe.
26 2. Grundlagen partizipativer Sensornetze
Eine weitere Herausforderung ist die Aufklärung der Gesellschaft über PSNs. Gera-
de nach Bekanntwerden großflächiger Abhöraktionen im Rahmen der NSA-Affäre
[204] stehen viele Bürger dem Erfassen von Messdaten mit Hilfe privater Mobil-
telefone kritisch gegenüber. Shilton [215] fordert daher, dass die Gesellschaft über
Gefahren und Möglichkeiten unterrichtet werden müsse. Es solle für die Nutzer
möglich sein, vertrauenswürdige Anwendungen zu erkennen und zu verstehen, wor-
auf sie sich mit der Teilnahme an einem PSN einließen. Hierzu zählt Shilton unter
anderem, dass es für die Nutzer klar erkenntlich sein müsse, wie lange Daten ge-
speichert und ob diese an Dritte weitergegeben werden.
2.5.2 Technische Herausforderungen
Auch auf der technischen Seite gibt es eine Vielzahl von Herausforderungen die es
zu lösen gilt, bevor PSNs großflächig etabliert und sinnvolle Informationen aus die-
sen extrahiert werden können. In Anlehnung an Kanhere [117] sollen im Folgenden
die wichtigsten davon dargestellt werden.
Lückenhafte Abdeckung des Untersuchungsgebietes: Damit eine Messung
an einem Ort erfolgen kann, muss ein Nutzer nicht nur dort vorbeikommen,
sondern sein Endgerät muss zu diesem Zeitpunkt auch für eine Messung be-
reit sein, d. h. es muss eingeschaltet sein, genügend Energieressourcen besit-
zen und die entsprechende Anwendung oder den Dienst zur Datensammlung
gestartet haben. Da die Mobilität der Nutzer nicht gesteuert werden kann,
führt dies in der Regel zu einer lückenhaften Abdeckung des Untersuchungs-
gebietes. Auch eine große Zahl an Teilnehmern kann diese Problematik nicht
vollständig beheben, weswegen PSNs Lösungsansätze hierfür bereitstellen
müssen.
Rana et al. [193] haben für die Erstellung von Lärm-Karten einen Algorith-
mus entwickelt, der Ansätze aus dem Bereich des Compressive Sensing (dt.
„komprimiertes Abtasten“) verwendet, um die reale Lärmbelastung anhand
relativ weniger Messungen zu rekonstruieren. Ein orthogonaler Ansatz hierzu
ist es, Messungen in seltener besuchten Gegenden höher zu belohnen [230].
Ist der daraus resultierende Nutzen für die Teilnehmer hoch genug, weichen
diese eventuell von ihren normalen Mobilitätspfaden ab und lassen sich vom
PSN so leiten, dass die Lücken in der Abdeckung verkleinert werden.
Kontext- und Aktivitätserkennung: Viele der in Abschnitt 2.3 vorgestellten An-
wendungen versuchen den Kontext oder die Aktivität der Nutzer zu erfassen.
So zielt CenceMe [162] darauf ab, sowohl die physische als auch die soziale
Aktivität der Nutzer zu bestimmen. Hierfür werden verschiedene Sensoren
und verfügbare Informationen verwendet, um mit Hilfe von Algorithmen aus
dem Bereich des maschinellen Lernens die gewünschte Information zu extra-
hieren. Viele der bisherigen Entwicklungen in diesem Bereich sind entweder
sehr speziell für den jeweiligen Anwendungsfall optimiert oder noch nicht
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wirklich robust genug, um eine zuverlässige, flächendeckende Erfassung er-
möglichen zu können.
Neben dem Kontext des Nutzers ist auch der des Gerätes von entscheiden-
der Bedeutung. So sind Schadstoff- oder Lärmmessungen nur dann sinnvoll,
wenn das messende Mobiltelefon sich im richtigen Kontext und nicht in einer
Tasche des Nutzers befindet. Eine Herausforderung ist demnach, verlässlich
zu erkennen, ob der Kontext eines Gerätes den Anforderungen der Anwen-
dung des PSNs genügt [134].
Vertrauenswürdigkeit der Daten: In PSNs werden Messungen mit privaten Mo-
biltelefonen durchgeführt. Dieser Umstand führt zu verschiedenen Unsicher-
heiten bei den erfassten Daten, im Vergleich zu traditionellen Sensornetzen,
vgl. Abschnitt 2.2. Auf der einen Seite führt die Heterogenität der Geräte [3]
zu Ungenauigkeiten bei den Messungen. Diese Unterschiede können aber
durch regelmäßige Kalibrierungen, siehe Abschnitt 4.4, abgeglichen werden.
Wie schon beim vorherigen Punkt beschrieben, muss zudem sichergestellt
werden, dass nur unter sinnvollen Kontextbedingungen durchgeführte Mes-
sungen beigetragen werden.
Neben der durch die Geräte eingeführten Ungenauigkeit können auch die
Nutzer selbst ein Problem für die Vertrauenswürdigkeit der Daten darstel-
len. Da prinzipiell jeder an einem PSN teilnehmen kann, können auch Nutzer
Messdaten beitragen, die auf Grund von eigenen Interessen die Daten mutwil-
lig manipulieren. Kanhere [117] führt hierfür das Beispiel eines Maklers an,
der beispielsweise die Lärmbelastung nach unten manipulieren könne, um die
von ihm angebotenen Wohnobjekte zu höheren Preisen verkaufen oder ver-
mieten zu können. Daher müssen PSNs die erhaltenen Daten prüfen, z. B.
mittels einer Ausreißererkennung, und im Falle von inkorrekten Daten die
Reputation der entsprechenden Nutzer heruntersetzen bzw. diese für die zu-
künftige Teilnahme sperren [103, 150].
Schonung der Energieressourcen: Eine wichtige Herausforderung in PSNs ist
die Schonung der Energieressourcen. Wenngleich die Geräte durch die Nutzer
regelmäßig aufgeladen werden, ist ein sparsamer Umgang mit vorhandenen
Energieressourcen essentiell. Die teilnehmenden Nutzer haben ihre Mobilte-
lefone nicht für die Verwendung in PSNs angeschafft, sondern möchten diese
primär für die Kommunikation nutzen.
Daher müssen die Entwickler von PSNs darauf achten, dass die stattfindende
Datenerfassung die eigentliche Nutzung der Mobiltelefone nicht beeinträch-
tigt. Bei PSNs wird Energie für die Erfassung, die Verarbeitung und die Über-
mittlung der Messdaten verbraucht. Daher ist es sinnvoll, Ansätze in PSNs zu
integrieren, die in jeder dieser Phasen die benötigte Energie reduzieren.
Schutz der Privatsphäre: Auch der Schutz der Privatsphäre der Nutzer ist eine
essentielle Herausforderung [3]. Da die privaten Geräte der Nutzer verwen-
det werden, enthalten die Messdaten auch, teils explizit, teils implizit, In-
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formationen über den Nutzer und sein Verhalten. Daher sind Mechanismen
notwendig, welche die teilnehmenden Nutzer davor schützen, überwacht und
ausspioniert zu werden, wie etwa eine verifizierte, aber dennoch anonyme
Meldung der erfassten Daten [217].
Bei der Umsetzung der Privatsphäre-Mechanismen fordern Christin et al. [46]
die Nutzer stärker in den Fokus zu stellen. So ist die Benutzerfreundlichkeit
auch bei den Privatsphäre-Einstellungen ein zentraler Aspekt. Außerdem soll
der Schutz der Privatsphäre messbar werden, so dass den Nutzern ein be-
stimmtes Privatsphäre-Level garantiert werden kann.
2.5.3 Bewertung
Die zuvor beschriebenen Herausforderungen, sowohl technischer als auch nicht-
technischer Art, sind allesamt wichtig und müssen gelöst werden, bevor ein groß-
flächiger Einsatz partizipativer Sensornetze möglich ist. Wie zu Beginn des Ab-
schnittes schon erwähnt, stehen im Rahmen dieser Arbeit vor allem die technischen
Probleme im Fokus.
Die technischen Herausforderungen unterscheiden sich deutlich in der Dringlich-
keit. Die drei zuerst genannten Herausforderungen gehen alle davon aus, dass PSNs
etabliert sind und Messdaten erfasst werden. Eine lückenhafte Abdeckung bedeutet,
dass zumindest für Teile des Untersuchungsgebietes Messungen erfolgt sind. Das
Problem der Kontext- bzw. der Aktivitätserkennung wird auch erst relevant, wenn
Nutzer wirklich Daten beitragen. Und auch das Problem der Vertrauenswürdigkeit
tritt erst auf, wenn PSNs wirklich im Einsatz sind.
Die beiden zuletzt genannten Herausforderungen, die Schonung der Energieressour-
cen und der Schutz der Privatsphäre, sind hingegen elementare Herausforderungen,
die über eine erfolgreiche Etablierung von PSNs entscheiden können. Nehmen die
Nutzer die Anwendungen des PSNs als energieverschwendend wahr, werden diese
nicht lange teilnehmen und eine langfristige Etablierung wird nicht erfolgen. Ge-
nauso ist der Schutz der Privatsphäre eine notwendige Voraussetzung für den Auf-
bau und den Erhalt von PSNs. Erst wenn die Privatsphäre gewahrt bleibt, werden
die Nutzer bereit sein, ihre Geräte für ein PSN zur Verfügung zu stellen.
Lösungsansätze für diese beiden Herausforderungen stellen somit die Grundlage für
die erfolgreiche Etablierung von PSNs dar. Daher liegt der Fokus dieser Arbeit auch
auf diesen zwei Herausforderungen, welche in den folgenden Abschnitten adressiert
werden:
• Abschnitt 3 befasst sich mit Verfahren für eine effiziente Datenerfassung, um
die Energieressourcen der Geräte zu schonen.
• Abschnitt 4 widmet sich der Privatsphäre der Teilnehmer und stellt Konzepte
zum Schutze dieser vor.
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2.6 Zusammenfassung
Dieses Kapitel befasste sich mit den Grundlagen partizipativer Sensornetze und lie-
ferte einen Überblick über relevante Begriffe, Anwendungen und Herausforderun-
gen.
Anfangs wurde ein Überblick über verschiedene alternative Bezeichnungen für PSNs
gegeben, bevor die im Kontext dieser Arbeit relevanten Definitionen und Begriffe
erläutert wurden. Anschließend erfolgte eine Abgrenzung gegenüber traditionellen
drahtlosen Sensornetzen.
Der darauf folgende Abschnitt lieferte einen ausführlichen Überblick über Anwen-
dungen für PSNs. Dabei wurden zunächst die verschiedenen Anwendungskategori-
en beschrieben, bevor eine thematisch sortierte Beschreibung existierender Anwen-
dungen erfolgte. Als Abschluss wurden noch eigene Anwendungen und Prototypen
skizziert.
Nach einer Darstellung der typischen Architektur von PSNs und den involvierten
Parteien und Komponenten, wurden abschließend die Herausforderungen partizi-
pativer Sensornetze beleuchtet. Dabei wurde sowohl auf technische als auch auf
nicht-technische Herausforderungen und Problemstellungen eingegangen. Schließ-
lich folgte eine Bewertung der herausgearbeiteten Herausforderungen, welche als
Grundlage für die im Rahmen dieser Arbeit vorgestellten Ansätze dient.

3 Datenerfassung in partizipativen
Sensornetzen
Wie im vorherigen Kapitel identifiziert, ist die Schonung der Ressourcen ein ent-
scheidender Aspekt in PSNs. Da diese auf freiwillig zur Verfügung gestellten Mo-
biltelefonen von Nutzern basieren, müssen auch die Interessen der Gerätebesitzer
im Vordergrund stehen.
Ein zentraler Punkt bei der Verwendung von Mobiltelefonen ist, dass diese vom
Nutzer nicht für die Verwendung in PSNs angeschafft werden. Primärer Nutzungs-
zweck ist in der Regel die Kommunikation, d. h. das Führen von Telefonaten und der
Austausch von Textnachrichten über SMS, E-Mail oder Instant-Messaging-Dienste.
Dieser primäre Nutzungszweck darf durch die Datenerfassung eines PSNs nicht
merklich beeinträchtigt werden, da die Nutzer sonst ihre freiwillige Teilnahme wi-
derrufen würden. Hinzu kommt, dass die Nutzer in der Regel keinen direkten Nut-
zen aus der von ihnen durchgeführten Datenerfassung ziehen, sondern meist nur
indirekt, von den durch die Gemeinschaft der Teilnehmer erfassten Daten profitie-
ren.
Auf der anderen Seite ist eine effiziente Datenerfassung auch für die Betreiber der
PSNs von entscheidender Bedeutung. Da PSNs auf eine möglichst große Teilneh-
merzahl abzielen, müssen die Betreiber dafür sorgen, dass sie die vielen aus den
großen Nutzerzahlen resultierenden Anfragen bedienen können und müssen zudem
für die großen Datenmengen, die durch die Messungen entstehen, gerüstet sein. Da
dies natürlich Kosten für die Betreiber verursacht, streben auch diese nach einer
möglichst effizienten Datenerfassung, um unnötige Kosten, z. B. durch redundante
Messdaten, zu vermeiden. Für eine erfolgreiche Etablierung von PSNs ist es daher
unumgänglich, Ansätze zur effizienten Datenerfassung in diesen umzusetzen. Da
die Ressourcenschonung ein so essentieller Aspekt ist, sollten in allen Bereichen
und Phasen der Datenerfassung in PSNs entsprechende Ansätze verwendet werden.
Dieses Kapitel ist wie folgt aufgebaut: In Abschnitt 3.1 werden zunächst existieren-
de Ansätze zur Schonung der Ressourcen dargestellt, wobei sowohl Konzepte für
traditionelle als auch für partizipative Sensornetze betrachtet werden. Darauf folgen
zwei neue Lösungsansätze für PSNs: Als erstes wird in Abschnitt 3.2 ein Ansatz zur
energieeffizienten Verteilung von Messaufgaben vorgestellt. Danach folgt die Be-
schreibung eines Ansatzes zur lokalen Gruppierung von Messknoten in Abschnitt
3.3. Abschließend wird in Abschnitt 3.4 das Kapitel zusammengefasst.
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3.1 Klassifizierung existierender Ansätze
Im Folgenden soll ein Überblick über existierende Ansätze zur effizienten Datener-
fassung in PSNs gegeben werden. Wie schon zuvor dargestellt, stellen PSNs eine
spezielle Form von drahtlosen Sensornetzen dar. Da Letztere schon länger Gegen-
stand der Forschung sind und auch als Vorläufer von PSNs gesehen werden können,
sollen zunächst Arbeiten aus diesem Bereich vorgestellt werden, bevor anschlie-
ßend speziell für PSNs entwickelte Ansätze vorgestellt werden.
Die Ansätze für WSNs unterscheiden sich merklich von denen für PSNs, da der
hauptsächliche Fokus von ersteren auf der Schonung der Energieressourcen liegt.
Typischerweise ist das Ziel der Ansätze die Verlängerung der Lebensdauer der Sen-
sornetze. In PSNs sind die Probleme etwas vielschichtiger, da die Endgeräte nicht
dediziert für die Erfassung von Messdaten im Einsatz sind, sondern vielmehr private
Geräte sind, die nebenher noch Messdaten erfassen sollen.
Dabei treten neue Herausforderungen auf, wie die Instruktion der Knoten über die
Messaufgaben, die nicht steuerbare Mobilität der Knoten und die zu beachtende
Privatsphäre der Nutzer. Letztere wird zunächst in dem folgenden Abschnitt ausge-
lassen und detailliert in Abschnitt 4 betrachtet.
3.1.1 Ressourcenschonung in drahtlosen Sensornetzen
Die ressourcenschonenden Ansätze in WSNs können nach Anastasi et al. [13] in
drei Gruppen unterteilt werden, siehe Abbildung 3.1: Aktivitätszyklen, bei denen
die Sensorknoten zwischen Aktiv- und Schlafmodus wechseln; Verfahren zur effi-
zienten Datenreduktion und -erfassung, bei denen versucht wird, möglichst wenige
Daten zu erfassen und zu übermitteln; sowie Ansätze, welche die Mobilität von
Knoten ausnutzen, um Energie einzusparen.
3.1.1.1 Aktivitätszyklen
Die erste Gruppe von Verfahren verwenden sogenannte Aktivitäts- oder auch Ar-
beitszyklen. Im Englischen wird dieses Vorgehen in der Regel mit Duty Cycling [13]
oder Activity Scheduling [10] bezeichnet. Hierbei werden die Sensorknoten, um
Energie zu sparen, regelmäßig in einen Schlafmodus geschickt. Im Schlafmodus
werden alle Funktionseinheiten, die nicht für den Betrieb benötigt werden, vorüber-
gehend abgeschaltet, was zu einer Verlängerung der Batterielaufzeit führt. Die Ver-
fahren können nochmals in zwei Untergruppen unterteilt werden: Einerseits Verfah-
ren, die versuchen trotz dieser Aktivitätszyklen die Topologie und die Konnektivität
des Sensornetzes zu erhalten. Andererseits Verfahren mit dem primären Ziel, die
Energiereserven der Knoten zu schonen.
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Abbildung 3.1: Klassifizierung ressourcenschonender Ansätze für WSNs in Anleh-
nung an Anastasi et al. [13]
Ein Beispiel für die erste Untergruppe stellt der Ansatz Geographic Adaptive Fi-
delity (GAF) [243] dar. Das Ziel von GAF ist es, möglichst viele Knoten in den
Schlafmodus zu versetzen, ohne dabei die Effizienz des Routings im Sensornetz
zu beeinflussen. Erreicht wird dies durch die Einteilung des Netzes in ein virtuel-
les Raster, ein sogenanntes Grid, in dem jeder Knoten einer Gridzelle mit jedem
Knoten der Nachbarzellen kommunizieren kann. Haben die Knoten die Kommuni-
kationsreichweite R, muss für die Seitenlänge r des Grids gelten: r ≤ R√
5
. Pro Zelle
ist dann immer nur ein Knoten aktiv, während die restlichen Knoten im Schlafmo-
dus ihre Ressourcen schonen können. Durch dieses Vorgehen wird erreicht, dass zu
jeder Zeit über jede Gridzelle geroutet werden kann. Allerdings müssen die Knoten
über ihre Position Bescheid wissen. Dafür müssen diese entweder mit GPS ausge-
stattet sein, was jedoch aus Kosten- und Energiegründen meist nicht sinnvoll ist,
oder es wird nur eine Teilmenge der Knoten damit ausgestattet. Im zweiten Fall
müssen die Knoten ohne GPS spezielle Verfahren verwenden, um ihre Position zu
approximieren [136].
Ein anderer Ansatz, der lediglich Konnektivitäts- an Stelle der Ortsinformationen
verwendet, ist Span [42]. Bei diesem wird eine Teilmenge der Knoten zu soge-
nannten Backbone-Knoten, die dauerhaft aktiv sind. Die restlichen Knoten sind im
Schlafmodus, prüfen jedoch periodisch, ob sie als Backbone-Knoten benötigt wer-
den. Letzteres ist der Fall, wenn zwei oder mehr Nachbarknoten weder direkt noch
über Backbone-Knoten kommunizieren können. Damit die Knoten dies prüfen kön-
nen, tauschen sie regelmäßig Konnektivitätsnachrichten aus. Diese Nachrichten ent-
halten den Status des Knotens, eine Liste der Backbone-Knoten, mit denen dieser
Knoten verbunden ist, und die Liste der Nachbarn.
Bei der zweiten Untergruppe gibt es Ansätze, bei denen Knoten nur bei Bedarf, d. h.
wenn Daten versendet werden sollen, aufgeweckt werden. Ein Beispiel hierfür ist
Sparse Topology and Energy Management (STEM) [205]. Bei STEM befinden sich
die Knoten die meiste Zeit im Schlafmodus, wachen aber periodisch für kurze Zeit
auf und prüfen, ob Daten an sie gesendet werden sollen. Falls ein Knoten Daten
übertragen will, versendet dieser hintereinander mehrere Beacons, so dass andere
Knoten diese während ihrer Zeit im Wachzustand empfangen können. STEM geht
dabei von Knoten aus, die mit zwei Funkmodulen ausgestattet sind, und eines die-
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ser Module nur für den Aufweck-Vorgang genutzt wird. Die Energieeinsparungen
gehen in diesem Fall aber auf Kosten der Latenz, wodurch dieser Ansatz vor allem
für Sensornetze mit wenigen und unkritischen Daten geeignet ist. Neben diesen be-
darfsorientierten Ansätzen gibt es auch Verfahren, bei denen die Aktivitätszyklen
mittels eines Plans festgelegt werden. Eines der einfachsten Konzepte ist hier das
Fully Synchronized Wakeup Pattern [124], bei dem sich alle Knoten gleichzeitig
im Aktiv- bzw. Schlafmodus befinden. Je nach Einsatzszenario gibt es von diesem
Konzept verschiedene Optimierungen, wie das Ladder Wakeup Pattern [124]. Die-
ses Schema reduziert die Latenz in Netzen, die hauptsächlich in eine Hierarchie-
richtung kommunizieren, z. B. von den Messknoten zur Basisstation. Bei beiden
Ansätzen müssen allerdings die Uhren der Knoten synchronisiert sein, vgl. [71].
Alternativ wurden verschiedene Ansätze konzipiert, die keine Synchronisierung
erfordern. In [228] beschreiben die Autoren verschiedene asynchrone Aktivitäts-
schemata für den IEEE-Standard 802.11. Auch das Asynchronous Wakeup Protocol
(AWP) [250] stellt sicher, dass benachbarte Knoten sich in endlicher Zeit erkennen
und miteinander kommunizieren können, ohne dass ein zeitlicher Abgleich stattfin-
den muss. Bei Random Asynchronous Wakeup (RAW) [181] ist dies ebenfalls nicht
nötig. RAW ist gedacht für Netze mit hoher Knotendichte und basiert darauf, dass
Daten in der Regel über mehrere Pfade übertragen werden können. Die Knoten
können zu zufälligen Zeiten aufwachen, da das Routing-Protokoll dafür sorgt, dass
Pakete einen Weg zu ihrem Ziel über die jeweils aktiven Knoten finden.
Neben diesen eigenständigen Verfahren, gibt es auch Ansätze, bei denen das Kon-
zept der Aktivitätszyklen schon auf der Ebene des Medium Access Control (MAC),
also der Koordination des Medienzugriffs, integriert wird. Bei MAC-Protokollen
unterscheidet man zwischen wettbewerbsfreien und wettbewerbsbasierten Verfah-
ren. Ein Beispiel für erstere sind Ansätze, bei denen Knoten in Clustern gruppiert
werden und der sogenannte Clusterhead Zeitslots für Übertragungen an die restli-
chen Knoten des Clusters vergibt [2, 249]. Ein weiteres Beispiel für einen wettbe-
werbsfreien Ansatz ist Traffic-Adaptive Medium Access (TRAMA) [192]. Bei TRA-
MA werden die Zeitpunkte von Übertragungen über lokal bestimmte Pläne festge-
legt, welche an die jeweiligen Nachbarknoten kommuniziert werden. Dadurch ist je-
dem Knoten bekannt, wann er sich in den Schlafmodus begeben kann. Beispiele für
wettbewerbsbasierte Ansätze sind Sensor-MAC (S-MAC) [247] und Berkeley-MAC
(B-MAC) [187]. Bei S-MAC wachen die Knoten einer Region des Netzes immer
synchron auf, wofür zu Beginn der aktiven Zeit Synchronisations-Nachrichten ver-
schickt werden. Übertragungen werden mittels RTS-CTS-Handshake initiiert, wo-
durch Kollisionen vermieden werden sollen. Nicht beteiligte Nachbarknoten kön-
nen sich, sobald sie den Handshake mithören, in den Ruhemodus versetzen. Bei
B-MAC befinden sich die Knoten die meiste Zeit im Schlafmodus, prüfen aber pe-
riodisch, ob Aktivität auf dem Kanal stattfindet. Knoten, die Daten senden möch-
ten, müssen dies den schlafenden Knoten anzeigen, indem sie eine Präambel voraus
schicken, die mindestens einen Schlaf-Wach-Zyklus lang ist. Dadurch ist sicherge-
stellt, dass die Nachbarknoten bei der periodischen Prüfung Aktivität erkennen und
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somit bei der eigentlichen Übertragung wach sind. Einen hybriden Ansatz stellt
Zebra-MAC (Z-MAC) [198] dar. Bei diesem werden Zeitslots für Knoten reserviert,
können von diesen aber auch wieder für die anderen Knoten freigegeben werden.
Hierdurch wird erreicht, dass sich Z-MAC bei großem Datenaufkommen wie ein
Zeitmultiplexverfahren (engl. Time Division Multiple Access (TDMA)) verhält, bei
wenigen Datenverkehr sich jedoch einem klassischem wettbewerbsbasierten Ver-
fahren annähert.
3.1.1.2 Datenreduktion und -erfassung
Eine Möglichkeit der Datenreduktion besteht darin, die in einem Sensornetz anfal-
lenden Rohdaten auf Seiten der Sensorknoten bereits zu verarbeiten und zu aggre-
gieren. Dieses Vorgehen bezeichnet man als In-Network Processing [13] bzw. In-
Network Aggregation [74]. Tiny AGgregation (TAG) [153] ist ein Ansatz, der diese
Technik verwendet und speziell für Monitoring-Netze mit baumartigen Topologien
konzipiert wurde. TAG reduziert in diesen die übertragene Datenmenge durch die
Aggregation der Daten bei jedem Zwischenknoten auf dem Pfad zum Empfänger
der Daten. Fasolo et al. [74] bieten einen guten Überblick über weitere Ansätze und
Techniken in diesem Bereich.
Eine zweite Möglichkeit die Datenmenge zu reduzieren ist die Verwendung von
Kompressionsalgorithmen. Viele der existierenden Ansätze sind aufgrund der Kom-
plexität nicht für Sensorknoten mit ihren begrenzten Ressourcen geeignet [22,129].
Sensor LZW (S-LZW) [202] ist eine speziell für Sensornetze entwickelte Variante
des Lempel-Ziv-Welch-Algorithmus (LZW) [234], welcher die Daten mit Hilfe ei-
nes selbst erzeugten Wörterbuchs komprimiert. Um bei fehlerhaften Übertragungen
die Energiekosten für wiederholte Übermittlung der Daten gering zu halten, wurden
bei S-LZW sowohl die Datenblöcke als auch das erzeugte Wörterbuch in der Grö-
ße begrenzt. Neben der Kompression der einzelnen Knoten kann durch Distributed
Source Coding (DSC) auch die Korrelation der Messdaten mehrerer Sensorknoten
für die Kompression ausgenutzt werden [242].
Eine dritte Gruppe von Ansätzen verringert die übertragenen Daten mittels Vorher-
sagen. Typischerweise verwenden die Sensorknoten ein Modell, dass sie mit dem
Empfänger der Daten, der Datensenke, teilen. Passen die erfassten Messwerte nicht
zu diesem Modell, senden die Knoten die Messdaten an die Senke oder bestimmen
ein neues Modell und übermitteln dies. Bei diesen Ansätzen kann man zwischen
stochastischen-, Zeitreihen-basierten oder algorithmischen Prognosen unterschei-
den [13]. Bei Ken [47] werden für die Vorhersagen dynamische probabilistische
Modelle verwendet, so dass nach einer Lernphase eine Wahrscheinlichkeitsdich-
tefunktion für die Wertebelegung der Variablen bestimmt werden kann. Ein inter-
essanter Zeitreihen-basierter Ansatz wurde von Le Borgne et al. [137] vorgestellt.
Bei diesem können die Knoten selbstständig das für ihre Messungen passendste
Modell aus einer Menge möglicher Modelle auswählen, wodurch die Komplexität
je nach aktuellem Verhalten der Messgröße angepasst wird. PREMON [84] ist ein
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Beispiel für einen algorithmischen Ansatz. Bei diesem werden die erfassten Mess-
daten zu einem Zeitpunkt als „Pixel“ eines Bildes interpretiert. Die Überwachung
eines Gebietes ist somit eine Folge von Bildern und wird als „Sensorfilm“ betrach-
tet. Auf diesen werden dann, den Konzepten der MPEG-Videokompression [138]
sehr ähnliche Verfahren angewandt, welche die zeitliche und örtliche Korrelation
benachbarter Pixel zur Kompression ausnutzen.
Neben der Möglichkeit die übertragene Datenmenge zu reduzieren, gibt es auch die
Option, die erhobene Datenmenge, d. h. die Anzahl der durchgeführten Messungen,
zu reduzieren. Wie auch bei den vorherigen Ansätzen soll hierbei ein möglichst
geringer Informationsverlust entstehen. Diese Verfahren werden in der Regel unter
dem Begriff „energieeffiziente Datenerfassung“ zusammengefasst und werden von
Raghunathan et al. [190] in drei Untergruppen unterteilt: adaptives, hierarchisches
und Model-basiertes Sampling.
Beim adaptiven Sampling werden die Messungen nicht wie gewöhnlich in periodi-
schen Zeitintervallen an bestimmten Orten durchgeführt, sondern die zeitliche bzw.
örtliche Messauflösung wird auf Basis der erfassten Messwerte und deren Entwick-
lung angepasst. Soll die zeitliche Auflösung angepasst werden, werden Kriterien für
die Erhöhung bzw. die Reduzierung dieser benötigt. Alippi et al. [11] verwenden in
ihrem Ansatz eine modifizierte Variante der kumulativen Summe (engl. cumulative
sum (CUSUM)) [25], um die Sampling-Frequenz der Messungen anzupassen, wo-
hingegen Jain und Chang [108] die Messhäufigkeit basierend auf dem Schätzfehler
des eingesetzten Kalman-Filters [113] einstellen. Ein Ansatz zur Anpassung der
örtlichen Auflösung stellen Willet et al. mit ihrem Backcasting-Konzept vor [239].
Dabei wird in zwei Schritten vorgegangen: In einem initialen Durchgang wird nur
eine bestimmte Teilmenge der Sensorknoten für die Messungen aktiviert, wodurch
ein grobes Abbild des zu messenden Phänomens konstruiert werden kann. Im zwei-
ten Schritt aktiviert der Server zusätzliche Knoten in den Regionen, in denen die
Korrelation der Messwerte gering ist. Somit erhält man in Regionen, in denen sich
die Messgröße stark verändert, eine feinere örtliche Auflösung, wohingegen in Ge-
genden mit konstanten Werten die Auflösung geringer ist. Bei dem für mobile Mess-
roboter entwickelten Ansatz von Rahimi et al. [191] wird ähnlich vorgegangen: Be-
wegt sich der mobile Knoten in eine Region mit großen räumlichen Schwankungen
der Messwerte, steigert dieser die Messfrequenz, wodurch bei gleichbleibender Ge-
schwindigkeit die örtliche Auflösung erhöht wird.
Um Energie zu sparen, werden beim hierarchischen Sampling Sensoren verschie-
denen Typs genutzt, welche die zu beobachtende Messgröße in unterschiedlicher
Qualität erfassen. Einfache Sensoren, die wenig Energie verbrauchen, haben in der
Regel eine begrenzte Auflösung bzw. Genauigkeit. Dagegen benötigen komplexe-
re und genauere Sensoren meist deutlich mehr Energie für ihre Messungen. Beim
hierarchischen Sampling wird daher mit den einfachen Sensoren ein grobes Bild der
Umgebung erfasst und bei Bedarf werden komplexere Sensoren mit einer genaue-
ren Untersuchung beauftragt. Kijewski-Correa et al. [126] haben ein Konzept mit
hierarchischem Sampling für die Überwachung struktureller Schäden einer Brücke
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entwickelt. Dabei werden zwei Arten von Sensoren verwendet: (1) MESO-Knoten
mit Beschleunigungssensoren und (2) MICRO-Knoten mit Dehnungssensoren. Mit-
tels der MESO-Knoten wird das Bauwerk regelmäßig auf Schäden geprüft, während
die MICRO-Knoten sich im Schlafmodus befinden. Wird ein mögliches Problem er-
kannt, wird zunächst eine Gegenprobe mit den umliegenden MESO-Knoten durch-
geführt. Falls der Verdacht eines Schadens sich erhärtet, werden schließlich die
MICRO-Knoten der entsprechenden Region aktiviert, mit deren Hilfe ein Schaden
sicher erkannt werden kann. Auch Tseng et al. haben mit iMouse [229] ein Überwa-
chungssystem entwickelt, welches aus zwei Arten von Sensorknoten besteht. Zum
einen wird eine Vielzahl einfacher statischer Knoten eingesetzt, um Lichtintensität,
Lautstärke und Temperatur zu messen. Zum anderen steht eine kleine Anzahl mit
Kameras und WLAN ausgestatteter mobiler Sensorknoten zur Verfügung. Diese
werden dann aktiv, wenn die statischen Knoten ein ungewöhnliches Ereignis erken-
nen. Ist dies der Fall, werden die mobilen Sensoren zu der Gefahrenstelle geschickt
und können mit ihrer Kamera ein detaillierteres Bild der Situation an die Basis
übertragen. Analog wird bei dem von Sing et al. [218] vorgeschlagenen Ansatz vor-
gegangen. Zur Bestimmung der Intensität des einfallenden Lichts am Boden eines
Waldes wird in der ersten Stufe eine „globale“ Kamera verwendet, mit der die un-
gefähre Lichtstärke im Untersuchungsgebiet erfasst wird. Die Ausgabe der Kamera
wird schließlich genutzt, um mobile Knoten, die mit Sensoren zur Erfassung foto-
synthetisch nutzbarer Strahlung ausgestattet sind, an die relevanten Orte zu schicken
und dort exakte Messungen durchzuführen.
Modell-basierte Sampling-Verfahren gehen sehr ähnlich wie die zuvor beschrie-
benen Vorhersage-basierten Übertragungsverfahren vor. Bei letzteren liegt der Fo-
kus jedoch auf der Reduzierung der kommunizierten Daten, d. h. die Sampling-
Frequenz wird nicht angepasst, wodurch auch die Energie, die für die Messungen
benötigt wird, unverändert bleibt [13]. Modell-basierte Sampling-Verfahren zielen
jedoch darauf ab, auch die Anzahl der Messungen auf ein Minimum zu reduzieren.
Dafür wird bei diesen Ansätzen versucht, die Messwerte mit einem gewissen Konfi-
denzintervall durch Messungen an anderen Orten, zu anderen Zeitpunkten und/oder
mit anderen Sensortypen vorherzusagen [190]. In [60] stellen die Autoren Barbie-
Q (BBQ) vor, ein System zur effizienten Beantwortung von Messanfragen mit Hilfe
eines probabilistischen Modells. Anhand dieses Modells entscheidet die Planungs-
komponente, wie eine Anfrage beantwortet werden soll. Wird z. B. die Tempera-
tur einer Region angefragt, kann ein Plan zur Energiereduktion sein, dass gewisse
Knoten nur die Batteriespannung messen, welche von der Umgebungstemperatur
abhängt, und nur eine kleine Menge an Knoten einen wirklichen Temperatursen-
sor verwenden. Ein anderes Konzept ist das von Padhy et al. vorgestellte Utility-
based Sensing and Communication protocol (USAC) [179]. Bei diesem bestimmt
jeder Knoten ein Modell basierend auf den zuletzt durchgeführten Messungen. Die
Sampling-Frequenz wird immer dann angepasst, wenn eine neue Messung nicht
in das vorhergesagte Konfidenzintervall fällt. In diesen Fällen wird angenommen,
dass ein sogenannter Phasenwechsel stattgefunden, d. h. dass die Messgröße sich
deutlich verändert hat. USAC setzt die Sampling-Frequenz dabei auf die Maximal-
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frequenz, um genügend Messwerte der neuen Phase zu erhalten und daraufhin ein
neues Vorhersagemodell erstellen zu können.
3.1.1.3 Energieeinsparung durch Knotenmobilität
Die bisher vorgestellten Ansätze basieren mehrheitlich auf Sensornetzen mit sta-
tischen Sensorknoten. Sobald sie einmal postiert wurden, können sie ihre Lage
nicht mehr verändern. Neben diesen gibt es aber auch mobile Sensorknoten, die
sich selbstständig fortbewegen und somit ihre Lage anpassen können. Die Mobilität
dieser Knoten kann genutzt werden, um Energie einzusparen. Soll etwa vermie-
den werden, dass die Energiereserven der Knoten in der Nähe der Senke zu schnell
aufgebraucht werden, kann die Mobilität verwendet werden, um diese Knoten durch
das Fortbewegen der Senke in eine andere Region des Netzes zu entlasten, vgl. [44].
Prinzipiell kann man zwei Untergruppen von Ansätzen unterscheiden: Einerseits
Ansätze, die wie zuvor beschrieben, eine mobile Senke verwenden, um Energie
einzusparen; andererseits Ansätze, die mobile Knoten als „Übermittler“ nutzen. Die
Übermittler-Knoten sammeln die Daten der anderen Knoten ein und leiten diese an
die eigentliche Senke weiter.
Bei Ansätzen, die auf einer oder mehreren mobilen Senken basieren, ist eine ent-
scheidende Frage, wie und wohin diese bewegt werden sollen. Sowohl Gandham et
al. [77] als auch Wang et al. [233] nutzen in ihren Ansätzen lineare Optimierung, um
zu entscheiden, welche Knoten von der mobilen Senke besucht und wie lange diese
bei den verschiedenen Knoten verweilen soll. Das Ziel beider Ansätze ist es, die
Lebensdauer des Gesamtnetzes zu maximieren. Die von Basagni et al. entwickel-
te Heuristik Greedy Maximum Residual Energy (GMRE) [24] bewegt die mobile
Senke in die Gegenden, in denen die Knoten die höchsten verbleibenden Energie-
reserven haben. Im Gegensatz zu den vorherigen zentral bestimmen Optimierungen
handelt es sich bei GMRE um einen verteilten Ansatz.
Daneben gibt es auch Ansätze, welche die Mobilität der Senke für neue Routing-
und Verteilungsverfahren nutzen. Luo et al. [148] haben ein Routing-Konzept für
kreisförmige Sensornetze mit mobiler Senke entwickelt. In diesen soll die mobile
Senke S sich auf einem Kreis um den Mittelpunkt M des Sensornetzes durch das Un-
tersuchungsgebiet bewegen. Sensorknoten im Inneren des durch die Senke geform-
ten Kreises leiten ihre Pakete auf dem kürzesten Weg zur Senke (Shortest Path Rou-
ting), wohingegen Knoten außerhalb des Kreises die Pakete zunächst kreisförmig in
Richtung der mobilen Senke senden (Round Routing). Dies geschieht solange, bis
diese auf die Verlängerung der Strecke MS treffen. Ab dieser Stelle wird wieder die
kürzeste Route zur Senke gewählt. Die Erfahrungen aus dieser theoretischen Arbeit
wurden schließlich bei der Konzeption des Routing-Verfahrens MobiRoute [149]
genutzt. Two-Tier Data Dissemination (TTDD) [246] ist ein hierarchisches Konzept
für mehrere Quellen und mobile Senken. Für eine effiziente Datenverteilung bau-
en die Quellen eine Rasterstruktur auf, bei der die Knoten, die den Gitterpunkten
des Rasters am nächsten liegen, die Rolle von sogenannten Verteiler-Knoten über-
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nehmen. An diese Verteiler-Knoten verschicken die Quellen proaktiv Nachrichten,
wenn bei ihnen Informationen vorhanden sind. Will eine mobile Senke diese Infor-
mationen erhalten, versendet sie eine Broadcast-Anfrage innerhalb ihrer aktuellen
Rasterzelle. Der nächstgelegene Verteiler-Knoten leitet die Anfrage über das Netz
von Verteiler-Knoten zur Quelle, welche die Daten über den gleichen Weg an die
Senke übermittelt.
Die zweite Untergruppe nutzt die Mobilität einzelner Knoten, um die Daten der
anderen Knoten einzusammeln und an die Datensenke weiterzuleiten. Ein Beispiel
ist die in [109, 211] vorgestellte Architektur, welche aus drei Ebenen besteht. Zu
der obersten Ebene gehören die drahtlosen Zugangspunkte, die über einen direkten
Anschluss an das Weitverkehrsnetz verfügen und so Daten an den Anwendungsser-
ver übertragen können. Zu der mittleren Schicht gehören mobile Knoten, die von
den Autoren mit Mobile Ubiquitous LAN Extensions (MULEs) bezeichnet werden.
Diese sammeln die Daten der statischen Sensoren aus der untersten Schicht ein und
geben sie bei der Begegnung mit einem Zugriffspunkt an diesen weiter. Bei den
MULEs setzen die Autoren dabei auf Objekte, die ohnehin im Untersuchungsge-
biet unterwegs sind, wie Personen, Fahrzeuge oder Tiere. Die Mobilität der MULEs
kann folglich nicht gesteuert oder vorhergesagt werden. Andere Ansätze verwen-
den hingegen speziell eingesetzte mobile Knoten, deren Mobilität gesteuert werden
kann [121, 220]. Bei diesen wird ein optimaler Pfad bestimmt, so dass die mobilen
Knoten an möglichst vielen statischen Knoten vorbeikommen und letztere durch die
kurzen Übertragungsstrecken möglichst viel Energie einsparen können.
3.1.2 Ressourcenschonung in partizipativen Sensornetzen
Die Ansätze zur Ressourcenschonung in PSNs unterscheiden sich von denen für
WSNs. So sind Aktivitätszyklen, bei denen sich Knoten in den Ruhemodus verset-
zen, in PSNs nicht praktikabel, da die Mobiltelefone der Nutzer für eine durchge-
hende Erreichbarkeit der Nutzer ununterbrochen aktiv sein müssen. Auch die An-
sätze, die auf die Mobilität einiger Knoten setzen, sind nicht auf PSNs übertragbar,
da diese von einem Netz von statischen Knoten ausgehen, bei denen nur einige spe-
zielle Knoten mobil sind. Da die Nutzer ihre Geräte in PSNs mit sich führen, sind
alle Knoten mobil, allerdings ist deren Mobilität nicht steuerbar.
Bei der Betrachtung partizipativer Sensornetze sind drei Aspekte von zentraler Be-
deutung, siehe Abbildung 3.2. Erstens eine effiziente Positionsbestimmung, da alle
Knoten mobil sind und deren Positionen für die Erfüllung der Messaufgaben es-
sentiell sind. Zweitens eine effiziente Verteilung der Messaufgaben, um die Knoten
über die durchzuführenden Messungen zu instruieren. Drittens wie bei traditionel-
len Sensornetzen eine effiziente Datenerfassung, um die Erfassung und Übermitt-
lung unnötiger Daten zu vermeiden.
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Abbildung 3.2: Klassifizierung ressourcenschonender Ansätze für PSNs
3.1.2.1 Positionsbestimmung
Aufgrund der Mobilität der Knoten ist die effiziente Positionsbestimmung ein zen-
traler Aspekt in PSNs. Die Position der Geräte ist zum einen wichtig für die Vertei-
lung der Messaufgaben, zum anderen zur geografischen Einordnung der erfassten
Messwerte.
Ein mögliches Vorgehen besteht darin, die verwendeten Sensoren für die Posi-
tionsbestimmung der jeweiligen Situation anzupassen. Bei V-Track [226], einem
Konzept für die Bestimmung von Verkehrsstörungen mit Hilfe von Mobiltelefo-
nen, kann anstatt der energieintensiven GPS-Positionierung dauerhaft auf WLAN-
basierte Ortung umgestellt werden. Hierfür erstellen Endgeräte, die GPS aktiviert
haben, eine Datenbank mit verfügbaren WLAN-Zugriffspunkten und speichern de-
ren Position. Andere Geräte können mit dieser Datenbank ihre ungefähre Position
bestimmen und mit Hilfe eines Hidden Markov Model (HMM) den zurückgelegten
Pfad relativ genau bestimmen. Mit a-Loc [142] schlagen die Autoren ein Konzept
vor, bei dem, basierend auf probabilistischen Modellen für den Ort des Nutzers
und den aktuellen Messungenauigkeiten, dynamisch die jeweils energieeffizientes-
ten Sensoren aktiviert werden, welche für die von der Applikation geforderte Ge-
nauigkeit benötigt werden.
Jigsaw [147] ist ein System für kontinuierliche Messungen mit Mobiltelefonen,
welches darauf abzielt, eine Balance zwischen Leistungsanforderungen und Res-
sourcenschonung zu finden. Dafür verwendet es sensorspezifische Pipelines, mit
welchen den jeweiligen Herausforderungen begegnet wird. Für die GPS-Positio-
nierung bestimmt Jigsaw mit Hilfe der Beschleunigungssensoren die Aktivität des
Nutzers und legt zusammen mit der Messdauer und dem Hardware-Zustand, wie
z. B. der noch verfügbaren Batterielaufzeit, eine Sampling-Strategie fest. Ein ähnli-
ches Vorgehen schlagen auch Zhuang et al. [254] vor und beschreiben verschiedene
Strategien für eine effiziente Positionsbestimmung. Eine Positionierung wird nur
durchgeführt, wenn die Beschleunigungssensoren eine Bewegung melden. Zudem
wird, wann immer möglich, GPS durch GSM-Ortung ersetzt. Außerdem wird die
Messfrequenz je nach Batterielevel angepasst, d. h. bei geringen Energiereserven
wird seltener eine Positionsbestimmung durchgeführt. Bareth und Küpper [21] ha-
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ben einen hierarchischen Positionierungsalgorithmus für proaktive standortbezoge-
ne Dienste entwickelt, bei dem die Positionierungsmethode dynamisch ausgewählt
wird, die am wenigsten Energie benötigt und gleichzeitig noch die benötigte Ge-
nauigkeit liefert. Will ein Dienst erkennen, sobald ein Nutzer eine Zielregion er-
reicht, wird dessen Position zunächst nur auf der Funkzelle basierend bestimmt.
Bewegt sich der Nutzer in die Zelle, in der die Zielregion liegt, wird auf WLAN-
Positionierung umgeschaltet. Diese wird solange genutzt, bis der Nutzer sich in
einem WLAN befindet, das die Zielregion schneidet. Erst im letzten Schritt wird
dann auf die sehr energieintensive GPS-Positionierung umgestellt.
Baier et al. [18] haben mit PSense ein Positionierungsverfahren für PSNs entwi-
ckelt. Bei diesem wird die nächste Position erst dann bestimmt, wenn der Nutzer
sich seit der letzten Positionierung so weit bewegt haben kann, dass er sich in der
Zielregion befinden könnte. PSense nimmt dabei an, dass Nutzer sich auf Straßen
bewegen und verwendet daher für die Berechnung der Zeitdauer bis zur Zielregion
einen entsprechenden Straßengraphen.
Daneben gibt es auch einige Verfahren, die mit Hilfe von Vorhersagen die Anzahl
der Positionsbestimmungen reduzieren. Constandache et al. [50] bestimmen hierfür
aus den Bewegungsprofilen der Nutzer Gewohnheiten und typische Pfade. Bewegt
sich ein Nutzer auf einem dieser Pfade, wird GPS nur verwendet, um die Vorhersa-
ge zu bestätigen oder eine Abweichung von dieser zu erkennen. Bei dem von Kjær-
gaard et al. [130] vorgestellten Positionierungssystem EnTracked wird die Anzahl
der Positionsbestimmungen mit Hilfe einer Bewegungserkennung und einer adap-
tiven Sampling-Rate reduziert. Anwendungen, die den Pfad des Nutzers verfolgen
wollen, stellen eine Anfrage an EnTracked, bei der auch ein zulässiges Fehlerlimit
angegeben wird. Daraufhin bestimmt das System mittels Beschleunigungssenso-
ren, ob der Nutzer sich bewegt, und falls dies der Fall ist, wird eine Positionierung
mit GPS durchgeführt. Der nächste Positionierungszeitpunkt wird dann basierend
auf der mit GPS bestimmten Geschwindigkeit ermittelt, d. h. es wird eine Schät-
zung abgegeben, wann die Position des Nutzers nicht mehr innerhalb des zulässi-
gen Fehlerlimits liegt. Auch Paek et al. [180] verwenden Beschleunigungssensoren
zur Bewegungserkennung und Bewegungsprofile für Vorhersagen. Darüber hinaus
wird eine Funkturm-Negativliste geführt, mit der die Funktürme von den Regio-
nen markiert werden, in denen GPS eine unzuverlässige Genauigkeit liefert und
somit ausgeschaltet bleiben kann. Außerdem findet bei jeder Positionsbestimmung
ein Bluetooth-basierter Positionsaustausch statt. Dazu verbreiten die Geräte die neu
bestimmte Position per Broadcast an alle Nachbarn, so dass diese sich eine Positi-
onsbestimmung sparen können.
3.1.2.2 Task-Verteilung
WSNs werden in der Regel mit einem bestimmen Einsatzzweck aufgebaut und die
Sensorknoten entsprechend programmiert. Eine Umprogrammierung der Knoten ist
zwar oftmals möglich, allerdings geschieht dies eher selten, vgl. [235]. In PSNs
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werden jedoch private Mobiltelefone genutzt, die nicht speziell für die Durchfüh-
rung von Messungen verteilt wurden. Daher müssen Geräte, die von ihren Nutzern
für die Erfassung von Daten im Rahmen eines PSNs zu Verfügung gestellt werden,
über die durchzuführenden Messaufgaben informiert werden. Für die Auswahl der
zu informierenden Knoten und die Verteilung der Tasks wurden daher verschiedene
Ansätze entwickelt. Einen pragmatischen Weg bei der Verteilung von Messanfragen
wählen Gaonkar et al. [82]: Anfragen werden an alle mobilen Geräte gesendet, die
sich innerhalb einer spezifizierten Region befinden. Dafür muss jedes Gerät, sobald
der Nutzer sich bewegt, fortlaufend seinen aktuellen Standort melden.
Daneben gibt es Ansätze, die eine Auswahl der Nutzer anhand verschiedener Kri-
terien treffen. Bei Cardone et al. [39] werden die Nutzer in einem mehrstufigen
Verfahren bestimmt. Zunächst wird die Liste aller Nutzer, zufällig oder basierend
auf ihrer Anwesenheit in der Anfrageregion, geordnet. Im nächsten Schritt wer-
den die Nutzer aussortiert, deren Geräte zu geringe Energiereserven aufweisen. Im
letzten Schritt wird ein spezifizierter Anteil der Nutzer aus der verbleibenden Liste
als Empfänger selektiert. Reddy et al. [195] schlagen zwei verschiedene Ansätze
zur Rekrutierung von Teilnehmern in PSNs vor. Bei einem der Ansätze wird die
erreichbare Abdeckung durch die Teilnehmer maximiert. Dafür werden die Bewe-
gungsprofile der Nutzer analysiert, dann wird eine Teilmenge bestimmt, so dass
die größtmögliche Abdeckung bei gleichzeitig kleinstmöglichen Kosten erreicht
wird. Ein zweiter Ansatz nimmt die Auswahl der Nutzer basierend auf der Erfül-
lung vorheriger Aufgaben vor. Dabei werden sowohl kampagnenübergreifende als
auch kampagnenspezifische Metriken genutzt, welche die Qualität und Quantität
der Messdaten der Nutzer bewerten.
Andere Ansätze setzen auf eine modellbasierte Auswahl von Nutzern, um die Mess-
aufgaben möglichst effizient zu verteilen. Bei Philipp et al. [184] bestimmt das
System ein Modell, das die Korrelationen der Messwerte nahe gelegener Knoten
widerspiegelt. Dieses kann genutzt werden, um Messwerte von Knoten abzuleiten
und somit die Anzahl der benötigten Messungen zu reduzieren. Baier et al. [17]
schlagen ein Konzept vor, bei dem die Empfängermenge mit Hilfe eines probabi-
listischen Modells ausgewählt wird. Hierzu wird für jeden Nutzer die Wahrschein-
lichkeit bestimmt, dass sein Pfad innerhalb des gewünschten Zeitfensters durch die
Region des Tasks führt. Mit diesen Wahrscheinlichkeiten wird eine Menge an Nut-
zern bestimmt, so dass der Task mit hoher Wahrscheinlichkeit erfüllt, gleichzeitig
aber möglichst wenig Energie verbraucht wird, d. h. möglichst wenige Nutzer die-
sen Task erhalten und ausführen.
Einen weiteren, dezentralen Ansatz stellt das von Lu et al. [145] entwickelte Bubble-
Sensing dar. Bei diesem werden die Aufgaben durch Broadcasts innerhalb der Ziel-
region verteilt. Knoten erfahren somit nur von existierenden Tasks, wenn sie auch
vor Ort sind und die Messung durchführen können. Nur wenn kein Knoten vor Ort
ist, der den Broadcast übernehmen kann, müssen die Knoten sich die Tasks vom
Anwendungsserver herunterladen.
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3.1.2.3 Datenreduktion und -erfassung
Wie bei traditionellen Sensornetzen kommt es auch bei PSNs auf eine energieeffizi-
ente Datenreduktion und -erfassung an. Um die zu übertragenen Daten zu reduzie-
ren, können diese, wie in Abschnitt 3.1.1.2 skizziert, weiterverarbeitet, komprimiert
oder vorhergesagt werden. Da die Kompressionstechniken jedoch nicht spezifisch
für PSNs sind, werden im Folgenden nur Ansätze für die Weiterverarbeitung und
die Vorhersage von Messdaten betrachtet.
Rachuri et al. [189] stellen ein Konzept vor, bei dem die mobilen Endgeräte für die
Weiterverarbeitung der Messdaten entscheiden, ob diese lokal auf dem Gerät oder
auf Seiten des Servers erfolgen soll. Dafür können Regeln spezifiziert werden, an-
hand derer die Gewichte für Energieschonung, Latenz und der zu übertragenen Da-
tenmenge festgelegt werden. So kann z. B. die Latenz die höchste Priorität erhalten,
solange die Batteriereserven ausreichend groß sind, und sobald diese sich dem Ende
zuneigen, können die Gewichte zugunsten der Energieschonung umverteilt werden.
Bei dem von Lu et al. [146] vorgestellten System SoundSense, das den Kontext der
Nutzer auf Basis von Tonaufnahmen bestimmt, wird versucht, die Menge der zu ver-
arbeitenden Daten zu reduzieren. Da die Analyse der Audio-Daten aufwendig ist,
wird zunächst geprüft, ob die erfassten Daten relevant sind oder nicht. Dazu wer-
den die Daten blockweise untersucht. Datenblöcke, deren Tonpegel zu gering und
bei denen die Entropie im Frequenzbereich zu groß ist, werden ohne Verarbeitung
verworfen.
Motegi et al. [169] stellen einen Ansatz vor, der durch Vorhersage von Messwerten
Übertragungen einsparen soll. Dabei prüft jedes Gerät zwei Aspekte: Zuerst wird
untersucht, ob der neueste Messwert zu der bisherigen Vorhersage passt. Ist dies
nicht der Fall, wird der neue Messwert übermittelt und ein neues Vorhersagemodell
bestimmt. Liegt der Messwert innerhalb der Toleranzgrenzen der Vorhersage, wird
in einem zweiten Schritt geprüft, ob sich durch den Messwert eine Statistik, wie
etwa der Mittelwert oder das Maximum der Gesamtwerte, ändern kann. Falls die
Wahrscheinlichkeit hierfür hoch ist, wird der Messwert an den Server übermittelt,
wenngleich dieser zu dem Vorhersagemodell passt.
Musolesi et al. [171] stellen verschiedene Strategien zur Kommunikation von Mess-
ergebnissen an den Server vor, wobei die Ergebnisse aus einer endlichen Menge
von Zuständen stammen. Die Autoren entwickeln Strategien für Szenarien mit kon-
tinuierlicher Konnektivität, wie beispielsweise den einer Abstimmung ähnelnden
Upload (engl. Voting based uploading strategy). Bei diesem Vorgehen wird nur
der häufigste Zustand innerhalb eines spezifizierten Zeitfensters übertragen und das
auch nur, wenn sich dieser gegenüber dem vorherigen Zeitfenster geändert hat. Des
Weiteren wurde auch eine Strategie für Szenarien mit gewollten und nicht gewollten
Konnektivitätsunterbrechungen konzipiert. In diesen Fällen verwendet der Server
Markov-Ketten [31] zur Vorhersage der Zustände, wozu die Endgeräte den Server
regelmäßig über die nötigen Übergangsmatrizen, also die Übergangswahrschein-
lichkeiten zwischen den Zuständen, informieren.
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Neben den Ansätzen, welche die Übertragung der Daten optimieren, gibt es auch
für PSNs verschiedene Konzepte um die Datenerfassung effizienter zu gestalten.
Ein Ansatz für adaptives Sampling wird von Rachuri et al. [189] vorgestellt. In ih-
rem SociableSense-System wird zwischen Events, die das System verpassen kann
(engl. missable), und solchen, die es nicht verpassen sollte (engl. unmissable), un-
terschieden. Basierend auf dieser Unterscheidung erfolgt auch die Anpassung der
Sampling-Rate: Wird ein als missable klassifizierter Event erfasst, wird die Mess-
frequenz reduziert. Wird hingegen ein unmissable Event erkannt, wird die Häufig-
keit der Messungen erhöht. Bei Yan et al. [244] wird für jeden möglichen Zustand
eine optimale Sampling-Rate definiert. Wird ein Zustand erkannt, wird die Messfre-
quenz angepasst und so lange beibehalten, bis die Messwerte einen Zustandswech-
sel andeuten. Ist der Zustand dem System nicht bekannt, werden die Daten mit der
maximalen Frequenz erfasst, bis wieder ein bekannter Zustand erreicht ist.
Auch das zuvor vorgestellte Konzept des hierarchischen Samplings, vgl. Abschnitt
3.1.1.2, kann bei PSNs sinnvoll angewandt werden, da Smartphones typischerweise
mit unterschiedlichen Sensortypen ausgestattet sind. Daher bietet es sich bei konti-
nuierlichen Messungen an, diese mit einfacheren Sensoren durchzuführen und ener-
gieintensivere Sensoren solange im Ruhemodus zu lassen, bis deren Genauigkeit
wirklich benötigt wird. Diese Technik wird bei Nericell [165], einem System zur
Überwachung des Straßen- und Verkehrszustandes, eingesetzt. So bestimmt Neri-
cell die Position grundsätzlich mittels GSM-Ortung und verwendet nur dann die
energieintensivere Standortbestimmung mittels GPS, wenn sich das Gerät in einen
relevanten Bereich bewegt. Auch die aufwendige Erkennung von Hupsignalen wird
nur aktiviert, wenn durch die Beschleunigungssensoren ein abrupter Bremsvorgang
ermittelt wurde.
Das von Wang et al. [232] entwickelte Energy Efficient Mobile Sensing System
(EEMSS) ist ein Framework zur automatisierten Erkennung von Zustandsänderun-
gen des Nutzers. Auch hier wird hierarchisches Sampling eingesetzt, d. h. es wird
jeweils eine minimale Menge an Sensoren verwendet, um die relevanten Änderun-
gen zu erkennen. Hierfür können in Zustandsbeschreibungen die benötigten Sen-
soren und auch die Aktivitätszyklen für die jeweiligen Zustände festgelegt werden,
wodurch das Framework für verschiedenste Szenarien einsetzbar ist. Einen ähnli-
chen Ansatz wählen auch Kang et al. [116] für ihr SeeMon-System. Auch bei die-
sem wird Energie gespart, indem die minimale Menge an benötigten Sensoren zu
Beantwortung aller Kontextanfragen, das sogenannte Essential Sensor Set (ESS),
bestimmt wird.
Daneben gibt es auch Konzepte, die darauf abzielen, Mobiltelefone für den Einsatz
als Messknoten zu optimieren. Priyantha et al. [188] schlagen mit LittleRock eine
spezielle Architektur vor, bei der die Messungen und die Verarbeitung der Messda-
ten an einen dedizierten, stromsparenden Prozessor ausgelagert werden. Der Strom-
verbrauch solcher Prozessoren ist sehr gering und vergleichbar mit dem von Sen-
soren. Zudem können durch die einfachere Hardware-Architektur auch schnellere
Wechsel zwischen Aktiv- und Ruhemodus vollzogen werden, wodurch zusätzlich
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Energie eingespart werden kann. Auch bei SpeakerSense [144] wird eine solche
heterogene Multiprozessor-Architektur für die kontinuierliche Aufzeichnung von
Daten verwendet.
3.1.3 Zusammenfassende Bewertung der Ansätze
In diesem Abschnitt wurden Ansätze zur effizienten Datenerfassung in drahtlosen
und partizipativen Sensornetzen vorgestellt. Die Breite des Spektrums existierender
Ansätze spiegelt die Bedeutung und die Relevanz des Themas wider. Ohne intelli-
gente und effiziente Konzepte zur Datenerfassung ist eine Umsetzung von Sensor-
netzen nicht, bzw. nur mit hohen Kosten und Kompromissen, realisierbar. Wenn-
gleich die für WSNs vorgestellten Ansätze als Inspiration für PSNs dienen können,
sind sie oftmals nicht direkt übertragbar. Wie bereits in Abschnitt 3.1.2 beschrieben,
sind weder die auf Aktivitätszyklen basierenden Ansätze noch die auf steuerbaren
mobilen Sensorknoten stützende Konzepte in PSNs praktikabel, da die Einsatzbe-
dingungen durch die Verwendung von Mobiltelefonen zu stark divergieren.
Bei den für PSNs entwickelten Konzepten wurden drei verschiedene Themenfelder
betrachtet: die Positionsbestimmung, die Task-Verteilung und die Datenerfassung.
Bei der Positionsbestimmung gibt es bereits eine Vielzahl von Ansätzen, welche die
verschiedensten Einsatzszenarien und Anwendungsfelder gut abdecken. Ein Grund
hierfür ist, dass diese Thematik nicht nur für PSNs interessant ist, sondern auch
bei anderen Anwendungen von großer Bedeutung ist, wie etwa bei ortsbezogenen
Diensten (engl. Location-based Services (LBS)) [52].
Bei den anderen beiden Themenfeldern, der Task-Verteilung und der Datenerfas-
sung, gibt es zwar diverse Ansätze, allerdings besteht hier im Vergleich zu der Po-
sitionsbestimmung ein größerer Optimierungsbedarf. Neben den sehr rudimentären
Ansätzen zur Task-Verteilung gibt es eine Reihe von Ansätzen, die zwar auf ei-
ne effizientere Verteilung der Aufgaben abzielen, die aber im Gegenzug nicht die
Effektivität garantieren können. Das bedeutet, sie können nicht sicherstellen, dass
immer die relevanten Knoten die Tasks erhalten, da diese z. B. auf Vorhersagen mit
Hilfe von Bewegungsprofilen [195] oder auf probabilistischen Modellen [17] ba-
sieren. Bei der Datenerfassung gibt es zahlreiche vielversprechende Ansätze, wie
beispielsweise neue, für PSNs optimierte Architekturen für Endgeräte [188]. Vie-
le bisherige Konzepte sind aber hauptsächlich auf die Optimierung der Datener-
fassung eines einzelnen Gerätes fokussiert. Zudem wurden auch diverse Verfahren
vorgestellt, die für spezielle Anwendungsfelder, wie etwa für die Aufnahme von
Audio-Daten [146], konzipiert wurden. Auch bei den auf hierarchischem Sampling
basierenden Konzepten sind für jedes Anwendungsszenario optimierte Regeln nö-
tig.
Hieraus wurden zwei Themen identifiziert, die durch die bisherigen Ansätze nur
unzureichend abgedeckt sind und die mit den in den folgenden Abschnitten vorge-
stellten Konzepten adressiert werden:
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• Eine effiziente Task-Verteilung für örtlich und zeitlich beschränkte Messun-
gen, welche die Energiekosten minimiert, aber gleichzeitig die Effektivität
des Systems nicht beeinflusst.
• Ein Konzept zur lokalen Gruppierung von Messknoten mit dem Ziel, durch
Einsparung redundanter Messungen Nutzer und Betreiber bei großflächigen
Messkampagnen zu entlasten.
3.2 Ansatz zur energieeffizienten Task-Verteilung
In diesem Abschnitt soll ein Ansatz zur energieeffizienten Task-Verteilung vorge-
stellt werden. Der Anwendungsbereich dieses Ansatzes umfasst Szenarien mit lo-
kal und zeitlich beschränkten Messungen, d. h. es sollen nur an spezifizierten Orten
und zu spezifizierten Zeiten Messdaten erfasst werden. Ein Beispiel hierfür wäre
die Aufnahme von Fotos einer kritischen Kreuzung zur Bestimmung der aktuellen
Verkehrssituation oder auch die Bestimmung der Geräuschbelastung in bestimmten
Gebieten, wie z. B. in der direkten Nachbarschaft eines Krankenhauses.
Bei solchen Anwendungen ist eine effiziente Task-Verteilung sehr wichtig. Wie
bereits erläutert, ist eine Steuerung der Mobilität der Knoten nicht möglich. Da-
her kann nicht garantiert werden, dass eine Messanfrage auch wirklich beantwortet
wird. Kommt beispielsweise kein Teilnehmer des PSNs auf die Kreuzung, von der
ein Nutzer ein Foto wünscht, ist eine Beantwortung der Anfrage logischerweise
nicht möglich. Aus diesem Grund ist es wichtig, dass genügend bzw. die „richti-
gen“ Nutzer die Tasks erhalten, so dass die Wahrscheinlichkeit der Erledigung der
Aufgabe sehr hoch ist. Gleichzeitig muss aber darauf geachtet werden, dass nicht
schon durch die Task-Verteilung zu viel Energie auf Seiten der Endgeräte verbraucht
wird. Energie wird auf der einen Seite für den Empfang der Aufgaben benötigt,
auf der anderen Seite beansprucht auch die Überwachung der erhaltenen Tasks die
Energiereserven. Bei letzterem prüft das Gerät systematisch, ob es sich in einer der
Regionen befindet, die in den erhaltenen Tasks spezifiziert sind.
Als Lösung für die beschriebene Problematik wird im Folgenden ein robuster und
skalierbarer Ansatz für die Task-Verteilung beschrieben. Bei diesem verteilt das
PSN die Tasks an alle Knoten, die in die Nähe der jeweiligen Region kommen,
versucht aber gleichzeitig durch verschiedene Optimierungen, die benötigte Energie
auf Seiten der Endgeräte zu reduzieren.
Dieser Abschnitt basiert auf dem in [302] vorstellten Ansatz und ist wie folgt struk-
turiert: Zunächst werden in Abschnitt 3.2.1 Problemstellung und Anforderungen
beleuchtet. Anschließend beschreibt Abschnitt 3.2.2 das zugrunde liegende System-
modell, bevor in Abschnitt 3.2.3 das entwickelte Konzept zur Task-Verteilung dar-
gestellt wird. In Abschnitt 3.2.4 wird dieses evaluiert, worauf in Abschnitt 3.2.5
abschließend eine Diskussion des Ansatzes und möglicher Erweiterungen folgt.
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3.2.1 Problemstellung und Anforderungen
Die Besonderheit partizipativer Sensornetze ist die Verwendung von Mobiltelefo-
nen zur Erfassung von Messdaten. Im Gegensatz zu Sensorknoten eines WSNs, wer-
den die Mobiltelefone von den Nutzern nicht für die Datenerfassung angeschafft.
Daher wissen die Geräte per se nicht, welche Messdaten sie erheben sollen.
Sollen die Mobiltelefone in PSNs als Sensorknoten fungieren, müssen sie somit
über zu erledigende Tasks informiert werden. In PSNs werden Tasks durch andere
Nutzer erzeugt, indem sie eine Task-Anfrage stellen. Will ein Nutzer etwa die Ge-
räuschbelastung einer bestimmten Region untersuchen, kann er eine entsprechende
Anfrage stellen. Eine Task-Anfrage ist dabei ein Tupel der Form a = <i,r,d,m>.
Dabei beschreibt
• i die Art der Information, die erfasst werden soll, z. B. den Geräuschpegel;
• r die Region, in der die Messungen stattfinden sollen;
• d das Enddatum der Anfrage und somit die Gültigkeitsdauer;
• m die gewünschte Anzahl an Nutzern, die entsprechende Messungen durch-
führen sollen.
Task-Anfragen können von Nutzern jederzeit erzeugt werden und bleiben solan-
ge bestehen, bis entweder das Enddatum überschritten oder die gewünschte An-
zahl an Messungen durchgeführt wurde. Sowohl d und m sind damit Endkriterien
der Anfrage, von denen allerdings nur eines angegeben werden muss. Sind beide
angegeben, wird der Endzeitpunkt einer Task-Anfrage nach dem zuerst eintreten-
den Kriterium bestimmt. Die Menge aktiver Task-Anfragen A unterliegt, aufgrund
des kontinuierlichen Hinzukommens und Wegfallens, einem ständigen Wandel, was
wiederum zur Folge hat, dass die Endgeräte auch kontinuierlich über die neuen Auf-
gaben informiert werden müssen.
Bei der Beantwortung von Tasks wird auf Seiten der mobilen Endgeräte in folgen-
den Phasen Energie verbraucht:
1. Empfang von Tasks: Zunächst müssen die Endgeräte über die zu erledigen-
den Aufgaben informiert werden, d. h. sie müssen die Tasks erhalten. Die
Kommunikation der Tasks kann dabei entweder durch den Server, durch eine
sogenannte Push-Nachricht, oder durch das Endgerät, durch einfaches Her-
unterladen der Aufgaben, initiiert werden.
2. Überwachung der Tasks: Sobald die Endgeräte Tasks erhalten haben, müs-
sen diese kontinuierlich überprüfen, ob sie eine der Aufgaben erledigen und
beantworten können, d. h. ob sie sich in der mit a[r] spezifizierten Region
befinden. Dabei wird die meiste Energie für die Positionsbestimmung, z. B.
mittels GPS, benötigt.
3. Bearbeitung der Tasks: Sobald ein Knoten sich in der spezifizierten Region
einer Task-Anfrage a ∈ A befindet, soll der Task bearbeitet, d. h. die in der
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Anfrage angegebene Information a[i] erfasst werden. In dieser Phase hängt
die verbrauchte Energie von den zu erfassenden Daten ab, also was und wie
lange Daten aufgezeichnet werden sollen.
4. Versand der Ergebnisse: Wurden Messdaten für einen Task aufgezeichnet,
müssen diese Daten noch übermittelt werden. Auch in dieser letzten Phase
hängt die benötigte Energie stark von den erfassten Daten ab. Soll nur ein
Geräuschpegel bestimmt werden, müssen deutlich weniger Daten übertragen
werden, als wenn ein Foto der Verkehrssituation versendet wird.
Da die in Phase drei und vier benötigte Energie stark von den zu erfassenden Mess-
daten abhängt, ist bei diesen eine anwendungsspezifische Optimierung am besten
geeignet. In dem folgenden Ansatz liegt der Fokus auf den ersten beiden Phasen.
Diese werden prinzipiell in allen PSNs benötigt und eignen sich für die Konzeption
eines generischen Ansatzes für die Task-Verteilung.
Das Ziel des Ansatzes ist es, die benötigten Positionsbestimmungen und die erfor-
derliche Kommunikation zu reduzieren. Gleichzeitig soll aber die Effektivität des
Systems nicht unter diesen Optimierungen leiden, d. h. jeder Nutzer, der in die von
einer aktiven Task-Anfrage spezifizierten Region kommt, soll den entsprechenden
Task auch erhalten.
3.2.2 Systemmodell
In diesem Abschnitt wird das zugrunde liegende Systemmodell beschrieben, auf
dem das Konzept für die Task-Verteilung aufbaut. In Abbildung 3.3 sind die Akteure
eines PSNs und deren Interaktionen dargestellt. Bei den Akteuren wird zwischen
drei Rollen unterschieden, vgl. Abschnitt 2.4:
• Aufgabensteller: Aufgabensteller sind Nutzer, die Tasks durch das PSN erle-
digt haben möchten und daher Task-Anfragen an dieses stellen.
• Anwendungsserver: Der Anwendungsserver nimmt die Task-Anfragen der
Aufgabensteller entgegen und verteilt die Tasks an die Teilnehmer.
• Teilnehmer: Die Teilnehmer des PSNs sind Nutzer, die ihre Geräte als Mess-
knoten zur Verfügung stellen und Tasks erledigen und beantworten.
Der erste Schritt bei der Interaktion dieser Akteure ist das Abschicken von Task-
Anfragen durch die Aufgabensteller. Das Verfassen solcher Anfragen kann über
eine Web-Schnittstelle oder über eine mobile App erfolgen.
Der Server nimmt diese Anfragen entgegen, führt gegebenenfalls eine Vorverarbei-
tung durch und verteilt diese an die Teilnehmer des PSNs. Die Verteilung der Task
kann auf zwei Weisen geschehen: Zum einen bietet der Server eine Schnittstel-
le, über welche die Teilnehmer eine Liste aktueller Task abfragen können. Dieses
Vorgehen, bei dem die Empfänger den Informationsaustausch initiieren, wird auch
mit dem Begriff Pull-Kommunikation (von engl. to pull, ziehen) bezeichnet. Zum
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Abbildung 3.3: Akteure und deren Interaktionen innerhalb eines PSNs
anderen kann der Server die Teilnehmer auch direkt kontaktieren, d. h. ihnen di-
rekt Nachrichten schicken. Eine solche, vom Absender initiierte Kommunikation
bezeichnet man analog als Push-Kommunikation (von engl. to push, drücken/schie-
ben/stoßen).
Die Teilnehmer sind Nutzer, die ihre mobilen Geräte für die Erfassung von Mess-
daten zur Verfügung stellen. Teilnehmer können dabei gleichzeitig auch Aufgaben-
steller sein, wobei jedoch anzunehmen ist, dass Nutzer nicht ihre eigenen Tasks
erledigen und somit nur jeweils eine der beiden Rollen pro Task annehmen. Sei U
die Menge der Teilnehmer, wobei die Anzahl der Teilnehmer |U | über die Zeit vari-
ieren kann. Es wird angenommen, dass jeder Teilnehmer ein mobiles Endgerät hat,
welches er dem PSN zur Verfügung stellt. Aufgrund dieser 1:1-Relation werden im
Folgenden „der Teilnehmer“ und „das Endgerät des Teilnehmers“ gleichbedeutend
verwendet. Des Weiteren wird angenommen, dass jedes Endgerät seine Position,
z. B. mittels GPS, bestimmen kann und dass die mögliche Maximalgeschwindig-
keit vmax für jeden Teilnehmer bekannt ist. Letztere kann entweder für alle Nutzer
auf einen Standardwert eingestellt werden oder über die Zeit automatisch pro Nut-
zer gelernt werden.
Die Sensoren, die in einem Endgerät des Teilnehmers u verbaut oder mit diesem
verbunden sind, werden mit Su bezeichnet. Jeder Sensor s∈ Su wird dabei mit einem
Tupel <i,r> beschrieben, wobei i die Art der Information angibt, die s aufzeichnet,
und r die Region, in der diese erfasst werden kann. Ein Task-Anfrage a ∈ A wird
folglich genau dann vom Teilnehmer u bearbeitet, wenn ∃s∈ Su : (a[i] = s[i]∧a[r]∩
s[r] 6= /0).
Wird ein Task durch einen Teilnehmer erledigt, meldet dieser die erfassten Mess-
daten an den Server. Im letzten Schritt stellt der Server diese zusammengefassten
Ergebnisse dem Aufgabensteller zur Verfügung.
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3.2.3 Konzept
Im Folgenden soll nun ein Konzept vorgestellt werden, dass für die zuvor beschrie-
bene Problemstellung der energieeffizienten Task-Verteilung entwickelt wurde. Das
Konzept ist speziell für PSNs konzeptioniert und instrumentalisiert daher zur Erle-
digung von Messaufgaben die Mobiltelefone der Teilnehmer.
Das Konzept besteht aus drei Komponenten: der zellbasierten Task-Verteilung, dem
adaptivem Monitoring mit Bewegungserkennung und der Task-Bündelung. In den
folgenden Abschnitten wird jede dieser Komponenten detailliert beschrieben.
3.2.3.1 Zellbasierte Task-Verteilung
Die erste Komponente ist die zellbasierte Task-Verteilung. Das Grundprinzip bei
dieser ist, dass nicht alle Tasks an alle Nutzer verteilt werden, da die Kommuni-
kation einen großen Anteil der benötigten Energie darstellt. Stattdessen sollen die
Tasks nur an die Nutzer übermittelt werden, die sich in der Nähe der Task-Region
befinden. Wird die Anzahl der Tasks reduziert, verringert sich gleichzeitig auch der
Aufwand zur Überwachung der erhaltenen Tasks. Nutzer, die während der Lebens-
zeit einer Messaufgabe nicht in die Nähe der Task-Region kommen, sparen somit
Energie durch das Wegfallen der Kommunikation und der Überwachung der Mess-
aufgabe.
Zur Bestimmung der relevanten Aufgaben für die Nutzer baut das Konzept auf den
vorhandenen Mobilfunkzellen auf. Die Information über die aktuelle Mobilfunkzel-
le ist auf Seiten der Endgeräte ohnehin verfügbar und kann bei den meisten Platt-
formen ohne wirkliche Zusatzkosten bestimmt werden.
Die vorgeschlagene Task-Verteilung ist ein hybrides Pull-Push-Konzept, bei dem
eine zellbasierte Pufferung (engl. Caching) durchgeführt wird. Das bedeutet, dass
eine Teilmenge der Tasks durch eine vom Nutzer initiierte Pull-Kommunikation
ausgetauscht wird, vgl. Abschnitt 3.2.2, eine andere Teilmenge wird durch eine vom
Server ausgelöste, sogenannte Push-Kommunikation ausgetauscht. Dafür wird, ba-
sierend auf der Mobilfunkzelle ct , in der sich ein Nutzer zum Zeitpunkt t befindet,
eine Menge an Zellen Ct , mit ct ∈Ct , bestimmt, für welche die aktuellen Messauf-
gaben vom Nutzer heruntergeladen werden. Eine Messaufgabe a wird hierzu allen
Zellen c j zugeordnet, für die gilt c j∩a[r] 6= /0.
Für die Auswahl von Ct wurden verschiedene Strategien entwickelt, welche auch in
Abbildung 3.4 illustriert sind:
• Single: Nutzer laden nur die Task-Liste für die Zelle herunter, in der sie sich
aktuell befinden. Es gilt also Ct = {ct}. Jeder Zellwechsel resultiert folglich
auch in einem neuem Task-Download, vgl. Abbildung 3.4(a).
• Neighbors: Nutzer laden die Messaufgaben für ct und alle Nachbarzellen Nct
herunter, somit gilt Ct = {ct}∪Nct . In Abbildung 3.4(b) umfasst Ct jeweils
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Abbildung 3.4: Zellbasierte Caching-Strategien für einen Nutzer, der sich von Po-
sition p1 über p2 zu p3 bewegt. Grün schraffierte Zellen stellen die
zum Zeitpunkt p2, blau schraffierte Zellen die zum Zeitpunkt p3
ausgewählten Zellen Ct dar.
neun Zellen, wobei die gleichmäßige Gitterstruktur natürlich nur eine stark
vereinfachte Repräsentation darstellt.
• New Neighbors: Nutzer laden die Messaufgaben von ct und allen Nachbarzel-
len Nct , die nicht in der Auswahl des vorherigen Downloads Cprev enthalten
waren: Ct = {ct}∪Nct \Cprev.
• Neighbors Ahead: Nutzer laden die Task-Listen für ct und alle Nachbarzel-
len, die in der Bewegungsrichtung des Nutzers liegen. Die Bewegungsrich-
tung wird durch den Vergleich mit Hilfe der vorherigen Auswahl Cprev be-
stimmt. Die Nachbarzellen werden in diesem Fall wie folgt bestimmt: Na =
{n ∈ Nct |(∆xcprev,ct ≤ ∆xcprev,n)∧ (ycprev,ct ≤ ∆ycprev,n)}. Für Ct gilt folglich:
Ct = {ct}∪Na.
Solange sich der Nutzer in Zellen bewegt, die in Ct enthalten sind, wird kein neu-
er Task-Download vom Nutzer initiiert, es findet somit keine Pull-Kommunikation
statt. Bei den Abbildungen 3.4(b) bis 3.4(d) ist dies bei dem Zellwechsel von p1
zu p2 der Fall, daher bleibt Ct unverändert. Erst bei Verlassen der in Ct enthalte-
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Abbildung 3.5: Beschleunigungsdaten eines Nutzers (Datensatz aus [40]). Phasen,
in denen sich der Nutzer in Bewegung befindet sind mit B gekenn-
zeichnet, Phasen des Stillstands mit S.
nen Zellen wird eine neue Task-Liste für eine neu ausgewählte Menge an Zellen
angefordert.
Werden in Ct während des Aufenthaltes eines Nutzers neue Messaufgaben erstellt
oder bestehende gelöscht, muss der Nutzer hierüber unterrichtet werden. Dies er-
folgt mittels Push-Kommunikation, d. h. der Server initiiert die Übertragung. Wann
diese Nachrichten vom Server gesendet werden, hängt von der Task-Bündelung ab,
die in Abschnitt 3.2.3.3 beschrieben wird.
3.2.3.2 Adaptives Monitoring mit Bewegungserkennung
Die im vorherigen Abschnitt vorgestellte zellbasierte Task-Verteilung zielt darauf
ab, die Anzahl der übermittelten Tasks zu verringern und eine energieeffizientere
Verteilung zu erreichen. Daneben sollen auch die durch die Positionsbestimmungen
entstehenden Energiekosten reduziert werden. Dafür wurde in das Gesamtkonzept
ein adaptives Monitoring mit Bewegungserkennung integriert.
Dieses baut auf dem allgemeinen adaptiven Monitoring auf, bei dem die Nutzer
über alle Tasks informiert werden. Statt aber periodisch die Position zu bestimmen
und zu prüfen, ob einer der Task-Regionen erreicht wurde, wird das Intervall der
Überprüfung an die aktuelle Situation des Nutzers angepasst. Dafür bestimmt jeder
Nutzer die Distanz zum nächstgelegenen Task, im Folgenden mit min(D) bezeich-
net, und ermittelt, wann die entsprechende Task-Region mit Maximalgeschwindig-
keit vmax erreicht werden könnte. Dadurch erhält der Nutzer das kürzest mögliche
Zeitfenster ts, in dem ein Task erreicht werden kann:
ts =
min(D)
vmax
(3.1)
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Innerhalb dieses Zeitfensters ist somit keine Positionsbestimmung notwendig. Falls
der Nutzer einen neuen Task erhält, der näher gelegen ist, muss dieses Zeitfenster
neu bestimmt werden.
Bei PSNs führt dieses Vorgehen jedoch zu vielen unnötigen Positionsbestimmun-
gen, da Nutzer sich in der Regel nicht mit der Maximalgeschwindigkeit oder oft-
mals auch gar nicht fortbewegen. Daher wurde bei diesem Konzept eine Bewe-
gungserkennung integriert. Dabei soll ausgenutzt werden, dass moderne Mobiltele-
fone heutzutage vielfach mit Beschleunigungs- und Lagesensoren ausgestattet sind.
Mit deren Hilfe ist eine Bewegung des Nutzers relativ leicht erkennbar. Abbil-
dung 3.5 zeigt beispielhaft die Werte der Beschleunigungssensoren eines Nutzers
und die dazugehörige Aktivität, wobei ein deutlicher Unterschied zwischen den
Bewegungs- und den Ruhephasen erkennbar ist. In anderen Arbeiten wird mit Hilfe
dieser Sensoren sogar versucht, auf genaue Aktivitäten des Nutzers zu schließen,
vgl. [28, 45, 133]. Da dies aber noch sehr fehleranfällig ist und typischerweise eine
Trainingsphase des Systems benötigt, soll im Rahmen dieses Konzeptes nur erkannt
werden, ob ein Nutzer sich bewegt oder nicht.
Wie beim adaptiven Monitoring wird auch ts bestimmt, allerdings wird dieser Wert
nicht direkt für die Ermittlung der nächsten Positionsbestimmung verwendet. Statt-
dessen wird ein Zähler tm mit ts initialisiert und periodisch alle m Sekunden eine
Bewegungserkennung durchgeführt. Wird eine Bewegung erkannt, werden m Se-
kunden von tm abstrahiert. Sobald tm = 0, wird eine neue Positionsbestimmung
angestoßen. Der ungünstigste Fall tritt ein, wenn der Nutzer sich ununterbrochen
bewegt. In diesem Fall verhält sich der um die Bewegungserkennung erweiterte
Ansatz wie der einfache adaptive Ansatz. In allen anderen Fällen, werden weni-
ger Positionsbestimmungen durchgeführt. Wie bei ts, muss auch tm neu bestimmt
werden, sobald ein Nutzer einen neuen Task erhält, der näher gelegen ist als die zu-
vor nächstgelegene Messaufgabe. Die Positionsbestimmung findet jedoch nur statt,
wenn innerhalb der Zellmenge Ct überhaupt Tasks vorhanden sind. Ist dies nicht der
Fall, wird bis zum Verlassen von Ct bzw. dem Eintreffen einer neuen Aufgabe keine
Positionsbestimmung durchgeführt.
3.2.3.3 Task-Bündelung
Wie schon in Abschnitt 3.2.3.1 beschrieben, werden Tasks nur dann von den Nut-
zern heruntergeladen, wenn diese die Mobilfunkzellen verlassen, für die sie zuletzt
die Task-Liste geladen haben, d. h. sobald ct /∈Ct . Alle Tasks, die nach dem Herun-
terladen der Task-Liste durch den Nutzer in Ct erstellt oder gelöscht werden, müssen
folglich durch Push-Nachrichten vom Server an den Nutzer kommuniziert werden.
Wird dabei jeder Tasks unverzüglich an alle Nutzer UCt der entsprechenden Zellen
übermittelt, fallen pro Task jeweils |UCt | Push-Nachrichten an.
Das Ziel der Task-Bündelung besteht darin, die Anzahl der übertragenen Push-
Nachrichten zu reduzieren, da bei jedem Aufbau einer Kommunikationsverbindung
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Abbildung 3.6: Schematische Darstellung der Task-Bündelung für zwei Messanfra-
gen an und an+1
ein gewisser Overhead anfällt, der unabhängig von den zu übertragenen Daten ist.
Durch die Bündelung der Tasks und das gesammelte Versenden kann folglich Ener-
gie eingespart werden.
Um möglichst viele Tasks in einer Nachricht zu bündeln, sollten diese solange zu-
rück gehalten werden, bis der Nutzer wirklich in die Nähe der Task-Region kommt.
Für diese Entscheidung benötigt der Server jedoch den aktuellen Standort des Nut-
zers. Um auch hier unnötige Übertragungen zu vermeiden, meldet der Nutzer seine
Position nur, wenn ein Task erledigt und beantwortet wird, oder wenn der Nutzer
Ct verlässt und eine neue Task-Liste anfordert. Die Standortinformationen werden
in diesen Fällen nicht separat versendet, sondern mit ohnehin versendeten Daten
gebündelt übertragen. Falls jedoch beide genannten Fälle nicht eintreten, wird nach
einem festgelegten Zeitintervall ein sogenannter GPS-Ping vom Nutzer gesendet,
der nur aus den Standortinformationen des Nutzers besteht. In allen Fällen werden
die neusten Standortinformationen übermittelt, die auf Seiten des Nutzers vorhan-
den sind, jedoch keine, eigens für diesen Zweck angestoßene Positionsbestimmung
durchgeführt.
Der Server hält für jeden Nutzer u ∈ U eine Liste Lu vor, die alle Messaufgaben
enthält, die dem Nutzer noch nicht per Push-Nachricht übermittelt wurden. Dabei
wird jeder Task, der in einer der Zellen Ct des Nutzers u erstellt wird, zu Lu hin-
zugefügt. Zudem wird ein Zeitintervall tp bestimmt, das angibt, wie lange Lu noch
zurückgehalten werden kann:
tp = min
a∈Lu
d(a[r],rpos)
vmax
−∆trpos, tnow, (3.2)
wobei rpos den Standort des Nutzers, der dem Server zuletzt mitgeteilt wurde,
und trpos den Zeitpunkt der entsprechenden Positionsbestimmung bezeichnet. Mit
voranschreitender Zeit wird tp dekrementiert, so dass tp zu jedem Zeitpunkt noch
das verbleibende Zeitintervall angibt. Sobald tp unter einen festgelegten Schwell-
wert θpush fällt, wird Lu an den Nutzer übertragen und anschließend geleert. Der
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Schwellwert θpush dient dazu, dass Nutzer die Tasks schon kurz vor Erreichen der
Task-Region erhalten, um möglichen Latenzen vorzubeugen.
Da tp auf dem minimalen Abstand zu den Task-Regionen basiert, wird das Zeitin-
tervall bei jedem Hinzufügen eines Tasks neu bestimmt. Abbildung 3.6 illustriert
dies an einem Beispiel. Zu den Zeitpunkten t1 und t2 werden die Task-Anfragen
an und an+1 erzeugt und sollen an den Nutzer u gesendet werden. Zum Zeitpunkt
t1 beinhaltet Lu nur an. Daher wird der spätestmögliche Sendezeitpunkt t4 anhand
des Abstandes zur Task-Region an[r] bestimmt. Zum Zeitpunkt t2 kommt nun mit
an+1 ein weiterer Task hinzu. In diesem Beispiel sei dieser Task deutlich näher zum
Standort des Nutzers gelegen, weshalb der neu berechnete Sendezeitpunkt t3 vor
t4 liegt. Kommen keine weiteren Aufgaben hinzu, werden beide Tasks schließlich
zum Zeitpunkt t3 gebündelt an den Nutzer übertragen.
3.2.4 Evaluation
Ziel des vorgestellten Ansatzes ist es, die Task-Verteilung in PSNs effizienter zu
gestalten. Dabei wird sowohl die Anzahl der benötigten Positionsbestimmungen als
auch die Menge der zu übertragenen Nachrichten reduziert. In diesem Abschnitt
sollen nun die Effekte des Ansatzes auf diese zwei Aspekte mit Hilfe von Simula-
tionen untersucht werden.
Zunächst wird daher die Simulationsumgebung beschrieben, anschließend folgen
die Unterabschnitte für die Positionsbestimmung und die Kommunikation.
3.2.4.1 Simulationsumgebung
Für die Simulationen wurde die JiST/SWANS-Umgebung [282] verwendet. JiST
(Java in Simulation Time) ist eine Simulationsumgebung für ereignisorientierte Si-
mulationen und verwendet die Java Virtual Machine. SWANS (Scalable Wireless
Ad hoc Network Simulator) ist eine Simulationsumgebung für drahtlose Netze und
basiert auf JiST. Für die Untersuchung des vorgestellten Ansatzes wurde für JiST/
SWANS eine Erweiterung entwickelt, welche die Verteilung und Beantwortung von
Tasks ermöglicht.
Es wurden Simulationen für ein 5× 5 km großes Gebiet mit bis zu 100 Knoten
durchgeführt. Die Knoten repräsentierten Nutzer mit Mobiltelefonen und wurden
zufällig in diesem Gebiet verteilt. Deren Mobilität wurde mit Hilfe des Random
Waypoint Model [110] modelliert. Dabei bewegen sich die Nutzer zu zufällig aus-
gewählten Zielpunkten, pausieren dort kurz und wählen schließlich einen neuen
Zielpunkt. Die Gehgeschwindigkeiten wurden in den Simulationsdurchläufen mit
0,8 bis 2,0 m/s angenommen, die Pausen wurden mit 10 Sekunden kurz gehalten,
um den vorgestellten Ansatz nicht zu stark zu bevorteilen.
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Task-Anfragen, dargestellt durch Tupel der Form <i,r,d,m>, vgl. Abschnitt 3.2.1,
wurden mit kreisförmigen Task-Regionen mit einem Radius von 50 Metern model-
liert. Die Gültigkeitsdauer d war unbefristet, die gewünschte Anzahl an Nutzern m
wurde für alle Tasks auf 10 gesetzt. Da man PSNs mit verschiedenartigen Sensor-
typen auch als mehrere Sensornetze mit gleichartigen Sensortypen betrachten kann,
wurde in den Simulationen angenommen, dass alle Knoten die gewünschte Infor-
mation i aufzeichnen können.
Task-Anfragen werden in der Simulationsumgebung periodisch für zufällige Punk-
te erzeugt, wobei die Frequenz der Erzeugung für die Analyse variiert wurde. Es
wurden drei Szenarien untersucht: (1) Szenario „Geringe Last“ (GL), bei dem alle
5 Minuten eine neue Anfrage erzeugt wurde; (2) „Mittlere Last“, mit einer neuen
Anfrage alle 30 Sekunden; (3) „Hohe Last“, mit einer eingehenden Task-Anfrage
alle 3 Sekunden.
Um die Mobilfunkzellen zu modellieren, wurde das Simulationsgebiet gleichmäßig
in Zellen unterteilt. Da die Größe von Mobilfunkzellen stark von der Umgebung ab-
hängt – Zellen in ländlichen Gebieten sind typischerweise deutlich größer als solche
in städtischen Bereichen – wurden auch hier verschiedene Szenarien definiert, um
unterschiedlich große Zellgrößen zu untersuchen: Große Zellen (L) wurden mit ei-
ner Seitenlänge von 500 m, mittlere Zellen (M) mit 250 m und kleine Zellen (S) mit
100 m modelliert.
Zudem wurde der in Abschnitt 3.2.3.3 eingeführte GPS-Ping auf 5 Minuten fest-
gesetzt. Es wurde jeweils eine Simulationszeit von 6 Stunden simuliert und jeder
Durchlauf wurde 20 Mal wiederholt. Eine Zusammenfassung der Simulationspara-
meter ist in Tabelle 3.1 zu finden.
Knoten 1–100
Simulationszeit 6 Stunden
Simulationsgebiet 5×5 km
Mobilität Random Waypoint Model
Geschwindigkeit 0,8–2,0 m/s
Pause 10 Sek.
Task-Anfragen <-,{X |XP≤ 50m},∞,10>
Taskerstellung Hohe Last (HL): 1/3s
Mittlere Last (ML): 1/30s
Geringe Last (GL): 1/300s
Zellgrößen Klein (S): 100×100 m
Mittel (M): 250×250 m
Groß (L): 500×500 m
GPS-Ping 5 Min.
Tabelle 3.1: Simulationsparameter für die Evaluation der Task-Verteilung
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Abbildung 3.7: Anzahl der Positionsbestimmungen pro Knoten für verschiedene
Last-Szenarien und Zellgrößen
3.2.4.2 Anzahl der Positionsbestimmungen
Da die Bestimmung der Position, z. B. mittels GPS, sehr viel Energie benötigt, wur-
de in einem ersten Schritt die Anzahl der nötigen Standortbestimmungen unter-
sucht. Dafür wurde der vorgestellte Ansatz in den Simulationen mit jeder Zellgrö-
ße und jedem Last-Szenario getestet. Als Vergleichsgröße diente der in Abschnitt
3.2.3.2 beschriebene einfache adaptive Ansatz. Letzterer wird in den Ergebnissen
mit „Adaptiv“ bezeichnet, wohingegen das vorgestellte Konzept als „Adaptiv-BE“
(Adaptiv mit Bewegungserkennung) aufgeführt wird.
Die Ergebnisse sind in Abbildung 3.7 dargestellt. An diesen ist zu erkennen, dass
in allen Fällen weniger Positionsbestimmungen durchgeführt wurden als bei dem
adaptiven Referenzansatz. Die Höhe der Reduzierung hängt jedoch von den Last-
Szenarien und der gewählten Zellgröße ab.
In dem Szenario mit hoher Last konnte eine signifikante Reduzierung durch die
Bewegungserkennung erreicht werden. Eine Positionsbestimmung wird nur durch-
geführt, wenn in der aktuellen Zelle ct überhaupt Messaufgaben vorhanden sind.
Aufgrund der großen Anzahl an Tasks war die Wahrscheinlichkeit dafür sehr hoch.
Folglich war auch die Chance durch die integrierte Bewegungserkennung Positions-
bestimmungen einzusparen sehr hoch. Im Vergleich zu den Durchläufen ohne Be-
wegungserkennung, konnte die Anzahl der Positionsbestimmungen mittels GPS um
23,54 % bis 24,04 % reduziert werden. Diese Reduzierung wurde erreicht, obschon
die Nutzer in den Simulationen vergleichsweise kurze Pausen machten.
In dem Szenario mit mittlerer Last war der Einfluss der Bewegungserkennung deut-
lich geringer, es wurde aber immer noch eine Reduzierung um 15,19 % bis 19,18 %
erreicht. Da bei diesem Szenario weniger Tasks erstellt wurden, sank auch die Wahr-
scheinlichkeit, dass in der aktuellen Zelle ct eines Nutzers auch ein Task vorhanden
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war. Ist in ct kein Task vorhanden, findet überhaupt keine Standortbestimmung statt,
folglich ist die Bewegungserkennung in diesen Fällen obsolet und es kann keine
Verbesserung erzielt werden.
Neben der Bewegungserkennung hatte hier auch die Zellgröße einen entscheiden-
den Einfluss. Fiel diese bei hoher Last noch nicht wirklich stark ins Gewicht, konn-
ten bei mittlerer Last bei einer Verkleinerung der Zellen von mittleren auf kleine
Zellen ohne Bewegungserkennung ca. 21,44 % der Positionsbestimmungen einge-
spart werden, bei Verwendung der Bewegungserkennung waren es sogar 24,2 %.
Der bei mittlerer Last auftretende Trend ließ sich auch bei geringer Last beobach-
ten. Die Bewegungserkennung hatte einen noch geringeren Einfluss auf die Re-
duktion der Positionsbestimmungen, konnte die Anzahl dieser aber immerhin noch
um 10 % bis 17,6 % reduzieren, wohingegen der Einfluss der Zellgröße noch weiter
stieg. Wurden mittlere Zellen eingesetzt, konnte die Anzahl der Standortbestimmun-
gen gegenüber der bei großen Zellen um 27,32 % bzw. 29,71 % gesenkt werden, je
nachdem ob die Durchläufe ohne oder mit Bewegungserkennung betrachtet wurden.
Bei der Verwendung kleiner Zellen konnte nochmals eine Reduktion um 33,35 %
bzw. 38,9 % gegenüber der mittleren Zellen erreicht werden. Insgesamt war die An-
zahl an Positionsbestimmungen in diesem Szenario zwar auch relativ klein, aber im
Referenzansatz wurde im Schnitt noch 182,86 mal die Position bestimmt, wohinge-
gen Adaptiv-BE bei kleinen Zellen im Mittel mit nur 47,9 Standortbestimmungen
auskam.
3.2.4.3 Anzahl der Kommunikationsverbindungen
In einem zweiten Schritt wurden die Kommunikationskosten analysiert. Hierfür
wurde die Anzahl der benötigten Kommunikationsverbindungen in den verschie-
denen Szenarien untersucht. Die Ergebnisse sind in Abbildung 3.8 dargestellt, wo-
bei jeder Balken für eine Kombination von Zellgröße, Lastszenario und Caching-
Strategie steht. Jeder dieser Ergebnisbalken wiederum repräsentiert die vom Nutzer
initiierten (Pull), die vom Server initiierten (Push) und die aufgrund des GPS-Pings
versendeten Nachrichten.
Bei großen Zellen kann man erkennen, dass der Einsatz der Caching-Strategien,
vgl. Abschnitt 3.2.3.1, nur bei geringer Last (GL) sinnvoll war. In diesem Szenario
konnten im Schnitt über 38,64 % der Nachrichten eingespart werden, wenn eine der
entsprechenden Strategien gewählt wurde. Sowohl bei mittlerer als auch bei hoher
Last war die Single-Strategie, bei der nur die Tasks der aktuellen Zelle ct geladen
werden, am effizientesten. Da durch die Caching-Strategien das beobachtete Gebiet
vergrößert wird, wurden in diesen Fällen sehr viele Tasks per Push-Kommunikation
übermittelt.
Bei dem Szenario mit mittelgroßen Zellen war die Verwendung der Caching-Stra-
tegien schon bei mittlerer Last sinnvoll. Da die Zellen in diesem Fall kleiner waren,
traten öfter Zellwechsel auf als bei großen Zellen, wodurch die Anzahl der Pull-
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Abbildung 3.8: Anzahl der Kommunikationsverbindungen für verschiedene Zell-
größen, Lastszenarien und Caching-Strategien
Nachrichten deutlich stieg. Daher konnte die Anzahl der Nachrichten durch den
Einsatz der genannten Strategien um mehr als 36,36 % reduziert werden. Bei dem
Szenario mit geringer Last konnten sogar mehr als 57,68 % der Nachrichten einge-
spart werden, da hier kaum Push-Nachrichten versendet wurden.
Im dritten Szenario, in dem kleine Zellen verwendet wurden, ist in allen Last-
szenarien ein deutlich positiver Effekt der Caching-Strategien erkennbar. Da hier die
Anzahl der Pull-Nachrichten aufgrund der vielen Zellwechsel stark anstieg, war ei-
ne „virtuelle“ Vergrößerung der Zelle durch eine der drei Strategien sinnvoll. Selbst
bei hoher Last wurden hier über 50,12 % weniger Nachrichten übermittelt.
Interessant ist auch der durch die GPS-Pings anfallende Overhead. GPS-Pings wer-
den nur versandt, wenn eine Position bestimmt wurde und darüber hinaus dem Ser-
ver eine gewisse Zeit keine Position mehr mitgeteilt wurde. Bei geringer Last wurde
nur selten eine Position bestimmt, weswegen die Anzahl der GPS-Pings geringer
war als bei mittlerer Last. Bei hoher Last bearbeiteten die Knoten hingegen sehr
oft existierende Tasks und übermittelten dabei ihre Position, so dass auch in diesem
Fall seltener GPS-Pings notwendig wurden. Betrachtet man die Zellgrößen, so wird
ersichtlich, dass bei größeren Zellen mehr GPS-Pings benötigt wurden. Dies ergab
sich aus den seltener stattfindenden Zellwechseln, bei denen jeweils die zuletzt be-
kannte Position des Knotens übermittelt wurde.
Vergleicht man die Caching-Strategien untereinander, wird deutlich, dass bei we-
nig Last möglichst viele Zellen bei der Caching-Strategie eingeschlossen werden
sollten, damit wenig Pull-Requests anfallen. In diesen Fällen ist die Neighbors-
Strategie, die alle Nachbarzellen mit beobachtet, am effizientesten. Werden viele
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Abbildung 3.9: Anteil der gebündelt versendeten Tasks
Messaufgaben erzeugt und somit viele Push-Nachrichten verschickt, zeigen Strate-
gien wie New Neighbors oder Neighbors Ahead die besten Ergebnisse. Diese re-
duzieren durch Betrachtung der Mobilität des Nutzers die Menge der beobachteten
Zellen und verringern so die Anzahl der erhaltenen Push-Nachrichten.
In einem letzten Schritt wurde noch der Anteil der Tasks untersucht, der durch
die Task-Bündelung zusammengefasst übertragen wurde. Der Anteil der gebündel-
ten Tasks qpush wird dabei aus der Anzahl der Messaufgaben, die mittels Push-
Nachricht übermittelt werden sollen, |Apush|, und der Anzahl der dafür verwendeten
Push-Nachrichten |Npush| wie folgt ermittelt:
qpush =
|Apush|− |Npush|
|Apush| (3.3)
Werden 10 zu übertragende Messaufgaben in 6 Push-Nachrichten zusammenge-
fasst, erhält man folglich qpush = 40%, d. h. für 40 % der Aufgaben wurde keine
separate Kommunikationsverbindung benötigt.
Abbildung 3.9 zeigt die Ergebnisse für die verschiedenen Szenarien. Je mehr Zellen
in der Caching-Strategie enthalten waren und je höher die Frequenz eingehender
Messanfragen war, desto mehr Tasks konnten sichtlich gebündelt versendet wer-
den. Die Ergebnisse zeigen auch, dass durch die Task-Bündelung in einigen Sze-
narien die Anzahl der übertragenen Nachrichten deutlich reduziert werden konnte.
Die größten Einsparungen wurden bei großen Zellen und hoher Last erreicht: Bei
Verwendung der Neighbors-Strategie konnten hier bis zu 60 % der Task gebündelt
verschickt werden.
Gute Ergebnisse konnten auch bei mittlerer Last erreicht werden. In den Simulatio-
nen konnten bis zu 20,8 % der Tasks gebündelt werden. Auch bei mittleren Zellen
und hoher Last zeigte die Task-Bündelung bei allen Caching-Strategien, die Nach-
barzellen mit beobachten, positive Effekte. So konnten hier bis zu 29,1 % der Nach-
richten eingespart werden. In allen anderen Fällen lag qpush bei 1 % oder darunter,
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was vor allem an dem großen Zeitintervall zwischen den Erstellungszeitpunkten
zweier Tasks lag.
3.2.5 Diskussion und Erweiterungen
Die Ergebnisse der Simulationen zeigen, dass das vorgeschlagene Konzept für den
Anwendungsbereich von örtlich und zeitlich begrenzten Messungen sinnvoll ist und
durch die Reduzierung der Positionsbestimmungen und der kommunizierten Nach-
richten einen positiven Effekt auf die Energiereserven hat. Da das Konzept aus drei
Komponenten besteht, der zellbasierten Task-Verteilung, dem adaptivem Monito-
ring mit Bewegungserkennung und der Task-Bündelung, werden diese im Folgen-
den kurz separat diskutiert.
Die Task-Bündelung zeigte in Szenarien, in denen vielen Tasks versendet wurden,
gute Effekte. In den restlichen Fällen führte sie aber auch zu keiner Verschlechte-
rung. Somit ist ein Einsatz der Task-Bündelung durchweg sinnvoll und verhindert,
dass bei einer größer werdenden Task-Frequenz die Kommunikationslast proportio-
nal mit ansteigt.
Bei dem adaptiven Monitoring wurde bislang bei der Bewegungserkennung ledig-
lich zwischen zwei Zuständen, In Bewegung und Stillstand, unterschieden, um die
Erkennung möglichst robust und fehlerfrei zu gestalten. Bei einer Erweiterung um
mehrere Bewegungszustände, wie z. B. eine Unterscheidung zwischen Gehen und
Laufen, könnte die Anzahl der Positionsbestimmungen weiter reduziert werden, da
für jeden Bewegungszustand eine spezielle Maximalgeschwindigkeit vmax verwen-
det werden kann.
Bei der zellbasierten Task-Verteilung sind zwei Aspekte zu beachten. Zum einen ist
die Neihbors-Ahead-Strategie nicht ohne weiteres umsetzbar, da für sie Informa-
tionen zur Lage und Ausbreitung der Zellen vorhanden sein müssen. Die Annahme
ist hier, dass diese Informationen, wenn nicht durch die Mobilfunkbetreiber veröf-
fentlicht, mit der Zeit gelernt werden können, d. h. die Zellwechsel der Nutzer wer-
den aufgezeichnet und die relative lokale Ordnung wird sukzessive bestimmt. Zum
anderen wurden die verschiedenen Caching-Strategien zwar analysiert, es wurde
jedoch keine direkte Empfehlung abgegeben, da die Auswahl der Strategie an die
jeweilige Situation angepasst werden muss. Die Zellgröße kann im realen Umfeld
nicht angepasst werden, sondern hängt von der Struktur des vom Nutzer verwende-
ten Mobilfunknetzes ab [26, 264]. Somit sollte basierend auf der Größe der Zellen
im Umfeld des Nutzers und der jeweiligen Last-Szenarien die passende Caching-
Strategie ausgewählt werden. Befindet sich der Nutzer in großen Zellen mit hoher
Last, kann die Single-Strategie angewandt werden. Bewegt sich der Nutzer dann
aber in kleinere Zellen, kann entsprechend auf eine der Strategien, welche die Nach-
barzellen mit beobachten, umgestellt werden.
Eine zusätzliche Erweiterungsmöglichkeit besteht in der Integration von Wegenet-
zen zur Bestimmung der frühestmöglichen Ankunft des Nutzers in der Anfrageregi-
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on. Bisher wird hier die „Luftlinien“-Distanz verwendet, was jedoch nur selten dem
für den Nutzer kürzest möglichen Pfad entspricht. Durch die Hinzunahme von We-
genetzinformationen könnte dies verbessert werden. Da Menschen sich aber nicht
nur auf vorgesehenen Wegen bewegen, muss bei einer solchen Erweiterung darauf
geachtet werden, dass alle möglichen Bewegungspfade berücksichtigt werden, um
die Effektivität des Systems weiterhin zu gewährleisten.
3.3 Ansatz zur lokalen Gruppierung von
Messknoten
Auch in diesem Abschnitt soll ein Ansatz zur Datenerfassung in PSNs vorgestellt
werden. Im Gegensatz zum vorherigen Verfahren, das für örtlich und zeitlich be-
schränkte Messungen konzeptioniert wurde, soll nun der Anwendungsbereich groß-
flächiger und langfristiger Messkampagnen betrachtet werden. Ein mögliches Bei-
spielszenario hierfür ist die Messung der Luftqualität in Städten. Es sind also nicht
nur einzelne Gebiete zu bestimmten Zeitpunkten von Interesse, sondern das Ziel
ist vielmehr, möglichst umfassende Informationen zu erhalten. In diesem Szenario
führen die Nutzer mit ihren Mobiltelefonen quasi kontinuierlich und überall Mes-
sungen durch.
Bei der Realisierung solcher großflächiger PSNs ist die Schonung der Ressourcen
ein zentraler Aspekt. Die naive Umsetzung, bei der jeder Nutzer kontinuierlich, al-
so wann immer es möglich ist, Messungen durchführt, führt sowohl auf Nutzer- als
auch auf Betreiberseite zu einer nicht optimalen Nutzung der Ressourcen und da-
mit zu Problemen. Für die Nutzer entstehen neben den Energiekosten, die bei der
Aufnahme der Messung und dem Versand der Messdaten anfallen, auch monetäre
Übertragungskosten für die Übermittlung der Daten an den Betreiber. Der Betrei-
ber hingegen muss mit einer sehr großen Anzahl an Nutzern und damit mit vielen
eingehenden Daten zurechtkommen, wenngleich viele von diesen redundante Infor-
mationen enthalten.
Mit dem folgenden Ansatz zur lokalen Gruppierung von Messknoten sollen diese
Probleme gelöst werden. Die Gruppierung von Messknoten soll dazu führen, dass
die Aufgaben unter lokal benachbarten Knoten aufgeteilt werden, so dass bei jedem
Knoten ein geringerer Ressourcenverbrauch anfällt und gleichzeitig auch weniger
redundante Daten an den Anwendungsserver des Betreibers übermittelt werden.
Dieser Abschnitt basiert auf dem in [300] vorstellten Ansatz und ist wie folgt struk-
turiert: Der Abschnitt beginnt in 3.3.1 wieder mit der Beschreibung der Problem-
stellung und der zu erfüllenden Anforderungen. Darauf folgt in Abschnitt 3.3.2 die
Darstellung des Konzeptes zur lokalen Gruppierung von Messknoten. In Abschnitt
3.3.3 wird das Konzept evaluiert und abschließend in Abschnitt 3.3.4 diskutiert.
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Abbildung 3.10: Schematische Darstellung eines Clusters
3.3.1 Problemstellung und Anforderungen
Die mobilen Knoten eines PSNs sollen lokal gruppiert werden, um die Anzahl
redundanter Messungen zu verringern. Solche lokalen Gruppierungen von Knoten
werden als Cluster bezeichnet. Ziel des Ansatzes ist es, geografisch benachbarte
Messknoten zu Clustern zusammenzufassen und die anfallenden Aufgaben auf die
Knoten eines Clusters aufzuteilen. Bei der Aufgabenverteilung soll zwischen drei
verschiedenen Rollen unterschieden werden:
• Clusterhead: Ein Knoten wird zum sogenannten Clusterhead, der für das
Aggregieren und die Übermittlung der Messdaten an den Server des Betrei-
bers verantwortlich ist. Letzteres soll über die mobile Datenverbindung der
Endgeräte erfolgen.
• Sensinghead: Eine Teilmenge der Knoten bekommt die Rolle eines soge-
nannten Sensingheads, d. h. die eines Messknotens. Messknoten führen die
gewünschten Messungen durch und übermitteln die erhobenen Messdaten an
den Clusterhead. Da die Knoten sich in lokaler Nachbarschaft befinden, kann
hierfür eine Ad-hoc-Kommunikationsverbindung genutzt werden.
• Member: Die restlichen Knoten werden als Member-Knoten bezeichnet. Sie
haben keine spezifische Aufgabe zu erfüllen, können aber jederzeit als zu-
sätzliche Messknoten angefordert werden.
Ein Cluster soll sich aus einem Clusterhead, einem oder mehreren Sensingheads und
beliebig vielen Member-Knoten zusammensetzen. Abbildung 3.10 stellt dies sche-
matisch dar. Falls zu wenige Knoten in einem Cluster enthalten sind, kann der Clus-
terhead zusätzlich die Rolle eines Sensingheads annehmen. Ein minimales Cluster
besteht folglich aus einem Knoten, der gleichzeitig Clusterhead und Sensinghead
ist.
Durch die Cluster soll die Anzahl redundanter Messungen verringert werden, in-
dem nur eine Teilmenge der Knoten in lokaler Nachbarschaft Messungen durch-
führt. Um die Informationsverluste zu begrenzen, soll die geografische Ausdehnung
der Cluster begrenzt werden, indem nur 1-Hop-Cluster gebildet werden. D. h. von
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jedem Knoten eines Clusters besteht eine direkte Ad-hoc-Verbindung zum Clus-
terhead. Dies impliziert, dass Messungen innerhalb des Kommunikationsradius der
Knoten redundante Informationen liefern. Bis zu welchem Abstand zwei Messun-
gen noch als redundant angesehen werden können, hängt von der Messgröße ab. So
können Messungen der Außentemperatur, die mehrere hundert Meter auseinander
liegen, beispielsweise als redundant betrachtet werden, Messungen der Luftqualität,
die entsprechend weit auseinander liegen, dürften jedoch in den meisten Fällen un-
terschiedliche Werte erfassen. Daher wird angenommen, dass die Messknoten die
Kommunikationsreichweite an die räumlichen Eigenschaften der Messgröße anpas-
sen, z. B. durch Anpassung der Übertragungsstärke oder durch Filterung von Pake-
ten bestimmter Signalstärken.
Außerdem soll das Verfahren zur lokalen Gruppierung folgende Anforderungen er-
füllen:
• Unterstützung der Mobilität: Da die Knoten eines PSNs kontinuierlich in
Bewegung sein können, muss Mobilität von dem Verfahren unterstützt wer-
den.
• Dezentrale Formierung der Cluster: Aus Gründen der Skalierbarkeit soll
die Gruppierung der Knoten nicht mit Hilfe einer zentralen Instanz, sondern
dezentral erfolgen.
• Energieeffiziente Umsetzung: Aufgrund der limitieren Energieressourcen
der mobilen Endgeräte soll das Verfahren möglichst energieeffizient sein.
3.3.2 Konzept
Für die zuvor beschriebene Problemstellung wurde das Konzept des Distributed
Multi-Head Clustering (DMHC) entwickelt. DMHC ist ein speziell für PSNs konzi-
pierter verteilter Ansatz zur Gruppierung von Messknoten. Die Bezeichnung „Multi-
Head“ deutet darauf hin, dass es mehrere „Hauptknoten“ mit speziellen Rollen gibt:
die Clusterheads und die Sensingheads.
Die Funktionsweise von DMHC gliedert sich in zwei Teilbereiche: Der erste Be-
reich sorgt für den Aufbau und den Erhalt der Cluster. In diesem Rahmen werden
auch die Clusterheads bestimmt. Der zweite Bereich ist für die Bestimmung der
Sensingheads zuständig. Beide Bereiche werden im Folgenden detailliert beschrie-
ben.
3.3.2.1 Aufbau und Erhalt der Cluster
Das Vorgehen zur Gruppierung der Knoten basiert auf dem von Basagni vorge-
stellten Distributed Mobility-Adaptive Clustering (DMAC) [23], das ein Clustering-
Verfahren für Ad-hoc-Netze mit mobilen Knoten darstellt. DMHC ist eine auf den
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Einsatz in PSNs zugeschnittene Erweiterung von DMAC, bei der die folgenden
Nachrichten, Knotengewichte und Prozeduren zum Einsatz kommen.
Nachrichten Damit sich Knoten zu Clustern gruppieren können, müssen sie Kennt-
nis von benachbarten Knoten haben. Aus diesem Grund senden Knoten bei
DMHC periodische Broadcast-Nachrichten, sogenannte Periodic Clustering
Messages (PCM). PCM-Nachrichten enthalten die Knoten-ID, die noch vor-
handen Energiereserven (engl. remaining energy (RE)) und die aktuellen Kom-
munikationskosten. Letztere setzen sich auch den Kosten pro Übertragung
(engl. costs per transmission (CPT)) und den akkumulierten Kosten für bis-
herige Übertragungen (engl. total costs (TC)) zusammen. Durch den Empfang
bzw. das Ausbleiben von PCM-Nachrichten kann der Status der Verbindun-
gen zu benachbarten Knoten erkannt werden.
Zudem werden noch zwei weitere Nachrichtentypen verwendet. CH-Nach-
richten zeigen an, dass der Sender die Rolle des Clusterheads übernommen
hat und werden per Broadcast an alle Knoten in der Umgebung verteilt. Kno-
ten, die eine CH-Nachricht empfangen, können dem Clusters dieses Cluster-
heads beitreten.
Dies kann mittels einer JOIN-Nachricht angezeigt werden. Auch diese wer-
den per Broadcast verteilt, enthalten aber den gewünschten Empfänger, d. h.
die Knoten-ID des Clusterheads, um kenntlich zu machen, welchem Cluster
der Absender beitreten möchte. Falls der beitretende Knoten zuvor Teil ei-
nes anderen Clusters war, wird die JOIN-Nachricht auch vom Clusterhead
des vorherigen Clusters verarbeitet. Neben der Knoten-ID des Clusterheads
beinhalten JOIN-Nachrichten außerdem eine Liste der auf dem absenden-
den Gerät verfügbaren Sensoren, z. B. {Temp, Hum}, falls dieses mit einem
Temperatur- und einem Luftfeuchtigkeitssensor ausgestattet ist.
Empfängt ein Knoten mehrere CH-Nachrichten, tritt dieser dem Cluster bei,
dessen Clusterhead das größere Knotengewicht hat.
Knotengewichte DMHC verwendet wie DMAC Knotengewichte für die dezen-
trale Gruppierung der Knoten. Da für eine erfolgreiche Verbreitung partizi-
pativer Sensornetze besonderer Wert auf geringe Übertragungs- und Energie-
kosten gelegt werden sollte, werden diese Aspekte bei DMHC zur Bestim-
mung der Knotengewichte genutzt.
HNW(n,m) =

minTC+CPT (n,m), falls (TC+CPT )n 6= (TC+CPT )m
maxRE(n,m), falls (TC+CPT )n = (TC+CPT )m∧REn 6= REm
minID(n,m), falls (TC+CPT )n = (TC+CPT )m∧REn = REm
(3.4)
Für die Bestimmung des Clusterheads werden die Knotengewichte mittels der
Funktion HigherNodeWeight (HNW) paarweise verglichen, vgl. Gleichung
3.4. Um die Übertragungskosten der Nutzer gering zu halten, wird der Kno-
ten mit den geringsten Übertragungskosten als Clusterhead ausgewählt. Sind
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diese für zwei Knoten identisch erhält der Knoten mit den größeren Energie-
reserven die Rolle des Clusterheads. Ist auch hierdurch keine Entscheidung
möglich, fällt die Wahl auf den Knoten mit der geringeren Knoten-ID.
Prozeduren Um auf die oben beschriebenen Nachrichten reagieren zu können,
sind verschiedene Prozeduren notwendig. Diese sind stark an die DMAC-
Prozeduren angelehnt [23] und unterscheiden sich größtenteils nur durch das
Bearbeiten der neu eingeführten Nachrichtentypen:
• Init(): Die Init-Prozedur wird aufgerufen, wenn ein Knoten keinem Clus-
terhead zugeordnet ist. Dies kann in zwei Situationen der Fall sein: (1)
Wenn der Knoten gerade erst dem Sensornetz beitritt oder (2) wenn
ein Knoten die Verbindung zu seinem Clusterhead verliert. Die Init-
Prozedur überprüft, ob sich in der Umgebung ein Clusterhead befindet,
dessen Knotengewicht größer als das eigene ist. Ist dies der Fall, tritt er
diesem Cluster bei, andernfalls wird dieser Knoten selbst zum Cluster-
head.
• LinkFailure(u): Die LinkFailure-Prozedur wird aktiv, wenn die Verbin-
dung zu einem Knoten u abbricht. Dies wird durch das Ausbleiben der
periodischen PCM-Nachrichten erkannt. Die Prozedur prüft, ob u oder
der Knoten selbst vor dem Verbindungsabbruch Clusterhead gewesen
sind. Falls u ein Clusterhead gewesen ist, führt der Knoten die Init-
Prozedur zur Bestimmung eines neuen Clusterheads aus. Falls der Kno-
ten selbst der Clusterhead ist, entfernt dieser u einfach aus der Menge
der Cluster-Knoten. War keiner der beteiligten Knoten ein Clusterhead,
hat der Verbindungsabbruch keinen direkten Einfluss auf den Knoten
und wird ignoriert.
• NewLink(u): Analog zu LinkFailure setzt sich die NewLink-Prozedur
mit neu erkannten Verbindungen auseinander. Empfängt der Knoten ei-
ne PCM-Nachricht eines Knotens u, der sich zuvor nicht in der Nach-
barschaft befunden hat, wird lediglich geprüft, ob u ein Clusterhead mit
größerem Knotengewicht als dem des aktuellen Clusterheads ist. Ist dies
der Fall, tritt der Knoten dem Cluster von u bei.
• OnReceivingCH(u): Die Prozedur wird bei Empfang einer CH-Nach-
richt aufgerufen. Wie bei NewLink wird dann geprüft, ob diese Nach-
richt von einem Clusterhead mit größerem Knotengewicht als dem des
aktuellen Clusterheads kommt. Ist dies der Fall, tritt der Knoten dem
entsprechenden Cluster bei.
• OnReceivingJoin(u,z): Die letzte Prozedur behandelt JOIN-Nachrichten.
Diese enthalten neben dem Absender u auch die Knoten-ID des Cluster-
heads z, dessen Cluster der Absender beitreten möchte. Ist der aktuel-
le Knoten selbst ein Clusterhead, muss dieser prüfen, ob u gerade sein
Cluster verlässt oder diesem beitreten möchte. Wenn z kein Clusterhead
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ist, ignoriert dieser das eingehende JOIN, was u durch die nächste von z
versendete PCM-Nachricht erkennen kann.
3.3.2.2 Bestimmung der Messknoten der Cluster
Neben dem Aufbau der Cluster müssen die Messknoten, also die Sensingheads (SH)
der Cluster, bestimmt werden. Um eine hohe Zuverlässigkeit und Qualität der Mess-
werte gewährleisten zu können, sollten mehrere Messknoten pro Cluster vorhanden
sein, da so fehlerhafte Messungen einzelner Knoten erkannt und eventuell ausgegli-
chen werden können. Auf der anderen Seite sollten jedoch die Energiekosten mög-
lichst gering gehalten werden. Aus diesem Grund sollte die Durchführung zu vieler
redundanter Messungen vermieden werden. Folglich ist ein Kompromiss zwischen
dem Erlangen einer gewünschten Redundanz, zum Zwecke der Qualitätssicherung,
und der Vermeidung überflüssiger Redundanz, zum Ziele des Energiesparens, zu
finden.
Auswahl der Messknoten Dieser Kompromiss spiegelt sich bei DMHC in zwei
Parametern wider, welche die Anzahl der Messknoten (|SH|) eines Clusters
festlegen: Einerseits kann der Anteil der Sensingheads ρ festgelegt werden.
Dieser Parameter bestimmt, wie groß der Anteil der Messknoten in Relati-
on zu der Gesamtanzahl n der Knoten eines Clusters sein soll. Andererseits
kann auch eine minimale Anzahl an Sensingheads υ pro Cluster angegeben
werden. Wenn ein Knoten einem Cluster beitritt oder diesen verlässt, wird
folglich eine neue Bestimmung von Messknoten durchgeführt, wenn der Aus-
druck 3.5 wahr ist.
(|SH|< υ)∨ ( |SH|
n
< ρ). (3.5)
Für die Auswahl der Messknoten wurden zwei Verfahren entwickelt: Se-
quential Sensinghead Election (SSE; dt. „sequenzielle Messknotenwahl“) und
Highest Remaining Energy (HRE; dt. „größte verbleibende Energiereserven“).
SSE beschreibt ein Verfahren, das auf der Sequenz von bei- und austretenden
Knoten basiert. Wird ein neues Cluster geformt, werden alle neu beitretenden
Knoten zu Messknoten bis der gewünschte Anteil an Sensingheads ρ vor-
handen ist. Daraufhin wird bei jedem neuen Knoten geprüft, ob durch dessen
Beitritt der Anteil der Messknoten unter ρ fällt. Ist das der Fall, wird die-
ser neue Knoten zu einem Sensinghead. Verlässt ein Messknoten ein Cluster,
z. B. weil er sich einem anderen Cluster anschließt, und wird in Folge dessen
ρ nicht mehr eingehalten, wird der Member-Knoten als Sensinghead gewählt,
der schon am längsten Teil dieses Clusters ist.
Das zweite Verfahren basiert auf den verbleibenden Energiereserven der je-
weiligen Knoten. Tritt ein neuer Knoten einem Cluster bei, wird dessen ver-
bleibendes Energielevel mit denen der aktuellen Sensingheads verglichen. Ist
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CH: Clusterhead
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Abbildung 3.11: Visualisierung der Simulationsumgebung mit vergrößertem Clus-
ter
es größer als bei einem der aktuellen Messknoten, wird der neue Knoten zu
einem Sensinghead und der Knoten mit den geringsten Energiereserven ver-
liert seine Sensinghead-Rolle und wird ein Member-Knoten.
Nachrichten Die zuvor beschriebene Auswahl der Messknoten findet beim Clus-
terhead statt, da nur diesem Anzahl und Eigenschaften aller Knoten des Clus-
ters bekannt sind. Damit die Knoten wissen, ob sie Messungen durchführen
sollen oder nicht, müssen sie über ihre Rolle informiert werden. Aus die-
sem Grund wurden zwei neue Nachrichtentypen eingeführt: MeasurementRe-
quest (MR; dt. „Messanfrage“) und RevokeMeasurement (RM; dt. „Zurück-
nahme/Widerruf der Messung“). Bei Beitritt eines Clusters nehmen Knoten
zunächst immer an, dass sie Messungen durchführen sollen. Ist dies nicht nö-
tig, informiert der Clusterhead durch das Senden einer RM-Nachricht, dass
der Adressat kein Sensinghead ist. MR-Nachrichten werden hingegen ge-
nutzt, um Member-Knoten mitzuteilen, dass sie ab sofort Sensingheads sind
und Messungen durchführen sollen. Durch die beim Beitritt implizite Annah-
me der Sensinghead-Rolle, werden MR-Nachrichten bei SSE nur bei Austrit-
ten von Knoten versendet.
3.3.3 Evaluation
Ziel von DMHC ist es, die Datenerfassung bei großflächigen Kampagnen in PSNs
effizienter zu gestalten, d. h. es sollen weniger redundante Messungen durchgeführt
und die Kosten für Betreiber und Nutzer gesenkt werden. Im folgenden Abschnitt
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soll das Verhalten von DMHC und die Effekte in Bezug auf dieses Ziel analysiert
werden. Zu diesem Zweck wurden mit einer eigens entwickelten Simulationsumge-
bung verschiedene Simulationen durchgeführt. Im Folgenden wird daher zuerst die
Simulationsumgebung beschrieben, bevor in den darauf folgenden Abschnitten die
Ergebnisse präsentiert und diskutiert werden.
3.3.3.1 Simulationsumgebung
Für die Simulationsumgebung kam wieder die JiST/SWANS-Umgebung [282] zum
Einsatz, wobei für die Visualisierung die Erweiterung swans++ [257] verwendet
wurde. Die darauf aufbauend entwickelte DMHC-Erweiterung setzt die Gruppie-
rung der Knoten und die Vergabe der Rollen innerhalb der Cluster um.
Abbildung 3.11 zeigt einen Screenshot der Simulationsumgebung, bei dem zur Ver-
anschaulichung ein Cluster vergrößert ist. Das Cluster bestand in diesem Fall aus
zehn Knoten, was durch die gemeinsame Hintergrundfarbe der Knoten gekenn-
zeichnet ist. Die Rolle der Knoten wurde durch die Farbe der Knoten-ID markiert.
Die ID des Clusterheads wurde rot, die der Sensingheads wurde gelb eingefärbt.
Member-Knoten wurden mit blauen IDs dargestellt.
Mit dieser Umgebung wurden verschiedene Simulationen durchgeführt. Wie in Ta-
belle 3.2 angegeben, wurden Szenarien mit bis zu 100 Knoten simuliert, wobei jeder
Durchlauf 50-mal wiederholt wurde. Die Verteilung der mobilen Knoten im Simula-
tionsgebiet war dabei zufällig und die Geschwindigkeit dieser wurde auf 6 m/s, d. h.
umgerechnet 21,6 km/h, begrenzt, da die Knoten Fußgänger und Fahrradfahrer re-
präsentierten. Die Ad-hoc-Kommunikation der Knoten untereinander wurde durch
WLAN implementiert, wohingegen für die Kommunikation der Clusterheads eine
ständig verfügbare Datenverbindung zum Anwendungsserver angenommen wurde.
Knoten 1–100
Simulationszeit 6 Stunden
Simulationsgebiet 5×5 km
Mobilität Random Waypoint Model
Geschwindigkeit 1–6 m/s
Pause 10s
Kommunikation WLAN mit Freiraumdämp-
fung
Sendeleistung 15 dBm
Antennengewinn 1 dB
Tabelle 3.2: Simulationsparameter für die Evaluation von DMHC
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3.3.3.2 Anzahl der Mobilfunk-Übertragungen
In einem ersten Schritt wurde die Anzahl der Mobilfunk-Übertragungen untersucht.
Mobilfunk-Übertragungen werden von den Clusterheads genutzt, um die aggre-
gierten Messdaten an den Anwendungsserver zu übertragen. Für die Analyse wur-
de DMHC mit dem naiven Ansatz verglichen, bei dem alle Knoten Messungen
durchführen und diese direkt an den Anwendungsserver übermitteln. Bei diesem
Vergleich ist klar, dass DMHC die Anzahl der Mobilfunk-Übertragungen deutlich
senkt, da jeweils nur die Clusterheads Daten an den Server übertragen. Bei zu ge-
ringen Knotendichten treten jedoch vermehrt 1-Knoten-Cluster auf, wodurch sich
DMHC dem naiven Ansatz annähert. Demzufolge war bei dieser Untersuchung vor
allem von Interesse, ab welcher Knotendichte eine signifikante Reduzierung dieser
mobilen Datenübertragungen zu erkennen ist.
Abbildung 3.12(a) zeigt die Ergebnisse dieser ersten Analyse. Dargestellt ist hier
die durchschnittliche Anzahl der Mobilfunk-Übertragungen pro Knoten in Abhän-
gigkeit der Knotenanzahl. Die Simulationen wurden mit unterschiedlichen Mess-
intervallen (MI={15s, 30s, 120s}) durchgeführt. MI ist ein entscheidender Faktor
für die Anzahl der Übertragungen: Je kleiner das Intervall, desto häufiger werden
Messungen aufgezeichnet und desto häufiger müssen die Messwerte an den Anwen-
dungsserver übertragen werden. Dies ist auch an den Werten des naiven Ansatzes
ohne Clustering zu erkennen. Bei einer Simulationszeit von 6 Stunden und einer
Messung alle 30 Sekunden (MI=30) wurden 720 Messungen pro Knoten durchge-
führt, wohingegen bei einem viermal so großen Intervall (MI=120) nur ein Viertel
der Messungen durchgeführt wurden.
Insgesamt kann man erkennen, dass DMHC die Anzahl der Übertragungen deutlich
reduzierte. Bei 10 Knoten wurde schon eine Reduzierung der Last von ca. 70 % er-
reicht, ab 40 Knoten sogar eine Reduzierung von mehr als 95 %. Diese Ergebnisse
zeigen, dass der Einsatz von DMHC auch bei geringen Knotendichten sinnvoll ist
und dabei helfen kann, die Netzlast in PSNs deutlich zu reduzieren. Bei der Analyse
wurde zwar lediglich die reine Anzahl der Übertragungen nicht die übertragene Da-
tenmenge betrachtet, allerdings ist die Annahme, dass durch die auf Seiten der Clus-
terheads stattfindende Aggregation auch die Datenmenge in vergleichbarem Maße
reduziert werden kann.
3.3.3.3 Übertragungskosten für Mobilfunk-Übertragungen
In einem zweiten Schritt wurden die monetären Übertragungskosten analysiert. Das
Szenario in diesem Fall war, dass ein gewisser Anteil der Nutzer eine Daten-Flatrate
hat, d. h. dass für diese Nutzer keine zusätzlichen monetären Kosten für eine Über-
tragung entstehen. Der Idealfall ist, wenn in jedem Cluster mindestens ein Knoten
mit einer solchen Daten-Flatrate existiert, der die aggregierten Messwerte ohne Zu-
satzkosten übermitteln kann.
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Abbildung 3.12: Analyse der Mobilfunk-Übertragungen und der daraus resultieren-
den Kosten
Bei den Simulationen dieser Analyse wurde der Anteil der Flatrate-Nutzer mit 5 %,
15 % und 25 % festgesetzt. Für die restlichen Knoten wurde jede Datenübertra-
gung über das Mobilfunknetz als „kostenpflichtige“ Übertragung gezählt. Die Über-
tragungskosten können durch Einbeziehung der Kosten pro Übertragung (CPT)
bestimmt werden. Bei den Simulationsdurchläufen wurde das Messintervall auf
MI=15s gesetzt und PCM-Nachrichten wurden mit einem Intervall (PI) von 3 bis 4
Sekunden per Broadcast verteilt.
Die Ergebnisse sind in Abbildung 3.12(b) dargestellt. Bei den Durchläufen ohne
Clustering war eine Reduzierung der Anzahl der kostenpflichtigen Übertragungen
zu erkennen, die dem Anteil der Flatrate-Nutzer entspricht. Statt der eigentlichen
1 440 Übertragungen reduzierte sich beispielsweise diese Anzahl bei einem An-
teil von 25 % Flatrate-Nutzern um 25 % auf 1 080 Übertragungen. Bei DMHC war
der Einfluss des Anteils an Flatrate-Nutzern relativ gering. In allen drei Szenarien
fiel die Anzahl der kostenpflichtigen Übertragungen mit zunehmender Knotendich-
te stark ab. Somit kann man schließen, dass die größte Reduktion auf das Clustering
zurückzuführen ist. Vergleicht man die Werte allerdings mit den Übertragungen pro
Knoten aus der vorherigen Analyse, vgl. Abbildung 3.12(a), wird eine deutliche Re-
duktion bei der Anzahl kostenpflichtiger Übertragungen erkennbar. Betrachtet man
wieder das Szenario mit einem Anteil von 25 % von Flatrate-Nutzern, so reduzierte
sich die Anzahl der Übertragungen um knapp 70 %. Bei einer höheren Knotendich-
te stieg die Anzahl der Knoten pro Cluster und somit auch die Wahrscheinlichkeit,
dass ein Flatrate-Nutzer in diesem Cluster vorhanden war. DMHC näherte sich so-
mit dem Idealfall an, bei dem keine der Mobilfunk-Übertragungen kostenpflichtig
ist.
Die Ergebnisse zeigen, dass DMHC durch die Gruppierung und die Auswahl der
Clusterheads, die auf den Übertragungs- und Energiekosten der Knoten basiert, die
Anzahl der kostenpflichtigen Übertragungen verringert. Damit werden die Kosten
der Nutzer deutlich reduziert, was ein ausschlaggebender Aspekt für eine hohe Nut-
zerbeteiligung in PSNs ist.
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Abbildung 3.13: Energiekosten für die in Tabelle 3.3 spezifizierten Szenarien
3.3.3.4 Energiekosten
Im Folgenden sollen die Energiekosten untersucht werden. In diesem Kontext wird
mit den Energiekosten die Summe der für die Messungen und Übertragungen be-
nötigten Energie bezeichnet.
Szenario 1 Szenario 2
Mobilfunk-Übertragungen 6τ 3τ
Ad-hoc-Übertragungen 1τ 1τ
Messungen 0.5τ 0.8τ
Tabelle 3.3: Relative Energiekosten für die definierten Szenarien
Für die Bestimmung der Energiekosten wurden zwei Szenarien mit unterschiedli-
chen Annahmen für die relativen Energiekosten definiert. Letztere werden im Fol-
genden in τ angegeben. Das erste Szenario wurde auf den in [19] präsentierten
Untersuchungsergebnissen spezifiziert. Diese zeigen, dass die Energiekosten für ei-
ne Mobilfunk-Übertragung im Schnitt ca. sechsmal so hoch sind, wie die für ei-
ne Ad-hoc-Übertragung. Des Weiteren wurde für dieses Szenario angenommen,
dass die benötigte Energie für die Durchführung der Messungen im Vergleich zu
den Übertragungen relativ gering ist, weshalb die Kosten für eine Messung auf
die Hälfte der Energiekosten für eine Ad-hoc-Übertragung festgelegt wurden. Im
zweiten Szenario sollte untersucht werden, wie sich geringe relative Kosten für
die Mobilfunk-Übertragungen auf die Ergebnisse auswirken. Daher wurden die-
se um den Faktor 2 reduziert. Zusätzlich wurden auch die Energiekosten für die
Messungen leicht erhöht, so dass sie nur noch 20 % geringer im Vergleich zu den
Ad-hoc-Übertragungen sind. Tabelle 3.3 fasst die relativen Energiekosten für beide
Szenarien zusammen.
In den Simulationen wurden zudem drei verschiedene Intervalle für den Versand
von PCM-Nachrichten (PI) bei gleichbleibenden Messintervall MI=30s untersucht.
Im ersten Durchgang wurde PI auf 2–4 Sekunden gesetzt, so dass die PCM-Nach-
richten sehr häufig versendet wurden. In diesem Fall wurden folglich sehr viele Ad-
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Abbildung 3.14: Anzahl der Messungen pro Knoten
hoc-Nachrichten pro durchgeführter Messung ausgetauscht. Im zweiten und dritten
Fall wurde PI mit 6–10 Sekunden bzw. mit 10–16 Sekunden gewählt, so dass deut-
lich weniger Ad-hoc-Übertragungen pro Messung anfielen.
Die Ergebnisse für das erste Szenario sind in Abbildung 3.13(a) dargestellt. Die
Energiekosten bei der Verwendung von DMHC waren mit mittlerem und großem
PI deutlich geringer als die des naiven Ansatzes ohne Clustering. Lediglich bei
sehr häufigem Versenden von PCM-Nachrichten, d. h. mit PI=2–4s, überstiegen die
Energiekosten die des Referenzansatzes. In diesem Fall wurden im Schnitt zehn
Ad-hoc-Nachrichten pro Messintervall versendet, was durch die Einsparung von
Mobilfunk-Übertragungen und Messungen nicht kompensiert werden konnte.
Abbildung 3.13(b) zeigt die Ergebnisse für das zweite Szenario. Hier überstiegen
die Energiekosten die des Referenzansatzes schon beim Durchlauf mit mittlerem PI,
allerdings nur in geringem Maße. Selbst diese höheren Energiekosten können noch
akzeptabel sein, wenn dadurch wie zuvor gezeigt die Übertragungskosten deutlich
reduziert werden können. Bei der Verwendung eines großen PI sind die Energiekos-
ten aber auch in diesem Szenario noch unter denen des naiven Ansatzes.
3.3.3.5 Anzahl der Messungen
In einem weiteren Schritt soll der Einfluss der Parameter für die Anzahl der Mess-
knoten, ρ und υ , auf die effektive Anzahl an Messungen untersucht werden. Wie
in Abschnitt 3.3.2.2 beschrieben, bestimmt ρ den Anteil der Sensingheads in den
Clustern, wohingegen υ die minimale Anzahl an Sensingheads festlegt.
Diese Analyse untersuchte dabei zwei Varianten. Bei der ersten wurde der Anteil
der Sensingheads mit ρ={10 %, 25 %, 50 %} bei den Simulationen variiert, woge-
gen die minimale Anzahl an Messknoten mit υ=2 konstant belassen wurde. Bei
der zweiten Variante wurde dagegen die minimale Anzahl an Sensingheads mit
υ={2,3,5} variiert und der Anteil der Messknoten konstant bei ρ=10 % belassen.
In beiden Fällen wurde zudem MI=15s und PI=3–4s festgesetzt.
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Abbildung 3.15: Ad-hoc-Overhead zur Bestimmung der Messknoten
Die Ergebnisse der ersten Variante sind in Abbildung 3.14(a) dargestellt. Diese zei-
gen, dass die durchschnittliche Anzahl an Messungen pro Knoten relativ schnell
konvergierte. Schon ab 30 Knoten blieb die Anzahl an Messungen stabil, was zeigt,
dass die Einführung von Sensingheads auch schon bei geringen Knotendichten sinn-
voll ist. Dabei konvergierte die Anzahl immer leicht über dem mit ρ angegebenen
Anteil an Messungen des naiven Ansatzes. Bei letzterem wurden insgesamt 1 440
Messungen pro Knoten durchgeführt. Bei DMHC mit ρ=10 % erfolgten bei 100
Knoten im Schnitt 244,89 Messungen, was ca. 70 % über der 10 %-Marke von 1 440
Messungen liegt. Mit ρ=25 % und ρ=50 % erfolgten bei 100 Knoten im Schnitt ca.
432,87 bzw. 780,92 Messungen, was den jeweiligen Anteil an Messungen des nai-
ven Ansatzes nur leicht übersteigt. Dass die Anzahl der Messungen immer etwas
höher war als durch ρ spezifiziert, hat zwei Gründe: Zum einen bestimmt ρ den
minimalen Anteil an Sensingheads. Der Anteil der Messknoten eines Clusters ist
somit immer größer oder gleich dem Wert von ρ . Zum anderen hat die Festlegung
einer Mindestanzahl υ von Messknoten zur Folge, dass bei kleinen Clustern der
Anteil an Sensingheads immer deutlich über dem spezifizierten Wert liegen wird.
Bei ρ=10 % und υ=2 kann erst bei einer Anzahl von 20 Knoten pro Cluster der
effektive Anteil an Messknoten bei 10 % liegen.
Die Ergebnisse in Abbildung 3.14(b) führen zu vergleichbaren Schlüssen. Der Ein-
fluss von υ ist bei geringer Knotenanzahl zwar deutlich erkennbar, so führten grö-
ßere Werte von υ bei kleineren Knotendichten zu einer geringeren Reduktion. Al-
lerdings wurde ab 40 Knoten ein stabiler Durchschnitt erreicht und die Menge der
Messungen variierte nicht mehr signifikant.
3.3.3.6 Overhead zur Bestimmung der Messknoten
Im letzten Schritt wurde der Ad-hoc-Overhead der zwei Verfahren zur Auswahl
der Messknoten, SSE und HRE, untersucht. Der größte Anteil des generellen Ad-
hoc-Overheads entsteht durch den periodischen Versand der PCM-Nachrichten. Die
Höhe dieses Overheads hängt nur von dem Intervall PI ab und ist zudem für SSE
und HRE identisch. Außerdem werden die PCM-Nachrichten nicht direkt für die
Bestimmung der Sensingheads benötigt. Vielmehr soll die Anzahl der Nachrichten
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untersucht werden, die für die Gruppierung und Bestimmung der Messknoten direkt
relevant sind, d. h.CH-, JOIN-, RM- und MR-Nachrichten.
Die Ergebnisse sind in Abbildung 3.15 dargestellt. Sie zeigen, dass SSE etwas bes-
ser abschnitt als HRE. Das liegt daran, dass HRE bei jedem Bei- oder Austritt ei-
nes Knotens die Sensingheads neu bestimmt und somit auch öfter entsprechende
MR- oder RM-Nachrichten versenden muss. Allerdings war die absolute Anzahl
bei beiden Verfahren relativ gering, vor allem im Vergleich zu dem gesamten Ad-
hoc-Overhead, so dass auch der Einsatz von HRE sinnvoll sein kann, da bei diesem
die Verteilung auf den verbleibenden Energiereserven basiert und somit die Aufga-
benverteilung aus Sicht der teilnehmenden Nutzer fairer ist.
3.3.4 Diskussion und Erweiterungen
Die Ergebnisse zeigen, dass das Konzept von DMHC prinzipiell für PSNs sinnvoll
ist. In diesem Abschnitt sollen aber kritische Aspekte und Erweiterungsmöglichkei-
ten hervorgehoben werden.
In PSNs ist neben der Datenerfassung der Schutz der Privatsphäre ein zentraler
Aspekt, vgl. Abschnitt 2.5. Letzterer wurde bei DMHC ausgeklammert, da der Fo-
kus des Ansatzes die Schonung der Ressourcen ist. Bei einem Einsatz in einem
realen PSN muss die Privatsphäre der Nutzer natürlich auch mit beachtet werden.
So sollte DMHC auf jeden Fall einen Ansatz zum anonymen Datenaustausch bereit-
stellen und gegebenenfalls auch sicherstellen, dass durch die Messdaten keine sen-
siblen Daten bekannt werden. Eine Möglichkeit ist die Integration des entwickelten
Private-Pooling-Konzeptes [301]. Dieses ermöglicht eine gesicherte Kommunika-
tion in Gruppen und entkoppelt die geteilten Informationen von den beitragenden
Nutzern.
Eine weitere Verbesserungsmöglichkeit stellt die Kombination von DMHC mit Da-
tenkompressions- oder Model-basierten Verfahren, wie etwa in [137], dar. Dadurch
kann die Anzahl der Übertragungen und die dabei übermittelte Datenmenge noch-
mals reduziert werden.
Nicht betrachtet wurde zudem, ob verschiedene Sensorarten für die Erfassung be-
nötigt werden. Hier wäre z. B. die Einführung von Prioritätsklassen möglich, um
Geräte mit seltener verfügbaren Sensortypen zu schonen. Sei SReq die Menge der
Sensortypen, die für die Messungen verwendet werden sollen, und S j die Menge
der verfügbaren Sensoren des Knotens j. Bei einem Cluster mit n Knoten kann
dann die Prioriätsklasse Pj wie folgt bestimmt werden:
Pj = max
s∈(S j⋂SReq)(n−
n
∑
k=1
|{s}
⋂
Sk|). (3.6)
Falls ein Knoten keine der geforderten Sensoren besitzt, d. h. wenn S j
⋂
SReq = /0,
kann dieser bei der Bestimmung der Messknoten ignoriert werden. Für die anderen
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Knoten sortiert Gleichung 3.6 die Knoten so, dass die über seltene Sensoren ver-
fügenden Knoten in höhere Klassen eingeordnet werden. Die Idee dabei ist, diese
Knoten nur für Messungen zu verwenden, bei denen die seltenen Sensoren benötigt
werden, damit diese ihre Energiereserven nicht durch Messungen verschwenden,
die auch von anderen Knoten durchgeführt werden können. Die Einordnung soll an
einem kurzen Beispiel verdeutlicht werden: Sei ein Cluster mit vier Knoten gegeben
und die Messungen sollen mit den Sensoren des Typs T1-3 durchgeführt werden.
Den Knoten sollen dabei die in Tabelle 3.4 aufgelisteten Sensoren zur Verfügung
stehen.
Knoten Verfügbare Sensoren Prioriätsklasse
1 T1, T2, T3 3
2 T1 0
3 T1, T4 0
4 T1, T2 2
Tabelle 3.4: Prioriätsklassen der Knoten eines Clusters für SReq={T1,T2,T3}
In diesem Fall hat der Knoten 1 die höchste Prioritätsklasse, da dieser als einziger
Knoten des Clusters einen Sensor vom Typ T 3 besitzt. Die Knoten 2 und 3 haben
die niedrigste Prioritätsklasse, da beide von den gewünschten Sensortypen SReq nur
T 1 integriert haben und T 1 bei allen Knoten des Clusters vorhanden ist. Somit
können bei Messungen, die den Typ T 1 benötigen, die Knoten 2 und 3 bevorzugt
verwendet werden, wohingegen Knoten 1 und 4 für Messaufgaben des Typs T 2
bzw. T 3 geschont werden.
Ein weiterer kritischer Punkt ist die Wahl der Parameter ρ und υ . Diese haben
einen entscheidenden Einfluss auf die Effizienz von DMHC, allerdings ist die Fest-
legung dieser nicht trivial. Des Weiteren kann durch eine statische Belegung dieser
Parameter nicht auf Umstände der realen Welt reagiert werden. Daher wurden als
Erweiterung von DMHC sechs Strategien zur adaptiven Auswahl der Messknoten
entwickelt. Diese können in zwei Gruppen unterteilt werden: Zum einen Strategien,
bei denen die Anzahl an Sensingheads basierend auf den gemessenen Werten ange-
passt wird. Zum anderen Strategien, die für eine solche Anpassung den Ort und die
Abdeckung der Knoten betrachten.
Wertebasierte Anpassung Bei diesen Strategien erfolgt eine Erhöhung oder Re-
duzierung der Anzahl der Messknoten basierend auf den aktuell gemessenen
Werten. Messen die Sensingheads sehr ähnliche Werte, wird davon ausgegan-
gen, dass die Messgröße im Bereich dieses Clusters relativ konstant ist und
somit weniger Messknoten benötigt werden, um ohne große Informationsver-
luste ein realistisches Abbild der physischen Welt zu erhalten. Messen die
Sensingheads sehr unterschiedliche Werte, ist jeder einzelne Messwert sehr
wichtig und trägt zu einem besseren Abbild der Realität bei. Folglich wird
die Auflösung der Messpunkte erhöht.
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(a) (b)
Abbildung 3.16: Wertebasierte Anpassung der Anzahl an Messknoten in einem Ge-
biet (a) mit relativ konstanten Messwerten bzw. (b) mit stark vari-
ierenden Messwerten
Abbildung 3.16 soll dies verdeutlichen. Die Farben repräsentieren die Höhe
des Messwertes und die Kreuze die Messknoten. Abbildung 3.16(a) stellt ein
Gebiet dar, in dem die Messwerte nur sehr geringfügig variieren. In solchen
Fällen kann die Anzahl der Sensingheads ohne große Informationsverluste
reduziert werden. Bei Abbildung 3.16(b) unterscheiden sich die Messwerte
innerhalb des Gebietes stark. Da in diesen Fällen der Informationsverlust bei
Weglassen von Sensingheads sehr groß sein kann, wird die Anzahl daher er-
höht.
Für diese wertebasierte Anpassung wurden drei Strategien entwickelt:
• Linear: Es erfolgt eine lineare Anpassung der Anzahl. Dafür wird die
Abweichung der Messwerte untereinander bestimmt. Unter- bzw. über-
schreitet diese eine bestimmte Grenze, wird der Anteil der Messknoten
um einen festgelegten Betrag reduziert bzw. erhöht.
• Adaptiv: In diesem Fall erfolgt die Anpassung basierend auf der Höhe
der Abweichung. Weichen die Messwerte sehr stark ab, wird der An-
teil der Messknoten um einen größeren Betrag erhöht als bei kleineren
Abweichungen.
• Mobilität: Die Anpassung erfolgt wie bei der zuvor beschriebenen ad-
aptiven Strategie, nur mit zusätzlicher Berücksichtigung der Geschwin-
digkeit des Clusterheads. Ist diese gering, d. h. das Cluster ist verhältnis-
mäßig konstant an einem Ort, wird die Anzahl der Messknoten schneller
reduziert als bei Clustern mit hoher Geschwindigkeit.
Abdeckungsbasierte Anpassung Bei der zweiten Gruppe von Strategien er-
folgt die Anpassung der Messknotenanzahl basierend auf der Abdeckung der
Knoten. Die Abdeckung eines Knotens bezeichnet den Bereich, in dem kein
weiterer Messknoten nötig ist, vgl. Gosh und Das [83]. Bei den Strategien
wird geprüft, ob ein Messknoten durch die Präsenz anderer Knoten überflüs-
sig ist. Gegebenenfalls wird dieser von seiner Rolle als Sensinghead befreit.
In Abbildung 3.17 ist ein Szenario mit drei Messknoten schematisch darge-
stellt. A, B und C repräsentieren die Messknoten, die gestrichelten Kreise de-
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A B
C
Abbildung 3.17: Drei Messknoten mit überlappender Abdeckung
ren Abdeckung. In diesem Fall könnte Knoten B seine Messungen einstellen,
da dieser relativ gut durch die Knoten A und C abgedeckt ist.
Auch für diese abdeckungsbasierte Anpassung wurden drei Strategien entwi-
ckelt:
• Ist-Zustand: Diese Strategie betrachtet die aktuelle Abdeckung der Kno-
ten und entfernt überflüssige Knoten.
• Prognose: Bei dieser Strategie wird anhand der aktuellen Bewegung der
Knoten eine Vorhersage über deren Ort und der daraus folgenden Ab-
deckung zum Zeitpunkt der nächsten Messung gemacht. Wird progno-
stiziert, dass ein Messknoten bei der nächsten Messung durch die Ab-
deckung anderer Messknoten überflüssig wird, wird dieser von seiner
Rolle als Sensinghead befreit.
• Gewichtete Prognose: Das Vorgehen erfolgt analog zur Prognose-Stra-
tegie, nur mit zusätzlicher Gewichtung der Vorhersage basierend auf der
Geschwindigkeit der Knoten. Dabei werden Vorhersagen von sich lang-
sam bewegenden Knoten höher gewichtet, da angenommen wird, dass
diese genauer sind als Prognosen sehr schneller Knoten.
3.4 Zusammenfassung
Dieses Kapitel beschäftigte sich mit dem Thema der Ressourcenschonung durch
eine effiziente Datenerfassung in PSNs. Diese ist von entscheidender Bedeutung,
um einerseits eine große Akzeptanz bei den Nutzern zu erreichen und anderseits
die Kosten für Betreiber möglichst gering zu halten. Nach einem Überblick über
existierende Arbeiten wurden in diesem Kapitel zwei neue Konzepte vorgestellt,
die diese Thematik adressieren.
Im ersten Teil des Kapitels wurde eine ausführliche Übersicht über existierende Ar-
beiten im Bereich der Datenerfassung gegeben. Da viele Ansätze von Konzepten
traditioneller drahtloser Sensornetze inspiriert sind, wurde mit einer Betrachtung
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dieser, für WSNs entwickelten, Arbeiten begonnen. Anschließend wurden spezi-
ell für PSNs entwickelte Ansätze aus den Bereichen der Positionsbestimmung, der
Task-Verteilung und der Datenreduktion bzw. der Datenerfassung beschrieben.
Im zweiten Teil des Kapitels folgte die Präsentation eines entwickelten Konzeptes
für eine effiziente Task-Verteilung. Der Ansatz wurde speziell für lokal und zeitlich
beschränkte Messungen konzipiert und basiert auf drei Komponenten: der zellba-
sierten Task-Verteilung, dem adaptivem Monitoring mit Bewegungserkennung und
der Task-Bündelung. Nach der Beschreibung des Konzeptes wurde dieses anhand
von Simulationen evaluiert und diskutiert.
Im dritten Teil des Kapitels wurde schließlich mit DMHC ein Ansatz zur lokalen
Gruppierung von Messknoten vorgestellt, welcher, im Gegensatz zu dem zuvor be-
schriebenen Konzept, für großflächige und langfristige Messkampagnen entwickelt
wurde. Zunächst wurde der Aufbau und Erhalt der Cluster sowie die Bestimmung
der Messknoten beschrieben, bevor das Konzept simulativ evaluiert wurde. Abge-
schlossen wurde der Abschnitt durch eine Diskussion des Ansatzes und eine aus-
führliche Betrachtung von Erweiterungen.

4 Schutz der Privatsphäre
Neben der effizienten Datenerfassung spielt der Schutz der Privatsphäre der Nutzer
eine entscheidende Rolle und ist essentiell für die erfolgreiche Etablierung parti-
zipativer Sensornetze. Der Fokus partizipativer Sensornetze liegt auf der Erhebung
und Sammlung von Messdaten. Im Gegensatz zu traditionellen Sensornetzen ver-
wenden PSNs jedoch die Endgeräte der Nutzer als Sensorknoten. Erhobene Daten
erhalten folglich, direkt oder indirekt, auch immer Informationen über den jeweili-
gen Nutzer und erlauben somit auch Rückschlüsse auf das Privatleben der Nutzer.
Ohne Kontroll- und Sicherheitsmechanismen könnten PSNs folglich auch genutzt
werden, um die Nutzer großflächig und kontinuierlich auszuspionieren.
Ist die Privatsphäre der Nutzer nicht ausreichend geschützt oder haben die Nutzer
auch nur das Gefühl, dass nicht ausreichend Wert auf deren Schutz gelegt wird,
kann dies zu einer ablehnenden Haltung gegenüber dem PSN führen. In der Regel
profitieren die Nutzer selbst nicht direkt von der Erhebung und Übermittlung der
Messdaten, sondern tun dies zum Nutzen der Gemeinschaft. Wenn sie dadurch ihre
Privatsphäre aufs Spiel setzen, wird dies zur Folge haben, dass Nutzer nicht bereit
sind eigene Messdaten beizutragen. PSNs sind jedoch auf eine große Nutzerbetei-
ligung angewiesen. Nur durch eine hohe Beteiligung können genügend Messungen
durchgeführt werden, so dass die erhobenen Daten nicht nur einzelne Stichproben
darstellen, sondern relevante und aussagekräftige Ergebnisse liefern können. Daher
sind Mechanismen zum Schutz der Privatsphäre der Nutzer unerlässlich.
Dem entgegen steht das Ziel von PSNs, möglichst viele und genaue Daten zu sam-
meln. Für die Qualität der Ergebnisse wäre es von Vorteil, wenn sowohl die Kontext-
daten, wie Ort und Zeit, als auch die Messdaten so präzise wie möglich aufgenom-
men und übertragen werden. Hinsichtlich der Quantität wäre es wünschenswert,
wenn jeder Nutzer kontinuierlich messen würde. Beide Punkte sind jedoch für die
Privatsphäre als kritisch einzustufen. Schutzmechanismen müssen daher sehr effizi-
ent sein, d. h. sie müssen die Privatsphäre so gut wie möglich schützen, und gleich-
zeitig möglichst geringe Verluste hinsichtlich Qualität und Quantität der Messdaten
erzeugen.
Dieses Kapitel ist wie folgt aufgebaut: Zunächst werden in Abschnitt 4.1 die mög-
lichen Bedrohungen für die Privatsphäre der Nutzer analysiert. Bisherige Ansätze
und verwandte Arbeiten werden in Abschnitt 4.2 dargestellt. Anschließend werden
zwei eigene Lösungsansätze präsentiert: Als Erstes wird in Abschnitt 4.3 ein Ansatz
zur automatisierten Erstellung von Privatsphäre-Zonen präsentiert. Danach folgt die
Beschreibung eines Konzeptes zur Bewahrung der Privatsphäre bei Kalibrierungs-
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vorgängen in Abschnitt 4.4. Abschließend werden zentrale Aspekte des Kapitels in
Abschnitt 4.5 zusammengefasst.
4.1 Bedrohungen der Privatsphäre in
partizipativen Sensornetzen
Im Folgenden sollen mögliche Bedrohungen der Privatsphäre in PSNs dargestellt
werden. Dabei werden nur Bedrohungen betrachtet, die entweder speziell für PSNs
sind, d. h. nur in diesen auftreten, oder durch diese stark begünstigt werden. Allge-
meine Angriffsszenarien, wie z. B. das Abhören des gesamten Datenverkehrs eines
Nutzers, werden hier vernachlässigt. Der Fokus liegt vielmehr auf Bedrohungen, die
durch die Interaktion mit dem Anwendungsserver und die an diesen übermittelten
Daten entstehen.
Bei den übermittelten Daten kann man zwei Arten unterscheiden: Einerseits Kon-
textdaten, wie Ort und Zeit, die zur Einordnung der Messungen notwendig sind,
anderseits die erfassten Messdaten, z. B. Umweltdaten. Anhand dieser Unterschei-
dung lassen sich auch die möglichen Bedrohungen für die Privatsphäre unterglie-
dern: Zunächst werden Bedrohungen skizziert, die auf den Kontextdaten basieren.
Anschließend werden mögliche Gefahren beschrieben, die durch sensible Informa-
tionen in den Messdaten entstehen.
4.1.1 Preisgabe von Kontextdaten
In den meisten Anwendungsszenarien partizipativer Sensornetze werden neben den
Messdaten auch Kontextinformationen erhoben, vor allem Ort und Zeitpunkt der je-
weiligen Messung. Diese werden benötigt, um die Messdaten in den zeitlichen und
örtlichen Kontext einordnen zu können. Für den persönlichen Gebrauch können
Nutzer zwar auch Messungen ohne Ortsinformationen aufnehmen, beispielswei-
se Luftqualitätsmessungen zur Berechnung der persönlichen Schadstoffbelastung.
Der Informationsgehalt solcher Messungen ohne jeglichen Zeit- und Ortsbezug ist
für die Nutzergemeinschaft jedoch sehr begrenzt. In einigen Fällen werden sogar
nur Orts- und Zeitinformationen erhoben und stellen folglich auch gleichzeitig die
Messdaten dar. Dies ist der Fall in Anwendungen zur Überwachung bzw. der Mes-
sung des Verkehrsflusses [94, 226, 258].
Neben dem Zeitpunkt der Messung, für den die lokale Uhr des Gerätes oder auch
der Upload-Zeitpunkt verwendet werden kann, ist auch eine relativ präzise Bestim-
mung der Ortsinformationen mit modernen Smartphones möglich. Zur Ortsbestim-
mung sind die meisten Geräte heutzutage mit Empfängern für globale Navigations-
satellitensysteme (GNSS), wie GPS oder GLONASS, ausgestattet. Zudem kann die
Position eines Endgerätes auch durch WLAN- oder netzbasierte Ortung erfolgen.
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Die Probleme für die Privatsphäre, die durch die Angabe dieser Kontextdaten bei
den Messungen entstehen können, sind vielfältig. Neben der allgemeine Nachver-
folgung der Bewegungen von Nutzern können diese Informationen auch genutzt
werden, um Wohn- und Arbeitsort des Nutzers zu bestimmen [106, 252, 253]. Fer-
ner können Ortsdaten verwendet werden, um auf weitere persönliche Informationen
zu schließen, wie die politischen Ansichten des Nutzers, seinen Gesundheitszustand
oder seine persönlichen Gewohnheiten [64, 143, 157]. Gesammelte Ortsdaten kön-
nen einem Angreifer verraten, wie der Nutzer sich fortbewegt [182] und wann er
welche anderen Nutzer getroffen hat [173].
Neben den Bedrohungen der Privatsphäre, die durch die Informationen selbst oder
durch Schlussfolgerungen aus diesen entstehen, können Ortsinformation auch wei-
tere negative Effekte für den Nutzer haben, falls diese in falsche Hände geraten.
Zum einen können die Informationen von zweifelhaften Unternehmen für uner-
wünschte ortsbezogene Werbung, sogenannten Location-based Spam, genutzt wer-
den [64]. Zum anderen kann auch die Sicherheit und das persönliche Wohlbefinden
darunter leiden, wenn es durch die bekannt gewordenen Ortsdaten zu physischen
Angriffen kommt [64].
Zusätzlich zu den absichtlich erfassten Kontextdaten, die zur Einordnung der Mes-
sungen notwendig sind, können weitere Kontextdaten aus gewissen Situationen ab-
gleitet werden. Dies ist der Fall, wenn allein die Beantwortung einer Messanfrage
zusätzliche Informationen preisgibt. Werden Messanfragen gestellt, die sehr restrik-
tiv bei den Anforderungen sind, z. B. indem sie sehr spezielle, selten verbaute Sen-
soren fordert, kann eventuell auf den verwendeten Gerätetyp oder sogar die Identi-
tät des Nutzers geschlossen werden. Bei diesem Vorgehen spricht man von Narrow
Tasking [217]. Ebenso problematisch ist es, wenn ein Angreifer den Tasking-Server
so steuern kann, dass Messanfragen gezielt an einzelne Nutzer verteilt werden. Bei
diesem, mit Selective Tasking [217] bezeichneten Vorgehen können die Ergebnis-
se verschiedener Antworten einfach verknüpft werden, wodurch der entsprechende
Nutzer dauerhaft verfolgt und überwacht werden kann.
4.1.2 Sensible Informationen in Messdaten
Neben den Kontextdaten können auch die Messdaten sensible Informationen über
die Nutzer bzw. deren Umgebung enthalten und stellen in den falschen Händen
somit eine Bedrohung für die Privatsphäre dar. Das Ausmaß der Bedrohung hängt
von der Art der Messdaten ab. In Hinblick auf den Schutz der Privatsphäre sind etwa
Sound- oder Bildaufnahmen in der Regel kritischer anzusehen als die Erhebung von
Umweltdaten.
Zudem entscheidet auch die Verarbeitung der Daten über das Ausmaß einer mög-
lichen Bedrohung. Werden die Daten lokal verarbeitet, d. h. auf den Endgeräten
der Nutzer, und erst anschließend an den Anwendungsserver übermittelt, ist das
Risiko normalerweise geringer, als wenn die rohen Daten übermittelt werden. Ein
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Beispiel hierfür ist eine Anwendung, welche die Umgebungslautstärke über Ton-
aufnahmen ermitteln soll. Erwartet der Anwendungsserver die Rohdaten, um die
Lautstärke zentral zu bestimmen, können diese Daten auch sensible Informationen,
wie z. B. Gespräche in der Umgebung des Nutzers, enthalten. Werden die Tonauf-
nahmen verarbeitet und nur die resultierende Lautstärke an den Server übermittelt,
ist die Gefahr geringer, dass hierdurch sensible Informationen bekannt werden.
Im Folgenden soll nun ein kurzer Überblick über die verschiedenen Arten von
Messdaten und die jeweils auftretenden Probleme gegeben werden. Die Auflistung
ist an die Bedrohungsanalyse von Christin et al. [46] angelehnt und geht davon aus,
dass mögliche Angreifer Zugriff auf die unverarbeiteten Messdaten erlangen:
• Tonaufnahmen: Werden, wie in dem zuvor genannten Beispiel, Tonaufnah-
men als Messdaten erhoben, kann dies zu verschiedenen Bedrohungen der
Privatsphäre führen. Zum einen können private Gespräche der Nutzer auf-
gezeichnet werden. Zum anderen können gewisse, für bestimmte Events oder
Orte einzigartige Hintergrundgeräusche ungewollte Zusatzinformationen über
den Nutzer liefern. Dies ist vor allem relevant für Anwendungen mit oppor-
tunistischer Datenerfassungen, bei denen automatische Tonaufnahmen ohne
aktives Zutun der Nutzer aufgezeichnet werden. [46] Wichtig hierbei ist, dass
nicht nur die Privatsphäre des teilnehmenden Nutzers gefährdet ist, sondern
potentiell auch die der Personen in der Umgebung des Nutzers. Sind diese
in „Hörreichweite“ des aufnehmenden Endgerätes, können auch Gespräche
von Personen aufgezeichnet werden, die überhaupt nicht wissen, dass eine
Messung in ihrer Umgebung durchgeführt wird [185].
• Bildaufnahmen: Werden bei einer Anwendung Bildaufnahmen, d. h. Fotos
oder Videos, als Messdaten erhoben, können ähnliche Probleme wie bei Ton-
aufnahmen auftreten. Das Bildmaterial kann Aufnahmen von Personen und
Fahrzeugen enthalten, die sich in der Umgebung des Nutzers befinden. Da-
durch kann unter Umständen auf die Identität der Personen, ihre Aktivität
zum Aufnahmezeitpunkt und ihre sozialen Beziehungen geschlossen wer-
den [46]. Besonders kritisch ist hierbei, dass die Privatsphäre von Personen
betroffen sein kann, die nicht am PSN teilnehmen und sich auch nicht über
die Datenerfassung bewusst sind [185].
• Beschleunigungsdaten: In manchen Anwendungen partizipativer Sensornet-
ze werden die Daten von Beschleunigungssensoren als Messdaten verwendet,
vgl. Abschnitt 2.3. Mit ihrer Hilfe ist es möglich, auf die Aktivität der Nut-
zer zu schließen [28, 45, 133]. Jedoch ist dies oft auch Teil der Anwendung
und den Nutzern daher bewusst. Problematischer sind Szenarien, bei denen
Nutzer anhand der Beschleunigungsdaten identifiziert werden können. Dies
ist beispielsweise möglich, wenn durch die Sensoren die Gangart des Nutzers
ermittelt werden kann [59].
• Umweltdaten: Erhobene Umweltdaten, wie Luftverschmutzung oder Tem-
peratur, sind in der Regel für die Privatsphäre der Nutzer unbedenklich. Le-
4.2 Klassifizierung existierender Ansätze 85
diglich in Kombination mit weiteren Daten können diese zu einer Bedrohung
werden, vgl. [46]. Zudem kann ein Angreifer die Position des Nutzers be-
stimmen, falls etwa die gemessene Luftzusammensetzung, der Luftdruck oder
auch die Temperatur Rückschlüsse auf den Ort des Nutzers ermöglichen.
Die Erhebung anderer Messdaten ist auch möglich, die hier aufgelisteten Kategorien
geben nur die in bisherigen Arbeiten am häufigsten verwendeten Messdaten wie-
der. So wurden z. B. auf biometrische Messdaten, die nur im Rahmen von mensch-
zentrierten Anwendungen erhoben werden, nicht eingegangen, da der Fokus dieser
Arbeit auf umweltzentrierten Anwendungen liegt.
Vom Standpunkt des Datenschutzes und der Privatsphäre betrachtet ist die Teilnah-
me an einem PSN folglich nicht unkritisch für die Nutzer. Sowohl die beigesteuerten
Mess- als auch die Kontextdaten können sensible und persönliche Informationen
enthalten. Es wurden jedoch bereits viele Ansätze vorgestellt, die versuchen, die-
se Bedrohungen zu beseitigen oder wenigstens die Gefahr dieser Bedrohungen zu
minimieren.
4.2 Klassifizierung existierender Ansätze
Analog zum vorherigen Abschnitt, können existierende Ansätze in zwei Katego-
rien unterteilt werden: Bei der ersten Kategorie liegt der Fokus auf dem Schutz
der Kontextdaten und der Vermeidung von möglichen, auf diesen Daten basieren-
den Bedrohungen, vgl. Abschnitt 4.1.1. Zur zweiten Kategorie gehören Ansätze, die
das Bekanntwerden sensibler Informationen durch die Messdaten verhindern sollen.
Dies wird durch verschiedene Formen der Verarbeitung der Messdaten erreicht.
4.2.1 Schutz der Kontextdaten
Zusätzlich zu den Messdaten werden, wie bereits erläutert, in der Regel auch Kon-
textinformationen, wie Ort und Zeit, erhoben. Letztere werden benötigt, um die
Messungen in ihren örtlichen und zeitlichen Kontext einordnen zu können. Die
Nutzer übermitteln folglich Tupel der Form <Zeit,Ort,Messdaten> an den An-
wendungsserver. Damit geben diese jedoch ungewollt preis, dass sie sich zu ange-
gebener Zeit an angegebenem Ort befunden haben.
Um die Privatsphäre der Nutzer zu wahren, sollen diese Informationen aber nicht
aus den übermittelten Daten ersichtlich werden. Betrachtet man die Privatsphäre
nur mit diesem Bezug auf die Ortsdaten der Nutzer, spricht man auch von Loca-
tion Privacy, also dem Schutz der Ortsdaten. Ziel ist hierbei, zu verhindern, dass
Dritte den aktuellen oder einen früheren Aufenthaltsort erfahren können [27], bzw.
den Nutzern die Möglichkeit zu geben, über Preisgabe und Verwendung ihrer Orts-
daten selbst zu bestimmen [64]. Neben der manuellen Kontrolle der Nutzer gibt
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es verschiedene algorithmische Verfahren zum Schutz von Ortsdaten [132], die im
Folgenden kurz vorgestellt werden.
4.2.1.1 Anonymität
Die Verfahren dieser Kategorie versuchen die Privatsphäre der Nutzer zu schützen,
indem die Nutzer anonym bleiben. Dies bedeutet, dass Ortsdaten nicht eindeutig
einem Nutzer zugeordnet werden können. Eine der einfachsten Möglichkeiten dies
zu realisieren, ist die Verwendung von Pseudonymen statt der realen Identitäten der
Nutzer. Pseudonyme sind hierbei IDs, die keinerlei Bezug zu der Identität des Nut-
zers haben. Werden Pseudonyme allerdings sehr lange genutzt, kann ein Angreifer
eventuell genügend Informationen zu einem Pseudonym erlangen, um auf dessen
reale Identität schließen zu können [104, 151].
Um dies zu vermeiden, sollten Pseudonyme regelmäßig gewechselt werden. Die
Bestimmung der Zeitpunkte für solche Wechsel ist jedoch nicht trivial, da bei Nut-
zerpfaden oftmals selbst mit einem Pseudonym-Wechsel die Zusammengehörigkeit
zweier Teilpfade erkennbar bleibt. Beresford und Stajano haben hierfür das Kon-
zept der Mix Zones [27] eingeführt. Die Annahme dieses Konzeptes ist, dass Nutzer
ihre Positionsdaten nur in sogenannten Application Zones, in denen ortsbezogene
Dienste angeboten werden, preisgeben. Außerhalb dieser Zonen sind die sogenann-
ten Mix Zones, in denen die Nutzer ihre Pseudonyme wechseln können. Somit wird
verhindert, dass ein Angreifer Pseudonyme verknüpfen kann, da ein neues Pseud-
onym von jedem Nutzer der Mix Zone stammen kann. Um den Schutz der Privat-
sphäre zu maximieren, wird versucht die Mix Zones möglichst groß zu gestalten.
In PSNs ist jedoch das Ziel, möglichst viele Messdaten zu erheben, wodurch der
Ansatz für dieses Einsatzfeld ungeeignet ist.
Ein anderes Konzept ist die von Gruteser und Grunwald eingeführte k-Anonymi-
tät für Ortsdaten [87]. Bei diesem Ansatz wird bei einer Anfrage statt der exakten
Position eines Nutzers nur die Region des Nutzers übermittelt. Diese Region wird
so bestimmt, dass diese mindestens k− 1 Nutzer enthält. Ein Betreiber eines orts-
bezogenen Dienstes kann somit nicht identifizieren, welcher der k Nutzer die An-
frage gesendet hat. Für die Umsetzung wird allerdings ein Anonymisierungsdienst
benötigt, der die exakten Ortsinformationen der Nutzer erhält und die entsprechen-
den Regionen berechnet. Mokbel et al. [168] stellen einen ähnlichen Ansatz vor.
Die Nutzer können neben dem k, das der Anonymisierungsdienst garantieren soll,
auch eine minimale Fläche angeben, welche die an den LBS-Dienst übermittelte
Region in jedem Fall haben soll. Der zweite Parameter stellt sicher, dass auch bei
einer hohen Nutzerdichte die Genauigkeit der Ortsdaten ein gewisses Maß nicht
überschreitet. Das von Hu und Shahabi vorgeschlagene Vorgehen [101] basiert auf
einem sozialen Netz, in dem die Nutzer untereinander durch Freundschaftsbezie-
hungen verknüpft sind. Statt die Positionsdaten nun direkt zu übermitteln, übergibt
der Nutzer die Daten an einen zufälligen Freund. Dies wird nun mehrmals wieder-
holt, so dass eine nicht-deterministische Nutzerkette einer zuvor festgelegten Länge
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entsteht. Der letzte Nutzer in dieser Kette überträgt dann die Daten an den Server,
der den ursprünglichen Nutzer nun nicht mehr bestimmen kann.
Neben den genannten Aspekten kann auch schon die Kommunikationsverbindung
mit dem Anwendungsserver selbst einige Informationen verraten, wie beispielswei-
se die ungefähre Position eines Nutzers anhand der IP-Adresse. Um diesem Problem
zu begegnen, können Verbindungen über Anonymisierungsnetze wie TOR [62] oder
MIX [41] erfolgen. Bei AnonySense [217] wird zunächst lokal geprüft, ob die Mess-
daten sensible Informationen enthalten. Wenn dies der Fall ist, werden diese erst mit
Hilfe eines Anonymisierungsdienstes bearbeitet. Falls dieser nicht benötigt wird,
werden die Messdaten über ein MIX-Netz an den Anwendungsserver übermittelt.
4.2.1.2 Unscharfe Kontextdaten
Die zweite Kategorie beinhaltet Verfahren, die versuchen durch unscharfe Kontext-
daten die Privatsphäre der Nutzer zu schützen. Der Großteil der Arbeiten in diesem
Bereich konzentriert sich vor allem auf die Ortsdaten. Dieses Vorgehen bietet sich
bei Diensten an, die keine exakten Ortsdaten benötigen, wie ortsabhängige Nach-
richtendienste, bei denen eine Genauigkeit der Position im Kilometerbereich aus-
reichend ist.
Das Konzept, die Genauigkeit von Ortsdaten zum Schutz der Privatsphäre herabzu-
setzen, wurde von Duckham und Kulik [65] formal eingeführt. Dabei wird unter an-
derem auch unterschieden, ob die Unschärfe durch fehlerhafte oder unpräzise Infor-
mationen erreicht wird. Bei fehlerhaften Informationen werden Ortsdaten übermit-
telt, die nicht der Position des Nutzers entsprechen. Eine Möglichkeit besteht darin,
die Originaldaten durch Hinzufügen von zufälligem Rauschen zu verfälschen [131].
Bei unpräzisen Informationen wird lediglich die Genauigkeit heruntergesetzt, so
dass mehrere Orte als aktuelle Position möglich wären. Ein naiver Ansatz hierfür
ist, die Koordinaten auf eine bestimme Anzahl von Nachkommastellen zu begren-
zen. Krumm [131] zeigt jedoch, dass die eingeführte Ungenauigkeit sehr groß sein
muss, um effektiv die Privatsphäre der Nutzer zu schützen. Statt ungenauer Koor-
dinaten können auch symbolische Orte oder Ortsnamen dem Dienstbetreiber über-
mittelt werden. So können Ortsnamen wie Zuhause oder Büro verwendet werden,
oder auch beschreibende Angabe wie In der Nähe von Platz X. Solche Angaben
werden auch als vage Ortsdaten bezeichnet [65]. Sind in verschiedenen Situatio-
nen unterschiedliche Genauigkeiten gewünscht, kann die Art und das Niveau der
eingeführten Unschärfe auch in Form von Regeln definiert werden [139].
Eine weitere Gruppe von Ansätzen beschäftigt sich nicht nur mit dem Schutz ein-
zelner Ortsinformationen, sondern zielt auf den Schutz der zurückgelegten Pfade.
In [93] stellen Hoh und Gruteser einen Ansatz vor, bei dem die Pfade von Nutzern
in örtlicher Nähe so verfälscht werden, dass diese sich kreuzen. Das Ziel hierbei ist
es, dass ein möglicher Angreifer nach solch einer Kreuzung nicht mehr eindeutig
bestimmen kann, auf welchem Pfad der Nutzer sich bewegt hat. You et al. [248]
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verschleiern den vom Nutzer zurückgelegten Weg, indem sie zusätzlich künstliche
Nutzerpfade kreieren.
Für manche Anwendungen sind jedoch exakte Ortsdaten wichtig, wohingegen ei-
ne Ungenauigkeit beim zeitlichen Kontext hinnehmbar ist. Anwendungsszenarien
sind die Ermittlung des Straßenzustandes [72, 160, 166] oder die Bestimmung ge-
fährlicher Straßenabschnitte [87] mittels partizipativer Sensornetze. Bei Ersterem
werden zur Erkennung von Schlaglöchern die Beschleunigungssensoren der mobi-
len Endgeräte verwendet und erkannte Schäden mittels GPS lokalisiert. Dabei ist
die Erfassung der exakten Position der Schlaglöcher wichtig, wohingegen der Zeit-
punkt der Erfassung in aller Regel irrelevant ist. In diesem Fall können Nutzer die
Übertragung der Daten beliebig verzögern oder diese z. B. monatlich in gebündelter
Form übermitteln [56]. Ein anderer Ansatz adaptiert das Konzept der k-Anonymität
auf die zeitliche Verschleierung [87]: Statt einem genauen Zeitpunkt der Datener-
fassung wird ein Zeitintervall mit den Messdaten übertragen. Das Zeitintervall wird
so groß gewählt, dass mindestens k Nutzer während dieses Intervalls an dem Ort
vorbeigekommen sind.
Eine alternative Schutzmaßnahme ist die Verringerung der zeitlichen Auflösung von
Ortsdaten. Die einfachste Maßnahme hierfür ist die Verringerung der Messrate [96].
Ein etwas komplexeres Verfahren stellen Hoh et al. [95] vor, bei dem die Ortsdaten
nur freigegeben werden, wenn diese für die Privatsphäre der Nutzer unkritisch sind.
Dafür werden einzelne Positionsdaten aus GPS-Tracks entfernt, mit dem Ziel, einen
möglichen Angreifer zu verwirren.
4.2.1.3 Ausblenden sensibler Informationen
Die Verfahren dieser dritten Kategorie versuchen die Privatsphäre der Nutzer durch
das „Ausblenden“ sensibler Informationen zu schützen. Ausblenden bedeutet, dass
keine Informationen des Nutzers an den Anwendungsserver übermittelt werden.
Dieses Vorgehen kann angewendet werden, um beispielsweise Ortsdaten in be-
stimmten Regionen zurückzuhalten. Diese Regionen werden auch Privatsphäre-
Zonen genannt. Nach außen hin verhalten sich die Endgeräte in diesen Zonen, als
seien sie in einem Funkloch.
Wichtig bei der Erstellung von Privatsphäre-Zonen ist es, dass ein Angreifer nicht
bestimmen kann, welche Informationen verschleiert werden sollen. Die Zonengren-
zen dürfen folglich keine Rückschlüsse auf den zu schützenden Ort erlauben. Ein
Ansatz für solche Zonen sind die von Krumm vorgestellten Ban Zones [131]. Da-
bei wird eine kreisflächige Zone erstellt, deren Mittelpunkt von der Position des
sensiblen Ortes verschoben ist. Die genaue Konstruktion wird in Abschnitt 4.3.1
beschrieben. Auch die bereits genannten Mix Zones [27] stellen eine Form des Aus-
blendens dar, da in diesen auch keine Ortsdaten übertragen werden. Eine Mix Zone
verschleiert den Ort des Pseudonymwechsels und verhindert somit, dass die Pfade
zweier Pseudonyme dem gleichen Nutzer zugeordnet werden können.
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Eine weitere Möglichkeit besteht darin, Ortsdaten an sensiblen Orten nicht nur aus-
zublenden, sondern durch andere Daten zu ersetzen. Bewegt sich ein Nutzer zu
einem Ort, den er nicht in seinem Bewegungsprofil enthalten haben möchte, kann
dieser Pfadabschnitt durch einen anderen Pfad ersetzt werden. Mun et al. [170] ha-
ben mit ihrem Selective Hiding ein solches Verfahren entwickelt. Dabei werden die
vom Nutzer als kritisch eingestuften Pfadabschnitte durch realistische Ersatzpfade
substituiert. Der Ersetzungsalgorithmus greift hierzu auf frühere Pfade des Nutzers
zurück und versucht, als Ersatz einen möglichst passenden und glaubwürdigen Pfad
zu wählen.
4.2.1.4 Anonyme Task-Verbreitung
Die Erhebung von Messdaten in PSNs wird in der Regel durch Messanfragen, soge-
nannte Tasks, angestoßen, vgl. Abschnitt 3.2. Durch das Anfordern und Bearbeiten
von Tasks gibt der Nutzer jedoch schon Informationen über seinen Standort und das
von ihm verwendete Gerät preis.
Besonders kritisch für die Privatsphäre ist es, wenn ein zentraler Tasking-Server
alle Messanfragen verwaltet und diese für die Nutzer bereithält, da er dann durch
das Herunterladen und Beantworten von Tasks die Mobilität der Nutzer verfolgen
kann. Bei dezentralen Ansätzen soll dies verhindert werden. Das von Lu et al. ent-
wickelte Bubble-Sensing [145] stellt ein hybrides Konzept dar, bei dem Tasks durch
Broadcasts in der Zielregion des Tasks verteilt werden, vgl. Abschnitt 3.1.2.2. Die
Verteilung erfolgt somit lokal durch Ad-hoc-Kommunikation zwischen den Endge-
räten. Auf die zentrale Tasking-Instanz wird nur zurückgegriffen, falls in der Ziel-
region keine Endgeräte vorhanden sind, welche die sogenannte Tasking Bubble er-
halten können. Ein ähnlicher Ansatz ist die Verteilung der Tasks durch Tasking Be-
acons [122]. Die Nutzer können die Messanfragen dabei ohne Registrierung oder
Offenbarung ihrer Identität empfangen und entscheiden, ob sie die Messaufgaben
erledigen möchten.
Will man die Teilnahme an einem PSN auf bestimmte Nutzer begrenzen, um glaub-
hafte Ergebnisse zu erhalten, aber gleichzeitig die Anonymität der Nutzer wahren,
stellt die attributbasierte Authentisierung [122] ein mögliches Konzept dar. Bei
dieser erfolgt der Zugriff auf die Informationen basierend auf bestimmten Attri-
buten, ohne dass der Nutzer seine Identität offenbaren muss. Für eine Realisierung
gibt es verschiedene kryptografische Techniken, wie beispielsweise Gruppensigna-
turen [36]. Bei einem weiteren Ansatz werden die Tasks nur an Orten herunterge-
laden, an denen sich viele Nutzer befinden [122]. So wird eine Identifikation eines
einzelnen Nutzers erschwert und gleichzeitig stellt dieses Vorgehen sicher, dass kei-
ne kritischen Ortsdaten preisgegeben werden.
Da über die verwendete Verbindung schon Informationen wie die Position des Nut-
zers bekannt werden können, ist auch bei der Task-Verteilung die Verwendung
von Anonymisierungsnetzen wie TOR [62] sinnvoll. AnonySense [217] nutzt die-
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se Technik, um beim Herunterladen der Tasks Identität und Position der Nutzer zu
schützen.
Ein weiteres Problem stellen die in Abschnitt 4.1.1 bereits beschriebenen Angriffe
durch Narrow Tasking oder Selective Tasking dar. Eine Gegenmaßnahme für Nar-
row Tasking wird von Shin et al. [217] vorgestellt: Jeder neue Task wird zunächst
von einer glaubwürdigen Instanz, der Registration Authority (RA), geprüft. Dabei
wird untersucht, wie restriktiv der Task ist, d. h. es wird geprüft, ob mindestens k
Nutzer diesen Task erfüllen könnten. Ist dies der Fall, wird der Task freigegeben und
eine von der RA signierte Nachricht an den Task angehängt. Werden, wie in [68]
vorgeschlagen, die Sensoren eines Gerätes um „virtuelle“ Sensoren erweitert, in-
dem die Anfragen, die nicht direkt beantwortet werden können, an andere Endge-
räte weitergeleitet werden, ist ein Angriff mittels Narrow Tasking auch nicht mehr
ohne Weiteres möglich. Auch ein Angriff durch Selective Tasking wird in [217] ver-
hindert, indem der Ersteller eines Tasks nicht bestimmen bzw. steuern kann, welche
Nutzer seinen Task erhalten.
4.2.2 Verarbeitung der Messdaten
Messdaten können sensible Informationen enthalten und folglich Quelle für mög-
liche Privatsphäre-Bedrohungen sein. Daher muss vor der Übermittlung der Daten
an den Server sichergestellt werden, dass diese weder sensible Informationen bein-
halten noch Rückschlüsse auf solche ermöglichen.
Eine Möglichkeit dies zu realisieren besteht darin, dem Nutzer zu erlauben, die auf-
genommen Daten durchzusehen und manuell freizugeben. Bei Ansätzen wie dem
Selective Archiving [90] oder Buffered Capture [216] werden aufgenommene Daten
zunächst lokal zwischengespeichert und nach Ablauf eines bestimmten Zeitinter-
valls automatisch verworfen, wenn der Nutzer diese Daten nicht explizit freigibt.
Der Schutz der Privatsphäre wird hier auf Kosten von Latenz, also der Erhöhung
der Zeit von Aufnahme bis zur Verfügbarkeit der Messdaten, und einer umständli-
chen Handhabung für den Nutzer erreicht [3].
Da jedoch das Ziel partizipativer Sensornetze ist, möglichst viele Daten zu erfassen
und gleichzeitig eine hohe Benutzerfreundlichkeit zu erreichen, werden im Folgen-
den verschiedene Formen der automatisierten Verarbeitung der Messdaten betrach-
tet. Die existierenden Ansätze basieren auf lokaler Weiterverarbeitung, Aggregation
und Verfälschung der Daten.
4.2.2.1 Lokale Weiterverarbeitung
Wie zuvor erwähnt, entscheidet die Art der Datenverarbeitung über mögliche Be-
drohungen. Werden die Messdaten lokal nicht verarbeitet und direkt in Rohform an
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den Anwendungsserver übermittelt, besteht die Gefahr, dass sie sensible Informa-
tionen enthalten.
Aus Ressourcen-Sicht kann jedoch eine Übermittlung der Rohdaten sinnvoll sein,
da die Auslagerung der Verarbeitung auf Backend-Server, gerade bei komplexen
Verarbeitungsschritten, den Energieverbrauch der mobilen Endgeräte deutlich sen-
ken kann [51]. In diesem Fall müssen die Nutzer sich darauf verlassen, dass der
Server die Daten angemessen anonymisiert und gegebenenfalls enthaltene sensible
Informationen nicht veröffentlicht [46].
Eine lokale Vorverarbeitung der Daten verringert das Risiko, dass sensible Informa-
tionen preisgegeben werden. Sowohl SoundSense [146] als auch NoiseTube [155]
bestimmen die Umgebungslautstärke mittels kurzer Tonaufnahmen. In beiden Fäl-
len werden die Daten aber nur lokal verarbeitet und lediglich die aus den Aufnah-
men ermittelte Lautstärke an den Server übermittelt. Hierdurch wird neben dem
Schutz der Privatsphäre auch gleichzeitig die zu übertragende Datenmenge erheb-
lich reduziert.
Ein weiterer Ansatz besteht darin, die Daten vor der Übertragung auf sensible In-
formationen zu untersuchen. Bei Tonaufnahmen kann beispielsweise automatisiert
geprüft werden, ob sie Gespräche enthalten [163], und Bildaufnahmen können auf
Gesichter [92, 100] oder bestimmten Personen eindeutig zuordenbares Material,
z. B. Kennzeichen von Kraftfahrzeugen, untersucht werden. Werden sensible Infor-
mationen gefunden, können entsprechende Stellen der Aufnahme bearbeitet oder
zurückgehalten werden.
4.2.2.2 Aggregation
Eine andere Möglichkeit die Privatsphäre der Nutzer zu schützen besteht darin, die
Daten vor der Übermittlung an den Anwendungsserver zu aggregieren. Ein solches
Konzept stellt PriSense [214] dar. PriSense ist für Anwendungen konzeptioniert,
die sensible Informationen der Nutzer sammeln wollen, z. B. deren Herzfrequenz,
Gewicht oder Blutdruck, um daraus eine Gesamtstatistik zu bestimmen. Vor der
Übermittlung tauschen die Nutzer jedoch Teile ihrer Messdaten untereinander aus
und übertragen dann ein Datenverbund aus fremden und eigenen Daten. Infolge-
dessen ist für den Anwendungsserver nicht mehr erkenntlich, welche Daten von
welchem Nutzer stammen.
Ist das Ziel eine additive Aggregation, also etwa die Summe oder der Durchschnitt
der Werte, zerlegt jeder Nutzer den gemessenen Wert zufällig in n+1 Teile und ver-
sendet jeweils einen Teil an n ausgewählte Nutzer. Im nächsten Schritt übertragen
alle Nutzer die erhaltenen Datenteile gemeinsam mit dem verbleibenden Teil der ei-
genen Messdaten. Der Anwendungsserver kann die Daten dann einfach zusammen-
fassen und somit die entsprechende Statistik erstellen. Nicht-additive Funktionen,
wie die Bestimmung des Maximums oder des Medians, werden durch eine Reihe
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von Zählabfragen, sogenannten count queries, realisiert, wobei die Antworten auf
die einzelnen Abfragen wie bei der additiven Aggregation übertragen werden.
Bei dem von Wiesner et al. [301] entwickelten Private Pooling werden die Daten
lokal ausgetauscht und aggregiert. Damit nicht schon bei diesem Vorgang sensible
Daten preisgegeben werden, wurde ein Protokoll entwickelt, das einerseits durch
die Verwendung von verschlüsselten Nachrichten eine gesicherte Kommunikation
und andererseits durch das Hinzufügen von Rauschdaten auch eine geschützte Ag-
gregation der Daten ermöglicht.
4.2.2.3 Datenpertubation
Eine weitere mögliche Strategie ist das Verfälschen von Daten, auch als Datenper-
tubation bezeichnet. Hierbei werden Messdaten absichtlich vor der Übermittlung
verfälscht, etwa durch Hinzufügen von künstlichem Rauschen, so dass die ursprüng-
lichen Messwerte nicht mehr eindeutig zu erkennen sind. Ziel solcher Ansätze ist
es, durch Verfälschung die Privatsphäre der Nutzer zu schützen, durch Filtern des
eingeführten Fehlers jedoch trotzdem relativ exakt Trends oder Verteilungen in den
Gesamtdaten rekonstruieren zu können.
Ein mögliches Einsatzszenario ist die Messung des Verkehrsflusses anhand von Ge-
schwindigkeitsdaten der Nutzer. In diesem Kontext sind vor allem die durchschnitt-
liche Geschwindigkeit auf einer Straße sowie die Varianz der Geschwindigkeiten
interessant, um beispielsweise Stau oder stockenden Verkehr zu erkennen. Durch
die Pertubation soll gleichzeitig verhindert werden, dass die Geschwindigkeit eines
einzelnen Nutzers rekonstruiert werden kann.
Viele allgemeine Ansätze der Datenpertubation basieren darauf, dass ein zufälliges
Rauschen mit bekannter Verteilung hinzugefügt wird [4, 5, 73], wobei allerdings
in späteren Arbeiten bereits gezeigt wurde, dass dies keinen zuverlässigen Schutz
der Privatsphäre garantieren kann [104, 123]. Eine andere Möglichkeit besteht dar-
in, für jeden Datentyp verschiedene Granularitätsstufen zu bestimmen und diese,
basierend auf dem jeweiligen Kontext des Nutzers, auf die erhobenen Messdaten
anzuwenden [46]. In unkritischen Situationen können so die Originaldaten weiter-
gegeben werden, in anderen Fällen angepasste Messdaten in einer der Situation
angemessenen Granularität.
Ein speziell für PSNs entwickelter Ansatz ist PoolView [79]. Zur Verfälschung der
Daten wird zunächst ein Modell erzeugt, dass das beobachtete Phänomen möglichst
wirklichkeitsnah abbildet. Mit diesem wird dann das Rauschen für sogenannte vir-
tuelle Nutzer erzeugt und ermöglicht so realistische Veränderungen der Daten. Da
das Modell und dessen statistische Eigenschaften bekannt sind, können Summe,
Durchschnitt und Verteilung des hinzugefügten Rauschens bestimmt und aus den
Gesamtdaten heraus gefiltert werden, wodurch schließlich Trend und Verteilung der
Daten ermittelt werden können.
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4.2.3 Zusammenfassende Bewertung der Ansätze
Der vorherige Abschnitt zeigt das Spektrum existierender Ansätze zum Schutz der
Privatsphäre. Die große Anzahl und die Vielfalt der Ansätze zeugen von der Wich-
tigkeit dieses Themas und fördern die Entwicklung partizipativer Sensornetze, da
bei deren Umsetzung bereits auf viele Konzepte zurückgegriffen werden kann. Der
Großteil der Ansätze lässt sich in eine der folgenden Kategorien einordnen: Bei der
ersten Kategorie werden unscharfe, d. h. unpräzise oder verfälschte, Daten über-
mittelt. Bei der zweiten Kategorie werden die Daten vor der Übermittlung weiter-
verarbeitet, so dass die Übertragung dieser keine Gefahr mehr für die Privatsphäre
darstellt.
Bei vielen ortsbezogenen Diensten ist eine Übertragung ungenauer Daten sinnvoll.
Soll ein Dienst etwa basierend auf dem Standort des Nutzers Nachrichten oder Wet-
terinformationen liefern, so wird hierfür keine exakte Position des Nutzers benötigt.
Im Kontext partizipativer Sensornetze sind ungenaue Daten jedoch in der Regel un-
günstig. Soll die Schadstoffbelastung oder der Lärmpegel erfasst werden, so werden
die exakte Position und möglichst genaue Messdaten benötigt. Ungefähre Positions-
daten sind oftmals nicht verwertbar, da schon bei geringen örtlichen Abweichungen,
z. B. von einer Hauptstraße zu einer Nebenstraße, komplett andere Werte gemessen
werden könnten. Ungenaue Daten sind in PSNs nur dann sinnvoll, wenn es das An-
wendungsszenario wie bei PoolView lediglich erfordert, Trend und Verteilung der
Daten zu ermitteln, vgl. Abschnitt 4.2.2.3.
Die Ansätze der zweiten Kategorie, bei denen die Daten lokal weiterverarbeitet wer-
den, sind prinzipiell sinnvoll und haben mehrere Vorteile: Einerseits können durch
die Verarbeitung sensible Informationen aus den Daten entfernt werden. Anderer-
seits reduziert die Verarbeitung in der Regel auch die Datengröße und führt somit
auch zu einer Reduktion der Kommunikationskosten. Allerdings sind die Ansätze
sehr anwendungsspezifisch und müssen für jedes Szenario angepasst werden.
Allgemein sind zwei Problemfelder bisher nur unzureichend berücksichtigt wor-
den: Zum einen sollte die Privatsphäre der Teilnehmer eines PSNs per se geschützt
sein. Das heißt, dass Schutzmechanismen standardmäßig aktiviert sind und im Ide-
alfall auch automatisch konfiguriert werden. Die Bereitschaft an einem PSN teil-
zunehmen ist typischerweise geringer, wenn zu Beginn erst umständlich komplexe
Privatsphäre-Einstellungen getätigt werden müssen – vor allem, da Nutzer die Ein-
stellungsmöglichkeiten oftmals nicht vollständig verstehen, vgl. [222]. Zum ande-
ren müssen die Ansätze auf alle Phasen ausgedehnt werden, bei denen Interaktionen
der Nutzer bzw. ihrer Endgeräte mit dem Server stattfinden. Der Fokus existierender
Ansätze liegt bisher vor allem auf den Phasen der Datenerfassung, also der Task-
Verteilung und dem Übertragen der Messdaten. Interaktionen in anderen Phasen,
wie beispielsweise der Kalibrierung, werden bisher vernachlässigt.
Um diesen Problemen zu begegnen, wurden zwei konkrete Herausforderungen in
den genannten Bereichen identifiziert, die durch die Ansätze in den folgenden Ab-
schnitten gelöst werden sollen:
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• Die Verschleierung wichtiger Orte des Nutzers ohne Eingreifen des Nutzers,
um automatisierte Privatsphäre-Einstellungen zu ermöglichen.
• Die Wahrung der Privatsphäre bei Kalibrierungsvorgängen mit dem Ziel, eine
umfassende Korrektur von Messwerten zu erlauben und im Zuge dessen eine
verbesserte Datenqualität zu erhalten.
4.3 Ansatz zur automatisierten Erstellung von
Privatsphäre-Zonen
Zu Beginn des Kapitels wurden die verschiedenen Bedrohungen für die Privatsphä-
re der Nutzer partizipativer Sensornetze skizziert. Ein Hauptproblem liegt dabei in
der Übermittlung der Kontextdaten von Messungen. Durch diese gibt der Nutzer
bekannt, zu welcher Zeit er sich an welchem Ort aufgehalten hat. Vor allem über
die Ortsdaten können mögliche Angreifer viel über die Nutzer erfahren, weswegen
die Location Privacy in PSNs ein wichtiges Thema ist.
In diesem Abschnitt soll ein Ansatz vorgestellt werden, der automatisiert Privat-
sphäre-Zonen erstellt. Das Ziel ist es, wichtige Orte, über die der Nutzer identifiziert
werden könnte, zu verschleiern. Da PSNs auf eine große Teilnehmerzahl angewie-
sen sind, sollten Nutzer ohne große Einstiegshürde daran teilnehmen können. Aus
diesem Grund soll die Erstellung dieser Zone automatisiert erfolgen, d. h. ohne not-
wendiges Eingreifen der Nutzer. Ein zweiter wichtiger Aspekt bei der Erstellung ist
der effiziente Schutz der Privatsphäre durch die Zonen. Es soll mit möglichst kleiner
Fläche ein möglichst großer Schutz erreicht werden, da durch die Zonen Messungen
verhindert werden und folglich die Quantität der Messdaten reduziert wird.
Der Abschnitt basiert auf dem in [303] beschriebenen Konzept und ist dabei wie
folgt aufgebaut: Zunächst werden in Abschnitt 4.3.1 die Problemstellung und die
zu erfüllenden Anforderungen beschrieben. In Abschnitt 4.3.2 wird das Konzept
der Silent Zones, ein Ansatz zur automatisierten Erstellung von Privatsphäre-Zonen,
vorgestellt und im anschließenden Abschnitt 4.3.3 evaluiert. In Abschnitt 4.3.4 wer-
den abschließend die Ergebnisse diskutiert und mögliche Erweiterungen des Kon-
zeptes beschrieben.
4.3.1 Problemstellung und Anforderungen
Der im Folgenden beschriebene Ansatz ist konzipiert für langfristige Messkampa-
gnen mit opportunistischer Datenerfassung. Opportunistische Datenerfassung be-
deutet, dass Messungen ohne Eingreifen des Nutzers durchgeführt werden, wenn
die Situation geeignet ist, vgl. Abschnitt 2.3.1. Diese wiederholte und automatisier-
te Aufnahme der Daten bringt verschiedene Probleme mit sich: Durch die automa-
tisierte Erfassung hat der Nutzer keine genaue Kenntnis, welche möglicherweise
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Abbildung 4.1: Anhäufung von Messpunkten um den Arbeitsort des Nutzers
sensiblen Informationen die Daten enthalten. Die wiederholte Aufnahme kann zu-
dem noch regelmäßige Verhaltensweise des Nutzers offen legen.
Ein besonderes Problem liegt hier bei der Aufzeichnung des Ortes und des Zeit-
punkts der Messungen. Die wiederholte und automatisierte Aufzeichnung von Orts-
und Zeitinformationen stellt ein erhebliches Problem für den Schutz der Privatsphä-
re der Nutzer dar, aber ohne diesen zeitlichen und örtlichen Bezug sind die Mess-
werte in vielen Anwendungsszenarien wertlos.
Bei langfristigen Kampagnen kann man Anhäufungen von Messpunkten an wich-
tigen Orten des Nutzers erkennen ,vgl. auch [106, 252]. Als wichtige Orte werden
die Orte bezeichnet, an denen sich Nutzer häufig aufhalten, typischerweise gehören
hierzu der Wohn- und Arbeitsort des Nutzers. Können die Anhäufungen eindeutig
einem nahe gelegenen Gebäude zugeordnet werden, kann sogar die exakte Adresse
des wichtigen Ortes bestimmt werden. Dies ist beispielhaft in Abbildung 4.1 dar-
gestellt. Diese zeigt einen kleinen Kartenausschnitt mit Markierungen an den Or-
ten, an denen der Nutzer Messungen durchgeführt hat. Die dargestellte Anhäufung
von Messungen deutet auf einen wichtigen Ort hin und lässt zudem eindeutig auf
ein Gebäude schließen. Durch die zeitlichen Informationen, welche die Messungen
enthalten, kann zudem geschlossen werden, dass es sich hierbei um den Arbeitsort
des Nutzers handelt.
Können mehrere wichtige Orte eines Nutzers bestimmt werden, kann dies zu einer
Identifizierung des Nutzers führen. Golle und Partridge [85] haben in ihrer Studie
gezeigt, dass die Möglichkeit einer Deanonymisierung deutlich erhöht wird, wenn
sowohl auf den Wohn- als auch den Arbeitsort geschlossen werden kann. Um die-
sem Problem entgegenzuwirken, sollen Privatsphäre-Zonen um die wichtigen Orte
des Nutzers erstellt werden. In diesen Zonen führen Nutzer keine Messungen durch
und versenden somit auch keine Orts- und Zeitinformationen.
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Abbildung 4.2: Konstruktion einer Ban Zone nach Krumm [131]
Der bekannteste Ansatz für Privatsphäre-Zonen sind die von Krumm vorgestellten
Ban Zones [131]. Ban Zones sind Kreisflächen mit zufällig verschobenem Mittel-
punkt. Die Konstruktion ist in Abbildung 4.2 dargestellt, wobei P der zu verschlei-
ernde Punkt ist. Zunächst wird um P ein „unsichtbarer“ Kreis mit Radius r gezo-
gen, in welchem zufällig ein Punkt P′ bestimmt wird. Um P′ wird anschließend ein
Kreis mit Radius R gezogen, welcher schließlich die Ban Zone zban darstellt. Mit
X ∈{Menge aller möglichen Punkte} gilt für die Ban Zone: zban = {X |XP′ ≤ R}.
Hierbei muss R > r gelten, damit sichergestellt ist, dass P in zban enthalten ist. Der
Nachteil dieses Verfahren ist, dass die Werte für r und R für einen effektiven Schutz
von jedem Nutzer selbst festgelegt werden müssen, da je nach Lage unterschiedli-
che Größen für die Ban Zones notwendig sein können. Eine Zone die beispielsweise
in einem Stadtgebiet ausreichend groß ist, kann in einem ländlichen Umfeld völlig
unzureichend sein.
Da in PSNs Nutzer freiwillig Messdaten beitragen sollen, sollte der Aufwand für
die Teilnehmer möglichst gering gehalten werden. Ein Konzept, das eine manuelle
Anpassung der Zonen notwendig macht, ist daher für dieses Anwendungsgebiet
ungeeignet.
Daher wurden folgende Anforderungen definiert, welche die Privatsphäre-Zonen
erfüllen sollen:
A1 Die Privatsphäre-Zonen sollen verhindern, dass ein Gebäude eindeutig als wich-
tiger Ort identifiziert werden kann.
A2 Die Zonen sollen möglichst klein sein, damit dementsprechend wenige Mess-
punkte verloren gehen.
A3 Die Zonen sollen automatisiert erzeugt werden. Insbesondere soll bei deren
Erstellung kein Eingreifen des Nutzers nötig sein.
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4.3.2 Konzept
Für die zuvor beschriebene Problemstellung wurde das Konzept der Silent Zones
(SZs) entwickelt. Der Name leitet sich vom englischen Begriff für Funkschatten
ab und signalisiert, dass sich Nutzer in diesem Bereich ruhig verhalten und keine
Daten senden. Silent Zones sind folglich Privatsphäre-Zonen, in denen Nutzer we-
der Messdaten noch Positionsinformationen senden, und werden um wichtige Orte
des Nutzers erstellt. Um die Privatsphäre der Nutzer zu schützen und eine Identifi-
zierung der exakten Adresse der wichtigen Orte zu verhindern, müssen die Zonen
groß genug sein. Hierfür wird das Konzept der k-Anonymität [223] verwendet: Je-
de Zone muss mindestens k Gebäude enthalten. Außerdem dürfen Ort und Form
der Zone keine Schlüsse erlauben, welches dieser k Gebäude das ursprüngliche,
zu dem wichtigen Ort des Nutzers gehörige Gebäude ist. Dies bedeutet, dass das
ursprüngliche Gebäude höchstens mit der Wahrscheinlichkeit 1k bestimmt werden
kann. Dieses Konzept ermöglicht eine Voreinstellung des Privatsphäre-Levels auf
einen systemweiten Standardwert, so dass alle Nutzer, auch ohne manuelles Ein-
greifen, geschützt sind.
Formal werden Silent Zones durch Tupel der Form <u,G,b> dargestellt. u bezeich-
net hierbei das Ursprungsgebäude, also das Gebäude, um das die Silent Zone erstellt
wurde. G beschreibt die Menge der Gebäude, die in der Zone enthalten sind, inklu-
sive des Ursprungsgebäudes u, und b beschreibt die Zonengrenzen. Sei Z die Menge
aller möglichen Zonen, dann müssen folgende Bedingungen erfüllt sein:
1. ∀z ∈ Z : |Gz|>= k
2. z1,z2 ∈ Z : uz1 = uz2 ; bz1 = bz2
3. z1,z2 ∈ Z : bz1 = bz2 ; uz1 = uz2
Die angestrebte k-Anonymität pro Zone wird dabei in Bedingung 1 ausgedrückt,
wohingegen Bedingung 2 und 3 ausdrücken, dass weder vom Ursprungsgebäude
auf die Zonengrenzen noch von den Zonengrenzen auf das Ursprungsgebäude ge-
schlossen werden kann.
Aus Nutzersicht können die Zonen beliebig groß sein, da größere Zonen in der Re-
gel auch einen besseren Schutz der Privatsphäre bieten. Für Dienste oder Anwen-
dungen, die auf den Daten partizipativer Sensornetze aufbauen, ist es jedoch wich-
tig, dass sowohl Quantität als auch Qualität der Messdaten stimmen. Die Qualität
der Daten wird unter anderem auch durch Überprüfungen mittels Ausreißertests si-
chergestellt, wofür jedoch eine gewisse Quantität von Nöten ist. Folglich hängt die
Qualität indirekt auch von der Quantität der Messdaten ab.
Die Quantität der Messdaten ist daher sehr wichtig für den erfolgreichen Betrieb
partizipativer Sensornetze und die Nutzung der gesammelten Messdaten. Je größer
die Privatsphäre-Zonen sind, desto mehr potentielle Messdaten gehen verloren.
Daher ist ein Kompromiss nötig, der sowohl die Privatsphäre der Nutzer schützt,
gleichzeitig aber möglichst wenig potentielle Messungen verhindert. Dies ist auch
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Abbildung 4.3: Architektur des Silent-Zone-Systems
in den Anforderungen A1 und A2 beschrieben, siehe Abschnitt 4.3.1. Neben den
drei obigen Bedingungen sollen die Zonen möglichst klein sein. Würde immer
die kleinstmögliche Zone bestimmt, widerspräche das den Bedingungen 2 und 3.
Das Ziel ist daher, Zonen zu erstellen, die annähernd so klein sind wie die jeweils
kleinstmögliche Zone:
A(sz)≈min
uz
A(s),
wobei A(sz) die Fläche der Zone sz bezeichnet und min
uz
A(s) die kleinstmögliche
Zone für das Gebäude uz beschreibt.
4.3.2.1 Systemübersicht
Im Folgenden wird zunächst ein Gesamtüberblick über das für die Erstellung von
Silent Zones notwendige System gegeben. In Abbildung 4.3 ist die Architektur mit
den verschiedenen Komponenten dargestellt.
Das System besteht aus zwei Hauptkomponenten, der Gebäudedaten-Komponente
und der Komponente zur Zonenerstellung. Damit garantiert werden kann, dass in
jeder Zone mindestens k Gebäude enthalten sind, wird die Gebäudedaten-Kompo-
nente für die Zonenerstellung benötigt. Als Input werden Kartendaten benötigt, die
von Kartendatenanbietern wie etwa OpenStreetMap1 bezogen werden können. Die
Kartendaten enthalten viele Informationen, die für den Prozess der Zonenerstellung
nicht benötigt werden. Daher werden diese gefiltert und nur die Gebäudeinformatio-
nen extrahiert, siehe Abbildung 4.4. Zudem werden die Kartendaten auch in kleine
Teilausschnitte, sogenannte Kacheln, zerlegt. Dies reduziert die Dateigröße und er-
leichtert folglich den Download durch die Nutzer. Die Gebäudedaten-Komponente
kann auch lokal auf den Endgeräten der Nutzer ausgeführt werden, falls Kartenda-
ten auf diesen verfügbar sind. Da dies aber in der Regel nicht der Fall ist, wird im
1http://www.openstreetmap.org/
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(a) Originaldaten von OpenStreetMap (b) Extrahierte Gebäudedaten
Abbildung 4.4: Gebäudeextraktion aus Kartendaten
Folgenden angenommen, dass diese Komponente durch die Betreiber des PSNs zur
Verfügung gestellt wird.
Die zweite Komponente in Abbildung 4.3 ist für die Zonenerstellung zuständig. Die
Zonenerstellung wird auf jeden Fall auf den Endgeräten der Nutzer durchgeführt,
damit sichergestellt ist, dass auch nur diese über die erstellten Silent Zones Be-
scheid wissen. Neben den Gebäudedaten muss die Komponente auch Kenntnis über
die wichtigen Orte des Nutzers haben. Dies kann durch eine direkte Nutzereingabe
geschehen, bei welcher der Nutzer die zu verschleiernden Orte manuell spezifiziert.
Alternativ können die wichtigen Orte eines Nutzers aber auch vom Endgerät gelernt
werden. Hierzu wird eine Trainingsphase eingeführt, bei der das Endgerät lediglich
mittels GPS die Positionen des Nutzers aufzeichnet, jedoch keinerlei Information
versendet. Am Ende der Trainingsphase werden die gesammelten Positionsdaten
dann verwendet, um die wichtigsten Orte automatisiert zu erkennen. Hierfür gibt
es eine Vielzahl verschiedener Verfahren [16, 106, 115, 251–253], die sich durch
die Komplexität und die verwendeten Eingabedaten unterscheiden. Im Rahmen des
Silent-Zone-Systems wurde eine auf [127, 203] basierende Erkennung umgesetzt.
Dafür wird an jedem Messpunkt eine zweidimensionale Normalverteilung angelegt
und über alle Messpunkte aufaddiert. Visuell betrachtet wird an jedem aufgezeich-
neten Ort eine kleine Erhebung generiert, so dass häufig besuchte Orte durch große
Erhebungen erkennbar sind. In Abbildung 4.5(a) ist der GPS-Trace eines Nutzers
aus dem Darthmouth/Campus-Datensatz [267] dargestellt. Abbildung 4.5(b) zeigt
die dazugehörige aufaddierten Normalverteilungen und die daraus resultierenden
Erhebungen an häufig besuchten Orten. Das System kann nun mittels eines Schwell-
wertes t bestimmen, ab wann ein Ort als wichtig eingestuft werden soll. Gleichzeitig
kann auch eine Mindestanzahl wichtiger Orte n definiert werden, so dass am Ende
der Trainingsphase mindestens n Orte als wichtig eingestuft werden, auch wenn
diese t nicht überschreiten.
Wurden die wichtigen Orte des Nutzers bestimmt, kann der Prozess der Zonen-
erstellung beginnen. Zunächst müssen die nötigen Gebäudedaten heruntergeladen
werden. Damit durch den Download nicht darauf geschlossen werden kann, in wel-
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(a) GPS-Trace eines Nutzers aus
dem Darthmouth/Campus-Daten-
satz [267]
(b) Visualisierung der resultierenden
Aufenthaltshäufigkeit des Nutzers
aus Abbildung 4.5(a)
Abbildung 4.5: Identifikation wichtiger Orte
chem Gebiet sich die wichtigen Orte befinden, wird ein randomisierter Kacheldow-
nload verwendet. Bei diesem wird neben den benötigten Kartenkacheln auch eine
Menge zufälliger Kacheln ausgewählt, für die ebenfalls die Gebäudedaten ange-
fordert werden. Sobald die Gebäudedaten lokal auf dem Endgerät verfügbar sind,
kann mit der eigentlichen Bestimmung der Silent Zones begonnen werden. Für die-
sen Schritt werden in den folgenden Abschnitten zwei Ansätze vorgestellt: Random
Rect und Random Nearest Neighbor. Diese zwei Verfahren bestimmen die Zonen-
grenzen, welche in einer Messkonfiguration gespeichert werden. Die Messkonfi-
guration verhindert, dass der Nutzer innerhalb der festgelegten Zonen Mess- und
Positionsdaten beiträgt.
4.3.2.2 Random Rect
Random Rect (RR) ist ein Ansatz, der nach der Trial-and-Error-Methode funktio-
niert. Wie der Name andeutet, erzeugt dieser Algorithmus zufällige Rechtecke um
die zu verschleiernde Position und prüft iterativ, ob genügend Gebäude in den Zo-
nengrenzen enthalten sind. Hierfür werden folgende Parameter benötigt:
• pos: Die Position des wichtigen Ortes, d. h., der Ort, um den die Zone erstellt
werden soll.
• k: Spezifiziert die minimale Menge an Gebäuden, die in der Zone enthalten
sein sollen.
• buildings: Die Gebäudedaten für den Bereich um pos.
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Abbildung 4.6: Vergrößerungsfaktor für Random-Rect-Varianten
• radius: Optionaler Parameter, der angibt, wie weit die Zonengrenzen mindes-
tens von dem wichtigen Ort pos entfernt sein sollen.
Um die zuvor genannten Bedingungen, vgl. Seite 97, zu erfüllen, müssen die Zonen-
grenzen und das Zonenzentrum zufällig bestimmt werden. Dabei darf insbesondere
zwischen der zu verschleiernden Position pos und dem Zonenzentrum kein direkter
Zusammenhang bestehen.
Im ersten Schritt bestimmt der Algorithmus Breite und Höhe der Zone. Wurde der
Parameter radius angegeben, wird die Mindestlänge auf 2 ∗ radius festgesetzt, um
sicherzustellen, dass die Zonengrenzen entsprechend weit von pos entfernt sind. Ist
dieser Parameter nicht gesetzt, wird ein Standardwert (initialLength) als Mindest-
länge verwendet. Die Maximallänge wird in diesem ersten Schritt auf den doppelten
Wert der Mindestlänge festgesetzt. Für Breite und Höhe wird dann jeweils ein zu-
fälliger Wert zwischen der Mindest- und der Maximallänge bestimmt. Im nächsten
Schritt wird das Zonenzentrum bestimmt. Hierbei wird eine zufällige Verschiebung
von der ursprünglichen Position pos bestimmt, die sicherstellt, dass der Abstand
von pos zu den Zonengrenzen immer noch größer oder gleich der zuvor bestimm-
ten Mindestlänge ist. Im letzten Schritt jeder Iteration wird geprüft, ob genügend
Gebäude, d. h. mindestens k Gebäude, in den Zonengrenzen enthalten sind. Ist dies
der Fall, endet der Algorithmus an dieser Stelle und gibt die erzeugte Zone zurück.
Sind nicht genügend Gebäude enthalten, werden iterativ neue Zonen erstellt. Bei
jeder Iteration wird die Fläche der Zone vergrößert. Die Vergrößerung wird dabei
mit Hilfe eines Vergrößerungsfaktors ermittelt.
Der Vergrößerungsfaktor verändert sich bei jeder Iteration. Für diese Veränderung
wurden zwei Verfahren konzipiert: k-Based Increase (KBI) und Round-Based In-
crease (RBI).
KBI Die Idee hinter k-Based Increase ist, den Vergrößerungsfaktor an die Anzahl
der bereits in der Zone enthaltenen Gebäude anzupassen. Je näher die Gebäu-
deanzahl der aktuellen Iteration c an den angestrebten k Gebäuden ist, desto
kleiner wird der Vergrößerungsfaktor. Nähert sich c an k an, fällt die Vergrö-
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ßerung der Zone folglich immer kleiner aus. Der Vergrößerungsfaktor f wird
bei KBI wie folgt bestimmt:
fKBI ⇐ 1+(1− ck )
α .
α ist hier ein Parameter zu Bestimmung des Grades der Anpassung von f . So
erhält man beispielsweise mit α = 1 eine lineare Anpassung. In Abbildung
4.6(a) ist die Entwicklung von fKBI in Abhängigkeit des Anteils der erforder-
lichen Gebäude ck mit α = {0,25;0,5;1,0} dargestellt.
RBI Bei Round-Based Increased wird der Vergrößerungsfaktor basierend auf Run-
denanzahl i vergrößert, f wird somit bei jeder Iteration größer. Bei RBI wird
der Vergrößerungsfaktor f daher wie folgt bestimmt:
fRBI ⇐ 1+ iα .
Im Gegensatz zu KBI ist fRBI nicht begrenzt, sondern wird jede Runde grö-
ßer. In Abbildung 4.6(b) ist der Vergrößerungsfaktor in Abhängigkeit von der
Rundenanzahl mit α = {0,125;0,25;0,5} dargestellt.
Algorithmus 1 stellt die gesamte Funktionsweise von Random Rect in Pseudocode
dar.
4.3.2.3 Random Nearest Neighbor
Random Nearest Neighbor (RNN) ist ein weiterer Ansatz zur Bestimmung von Si-
lent Zones. Im Gegensatz zu dem nach der Trial-and-Error-Methode funktionieren-
den RR-Algorithmus, stellt RNN ein Verfahren dar, bei dem die Zonen systema-
tisch konstruiert werden. Eine komplett systematische Vorgehensweise hätte einen
deterministischen Algorithmus zur Folge und würde damit die Bedingung 2 verlet-
zen. Daher wird auch bei diesem Verfahren durch einen zufallsbedingten Schritt ein
nichtdeterministisches Verhalten erreicht. Als Eingabeparameter erwartet RNN die
gleichen Parameter wie RR sie erfordert.
Im ersten Schritt wird das Gebäude bestimmt, das am nächsten zu der angegebenen
Position pos liegt. Die zugrunde liegende Annahme ist, dass der zu verschleiernde
wichtige Ort ein Gebäude ist. Eine weitere Annahme ist, dass das zu verschleiernde
Gebäude auch das geografisch nächste Gebäude zu pos ist. Hierzu wird für alle
Gebäude aus dem Kartenausschnitt die Distanz zu pos bestimmt und das Gebäude
mit dem kleinsten Abstand ausgewählt. Mit diesem Gebäude wird dann die Menge
S initialisiert.
Im Folgenden wird solange eine Schleife durchlaufen, bis k Gebäude in S enthalten
sind: Als erstes wird hierzu ein zufälliges Gebäude s aus der Gebäudemenge S aus-
gewählt. Im ersten Durchlauf ist dies immer das Ursprungsgebäude. Als nächstes
wird der nächste Nachbar von s bestimmt und der Gebäudemenge S hinzugefügt.
Für die Bestimmung des nächsten Nachbarn wird die Distanz aller Gebäude aus
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Algorithmus 1 Random Rect (RR)
Require: pos∧ k ≥ 0∧B 6= /0[∧radius > 0]
c⇐ 0, i⇐ 0
if isset(radius) then
minLen⇐ 2∗ radius
else
minLen⇐ initialLength
end if
while c < k do
i⇐ i+1
if i = 1 then
w⇐getRandom(minLen,2∗minLen)
h⇐getRandom(minLen,2∗minLen)
else
f ⇐determineIncreaseFactor(i,c,k)
maxLen⇐ (area∗ f/minLen)
w⇐getRandom(minLen,maxLen)
h⇐ (area∗ f/w)
end if
area⇐ w∗h
dx⇐getRandom(−(w−minLen)/2,(w−minLen)/2)
dy⇐getRandom(−(h−minLen)/2,(h−minLen)/2)
center⇐moveCenter(pos,dx,dy)
b⇐calculateBounds(center,w,h)
c⇐countBuildingsInArea(B,b)
end while
return b
Algorithmus 2 Random Nearest Neighbor (RNN)
Require: pos∧ k ≥ 0∧B 6= /0[∧radius > 0]
S⇐selectNearestBuilding(pos,B)
while |S|< k do
s⇐randomlySelectBuildingFromSet(S)
n⇐ selectNearestBuilding(s,B)
S⇐ S∪n
end while
return minimumBoundingBox(S[,radius])
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Gebäude in S
+ Gebäude in Zone
Zonengrenzen
Abbildung 4.7: Schematische Darstellung der Gebäude in S und in der Zone
dem Kartenausschnitt zu s bestimmt. Dieses Vorgehen spiegelt sich in dem Namen
Random Nearest Neighbor wider: Es wird in jedem Schleifendurchlauf für ein zu-
fälliges Gebäude s der nächste Nachbar bestimmt.
Im abschließenden Schritt werden die Zonengrenzen der Silent Zone bestimmt.
Hierzu wird die Gebäudemenge S verwendet und das minimal umgebende achsen-
parallele Rechteck bestimmt, das alle Gebäude aus S enthält. Ist ein zusätzlicher
Radius angegeben, wird das Rechteck so vergrößert, dass die Distanz jedes Ge-
bäudes aus S zum Rand des Rechteckes mindestens diesem mit radius angegeben
Abstand entspricht.
Dieses Rechteck wird dann als Ergebnis des Algorithmus zurückgeliefert. Zu be-
achten ist hierbei, dass die resultierende Silent Zone, trotz der systematischen Vor-
gehensweise, oftmals mehr als k Gebäude enthält. Der Algorithmus stellt zunächst
sicher, dass auf jeden Fall k Gebäude enthalten sind. Dann wird um diese k Gebäu-
de jedoch ein Rechteck gezogen, welches natürlich auch weitere Gebäude enthalten
kann. Dies ist auch in Abbildung 4.7 dargestellt: Die schraffierten Gebäude sind die
mittels RNN bestimmten k Gebäude, in diesem Fall gilt k = 6. Die beiden anderen
Gebäude liegen aber innerhalb des minimal umgebenden Rechteckes um die aus-
gewählten k Gebäude. Folglich übersteigt die Anzahl der enthaltenen Gebäude die
geforderten k Gebäude in vielen Fällen.
4.3.3 Evaluation
Im Folgenden soll das vorgestellte Konzept der Silent Zones evaluiert werden. Da
das Konzept möglichst universell verwendbar sein soll, werden zunächst zwei Sze-
narien definiert:
1. STADT: Das STADT-Szenario steht für ein Umfeld mit sehr hoher Bevölke-
rungsdichte. Als Beispiel wurde in der Evaluation Kartenmaterial der Stadt
München verwendet. München ist mit ca. 1,4 Millionen Einwohnern inner-
halb der Stadtgrenzen die drittgrößte Stadt Deutschlands. Die Bevölkerungs-
dichte liegt bei ungefähr 4 500 Einwohnern je km2. [269]
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(a) Positionen für STADT-Szenario (b) Positionen für LAND-Szenario
Abbildung 4.8: Zufällig bestimmte Positionen wichtiger Orte
2. LAND: Das zweite Szenario steht für ein ländliches dünnbesiedeltes Umfeld.
Hierzu wurde Kartenmaterial der Stadt Wolfratshausen verwendet. Wolfrats-
hausen ist eine Kleinstadt und liegt in etwa 30 km südlich von München.
Wolfratshausen hat ca. 17 900 Einwohner und die Bevölkerungsdichte liegt
bei rund 1 900 Einwohnern je km2. [279]
Für jedes Szenario wurden 50 Punkte zufällig bestimmt, siehe Abbildung 4.8, die
bei der Analyse für Positionen wichtiger Orte stehen. Für jeden Punkt wurden dann
sowohl Ban Zones als auch Silent Zones mit verschiedenen Parametern erstellt.
Dabei wurden für jeden Punkt und jede Parameter-Kombination jeweils 20 Zonen
pro Verfahren erstellt.
4.3.3.1 Vergleich der Silent-Zone-Algorithmen
In einem ersten Schritt sollen die verschiedenen Ansätze zur Erstellung der Silent
Zones, d. h. RNN, RR_KBI und RR_RBI, gegenübergestellt werden. Hierfür wur-
den für die erstellen Zonen jeweils die Anzahl der enthaltenen Gebäude und die
Zonengröße erfasst. Für die Random-Rect-Varianten wurden jeweils drei verschie-
dene Varianten analysiert und zudem auch die benötigte Rundenanzahl, d. h. die
Anzahl der benötigen Iterationen, aufgezeichnet.
Bei RR_RBI verändert sich der Vergrößerungsfaktor f basierend auf den schon
erfolgten Iterationen. Somit bestimmt α die Steigung der Wachstumskurve von f ,
vgl. Abbildung 4.6(b). Ein größerer Wert bedeutet einen schnelleren Anstieg des
Vergrößerungsfaktors. Damit die Zonen mit ansteigender Rundenanzahl nicht zu
schnell wachsen, sollte ein verzögertes Wachstum von f modelliert werden. In der
Evaluation wurde RR_RBI daher mit α = {0,125;0,25;0,5} verwendet.
Bei RR_KBI verändert sich f basierend auf der Anzahl der in den aktuellen Zo-
nengrenzen enthaltenen Gebäuden, vgl. Abbildung 4.6(a). Sind keine Gebäude ent-
halten, wird die Zonengröße verdoppelt. Nähert sich die Gebäudezahl an die gefor-
derten k Gebäude an, nähert sich f dem Wert 1 an. Der Parameter α bestimmt bei
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Abbildung 4.9: Gebäudeanzahl über den geforderten k Gebäuden
RR_KBI die Steigung des Abfalls von f . Mit α = 1,0 erreicht man eine lineare An-
passung, mit α < 1,0 erreicht man ein negativ beschleunigtes Wachstum. RR_KBI
wurde daher mit α = {0,25;0,5;1,0} verwendet.
Abbildung 4.9 zeigt die durchschnittliche Gebäudeanzahl pro Zone in Abhängigkeit
der geforderten Gebäudeanzahl k. Die dargestellten Werte zeigen dabei nicht die ab-
solute Gebäudeanzahl |G|, sondern die Anzahl der Gebäude, die über die geforder-
ten k Gebäude hinausgehen, d. h. |G|− k. Somit stellt beispielsweise der Abfall der
Kurve von RR_KBI (α = 1,0) keinen Rückgang der absoluten Gebäudeanzahl dar,
diese steigt wie gewünscht, siehe Tabelle 4.1. Lediglich die Anzahl überschüssiger
Gebäude wird geringer. Das Ziel ist es, möglichst wenige überschüssige Gebäude in
den Zonen zu haben, denn diese bedeuten, dass die Zonen auch kleiner hätten sein
können, ohne dass das gewünschte Privatsphäre-Level unterschritten worden wäre,
vgl. Abschnitt 4.3.2.
k 10 20 40 80
|G| 28,94 33,10 46,37 82,96
|G|− k 18,94 13,10 6,37 2,96
Tabelle 4.1: Gebäudeanzahl für RR_KBI (α = 1,0) im STADT-Szenario
Betrachtet man zunächst die Ergebnisse der Random-Rect-Varianten, in der Ab-
bildung 4.9 mit blauen und grünen Graphen dargestellt, ist zu erkennen, dass bei
RR_RBI generell mehr überschüssige Gebäude in den Zonen enthalten sind als bei
RR_KBI. Die besseren Ergebnisse von RR_KBI resultieren aus dem „Herantasten“
an die richtige Zonengröße, was dadurch erreicht wird, dass der Vergrößerungsfak-
tor kleiner wird, sobald sich |G| an k annähert. Bei RR_RBI wird der Vergröße-
rungsfaktor pro Runde erhöht. Dies führt gerade bei großem k dazu, dass durch die
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höhere benötigte Rundenanzahl die Zonengröße stark vergrößert wird und folglich
auch die Gebäudeanzahl entsprechend ansteigt. Bei kleineren Werten für α wird
dieser Effekt abgeschwächt, doch ist ein genereller Anstieg der überschüssigen Ge-
bäude zu beobachten.
Bei RR_KBI stabilisiert sich die Anzahl der überschüssigen Gebäude mit größer
werdendem k. Bei kleinem k sind zunächst relativ viele Gebäude enthalten, was
durch die initiale Zonengröße zu erklären ist. Wird die Zonengröße aber mehrmals
angepasst, wie es bei größeren Werten von k in der Regel notwendig ist, kann die
Zonengröße besser an die geforderte Gebäudeanzahl angepasst werden. Gerade die
Ergebnisse in Abbildung 4.9(b) zeigen dies deutlich: Da die Bevölkerungsdichte
kleiner ist, werden beim LAND-Szenario durchschnittlich mehr Runden benötigt,
um Zonen mit bestimmter Gebäudeanzahl zu erreichen, vgl. Abbildung 4.11. Infol-
gedessen kommt auch das erreichte |G| sehr nahe an das geforderte k heran.
Die Random-Nearest-Neighbor-Variante liefert für kleine Werte von k ebenfalls Zo-
nen, deren Gebäudemenge der gewünschten Anzahl sehr nahe kommt. Mit zuneh-
menden k ist dann aber ein relativ konstanter Anstieg der überschüssigen Gebäude
zu beobachten. Wie in Abschnitt 4.3.2 bereits erwähnt, liegt dieses Verhalten dar-
in begründet, dass das umgebende Rechteck der k ausgewählten Gebäude immer
größer wird und somit auch immer mehr zusätzliche Gebäude enthält.
Vergleicht man die Ergebnisse des STADT- mit denen des LAND-Szenarios, ist kein
wesentlicher Unterschied erkennbar. Die Anzahl der überschüssigen Gebäude ist
im Durchschnitt etwas geringer, das grundsätzliche Verhalten der Algorithmen ist
jedoch in beiden Szenarien sehr ähnlich. Die geringere Anzahl an überschüssigen
Gebäuden erklärt sich durch die geringere Bevölkerungsdichte, wodurch weniger
Gebäude pro Fläche vorhanden sind. Dies hat zur Folge, dass bei RNN weniger
Gebäude im umgebenden Rechteck enthalten sind bzw. bei den RR-Varianten, die
pro Iteration die Fläche vergrößern, die Zone folglich auch um weniger Gebäude
erweitert wird.
Beim direkten Vergleich von RR und RNN muss beachtet werden, dass bei RR
eine initiale Zonengröße vorgegeben wird. Daher wurden für kleine Werte von k
vergleichsweise große Zonen erstellt. Dies könnte durch eine Verkleinerung der
Initialgröße noch angepasst und optimiert werden. Da allerdings RNN für kleine k-
Werte äußerst gut funktioniert, ist dieses Verfahren für kleine Zonen zu empfehlen.
Für größere Zonen zeigten die RR_KBI-Varianten die besten Ergebnisse.
Abbildung 4.10 zeigt die durchschnittliche Zonengröße der erzeugten Silent Zones
in Abhängigkeit der geforderten Gebäudeanzahl. Hier fällt zunächst auf, dass die
Ergebnisse der verschiedenen Varianten im STADT-Szenario sehr ähnlich sind, was
an der hohen Bevölkerungsdichte liegt. Man kann jedoch erkennen, dass für große
Werte von k die KBI-Varianten die kleinsten, d. h. die besten, Zonen erzeugen. Im
LAND-Szenario verhält es sich etwas anderes. Zunächst ist ein deutlicherer Un-
terschied bei den Ergebnissen der verschiedenen Varianten erkennbar. Außerdem
liefert hier RNN für alle untersuchten Werte von k die besten Zonengrößen.
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Abbildung 4.10: Durchschnittliche Zonengröße der Silent Zones
In einem letzten Schritt wurde noch für die Runden-basierten Random-Rect-Varian-
ten die Anzahl der benötigten Runden bis zum Erreichen des k-Anonymitätslevels
untersucht. Die Ergebnisse sind in Abbildung 4.11 dargestellt. Man kann erkennen,
dass die KBI-Varianten im Durchschnitt mehr Runden benötigen, als dies bei RBI
der Fall ist. Dies resultiert aus dem Herantasten von RR_KBI an die richtige Größe
bzw. aus dem schnellen Vergrößern der Zonen bei RR_RBI. Da aber allgemein die
Anzahl der benötigten Runden vergleichsweise gering ist, ist der Einsatz sowohl der
RBI- als auch der KBI-Varianten sinnvoll.
4.3.3.2 Vergleich von Silent Zones mit Ban Zones
In einem zweiten Schritt soll nun das Verhalten von Silent Zones und Ban Zones
untersucht und in Bezug auf Gebäudeanzahl und Zonengröße verglichen werden.
Als Bezugsalgorithmus für die Silent Zones wurde RNN verwendet, da dieser Al-
gorithmus im vorangegangen Evaluationsschritt gute Ergebnisse für Gebäudeanzahl
und Zonengröße lieferte. Zudem erlaubt die systematische Konstruktionsweise der
Zonen durch RNN einen besseren Vergleich mit den ebenfalls systematisch kon-
struierten Ban Zones.
Die erstellten Ban Zones werden in den Ergebnissen mit ban(r,R) bezeichnet, wo-
bei r die maximale Entfernung des Mittelpunkts der Ban Zone vom zu verschlei-
ernden Ursprungspunkt und R den Radius der Zone angibt. Da die Verschiebung
des Mittelpunkts die Größe der Zonen nicht beeinflusst, wird r für alle erstellten
Zonen auf R/2 gesetzt. Die erzeugten Silent Zones werden mit sz(v,k) bezeichnet.
Hierbei steht v für den verwendeten Algorithmus und k für die geforderte minimale
Gebäudeanzahl innerhalb der Zone.
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Abbildung 4.11: Benötigte Rundenzahl der Random-Rect-Varianten
Abbildung 4.12 zeigt die Gebäudeanzahl für Ban Zones und Silent Zones verschie-
dener Größe. Abbildung 4.12(a) zeigt die Ergebnisse für das STADT-Szenario. Die
vier Balken auf der linken Seiten zeigen die Gebäudeanzahl für Ban Zones mit
R ={100, 150, 200, 250}, die vier Balken auf der rechten Seiten die für RNN mit
k ={10, 20, 40, 80}. Bei den Silent Zones kann man erkennen, dass der Durch-
schnitt immer leicht über dem geforderten k liegt. Für k = 40 sind in den Zonen im
Durchschnitt 52,21 Gebäude enthalten, für k = 80 liegt der Durchschnitt bei 108,41
Gebäuden. Viel entscheidender als die durchschnittliche ist die minimale Gebäude-
anzahl aller Durchgänge, also das Ergebnis im sogenannten Worst Case. Soll die
Privatsphäre der Nutzer geschützt werden, muss der Schutz in allen Fällen und un-
ter allen Bedingungen garantiert werden. Hier liegt der entscheidende Vorteil der
Silent Zones: Definitionsgemäß enthalten diese immer mindestens k Gebäude. Dies
ist auch in den Ergebnissen zu sehen, bei denen die minimal erreichte Gebäude-
anzahl immer knapp über den spezifizierten k Gebäuden liegt. Hierdurch können
Silent Zones ein Mindestmaß an Privatsphäre in Form von enthaltenen Gebäuden
garantieren. Dies ist bei Ban Zones nicht der Fall. Die durchschnittliche Gebäude-
anzahl steigt zwar deutlich mit zunehmender Zonengröße, jedoch ist die Streuung
der Ergebnisse sehr hoch. Für Ban Zones mit R = 250 beträgt beispielsweise der
Interquartilsabstand IQR = 93 Gebäude, die Spannweite liegt in diesem Fall bei
RMinMax = 340 Gebäuden. Die minimal erreichte Gebäudeanzahl liegt in allen un-
tersuchten Fällen deutlich unter dem Durchschnitt. Wichtig hierbei ist vor allem,
dass Ban Zones keine minimale Gebäudeanzahl garantieren können. Für R = 100
gab es im STADT-Szenario Fälle, in denen nur 6 Gebäude innerhalb der Zonengren-
zen enthalten waren. Deutlicher wird dies bei der Betrachtung der Ergebnisse des
LAND-Szenarios in Abbildung 4.12(b): Ist bei den Silent Zones ein sehr ähnliches
Verhalten wie beim STADT-Szenario zu erkennen, sind bei den Ban Zones deutliche
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Abbildung 4.12: Gebäudeanzahl pro Zone für Ban Zones und Silent Zones
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Abbildung 4.13: Zonengröße der Ban Zones und Silent Zones
Unterschiede erkennbar. Neben der geringeren durchschnittlichen Gebäudeanzahl
fällt vor allem die Annäherung der minimalen Anzahl an die x-Achse auf. In diesem
Szenario gibt es nun auch für größere Werte für R Zonen, die fast keine Gebäude
enthalten. Bei ban(100,200) gibt es beispielsweise eine Zone, die nur drei Gebäude
enthält. Dies zeigt, dass in ungünstigen Fällen auch Zonen mit großen Radien keine
ausreichende Anzahl an Gebäude enthalten und Ban Zones keine Mindestanzahl an
Gebäuden garantieren können. Folglich sind diese für einen automatisierten Einsatz
nicht geeignet.
Betrachtet man die Größe der erstellten Zonen, dargestellt in Abbildung 4.13, ist
bezüglich der Streuung der Werte ein gegenteiliges Verhalten zu erkennen. Ban Zo-
nes stellen einfache Kreisflächen dar, wodurch die Zonengröße Aban auch nur vom
Kreisradius R abhängt, d. h. Aban = R2 ∗ pi . Die Größe der Silent Zones hingegen
variiert stark, vor allem im LAND-Szenario, vgl. Abbildung 4.13(b). Für RNN mit
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k = 80 liegt die durchschnittliche Zonengröße bei 17,22 ha, die Spannweite liegt
allerdings bei RMinMax = 49,08 ha. Es werden also teilweise sehr große Zonen er-
zeugt, um die geforderten k Gebäude zu umschließen. Dieses Verhalten ist jedoch
ausdrücklich gewünscht, da sich die Zonen der Bevölkerungsdichte anpassen sollen
und in jedem Fall die Mindestanzahl an Gebäuden garantieren sollen.
Der direkte Vergleich von Ban Zones und Silent Zones und die Bewertung anhand
der enthaltenen Gebäude ist schwierig, da bisherige Ansätze nicht das Ziel hatten,
ein Mindestmaß an Gebäude zu enthalten. Trotzdem zeigt dieser Vergleich die Vor-
teile der Silent Zones auf und belegt, dass diese sich wie gewünscht der Bevölke-
rungsdichte anpassen. Die Ergebnisse der Ban Zones verdeutlichen, dass diese eine
manuelle Anpassung des Radius R benötigen, um die oben genannten Fälle mit sehr
wenigen Gebäuden zu vermeiden.
4.3.4 Diskussion und Erweiterungen
Ein Problem des Silent-Zone-Ansatzes ist die Anfälligkeit der k-Anonymität ge-
genüber Angriffen, die auf der Homogenität der Daten oder auf Hintergrundwis-
sen basieren [152]. Bei Ersteren ist das Problem, dass trotz Generalisierung der
identifizierenden Attribute Gruppen mit identischen sensiblen Attributen entstehen
können. Wenn z. B. in einer Datenbank mit Patienteninformationen alle zu einer k-
anonymen Gruppe zusammengefassten Patienten die gleiche Krankheit haben, ist
allein durch die Gruppenzugehörigkeit die Krankheit der entsprechenden Patienten
bekannt. Dieses Problem ist bei den Silent Zones in der Form nicht ganz gegeben,
da das sensible Attribut in diesem Fall die exakte Adresse bzw. das Gebäude ist
und folglich nicht homogen sein kann. Allerdings kann die Semantik der Gebäude
einer Zone homogen sein. Besteht eine von einem Nutzer regelmäßig besuchte Si-
lent Zone beispielsweise nur aus Bürogebäuden einer Branche, kann ein Angreifer
nicht nur daraus schließen, dass der Nutzer in dieser Zone arbeitet, sondern eventu-
ell sogar welchen Job dieser hat. Angriffe, die auf diesem Problem basieren, werden
jedoch in der Regel als ähnlichkeitsbasierende Attacken [141] bezeichnet.
Die zweite Gruppe von möglichen Angriffen bezieht Hintergrundwissen mit ein. Ist
dem Angreifer bekannt, welchen Beruf ein Nutzer ausübt, und ist gleichzeitig in der
Silent Zone des Nutzers nur ein passendes Gebäude enthalten, so kann der Angreifer
entsprechende Informationen, wie Adresse und Arbeitgeber, direkt ableiten. Analog
zu Konzepten wie der l-Diversität [152] und der t-Closeness [141], die entwickelt
wurden, um die genannten Schwachstellen der k-Anonymität zu beheben, ist eine
Erweiterung des Silent-Zone-Konzeptes sinnvoll, bei der die Semantik der Gebäude
bei der Zonenerstellung mit beachtet wird. Um die zuvor beschriebenen Angriffe
zu vermeiden, muss darauf geachtet werden, dass zum einen eine Mindestanzahl
verschiedener Gebäude, aber gleichzeitig auch eine Mindestanzahl von Gebäuden
mit gleicher Semantik enthalten ist. Solche Informationen sind bei Kartenanbietern
wie OpenStreetMap teilweise bereits verfügbar. Spezielle Gebäude wie Restaurants
oder Kirchen sind dort oftmals schon als restaurant bzw. place_of_worship
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(dt. „Andachtsort“/„Kultstätte“) markiert. Die Qualität dieser Zusatzinformationen
ist allerdings noch relativ gering, so dass die Daten aktuell entweder manuell oder
mit Hilfe anderer Dienste angereichert werden müssen, bevor sie für diesen Zweck
genutzt werden könnten.
Eine interessante Erweiterung bezüglich der Anwendung der Silent Zones stellt
der Bereich der Online-Routenplanung dar. Im Gegensatz zur lokalen Routenbe-
stimmung mit einem Navigationsgerät, bei dem die Route mit den auf dem Gerät
vorhandenen Daten bestimmt wird, wird bei der Online-Routenplanung ein Online-
Dienst genutzt. Dieser Routenplaner-Dienst benötigt als Eingabe für die Routen-
bestimmung sowohl die Start- als auch die Zieladresse. Bei häufiger Nutzung des
Dienstes entsteht hier das in Abschnitt 4.3.1 beschriebene Problem: Der Dienst er-
fährt die wichtigen Orte des Nutzers – in diesem Fall sogar die wichtigsten Strecken.
Im Gegenzug hat die Nutzung der Online-Routenplanung im Vergleich zur lokalen
Routenbestimmung auch einige Vorzüge. Neben der Aktualität des Kartenmaterials
stellen vor allem Live-Verkehrsdaten einen zentralen Vorteil dar, vgl. [258]. Über
solche Daten können Informationen über gesperrte Straßen, Bauarbeiten, Staus oder
Verzögerungen bei der Routenplanung mit berücksichtigt werden und schließlich
zu einer besseren Route für den Nutzer führen. Eine Möglichkeit, die Vorteile der
Online-Routenplanung zu nutzen, ohne dabei die Privatsphäre zu opfern, ist die
Anwendung der Silent Zones auf Start- und Zieladresse [284]. Statt der wirklichen
Start- und Zieladresse wird eine bestimmte Teilmenge von Punkten der jeweiligen
Zone, z. B. Eintritts- bzw. Austrittspunkte der Zonen, an den Online-Dienst über-
mittelt, welcher dann zwischen diesen Punkten die Routen bestimmt und an den
Nutzer überträgt. Durch die Ergänzung dieser online bestimmten Routen mit lokal
bestimmten Routen innerhalb der Silent Zones, erhalten die Nutzer eine komplette
Route für die gewünschte Strecke, ohne dass die genaue Start- und Zieladresse dem
Online-Dienst bekannt wird.
4.4 Ansatz für eine Privatsphäre schützende
Kalibrierung
Eine Kalibrierung der Sensorknoten ist ein entscheidender Aspekt für die Quali-
tät der Messdaten in Sensornetzen. Dies trifft insbesondere auch auf PSNs zu, bei
denen die mobilen Endgeräte der Nutzer als Sensorknoten verwendet werden. In
Bezug auf die Qualität treten zwei Hauptprobleme auf: Zum einen ist die Hard-
warelandschaft partizipativer Sensornetze durch die große Anzahl verschiedener
Hersteller und Modelle sehr heterogen. Zum anderen sind die verbauten Sensoren
in der Regel vergleichsweise günstige Hardwarekomponenten, da die mobilen End-
geräte nicht primär zur Verwendung als Sensorknoten konzipiert werden. Ohne eine
Kalibrierung würde dies zu ungenauen und nur schwer vergleichbaren Messwerten
führen.
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Da eine manuelle Kalibrierung in PSNs zu aufwendig bzw. aufgrund der großen
Anzahl und der örtlichen Verteilung der Geräte nicht praktikabel ist, werden die
Sensorknoten typischerweise während des Betriebs mit Hilfe von Referenzstationen
kalibriert. Dieses Vorgehen wird auch als On-the-Fly-Kalibrierung [88] bezeich-
net. Die bei einer Kalibrierung ermittelten Kalibrierungsparameter können für zwei
Arten von Kalibrierungsvorgängen genutzt werden: Bei der Vorwärtskalibrierung
werden die Parameter genutzt, um zukünftige Messwerte anzupassen, wohingegen
sie bei der Rückwärtskalibrierung auf bereits gemessene und eventuell schon über-
mittelte Messdaten angewendet werden.
Eine On-the-Fly-Kalibrierung kann allerdings nur stattfinden, wenn ein Nutzer in
das direkte Umfeld einer Referenzstation kommt. Da die Mobilität der Nutzer nicht
gesteuert werden kann, können folglich lange Intervalle ohne Kalibrierungen auf-
treten. Um dennoch möglichst genaue Messdaten zu erhalten, ist eine rückwirken-
de Anpassung von Messdaten, wie sie bei der Rückwärtskalibrierung geschieht, in
PSNs sinnvoll.
Hierbei entsteht jedoch ein Problem für die Privatsphäre der Nutzer. Sind die Mess-
daten bereits an den Anwendungsserver übermittelt, muss dieser im Zuge der Rück-
wärtskalibrierung über die zu aktualisierenden Messdaten informiert werden, d. h.
die Kalibrierungsparameter müssen dem Server kommuniziert werden. Da diese
nahezu einzigartig sind, können im schlimmsten Fall die Nutzerpfade durch den
Anwendungsserver komplett nachverfolgt werden. Aus diesem Grund wird in die-
sem Abschnitt mit sogenanntem Privacy-Preserving Calibration for Participatory
Sensing (PRICAPS) ein neues, umfassendes Kalibrierungssystem vorgestellt. PRI-
CAPS ermöglicht Vorwärts- und Rückwärtskalibrierung und schützt dabei die Pri-
vatsphäre der Nutzer.
Der folgende Abschnitt basiert auf dem in [298] und [299] vorgestellten Konzept
und ist wie folgt aufgebaut: Zunächst wird in Abschnitt 4.4.1 das Problem beschrie-
ben und die Notwendigkeit für ein entsprechendes Kalibrierungssystem motiviert.
Darauf folgt in Abschnitt 4.4.2 eine Einführung in grundlegende Kalibrierungskon-
zepte und das im Folgenden verwendete Kalibrierungsmodell. In Abschnitt 4.4.3
wird das entwickelte Kalibrierungskonzept vorgestellt und im Anschluss ausführ-
lich evaluiert, siehe Abschnitt 4.4.4. Abschließend werden die Ergebnisse in Ab-
schnitt 4.4.5 diskutiert.
4.4.1 Problemstellung und Anforderungen
Im Folgenden soll zunächst die Notwendigkeit der verschiedenen Kalibrierungs-
vorgänge motiviert werden. Anschließend wird die Problemstellung detailliert be-
schrieben.
PSNs sind ausgelegt für großflächige Datenerfassungen in dicht besiedelten Ge-
bieten. Durch die Erstellung von solchen Kampagnen können sowohl Nutzer mit
privaten als auch mit gewerblichen Interessen Messdaten erfassen, analysieren und
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gewonnene Erkenntnisse der Gemeinschaft wieder zur Verfügung stellen [34]. Die
Etablierung und Instandhaltung von PSNs sind jedoch aufwendig und kosteninten-
siv. Damit sich dieser Aufwand rentiert, muss bei der Konzeption darauf geachtet
werden, dass PSNs eine möglichst große Vielfalt von Anwendungen und Diensten
ermöglichen.
Ein zentraler Aspekt hierbei sind die Messdaten. Damit diese vielseitig genutzt wer-
den können, sollen sie zum einen sehr genau, zum anderen aber auch zeitlich unmit-
telbar verfügbar sein. So benötigen beispielsweise Statistik-Anwendungen für ihre
Auswertungen möglichst genaue Daten, wobei ein gewisser zeitlicher Versatz der
Daten in vielen Fällen akzeptabel ist. Live-Anwendungen hingegen benötigen aktu-
elle Daten, stellen aber im Gegenzug geringere Anforderungen an die Aktualität der
Daten. Ein Beispiel dafür ist der zuvor beschriebene Eco-Routing-Dienst [286], bei
dem die ökologisch sinnvollste Route berechnet wird. Da die Schadstoffbelastung
zeitlich durch die sich verändernde Verkehrssituation stark variiert, wird für eine
solche Routenbestimmung das Wissen über die aktuelle Situation, d. h. ein mög-
lichst aktueller Datensatz, benötigt.
Die Bereitstellung genauer und gleichzeitig aktueller Daten ist in PSNs per se nicht
möglich, da die erfassten Rohdaten auf Grund der günstigen und heterogenen Sen-
soren zunächst unpräzise sind. Um genauere Messwerte zu erhalten, müssen die
Endgeräte kalibriert werden. Dies wird in PSNs typischerweise mittels On-the-Fly-
Kalibrierung gemacht, bei der die erfassten Messdaten mit denen von Referenzsta-
tionen verglichen und daraufhin angepasst werden. Eine solche Kalibrierung kann
nur stattfinden, wenn ein Nutzer in das direkte Umfeld dieser Referenzstationen
kommt. Dadurch können sehr lange Intervalle ohne Kalibrierungen auftreten.
Um dennoch beide Arten von Anwendungen realisieren zu können, sollte ein Kali-
brierungssystem sowohl Vorwärts- als auch Rückwärtskalibrierung unterstützen. Ist
dies der Fall, können Messwerte, wenngleich von noch nicht kalibrierten Geräten
erfasst, unmittelbar an den Anwendungsserver übertragen werden. Im Falle einer
später stattfindenden Kalibrierung können sie noch rückwirkend angepasst werden.
Durch dieses Vorgehen wird erreicht, dass Daten zeitnah nutzbar und gleichzeitig
langfristig so genau wie möglich sind.
Obschon die Rückwärtskalibrierung für PSNs sinnvoll ist, gefährdet dieser Prozess
die Privatsphäre der Nutzer. Soll ein bereits an den Anwendungsserver übermittelter
Messwert angepasst werden, muss der Nutzer den Server über den Messwert und die
gewünschte Anpassung informieren. Will ein Nutzer u eine Rückwärtskalibrierung
durchführen, muss er folglich die Kalibrierungsparameter cu und eine Menge von
Identifikatoren (mi, ...,mi+ j) zur Bestimmung der anzupassenden Messwerte an den
Server übermitteln.
Das Problem entsteht durch die nahezu einzigartigen Kalibrierungsparameter. Die-
se unterscheiden sich in der Regel von Gerät zu Gerät und stellen somit einen so-
genannten Quasi-Identifier dar. Selbst bei einer Aufteilung dieser Information in
j+ 1 separat übertragene Tupel <cu,mi>,...,<cu,mi+ j> kann der Anwendungs-
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Abbildung 4.14: Die Verwendung exakter Kalibrierungsparameter (hier: c1 und c2)
kann eine Verknüpfung von Messungen und somit eine Nachver-
folgung der Nutzerpfade ermöglichen.
server auf Grund von cu die mit mi bis mi+ j identifizierten Messwerte einem Nutzer
zuordnen und dadurch dessen zurückgelegten Pfad verfolgen.
Die Problematik ist in Abbildung 4.14 anhand eines schematischen Beispiels illus-
triert. In diesem führen zwei Nutzer u1 und u2 eine Rückwärtskalibrierung durch.
Die für die Anpassung verwendeten Kalibrierungsparameter sind c1 bzw. c2. Nutzer
u1 veranlasst eine Anpassung der Messwerte 1, 5, 10 und 7. Auch wenn diese vier
Anpassungen separat und anonym übertragen werden, kann der Server aufgrund
der Gleichheit der Kalibrierungsparameter für diese Messwerte schließen, dass die-
se von einem Nutzer stammen. Hierdurch kann der Server die Pfade aller Nutzer
rekonstruieren, die eine Rückwärtskalibrierung durchführen.
Aus diesem Grund wird ein Kalibrierungssystem für PSNs benötigt, dass zwar eine
Rückwärtskalibrierung erlaubt, aber dennoch die Privatsphäre der Nutzer schützt
und keine Rekonstruktion der zurückgelegten Pfade ermöglicht.
4.4.2 Kalibrierung in partizipativen Sensornetzen
Im folgenden Abschnitt sollen grundlegende Aspekte der Kalibrierung in PSNs be-
trachtet werden. Dafür werden im ersten Schritt die auftretenden Messfehler be-
schrieben, bevor anschließend das für die kommenden Abschnitte verwendete Kali-
brierungsmodell dargestellt wird. Nach einer kurzen Auflistung verschiedener Ka-
librierungsklassen, bildet ein Überblick über existierende Kalibrierungsansätze in
PSNs den Abschluss dieses Abschnittes.
116 4. Schutz der Privatsphäre
W
ah
rs
ch
ei
nl
ic
hk
ei
t
(P
(x
))
Messwert (x)
xtruex¯ xi
Systematischer
Fehler
Zufälliger
Fehler Messfehler
Abbildung 4.15: Systematische und zufällige Fehler bei Messungen, angelehnt an
Bychkovskiy et al. [35]
4.4.2.1 Messfehler
Das Ziel einer Messung ist es, den tatsächlichen Wert einer Messgröße zu ermitteln.
Der gemessene Wert wird in der Regel, aufgrund verschiedenster Stör- und Fehler-
quellen, eine gewisse Abweichung vom tatsächlichen Wert haben. Diese Differenz
wird als Messfehler bezeichnet. Zwar wird in der neueren Literatur auch der Begriff
der Messabweichung [61] verwendet, allerdings ist diese Bezeichnung in der Praxis
nicht so gebräuchlich, weshalb im Folgenden der Begriff des Messfehlers bevorzugt
wird.
Wie in Abbildung 4.15 dargestellt, können Messfehler in zwei Kategorien unterteilt
werden:
• Systematische Fehler: Gränicher definiert systematische Fehler als „Feh-
leranteile, welche bei Wiederholungen einer Messung unter identischen Mess-
bedingungen einen konstanten Wert besitzen, d. h. jedesmal in gleicher Grös-
se und mit gleichem Sinn (Vorzeichen) auftreten“ [86]. Daraus folgt, dass
systematische Messfehler durch Wiederholung der Einzelmessung nicht er-
kannt oder eliminiert werden können.
• Zufällige Fehler: Zufällige Fehler sind „Abweichungen (...), welche nach
Betrag und Vorzeichen zufallsbedingt schwanken“ [86] und sich bei wieder-
holter Messung im Mittel ausgleichen. Zufällige Fehler lassen sich mit statis-
tischen Methoden behandeln.
Der Zusammenhang zwischen systematischen und zufälligen Fehlern ist in Abbil-
dung 4.15 dargestellt. Der tatsächliche Wert ist in der Abbildung mit xtrue angege-
ben, der systematische Fehler beträgt x¯−xtrue. Die gemessenen Werte xi schwanken
zufällig um den Wert x¯, wobei die Wahrscheinlichkeit mit zunehmender Distanz von
x¯ abnimmt, hier angedeutet durch eine Gauß-Verteilung. Im Mittel gleichen sich die
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Abbildung 4.16: Systematische Messfehler, angelehnt an Honicky [99]
zufälligen Fehler aus, so dass 1n ∑
n
i=1 xi = x¯ gilt. Der zu beobachtende Messfehler
xi− xtrue setzt sich aus beiden Fehlerarten zusammen und schwankt bei wiederhol-
ten Messungen auf Grund des zufälligen Fehlers.
Bei systematischen Fehlern kann man zudem noch zwischen konstant- und pro-
portional-systematischen Messfehlern unterscheiden. Abbildung 4.16 illustriert den
Unterschied. Als Referenz ist die Ausgabe eines perfekten Sensors dargestellt. Ein
Sensor mit konstant-systematischen Messfehler über- oder unterschätzt den tatsäch-
lichen Messwert immer um den gleichen Betrag, d. h. die Abweichung ist unabhän-
gig vom Betrag des Messwertes. Bei einem proportional-systematischen Messfehler
hingegen hängt die Abweichung vom Betrag des Messwertes ab, d. h. die Abwei-
chung nimmt mit ansteigendem Messwert zu bzw. ab.
Ziel einer Kalibrierung ist es, den systematischen Fehler der Sensorknoten zu eli-
minieren. Systematische Fehler können durch verschiedene Quellen verursacht wer-
den, beispielsweise durch Umwelteinflüsse, durch Unzulänglichkeiten bei der Hand-
habung der Messgeräte und die Unvollkommenheit der Messgeräte, vgl. [86]. Vor
allem der letztgenannte Punkt ist in PSNs hervorzuheben, da die verbaute Sensorik
nicht für hochpräzise Messungen ausgelegt ist.
4.4.2.2 Kalibrierungsmodell
PSNs haben das Ziel, eine oder mehrere Messgrößen zu erfassen, wie z. B. die Tem-
peratur. Um eine Messgröße P erfassen zu können, muss es ein durch P erzeugtes
messbares Signal p : T → D geben, wobei T ⊆ R+ die Zeit und D ⊆ R der Wert-
bereich der Messgröße sei. Ferner sei ms(ti) die Messung eines Sensors s zum Zeit-
punkt ti ∈ T und p(ti) der tatsächliche Wert der Messgröße zu diesem Zeitpunkt.
Wenn Sensor s ein perfekter Sensor ist, vgl. Abbildung 4.16, dann gilt ms(ti) = p(ti)
für jeden Zeitpunkt und eine Kalibrierung ist nicht nötig. Wie im vorherigen Ab-
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schnitt bereits erwähnt, sind perfekte Messungen in der Regel nicht möglich. Gera-
de bei kostengünstigen Gas-Sensoren, wie für das folgende Konzept angenommen,
können erhebliche Genauigkeitsverluste durch das Altern der Sensoren [102] und
beeinflussende kontextabhängige Faktoren [114], wie z. B. Luftfeuchtigkeit, auftre-
ten.
Die Kalibrierung der Sensoren kann folglich als Prozess beschrieben werden, bei
dem die Abweichung der gemessenen Werte ms(ti) von den tatsächlichen Werten
p(ti) minimiert wird. Dies wird durch das Anwenden einer Kalibrierungskurve φ
auf die gemessenen Werte erreicht. Als Repräsentation dieser Kurve wird im Fol-
genden eine Polynomfunktion des Grades k verwendet, die neben dem anzupas-
senden Messwert einen Vektor mit Kalibrierungsparametern c = (c0,c1, ...,ck) ∈
Rk+1 als Eingabeparameter erhält. Die Kalibrierungskurve ist somit eine Funkti-
on φ : Rk+1×D→ D, die einen Eingabewert x mit den Kalibrierungsparametern c
anpasst:
φ(c,x) =
k
∑
n=0
cn ∗ xn. (4.1)
Da eine mehrfache Kalibrierung der Sensoren möglich ist, können sich auch die
Kalibrierungsparameter über die Zeit ändern. Aus diesem Grund wird eine Funkti-
on ω : T →Rk+1 eingeführt, welche die zu einem bestimmten Zeitpunkt effektiven
Kalibrierungsparameter zurückliefert. Demnach ergeben sich die kalibrierten Mess-
werte m˜s(ti) eines Sensors s zum Zeitpunkt ti wie folgt:
m˜s(ti) = φ(ω(ti),ms(ti)) =
k
∑
n=0
ω(ti)n ∗ms(ti)n. (4.2)
Ein perfekter Sensor benötigt keine Kalibrierung und es gilt ∀ti ∈T :ω(ti)= (0,1,0,
0, ...,0) ∈ Rk+1 sowie m˜s(ti) = ms(ti) = p(ti). In der Praxis sind perfekte Senso-
ren allerdings kaum realisierbar. Daher wird durch die Kalibrierung versucht, einen
perfekt kalibrierten Sensor zu erhalten. Ein perfekt kalibrierter Sensor verhält sich
ab einem Zeitpunkt tc wie ein perfekter Sensor, so dass ∀ti ≥ tc : ω(ti+1) = ω(ti)
und m˜s(ti) = p(ti) gilt. Dieser Idealzustand wird aber in der Regel nicht dauerhaft
erreicht, da die Genauigkeit der Sensoren über die Zeit hin abnimmt und die Mess-
werte folglich wieder von den tatsächlichen Werten abweichen. Allerdings kann
durch regelmäßiges Wiederholen des Kalibrierungsprozesses eine Annäherung an
den Idealzustand des perfekt kalibrierten Sensors erreicht werden.
Um die oben eingeführte Kalibrierungskurve φ zu bestimmen, wird eine Menge
C von Kalibrierungstupeln <ms(ti), p(ti)> benötigt (mit |C| ≥ (k+ 1)). Das be-
deutet, dass für eine gewisse Menge an Messungen neben dem gemessenen Wert
auch der tatsächliche Wert der Messgröße bekannt sein muss. Für diesen Zweck
werden Referenzstationen verwendet. Die Annahme bei diesen ist, dass die Senso-
ren der Referenzstation zu jeder Zeit perfekt kalibriert sind und diese somit p(ti)
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bestimmen können. Sensorknoten in der Nachbarschaft einer solchen Station kön-
nen die Referenzmessungen dann abfragen und zur Kalibrierung verwenden. Dazu
werden sowohl bei der Messung des mobilen Sensorknotens als auch bei der Re-
ferenzmessung der Zeitpunkt t und der Ort an diesem Zeitpunkt l(t) festgehalten.
Ein Sensorknoten hat folglich eine Menge an Messungen M, die aus Tupeln der
Form <t, l(t),ms(t)> besteht, sowie eine Menge an Referenzmessungen S, die Tu-
pel der Form <t, l(t), p(t)> enthält. Unter Verwendung der Punktnotation, d. h. m.l
bezeichnet den Ort einer Messung m ∈ M, können die Kalibrierungstupel C wie
folgt beschrieben werden:
s ∈ S,m ∈M : C = {(s.p,m.ms)||s.t−m.t| ≤ δt
∧|s.l−m.l| ≤ δl},
(4.3)
wobei δt und δl die maximale zeitliche bzw. örtliche Distanz zwischen den mobilen
Messungen und den Referenzmessungen angibt, bei der die Referenzdaten noch zur
Kalibrierung verwendet werden dürfen. Diese Werte müssen für jede Messgröße
angepasst werden.
4.4.2.3 Existierende Kalibrierungsansätze
Die Kalibrierung von Sensorknoten ist auch bei traditionellen Sensornetzen ein
wichtiges Thema. In vielen Fällen können die Sensorknoten vor dem Einsatz ma-
nuell oder automatisiert kalibriert werden, was jedoch bei einer sehr großen Anzahl
an Knoten nicht mehr praktikabel ist. Daher wurden verschiedene Konzepte ent-
wickelt, die eine Kalibrierung während des Betriebs ermöglichen. Bychkovskiy et
al. [35] stellen einen Ansatz für On-the-Fly-Kalibrierung für Sensornetze vor, bei
denen die Messgröße zeitlich relativ stark variiert, wohingegen örtlich vergleichs-
weise wenig Veränderungen zu beobachten sind. In solchen Szenarien zeichnen be-
nachbarte Knoten sehr ähnliche Messverläufe auf, die sich durch die schnelle Ver-
änderung über die Zeit leicht vergleichen und aufeinander abstimmen lassen. Dabei
wird in zwei Schritten vorgegangen: Zunächst werden benachbarte Knoten durch
den Austausch von Messwerten gegenseitig kalibriert. Anschließend wird in Grup-
pen von Knoten die Konsistenz der paarweisen Kalibrierung maximiert. Da die An-
nahmen sehr restriktiv sind und der Ansatz für stationäre Sensorknoten entwickelt
wurde, ist eine Übertragung des Konzeptes auf PSNs nur eingeschränkt möglich.
Whitehouse und Culler [238] stellen ein Framework vor, dass für Szenarien entwi-
ckelt wurde, bei denen Sensoren eine von Aktoren erzeugte Messgröße aufzeich-
nen und sowohl die Sensoren als auch die Aktoren kalibriert werden müssen. Ein
Beispiel hierfür ist die Distanzbestimmung zwischen zwei Knoten durch die Lauf-
zeitmessung von ausgesendeten Signalen. In dem Lokalisierungssystem Calama-
ri [237] senden Knoten gleichzeitig ein Akustik- und ein Funksignal aus. Knoten,
die diese Signale empfangen, können durch die Laufzeitunterschiede die Entfer-
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nung zu dem sendenden Knoten bestimmen. In solchen Systemen treten Fehler so-
wohl sender- als auch empfängerseitig auf. Folglich müssen beide Seiten bei einer
Kalibrierung mit in Betracht gezogen werden. Whitehouse und Culler [238] stellen
daher ein Modell auf, das die Fehlerquellen beider Seiten berücksichtigt, und füh-
ren eine Parameterschätzung mit Hilfe von aufgezeichneten Messungen durch, bei
der das Gesamtsystem optimiert wird. Durch dieses Vorgehen werden alle Sensoren
und Aktoren gleichzeitig kalibriert, ohne dass Referenzknoten vorhanden sind. Für
einen Einsatz in PSNs ist es dennoch eher wenig geeignet, da es in der Regel keine
zu kalibrierenden Aktoren gibt.
Miluzzo et al. haben in [161] ihr Kalibrierungssystem CaliBree vorgestellt. Die-
ses ist ein auf Selbstkalibrierung basierendes System für Sensornetze mit mobilen
Knoten. Die Selbstkalibrierung geschieht durch eine On-the-Fly-Kalibrierung, d. h.
mit der Hilfe von Referenzstationen. Diese versenden in ihrer lokalen Umgebung
Beacons, um vorbeikommende Knoten über ihre Präsenz und die Möglichkeit ei-
ner Kalibrierung zu informieren. Nutzer, die in die Nähe dieser Referenzstationen
kommen und deren Beacons erhalten, können auf diese antworten, falls sie den Kali-
brierungsprozess mit der entsprechenden Referenzstation initiieren möchten. Erhält
eine Referenzstation eine solche Antwort, beginnt diese mit der Versendung einer
Folge von sogenannten Calibration Beacons, die aktuelle Referenzdaten enthalten.
Mit den erhaltenen Daten wird ein Consenus-Algorithmus gestartet und die Abwei-
chung der Messwerte des mobilen Knotens von den Referenzdaten bestimmt. Mit
der Annahme, dass die minimale Abweichung auftritt, wenn der Knoten und die Re-
ferenzstation sich am nächsten sind und somit die gleiche Umgebung erfassen, wird
die minimale Abweichung als Korrektur für den mobilen Sensorknoten verwendet.
Ein Vorteil des Konzeptes ist, dass die mobilen Knoten ihre Position nicht ken-
nen müssen, d. h. sie müssen nicht mit einer Positionierungstechnologie wie GPS
ausgestattet sein. Allerdings muss dafür eine direkte Kommunikation mit den Refe-
renzstationen möglich sein, wodurch bereits existierende stationäre Messstationen
nicht ohne Umrüstung als Referenzstationen verwendbar sind.
Im Gegensatz zu dem dezentralen Calibree-Konzept schlägt Honicky [99] einen
zentralen Ansatz vor. Mobile Sensorknoten übertragen ihre Messwerte zusammen
mit der jeweiligen Position an eine zentrale Instanz. Diese kann dann mit den glo-
balen Informationen den Kalibrierungsprozess starten und die Abweichungen mit
Hilfe von Gauß-Prozessen bestimmen. Dabei wird die Annahme verwendet, dass
die Messwerte von Knoten in örtlicher Nachbarschaft korrelieren. Da ein Abgleich
auch mit anderen unkalibrierten Knoten möglich ist, ist dieser Ansatz nicht auf das
Vorhandensein von Referenzstationen oder -knoten angewiesen.
Hasenfratz et al. [89] stellen neben der typischerweise angewandten Vorwärtskali-
brierung zwei neue Kalibrierungsalgorithmen vor: Rückwärts- und Sofortkalibrie-
rung. Bei der bereits beschriebenen Rückwärtskalibrierung werden neu bestimmte
Kalibrierungsparameter genutzt, um auch zuvor gemessene Werte anzupassen. Da
neue Kalibrierungsparameter nicht immer zeitnah verfügbar sind, kann es zu einem
Zeitverzug zwischen Messwerterfassung und Korrektur kommen. Bei der Sofortka-
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librierung wird dieses Problem durch die Verwendung eines Kalibrierungsspeichers
umgangen. Dieser bestimmt mit jedem neu erfassten Kalibrierungstupel auch neue
Kalibrierungsparameter. Dadurch kann eine annähernd gute Genauigkeit wie bei
der Rückwärtskalibrierung erreicht werden, ohne jedoch den zeitlichen Verzug in
Kauf zu nehmen.
In ihrer Arbeit stellen Hasenfratz et al. [89] ferner ein Multihop-Konzept vor. Die
Idee des Konzeptes ist es, bereits kalibrierte Knoten als mobile Referenzknoten zu
nutzen. Dadurch werden Kalibrierungen nicht nur auf Phasen begrenzt, in denen
sich ein Knoten in der Nähe einer Referenzstation befindet, sondern erlauben diese
bei jedem Aufeinandertreffen mit anderen Knoten, die bereits eine Kalibrierung mit
einer solchen Station durchgeführt haben. Hierzu werden bei der Begegnung zweier
Knoten sowohl die aktuellen Messwerte als auch der Zeitpunkt der letzten, mit einer
Referenzstation durchgeführten Kalibrierung ausgetauscht. Mit diesen Werten wird
eine Anpassung der Messwerte durchgeführt, bei der die Messwerte proportional
zur Aktualität der Kalibrierung gewichtet werden.
Im folgenden Konzept werden ebenfalls Referenzstationen für die Kalibrierung ver-
wendet, da ein solches Vorgehen zur Zeit den realistischsten Ansatz für eine breite
Anwendung in PSNs darstellt.
4.4.3 Konzept
In diesem Abschnitt soll das Kalibrierungssystem PRICAPS beschrieben werden.
PRICAPS stellt ein Kalibrierungssystem für PSNs dar, welches besonderen Wert
auf die Privatsphäre der Nutzer legt. Wie schon einleitend in Abschnitt 4.4 erwähnt,
ermöglicht PRICAPS die Vorwärts- und Rückwärtskalibrierung von Messwerten.
PRICAPS ist ein On-the-Fly-Kalibrierungssystem, d. h. die Kalibrierung basiert auf
dem Vergleich von Messwerten mobiler Sensorknoten mit denen von benachbarten
Referenzstationen. PSNs, in denen die Luftqualität gemessen werden soll, können
beispielsweise stationäre Umwelt- bzw. Luftmessstationen als Referenz für die tat-
sächlichen Werte der zu untersuchenden Messgröße verwenden. Solche Stationen
sind bereits in vielen Städten installiert. In München gibt es vier Standorte mit fest
installierten Luftmessstationen [268], in Zürich sind es fünf Standorte, an denen
kontinuierlich die Luftqualität aufgezeichnet wird [273]. Für PRICAPS ist es not-
wendig, dass die mobilen Knoten die Messwerte der Referenzstationen abfragen
können, z. B. durch Web-Service-Schnittstellen.
In Abbildung 4.17 ist die „Kalibrierungs-Pipeline“ dargestellt. Bevor eine Kali-
brierung initiiert wird, müssen zunächst Daten erfasst und zum Anwendungsser-
ver hochgeladen werden. Zusammen mit entsprechenden Referenzmessungen kann
anschließend sowohl eine Vorwärts- als auch eine Rückwärtskalibrierung durchge-
führt werden. Die Anpassung der Messdaten im Rahmen der Vorwärtskalibrierung
findet dabei lokal statt, d. h. die Korrektur geschieht nur auf dem Endgerät und der
Anwendungsserver muss nicht benachrichtigt werden. Die Rückwärtskalibrierung
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Abbildung 4.17: Die Kalibrierungs-Pipeline zeigt die zwei Kalibrierungsphasen
findet hingegen global statt, da in diesem Fall der Anwendungsserver über die rück-
wirkende Anpassung der Messwerte informiert werden muss. Im Folgenden werden
diese drei Schritte detailliert betrachtet.
4.4.3.1 Datenerfassung
Bevor eine Kalibrierung durchgeführt werden kann, müssen zunächst entsprechen-
de Daten erfasst werden. Dies beinhaltet zwei Aspekte: Zum einen müssen Mes-
sungen durchgeführt, zum anderen müssen die erfassten Messwerte auch an den
Anwendungsserver übertragen werden.
Die Messungen werden unter Verwendung der mobilen Endgeräte der Nutzer durch-
geführt. Die genaue Art und Weise der Messung ist für PRICAPS nicht relevant,
d. h. ob die Daten opportunistisch oder partizipativ erhoben werden, kann vernach-
lässigt werden. Es wird lediglich angenommen, dass nur geeignete Messungen bei-
getragen werden. Geeignete Messungen sind solche, bei denen ein Sensor s die
gleiche Umgebung erfasst, wie jeder andere Sensor sie an diesem Standort erfas-
sen könnte, und bei denen der Messwert ms(ti) nur aufgrund des Messfehlers des
Knotens s von p(ti) abweicht. Das schließt insbesondere Messungen aus, die in ei-
nem Kontext stattfinden, in dem andere Sensorknoten nicht messen können, wie
beispielsweise in der Tasche des Nutzers. Zur Unterscheidung von geeigneten und
ungeeigneten Messungen können Ansätze wie der von Miluzzo et al. [164] oder von
Yang et al. [245] verwendet werden, die den Kontext des messenden Endgerätes be-
stimmen.
Der Upload der Messdaten von den mobilen Endgeräten zum Anwendungsserver er-
folgt mit selbst generierten Pseudonymen über ein sogenanntes MIX-Netz [41]. Die
Pseudonyme können vom Nutzer regelmäßig geändert werden, um eine Nachverfol-
gung des Bewegungspfades zu verhindern. Dies kann so weit gehen, dass Nutzer für
jede Messung ein eigenes Pseudonym verwenden. Die Pseudonyme, im Folgenden
mit psid bezeichnet, werden benötigt, um die Messungen bei der Rückwärtskalibrie-
rung referenzieren zu können. Um eine Messung räumlich einordnen zu können,
wird neben dem Pseudonym und dem Messwert auch der Ort der Messung l über-
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ct0 ct1 ctmω(ct0) ω(ct1) ...
ω(ctm−1) ω(ctm)
t1 t2 t3 t4 t5
...
tn−1 tn
Abbildung 4.18: Die an den Kalibrierungspunkten cti bestimmten Parameter wer-
den bis zur nächsten Kalibrierung verwendet, angelehnt an Hasen-
fratz et al. [89]
mittelt. Folglich werden Tupel der Form <psid,ms, l> an den Anwendungsserver
übertragen.
Um zeitbasierte Angriffe auf die Privatsphäre der Nutzer zu vermeiden, wird der
Zeitpunkt der Messung nicht übermittelt. Stattdessen wird die Zeit in Intervalle tint
eingeteilt, die der geforderten Messhäufigkeit entsprechen. Ist z. B. eine Messhäu-
figkeit von 4× pro Stunde gewünscht, wird tint = 15min gesetzt. Innerhalb von tint
wird zufällig ein Zeitpunkt gewählt, an dem die Daten an den Server übermittelt
werden. Dieser zeichnet dann die Ankunftszeit tarr auf und speichert somit Tupel
der Form <psid,ms, l, tarr> in seiner Datenbank.
4.4.3.2 Vorwärtskalibrierung
Ziel der Vorwärtskalibrierung ist es, Messfehler von zukünftigen Messwerten zu
verringern. Dafür werden die zu einem Zeitpunkt cti bestimmten Kalibrierungspa-
rameter auf alle danach erhobenen Messwerte angewendet, bis eine erneute Kali-
brierung zum Zeitpunkt cti+1 stattfindet. Sei ti der Zeitpunkt einer Messung und
ω : T → Rk+1 die Funktion, welche die jeweils effektiven Kalibrierungsparameter
zurückliefert, vgl. Abschnitt 4.4.2.2, dann gilt ω(ti) = ω(ct j) für alle ti, für die gilt
ct j ≤ ti < ct j+1. Das Prinzip ist Abbildung 4.18 schematisch dargestellt.
Damit eine Vorwärtskalibrierung durchgeführt werden kann, ist zunächst die Be-
stimmung der Kalibrierungskurve φ und der Kalibrierungsparameter c nötig. Der
dafür erforderliche Prozess kann in drei Schritte unterteilt werden, vgl. Abbildung
4.17. Der erste Schritt besteht in der Beschaffung von Referenzmessungen. Mit Hil-
fe dieser werden im zweiten Schritt Kalibrierungstupel bestimmt, mit denen dann
im letzten Schritt die Kalibrierungskurve bestimmt wird.
Für die Beschaffung von Referenzmessungen müssen den Endgeräten die Referenz-
stationen bekannt sein. Hierfür stellt der Server ein Verzeichnis zur Verfügung, in
dem alle Referenzstationen eines festgelegten Gebietes aufgelistet sind. Neben dem
jeweiligen Standort einer Station, ist dort auch die Daten-Schnittstelle eingetragen,
über welche die Endgeräte die Referenzdaten abfragen können. Sobald der Nutzer
das Gebiet des zuletzt erhaltenen Verzeichnisses verlässt, fordert dieser beim Ser-
ver das Verzeichnis des neuen Gebietes an. Bleibt der Nutzer über einen längeren
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Abbildung 4.19: Beispielhafter Auszug von unkalibrierten und kalibrierten Ozon-
messungen
Zeitraum in dem gleichen Gebiet, wird das Verzeichnis durch periodische Anfragen
des Nutzers aktuell gehalten.
Sobald die Standorte der Referenzstationen bekannt sind, können die Endgeräte bei
ihren Messungen prüfen, ob sie in der Nähe einer solchen Station sind. Falls dies
der Fall ist, werden die Referenzdaten über die öffentliche Daten-Schnittstelle an-
gefordert. Die genaue Spezifikation, was „in der Nähe“ bedeutet, d. h. ab wann die
Daten der Referenzstation wirklich als Referenzwert der Messung verwendet wer-
den kann, hängt von zu beobachtenden Messgröße ab und kann über δl in Gleichung
4.3 angepasst werden.
Werden nur Referenzdaten angefordert, wenn Nutzer sich wirklich in der Nähe einer
Referenzstation befinden, kann der Betreiber dieser Stationen daraus möglicherwei-
se Rückschlüsse auf die Anzahl der Nutzer ziehen, die eine Kalibrierung durchge-
führt haben. Das kann sich besonders in Szenarien als problematisch erweisen, bei
denen nur sehr wenige Nutzer in der Nähe einer Station waren. Um dies zu vermei-
den, täuscht ein gewisser Anteil an Nutzern Γ in jedem Kalibrierungsintervall vor,
in der Nähe einer Station zu sein, indem Schein-Anfragen für Referenzdaten ver-
sendet werden. Jeder Nutzer u zieht hierfür eine zufällige Zahl γu aus [0.0;1.0] und
sendet eine Schein-Anfrage, wenn γu < Γ gilt. Die Antworten dieser Anfragen wer-
den seitens der Nutzer einfach verworfen, da keine entsprechende lokale Messung
vorhanden ist.
Werden wirklich Referenzdaten angefragt, werden diese zusammen mit den vom
Endgerät aufgezeichneten Messwerten lokal gespeichert. Anschließend werden die
Kalibrierungstupel durch den in Gleichung 4.3 beschriebenen raumzeitlichen Filter-
prozess gebildet, d. h. erhobene Messwerte werden mit Referenzdaten kombiniert,
die ungefähr zur gleichen Zeit und am gleichen Ort erfasst wurden. Diese Kalibrie-
rungstupel werden dann verwendet, um die Kalibrierungskurve φ zu bestimmen.
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Um verzerrte oder voreilige Kalibrierungsvorgänge zu vermeiden, werden bei PRI-
CAPS vor einer Kalibrierung die folgenden Bedingungen geprüft:
• Minimale Anzahl an Kalibrierungstupeln: Um den Einfluss von Ausreißern
zu minimieren, wird eine Vorwärtskalibrierung nur initiiert, wenn eine vorde-
finierte Mindestanzahl an Kalibrierungstupeln CMinCount vorliegt.
• Minimal abgedeckter Wertebereich: Um eine Kalibrierung zu vermeiden, die
auf bestimme Wertebereiche optimiert ist, muss ein bestimmter Wertebereich
CMinRange durch die Messwerte der Kalibrierungstupel abgedeckt sein.
• Maximale Kalibrierungshäufigkeit: Um unnötige Kalibrierungsvorgänge zu
vermeiden, wird ein neuer Kalibrierungsprozess nur dann initiiert, wenn eine
vordefinierte Zeitspanne CTimeout seit der letzten Kalibrierung überschritten
wurde.
Die eigentliche Bestimmung von φ erfolgt schließlich mittels Polynomregression.
Dabei wird die Modellfunktion mit Hilfe der Methode der kleinsten Quadrate be-
stimmt, bei der die Summe der quadratischen Abweichung zwischen Referenzwert
und mobilem Messwert minimiert wird. Die so bestimmte Kalibrierungskurve mit
den Parametern c kann ab diesem Zeitpunkt verwendet werden, um zukünftige Mes-
sungen vor dem Upload zum Server anzupassen.
Abbildung 4.19 zeigt die möglichen Effekte auf die Messwerte. Der Zeitpunkt der
Kalibrierung ist durch ein schwarzes Dreieck gekennzeichnet. Da es sich in diesem
Fall um die erste Kalibrierung handelt, ist die rote Kurve der „Vorwärtskalibrie-
rung“ vor diesem Zeitpunkt identisch mit denen der erhobenen Messungen. Nach
der Kalibrierung zeigt sich jedoch deutlich, dass die Messwerte durch die Vorwärts-
kalibrierung näher an der Grundwahrheit liegen.
Die in diesem Schritt bestimmten Kalibrierungsparameter werden schließlich auch
im Rahmen der Rückwärtskalibrierung genutzt, um zuvor hochgeladene Messdaten
rückwirkend zu korrigieren.
4.4.3.3 Rückwärtskalibrierung
Ziel der Rückwärtskalibrierung ist es, bereits gemessene und übermittelte Messda-
ten mittels aktuellerer Kalibrierungsparameter nachträglich zu korrigieren und da-
durch den Messfehler zu verringern. Dafür sollen die im Zuge der Vorwärtskalibrie-
rung bestimmten Kalibrierungsparameter auf die anzupassenden Daten angewandt
werden.
Die Kalibrierungsparameter werden lokal, d. h. auf den mobilen Endgeräten, be-
stimmt, wohingegen die bereits übertragenen Messwerte auf Seiten des Anwen-
dungsserver liegen. Der Server muss folglich über neue Kalibrierungsparameter
benachrichtigt werden. Zudem hat der Server auch keine Informationen darüber,
welche Werte angepasst werden sollen, da die Messungen anonym mit wechseln-
den Pseudonymen übermittelt werden. Die Endgeräte müssen daher die Kalibrie-
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rungsparameter und die verwendeten Pseudonyme, mit denen die Messungen beim
Server identifiziert werden können, an den Server kommunizieren.
Die Übermittlung der Parameter kann jedoch die Privatsphäre der Nutzer gefähr-
den. Diesem Problem wird in PRICAPS mit dem Konzept der k-Anonymität [223]
begegnet. Um den Kalibrierungsvektoren die Einzigartigkeit zu nehmen, wird die
Genauigkeit der Parameter in einem Diskretisierungsschritt reduziert. Dies hat zwar
einen negativen Einfluss auf die Genauigkeit der Kalibrierung, soll jedoch die Pri-
vatsphäre der Nutzer wahren. Ziel dieses Schrittes ist es, die Wahrscheinlichkeit
zu erhöhen, dass mehrere Endgeräte die gleichen Parameter übermitteln. Senden k
Nutzer die gleichen Parameter, kann der Server die Pfade dieser k Nutzer nicht mehr
rekonstruieren, sie sind somit k-anonym. Der Genauigkeitsverlust wird in Kauf ge-
nommen, da zu erwarten ist, dass der Messfehler nach der Anpassung mit den dis-
kretisierten Parametern im Mittel geringer ausfällt als ohne die Durchführung der
Rückwärtskalibrierung.
Für diesen Schritt wird eine Diskretisierungsfunktion ψ :Rk+1×Rk+1→Rk+1 ver-
wendet, die für einen Kalibrierungsvektor c einen diskretisierten und damit genera-
lisierten Kalibrierungsvektor c˜ zurückliefert:
c˜ = ψ(c,d) =
d
c0
d0∗θ(c)c∗ (d0 ∗θ(c))
...
d ckdk∗θ(c)c∗ (dk ∗θ(c))
 . (4.4)
Die in dieser Definition verwendeten Bezeichnungen haben die folgende Bedeu-
tung:
• d ∈ Rk+1 ist der Diskretisierungsvektor, der festlegt, wie stark die einzelnen
Komponenten von c diskretisiert werden. Dieser wird systemweit festgelegt,
das bedeutet, dass alle Knoten den gleichen Vektor d verwenden.
• dxc beschreibt die Rundungsfunktion zur nächstgelegenen Ganzzahl. Mit bxc=
max{k ∈ Z | k ≤ x} ist diese wie folgt definiert: dxc= bx+ 12c
• θ ist ein Faktor zur Anpassung der Granularität der Diskretisierung, dessen
Größe auf dem Abstand δ des Kalibrierungsvektors c vom perfekten Sensor
s basiert:
θ(c) = 2max(dlgδ (c)−ϕe,0), (4.5)
mit der Abstandsfunktion δ (c)
δ (c) = ||c− s||2 =
√√√√ k∑
n=0
(
cn− sn
dn
)2 (4.6)
und der Konstanten ϕ , die bestimmt, ab welchem Abstand die Granularität
der Diskretisierung vergrößert werden soll.
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Zur Verdeutlichung der Vorgehensweise soll folgendes Beispiel dienen. Gegeben
sei ein Kalibrierungsvektor cu = (9,2;0,86)T . Die Kalibrierungskurve ist folglich
φ(cu,x) = 0,86 ∗ x+ 9,2 und korrigiert in diesem Fall sowohl einen konstant- als
auch ein proportional-systematischen Messfehler. Des Weiteren seien der Diskre-
tisierungsvektor d = (2,0;0,1)T und die Konstante ϕ = 2 gegeben. Zunächst wird
der Abstand zum perfekten Sensor bestimmt:
δ (cu) = ||cu− s||2 =
√
(
9,2
2,0
)2+(
0,86−1,0
0,1
)2 ≈ 4,81. (4.7)
Damit erhält man den Faktor θ(cu) = 2max(dlg(4,81)−2.0e,0) = 2 und den diskretisier-
ten Kalibrierungsvektor:
c˜u = ψ(cu,d) =
(
d 9,22,0∗2c∗ (2,0∗2)
d 0,860,1∗2c∗ (0,1∗2)
)
=
(
8,0
0,8
)
. (4.8)
Ein zweiter Kalibrierungsvektor cv = (3,6;0,86)T wird aufgrund des geringeren
Abstandes zum perfekten Sensor (θ(cv)≈ 2,28) weniger stark diskretisiert:
c˜v = ψ(cv,d) =
(
d 3,62,0∗1c∗ (2,0∗1)
d 0,860,1∗1c∗ (0,1∗1)
)
=
(
4,0
0,9
)
. (4.9)
Das Prinzip, die Kalibrierungsvektoren in Abhängigkeit vom Abstand zum perfek-
ten Sensor zu diskretisieren, liegt in der Annahme begründet, dass es mehr Knoten
mit kleinen als mit großen Abweichungen gibt. Durch die mehrmalige, inkremen-
telle Kalibrierung nähern sich die Vektoren immer mehr dem perfekten Sensor an.
Somit ist die Wahrscheinlichkeit, dass mehrere Knoten die gleichen Kalibrierungs-
vektoren haben, bei kleinen Abweichungen auch höher.
Die Diskretisierung führt offensichtlich zu einem Genauigkeitsverlust bei der Rück-
wärtskalibrierung, welcher von d und φ abhängt. Dieser eingeführte Fehler sollte
jedoch im Vergleich zu der durch die Kalibrierung eingeführten zusätzlichen Ge-
nauigkeit gering sein. Zudem wird c˜ auch lediglich bei der Rückwärtskalibrierung
verwendet, wodurch der eingeführte Fehler sich nicht auf zukünftige Messungen
auswirkt.
Um Angriffe zu vermeiden, die auf dem Upload-Zeitpunkt der Kalibrierungsinfor-
mationen basieren, werden die Tupel aus Kalibrierungsvektoren und Pseudonymen
nur an festgelegten Zeitpunkten übermittelt, d. h. es findet eine zeitliche Bündelung
statt. An diesen Kalibrierungszeitpunkten übermitteln alle Knoten, die neue Kali-
brierungsinformationen besitzen, diese gleichzeitig an den Server. Die Übertragung
findet wieder über MIX-Netze statt, so dass der Server die erhaltenen Aktualisie-
rungen keinem Nutzer bzw. Gerät zuordnen kann.
Der letzte Schritt im Zuge der Rückwärtskalibrierung ist die gewichtete Korrek-
tur der Messdaten durch den Server. Das Prinzip dieser gewichteten Korrektur ist
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Abbildung 4.20: Die ideale Gewichtung basiert auf den wirklichen Kalibrierungs-
zeitpunkten ct, der Server kann diese aber nur durch die Upload-
Zeitpunkte cb approximieren.
es, Messwerte, die kurz vor der Kalibrierung aufgezeichnet wurden, stärker mittels
der neu erhaltenen Kalibrierungsparameter anzupassen als solche, die schon lange
vor dieser erfasst und übermittelt wurden. Liegt eine Messung ms(ti), wie in Abbil-
dung 4.20, näher an der zum Zeitpunkt ctn stattfindenden Kalibrierung als an ctn−1,
sollte der Kalibrierungsvektor ω(ctn) auch stärker ins Gewicht fallen als der zu-
vor bestimmte ω(ctn−1). Im Idealfall sollte eine gewichtete Kombination des alten
Messwertes und des durch die neue Kalibrierung angepassten Messwertes erfolgen,
wobei die Gewichte auf dem Zeitpunkt innerhalb des aktuellen Kalibrierungsinter-
valls basieren. Liegt eine Messung ms(ti) zwischen den Kalibrierungszeitpunkten
ctn−1 und ctn, sollen die alten Kalibrierungsparameter ω(ctn−1) mit ctn−tictn−ctn−1 und
die neuen Kalibrierungsparameter ω(ctn) mit ti−ctn−1ctn−ctn−1 gewichtet werden. Der mit
einer idealen Gewichtung korrigierte Messwert mˆs(ti) wird demnach wie folgt be-
stimmt:
mˆs(ti) =
(ti− ctn−1)∗φ(ω(ctn),ms(ti))
ctn− ctn−1 +
(ctn− ti)∗φ(ω(ctn−1),ms(ti))
ctn− ctn−1 . (4.10)
Das Problem dabei ist, dass dem Server aufgrund der zeitlich gebündelten Übermitt-
lung der Kalibrierungsinformationen die wirklichen Kalibrierungszeitpunkte nicht
bekannt sind. Daher kann dieser nur eine Annäherung an die ideale Gewichtung
bestimmen. Bei PRICAPS werden hierfür die Upload-Zeitpunkte verwendet, d. h.
die Gewichtung basiert auf der zeitlichen Lage der Messung zwischen dem aktu-
ellen und dem vorherigen Upload-Zeitpunkt. Die bei einer Rückwärtskalibrierung
korrigierten Messwerte m˜s(ti) werden demnach wie folgt bestimmt:
m˜s(ti) =
(ti− cbn−1)∗φ(ω(cbn),ms(ti))
cbn− cbn−1 +
(cbn− ti)∗φ(ω(cbn−1),ms(ti))
cbn− cbn−1 ,
(4.11)
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wobei cbn und cbn−1 den aktuellen bzw. den vorherigen Upload-Zeitpunkt der Ka-
librierungsinformationen bezeichnen.
Da die vom Server bestimmte Annäherung deutlich von der idealen Gewichtung
abweichen kann, bestimmen die Knoten vor der Übermittlung der Kalibrierungsin-
formationen lokal die ideale Gewichtung mˆs(ti). Eine Rückwärtskalibrierung wird
dann nur angestoßen, wenn durch diese der Messwert näher an dem mit der idealen
Gewichtung korrigierten Wert liegt. Das bedeutet, dass Knoten nur Kalibrierungs-
informationen übermitteln, wenn folgende Gleichung gilt:
|mˆs(ti)−ms(ti)|> |mˆs(ti)− m˜s(ti)|. (4.12)
In diesem Abschnitt wurde der Prozess der Rückwärtskalibrierung von PRICAPS
beschrieben. Die Auswirkungen der beschriebenen Maßnahmen auf die Privatsphä-
re der Nutzer und auf die Qualität der Daten sollen im folgenden Abschnitt unter-
sucht werden.
4.4.4 Evaluation
Ziel von PRICAPS ist es, die Datenqualität in PSNs durch Kalibrierungsvorgänge
zu erhöhen, gleichzeitig aber die Privatsphäre der Nutzer bei den dafür notwendigen
Interaktionen zu wahren. In diesem Abschnitt soll nun untersucht werden, inwieweit
diese Ziele durch die eingeführten Maßnahmen erreicht werden. Die Untersuchung
wurde mit Hilfe einer Simulationsumgebung durchgeführt, welche im Folgenden
beschrieben wird.
4.4.4.1 Simulationsumgebung
Die Simulationsumgebung wurde für die Simulation eines PSNs entwickelt, in dem
die Teilnehmer Ozonmessungen erfassen. Als Eingabe für die Grundwahrheit der
Simulation wurden reale Ozonmessungen verwendet, welche von Luftmessstatio-
nen des Lufthygienischen Landesüberwachungssystems Bayern (LÜB) [268] in Mün-
chen über einen Zeitraum von 14 Tagen erfasst wurden.
Diese Daten wurden einerseits zeitlich interpoliert, um so die Auflösung der Da-
ten von einem Datensatz pro Stunde auf einen pro Minute zu erhöhen. Anderseits
wurde eine räumliche Interpolation durchgeführt, damit für jeden Punkt des Simu-
lationsgebietes ein Datensatz der Grundwahrheit vorhanden ist. Für letztere wurde
die Shepard-Methode [212] verwendet, die ein Verfahren der inversen Distanzge-
wichtung darstellt. Die Annahme dieser Methode ist, dass die Ähnlichkeit eines
unbekannten Messwertes zu bekannten Messwerten mit der Entfernung zu diesen
abnimmt. Der unbekannte Messwert wird daher durch eine gewichtete Verrechnung
der umliegenden Messwerte geschätzt. Das jeweilige Gewicht ist dabei proportional
zum Inversen des Abstandes zwischen dem Ort des unbekannten Wertes und dem
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des bekannten Messwertes. Soll ein unbekannter Messwert m∗ aus den bekannten
Messwerten m1, ...,mn geschätzt werden, so wird dieser wie in Gleichung 4.13 be-
stimmt:
m∗ =

∑ni=0 wimi
∑ni=0 wi
, falls ∀i : d(m∗.l,mi.l) 6= 0
mi, falls ∃i : d(m∗.l,mi.l) = 0
(4.13)
mit den Gewichten
wi =
1
d(m∗.l,mi.l)p
, (4.14)
wobei m.l wiederum den Ort einer Messung beschreibt und d die Abstandsfunktion
bezeichnet. Der Potenz-Parameter p legt fest, wie stark die Ähnlichkeit mit zuneh-
menden Abstand abnimmt. Im Rahmen der Simulationsumgebung wurde dieser auf
p = 2 festgesetzt.
Um die Messfehler der mobilen Knoten zu simulieren, wurde das von Hasenfratz et
al. [89] vorgestellte Fehlermodell für Ozonmessungen verwendet. Zur Bestimmung
des Modells haben die Autoren mobile Sensorknoten mit Ozonsensoren des Typs
MiCS-OZ-47 ausgestattet, mit denen in der Umgebung von Referenzstationen Mes-
sungen durchgeführt wurden. Die Ozonkonzentration wurde dabei mit der relativen
Mengenangabe Parts per Billion (ppb; dt. „Teile pro Milliarde“) angegeben. Ein
Ozongehalt von 1 ppb entspricht einem Kubikmillimeter Ozon in einem Kubikmeter
Luft. Hasenfratz et al. haben dabei beobachtet, dass die Messfehler normalverteilt
sind, wenn die Sensorknoten nur initial kalibriert werden. Die Ergebnisse ergaben
eine Normalverteilung N (µ;σ2) mit µ ∼ U (−9;9) ppb und σ ∼ N (3;1) ppb
über die Dauer eines Tages. Um die Alterungseffekte der Sensoren zu berücksich-
tigen, verwenden Hasenfratz et al. µ ∼ U (−9− d5 ;9+ d5 ) in ihrem Modell. Dabei
beschreibt d die Anzahl der Tage in Verwendung, wodurch der mögliche Fehler
jeden Tag steigt. [89]
Im Gegensatz zu den Messungen von Hasenfratz et al., werden die Messdaten des
LÜB in µg m−3 angegeben. Für die Umrechnung einer relativen Angabe cv in eine
massebezogene Ozonkonzentration cm kann bei SATP-Bedingungen (Standard Am-
bient Temperature and Pressure), d. h. bei einer Temperatur von 298,15 K (= 25◦C)
und 100 000 Pa (= 1 bar), Formel 4.15 verwendet werden [207]:
cm[µg m−3] = cv[ppb]∗ 48[g mol
−1]
24,789[L mol−1]
≈ 1,936∗ cv[µg m−3] (4.15)
Für die Simulationen wurde basierend auf dem zuvor beschriebenen Modell für je-
den mobilen Sensorknoten eine Fehlerkurve bestimmt. Der Grad der Fehlerkurve
wurde auf 1 festgelegt, d. h. es wurden Polynome der Form a ∗ x+ b verwendet.
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Zudem wurde ein im Vergleich zum obigen Modell etwas konservativer Alterungs-
faktor von 0,2 µg m−3/Tag angenommen. Die simulierten Messwerte ergeben sich
dann aus der Anwendung der jeweiligen Fehlerkurve auf die Werte der Grundwahr-
heit, worauf zusätzliche Abweichungen für die Alterung und zufälliges Rauschen
addiert werden.
Mit dieser Datenbasis wurden dann die Simulationen durchgeführt. Weitere Para-
meter der Simulation, wie beispielsweise das verwendete Mobilitätsmodell, sind in
Tabelle 4.2 aufgelistet.
Nutzer 1 000, 1 500, 2 000
Simulationszeit 14 Tage
Mobilität Random Walk
Max. Geschwindigkeit 8,33 m/s
Messfrequenz 4x pro Stunde
Referenzstationen 5
Abgleichsdistanz δl 250 m
CMinCount 5
CMinRange 30 µg m−3
CTimeout 5 Tage
Tabelle 4.2: Simulationsparameter für die Evaluation von PRICAPS
Zudem wurde das Intervall für die Rückwärtskalibrierungen auf eine Woche gesetzt.
Analog zur Fehlerkurve wurde für die Kalibrierungskurve φ ebenfalls ein Polynom
ersten Grades verwendet, wodurch für die Kalibrierungs- und Diskretisierungsvek-
toren gilt: c, c˜, d ∈ R2.
Für den Diskretisierungsschritt muss der Diskretisierungsvektor d = (d0,d1)T und
die Konstante ϕ festgelegt werden. Für Ersteren wurde d0 = {1,0;1,5;2,0} und
d1 = {0,05;0,1;0,15;0,2} verwendet, wohingegen für die Konstante ϕ = {2;3;4}
gesetzt wurde. Durch die Permutationen der Parameter erhält man 36 verschie-
dene Diskretisierungsvarianten, welche im Folgenden mit Bezeichnern der Form
„d0;d1/ϕ“ angegeben werden.
4.4.4.2 Erreichtes k -Anonymitätslevel
In einem ersten Schritt wurde untersucht, inwiefern die Privatsphäre der Nutzer
durch PRICAPS geschützt werden kann. Wie zuvor in Abschnitt 4.4.1 beschrie-
ben, ist bei der Übertragung der exakten Kalibrierungsparameter eine Rückverfol-
gung der Nutzerpfade möglich. Das Ziel in PRICAPS ist somit, diese Möglichkeit
der eindeutigen Rückverfolgung durch das Konzept der k-Anonymität zu verhin-
dern. Diese Kalibrierungsparameter werden also mit der Absicht manipuliert, dass
zu jedem Kalibrierungszeitpunkt jeder übertragene Kalibrierungsvektor mindestens
k-mal vorkommt.
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In den Simulationen wurden die im vorigen Abschnitt genannten 36 Diskretisie-
rungsvarianten verwendet und untersucht, wie oft die gewünschte k-Anonymität er-
reicht wurde. Das Level der Anonymität wurde dabei mit k = {2,3, ...,10} variiert.
Die Abbildungen 4.21(a) bis (c) zeigen die Ergebnisse für die Simulationen mit
1 000 mobilen Sensorknoten. Auf der x-Achse sind die verschiedenen k-Anony-
mitätslevel aufgetragen, die y-Achse zeigt den Anteil der Kalibrierungsvorgänge,
bei denen das entsprechende k-Anonymitätslevel erreicht wurde. Die verschiede-
nen Graphen zeigen die Ergebnisse für die Diskretisierungsvarianten. Wie zuvor er-
wähnt, sind diese in der Form „d0;d1/ϕ“ angegeben, d. h. der erste in der Legende
von Abbildung 4.21(a) aufgelistete Graph zeigt die Ergebnisse der Diskretisierung
mit einem Diskretisierungsvektor d = (1,0;0,05)T und ϕ = 2,0.
Die Ergebnisse zeigen sehr deutliche Unterschiede zwischen den verschiedenen Va-
rianten. Da bei gröberen Diskretisierungsvarianten, wie z. B. 2,0;0,2/2,0, die Ka-
librierungsvektoren sehr stark manipuliert wurden, siehe Abbildung 4.21(c), wurde
bei diesen das k-Anonymitätslevel deutlich öfter erreicht als bei sehr feinen Va-
rianten, wie beispielsweise 1,0;0,05/4,0, siehe Abbildung 4.21(a). Zudem lässt
sich erkennen, dass der Diskretisierungsparameter d1 einen starken Einfluss auf die
Ergebnisse hatte. Mit d1 = 0.15 oder d1 = 0.2 wurde das gewünschte k-Anonymi-
tätslevel signifikant häufiger erreicht als bei der Verwendung kleinerer Werte. Auch
die Wahl von ϕ hatte erheblichen Einfluss. Der Parameter ϕ bestimmt, ab welcher
Abweichung vom perfekten Sensor der Diskretisierungsvektor angepasst, d. h. ein
gröberer Diskretisierungsvektor verwendet werden soll. Kleine Werte für ϕ führten
somit öfter zu gröberen Diskretisierungen, was sich positiv auf das Erreichen des k-
Anonymitätslevels auswirkte.
Insgesamt zeigen die Ergebnisse, dass mit PRICAPS in vielen Fällen die gewünsch-
te Anonymität erreicht werden konnte. Mit k = 10 wurde bei 23 der 36 Diskretisie-
rungsvarianten immerhin in 60 % der Fälle das k-Anonymitätslevel erreicht. Mit
k = 5 wurde bei 28 Varianten in mehr als 80 % der Fälle das gewünschte Level er-
reicht. Dies ist als sehr positiv zu bewerten, da schon ab k = 2 eine eindeutige und
belastbare Zuordnung nicht mehr möglich ist, vgl. [56].
In einem weiteren Schritt wurden die Auswirkungen der Anzahl der Messknoten
auf das k-Anonymitätslevel untersucht. Daher wurden die beste und schlechteste
Diskretisierungsvariante bezüglich des erreichten k-Anonymitätslevels ausgewählt
und in Simulationsläufen mit 1 000, 1 500 und 2 000 Knoten untersucht. Die Ergeb-
nisse sind in Abbildung 4.22 dargestellt. Dabei war vor allem bei der sehr feinen
Diskretisierungsvariante ein signifikanter Anstieg bei der Erreichung des k-Anony-
mitätslevels zu erkennen. Da das Anwendungsszenario von PRICAPS partizipative
Sensornetze sind, bei denen von sehr vielen Nutzern großflächig Messungen durch-
geführt werden, sind die untersuchten Knotenzahlen und damit auch die Ergebnisse
für das Erreichen des k-Anonymitätslevels eher als untere Grenze zu sehen.
Das Ziel von PRICAPS ist der Schutz der Privatsphäre der Nutzer bei gleichzeitig
möglichst guter Datenqualität. Daher muss neben dem erreichten k-Anonymitäts-
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Abbildung 4.21: Erreichtes k-Anonymitätslevel bei 1 000 Knoten für verschiedene
Diskretisierungsvarianten
level auch der Genauigkeitsverlust untersucht werden, der durch den Diskretisie-
rungsvorgang entsteht.
4.4.4.3 Genauigkeitsverlust bei Messdaten
Durch die in Abschnitt 4.4.3.3 vorgestellten Maßnahmen entsteht ein Genauigkeits-
verlust. Dieser wird in Kauf genommen, um die Privatsphäre der Nutzer zu wah-
ren. Es muss allerdings gewährleistet werden, dass die Datenqualität dennoch hoch
bleibt. Vor allem muss sichergestellt werden, dass durch die Schutzmaßnahmen im
Rahmen der Rückwärtskalibrierung die Daten nicht ungenauer werden als ohne eine
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Abbildung 4.22: Erreichtes k-Anonymitätslevel bei variierender Knotenzahl für
beste bzw. schlechteste Diskretisierungsvariante
Kalibrierung. Im Folgenden soll daher untersucht werden, wie hoch der Genauig-
keitsgewinn bzw. -verlust für die unterschiedlichen Diskretisierungsvarianten aus-
fällt.
In diesem Schritt wurden nun lediglich die Diskretisierungsvarianten untersucht,
die bei der vorherigen Untersuchung eine k-Anonymität mit k = 10 bei mindes-
tens 60 % der Kalibrierungsvorgänge erreicht haben, d. h. es wurden die 23 bes-
ten Varianten bezüglich des Schutzes der Privatsphäre ausgewählt und untersucht.
Die Ergebnisse sind in Abbildung 4.23(a) und 4.23(b) dargestellt. In diesen werden
der durchschnittliche Diskretisierungsfehler c˜err und der durch die Rückwärtskali-
brierung entstehende durchschnittliche Genauigkeitsgewinn c˜gain für die genannten
Diskretisierungsvarianten gegenüber gestellt.
Für den Diskretisierungsfehler wurde analysiert, welcher Fehler durch die Diskre-
tisierung eingeführt wurde, d. h. es wurde die Abweichung der exakten Rückwärts-
kalibrierung φ(c,ms(ti)) von der Grundwahrheit p(ti) mit der Abweichung der dis-
kretisierten Rückwärtskalibrierung φ(c˜,ms(ti)) von dieser verglichen:
c˜err(ti) = |φ(c˜,ms(ti))− p(ti)|− |φ(c,ms(ti))− p(ti)|. (4.16)
Die Diskretisierungsfehler wurden dann für jede Messung eines Knotens aufaddiert.
Um dabei größere Abweichungen stärker zu bestrafen als kleinere Abweichungen,
wurde die Wurzel aus der mittleren quadratischen Abweichung (engl. root mean
square deviation (RMSD)) bestimmt:
RMSD(c˜err) =
√
∑ni=1(c˜err(ti))2
n
. (4.17)
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Abbildung 4.23: Durchschnittlicher Genauigkeitsgewinn/-verlust für verschiedene
Diskretisierungsvarianten
Der Durchschnitt von RMSD(c˜err) über alle Knoten ist in Abbildung 4.23 darge-
stellt.
Für c˜gain wurde untersucht, welcher Genauigkeitsgewinn durch die Rückwärtskali-
brierung erreicht werden konnte. Dafür wurde die Abweichung des Messwertes von
der Grundwahrheit ohne Rückwärtskalibrierung bestimmt und mit der Abweichung
des Messwertes mit angewandter Rückwärtskalibrierung φ(c˜,ms(ti)) verglichen. Da
der Messwert ms(ti) durch die Vorwärtskalibrierung bereits angepasst worden sein
kann, soll m′s(ti) im Folgenden den Messwert ohne erfolgte Rückwärtskalibrierung
bezeichnen. Der Genauigkeitsgewinn wurde somit wie folgt berechnet:
c˜gain(ti) = |m′s(ti)− p(ti)|− |φ(c˜,ms(ti))− p(ti)|. (4.18)
Analog zum Diskretisierungsfehler wurde auch hier für jeden Knoten RMSD(c˜gain)
bestimmt und anschließend der Durchschnitt über alle Knoten ermittelt.
Die Ergebnisse sind, wie erwartet, orthogonal zu den Ergebnissen zum Schutz der
Privatsphäre: Je feiner die Diskretisierung gewählt wurde, desto kleiner war der
Diskretisierungsfehler bzw. desto größer der Genauigkeitsgewinn. Man kann außer-
dem erkennen, dass auch hier die Wahl von d1 und ϕ entscheidend für die Qualität
der Ergebnisse war. Der Genauigkeitsgewinn war größtenteils im positiven Bereich,
mit nur wenigen Ausnahmen, d. h. trotz der Diskretisierung wurde durch die Rück-
wärtskalibrierung ein genauerer Messwert bestimmt als ohne diese. Ein negativer
Genauigkeitsgewinn, wie z. B. bei 1,0;0,2/2,0, zeigt, dass durch die Diskretisie-
rung in diesem Fall ein zu großer Fehler erzeugt wurde. Der durch die Rückwärts-
kalibrierung angepasste Messwert war in diesem Fall ungenauer als der Messwert
ohne diese Anpassung. Insgesamt zeigt sich, dass Varianten mit kleinem d1 oder mit
großem ϕ kleinere Fehler und folglich auch einen größeren Genauigkeitsgewinn zur
Folge hatten.
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Abbildung 4.24: Genauigkeitsgewinn für Vorwärts- und Rückwärtskalibrierung in
den einzelnen Kalibrierungsintervallen mit verschiedenen Alte-
rungsfaktoren
Zudem wurde der Genauigkeitsgewinn in den einzelnen Kalibrierungsintervallen
untersucht. Als Kalibrierungsintervall wird die Zeitspanne zwischen zwei Kalibrie-
rungszeitpunkten bezeichnet. Formal sind diese wie folgt definiert: { i∈ 1, ...,n+1 :
Ci = [cti−1;cti]}, wobei {ct1,ct2, ...ctn} die Kalibrierungszeitpunkte bezeichnen und
ct0 und ctn+1 den Start- bzw. den Endzeitpunkt der Simulation angeben. Das ers-
te Intervall C1 bezeichnet somit die Zeit zwischen dem Simulationsstart und dem
ersten Kalibrierungszeitpunkt. Die maximale Kalibrierungshäufigkeit wurde mit
CTimeout = 5 Tage begrenzt, vgl. Tabelle 4.2. Deshalb waren in den Simulations-
läufen maximal drei Kalibrierungszeitpunkte pro Knoten und folglich maximal vier
Kalibrierungsintervalle (C1 bis C4) möglich.
Die Abbildungen 4.24(a) und (b) zeigen die Ergebnisse. Im oberen Teil der Abbil-
dungen ist der durchschnittliche Genauigkeitsgewinn pro Knoten für die einzelnen
Kalibrierungsintervalle dargestellt. Dabei wurden für diese Analyse nur die neun
Varianten ausgewählt, deren Genauigkeitsgewinn im vorherigen Schritt den Dis-
kretisierungsfehler überstiegen hat. Zum Vergleich wurde auch der Genauigkeits-
gewinn aufgetragen, der durch die Vorwärtskalibrierung entstand, wenngleich man
beachten muss, dass bei dieser keine Diskretisierung stattfand und diese zudem vor
der Rückwärtskalibrierung stattfand, wodurch immer deutlich höhere Genauigkeits-
gewinne erreicht wurden. Der untere Teil der Abbildungen zeigt die Anzahl der
Knoten, die in diesem Intervall eine Kalibrierung durchgeführt haben. Für diese
Analyse wurden Simulationen mit 2 000 Knoten verwendet. Die Knotenanzahl mit
mehreren Kalibrierungsintervallen war geringer, da die Anzahl der Kalibrierungs-
vorgänge eines Knotens von dessen Mobilität abhängt, d. h. ob und wie oft dieser in
die Umgebung einer Referenzstation kommt.
In Abbildung 4.24(a) sind die Ergebnisse bei Verwendung eines Alterungsfaktors
von 0,2 µg m−3/Tag dargestellt. Im Intervall C1 ist noch kein Genauigkeitsgewinn
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durch die Vorwärtskalibrierung zu erkennen, da zu diesem Zeitpunkt noch keine
Kalibrierung stattgefunden hatte und somit die Messwerte nicht angepasst wurden.
In den darauf folgenden Intervallen war ein deutlicher Genauigkeitsgewinn zu be-
obachten, welcher mit zunehmender Intervallanzahl leicht anstieg. Dies kann zum
einen darauf zurückgeführt werden, dass die Kalibrierung zunehmend exakter wird.
Zum anderen sind bei häufigeren Kalibrierungen auch die Intervalle kürzer, weshalb
die Sensoren innerhalb dieser Intervalle weniger von der bestimmten Kalibrierung
abweichen können.
Bei der Rückwärtskalibrierung war der größte Genauigkeitsgewinn im Intervall C1
zu beobachten. Zu diesem Zeitpunkt waren die Knoten noch komplett unkalibriert,
wodurch die rückwirkende Anpassung der Werte natürlich den größten Effekt hatte.
In den darauf folgenden Intervallen war die Verbesserung durch die Rückwärtskali-
brierung minimal bzw. sogar negativ. Dies resultierte aus den vergleichsweise kur-
zen Intervallen zwischen zwei Kalibrierungsintervallen. In C3 waren die Sensoren
bereits zweimal kalibriert worden und die Effekte durch die Alterung sehr gering,
so dass die diskretisierte Kalibrierung die Genauigkeit nicht verbesserte. In C4 tra-
ten keine Effekte der Rückwärtskalibrierung in Erscheinung, da am Ende dieses
Intervalls keine Kalibrierung stattfand und eine Rückwärtskalibrierung somit nicht
möglich war. Der durchschnittliche Genauigkeitsgewinn über alle Knoten und alle
Intervalle ist in der Abbildung mit Total angegeben. Da hier auch die Knoten mit
einbezogen wurden, die während des kompletten Durchlaufes keine Kalibrierung
durchgeführt und somit einen durchschnittlichen Genauigkeitsgewinn von 0 hatten,
fiel dieser geringer aus als bei den Ergebnissen in C1 bis C4, bei denen nur die Kno-
ten betrachtet wurden, die eine Kalibrierung durchgeführt hatten.
In Abbildung 4.24 wurde der Alterungsfaktor auf 1,2 µg m−3/Tag erhöht, wodurch
ein schnelleres Altern der Sensoren simuliert wird. Dies kann auch verwendet wer-
den, um längere Intervalle zwischen der Kalibrierungszeitpunkten mit gleichblei-
bendem Alterungsfaktor zu simulieren, d. h. in diesem Fall sechsmal längere Zeit-
intervalle mit einem Alterungsfaktor von 0,2 µg m−3/Tag. Im Vergleich zum vorhe-
rigen Szenario war eine deutliche Steigerung des Genauigkeitsgewinns sowohl bei
der Vorwärts- als auch bei der Rückwärtskalibrierung zu erkennen. Vor allem bei
Letzterer fällt auf, dass der Genauigkeitsgewinn nun immer positiv war. Eine Rück-
wärtskalibrierung ist folglich vor allem dann sinnvoll, wenn die Intervalle zwischen
zwei Kalibrierungszeitpunkten so groß sind, dass die Sensoren durch die Alterung
schon während der Intervalle stark von der vorherigen Kalibrierung abweichen.
Die Ergebnisse zeigen, dass der Einsatz von PRICAPS sowohl in Hinblick auf die
Datenqualität als auch aus Sicht der Privatsphäre sinnvoll ist. Allerdings kann kei-
ne pauschale Empfehlung für eine Diskretisierungsvariante gegeben werden, da der
Einsatz dieser immer vom Anwendungsszenario abhängt. Es gibt zwar Varianten,
wie beispielsweise 2,0;0,1/2,0, die insgesamt gute Ergebnisse zeigen. In manchen
Szenarien, etwa mit strikteren Anforderungen an das k-Anonymitätslevel oder die
Datenqualität, können diese aber eventuell nicht ausreichen. Sollen die Ergebnisse
in Bezug auf erreichte k-Anonymitätslevel verbessert werden, kann eine etwas grö-
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Abbildung 4.25: Beispiele möglicher Einschränkungen des Konzeptes
bere Diskretisierungsvariante gewählt, wohingegen für genauere Daten eine feinere
Variante gewählt werden sollte.
4.4.5 Diskussion und Erweiterungen
In diesem Abschnitt werden die vorherigen Ergebnisse diskutiert und Einschrän-
kungen des PRICAPS-Ansatzes aufgezeigt. Die Ergebnisse haben gezeigt, dass
PRICAPS kein bestimmtes Privatsphäre-Level garantieren kann. Dieses ist abhän-
gig von der Anzahl der teilnehmenden Nutzer sowie deren Mobilität. Dadurch kann
PRICAPS als ein Best-Effort-Ansatz gesehen werden, dessen Ziel der Schutz der
Privatsphäre ist.
Zudem fehlt in PRICAPS die Betrachtung der Wahrscheinlichkeiten verschiede-
ner Nutzerpfade. Teilweise können Nutzerpfade allein dadurch rekonstruiert wer-
den, dass gewisse Pfade wahrscheinlicher sind als andere. Ein stark vereinfachtes
Beispiel ist in Abbildung 4.25(a) dargestellt. In diesem sei angenommen, dass die
durchgezogenen Verbindungen auf Grund des Straßennetzes wahrscheinlicher sind
als die gepunkteten Verbindungen. In diesem Fall kann ein Angreifer relativ sicher
die Pfade der zwei Nutzer bestimmen. Allerdings wird bei PRICAPS angenommen,
dass die Messfrequenz relativ niedrig ist. Dadurch kann jede Messung von einer
Vielzahl an Nutzern durchgeführt worden sein, wodurch eine verlässliche Rekon-
struktion der Pfade nicht mehr möglich ist.
Ein weiterer Aspekt, der das effektive Privatsphäre-Level reduzieren könnte, ist die
Möglichkeit, dass die Entfernung zwischen zwei Messungen zu groß ist, als dass
diese auf einem Nutzerpfad liegen könnten. In Abbildung 4.25(b) ist dies illustriert:
Die Entfernung zwischen Messung 3 und 4 ist hier größer als die Strecke, die ein
Nutzer in dem Intervall zwischen zwei Messungen tint mit maximaler Geschwindig-
keit vmax zurücklegen kann. Folglich scheint es so, als ob die Messungen von zwei
verschiedenen Nutzern beigetragen worden sind. Allerdings ist weder dem Server
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noch einem potentiellen Angreifer bekannt, wie viele Nutzer zu einem Zeitpunkt
Messungen beitragen. In dem skizzierten Beispiel könnten folglich die Messungen
von zwei bis sechs Nutzern stammen, wodurch auch in diesem Fall eine verlässliche
Rekonstruktion der Nutzerpfade nicht möglich ist.
Zudem sei angemerkt, dass bei der Bestimmung des k-Anonymitätslevels jeweils
der Worst Case angenommen wurde. Das bedeutet, es wurde angenommen, dass
zu jedem Zeitpunkt bekannt ist, wie viele Nutzer eine Kalibrierung durchführen.
Wenn zu einem Zeitpunkt n Nutzer eine Rückwärtskalibrierung mit dem gleichen
Kalibrierungsvektor c˜ durchführen und jeder Nutzer m Messungen rückwirkend an-
passen möchte, so werden bei diesem Vorgang n ∗m Messungen mit c˜ korrigiert.
In diesem Fall wurde bei den Ergebnissen ein k-Anonymitätslevel von n gewertet.
Allerdings ist dem Server oder einem Angreifer nicht bekannt, wie viele Nutzer
wirklich beteiligt sind. Die Updates könnten dabei von einem einzelnen Nutzer bis
hin zu n ∗m Nutzern stammen, so dass das effektiv erreichte Privatsphäre-Level
sogar über den in den Ergebnissen angegebenen Werten liegen sollte.
Bei möglichen Erweiterungen sollte ein Hauptziel sein, die Häufigkeit von Kali-
brierungsvorgängen zu erhöhen, da sich dies sowohl auf die Datenqualität als auch
auf die Privatsphäre positiv auswirken würde. Eine Möglichkeit hierfür kann die
Integration eines Multihop-Kalibrierungskonzeptes in PRICAPS sein. Wie von Ha-
senfratz et al. [89] vorgeschlagen, können kalibrierte Geräte als Referenzknoten für
andere Knoten dienen, wodurch mehr Geräte die für eine Kalibrierung notwendigen
Referenzmesswerte erhalten.
Eine zusätzliche Erweiterungsmöglichkeit ist die Einführung von spieltypischen
Elementen, sogenannter Gamification-Konzepte, als Anreizsystem, um die Mobili-
tät der Nutzer zu beeinflussen. Wie bereits in verschiedenen Konzepten vorgeschla-
gen [32, 159, 201], können Nutzer belohnt werden, wenn sie ihre Mobilität auf eine
bestimmte Weise anpassen. So können Nutzer dazu motiviert werden, ihre Pfade so
zu adaptieren, dass sie sich öfters, bzw. sobald eine Kalibrierung wieder sinnvoll
ist, in die Umgebung von Referenzstationen bewegen.
4.5 Zusammenfassung
Diese Kapitel befasste sich mit der zweiten großen Herausforderung – dem Schutz
der Privatsphäre – und erörterte Bedrohungen und existierende Schutzmaßnahmen,
bevor zwei neue, die Privatsphäre in PSNs betreffende Konzepte vorgestellt wurden.
Zunächst wurden Risiken und Probleme, welche die Privatsphäre der Teilnehmer
von PSNs gefährden können, betrachtet und analysiert. Dabei wurden sowohl Be-
drohungen betrachtet, die durch die Kontextdaten der durchgeführten Messungen
entstehen, als auch solche, die aus den Messdaten selbst resultieren. Anschließend
wurden existierende Schutzmaßnahmen und -konzepte für beide Bedrohungsfor-
140 4. Schutz der Privatsphäre
men vorgestellt und offene Herausforderungen identifiziert. Für letztere wurden im
Anschluss eigene Ansätze präsentiert.
Der erste vorgestellte Ansatz beschäftigte sich mit der automatisierten Erstellung
von Privatsphäre-Zonen basierend auf Gebäudeinformationen. Diese helfen dabei,
wichtige Orte des Nutzers, die durch eine langfristige Teilnahme an einem PSN
identifiziert werden und zu einer Deanonymisierung des Nutzers führen können,
zu verschleiern. Mit den Silent Zones wurde ein Konzept vorgestellt, bei dem sich
die Zonen automatisch an das jeweilige Umfeld anpassen und somit ein Mindest-
level an Privatsphäre garantieren können. Die automatisierte Erstellung ist wichtig,
da so die Privatsphäre der Nutzer auch ohne deren aktives Eingreifen geschützt
wird, d. h. Nutzer können ohne Bedenken an einem PSN teilnehmen und müssen
zu Beginn keine komplexen Privatsphäre-Einstellungen durcharbeiten. Gleichzeitig
ist das Ziel der Silent Zones, die Privatsphäre möglichst effizient zu schützen, d. h.
dem PSN sollen möglichst wenige Messdaten vorenthalten werden. Es wurden mit
RNN und RR verschiedene Varianten zur Erstellung dieser Zonen beschrieben und
anschließend wurde das Konzept mit existierenden Lösungen verglichen und evalu-
iert. Die Ergebnisse zeigen, dass die Silent Zones ein sinnvolles Konzept für PSNs
darstellen und die spezifizierten Anforderungen erfüllt werden. In der abschließen-
den Diskussion wurden Verbesserungs- und Erweiterungsmöglichkeiten vorgestellt.
Das zweite präsentierte Konzept stellt einen Ansatz für die Kalibrierung in PSNs
dar. Ziel von PSNs ist es, die erfassten Daten möglichst vielseitig verwenden zu
können, wozu diese einerseits umgehend verfügbar andererseits möglichst genau
sein sollten. Daher werden Messdaten unverzüglich an den Anwendungsserver über-
mittelt und, im Falle einer späteren Kalibrierung, rückwirkend korrigiert. Bei einer
rückwirkenden Kalibrierung entsteht jedoch das Problem, dass durch die Übermitt-
lung der Kalibrierungsparameter eventuell eine Nachverfolgung der Nutzerpfade
ermöglicht wird. Daher wurde mit PRICAPS ein umfassendes Kalibrierungssys-
tem für PSNs vorgestellt. Dieses ermöglicht eine rückwirkende Kalibrierung bereits
übermittelter Daten, schützt aber gleichzeitig, durch eine intelligente Diskretisie-
rung der Kalibrierungsparameter, die Privatsphäre der Nutzer. Die Anwendbarkeit
des Ansatzes und dessen Auswirkung auf die Privatsphäre und die Datenqualität
wurden mit Hilfe von Simulationen analysiert und bewertet.
5 Zusammenfassung und Ausblick
Infolge der Integration zahlreicher Sensoren entwickeln sich moderne Smartpho-
nes zu allgegenwärtigen und universell einsetzbaren Messgeräten. Dieser Trend, in
Kombination mit der steigenden Verbreitung der Geräte, bietet großes Potenzial für
die Erfassung von Messdaten. Durch den Zusammenschluss vieler solcher, freiwil-
lig zur Verfügung gestellter Mobiltelefone entsteht eine neue Art von Sensornet-
zen: die partizipativen Sensornetze. PSNs nutzen die Mobilität der Teilnehmer zur
Datenerfassung und ermöglichen so großflächige Beobachtungen im Umfeld der
Nutzer.
Mit dem Konzept der PSNs liegt die „perfekte Plattform zur Erfassung der Welt“
bereits in unseren Händen und muss nur entsprechend genutzt werden, vgl. [271].
Bevor dies jedoch geschehen kann, müssen noch einige Herausforderungen über-
wunden werden, sowohl technischer als auch nicht-technischer Natur. Bei den nicht-
technischen Problemen sind die Motivation und Aufklärung der Nutzer zentrale
Aspekte. Bei den technischen Problemen sind vor allem zwei Themenfelder essen-
tiell: Zum einen müssen die Energie- und Übertragungskosten auf Seiten der Nutzer
möglichst gering ausfallen. Zum anderen muss auch die Privatsphäre der Teilneh-
mer gewahrt werden. Diese Arbeit begegnet den beschriebenen Herausforderungen,
indem sie sowohl Ansätze zur ressourcenschonenden Datenerfassung als auch zur
Wahrung der Privatsphäre vorstellt.
Der erste Teil der Arbeit beschäftigte sich mit der Datenerfassung in PSNs. Je nach
Anwendungsszenario muss bei der Datenerfassung geklärt werden, welche Kno-
ten Messungen durchführen sollen, welches Phänomen es zu beobachten gilt und
wann bzw. wo gemessen werden soll. Man unterscheidet dabei zwei grundsätzliche
Anwendungsszenarien: Auf der einen Seite gibt es Anwendungen, bei denen Mes-
sungen nur an spezifizierten Orten und zu spezifizierten Zeiten erfasst werden. Ziel
bei diesen ist es, punktuell Informationen über das Untersuchungsgebiet zu erhalten.
Auf der anderen Seite stehen Anwendungen, bei denen Messungen flächendeckend
und langfristig durchgeführt werden. Das Ziel ist hier, möglichst im gesamten Un-
tersuchungsgebiet kontinuierlich Messdaten zu erfassen. Für beide Szenarien wurde
jeweils ein Ansatz entwickelt, der die Datenerfassung im Hinblick auf die benötig-
ten Ressourcen verbessert.
Zunächst wurde ein Ansatz für lokal und zeitlich beschränkte Messungen vorge-
stellt. Das Hauptproblem bei diesem Szenario ist die Kommunikation der Mess-
aufgaben an die teilnehmenden Knoten, wobei vorrangig Ort und Zeitpunkt der
gewünschten Messungen von Interesse sind. Zur Lösung dieses Problems wurde
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ein Ansatz zur energieeffizienten Verteilung von Messaufgaben präsentiert. Die-
ser besteht aus drei Komponenten: Erstens wird mit Hilfe der zellbasierten Task-
Verteilung die Menge der für einen Nutzer relevanten Aufgaben verkleinert. Zwei-
tens wird die Anzahl der Positionsbestimmungen durch ein adaptives Monitoring
mit Bewegungserkennung reduziert. Drittens wird durch eine Bündelung der noch
ausstehenden Messaufgaben eine Senkung der Anzahl übertragener Nachrichten er-
reicht. Durch die Einsparungen bei Positionsbestimmungen und Kommunikation
erreicht der vorgestellte Ansatz eine Reduzierung des Energiebedarfs. Gleichzeitig
wird jedoch die Effektivität des Systems nicht beeinträchtigt, da der Ansatz sicher-
stellt, dass Nutzer alle Tasks ihres Umfeldes rechtzeitig erhalten.
Als Zweites wurde mit dem Distributed Multi-Head Clustering ein Ansatz für Sze-
narien mit flächendeckender und langfristiger Datenerfassung vorgestellt. Ziel des
Ansatzes ist es, sowohl die Energie- als auch die Übertragungskosten der Nutzer zu
reduzieren und durch die Einsparung von Messungen insgesamt eine weniger red-
undante Datenerfassung zu erreichen. Hierzu gruppiert DMHC die Messknoten in
lokaler Nachbarschaft zu Clustern und verteilt innerhalb dieser verschiedene Aufga-
ben. Ein Knoten erhält dabei die Rolle des Clusterheads, welcher die Messdaten des
Clusters einsammelt und diese gebündelt an den Anwendungsserver überträgt. Eine
Teilmenge der verbleibenden Knoten des Clusters wird zu Sensingheads. Letztere
sind für die Durchführung der gewünschten Messungen verantwortlich. Die Auf-
teilung der anfallenden Aufgaben und die intelligente Auswahl der entsprechenden
Knoten basieren auf den verfügbaren Energiereserven und den anfallenden Über-
tragungskosten. Dies führt zu der anvisierten ressourcenschonenden und weniger
redundanten Datenerfassung.
Der zweite Teil der Arbeit beschäftigte sich mit dem Schutz der Privatsphäre. Hier
wurden zwei Problemfelder identifiziert, die in bisherigen Arbeiten nur unzurei-
chend Berücksichtigung fanden. Zum einen automatisierte Schutzmechanismen, bei
denen die Privatsphäre der Teilnehmer gewahrt wird, ohne dass die Nutzer eingrei-
fen und Einstellungen vornehmen müssen. Zum anderen Privatsphäre-Konzepte für
Interaktionen der Knoten mit dem Anwendungsserver, die nicht direkt mit der Da-
tenerfassung im Zusammenhang stehen, wie etwa bei Kalibrierungsvorgängen.
Für das erste Problemfeld wurde das Konzept der Silent Zones vorgestellt. Bei die-
sem werden automatisierte Privatsphäre-Zonen an häufig besuchten Orten erstellt,
in denen weder Mess- noch Kontextdaten an den Anwendungsserver übermittelt
werden. Die Zonen können dabei ohne Eingreifen des Nutzers erzeugt werden. Ba-
sierend auf existierendem Kartenmaterial werden Zonen erstellt, die an die jeweilige
Umgebung angepasst sind und garantiert k Gebäude enthalten. Durch diese Zonen
wird eine Häufung von Messungen an wichtigen Orten der Nutzer verhindert. Dies
ist wichtig, da eine Identifikation dieser Orte zu einer Deanonymisierung der Nutzer
führen kann.
Bei dem zweiten Problemfeld wurde mit PRICAPS der Schutz der Privatsphäre bei
den angesprochenen Kalibrierungsvorgängen adressiert. PRICAPS ermöglicht so-
wohl die Vorwärts- als auch die Rückwärtskalibrierung von Messdaten. Letztere
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erlaubt es, dass Messdaten unmittelbar an den Anwendungsserver übertragen und
später noch rückwirkend korrigiert werden können. Hierdurch können sowohl An-
wendungen realisiert werden, die Echtzeitdaten benötigen, als auch solche, die sehr
exakte Daten erfordern. Damit durch die Rückwärtskalibrierung keine Nachverfol-
gung der Bewegungspfade möglich wird, setzt PRICAPS auf eine Diskretisierung
der Kalibrierungsparameter sowie eine zeitlich gebündelte Übertragung der Infor-
mationen an den Server mit dem Ziel, durch k-Anonymität die exakten Pfade der
Nutzer zu verschleiern. Der Server verwendet die empfangenen Kalibrierungspara-
meter, um mit einer gewichteten Korrektur die zuvor erhaltenen Messwerte anzu-
passen.
Die im Rahmen dieser Arbeit bearbeiteten Fragestellungen bieten Potenzial für wei-
tere Arbeiten. Bei den vorgestellten Ansätzen wurden bereits mögliche Erweiterun-
gen aufgezeigt, wie etwa eine verbesserte Bewegungserkennung oder die Integra-
tion von Wegenetzen bei der Task-Verteilung, vgl. Abschnitt 3.2.5, die adaptive
Auswahl der Messknoten bei DMHC, vgl. Abschnitt 3.3.4, die Nutzung semanti-
scher Information bei der Erzeugung der Silent Zones, vgl. Abschnitt 4.3.4, oder
die zusätzliche Multihop-Kalibrierung bei PRICAPS, vgl. Abschnitt 4.4.5.
Neben diesen Erweiterungsmöglichkeiten für die speziellen Ansätze gibt es zahlrei-
che allgemeine Herausforderungen. Eine sehr wichtige Thematik ist beispielsweise
die Schaffung realistischer und großflächiger Testumgebungen für PSNs. Bisheri-
ge Arbeiten prüfen ihre Konzepte größtenteils mit Hilfe von Simulationen, wie in
dieser Arbeit geschehen, oder anhand kleiner, prototypischer PSNs. Bei Ersteren
kann die Realität nie wirklich vollständig abgebildet werden. Bei Zweiteren treten
viele Probleme größerer Netze noch gar nicht auf, z. B. Skalierbarkeit und Hetero-
genität der Hardware, wodurch eine wirklichkeitsnahe Untersuchung nicht möglich
ist. Es gilt also, großflächige Testumgebungen zu schaffen und diese der Forscher-
gemeinde zur Verfügung zu stellen, damit neue Konzepte und Lösungen in einem
realistischen Umfeld evaluiert werden können. Dies ist vor allem für Ansätze der
Datenerfassung wichtig. Auch die in dieser Arbeit vorgestellten Konzepte zur Task-
Verteilung und der Gruppierung von Messknoten würden von solchen Umgebungen
profitieren. Aber auch für Konzepte zum Schutz der Privatsphäre sind realistische
Testumgebungen unerlässlich, um die Probleme und Wünsche der Nutzer diesbe-
züglich wirklich verstehen und begegnen zu können.
Durch solche, von verschiedenen Forschern gemeinsam genutzte Testumgebungen
könnte das Zusammenspiel mehrerer, gleichzeitig ausgeführter Anwendungen für
unterschiedliche PSNs analysiert bzw. entsprechende Optimierungen für diese Sze-
narien entwickelt werden. Will ein Nutzer z. B. gleichzeitig an einem PSN zur Über-
wachung der Luftqualität, einem weiteren zur Bestimmung der Wettersituation, so-
wie einem dritten zu Erfassung der Verkehrssituation teilnehmen, so sollte die Da-
tenerfassung dieser drei Anwendungen koordiniert und eine gemeinsame Strategie
festgelegt werden.
Neben diesen technischen Herausforderungen müssen auch Konzepte zur Überwin-
dung der nicht-technischen Herausforderungen entworfen werden, vgl. Abschnitt
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2.5.1. Zentraler Aspekt ist hier die Aufklärung der Gesellschaft bezüglich partizi-
pativer Sensornetze. Nach den Abhöraktionen im Rahmen der NSA-Affäre [204]
stehen viele Bürger dem Erfassen von Messdaten mit Hilfe privater Mobiltelefone
kritisch gegenüber. Daher muss die Gesellschaft zunächst über die Möglichkeiten
unterrichtet und zur Teilnahme motiviert werden. Aber auch eine Aufklärung be-
züglich der Gefahren muss stattfinden. Hierfür sollten geeignete Hilfsmittel entwi-
ckelt werden, welche die Nutzer bei der Einschätzung der Gefahren unterstützen.
Die Arbeit hat gezeigt, dass PSNs zahlreiche neue Möglichkeiten bieten können.
Vor einem großflächigen Einsatz dieser in der realen Welt müssen allerdings noch
einige Herausforderungen überwunden werden. Diese Arbeit und die darin vorge-
stellten Ansätze liefern hierzu einen Beitrag und sollen dabei helfen, der Etablierung
und Nutzung von PSNs in der Praxis ein Stück näher zu kommen.
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