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Embeddings of non-simply-connected 4-manifolds in 7-space. I.
Classification modulo knots
D. Crowley and A. Skopenkov ∗
Abstract
We work in the smooth category. Let N be a closed connected orientable 4-manifold with
torsion free H1, where Hq := Hq(N ;Z). The main result is a complete readily calculable
classification of embeddings N → R7, up to equivalence which is isotopy and embedded
connected sum with embeddings S4 → R7. Such a classification was earlier known only for
H1 = 0 by Boe´chat-Haefliger-Hudson 1970. Our classification involves Boe´chat-Haefliger
invariant κ(f) ∈ H2, Seifert bilinear form λ(f) : H3 × H3 → Z and β-invariant assuming
values in the quotient of H1 defined by values of κ(f) and λ(f).
In particular, for N = S1 × S3 we define geometrically a 1–1 correspondence between
the set of equivalence classes of embeddings and an explicitly defined quotient of Z⊕ Z.
Our proof is based on Kreck modified surgery approach, and also uses parametric con-
nected sum.
1 Introduction and main results
1.1 Overview
In this paper we consider smooth manifolds, embeddings and isotopies and fix the following
notation:
• Sm ⊂ Rm+1 is the unit m-sphere;
• N is a closed connected orientable 4-manifold;
• [f ] denotes the isotopy class of an embedding f : N → Sm;
• Em(N) denotes the set of isotopy classes of embeddings f : N → Sm.
By a classification of Em(N) we mean a complete, readily calculable classification of this set.
Embeddings of N into Sm were classified for m ≥ 9 by Whitney-Wu, for m = 8 by Haefliger
and Hirsch, and for N = S4 and m = 7 by Haefliger, giving
|Em(N)| = 1 for m ≥ 9, E8(N) = H1(N ;Z2), E7(S4) ∼= Z12.
Here the equality sign between sets denotes the existence of a ‘geometrically defined’ bijection,
and the isomorphism is a group isomorphism for the group structure defined below.1
The group structure on E7(S4) and its action on E7(N) are defined as follows. Represent
elements of E7(N) and of E7(S4) by embeddings f : N → S7 and g : S4 → S7 whose images are
∗Supported in part by the Russian Foundation for Basic Research Grant No. 15-01-06302, by Simons-IUM
Fellowship and by the D. Zimin Dynasty Foundation.
1For a discussion of the adjectives ‘smooth’, ‘readily calculable’, and of embeddings into Rm vs into Sm see
Remark 2.20, [Sk10, footnote 1], [MAE, Remarks 1.1 and 1.2]. For more information and references see [MAM].
For results on embeddings of n-manifolds into R2n−1 see [Ya84, Sa99, Sk10’, To10]. For a review of the general
Knotting Problem see §1.3.
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contained in disjoint balls. Join the images of f, g by an arc whose interior misses the images. Let
[f ]#[g] be the isotopy class of the embedded connected sum of f and g along this arc, cf. [Ha66,
Theorem 1.7], [Av16, §1]. The isotopy class of class of the embedded connected sum depends
only on the the isotopy classes [f ] and [g].2 Define the operation
#: E7(N)× E7(S4)→ E7(N) by ([f ], [g]) 7→ [f ]#[g].
When N = S4, # defines a group structure on E7(S4) [Ha66]. Clearly # is an action of E7(S4)
on the set E7(N). We define
E7#(N) := E
7(N)/E7(S4)
to be the quotient of this action and by q# : E
7(N)→ E7#(N) the quotient map.
In [BH70] Boe´chat and Haefliger classified E7#(N) whenH1(N ;Z) = 0. The action of the knots
was investigated in [Sk10] and determined when H1(N ;Z) = 0 in [CS11], which also classified
E7(N) in this case.
In this paper we classify E7#(N) when H1(N ;Z) it torsion free; see Theorems 1.1 and 1.2
below. This requires finding a complete set of invariants and constructing embeddings realizing
particular values of these invariants. Lemmas 1.3, §2.2, §2.3 describe the invariants we use and
§1.4 gives an overview of the proof of their completeness. The beginning of §1.2 gives explicit
construction of embeddings S1 × S3 → S7. For general N , we use a parametric connected sum
operation on embeddings which is described in §2.4. We create new embeddings N → S7 from a
fixed embedding f0 : N → S7 using parametric connected sum with embeddings S1 × S3 → S7.
Consequently, embeddings of S1×S3 play a key role in the classification of embeddings for every
N .
In later work [II, III] we extend methods of this paper and give the classification, under the
same ‘torsion free’ condition, of E7(N) (up to an indeterminancy in certain cases) and of the
piecewise linear (PL) isotopy classes. Some parts of those results easily follow from this paper,
but we state those parts in [II, III] not here.
The remaining subsections of §1 are written so that they can be read independently.
1.2 Main results
We first define a family of embeddings τα : S
1 × S3 → S7 and a corresponding map
τ : Z2 → E7(S1 × S3).
Let V4,2 denote the Stiefel manifold of orthonormal 2-frames in R
4. Take a smooth map α :
S3 → V4,2. Regarding V4,2 ⊂ (R4)2, write α(x) = (α1(x), α2(x)). Define the adjunction map
R2 × S3 → R4 by ((s, t), x) 7→ α1(x)s + α2(x)t. (Regarding V4,2 ⊂ (R4)R2 , this map is obtained
from α by the exponential law.) Denote by α : S1 × S3 → S3 the restriction of the adjunction
map. We define the embedding τα to be the composition
S1 × S3 α×pr2−−−−−→ S3 × S3 i−−→ S7, where i(x, y) := (y, x)/
√
2 and pr 2(x, y) = y.
We define the map τ by τ(l, b) := [τα], where α : S
3 → V4,2 represents (l, b) ∈ π3(V4,2) (for the
standard identification π3(V4,2) = Z
2 described in §2.1).
We define τ# := q#τ .
2This is proved analogously to the case X = D0+ of [Sk15, Standardization Lemma 2.1.b], cf. [Sk15, Remark
2.3.a], because the construction of # has an analogue for isotopy.
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Theorem 1.1. The map
τ# : Z
2 → E7#(S1 × S3)
is a surjection such that
τ#(l, b) = τ#(l
′, b′) ⇐⇒ ( l = l′ and b ≡ b′mod2l ).
Before stating our main results for the general case, we establish some conventions, notation
and definitions.
Convention on coefficients. Unless otherwise stated, we omit Z-coefficients from the
notation of (co)homology groups. We identify the coefficient group Zd with H0(X ;Zd), the
zero-dimensional homology group of a connected oriented manifold X .
Notation for characteristic classes and intersections in manifolds. Let Hq := Hq(N).
We denote the Poincare´ dual of a characteristic class by adding a superscript ‘∗’, so for example
w∗2(N) ∈ H2(N ;Z2) is the Poincare´ dual of the second Stiefel-Whitney class. The homology
intersection products in an n-manifold M are denoted by ∩M :
∩M : Hi(M)×Hj(M)→ Hn−i−j(M).
The well-known definitions of such products are recalled in [Sk10, Remark 2.3]. Let σ(N) be the
signature of the intersection form H2 ×H2 → Z. For the intersection powers we omit subscripts
indicating the manifold M , so, for example, x2 denotes x∩M x. Let ρn be the reduction modulo
n. The intersection x ∩M y of a Z-homology class x and a Zn-homology class y is defined as the
Zn-homology class ρnx ∩M y.
If H1 = 0, then the map
κ# : E
7
#(N)→ HDIFF2 := {u ∈ H2 | ρ2u = w∗2(N), u ∩N u = σ(N)} ⊂ H2
(which is the Boe´chat-Haefliger invariant defined below) is 1–1. This statement is easily deduced
from known results in Remark 2.21.e. Our second main result is a generalization of this statement
to non-simply-connected 4-manifolds.
Definition of div, l and a symmetric pair. For an element u of a free abelian group denote
by div u the divisibility of u, i.e. div 0 = 0 and div u is the largest integer which divides u for
u 6= 0. For an element u of an abelian groupG denote by div u the divisibility of [u] ∈ G/Tors(G).
Denote by B(H3) the space of bilinear forms H3 × H3 → Z. For l ∈ B(H3) denote by
l : H3 → H1 the adjoint homomorphism uniquely defined by the property l(x, y) = x ∩N ly. A
pair (u, l) ∈ H2 × B(H3) is called symmetric if
l(y, x) = l(x, y) + u ∩N x ∩N y for all x, y ∈ H3.
The maps
κ : E7(N)→ HDIFF2 , λ : E7(N)→ B(H3) and
βu,l : (κ × λ)−1(u, l)→ Cu,l := coker(2ρdiv(u)l) = H1
2l(H3) + div(u)H1
required for Theorem 1.2 below are defined in §2.2 and §2.3. Then the maps
κ# : E
7
#(N)→ HDIFF2 , λ# : E7#(N)→ B(H3) and βu,l,# : (κ# × λ#)−1(u, l)→ Cu,l
of Theorem 1.2 below are well-defined by κ = κ#q#, λ = λ#q# and βu,l = βu,l,#(q#×q#) because
of the additivity (Lemmas 2.3 and 2.9 below).
In order to avoid double statements of similar properties, we use the following convention: a
statement involving κ holds for both κ and κ#. If a statement holds for κ# but not for κ, we
write κ# in the formulation. In this paper there are no statements which hold for κ but not for
κ#. Analogous remark holds for λ vs λ#, βu,l vs βu,l,# etc.
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Theorem 1.2. Let N be a closed connected orientable 4-manifold with torsion free H1. Then
the product
κ# × λ# : E7#(N)→ HDIFF2 ×B(H3)
has non-empty image consisting of symmetric pairs, and for every (u, l) ∈ im(κ#×λ#) each map
βu,l,# is 1–1 (see the remark immediately below).
We call geometrically defined maps invariants. In particular, the maps λ and κ are invariants.
Remark on relative invariants. The map βu,l is a relative invariant. By this we mean
that for [f0], [f1] ∈ (λ × κ)−1(u, l) there is an invariant ([f0], [f1]) 7→ β(f0, f1) (defined in §2.3)
and that βu,l(f) := β(f, f
′) for a fixed choice of [f ′] ∈ (λ× κ)−1(u, l). We suppress the choice of
[f ′] from the notation.
The Seifert bilinear form λ(f) : H3×H3 → Z (defined in §2.2) measures the linking of 3-cycles
in N under f . For N = S1 × S3 identify B(H3) with Z.
Lemma 1.3 (Calculation for λ; proved in §2.2). (a) For an embedding f : S1×S3 → S7 we have
λ(f) = lk S7(f |(1,0)×S3, f |(−1,0)×S3) ∈ Z.
(b) λ(τ(l, b)) = l.
(c) We have λ(f)(x, y) = lkS7(f |X, f |Y ) if classes x and y are represented by disjoint closed
oriented 3-submanifolds (or integer 3-cycles) X and Y .
In §1.4 we explain how the invariants appear in our approach to classification. See Remark
2.21.
1.3 The Knotting Problem
In this subsection we provide a broader context for the results in this paper. The classical
Knotting Problem runs as follows: given an n-manifold P and a number m, describe Em(P ),
the set of isotopy classes of embeddings P → Sm. For recent surveys see [Sk08, MAE]; whenever
possible we refer to these surveys not to original papers.
The Knotting Problem is more accessible for
2m ≥ 3n + 4,
where there are some classical complete readily calculable classifications of embeddings, which
are surveyed in [Sk08, §2, §3], [MAE].
The Knotting Problem is much harder for 2m < 3n+4. If P is a closed manifold that is not a
disjoint union of homology spheres, then until recently no complete readily calculable descriptions
of Em(P ) was known. This is in spite of the existence of many interesting approaches including
methods of Haefliger-Wu, Browder-Wall and Goodwillie-Weiss [Sk08, §5], [Wa70, GW99, CRS04]
(cf. [Sk10, footnote 2]).
For m ≥ n + 3, Em(Sn) is a group under embedded connected sum, defined analogously to
the definition for E7(S4) in §1.1. This group again acts on Em(P ) by embedded connected sum
as in §1.1. A simpler version of the knotting problem is to pass to the quotient
Em# (P ) := E
m(P )/Em(Sn).
But even the simpler problem of determining Em# (P ) is hard: If 2m < 3n + 4 and P is a closed
manifold that is not [(n−2)/2]-connected, then until recently no complete readily calculable
description of Em# (P ) was known.
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Recent complete readily calculable classification results for 2m < 3n+ 4 concern
• embeddings of 3- and 4-dimensional manifolds [Sk08’, Sk10, CS11],
• embeddings of d-connected n-manifolds for 2m ≥ 3n+ 3− d [Sk02], and
• embeddings Sp × Sq → Sm [CRS07, CRS12, CFS14, Sk15].
These results are based on three fruitful approaches. One of them involves almost embed-
dings and the β-invariant of [Sk02, Sk07, Sk14, CRS07, CRS12] (which, though related to, is
different from the β-invariant in this paper), another is based on relations between different sets
of embeddings [Sk11, Sk15]. However, these and other approaches are not sufficient to classify
4-manifolds N into S7, even in the case of N = S1 × S3. In this paper we apply the approach
which uses Kreck’s modified surgery, cf. [Sk08’, Sk10, CS11].
There is a map
τ : πq(Vm−q,p+1)→ Em(Sp × Sq)
which is defined analogously to §1.2. For m ≥ 2p+ q+3 the sets Em(Sp× Sq) and Em# (Sp×Sq)
posesses a group structure such that τ and q# are homomorphisms [Sk15]. For p ≤ q and
2m ≥ 2p+ 3q + 4 (conjecturally for 2m ≥ p+ 3q + 4) τ# is an isomorphism. Theorem 1.1 shows
that the case of embeddings S1 × S3 → S7 is different:
• there are no group structures on E7(S1 × S3) such that τ is a homomorphism (because by
Theorem 1.1 and the fact that |E7(S4)| = 12, the preimages of τ vary in size);
• there are no group structures on E7#(S1 × S3) such that τ# is a homomorphism (because
by Theorem 1.1, the preimages of τ# vary in size).
1.4 An approach to the Knotting Problem
The proofs of our main results are based on the ideas we explain below. These ideas are useful
in a wider range of dimensions [Sk08’] and for problems other than classification of embeddings
[Kr99]. Except for the notation and Lemma 1.4, the material of this subsection is not formally
used in the rest of this paper.
Some notation. Take the standard orientation on Rm. For an oriented manifold with
boundary we use the orientation on the boundary whose completion by ‘the first vector pointing
outside’ gives the orientation on the manifold. So an orientation of Sm−1 = ∂Dm is defined. Fix
an orientation on N . Denote by
• C = Cf the closure of the complement in S7 ⊃ R7 to a sufficiently small tubular neighbor-
hood of f(N); the orientation on C is inherited from the orientation of S7;
• ν = νf : ∂C → N the sphere subbundle of the normal vector bundle of f : the total space
of ν is identified with ∂C;
In this paper a bundle isomorphism is an oriented vector bundle isomorphism identical on the
base, or the restriction to the sphere bundle of such. In this and other notation we sometimes
omit the subscript f . We shall also change the subscript ‘fk’ to ‘k’.
Lemma 1.4. For a closed connected 4-manifold N two embeddings f0, f1 : N → S7 are isotopic
if and only if there is an orientation preserving diffeomorphism C0 → C1 whose restriction to the
boundary ∂C0 → ∂C1 is a bundle isomorphism.
Lemma 1.4 is classical (for a proof see, e.g., [Sk10, Lemma 1.3]).
Remark 1.5. We shall not only decide if there is a diffeomorphism C0 → C1 as in Lemma 1.4 but
we also prove a general ‘relative diffeomorphism criterion’ for certain 7-manifolds with boundary.
This is the Almost Diffeomorphism Theorem 4.5. It generalizes [CS11, Almost Diffeomorphism
Theorem 2.8, Diffeomorphism Theorem 4.7]. It is a new non-trivial analogue of [KS91, Theorem
3.1] and of [Kr99, Theorem 6] for 7-manifolds M with non-empty boundary and infinite H4(M).
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Lemma 1.4 reduces the classification of embeddings to a two-step classification problem for
their complements. Firstly, we classify the complements relative to fixed identifications of their
boundaries, and secondly we determine the action of the bundle automorphisms on the relative
diffeomorphism classes of the complements. This is the starting point of both the classical and
modified surgery approaches. As we continue this introduction, we shall not assume the reader
is familiar with surgery. Hence we describe the application of modified surgery in non-specialist
terms and make parenthetical remarks for specialists.
To decide if there is a diffeomorphism C0 → C1 as in Lemma 1.4 using classical surgery (see
[Wa70]), we would first need decide if the complements have the same homotopy type. If they
do, then we take homotopy equivalences hk : Ck → B, k = 0, 1, and apply surgery relative to the
boundary to the Poincare´ pairs (B, h0(∂C0)) and (B, h1(∂C1)).
In this paper to determine if there is a diffeomorphism C0 → C1 as in Lemma 1.4 we use
modified surgery [Kr99]; cf. [CS11, Remark 2.2] and the text after it. For this we fix for k = 0, 1
• the spin structures on Ck which they inherit from S7 and also
• the Seifert classes, i.e. the relative homology classes Ak[N ] ∈ H5(Ck, ∂Ck) ∼= Z, which are
the images of the fundamental class of N under homological Alexander duality (defined in §3.1).
(This data on Ck defines a normal 2-smoothing of Ck [Kr99, §2], i.e. a normal 3-equivalence
Ck → BSpin × CP∞. We use a particular case of the modified surgery approach which corre-
sponds to spin surgery over the homotopy 2-type of the complement.)
The modified surgery approach to the embedding problem requires that we find a bundle
isomorphism ϕ : ∂C0 → ∂C1 preserving both the spin structures and the homology classes
∂Ak[N ] ∈ H3(∂Ck). We prove that there is always a bundle isomorphism ϕ : ∂C0 → ∂C1 preserv-
ing spin structure (Lemma 3.6, cf. [CS11, Lemma 2.4]). The first obstruction we encounter to the
existence of a diffeomorphism as in Lemma 1.4 is the difference ϕ∗∂A0[N ]− ∂A1[N ] ∈ H3(∂C1).
The analysis of this obstruction leads to the definition of κ-invariant (see §2.2 and Remark 2.22)
κ : E7(N)→ H2.
Assume further that κ(f0) = κ(f1). We prove that ϕ∗∂A0[N ] = ∂A1[N ] for every bundle iso-
morphism ϕ : ∂C0 → ∂C1 (Lemma 3.5.a for q = 4, [CS11, Agreement Lemma 2.5]). We then
identify the spin boundaries of (C0, A0[N ]) and (C1, A1[N ]) via a bundle isomorphism ϕ which
preserves the spin structures. For any such identification there is a spin bordism (W, z) between
(C0, A0[N ]) and (C1, A1[N ]) relative to the boundaries (because the complete obstruction to the
existence of such a bordism assumes values in ΩSpin7 (CP
∞) = 0 [KS91, Lemma 6.1]). It remains
to determine whether we can replace the bordism (W, z) by an h-cobordism. This problem is
addressed in [Kr99, Theorem 3], where a complete algebraic obstruction is defined. Analysis of
the obstruction for the bordism (W, z) to have the homology of an h-cobordism ‘outside H4(W )’
leads to the definition of λ-invariant (see §2.2 and Remark 2.22)
λ : E7(N)→ B(H3).
Assume further that λ(f0) = λ(f1). From the surgery point of view, the β-invariant (see definition
in §2.3) arises as the obstruction for the bordism (W, z) to have the homology of an h-cobordism
‘in the summand of H4(W ) coming from H4(∂W )’ (i.e. in the singular part of the intersection
form on H4(W )). This invariant assumes values in a quotient of H1 defined by κ(f0) and λ(f0).
Assume further that β(f0) = β(f1). We may now assume that the bordism (W, z) ‘has the
homology of an h-coboridsm’ away from the unimodular part of H4(W ). Extending arguments
from [CS11], we prove that we can modifiy f0 by connected sum with a knot g : S
4 → S7 so that
for some corresponding
• spin bundle isomorphism ϕ′ : ∂Cf0#g → ∂C1,
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• identification of the spin boundaries of the pairs (Cf0#g, Af0#g[N ]) and (C1, A1[N ]),
• spin null bordism (W ′, z′) between the above pairs, relative to the boundaries,
the pair (W ′, z′) is bordant to an h-cobordism. Then by the h-cobordism theorem [Mi65] and
Lemma 1.4, f0#g and f1 are isotopic.
The above discussion outlines the proof that the κ-, λ- and β-invariants combine to give a
complete systems of invariants for embeddings modulo knots. This is stated in the MK Isotopy
Classification Theorem 2.8 and the behaviour of these invariants under connected sum with knots
is described in the Additivity Lemmas 2.3, 2.9.
Plan of the paper. We introduce further notation in §2.1 and §3.1. In §2 we present the
important constructions and lemmas used in the proof of our main results. The lemmas from §2
are proven in §3 and §4. The subsection titles in §3 indicate the most important lemmas proven
in that subsection. A reader who wants to check a particular lemma from §2 does not need to
read all of §3 and §4.
Acknowledgments. We would like to acknowledge S. Avvakumov, M. Kreck, S. Melikhov
and D. Tonkonog for useful discussions. We would like to thank the Hausdorff Institute for
Mathematics and the University of Bonn for their hospitality and support during the early
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Contents
1 Introduction and main results 1
1.1 Overview . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
1.2 Main results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2
1.3 The Knotting Problem . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4
1.4 An approach to the Knotting Problem . . . . . . . . . . . . . . . . . . . . . . . . 5
2 Definitions of the invariants and proofs modulo lemmas 8
2.1 Main notation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8
2.2 Definitions of the κ- and λ-invariants . . . . . . . . . . . . . . . . . . . . . . . . . 9
2.3 Definition of the β-invariant and the map βu,l . . . . . . . . . . . . . . . . . . . . 10
2.4 Parametric connected sum and parametric additivity . . . . . . . . . . . . . . . . 12
2.5 Proof of Theorems 1.1 and 1.2 assuming lemmas . . . . . . . . . . . . . . . . . . . 13
2.6 Appendix: on regular homotopy and the Compression problem . . . . . . . . . . . 14
2.7 Appendix: some remarks to §1 and §2 . . . . . . . . . . . . . . . . . . . . . . . . . 15
3 Proofs of lemmas 17
3.1 More notation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17
3.2 Lemmas on the κ- and λ-invariants (3.2 and 2.2) . . . . . . . . . . . . . . . . . . 19
3.3 Parametric additivity of κ and λ (Lemma 2.12) . . . . . . . . . . . . . . . . . . . 20
3.4 Agreement of Seifert classes (Lemmas 2.4 and 3.5) . . . . . . . . . . . . . . . . . . 23
3.5 Spin bundle isomorphisms (Lemma 3.6) . . . . . . . . . . . . . . . . . . . . . . . . 24
3.6 String bundle isomorphisms (Lemmas 2.5 and 3.8) . . . . . . . . . . . . . . . . . . 26
3.7 Joint Seifert classes (Lemmas 2.6, 2.9, 2.10 and 3.13) . . . . . . . . . . . . . . . . 29
3.8 Calculations of the β-invariant (Lemmas 2.7 and 2.12 for β) . . . . . . . . . . . . 31
3.9 Appendix: some remarks to §3 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35
7
4 Proof of the MK Isotopy Classification Theorem 2.8 36
4.1 The obstruction η(ϕ, Y ) and its properties . . . . . . . . . . . . . . . . . . . . . . 36
4.2 Proof of Theorem 2.8 using Theorem 4.5 and Lemmas 4.3, 4.4 . . . . . . . . . . . 37
4.3 Proofs of Lemmas 4.3 and 4.4.b . . . . . . . . . . . . . . . . . . . . . . . . . . . . 38
4.4 Proof of Lemma 4.4.a . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 40
4.5 Proof of Theorem 4.5 using Lemmas 4.12 and 4.13 . . . . . . . . . . . . . . . . . . 43
4.6 Proof of the Pre-elementary class Lemma 4.12 . . . . . . . . . . . . . . . . . . . . 44
4.7 Proof of the Elementary pair Lemma 4.13 . . . . . . . . . . . . . . . . . . . . . . 48
2 Definitions of the invariants and proofs modulo lemmas
2.1 Main notation
Recall that some notation was introduced in §1.2 and §1.4.
Some identifications.
Identify πn(S
n) and Z by the degree isomorphism.
Identify S2 and CP 1. Represent S3 = {(z1, z2) ∈ C2 : |z1|2 + |z2|2 = 1}. The Hopf map
η : S3 → S2 is defined by η(z1, z2) = [z1 : z2]. Identify π3(S2) and Z by the Hopf isomorphism
(that sends the homotopy class of η to 1).
Identify R4 and the algebra H of the quaternions. Identify π3(V4,2) and π3(S
3)⊕ π3(S2) = Z2
by the standard isomorphism, which is defined using the projection V4,2 → S3 given by (x, y)→ x
and the section S3 → V4,2 given by x 7→ (x, xi). Identify π3(SO3) and π3(S2) = Z by the map
induced by the action of SO3 on S
2.
General notation.
Denote by
• N a closed connected orientable 4-manifold with torsion free H1;
• f, f0, f1 : N → S7 embeddings;
• ≡
n
a congruence modulo n;
• prk the projection of a Cartesian product onto the k-th factor;
• idX the identity map of the set X ;
• 1m := (1, 0, . . . , 0) ∈ Sm;
• ClX the closure of a subset X in the ambient space, which is clear from the context;
• N0 := Cl(N − B4), where B4 is an embedded closed 4-ball in N .
For every q ≤ m identify the space Rq with the subspace of Rm given by the equations
xq+1 = xq+2 = · · · = xm = 0. Analogously identify Dq, Sq−1 with the corresponding subspaces of
Dm, Sm−1.
Define Rm+ ,R
m
− ⊂ Rm and Dm+ , Dm− ⊂ Sm by the equations x1 ≥ 0 and x1 ≤ 0, respectively.
Then
Sm = Dm+
⋃
∂Dm+=∂D
m
−
Dm− and ∂D
m
+ = ∂D
m
− = D
m
+ ∩Dm− = 0× Sm−1 6= Sm−1.
We denote the union of oriented manifolds in the same way as set-theoretic union. So both
formulas S4 = D4+∪ (−D4−) and S4 = D4+∪D4− are correct, the sign “∪” means union of oriented
manifolds in the first formula and union of manifolds in the second one.
Homological notation.
Denote by [·] the homology class or equivalence class in a quotient group.
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We denote the maps induced in homology by the same letters as the inducing maps. Thus if
f : X → Y is a map of spaces, f : H∗(X)→ H∗(Y ) denotes the induced map on homology.
Homomorphisms between homology groups with Zd-coefficients are denoted in the same way
as those for Z-coefficients. So the coefficients are to be understood from the context. When this
could lead to confusion, we specify coefficients by indicating the domain and the range of the
homomorphism, e.g. i : H3(C0;Zd)→ H3(Mϕ;Zd).
We denote by iA,X , jA,X , ∂A,X or shortly by iA, jA, ∂A or shortly by i, j, ∂, the homomorphisms
from the exact sequence of the pair (X,A). If A = Ck or A = Cf , then we shorten the subscript
Ck or Cf to just k or just f , respectively. Denote by ex : Hq(X,A) → Hq(X − B,A − B) the
excision isomorphism, where B is a subset of A.
For a compact p-manifold P denote Hq(P, ∂) := Hq(P, ∂P ).
Let P and Q be compact oriented p- and q-manifolds. Denote by
PD: Hn(P )→ Hp−n(P, ∂) and PD: Hn(P, ∂)→ Hp−n(P ),
the Poincare´ duality isomorphisms. We sometimes identify homology and cohomology groups
by Poincare´ duality. We choose to work mostly with homology classes, since this has technical
advantages for our arguments, see [CS11, Remark 2.3].
For a map ξ : P → Q denote the ‘preimage’ homomorphism by
ξ! := PD ◦ ξ ◦ PD−1 : Hn(Q, ∂)→ Hp−q+n(P, ∂),
where ξ is the homomorphism induced in cohomology.
We now consider the intersection of and linking numbers of singular (or more general) chains.
For set-theoretic intersection we write X ∩ Y . (This notation is also used for restriction,
see §3.1.) For the algebraic intersection of chains or integer cycles or oriented manifolds in an
ambient manifold M we write X ∩M Y . Recall that X ∩M Y = (−1)codimX codimY Y ∩M X , and
that if X, Y are cycles, then X ∩M Y depends only on the homology classes represented by X
and Y .
Let A and B be integer a- and b-cycles in Rm having disjoint supports with a + b + 1 = m.
Define the linking number of A and B by lk(A,B) := A ∩Rm β, where β is a (b+1)-cycle in Rm
with ∂β = B. It is easy to check that lk(A,B) = α∩Rm B, where α is an (a+1)-cycle in Rm with
∂α = A. Recall that lk(A,B) = (−1)(m−a)(m−b) lk(B,A).
2.2 Definitions of the κ- and λ-invariants
Definition of a weakly unlinked section of an embedding f . Let ζ : N0 → ν−1N0 be a
section of ν−1N0 → N0, the restriction of ν to N0. The composition N0 ζ→ ν−1N0 ⊂→ ∂C of ζ
and the inclusion is called a weakly unlinked section provided iCj
−1
∂C ex
−1 ζ = 0 ∈ H4(C). Here
the homomorphism iCj
−1
∂C ex
−1 ζ can be obtained by inverting the isomorphisms j∂C and ex in
the following diagram:
Z ∼= H4(N0, ∂) ζ // H4(ν−1N0, ∂) H4(∂C, ν−1B4)exoo H4(∂C)j∂Coo iC // H4(C) .
We remark that
• a section ζ : N0 → ν−1N0 exists because the Euler class of ν is zero, vector bundle associated
to ν is 3-dimensional and N0 retracts to a 3-polyhedron;
• any section ζ : N0 → ν−1N0 is weakly unlinked for N = S1 × S3 because there is an
isomorphism H4(S
7 − f(S1 × S3)) ∼= H2(S1 × S3) = 0. Cf. Lemma 3.3.a.
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Lemma 2.1. A weakly unlinked section exists and is unique up to vertical homotopy over the
2-skeleton of any triangulation of N .
Proof. This holds by [BH70, Proposition 1.3] because by [Sk10, Remark 2.4 and footnote 14] our
definition of a weakly unlinked section is equivalent to the original definition [BH70]. Cf. proof
of Lemma 3.3.b and [Sk08’, the Unlinked Section Lemma (a)].
Definition of the Boe´chat-Haefliger invariant κ : E7(N) → H2. Represent a class
x ∈ H2 by a closed oriented 2-submanifold (or integer 2-cycle) X ⊂ N0. Take a weakly unlinked
section ξ : N0 → ∂C. By Poincare´ duality ∩ : H2 × H2 → Z is unimodular. Since H2 is
torsion-free, it follows that κ(f) is uniquely defined by the equation
κ(f) ∩N x = lk S7(fN, ξX),
for every x ∈ H2. This is well-defined; i.e. is independent of the choice of ξ, by Lemma 3.2.κ′.
This definition is equivalent to those of [BH70, Sk10, CS11] by Lemma 3.2.κ′,e.3 Clearly, the
map κ : E7(N)→ H2 is well-defined by κ([f ]) := κ(f).
Definition of the Seifert form λ : E7(N) → B(H3). Represent classes x, y ∈ H3 by
closed oriented 3-submanifolds (or integer 3-cycles) X, Y ⊂ N0. Take a weakly unlinked section
ξ : N0 → ∂C. Define
λ(f)(x, y) := lk S7(fX, ξY ) ∈ Z.
This is well-defined; i.e. is independent of the choice of ξ, by Lemma 3.2.λ′. Clearly, the pairing
λ(f) : H3 × H3 → Z is indeed a bilinear form. Clearly, the map λ : E7(N) → B(H3) is
well-defined by λ([f ]) := λ(f). Cf. [Sa99, To10].
Proof of Lemma 1.3. Part (c) follows because ξY and fY are homologous in S7 − fX . Part (a)
follows by (c). Part (b) follows by (a).
We give equivalent definitions of κ and λ in Lemma 3.2.
Lemma 2.2 (κ-symmetry; proved in §3.2). We have λ(f)(y, x) = λ(f)(x, y)− κ(f) ∩N x ∩N y.
Cf. [Sa99, Lemma 2.2], [To10, Theorem 1.5(2) and Lemmas 1.6 and 2.10].
Lemma 2.3 (Additivity of λ and κ). For every pair of embeddings g : S4 → S7 and f : N → S7
κ(f#g) = κ(f) and λ(f#g) = λ(f).
Proof. We may assume that g(S4) ∩ Cf = ∅ and νf = νf#g over N0. Then additivity for λ and
κ follows because a weakly unlinked section for f is also a weakly unlinked section for f#g.
2.3 Definition of the β-invariant and the map βu,l
Definitions of a meridian, the manifold M = Mϕ and of a joint Seifert class. Take a
small oriented disk D3f ⊂ R7 whose intersection with f(N) consists of exactly one point of sign
+1 and such that ∂D3f ⊂ ∂Cf . Define the meridian of f by
S2f := [∂D
3
f ] ∈ H2(Cf).
By Alexander duality S2f is a generator of H2(Cf).
3Those definitions do not require the assumption that H1 is torsion free. In those papers the invariant was
denoted by wf [BH70], or BH(f) [Sk10], or ℵ(f) [CS11], instead of κ(f).
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For a bundle isomorphism ϕ : ∂C0 → ∂C1 define the closed oriented 7-manifold
M =Mϕ := C0 ∪ϕ (−C1).
A joint Seifert class for a bundle isomorphism ϕ : ∂C0 → ∂C1 is a class
Y ∈ H5(Mϕ) such that Y ∩Mϕ i∂C0,MϕS2f0 = 1.
We shall omit the phrase ‘for a bundle isomorphism ϕ’ if its choice is clear from the context.
Lemma 2.4 (proved in §3.4). If κ(f0) = κ(f1) and ϕ : ∂C0 → ∂C1 is a bundle isomorphism,
then there is a joint Seifert class Y ∈ H5(Mϕ).
We call a bundle isomorphism ϕ : ∂C0 → ∂C1 a π-isomorphism if Mϕ is parallelizable.
Lemma 2.5 (proved in §3.6). If κ(f0) = κ(f1) and λ(f0) = λ(f1), then there is a π-isomorphism
ϕ : ∂C0 → ∂C1. A π-isomorphism is unique (up to vertical homotopy through linear isomor-
phisms) over N0.
Definitions of β(f0, f1). For u ∈ H2 and l ∈ B(H3) recall that l : H3 → H1 is the adjoint
of l and that ρd : H1 → H1(N ;Zd) is reduction modulo d. Assume that κ(f0) = κ(f1) and that
λ(f0) = λ(f1). Denote d := div(κ(f0)). By Lemmas 2.4 and 2.5 there is a joint Seifert class
Y ∈ H5(Mϕ) and a π-isomorphism ϕ : ∂C0 → ∂C1. Define
β(f0, f1) := [(i∂C0,Mϕν
!
0)
−1ρdY 2] ∈ Cκ(f0),λ(f0)
using the composition H1(N ;Zd)
ν!0−−→ H3(∂C0;Zd)
i∂C0,Mϕ−−−−−−→ H3(Mϕ;Zd).
Lemma 2.6 (proved in §3.7). The class β(f0, f1) is well-defined; i.e.
• for every joint Seifert class Y and π-isomorphism ϕ there is a unique element bϕ,Y ∈
H1(N ;Zd) such that i∂C0,Mϕν
!
0bϕ,Y = ρdY
2 ∈ H3(Mϕ;Zd),
• [bϕ,Y ] ∈ Cκ(f0),λ(f0) is independent of the choice of joint Seifert class Y and π-isomorphism
ϕ.
Lemma 2.7 (Calculation of β; proved in §3.8). (a) β(τ(0, 0), τ(0, b)) = b[S1×13] ∈ H1(S1×S3).
(b) β(τ(l, b′), τ(l, b)) = ρ2l(b−b′)[S1×13] ∈ H1(S1×S3;Z2l) (cf. Remark before Lemma 3.15).
Theorem 2.8 (Isotopy Classification Modulo Knots; proved in §4.2). If we have λ(f0) = λ(f1),
κ(f0) = κ(f1) and β(f0, f1) = 0, then there is an embedding g : S
4 → S7 such that f0 is isotopic
to f1#g.
Lemma 2.9 (Additivity of β; proved in §3.7). For every pair of embeddings g : S4 → S7 and
f : N → S7 we have β(f#g, f) = 0.
Lemma 2.10 (Transitivity of β; proved in §3.7). For every triple of embeddings f0, f1, f2 : N →
S7 having the same values of κ- and λ-invariants we have β(f2, f0) = β(f2, f1) + β(f1, f0).
Definitions of the maps β, β# and βu,l. Let us define maps
β : [(κ × λ)−1(u, l)]2 → Cu,l, β# : [(κ# × λ#)−1(u, l)]2 → Cu,l, βu,l : (κ × λ)−1(u, l)→ Cu,l.
Clearly, the map β is well-defined by β([f ], [g]) := β(f, g).
The map β# is well-defined by β = β#(q#×q#), according to the additivity and the transitivity
of β (Lemmas 2.9 and 2.10).
Take an embedding f ′ : N → S7 representing an isotopy class in (κ × λ)−1(u, l). Let
βu,l[f ] := β(f, f
′). The map βu,l depends on f ′ but we do not indicate this in the notation.
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2.4 Parametric connected sum and parametric additivity
In our proof of the realization of the invariants we extensively use the parametric connected sum
operation defined below. We first recall, with minor modifications, some definitions and results
of [Sk07, §2], [Sk15, §2.1], [MAP].
Definition of a standardized map. The base point ∗ of V4,2 is the standard inclusion
R
2 → R4. Take the embedding τ0 : S1×S3 → S7 for the constant map α0 : S3 → V4,2 (as defined
in §1.2). Clearly, τ0(S1 ×D3±) ⊂ D7±. For an embedding s : S1 ×D3− → N , a map h : N → S7 is
called s-standardized if
h(N − im s) ⊂ IntD7+ and h ◦ s = τ0|S1×D3−.
Lemma 2.11. For every embedding s : S1 × D3− → N , f is isotopic to an s-standardized
embedding f˜ : N → S7.
This is a smooth version of [Sk07, Standardization Lemma] which is proved analogously in
Remark 2.24.a, cf. [Sk15, Standardization Lemma 2.1.a].
Definition of parametric connected sum [f ] +s τ(l, b). Take a map α : S
3 → V4,2
representing an element (l, b) ∈ Z2 = π3(V4,2) such that α(D3−) = ∗. Then the embedding τα is
i-standardized for the inclusion i : S1 ×D3− → S1 × S3. Take an embedding s : S1 × D3− → N
and an s-standardized embedding f˜ : N → S7 isotopic to f . Let R : Rm → Rm be the symmetry
of Rm with respect to the hyperplane given by equations x1 = x2 = 0, i.e., R is defined by
R(x1, x2, x3, . . . , xm) := (−x1,−x2, x3, . . . , xm). Define the embedding
h : N → S7 by h(a) :=
{
f˜(a) a 6∈ im s,
Rτα(x,Ry) a = s(x, y).
The two formulas agree on ∂ im s because τ0(x, y) = Rτ0(x,Ry). Clearly, h is a smooth embed-
ding, i.e. it is injective, differentiable and has non-degenerate dervative.
Let [f ] +s τ(l, b) ⊂ E7(N) be the set of isotopy classes of the embeddings h, for all choices of
f˜ and α as above. (In fact, [h] clearly does not depend on the choice of α, for fixed l, b, f˜ , s. Still,
[h] may depend on f˜ , i.e. +s is not defined at the level of isotopy for embeddings of 4-manifolds
into S7, as opposed to other situations [Sk07, Sk15, MAP]. Cf. Corollary 2.13.c,d,e.)
Lemma 2.12 (Parametric additivity; proved in §3.3). For any embedding s : S1 ×D3− → N let
[s] := [s|S1×03 ] ∈ H1. Then for any embedding h ∈ f +s τ(l, b) and x, y ∈ H3 we have
κ(h) = κ(f), λ(h)(x, y) = λ(f)(x, y) + l([s] ∩N x)([s] ∩N y) and,
for l = 0, β(f, h) = b[s] ∈ Cκ(f),λ(f).
Corollary 2.13. (a) For every u ∈ HDIFF2 every isotopy class in κ−1(u) can be obtained from
a single isotopy class in κ−1(u) by a finite sequence of parametric connected sum operations.
(b) There is a surjection
τ# : H1 ×HDIFF2 × B0(H3)→ E7#(N) such that
τ#(b, u, l) = τ#(b
′, u′, l′) ⇔ u = u′, l = l′ and b− b′ ∈ Cu,l+λ#τ#(0,u,0).
(c) The set q#([f ]+s τ(l, b)) is independent of s for fixed l, b, f˜ and [s|S1×03 ] ∈ H1 (cf. [Sk14]).
(d) Both sets [f ]+sτ(l, b) and q#([f ]+sτ(l, b)) may consist of more than one element, i.e. q#[h]
from the definition of [f ] +s τ(l, b) can depend on the choice of f˜ , even for N = S
1 × S3.
(e) The set q#(τ(0, b
′) +i τ(0, b)) consists of one element, i.e. q#[h] from the definition of
τ(0, b′) +i τ(0, b) does not depend on the choice of f˜ .
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Proof. Parts (a,c) follow from Theorem 1.2 and the parametric additivity (Lemma 2.12). Part (b)
follows from (a,c) and Remark 2.21.c. Part (d) follows from Remark 2.24.b and the parametric
additivity (Lemma 2.12). Part (e) follows from Theorem 1.1 and the parametric additivity
(Lemma 2.12).
2.5 Proof of Theorems 1.1 and 1.2 assuming lemmas
Proof of Theorem 1.1: the surjectivity of τ#. Take any embedding f : S
1 × S3 → S7. Identify
B(H3(S
1 × S3)) with Z. Denote l := λ(f) ∈ Z. Take a representative α : S3 → V4,2 of
(l, 0) ∈ π3(V4,2). Then [τα] = τ(l, 0). By the calculation of λ (Lemma 1.3.b) we have λ(τα) = l.
We have imλ(f) = lZ[S1 × 13] and κ(f) = κ(τα) = 0. Hence Cκ(f),λ(f) ∼= H1(S1 × S3;Z2l) ∼=
Z2l and the class β(f, τα) ∈ Cκ(f),λ(f) is defined. Take an integer b such that β(f, τα) = −ρ2lb[S1×
13]. By the transitivity of β (Lemma 2.10) and the calculation of β (Lemma 2.7.b)
β([f ], τ(l, b)) = β(f, τα) + β(τ(l, 0), τ(l, b)) = ρ2l(−b+ b)[S1 × 13] = 0.
Hence by the MK Isotopy Classification Theorem 2.8 q#[f ] = τ#(l, b).
Proof of Theorem 1.1: description of preimages of τ#. Denote τ := τ#(l, b) and τ
′ = τ#(l′, b′).
By the calculation of λ (Lemma 1.3.b) we have λ(τ) = l and λ(τ ′) = l′. So for l = l′ by the
calculation of β (Lemma 2.7.b) we have β(τ ′, τ) = ρ2l(b− b′)[S1 × 13]. Hence
τ = τ ′ ⇔ l = l′ and β(τ ′, τ) = 0 ⇔ l = l′ and b ≡ b′ mod 2l
by the MK Isotopy Classification Theorem 2.8
Proof of Theorem 1.2. The map βu,l,# is surjective by the parametric additivity (Lemma 2.12)
and is injective by the MK Isotopy Classification Theorem 2.8.
By Lemma 3.2.κ′,e our definition of κ is equivalent to that of [BH70], cf. [Sk10, CS11]. Hence
by [BH70] imκ# = imκ = H
DIFF
2 . So it remains to prove that for every u ∈ imκ
λ(κ−1(u)) = {l ∈ B(H3) : l(y, x) = l(x, y) + u ∩N x ∩N y for every x, y ∈ H3}.
By the κ-symmetry (Lemma 2.2) and Remark 2.21.c this is implied by the following claim.
Claim. For every embedding f : N → S7 and every symmetric bilinear form m : H3×H3 → Z
there is an embedding g = g(f,m) : N → S7 such that κ(g) = κ(f) and λ(g) = λ(f) +m.
Proof of claim. We can set g(f,m1 +m2) := g(g(f,m1), m2). Thus it suffices to construct
g(f,m) only for basic forms
mp(x, y) = (p∩Nx)(p∩Ny) and mp,q(x, y) = (p∩Nx)(q∩Ny)+(p∩Ny)(q∩Nx), where p, q ∈ H1.
Take embeddings s, u, v : S1 ×D3− → N whose restrictions to S1 × 0 represent elements p, q, p+
q ∈ H1, respectively. By the parametric additivity (Lemma 2.12) we can take as g(f,mp) and
g(f,mp,q) any elements of
[f ] +s τ(1, 0) and
(
([f ] +v τ(1, 0)) +s τ(−1, 0)
)
+u τ(−1, 0), respectively,
where the latter set is the the set h1 +u τ(−1, 0) for some h1 ∈ h2 +s τ(−1, 0) and for some
h2 ∈ [f ] +v τ(1, 0).
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2.6 Appendix: on regular homotopy and the Compression problem
Proposition 2.14 (Regular homotopy classification). If f0, f1 : N → S7 are embeddings and
(λ(f0)− λ(f1)) (x, x) ≡
2
0 for all x ∈ H3, then f0 and f1 are regular homotopic.
Define the map W : E7(N)→ H1(N ;Z2) by ρ2λ(f)(x, x) = W (f)∩N x for all x ∈ H3(N ;Z2).
By Proposition 2.14W induces an injection on the set of regular homotopy classes of embeddings.
By Theorem 1.2 imW consists of those y ∈ H1(N ;Z2) for which there is u ∈ HDIFF2 and a u-
symmetric bilinear form l ∈ B(H3) such that ρ2l(x, x) = y ∩N x for every x ∈ H3(N ;Z2). It
would be interesting to obtain a more direct description of imW .
Definition of the Whitney invariant W ′0. (See [Sk10’, §1].) The singular set of a smooth
map H : X → Y between manifolds is S(H) := {x ∈ X : dxH is degenerate}.
Let f0, f1 : P → S7 be immersions of a compact 4-manifold P . Take a general position
homotopy H : P × I → S7 × I between f0 and f1. By general position, ClS(H) is a closed
1-submanifold. Define W ′0(f0, f1) := [ClS(H)] ∈ H1(P, ∂;Z2).
(It is well-known that W ′0(f0, f1) is indeed independent of H for fixed f0 and f1.)
Lemma 2.15. Let f0, f1 : P → R7 be embeddings of a compact oriented 4-manifold P and X ⊂ P
a closed oriented connected 3-submanifold. Take the normal vector field of X in P defined by the
orientations of X and P . Let X ′ be the shift of X along this vector field. Then
W ′0(f0, f1) ∩P ρ2[X ] = ρ2[lk R7(f0X, f0X ′)− lk R7(f1X, f1X ′)].
Proof. It suffices to prove this equality for P = X × I, X = X × 0 and X ′ = X × 1. By the
strong Whitney Isotopy Theorem [Sk08, Theorem 2.2.b] f0|X and f1|X are isotopic. Since both
sides of the required equality do not change under isotopy of idR7, we may assume that f0 = f1
on X . Take a general position homotopy H : X × I × I → R7 × I between f0 and f1 that is
fixed on X . The homotopy H gives a homotopy G : X × I → R7 of a normal vector field on
f0(X) ⊂ R7 (through normal vector fields which are not assumed to be non-zero). Since H|X×t
is an embedding, for every x ∈ X and t ∈ I the differential d(x,t)H is degenerate if and only if
G(x, t) = 0. By general position, G−1(0) = H(X ′× I)∩ f0(X) is a finite number of points. Then
W ′0(f0, f1) ∩P ρ2[X ] = ρ2|H(X ′ × I) ∩ f0(X)| = ρ2[lk R7(f0X, f0X ′)− lk R7(f1X, f1X ′)].
Proof of Proposition 2.14. The following statements are equivalent:
(i) f0 and f1 are regular homotopic;
(ii) f0|N0 and f1|N0 are regular homotopic;
(iii) W ′0(f1|N0 , f0|N0) = 0;
(iv) λ(f0)(x, x) ≡ λ(f1)(x, x) mod 2 for every x ∈ H3.
Indeed,
• (i)⇔(ii) because by the Smale-Hirsch classification of immersions [Hi60] the complete ob-
struction to extension of a regular homotopy from N0 to N assumes values in π4(V7,4) = 0
[Pa56].
• (ii)⇔(iii) because by the Smale-Hirsch classification of immersions [Hi60] the first obstruc-
tion to regular homotopy between f0|N0 and f1|N0 assumes values in H1(N0, ∂; π3(V7,4)) and is
complete, and because this obstruction clearly coincides with W ′0(f1|N0, f0|N0).
• (iii)⇔(iv) by Lemma 2.15 because by the calculation of λ (Lemma 1.3.c) λ(fk)([X ], [X ]) =
lk(fk|X , fk|X′), so W ′0(f0, f1) ∩N x = ρ2 (λ(f0)− λ(f1)) (x, x) for all x ∈ H3(N ;Z2).
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Problem 2.16 (Compression problem). For an integer j ∈ {1, 2} describe those embeddings
N → S7 which are isotopic to embeddings with image in S7−j ⊂ S7.
Clearly, λ(f) = κ(f) = 0 for an embedding f : N → R7 such that f(N) ⊂ R6.
Proposition 2.17. There are embeddings f0, f1 : N → S7 such that f0(N) ∪ f1(N) ⊂ S6 and
β(f0, f1) 6= 0.
Proof. This follows by Lemma 2.18 below because β(τ(0, 0), τ(0, 1)) 6= 0 by the calculation of β
(Lemma 2.7.a).
Lemma 2.18. There is a representative of τ(0, 1) whose image is in S6 ⊂ S7.
Remark 2.19 (An alternative construction of τ(1, 0) and τ(0, 1)). The isotopy classes τ(1, 0)
and τ(0, 1) are represented by embeddings
S1 × S3 pr2×T
k
−−−−→ S3 × S3 i−−→ S7,
where the maps T k : S1 × S3 → S3 are defined as follows:
• T 1(s, y) := sy, where S3 is identified with the set of unit length quaternions and S1 ⊂ S3
with the set of unit length complex numbers;
• T 2(eiθ, y) := η(y) cos θ+ sin θ, where η : S3 → S2 is the Hopf map and S2 is identified with
the 2-sphere formed by unit length quaternions of the form ai+ bj + ck.
For other constructions see [MAM, Examples of knotted tori].
Proof of Lemma 2.18. We use the construction of τ(0, 1) from Remark 2.19. Denote by n : S2 →
TS3 a non-zero vector field normal to S2 ⊂ S3 and looking to the northern hemisphere of S3.
Then
• for every x ∈ S3 the image T 2(S1 × x) is the round circle in S3 passing through x in the
direction n(η(x)), and
• T 2 is uniform on this circle.
Consider the normal bundle of idS3 × η : S3 → S3 × S2. The obstructions to the existence
of a non-zero section of this bundle are in H i+1(S3, πi(S
1)) = 0. Hence there is such a section
v(x) ∈ Tη(x)S2, x ∈ S3. Define a map T 3 : S1 × S3 → S3 by setting
• for every x ∈ S3 the image T 3(S1 × x) to be the round circle in S3 passing through x in
the direction v(x), and
• T 3 to be ‘linear’ uniform on this circle.
We have T 3(S3) ⊂ S2, hence i ◦(pr2×T 3)(S1 × S3) ⊂ i(S3 × S2) ⊂ S6 ⊂ S7.
Take a linear homotopy vt(x) :=
tn(η(x)) + (1− t)v(x)
|tn(η(x)) + (1− t)v(x)| ∈ Tη(x)S
3 between non-zero vector
fields n(η(x)) and v(x) on S2 ⊂ S3. This homotopy defines a homotopy between T 2 and T 3 which
keeps the image of S1×x embedded. The latter homotopy defines an isotopy from a representative
i ◦(pr2×T 2) of τ(0, 1) to the embedding i ◦(pr2×T 3) whose image is in S6 ⊂ S7.
2.7 Appendix: some remarks to §1 and §2
Remark 2.20 (to §1.1). In this paper ‘smooth’ means ‘C1-smooth’. Recall that a smooth
embedding is ‘orthogonal to the boundary’. For each C∞-manifold N the forgetful map from the
set of C∞-isotopy classes of C∞-embeddings N → Rm to Em(N) is a 1–1 correspondence. For a
(possibly folklore) proof of this result see [Zh16].
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Remark 2.21 (to §1.2). (a) Theorem 1.1 is not an immediate corollary of Theorem 1.2, see
Remark 2.25.
(b) For every u ∈ HDIFF2 the set λ(κ−1(u)) consists of those l ∈ B(H3) for which (u, l) is
symmetric.
(c) For fixed u, the set of symmetric pairs (u, l) is in bijection with the group B0(H3) of
symmetric bilinear forms H3 ×H3 → Z. Indeed B0(H3) acts freely and transivitely on this set,
for if (u, l) and (u, l′) are symmetric pairs, then l − l′ is a symmetric form.
(d) Theorem 1.2 has a restatement similar to Theorem 1.1, see Corollary 2.13.b.
(e) Deduction of the italicized statement in p. 3. Suppose that H1 = 0. The forgetful map
from E7#(N) to the set of PL isotopy classes is injective for H1 = 0 [Bo71, p. 141], [Ha68].
Boe´chat and Haefliger classified PL embeddings f : N → S7 up to PL isotopy [BH70, Theorem
1.6]. They also characterized smoothable PL embeddings [BH70, Theorem 2.1]. All this implies
the above result. An alternative proof of the injectivity of κ# is given in [CS11].
Remark 2.22 (to §1.4). Note that κ-invariant and λ-invariants can alternatively be defined
using the intersection in the homology of the complements C0, C1. However, that definition
corresponds to the classical surgery not modified surgery approach.
Remark 2.23 (to §2.3). The property of Y identified in Lemma 3.13.a below provides an equiva-
lent definition of a joint Seifert class which explains the name and which was used in [Sk10, CS11],
together with the name ‘joint homology Seifert surface’.
Remark 2.24 (to §2.4). (a) Proof of Lemma 2.11. Define
i :
√
2D2 ×D4 → S7 by i(x, y) := (y
√
2− |x|2, 0, 0, x)/
√
2.
(No confusion with the map i defined in §1.2 will appear.) Then i = τ0 on S1 ×D3. For γ ≤
√
2
denote ∆γ := i(γD
2 × {−13}) ⊂ IntD7−.
In this proof we omit the sign ◦ for composition.
Any two embeddings S1×D3 → S7 are isotopic. So we can make an isotopy and assume that
fs = i on S1 ×D3−.
Since 7 > 2 · 1 + 3 + 1, by general position we may assume that f(N) ∩ ∆1 = ∂∆1. Then
there is γ slightly greater than 1 such that f(N) ∩∆γ = ∂∆1. Take the standard 3-framing on
∆γ tangent to i(γD
2 × S3) whose restriction to ∂∆1 is the standard normal 3-framing of ∂∆1
in f(N). Then the standard 2-framing normal to i(γD2 × S3) is a 2-framing on ∂∆1 normal to
f(N). Using these framings we construct
• an orientation-preserving embedding H : D7− → D7− onto a sufficiently small neighborhood
of ∆1 in D
7
−, and
• an isotopy ht of id(S1 × S3) shrinking S1 × D3− to a sufficiently small neighborhood of
S1 × {−13} in S1 ×D3− such that
H(∆√2) = ∆γ, H i(S
1 ×D3−) = H(D7−) ∩ f(N) and H i = i h1 on S1 ×D3−.
The embedding H is isotopic to idD7− by [Hi76, Theorem 3.2]. This isotopy extends to an isotopy
Ht of idS
7 by the Isotopy Extension Theorem [Hi76, Theorem 1.3]. Then H−1t fht is an isotopy
of f . Let us prove that the embedding H−11 fh1 is standardized.
We have H−11 fh1 = H
−1
1 i h1 = i on S
1×D3−. Also if H−11 fh1(N − im s) 6⊂ IntDm+ , then there
is x ∈ N − im s such that fh1(x) ∈ H(D7−). Then fh1(x) = H i(y) = i h1(y) = fh1(y) for some
y ∈ S1 ×D3−. This contradicts the fact that fh1 is an embedding.
(b) Note that [f ] ∈ [f ] +s τ(0, 0) for every s. Also τ(l+ l′, b+ b′) ∈ τ(l, b)+[S1×13] τ(l′, b′), and
in particular, τ(l, b′) ∈ τ(l, b) +[S1×13] τ(0, b′ − b).
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(c) The calculation of λ and β (Lemma 1.3.b and 2.7.b) follows by (b) and the parametric
additivity (Lemma 2.12). However, Lemma 2.12 for λ and β is proved using Lemma 1.3.b and
the particular case Lemma 2.7.a of Lemma 2.7.b, respectively. For this reason, as well as for
applications, it is convenient to state Lemma 1.3.b and Lemmas 2.7.a,b separately.
(d) In Corollary 2.13.b it would be interesting to canonically construct at least part of the
map τ#, and to give an algebraic (possibly non-canonical) construction of an u-symmetric form
instead of λτ#(0, u, 0).
(e) Using parametric connected sum one can define a map E7(S1 × S3)2 → 2E7(S1×S3), and
the same statement holds with E7 replaced by E7#, cf. [Sk15, §2.1], [MAP]. Corollary 2.13.de
means that this map
• is not single-valued for either E7 or E7#, this is unlike the situation in other dimensions
[Sk15, §2.1], [MAP],
• is single-valued on λ−1# (0) ⊂ E7#(S1 × S3); then it defines a group structure on λ−1# (0) (an
unpublished direct proof was sketched by S. Avvakumov).
Cf. [II, III] for smooth and PL analogues.
Remark 2.25 (to §2.5). Theorem 1.1 also follows from the construction of the map τ , the
calculation of λ and β (Lemmas 1.3.b and 2.7.b), together with a version of Theorem 1.2 stating
that βu,l,# is a 1–1 map for every representative f
′ of an isotopy class in (κ#× λ#)−1(u, l) (such
a version is essentially proved in the proof of Theorem 1.2); we take f ′ = τ(0, l).
3 Proofs of lemmas
3.1 More notation
Recall that some notation was introduced in §§1.2, 1.4 and 2.1.
Denote by Dν = Dνf : S
7−IntCf → N the oriented normal disk bundle of f (the orientation
of Dν is inherited from the orientation of S7 and N).
Definition of homological Alexander duality. Consider the following diagram:
Hq−2(N)
ν!

PD
Â
&&▼▼
▼▼
▼▼
▼▼
▼▼
H6−q(N)
AD
Hq+1(C, ∂)
∂C //
PD
Hq(∂C)
ν

iC // Hq(C)
H6−q(C) AD Hq(N)
A
ff◆◆◆◆◆◆◆◆◆◆◆
Here AD is Alexander duality and A = Af , Â = Âf are homological Alexander duality iso-
morphisms. The lines are exact and the squares are commutative by the well-known Alexander
Duality Lemmas of [Sk08’, Sk10].
Fix an orientation on N and denote by [N ] ∈ H4 and [N0] ∈ H4(N0, ∂) the corresponding
fundamental classes. We often use the class A[N ] ∈ H5(C, ∂) which may be called the homology
Seifert surface of f .
Lemma 3.1 (Intersection Alexander duality). for every y ∈ Hq and for every z ∈ H4−q we have
y ∩N z = Ay ∩C Âz.
Proof. for every x ∈ Hr(∂C) we have ν(x ∩∂C ν !z) = νx ∩N z. Take x = ∂Ay. Since νx = y and
y ∩N z ∈ Z, we obtain y ∩N z = ∂Ay ∩∂C ν!z = Ay ∩C Âz.
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Definition of the restriction homomorphism r. If P is a compact codimension c sub-
manifold of a compact manifold Q and either y ∈ Hk(Q) or y ∈ Hk(Q, ∂), denote
rP,Q(y) = rP (y) = y ∩ P := PD((PDy)|P ) ∈ Hk−c(P, ∂).
If y is represented by a closed oriented submanifold Y ⊂ Q transverse to P , then y ∩ P is
represented by Y ∩ P . Clearly, y ∩Q [P ] = iP,Q(y ∩ P ).
Definition of the difference class d(ξ, ξ′). (This definition is not used until §3.3.) Let Q
be a compact q-manifold, and ξ, ξ′ non-zero sections of a k-dimensional vector bundle over Q.
We define the difference class
d(ξ, ξ′) ∈ Hq−k+1(Q, ∂) = Hk−1(Q) = Hk−1(Q; πk−1(Sk−1))
of ξ and ξ′ to be the class of the preimage of the zero section under a general position homotopy
from ξ to ξ′. This class is the homology primary obstruction to a vertical homotopy from ξ to ξ′,
and is equal to the Poincare´ dual of the cohomology primary obstruction to a vertical homotopy
from ξ to ξ′, which is defined in [Wh78, Theorem 6.4 Ch. VI].
Difference classes between other structures, e.g. spin structures or framings, on (a part of)
a manifold are defined analogously. (In fact, such structures can be represented as sections of
certain bundles. Then one can use the homological or cohomological definition of the primary
obstruction to vertical homotopy, the two definitions being related by Poincare´ duality.)
Definition of cobordism of homology classes together with supporting manifolds.
(This definition is not used until §3.8.) Assume that P and Q are closed oriented manifolds and
xj ∈ Hkj(P ), yj ∈ Hkj(Q) for j = 1, . . . , n. The tuples (P, x1, . . . , xn) and (Q, y1, . . . , yn) are
called cobordant if there is a compact oriented manifold V and classes vj ∈ Hkj+1(V, ∂) such that
∂V = P ⊔ (−Q), ∂vj ∩ P = xj and ∂vj ∩Q = yj for every j = 1, . . . , n.
The following definitions of a spin structure on a manifold Q and of the spin characteristic
class p∗Q will not be used until §3.6. Take a compact manifold Q and its triangulation. We write
‘skeleta of Q’ for ‘skeleta of the triangulation’.
Definition of a spin structure. A spin structure (more precisely, stable tangent spin
structure) on Q is a stable tangent framing over the 2-skeleton of Q. Two spin structures on Q
are equivalent if their restrictions to the 1-skeleton are homotopic.
The trivial spin structure on S7 is the one induced from the spin structure on D8 compatible
with the orientation.
If P ⊂ Q is a compatibly triangulated codimension zero submanifold, then a spin structure
s on Q induces a spin structure on P by restricting the stable framing on the 2-skeleton of Q to
the 2-skeleton of P . If Q has boundary ∂Q, then s induces a spin structure on ∂Q.
If F : Q → P is a diffeomorphism with differential dF and s is a spin structure on Q, then
the induced spin structure F∗s on P is obtained by applying dF to the vector fields over the
2-skeleton of Q which define s.
Remark on spin structures via maps to BSpin. Let BSO and BSpin be the classifying
spaces for stable oriented and stable spin vector bundles respectively. In other words, BSpin =
BO〈4〉 is the (unique up to homotopy) 3-connected space for which there exists a fibration
γ : BSpin → BO inducing an isomorphism on πi for every i ≥ 4. Let τQ : Q → BO the
classifying map of the stable tangent bundle. A spin lift of τQ is a map τQ : Q → BSpin with
τQ = γ ◦ τQ. Obstruction theory shows that a spin lift of τQ defines a framing of the stable
tangent bundle of Q over the 2-skeleton. Obstruction theory also gives that two spin lifts of τQ
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are vertically homotopic over γ if and only if the corresponding framings are homotopic over the
1-skeleton. Hence a spin structure on Q may be regarded as a vertical homotopy class of a spin
lift τQ of τQ.
Definition of p∗Q for a spin q-manifold Q. It is well-known that there is a generator p ∈
H4(BSpin) ∼= Z such that 2p is the pull back in H4(BSpin) of the universal first Pontryagin class
p1 ∈ H4(BSO) [CS11, §3, proof of Lemma 2.11]. Take the map τQ : Q→ BSpin corresponding
to the spin structure on Q and define
p∗Q := PDτQp ∈ Hq−4(Q, ∂).
We remark that p∗Q does not depend of the choice of spin structure on Q [CCV08, page 170] (for
simply-connected Q this is obvious).
3.2 Lemmas on the κ- and λ-invariants (3.2 and 2.2)
In this subsection
• the larger intersection symbol ⋂ denotes the intersection of homology classes in ν−1N0;
• we identify Hq(N0, ∂) with Hq by the isomorphism rN0,N for each q ∈ {1, 2, 3};
• for a section ξ : N0 → ν−1N0 we use without mention that ξ[N0]
⋂
ν !y = ξy for each
q ∈ {1, 2, 3} and y ∈ Hq;
• we shorten λ(f), λ(f) and κ(f) to λ, λ and κ respectively;
• we define κ : H2 → Z by κ(y) := κ ∩ y;
• before we prove that λ and κ are independent of ξ (Lemma 3.2.λ′,κ′) we denote them by
λξ and κξ respectively.
Lemma 3.2. Let ξ : N0 → ν−1N0 be a section such that iCξ is weakly unlinked.
(a) iC(ξ[N0]
⋂
x) = A[N ] ∩C iCx for each q ∈ {1, 2, 3} and x ∈ Hq(ν−1N0).
(λ) λξ = Â
−1iCξ on H3.
(κ) κξ = Â
−1iCξ on H2.
(λ′) λξ(y) = Â−1(A[N ] ∩C Ây) for every y ∈ H3.
(κ′) κξ = A−1(A[N ] ∩C A[N ]).
(e) κ = e∗(ξ⊥), where ξ⊥ is the normal bundle of ξ : N0 → ∂C (or, equivalently, the orthogonal
complement to ξ in Dν|N0).
Proof of (a). By [Sk10, Section Lemma 2.5.a] A[N ]∩ν−1N0 = ξ[N0]. Hence we have the equalities
A[N ] ∩C iCx = iC ((A[N ] ∩ ν−1N0)
⋂
x) = iC(ξ[N0]
⋂
x).
Proof of (λ) and (κ). The formulas follow because for every closed oriented q-submanifold X ⊂
N , q ∈ {3, 4},
lk S7(fX, ξY )
(1)
= lk S7(∂AX, ξ
′Y )
(2)
= A[X ] ∩C iCξy (3)= [X ] ∩N Â−1iCξy
where
• AX is any (q+1)-chain in C whose boundary is in ∂C and represents ∂A[X ] there;
• ξ′Y is a small shift of ξY into the interior of C;
• (1) holds because ν∂A[X ] = [X ], so fX is homologous to ∂AX in S7 − IntC, and then
because ξY is homologous to ξ′Y in C;
• (2) holds by definition of the linking coefficient;
• (3) holds by intersection Alexander duality (Lemma 3.1).
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Proof of (λ′) and (κ′). By (a) for x = ν!y we have A[N ]∩C Ây = iC(ξ[N0]
⋂
ν !y) = iCξy ∈ Hq(C)
for each q ∈ {2, 3}. So (λ) implies (λ′). Also (κ) implies that for every y ∈ H2 we have
κ ∩N y = Â−1(A[N ] ∩C Ây) = A[N ] ∩C (A[N ] ∩C Ây) = A−1(A[N ] ∩C A[N ]) ∩N y.
Here the second and the third equalities follow by intersection Alexander duality (Lemma 3.1).
This proves (κ′).
Proof of (e). Part (e) follows because for every y ∈ H2
κ ∩N y (1)= A[N ] ∩C iCξy (2)= ξ[N0]
⋂
ξy = ξ[N0]
⋂
ξ[N0]
⋂
ν !y = e∗(ξ⊥) ∩N y.
Here (1) holds by (κ) and intersection Alexander duality (Lemma 3.1), (2) holds by (a) and the
other two equalities are obvious.
Proof of κ-symmetry (Lemma 2.2). Let ξ : N0 → ∂C be a weakly unlinked section obtained from
a section ζ : N0 → ν−1N0 by composing with the inclusion ν−1N0 → ∂C. Let −ξ : N0 → ∂C
be the weakly unlinked section obtained by composing −ζ with the inclusion N0 → ∂C. If the
homology classes x, y ∈ H3 are represented by closed oriented 3-submanifolds (or integer 3-cycles)
X, Y ⊂ N0, then
λ(y, x) = lk S7(fY, ξX) = lk S7(ξX, fY ) = lk S7(fX,−ξY ).
Hence
λ(x, y)− λ(y, x) (1)= fX ∩S7 Yξ (2)= ξX ∩S7 Y ′ξ
(3)
= ξx ∩∂C ξy (4)=
= ξ[N0]
⋂
ν !x
⋂
ξ[N0]
⋂
ν !y
(5)
= ξ[N0]
⋂
ξ[N0]
⋂
ν !(x ∩N y) (6)=
= ξ[N0]
⋂
ξ(x ∩N y) (7)= A[N ] ∩C iCξ(x ∩N y) (8)= κ ∩N x ∩N y,
where
• Yξ ⊂ S7 is the 4-submanifold (with boundary) that is the union over a ∈ Y of segments
joining ξa to (−ξ)a (or Yξ is the corresponding integer 4-chain); we have Yξ ∼= Y × I;
• the algebraic intersection of submanifolds (or the cycle and the chain) in S7 is defined
because the first one does not intersect the boundary of the second one;
• (1) holds by definition of the linking coefficient and the above formula for λ(y, x);
• Y ′ξ is obtained from Yξ by a small shift along ξ − f considered as vector field on fN ;
• (2), (4), (6) are clear;
• (3) holds because Y ′ξ ∩ ∂C = ξY ;
• (5) holds because dim ν−1N0 − dim ξ[N0] is even, so we can exchange the order of terms in
the cap product without changing the sign, and because ν!x
⋂
ν !y = ν !(x ∩N y);
• (7) holds by Lemma 3.2.a;
• (8) holds by Lemma 3.2.κ and intersection Alexander duality (Lemma 3.1).
3.3 Parametric additivity of κ and λ (Lemma 2.12)
Let V be a compact oriented 4-manifold with non-empty boundary. Recall that an embedding
v : V → D7+ is called proper, if f−1∂D7+ = ∂V . Denote by
• C = Cv the closure of the complement in D7+ to a tubular neighborhood of v(V );
• ν = νv : Cl(∂Cv − ∂D7+)→ V the restriction of the oriented normal vector bundle of v.
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A section ζ : V → ν−1V = Cl(∂Cv − ∂D7+) of ν is called weakly unlinked if
i∂C,Cζ [V ] = 0 ∈ H4(C, ∂D7+ ∩ ∂C).
We remark that if we would take ∂V = ∅ in this definition, we would not obtain the definition
of a weakly unlinked section for a closed manifold.
Lemma 3.3. (a) Any section is weakly unlinked for any proper embedding v : D1 × S3 → D7+.
(b) For any proper embedding v : V → D7+ of a compact connected oriented 4-manifold V with
non-empty boundary and torsion free H1(V, ∂), a weakly unlinked section exists and is unique up
to vertical homotopy over any 2-skeleton of V .
(c) Let g : N → S7 and s : D1 × S3 → N be embeddings such that g|g−1(D7
±
) is a proper
embedding into D7± and g
−1(D7−) = im s. Then any weakly unlinked section for the abbreviation
of g,4 N − Int(im s)→ D7+, extends over N0 := N − Int s(D1×D3−) to a weakly unlinked section
for g.
Proof of (a). Part (a) follows because
H4(Cv, ∂D
7
+ ∩ ∂Cv) ∼= H4(D7 − i(D1 × S3), ∂D7+ − i(S0 × S3)) ∼= H2(D1 × S3, ∂) = 0
by Alexander duality, the homology exact sequence of a pair and the 5-lemma. (Cf. the proof of
additivity of β, Lemma 2.9, in §3.7.)
Proof of (b). (The proof is analogous to the ‘absolute’ case [BH70, Proposition 1.3].) For sections
ξ and ξ′ of the normal bundle of v the difference class d(ξ, ξ′) ∈ H2(V, ∂) is defined in §3.1.
Alexander duality Â : Hq(V, ∂) → Hq+2(Cv, ∂D7+ ∩ ∂C) is defined analogously to the absolute
case. Then d(ξ, ξ′) = ±Â−1(ξ − ξ′)[V, ∂V ] analogously to [BH70, Lemme 1.2]. This implies the
uniqueness of a weakly unlinked section for v.
Let us prove the existence of a weakly unlinked section for v. The normal Euler class e(v)
assumes values in H3(V ) ∼= H1(V, ∂). Since the normal bundle of v is odd-dimensional, 2e(v) =
0.5 Since H1(V, ∂) is torsion free, e(v) = 0. Since V is connected and has non-empty boundary, it
retracts to a 3-dimensional subpolyhedron. Hence there is a section ζ : V → ν−1V of ν. Denote
by U a closed neighbourhood of a 2-skeleton in V . Construct a section ξ′ : U → ν−1V such that
d(ξ′, ζ |U) = ∓Â−1ζ [V ] ∩ U ∈ H2(U, ∂). By [St99, Theorem 37.4] there is an extension ξ of ξ′
to V such that d(ξ, ζ) = ∓Â−1ζ [V ]. Since d(ξ, ζ) = ±Â−1(ξ − ζ)[V ], the extension ξ is weakly
unlinked.
Proof of (c). Since Hq(D1×D3−, ∂D1×D3−; πq−1(S2)) = 0 for every q, obstruction theory entails
that there is a section ξ : N0 → ∂Cg extending a given weakly unlinked section for the abbreviation
of g. Define x ∈ H4(Cg) by x := iCgj−1∂Cg ex−1 ξ[N0, ∂], as in the definition of a weakly unlinked
section for closed manifolds (§2.2). We have
x ∩D7+ = ξ[g−1(D7+)] = 0 ∈ H4(Cg ∩D7+, Cg ∩ ∂D7+).
Consider the following part of the homology exact sequence of the pair (Cf , Cf ∩ ∂D7−):
H4(Cg ∩D7−) //
Âg
H4(Cg)
j // H4(Cg, Cg ∩D7−)
ex+
H2(D
1 × S3) = 0 H4(Cg ∩D7+, Cg ∩ ∂D7+)
Since 0 = x ∩D7+ = ex+ jx, we have x = 0, i.e. ξ is weakly unlinked for g.
4For a map f : X → Y and A ⊂ X , f(A) ⊂ B ⊂ Y , the abbreviation g : A→ B of f is defined by g(x) := f(x).
5Alternatively, since e = 0 for embeddings of closed manifolds, 2e(v) = e(2v) = 0 for the ‘double’ 2v of v.
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Some notation for the proof of parametric additivity. Recall that s : S1 × D3 → N is an
embedding realizing [s] ∈ H1 and R is the symmetry of Sm with respect to the subspace defined
by x1 = x2 = 0. Let N+ := Cl(N − im s) and N− := im s ⊂ N . For a cycle X representing
[X ] ∈ Hl and in general position to N+ ∩N− denote X± := X ∩N± a relative cycle representing
[X ] ∩N± ∈ Hl(N±, ∂).
By Lemma 2.11 we may assume that f and an embedding τα representing τ(l, b) are s-
standardized and i-standardized, respectively. Take the embedding h given in the definition of
parametric connected sum in §2.4. Then both f and h satisfy the assumptions of Lemma 3.3.c.
We have f = h on N+. Using Lemma 3.3.abc we can form a weakly unlinked section ξh for h as
follows: we take the union of
• a weakly unlinked section for the abbreviation N+ → D7+ of h with
• the restriction to s(D1+ ×D3−) of a weakly unlinked section for the abbreviation N− → D7−
of h.
A weakly unlinked section ξf for f can be constructed analogously: simply replace h by f .
Completion of the proof of parametric additivity for κ. For every x ∈ H2 take an integer 2-cycle
(or closed oriented 2-submanifold) X ⊂ N representing x. By general position we may assume
that X ⊂ N+. There is an integer 3-chain X ′ in D7+ such that ∂X ′ = ξhX . So parametric
additivity for κ holds because
κ(h) ∩N x = lk S7(hN, ξhX) = hN ∩S7 X ′ (3)= fN ∩S7 X ′ (4)= κ(f) ∩N x,
where
• the equality (3) follows because h = f on N+ and hN−, fN− ⊂ D7−;
• the equality (4) is proved in the same ways as the first two equalities, with h replaced by
f .
Completion of the proof of parametric additivity for λ. for every x, y ∈ H3 take integer 3-cycles
(or closed oriented 3-submanifolds) X, Y ⊂ N representing x, y. There are integer 4-chains Y ′±
in D7± such that ∂(Y
′
+ + Y
′
−) = ξhY and ∂Y
′
± ∩ hN = ∅. We have
λ(h)(x, y)
(a)
= lk S7(hX, ξhY ) = hX+ ∩S7 Y ′+ + hX− ∩S7 Y ′−.
So parametric additivity for λ follows because
hX+ ∩S7 Y ′+
(∗)
= fX+ ∩S7 Y ′+
(∗∗)
= λ(f)(x, y) and
hX− ∩S7 Y ′−
(1)
= ταs
−1X− ∩S7 RY ′−
(2)
= (λτα)(xs, ys)
(3)
= l([s] ∩N x)([s] ∩N y).
Here
• equality (*) holds because because h = f on N+ and hN−, fN− ⊂ D7−;
• equality (**) holds by equality (a) for h replaced by f , because fs = τ0|S1×D3
−
, so fX− ∩S7
Y ′− = 0 analogously to the calculation of λ (Lemma 1.3.c);
• equality (1) holds because R preserves the orientation;
• xs := ([s] ∩N x)[11 × S3] ∈ H3(S1 × S3) and analogously define ys;
• equality (2) is proved below;
• equality (3) holds by the calculation of λ (Lemma 1.3.b).
To prove equality (2), we first apply the analogue of equality (**) for f replaced by τα.
Observe that Rξs is a weakly unlinked section for τα. This shows that the left hand side of
equality (2) equals to the value of λτα on certain homology classes in H3(S
1× S3). We have the
equality [s−1X−] = ([s] ∩N x)[11 × D3+] = xs ∩ (11 × D3+) and the same with X, x replaced by
Y, y. Hence these homology classes are xs and ys.
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3.4 Agreement of Seifert classes (Lemmas 2.4 and 3.5)
Lemma 3.4. If κ(f0) = κ(f1) and λ(f0) = λ(f1), ϕ : ∂C0 → ∂C1 is a bundle isomorphism and
ξ : N0 → ∂C0 a weakly unlinked section for f0, then ϕξ is a weakly unlinked section for f1.
Proof. The proof we give follows the same line of reasoning as [CS11, §3, end of proof of Lemma
2.5]. By Lemma 2.1 there exists a weakly unlinked section ξ1 for f1. By Lemma 3.2.e
e∗((ϕξ)⊥) = e∗(ξ⊥) = κ(f0) = κ(f1) = e∗(ξ⊥1 ).
For any pair of sections ζ, η : N0 → ∂C1 we have
e∗(ζ⊥)− e∗(η⊥) = ±2d(ζ, η) = ±2iCj−1∂C ex −1(ζ − η),
where d(ζ, η) ∈ H2(N0; π2(S2)) is the difference class [BH70, Lemme 1.7], defined in §3.1 above.
We apply this for ζ = ξ1 and η = ϕξ. Since H2(N) has no 2-torsion, we obtain the equation
iCj
−1
∂C ex
−1 ϕξ = iCj−1∂C ex
−1 ξ1 = 0; i.e. ϕξ is weakly unlinked.
Definition of a joint Seifert class. A joint Seifert class for x ∈ Hq and a bundle isomor-
phism ϕ : ∂C0 → ∂C1 is an element
X ∈ Hq+1(Mϕ) such that X ∩ Ck = Akx ∈ Hq+1(Ck, ∂) for each k = 0, 1.
When the bundle isomorphism ϕ is clear from the context, we shall simply call X a joint Seifert
class for x ∈ Hq. Note that a joint Seifert class, as defined in §2.3, is a joint Seifert class for
[N ] ∈ H4 by Lemma 3.13.a below.
Lemma 3.5 (Agreement of Seifert classes). Assume that κ(f0) = κ(f1), that λ(f0) = λ(f1),
6
and that ϕ : ∂C0 → ∂C1 a bundle isomorphism. Assume that the coefficients are Z or Zd for
some d; they are omitted from the notation. Let ∂k := ∂∂Ck ,Ck .
(a) ϕ∂0A0 = ∂1A1 : Hq → Hq(∂C1).
(b) ∂ : Hq+1(Mϕ, C0)→ Hq(C0) is zero for each q.
(c) For every x ∈ Hq there is a joint Seifert class for x.
Proof. Part (c) follows by (a) and the Mayer-Vietoris sequence for Mϕ:
H5(Mϕ)
r0⊕r1−−−−→ H5(C0, ∂)⊕H5(C1, ∂) ∂0−∂1−−−−→ H4(∂C0).
For q ≥ 5 part (a) is trivial and part (b) follows because Hq+1(Mϕ, C0) ∼= Hq = 0.
For q = 1 part (b) is trivial and part (a) follows because ϕ∂0A0 = ∂1A1 = ν
−1
0 .
Now assume that q ∈ {2, 3, 4}. Let ξ0 : N0 → ∂C0 be a weakly unlinked section for f0. Since
κ(f0) = κ(f1), λ(f0) = λ(f1) and H2 has no 2-torsion, by Lemma 3.4 ξ1 := ϕξ0 is a weakly
unlinked section for f1. In this proof k ∈ {0, 1}. The map
ξk ⊕ ν !k : Hq ⊕Hq−2 → Hq(∂Ck)
is an isomorphism for each q ∈ {2, 3}. The map
(j−1k ex
−1
k ξk)⊕ ν !k : H4(N0, ∂)⊕H2 → H4(∂Ck)
6Of these assumptions we need none for (a,b) and q 6∈ {2, 3, 4}, and only κ(f0) = κ(f1) for (a,b) and q ∈ {2, 4}.
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is an isomorphism. Let ik := i∂Ck ,Ck . We have ikν
!
k = Âk. By Lemma 3.2.λ,κ and [Sk10, Lemma
2.5.b] we have
ikξk = Âkκ(fk) on H2, ikξk = Âkλ(fk) on H3 and ikj
−1
k ex
−1
k ξk[N0] = ik∂kAk[N ] = 0.
Hence ϕ ker i0 = ker i1 = im ∂1. Then the following commutative diagram
Hq+1(Mϕ, C0)
ex
∂ // Hq(C0)
Hq
A1// Hq+1(C1, ∂)
∂1 // Hq(∂C1)
i0ϕ
−1
OO
i1 // Hq(C1),
shows that i0ϕ
−1∂1 = 0, which implies (b).
Since ν1ϕ∂0A0 = ν0∂0A0 = idHq = ν1∂1A1, we have ϕ∂0A0 − ∂1A1 = ν !1y for some map
y : Hq → Hq−2. Applying i1 to both sides and using that ϕ∂0A0x ∈ ϕ ker i0 = ker i1 we obtain
0 = Â1y. Hence y = 0, i.e. (a) holds.
Proof of Lemma 2.4. By Lemma 3.5.b, iC0,Mϕ is injective. Since H2(Mϕ, C0)
∼= H2(C1, ∂) ∼= H1
is torsion free, iC0,Mϕ is split injective. As S
2
f0
∈ H2(C0) ∼= Z is primitive, iC0,MϕS2f0 ∈ H2(Mϕ) is
primitive. So by Poincare´ duality there is a joint Seifert class Y ∈ H5(Mϕ).
3.5 Spin bundle isomorphisms (Lemma 3.6)
Definition of spk and a spin bundle isomorphism. For k = 0, 1 let spk be the stable tangent
spin structure on ∂Ck induced from the trivial spin structure on S
7.
A bundle isomorphism ϕ : ∂C0 → ∂C1 is called spin if it carries sp0 to sp1.
Lemma 3.6 (Spin Lemma). (a) For a bundle isomorphism ϕ : ∂C0 → ∂C1 the manifold Mϕ is
spin if and only if ϕ is spin. Moreover, for every spin bundle isomorphism ϕ : ∂C0 → ∂C1, there
is a unique spin structure on Mϕ whose restrictions to C0, C1 are induced from S
7.
(b) A spin bundle isomorphism exists and is unique (up to homotopy) over the 2-skeleton of
any triangulation of N .
Remark. (a) The ‘if’ part of the Spin Lemma 3.6.a can be proved as follows: If ϕ is spin,
then the spin structures on C0, C1 coming from S
7 agree up to homotopy on the boundaries.
Hence they can be glued together to give a spin structure on Mϕ.
Below we give another proof together with the proof of the ‘only if’ and the ‘moreover’ parts.
(b) In order to illustrate the main idea of the Spin Lemma 3.6.b let us sketch of a proof for
N = S1 × S3. (The sketch is not formally used in the proof.) Take a smooth map α : S1 →
SO3 representing the generator of π1(SO3). Identify ∂Cf and S
1 × S3 × S2. Define a bundle
automorphism fα of S
1 × S3 × S2 by the formula fα(x, y, z) = (x, y, α(x)z). The manifold
∂Cf has precisely two equivalence classes of stable tangential spin structure and the self-bundle-
isomorphism fα acts by exchanging these. This implies the existence. The uniqueness follows
from the fact that every spin bundle isomorphism is isotopic to fα or the identity.
Definition of the difference class d(sp, sp′). Let Q be a compact q-manifold. For spin
structures sp and sp′ on Q their difference in
Hq−1(Q, ∂;Z2) = H1(Q;Z2) = H1(Q; π1(SO))
is the primary obstruction to homotopy from sp to sp′, cf. §3.1. (This is the homology class
represented by the degeneracy set of a general position homotopy, through ordered (q−1)-sets of
vectors, from sp to sp′.)
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The following facts about spin structures are well known, follow by elementary obstruction
theory, and will be used without mention:
• if the difference of sp and sp′ is zero, then sp and sp′ are equivalent, and
• for a compact q-manifold Q the difference with a fixed spin structure is a 1–1 correspondence
between Hq−1(Q, ∂;Z2) = H1(Q;Z2) and spin structures on Q up to equivalence.
For spin structures sp and sp′ on ∂C1 let
d(sp, sp′) ∈ H3(N ;Z2)
be the preimage of the difference class in H5(∂C1;Z2) under the isomorphism ν
!.
Proof of the Spin Lemma 3.6.a. We have
ϕ is spin ⇔ d(ϕ∗sp0, sp1) = 0 ⇔ w∗2(Mϕ) = 0 ⇔ Mϕ is spin.
Here the second equivalence holds because
• w∗2(Mϕ) = iC0,MϕÂ0d(ϕ∗sp0, sp1) by the naturality of the primary obstruction (the details
are analogous to Lemma 3.10 below), and
• H6(Mϕ, C0) ∼= H5 = 0, so iC0,Mϕ is injective (cf. the Agreement Lemma 3.5.b for s = 5).
Let us prove the ‘moreover’ part.
Existence follows by the proof of the ‘if’ part above.
Let us prove uniqueness. The Mayer-Vietoris sequence for Mϕ = C0 ∪ (−C1) gives that the
sum of the restriction homomorphisms H1(Mϕ;Z2) → H1(C0;Z2) ⊕ H1(C1;Z2) is injective. So
a spin structure on Mϕ is determined up to equivalence by its restrictions to C0 and C1. Hence
the required spin structure is unique.
For the proof of the Spin Lemma 3.6.b we need the following definitions and lemmas.
For bundle isomorphisms ϕ, ψ : ∂C0 → ∂C1 their difference
d(ϕ, ψ) ∈ H1(N ; π1(SO3)) = H3(N ;Z2)
is the primary obstruction to homotopy of bundle isomorphisms between ϕ and ψ.
Lemma 3.7. (a) For every bundle isomorphism ϕ : ∂C0 → ∂C1 and v ∈ H3(N ;Z2) there is a
bundle isomorphism ϕv : ∂C0 → ∂C1 such that d(ϕv, ϕ) = v.
(b) For every pair of bundle isomorphisms ϕ, ψ : D0 → D1 and every spin structure sp on
∂C0 we have d(ψ∗sp, ϕ∗sp) = d(ψ, ϕ).
Proof of (a). Since H3 has no torsion, v = ρ2v for some v ∈ H3. Since H3 ∼= H1(N) ∼= [N, S1],
the class v is represented by an oriented 3-submanifold P ⊂ N that is the preimage of a regular
value of a map N → S1 representing v. Denote by V ×D1 a tubular neighborhood of V in N .
We have that e(ν0|V ) = e(ν0) ∩ V = 0 and that ν0|V is stably equivalent to the stable normal
bundle of a parallelizable manifold. Hence ν0|V is trivial. Take a trivialization of ν0 over V ×D1,
i.e. identify ν−10 (V × D1) and V × D1 × S2. Take a smooth map α : D1 → SO3 which maps a
neighbourhood of the boundary to the identity and which, modulo the boundary, represents the
generator of π1(SO3) ∼= Z2. Then define
ϕ1(x) :=
{
ϕ(x) x 6∈ ν−10 (V ×D1),
ϕ(a, t, α(t)z) x = (a, t, z) ∈ V ×D1 × S2 = ν−10 (V ×D1).
By construction d(ϕ1, ϕ) = v. So part (a) follows by taking ψ := ϕ1.
7
7By (b) the equivalence class of ϕ1 depends only on v not on V and on the trivialization.
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Proof of (b). Carry out the construction of (a) for ϕ and v := d(ψ, ϕ). Now (b) follows because
d(ψ∗sp, ϕ∗sp) = d(ϕ1∗sp, ϕ∗sp) = vd = v,
where
• the first equality follows because ψ is equivalent to ϕ1 over the 1-skeleton;
• a ∈ V , b ∈ S2 are any points and d ∈ H1(a×D1 × b, ∂;Z2) ∼= Z2 is the relative difference
class of the spin structures ϕ1∗sp|a×D1×b, ϕ∗sp|a×D1×b which coincide on the boundary;
• the second equality follows by the naturality of the primary obstruction;
• the last equality is proved as follows. Take a smooth map α : D1 → SO3 which maps a
neighbourhood of the boundary to the identity and which, modulo the boundary, represents the
generator of π1(SO3) ∼= Z2. Since the standard inclusion SO2 → SO3 induces an epimorphism
π1(SO2) → π1(SO3),8 we may assume that α(t) ∈ SO2 for all t ∈ D1; i.e. that α(t)b = b for all
t ∈ D1. So ϕv = ϕ over V ×D1 × b, thus d = 1 by definition of a spin structure.
Proof of the Spin Lemma 3.6.b. The result [CS11, Lemma 2.4] asserts that there is a bundle
isomorphism ϕ′ : ∂C0 → ∂C1. Hence using Lemma 3.7 we can modifiy ϕ′ over the 1-skeleton of
N to obtain a spin bundle isomorphism ϕ. Applying Lemma 3.7 again, and using the fact that
π2(SO3) = 0, we obtain that ϕ is unique up to vertical homotopy over the 2-skeleton of N .
3.6 String bundle isomorphisms (Lemmas 2.5 and 3.8)
For k = 0, 1 let Dk := S
7 − IntCk and let stk be the homotopy class of the restriction to Dk of
the stable tangent framing on S7.
The following String Lemma 3.8 can be regarded as a ‘complex’ version of the Spin Lemma
3.6.
Lemma 3.8 (String Lemma). Assume that κ(f0) = κ(f1) and λ(f0) = λ(f1). A bundle isomor-
phism ϕ : ∂C0 → ∂C1 is a π-isomorphism if and only if its extension Φ: D0 → D1 carries st0 to
st1.
Remarks. (a) The ‘if’ direction of the String Lemma 3.8 is simple: When Φ∗st0 = st1, the
stable tangent framings on C0, C1 coming from S
7 agree up to homotopy after identifying ∂C0
and ∂C1 by ϕ. So these framings can be glued together to give a stable tangent framing on Mϕ.
(b) For a π-isomorphism ϕ : ∂C0 → ∂C1, a stable tangent framing on Mϕ whose restrictions
to C0, C1 are induced from from S
7 is not unique.
(c) The existence part of Lemma 2.5 (under weaker assumption ‘λ(f0)(x, x) ≡ λ(f1)(x, x)
mod 2 for every x’) can be proved as follows. By the regular homotopy classification of embed-
dings (Proposition 2.14) f0 and f1 are regular homotopic. (We actually only need the regular
homotopy over N0 which is easier to prove.) A regular homotopy between f0 and f1 extends to
a regular homotopy of a tubular neighborhood of f0(N) in S
7. By the String Lemma 3.8 the
bundle isomorphism defined by this regular homotopy is a π-isomorphism.
(Below we give another proof together with the proof of the uniqueness part of Lemma 2.5.)
For the proof of Lemmas 3.8 and 2.5 we need the following definitions and lemmas.
Lemma 3.9. For every map α : S3 → SO3 denote by ξ(α) the oriented 3-dimensional vector
bundle over S4
• whose total space is (R3 ×D4+) ∪φ(α) (R3 × (−D4−)), where φ(α)(v, x) = (α(v), x),
• and whose projection maps (v, x) to x.
For a map α1 : S
3 → SO3 representing 1 ∈ π3(SO3) = Z we have p∗1(ξ(α1)) = 4 ∈ H0(S4) = Z.
8There is an alternative proof not using this fact, cf. proof of Lemma 3.11 below.
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Proof. The lemma is well-known; we present the proof for completeness. We start with the
identity p∗1 := p
∗
1(ξ(α1)) = ±4 ∈ H0(S4) = Z [Mi56]. To determine the sign in this equation let
Sξ(α1) be the total space of the oriented S
2-bundle associated to ξ(α1) and z ∈ H4(Sξ(α1)) ∼= Z
a generator. By [Wa66, Theorem 5] p∗1(Sξ(α1))∩ z ≡ 4z3 mod 24. This and p∗1 = ±4 imply that
p∗1(Sξ(α1)) = 4z
2, consequently p∗1 = +4.
For stable tangent framings st and st′ on D1 which are homotopic on the 2-skeleton of D1
their difference
d(st, st′) ∈ H3(D1; π3(SO)) = H3(N) = H1,
is the primary obstruction to vertical homotopy between them, cf. §3.1. Here we use the zero
section N → D1 to identify the cohomology groups.
A bundle isomorphism Φ: D0 → D1 is called spin if its restriction to the boundary is spin.
Since the restriction induces an isomorphism H1(Dk;Z2) → H1(Ck;Z2), this is equivalent to
carrying the spin structure on D0 induced from S
7 to the spin structure on D1 induced from S
7.
Thus if Φ: D0 → D1 is a spin bundle isomorphism, then the difference class d(Φ∗st0, st1) ∈ H1
is well-defined by the uniqueness statements in the Spin Lemma 3.6.a,b.
Lemma 3.10. For a spin bundle isomorphism Φ: D0 → D1 we have p∗Mϕ = iC0,MϕÂ0d(Φ∗st0, st1).
Proof. Let
• δϕ ∈ H4(D0× I,D0× ∂I) be the primary obstruction to the extension of st0|D0×0∪ st1|D0×1
to a stable tangent framing of D0 × I, and
• γϕ ∈ H4(∂C0 × I, ∂) be the primary obstruction to the extension of st0|∂C0=∂C0×0 ∪
st1|∂C1=∂C0×1 to a stable tangent framing of ∂C0 × I.
We consider the following commutative diagram:
δϕ ∈ H4(D0 × I,D0 × ∂I)
restriction

H4(Σ(D0 × I))∼=oo H3(D0)∼=oo H1∼=oo
ν!
yyrr
rr
rr
rr
rr
r
iC0,Mϕ Â0

∋ d(Φ∗st0, st1)
γϕ ∈ H4(∂C0 × I, ∂) ∼= // H3(∂C0 × I) ∼= // H3(∂C0)
i∂C0,Mϕ//H3(Mϕ) ∋ p∗Mϕ
.
The lemma follows because by the naturality of the primary obstruction
• the image of d(Φ∗st0, st1) under the first line of isomorphisms is δϕ;
• the restriction of δϕ is γϕ;
• the image of γϕ under the second line homomorphisms is p∗Mϕ.
The latter statement follows because
Mϕ ∼= C0
⋃
∂C0=∂C0×0
∂C0 × I
⋃
ϕ : ∂C0×1→∂C1
(−C1)
and p∗Mϕ is the primary obstruction to extending the spin structure on Mϕ to a stable tangent
framing on Mϕ. (To see the latter, observe that class p
∗
Mϕ
is the primary obstruction to lifting
τMϕ : Mϕ → BSpin to γ∗EO, where γ∗EO → BSpin is the pullback to BSpin of the universal
O-bundle along the canonical map γ : BSpin→ BO.)
Proof of the String Lemma 3.8. By the Spin Lemma 3.6.a, it suffices to prove the result for spin
ϕ. For every spin bundle isomorphism ϕ with extension Φ: D0 → D1 we have
Φ∗st0 = st1 ⇔ d(Φ∗st0, st1) = 0 ⇔ p∗Mϕ = 0 ⇔ Mϕ is parallelizable.
Here
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• the first equivalence is the completeness of the obstruction;
• the second equivalence holds by Lemma 3.10 because κ(f0) = κ(f1), λ(f0) = λ(f1) and H2
has no torsion, so iC0,Mϕ is injective by the Agreement Lemma 3.5.b for s = 3;
• the last equivalence holds because πl(SO7) = 0 for l = 4, 5, 6.
By the Spin Lemma 3.6.b every two spin bundle isomorphisms Φ,Ψ: D0 → D1 are homotopic
over a neighborhood of the 2-skeleton of some triangulation of N . Hence the primary (and only)
obstruction,
d(Φ,Ψ) ∈ H3(N ; π3(SO3)) = H1,
to homotopy of spin bundle isomorphisms from Φ to Ψ is well-defined.
Lemma 3.11. (a) For every v ∈ H3 and spin bundle isomorphism Φ: D0 → D1, there is a spin
bundle isomorphism Φv : D0 → D1 such that d(Φv,Φ) = v.
(b) For every pair of spin bundle isomorphisms Φ,Ψ: D0 → D1 and for every stable tangent
framing st on D0, we have d(Ψ∗st,Φ∗st) = 2d(Ψ,Φ).
Proof of (a). Take an oriented circle V ⊂ N representing v. Denote by V × D3 a tubular
neighborhood of V in N . The restriction Dν0|V is an oriented bundle over a circle and so is
trivial. Take a trivialization of Dν0 over V ×D3, i.e. identify (Dν0)−1(V ×D3) and V ×D3×B3.
Take a smooth map α : D3 → SO3 which maps the boundary to the identity and represents
(modulo the boundary) the generator 1 ∈ π3(SO3) ∼= Z. We define Φ1 by
Φ1(x) :=
{
Φ(x) x 6∈ (Dν0)−1(V ×D3),
Φ((a, t, α(t)z)) x = (a, t, z) ∈ V ×D3 × B3 = (Dν0)−1(V ×D3).
By construction d(Φ1,Φ) = v.
Proof of (b). Make the construction of (a) for v := d(Ψ,Φ). Now (b) follows because
d(Ψ∗st,Φ∗st) = d(Φ1∗st,Φ∗st) = vd = 2v,
where
• first first equation follows because Ψ is equivalent over N0 to Φ1;
• a ∈ V is any point and d ∈ H3(a ×D3 × 0, ∂) ∼= Z is the relative difference class of stable
tangent framings Φ1∗st |a×D3×0, Φ∗st |a×D3×0 which coincide on the boundary;
• the second equation follows by the naturality of the primary obstruction;
• the last equality is proved as follows. The relative difference class of tangent framings
Φ1∗st′|a×D3×0, Φ∗st |a×D3×0 coinciding on the boundary is 1. Since the stabilization homomor-
phism π3(SO3)→ π3(SO) is identified with multiplication by 2, we have d = 2.
Lemma 3.12. If M is a closed spin 7-manifold, then p∗M is divisible by 2.
Proof. We have ρ2(pM) = w4(M) = v4(M) = 0. Here
• the first equality is proved in [CS11, §3, Proof of Lemma 2.11.b];
• the second equality holds because M is spin;
• the third equality holds because Sq4 : H3(M ;Z2)→ H7(M ;Z2) is trivial.
Proof of Lemma 2.5. We use the String Lemma 3.8. Since H1 has no 2-torsion, the uniqueness
follows by Lemma 3.11.b. Let us prove the existence.
By the Spin Lemma 3.6.b there is a spin bundle isomorphism ϕ : ∂C0 → ∂C1. Let Φ be
the extension of ϕ. By Lemmas 3.10 and 3.12, iC0MϕÂ0d(Φ∗st0, st1) = p
∗
Mϕ
is even. Since
28
κ(f0) = κ(f1), λ(f0) = λ(f1) and H2 has no torsion, iC0,Mϕ is injective by the Agreement Lemma
3.5.b for s = 3. Since we assume that H3(Mϕ, C0) ∼= H3(C1, ∂) ∼= H2 is torsion free, it follows
that d(Φ∗st0, st1) is also even; i.e., d(Φ∗st0, st1) = 2v for some v ∈ H1. By Lemma 3.11.a there is
a spin bundle isomorphism Ψ: D0 → D1 such that d(Φ,Ψ) = −v. Then by Lemma 3.11.b
d(Ψ∗st0, st1) = d(Φ∗st0, st1) + d(Φ∗st0,Ψ∗st0) = 2v − 2v = 0.
Then by the String Lemma 3.8 Ψ is a π-isomorphism.
3.7 Joint Seifert classes (Lemmas 2.6, 2.9, 2.10 and 3.13)
Lemma 3.13 (Description of joint Seifert classes). Let ϕ : ∂C0 → ∂C1 be a bundle isomorphism
and i := iC0,Mϕ.
(a) A class Y ∈ H5(Mϕ) is a joint Seifert class if and only if Y ∩ Ck = Ak[N ] for each
k = 0, 1.
(b) Let Y ∈ H5(Mϕ) be a joint Seifert class. A class Y ′ ∈ H5(Mϕ) is a joint Seifert class if
and only if
Y ′ = Yy := Y + iÂ0y for some y ∈ H3.
(c) Let Y ∈ H5(Mϕ) be a joint Seifert class. Then Y 2y −Y 2 = 2iÂ0λ(f0)(y) for every y ∈ H3.
(d) If p ∈ H4(Mϕ) and q ∈ H3(C0), then p ∩Mϕ iq = A−10 (p ∩ C0) ∩N Â−10 q.
Proof of (a). The ‘if’ part follows because Y ∩Mϕ iS2f0 = (Y ∩ C0) ∩C0 S2f0 = A0[N ] = 1.
Let us prove the ‘only if’ part. Since H1(Ck) = 0 and H2(Ck) ∼= Z, we have H5(Ck, ∂) ∼= Z.
Since (Y ∩ Ck) ∩ S2fk = 1, the class Y ∩ Ck equals the generator Ak[N ] of H5(Ck, ∂).
Proof of (b). Look at the segment of (the Poincare´-Lefschetz dual to) the Mayer-Vietoris se-
quence:
H5(∂C0)
i∂C0,Mϕ−−−−−−→ H5(Mϕ) r0⊕r1−−−−→ H5(C0, ∂)⊕H5(C1, ∂) ∂0−∂1−−−−→ H4(∂C0).
The ‘only if’ part follows because (Y ′−Y )∩S2fk = 0 and ν !0 : H3(N)→ H5(∂C0) is an isomorphism,
so Y ′ − Y ∈ ker(r0 ⊕ r1) = im i∂C0,Mϕ = im(iÂ0).
The ‘if’ part follows analogously because iS2fk ∩ im i∂C0,Mϕ = 0.
Proof of (c). We have
Y 2y − Y 2 = 2Y ∩Mϕ iÂ0y = 2i((Y ∩ C0) ∩C0 Â0y)
(3)
= 2i(A0[N ] ∩C0 Â0y)
(4)
= 2iÂ0λ(f0)(y).
Here (3) holds by (a) and (4) holds by Lemma 3.2.λ′.
Proof of (d). We have p ∩Mϕ iq = (p ∩ C0) ∩C0 q = A−10 (p ∩ C0) ∩N Â−10 q. Here the last equality
holds by intersection Alexander duality (Lemma 3.1).
Proof of Lemma 2.6. Consider the following diagram:
H4(Mϕ, C0;Zd)
∂ // H3(C0;Zd)
i // H3(Mϕ;Zd)
j // H3(Mϕ, C0;Zd)
ex // H3(C1, ∂;Zd) .
By Lemmas 3.13.a and 3.2.κ′ we have ex jC0,MϕY
2 = Y 2 ∩ C1 = (A1[N ])2 = A1u with Z-
coefficients (these maps ex and jC0,Mϕ are not to be confused with the above Zd-homomorphisms
ex and j which are used elsewhere in this proof). Hence jρdY
2 = 0. By the Agreement Lemma
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3.5.b for s = 3 ∂ = 0. So i is an isomorphism onto ker j. Now the existence and the uniqueness
of bϕ,Y follow because Â0 = i∂C0,C0ν
!
0 is an isomorphism.
The independence of β(f0, f1) from Y for fixed ϕ follows by Lemma 3.13.b,c because a change
of Y by Yy leads to a change of bϕ,Y = Â
−1
0 i
−1
M ρdY
2 by 2ρdλ(f0)(y).
The independence of β(f0, f1) from ϕ is implied by the uniqueness of Lemma 2.5, the inde-
pendence of Y for fixed ϕ and the following Lemma 3.14 applied to f0 = f1 and d = div(κ(f0))
(then C0 = C1 but ϕ0 6= ϕ1 is possible).
Lemma 3.14. Assume that C1 ⊃ C0, H5(C1, C0) = 0, and ϕk : ∂Cf → ∂Ck, k = 0, 1, are bundle
isomorphisms coinciding over N0. Then for every joint Seifert class Y0 ∈ H5(Mϕ0) there is a
joint Seifert class Y1 ∈ H5(Mϕ1) such that i−1Cf ,Mϕ1ρdY 21 ⊂ i
−1
Cf ,Mϕ0
ρdY
2
0 ⊂ H3(Cf ;Zd) for every d.
Proof. Denote
Mk := Mϕk and Mk := C0
⋃
ϕk|N0 : ν−1f (N0)→ν−1k (N0)
(−C1) so that Mk =Mk ∪S2×∂B5 S2 × B5.
Since C1 ⊃ C0, we have M 1 ⊃ M 0. Consider the following diagram, where r = rM0,M1 and the
coefficients are Z or Zd:
Hq(M1)
rM1 // Hq(M1, ∂)
r // Hq(M 0, ∂) Hq(M0)
rM0oo
Hq(M 1)
j
∂M1,M1
OO
Hq(M0)
iM0,M1oo
j
∂M0,M0
OO
Hq(Cf)
iCf ,M1
]]❀❀❀❀❀❀❀❀❀❀❀❀❀❀❀❀❀❀❀
iM1
OO
iM0
77♣♣♣♣♣♣♣♣♣♣♣
iCf ,M0
GG
.
From the (Poincare´ dual of the cohomology) exact sequence of the pair (M1,M 1) we obtain
that rM1 is an epimorphism for q = 5. Analogously rM0 is a monomorphism for q = 3. By
excision H5(M1,M0) ∼= H5(C1, C0) = 0. Hence from the homology and the cohomology exact
sequences of the pair (M 1,M0) we obtain that r is an epimorphism for q = 5. So we can take
Y1 ∈ r−1M1r−1rM0Y0 ∈ H5(M1). Clearly, Y1 ∩ S2f = 1, i.e., Y1 is a joint Seifert class for ϕ1. The
required inclusion follows from ρdY
2
1 ∈ r−1M1r−1rM0ρdY 20 ∈ H3(M 1, ∂) and the commutativity of
the diagram because rM0 is a monomorphism for s = 3.
Proof of the additivity of β (Lemma 2.9). Denote h := f#g. We have
β(h, f) = β(f, f) = 0.
Let us prove the second equality. (It also follows by the transitivity of β, Lemma 2.10.) The
manifold Mid ∂Cf = ∂(Cf × I) is parallelizable. Take Y := ∂(Af [N ] × I) ∈ H5(Mid∂Cf ). Clearly,
Y is a joint Seifert class for id ∂Cf . By Lemma 3.2.κ
′ we have Af [N ]2 = Afκ(f) ∈ H3(Cf , ∂).
Then Y 2 ∈ d(κ(f))H3(Mid ∂Cf ). Hence β(f, f) = 0.
Let us prove the first equality. We may assume that g(S4) ∩ Cf = ∅, νf = νh over N0 and
Ch ⊃ Cf . Since π4(V7,4) = 0 [Pa56], all embeddings S4 → S7 are regular homotopic [Sm59].
Hence f and h are regular homotopic identically on N0. A regular homotopy between them
extends to a regular homotopy of a tubular neighborhood of fN in S7, identical over ν−1f N0.
The bundle isomorphism ϕ : ∂Cf → ∂Ch defined by this regular homotopy is identical over N0.
Extend ϕ to a bundle isomorphism S7 − IntCf → S7 − IntCh identical over N0. Then by the
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String Lemma 3.8 ϕ is a π-isomorphism. Now the first equality holds by Lemma 2.6 and Lemma
3.14 for f0 = f , ϕ0 = id ∂Cf , Y0 any Seifert class, f1 = h, ϕ1 = ϕ and d = d(κ(f)). The
assumptions of Lemma 3.14 are fulfilled because
H5(Ch, Cf)
ex∼= H5(B4 ×D3 − h(B4), B4 × ∂D3) ∼= H5(B4 ×D3 − B4 × 0, B4 × ∂D3) = 0.
Here the second isomorphism holds by the 5-lemma because of the Alexander duality isomorphism
Hq(B
4 ×D3 − h(B4)) ∼= H6−q(B4, ∂) ∼= Hq(B4 ×D3 − B4 × 0).
Proof of the transitivity of β (Lemma 2.10). By Lemma 2.5 we have that there are π-isomorphisms
ϕ01 : ∂C0 → ∂C1 and ϕ21 : ∂C2 → ∂C1. Let
V := Mϕ01 × [−1, 0]
⋃
−C1×0=−C1×0
Mϕ21 × [0, 1].
Denote ϕkl := ϕ
−1
lk . Observe that Mϕkl = −Mϕlk . Then ∂V = Mϕ10 ⊔Mϕ21 ⊔Mϕ02 .
In this paragraph k ∈ {10, 21}. Take any x ∈ H3. By Lemmas 2.4 and 3.5.c there are
joint Seifert classes Y4,k ∈ H5(Mϕk) and Y3,k ∈ H4(Mϕk), Y3,k for x. Denote I10 = [−1, 0]
and I21 = [0, 1]. Applying the Mayer-Vietoris sequences for V we see that there is a class
Y q ∈ Hq+2(V, ∂) such that
Y q ∩ (Mϕk × Ik) = Yq,k × Ik ∈ Hq+2(Mϕk × Ik, ∂) for each k ∈ {10, 21}, q ∈ {3, 4}.
Then for each q ∈ {3, 4} the class Yq,20 := ∂Y q ∩Mϕ20 ∈ Hq+1(Mϕ20) is a joint Seifert class for
f2, f0 and ϕ20, where Y3,20 corresponds to x. So the triple (V, Y 4, Y 3) is a cobordism between
(Mϕ20 , Y4,20, Y3,20) and (Mϕ10 , Y4,10, Y3,10) ⊔ (Mϕ21 , Y4,21, Y4,21).
Since Y 24,rl ∩ Y3,rl is a characteristic number of such triples,
Y3,20 ∩Mϕ20 Y 24,20 = Y3,10 ∩Mϕ10 Y 24,10 + Y3,21 ∩Mϕ10 Y 24,21 ∈ Z.
Denote d := div(κ(f0)). By Lemma 2.6 there are brl := Â
−1
l i
−1
Cl,Mϕrl
ρdY
2
4,rl ∈ H1(N ;Zd). Then by
Lemma 3.13.d Y3,rl ∩Mϕrl Y 24,rl = x ∩N brl ∈ Zd. Hence x ∩N (b20 − b10 − b21) = 0 ∈ Zd. Since this
holds for every x ∈ H3 and H1 is torsion free, b20 = b10 + b21 ∈ H1(N ;Zd). By the String Lemma
3.8 the composition ϕ20 : = ϕ
−1
01 ϕ21 is a π-isomorphism. Hence taking the quotients modulo
2λ(f0)(H3) of both sides we obtain β(f2, f0) = β(f1, f0) + β(f2, f1).
3.8 Calculations of the β-invariant (Lemmas 2.7 and 2.12 for β)
Lemma 3.15 (proved below in §3.8). Let f0, f1 : S1× S3 → S7 be embeddings such that λ(f0) =
λ(f1) = 0. Then
9
iC0,MϕÂ0β(f0, f1) = Y
2 − 1
4
p∗1(Mϕ) ∈ H3(Mϕ)
for any bundle isomorphism ϕ : ∂C0 → ∂C1 such that Mϕ is spin and any joint Seifert class
Y ∈ H5(Mϕ).
9There is a unique x ∈ H3(Mϕ) such that 4x = p∗1(Mϕ). This follows by the proof of the lemma (or because
p1(Mϕ) is divisible by 4 by Lemma 3.12 and H3(Mϕ) ∼= Z; one proves the latter using the agreement of Seifert
classes, Lemma 3.5.b, and the exact sequence of pair (Mϕ, C0)).
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Lemma 3.16 (proved below in §3.8). Let f0, f1 : S1 × S3 → S7 be embeddings and suppose that
ϕ, ϕ′ : ∂C0 → ∂C1 are bundle isomorphisms such that ϕ = ϕ′ over S1 ×D3−, and over S1 × D3+
the bundle isomorphism ϕ is obtained from ϕ′ by twisting with the +1 ∈ π3(SO3) = Z (i.e. for
the extension Φ : D0 → D1, N = S1 × S3 and V := S1 × 13 we have ϕ′ = Φ1|∂C0 in the notation
of the proof of Lemma 3.11.a.). Then the triple
(Mϕ′ , Y
′
4 , Y
′
3) is cobordant to (Mϕ, Y4, Y3) ⊔ (CP 3 × S1, [CP 2 × S1], [CP 2 × 11])
for some joint Seifert classes Yq ∈ Hq+1(Mϕ) and Y ′q ∈ Hq+1(Mϕ′), q = 3, 4, where Y3 and Y ′3 are
for for 11 × S3.
Lemmas 3.16, 4.6 and [Sk08, Cobordism Lemma] are analogous.
Proof of Lemma 3.15. By Lemma 2.5 there is a π-isomorphism ∂C0 → ∂C1. If ϕ : ∂C0 → ∂C1
is a π-isomorphism, then Mϕ is parallelizable, so p1(Mϕ) = 0, hence the required equality holds
by definition of β(f0, f1).
The proof of Lemma 2.5 shows that every spin bundle isomorphism ϕ : ∂C0 → ∂C1 can
be modified by a sequence of twistings with ±1 ∈ π3(SO3) = Z to obtain a π-isomorphism ϕ′.
Hence it suffices to prove that if ϕ, ϕ′ are spin bundle isomorphisms and ϕ is obtained from ϕ′
by twisting with ±1 ∈ π3(SO3) = Z, then i−1C0,Mϕ(Y 2 − 14p∗1(Mϕ)) = i−1C0,Mϕ′ ((Y ′)2 − 14p∗1(Mϕ′)) for
some joint Seifert classes Y ∈ H5(Mϕ) and Y ′ ∈ H5(Mϕ′).
Let us prove this assertion. Take any joint Seifert classes Y3 ∈ H4(Mϕ) and Y ′3 ∈ H4(Mϕ′) for
11×S3. The map (iC0,MϕÂ0)−1 : H3(Mϕ)→ H1(S1×S3) = Z is an isomorphism coinciding with
x 7→ x ∩Mϕ Y3. Analogous assertion holds with ϕ, Y, Y3 replaced by ϕ′, Y ′, Y ′3 . Now the assertion
for ‘+1-modification’ follows because by Lemma 3.16
(Y ′4)
2∩Mϕ′ Y ′3−Y 24 ∩Mϕ Y3 = [CP 2×S1]2∩CP 3×S1 [CP 2×11] = [CP 1×S1]∩CP 3×S1 [CP 2×11] = 1
and p∗1(Mϕ′) ∩Mϕ′ Y ′3 − p∗1(Mϕ) ∩Mϕ Y3 = p∗1(CP 3 × S1) ∩CP 3×S1 [CP 2 × 11] = 4.
The assertion for ‘−1-modification’ is analogous.
Proof of Lemma 3.16. Take a map α : S3 → SO3 representing +1 ∈ π3(SO3) and such that
α|D3
−
= idS2. Identify ∂C0 with S
2 × S1 × S3 by any bundle isomorphism. Identify ∂C1 with
∂C0 = S
2 × S1 × S3 by ϕ. Define a self-diffeomorphism
α of (S2 × S1 × S3 × I)−
(
S2 × S1 × IntD3+ ×
[
1
3
,
2
3
])
by α(x) :=
{
(α(b)a, z, b, t) x = (a, z, b, t) ∈ S2 × S1 ×D3+ × [23 , 1]
x otherwise.
Let
V := (C0 × I)
⋃
α
(C1 × I) and Σ := S2 ×D3 ×
[
1
3
,
2
3
]
.
Then V is a cobordism between Mϕ′ and Mϕ ⊔ Eα × S1, where
α̂ : ∂Σ→ ∂Σ maps (a, b, t) to
{
(a, b, t) t < 2
(α(b)a, b, 2) t = 2
and Eα := Σ ∪α̂ Σ
(1)∼= S
2 ×D4
{(a, b) ∼ (α(b)a, R(b))}(a,b)∈S2×D3+
(2)∼= CP 3.
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Here R : D3+ → D3− is the reflection with respect to ∂D3+ = ∂D3−. The diffeomorphism (2) is
well-known and is proved using a retraction to the dual (CP 1)∗ ⊂ CP 3 of the complement to a
tubular neighborhood of CP 1 ⊂ CP 3.10
By the Agreement Lemma 3.5.a ϕ∂A0 = ∂A1 and ϕ
′∂A0 = ∂A1. Hence using the (Poincare´
dual of the cohomology) Mayer-Vietoris sequence for V we see that for each q ∈ {3, 4} there are
Y q ∈ Hq+2(V, ∂) such that Y 4 ∩ (Ck × I) = Ak[S1 × S3]× I ∈ H6(Ck × I, ∂)
and Y 3 ∩ (Ck × I) = Ak[11 × S3]× I ∈ H5(Ck × I, ∂) for each k = 0, 1.
Then Yq := ∂Y q ∩Mϕ and Y ′q := ∂Y ′q ∩Mϕ′ are joint Seifert classes; Y4 is for [S1 × S3] and Y3 is
for [11 × S3]. Hence (V, Y 4, Y 3) is a cobordism between
(Mϕ′ , Y
′
4 , Y
′
3) and (Mϕ, Y4, Y3) ⊔ (S1 × Eα, ∂Y 4 ∩ (S1 × Eα), ∂Y 3 ∩ (S1 ×Eα)).
We have ∂Y 4 ∩ (S1 ×Eα) = [S1]⊗ y4 for a certain y4 ∈ H4(Eα). Since
Y 4 ∩ (C0 × I) = A0[S1 × S3]× I, we have y4 ∩ Σ =
[
∗ ×D3− ×
[
1
3
,
2
3
]]
∈ H4(Σ, ∂).
Hence under (1) y4 goes to a class whose intersection with [S
2 × 0] in the quotient manifold is
+1. Therefore under the composition of (1) and (2) y4 goes to a class whose intersection with
[CP 1] in CP 3 is +1, i.e. to [CP 2].
We have ∂Y 3∩ (S1×Eα) = ∗⊗y3 for a certain y3 ∈ H4(Eα). Analogously to the above under
the composition of (1) and (2) y3 goes to [CP
2].
Take a map α : S3 → π3(V4,2) representing the element (0, b). In this subsection we abbreviate
the subscript τk to k, e.g. να = ντα .
Proof of the calculation of β (Lemma 2.7.a). Take a normal vector field e1 on S
3 ⊂ S7 tangent
to D4 ⊃ S3 and pointing outside D4. Take the standard framing S3×D3 → S7 of the orthogonal
complement to e1 in the normal bundle of S
3 ⊂ S7. Take a normal vector field e2 on S3 ⊂ S7
orthogonal to e1 and representing an element b ∈ π3(S2) w.r.t. the standard framing. Since the
‘action’ map π3(SO3)→ π3(S2) is an isomorphism, e2 can be completed to a framing e2, e3, e4 of
the orthogonal complement to e1, and this framing is unique up to homotopy. Recall that im τα
is formed by ends of ε-length vectors normal to S3 ⊂ S7 in the subbundle spanned by e1 and e2
of the normal bundle to S3 in S7 (for some small ε).
Recall that να = ντα is the normal bundle of τα. Take a section ξα of να in the 2-plane
subbundle, spanned by e1 and e2, of the normal bundle to S
3 ⊂ S7, so that for every point
(x, y) ∈ S1× S3 the vector ξα(x, y) looks into the 2-disk bounded by τα(S1× y) but not outside.
Then ξα, e3, e4 is a framing of να.
For every x ∈ S3 the circle ξα(S1 × x) ⊂ S3 × x bounds a 2-disk in x × D4. The union of
such 2-disks along x ∈ S3 is a compact 5-manifold Wα ∼= D2 × S3 with boundary ξα(S1 × S3).
Choose the orientation on Wα so that ∂Wα = ξα(S
1 × S3). Since A−1α = να∂ and ναξα = idN ,
the manifold Wα represents the relative homology class [Wα] = Aα[S
1 × S3] ∈ H5(Cα, ∂).
Let
D4α := (1− ε)D4 ⊂ S7 and S31 := 11 × S3.
We have ∂D4α = ξα(S
3
1). Hence [D
4
α] = Aα[S
3
1 ] ∈ H4(Cα, ∂) for a certain orientation on D4α.
10Alternatively, (2) holds because Eα is an S
2-bundle over S4 with characteristic map representing +1 ∈
pi3(SO3).
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Make analogous construction for α replaced by the constant map α0. We obtain the standard
embedding τ0 = τα0 , a section ξ0, a framing,
[W0] = A0[S
1 × S3] ∈ H5(C0, ∂) and [D40] = A0[S31 ] ∈ H4(C0, ∂).
Take a bundle isomorphism ϕ : ∂C0 → ∂Cα defined by the constructed framings. We may assume
that f0 = fα over a neighborhood of S
1 × 13. Hence ϕ carries the spin structure spα on ∂Cα
coming from S7 to the spin structure sp0 on ∂C0 coming from S
7. Therefore Mϕ is spin. Since
ϕξ0 = ξα, we have
ϕ∂W0 = ϕξ0(S
1 × S3) = ξα(S1 × S3) = ∂Wα and ϕ∂D40 = ϕξ0(S31) = ξα(S31) = ∂D4α.
HenceW0∪∂ (−Wα) and Σ4 := D40∪∂ (−D4α) with their natural orientations represent joint Seifert
classes Y4 ∈ H5(Mϕ) and [Σ4] ∈ H4(Mϕ), where [Σ4] corresponds to [S31 ]. We have
W0∩D40 = Wα∩D4α = ∅ ⇒ (W0∪∂(−Wα))∩Σ4 = ∅ ⇒ Y4∩Mϕ [Σ4] = 0 ⇒ Y 24 ∩Mϕ [Σ4] = 0,
and p∗1(Mϕ) ∩Mϕ [Σ4] = p∗1(τMϕ |Σ4) = p∗1(Σ4) + p∗1(µ) = −4b,
where
• µ is the normal bundle of Σ4 in Mϕ;
• the last equality follows because S4 is stably parallelizable, the map p1 : π3(SO3) → Z is
multiplication by 4 [DNF12], and µ corresponds to the preimage of −b under the ‘action’ map
π3(SO3)→ π3(S2) because the obstruction to existence of a non-zero section of µ is −b.
Let us prove the latter statement. Take the normal vector field e02 on S
3 ⊂ S7 orthogonal to
e1 and representing the constant map S
3 → S2 w.r.t. the standard framing. The corresponding
section of the normal bundle of ∂D40 ⊂ S7 is tangent to ∂C0. That section is mapped under
dϕ to the section of the normal bundle of ∂D4α ⊂ S7 corresponding to e2 (here ϕ : ∂C0 → ∂Cα
is thought of as a diffeomorphism rather than a bundle isomorphism). Clearly, e02 extends to
a non-zero section of the normal bundle of D40 ⊂ S7. The obstruction to extension of e2 to a
non-zero section of the normal bundle of D4α ⊂ S7 is b. Since µ is a bundle over D40 ∪∂ (−D4α),
the obstruction to the existence of a non-zero section of µ is −b.
Thus β(τ0, τα)∩S1×S3 [S31 ] = (Y 24 − 14p∗1(Mϕ))∩Mϕ [Σ4] = b by Lemmas 3.15 and 3.13.d. Hence
β(τ0, τα) = b[S
1 × 13].
Proof of the parametric additivity of β (Lemma 2.12). We use the notation from §3.3. Anal-
ogously to Lemma 2.5 one proves that there is a π-isomorphism ψ : ∂Cα → ∂C0 such that
ψ(∂Cα ∩D7±) ⊂ (∂C0 ∩D7±).
For an embedding g denote Cg± := Cg ∩D7±. Observe that
Cf− = Cα− = C0− ∼= C0+, Ch+ = Cf+ and Ch− = Cα+.
Then idCf+ ∪ R gives diffeomorphisms
Ch ∼= Cf+
⋃
Cf+∩∂D7+=Cα+∩∂D7+
Cα+ and ∂Ch ∼= ∂Cf ∩D7+
⋃
∂Cf∩∂D7+=∂Cα∩∂D7+
∂Cα ∩D7+
(here Cα+ comes with the positive orientation because R preserves the orientation). Identify
∂Ch with the right-hand side of the latter equality. Let ϕ : ∂Ch → ∂Cf be id(∂Cf ∩ D7+) ∪
ψ|∂Cα∩D7+ . Then by the String Lemma 3.8 ϕ is a π-isomorphism. (This is proved by considering
the restrictions of stable tangent framings coming from S7 to ∂Cf ∩D7+, ∂Cα∩D7+ and ∂C0∩D7+.)
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Let
V :=Mid ∂Cf × [−1, 0]
⋃
R3
(−Mψ)× [0, 1],
where R3 : (Cf− ∪ (−Cf−))×0→ ((−Cτ−) ∪ Cτ0,−)×0 is the union of two copies of the reflection
with respect to the hyperplane x3 = 0. Then ∂V = Mϕ ⊔ (−Mψ) ⊔ (−Mid ∂Cf ). Now the proof
is completed analogously to the second paragraph of the proof of β-transitivity (Lemma 2.10)
using the calculation of β (Lemma 2.7.a).
3.9 Appendix: some remarks to §3
Remark 3.17 (to §3.2). (a) The class κ ∈ H2 measures the linking of 2-cycles in N and
the ‘top cell’ of N under f : if f = f ′ on N0, then (κ(f ′) − κ(f)) ∩ N0 = 2Â−1f |N0 [f(B
4) ∪
f ′(B4)] ∈ H2(N0;Z) ∼= H2 (this is proved analogously to [Sk08’, §2, The Boe´chat-Haefliger
invariant Lemma]).
(b) Weakly unlinked sections may differ on a 3-skeleton of N0 even up to vertical homotopy,
and a priori changing ξ on a 3-skeleton could change the integer lkS7(fX, ξY ) in the definition of
λ. However different choices of ξ do not change lkS7(fX, ξY ). The formal explanation for this is
given in Lemma 3.2.λ′. Informally, the change is trivial because it ‘factors through’ H3(S2) = 0.
(c) If in the definitions of κ and λ we would take an arbitrary (i.e. not weakly unlinked)
section ξ, we would obtain different values. Note that 2λ(x, y) = lkS7(fx, ξy)+ lkS7(fx,−ξy) for
any (i.e., not necessarily weakly unlinked) section ξ (D. Tonkonog, unpublished, cf. [To10]).
(d) Although a weakly unlinked section is only defined over N0, its construction involves all
of the embedding f via the inclusions ν−1N0 → ∂C → C, and not only f |N0. For embeddings
N0 → S7 an analogue of κ is not defined and only ‘a part’ of λ is defined (D. Tonkonog,
unpublished, cf. [To10]).
(e) Let ξ : N0 → ν−1N0 be a section such that iCξ is weakly unlinked. Then ν!λ = ξ− ∂A on
H3 and ν
!κ = ξ − ∂A on H2.
Proof. Let q ∈ {2, 3}. Since ν∂A = idHq = νξ, for every y ∈ Hq there is a class x(y) ∈ Hq−2
such that ∂Ay − ξy = ν !x(y). Then 0 = iC∂Ay = iCξy + iCν !x(y) = iCξy + Âx(y). Now the
required equalities follow by Lemma 3.2.λ,κ.
Remark 3.18 (to §3.4). (a) Lemma 2.4 also follows from Lemmas 3.5.c and 3.13.a.
(b) An alternative proof of the Agreement Lemma 3.5.a,b for q ∈ {2, 3, 4}. We generalize the
proof of [CS11, Agreement Lemma 2.5] which is part (a) for q = 4.
Let ξ0 : N0 → ∂C0 be a weakly unlinked section for f0. Since κ(f0) = κ(f1), λ(f0) = λ(f1)
and H2 has no 2-torsion, by Lemma 3.4 ξ1 := ϕξ0 is a weakly unlinked section for f1.
We have ν1ϕ∂0A0 = ν0∂0A0 = idHq = ν1∂1A1. Also
ξ!1ϕ∂0A0 = ξ
!
0∂0A0
(2)
=


κ(f0) q = 4
ξ!0ξ0 − ξ!0ν !0λ(f0) = ξ!0ξ0 − λ(f0) q = 3
ξ!0ξ0 − ξ!0ν !0κ(f0) = ξ!0ξ0 − κ(f0) q = 2
 (3)= ξ!1∂1A1.
Here
• (2) holds because ξ!0∂0A0[N ] = κ [Sk10, Lemma 2.5.b] and by Remark 3.17.e.
• (3) holds because ξ!0ξ0 = ξ!0ϕ−1ϕξ0 = ξ!1ξ1.
Now (a) follows because the map ν1 ⊕ ξ!1 : H3(∂C1)→ H3 ⊕H1 is an isomorphism.
Let ik := i∂Ck,Ck and consider the diagram from §3.4. Part (b) follows from (a) because
(a) ⇒ ϕ im(∂0A0) = im(∂1A1) ⇔ ϕ im ∂0 = im ∂1 ⇔ ϕ ker i0 = ker i1 ⇒
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⇒ ϕ ker i0 ⊃ im ∂1 ⇔ i0ϕ−1∂1 = 0 ⇔ (b).
(In fact, (a) ⇔ ϕ ker i0 = ker i1, see the proof from §3.4.)
Remark 3.19 (to §3.7). (a) In Lemma 3.13 we do not assume that κ(f0) = κ(f1) or λ(f0) =
λ(f1). However, we apply this lemma when κ(f0) = κ(f1), because the existence of a joint Seifert
class (Lemma 2.4) requires this assumption. If λ(f0) 6= λ(f1), then λ(f0)(H3) 6= λ(f1)(H3) is
possible, (but iC0,Mϕλ(f0)(H3) = iC1,Mϕλ(f1)(H3) by (b) and (c)). This is possible because iC0,Mϕ
or iC0,Mϕ need not be injective when λ(f0) 6= λ(f1).
(b) In applications of Lemma 3.14 both subsets ofH3(Cf ;Zd) consist of one element Âfbϕ0,Y0 =
Âfbϕ1,Y1, where bϕ,Y is defined in Lemma 2.6.
Remark 3.20 (to §3.8). The following result (not used in this paper) is proved analogously to
Lemma 3.15. If λ(f0) = λ(f1), κ(f0) = κ(f1), ϕ : ∂C0 → ∂C1 is a bundle isomorphism such that
Mϕ is spin and Y ∈ H5(Mϕ) is a joint Seifert class, then β(f0, f1) = [Â−10 i−1C0,Mϕρdiv(κ(f0))(Y 2 −
1
4
p∗1(Mϕ))] ∈ Cλ(f0),κ(f0).
4 Proof of the MK Isotopy Classification Theorem 2.8
4.1 The obstruction η(ϕ, Y ) and its properties
Recall that some notation was introduced in §§1.2, 1.4, 2.1 and 3.1.
Denote d0 := divκ(f0). In what follows, a statement involving k holds for both k = 0, 1.
A joint Seifert class Y ∈ H5(Mϕ) is called a d-class for an integer d if ρdY 2 = 0. (If the group
H3(Mϕ) is free, this is equivalent to Y
2 ∈ dH3(Mϕ).)
Lemma 4.1. If λ(f0) = λ(f1), κ(f0) = κ(f1), β(f0, f1) = 0 and ϕ : ∂C0 → ∂C1 is a π-
isomorphism, then there is a d0-class for ϕ.
Lemma 4.1 follows from Lemmas 2.4 and 3.13.bc together with the definition of β(f0, f1).
For a compact 8-manifold W we consider the intersection products
∩∂ : H4(W )×H4(W, ∂)→ Z and ∩∂∂ : H6(W, ∂)×H6(W, ∂)→ H4(W, ∂).
As before, for the corresponding squares H6(W, ∂)→ H4(W, ∂) we do not put any subscript.
The following lemma is well-known.
Lemma 4.2. If a compact manifold has a spin structure, then it has a (stable) normal spin
structure, i.e. a stable normal framing over the 2-skeleton of some triangulation.
Definition of η(ϕ, Y ) for a π-isomorphism ϕ : ∂C0 → ∂C1 and a d-class Y ∈ H5(Mϕ).
Since ϕ : ∂C0 → ∂C1 is a π-isomorphism, Mϕ is spin. Take any normal spin structure on M
given by Lemma 4.2. Since Mϕ is simply-connected, a normal spin structure on Mϕ is unique.
Since ΩSpin7 (CP
∞) = 0 [KS91, Lemma 6.1] there is a compact 8-manifold W with a normal spin
structure and z ∈ H6(W, ∂) such that ∂W =
spin
Mϕ and ∂z = Y . Consider the following fragment
of the exact sequence of the pair (W, ∂W ):
H4(∂W ;Zd)
iW−−−→ H4(W ;Zd) jW−−−→ H4(W, ∂;Zd) ∂W−−−→ H3(∂W ;Zd).
Since ∂Wρdz
2 = ρdY
2 = 0, there is a class z2 ∈ H4(W ;Zd) such that jW z2 = ρdz2. Define
η(ϕ, Y ) = η(f0, f1, d, ϕ, Y ) := ρd̂(z
2 ∩∂ (z2 − p∗W )) ∈ Zd̂, where d̂ := gcd(d, 24).
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Proof that η(ϕ, Y ) is well-defined, i.e. independent of the choice of W, z and z2. The proof is anal-
ogous to [CS11, 2.3 and footnote (q)]. For the independence from z2 instead of [CS11, Lemma
2.7] we use ∂Wp
∗
W = p
∗
Mϕ
= 0. For the independence from W, z instead of the uniqueness of ∂W z
of [CS11, Lemma 2.6] we use that ∂W z = Y is fixed.
Lemma 4.3 (proved in §4.3). Let ϕ : ∂C0 → ∂C1 be a π-isomorphism and Y ∈ H5(Mϕ) a
d0-class.
(a) (Divisibility of η by 2) The residue η(ϕ, Y ) ∈ Z
d̂0
is even.
(b) (Change of η) There is an embedding g : S4 → S7, a π-isomorphism ϕ′ : ∂C0 → ∂Cf1#g
and a d0-class Y
′ ∈ H5(Mϕ′) such that η(ϕ′, Y ′, f0, f1#g, d0) = η(ϕ, Y, f0, f1, d0) + 2.
(c)(Change of ϕ) For every π-isomorphism ϕ′ : ∂C0 → ∂C1 there is a d0-class Y ′ ∈ H5(Mϕ′)
such that η(ϕ′, Y ′) = η(ϕ, Y ).
Note that Lemma 4.3.a is trivial for d̂0 odd.
Other properties of η which are not used in this paper will be discussed in [II].
4.2 Proof of Theorem 2.8 using Theorem 4.5 and Lemmas 4.3, 4.4
In the definition of η(ϕ, Y ) in §4.1 instead of C0, C1, ϕ, Y we can take any pair of simply-connected
parallelizable 7-manifolds M0,M1, a diffeomorphism ϕ : ∂M0 → ∂M1 such that the manifold
M := M0 ∪ϕ (−M1) is parallelizable and any class Y ∈ H6(M) such that ρdY 2 = 0. Denote by
η(ϕ, Y ) = η(M0,M1, d, ϕ, Y ) ∈ Zd̂ the obtained residue. Also, in this situation for d even we can
define
η′(ϕ) = η′(M0,M1, d, ϕ) := ρ2(z2 ∩∂ z2) ∈ Z2.
The proof that η′(ϕ) is independent of the choice of W, z and z2 is analogous to the case of
η(ϕ, Y ).
Lemma 4.4. Assume that d0 is even and ϕ : ∂C0 → ∂C1 is a π-isomorphism.
(a) (proved in §4.4) The residue η′(ϕ) is well-defined, i.e. is independent of the choice of Y .
(b) (Change of η′; proved in §4.3) There is a π-isomorphism ϕ′ : ∂C0 → ∂C1 such that
η′(ϕ′) = η′(ϕ) + 1.
Theorem 4.5 (Almost Diffeomorphism Theorem; proved in §4.5). Let
• M0,M1 be oriented simply-connected 7-manifolds whose homology groups are free abelian
and such that H5(Mk, ∂) ∼= Z;
• ϕ : ∂M0 → ∂M1 be a diffeomorphism such that M := M0 ∪ϕ (−M1) is a parallelizable ori-
ented manifold for which H2(M), H3(M) are free abelian and j˜k := jMk,M : H4(M)→ H4(M,Mk),
k = 0, 1, are epimorphisms having the same kernel;
• Y ∈ H5(M) be a class such that Y ∩ Mk is a generator αk ∈ H5(Mk, ∂), div(Y 2) =
div(α20) = div(α
2
1) =: d and there is a class Q ∈ H4(∂M0) such that iMQ ∩M Y 2 = d.
For some homotopy 7-sphere Σ there is an orientation-preserving diffeomorphism ϕ : M0 →
M1#Σ extending ϕ and such that ϕα0 = α1#0 if
11
η(ϕ, Y ) = 0 and, for d even, η′(ϕ) = 0.
Proof of Theorem 2.8 using the Almost Diffeomorphism Theorem 4.5. Since λ(f0) = λ(f1) and
κ(f0) = κ(f1), by Lemma 2.5 there is a π-isomorphism ϕ : ∂C0 → ∂C1. Since β(f0, f1) = 0, by
Lemma 4.1 there is a d0-class Y ∈ H5(Mϕ).
11We conjecture that the ‘only if’ statement is also true.
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By the divisibility of η(ϕ, Y ) by 2 (Lemma 4.3.a) and by a change of η (Lemma 4.3.b) we can
change f1 (by connected sum with a knot), ϕ and Y , and assume that η(ϕ, Y ) = 0.
In this paragraph assume that d0 is even. Then by a change of η
′ (Lemma 4.4.b) we obtain
a new π-isomorphism ϕ such that η′(ϕ) = 0. By a change of ϕ (Lemma 4.3.c) we obtain a new
d0-class Y such that η(ϕ, Y ) = 0.
Since 7 = 4 + 3, by general position Ck are simply-connected. The groups H3(Ck)
Âk∼= H1
and H4(Ck, ∂)
Ak∼= H3 are free abelian. Hence by Lefschetz duality H2(Ck) is free abelian. So all
homology groups of Ck are free abelian. Since κ(f0) = κ(f1) and λ(f0) = λ(f1),
• by the exact sequence of the pair (Mϕ, Ck) and the Agreement Lemma 3.5.b for q = 2 the
group H2(Mϕ) is free abelian;
• by the Agreement Lemma 3.5.b for q = 3 the map jk : H4(Mϕ)→ H4(Mϕ, Ck) is onto.
Since Âk : H2 → H4(Ck) is an isomorphism and iC1,MϕÂ1 = i∂C1,Mϕϕν !0 = iC0,MϕÂ0, we have
im iC0,Mϕ = im iC1,Mϕ. Hence ker jC0,Mϕ = ker jC1,Mϕ. Then from the exact sequence of the pair
(Mϕ, C0) we obtain that H3(Mϕ) and H2(Mϕ) are free abelian.
By Alexander duality, αk := Ak[N ] is a generator of H5(Ck, ∂). We have d0 = div(κ(f0)) =
div(α2k). By Lemmas 3.13.a and 3.5.c there is a class Y ∈ H5(M) such that Y ∩ Ck = αk. Since
Y 2 is divisible by d0 and A0κ(f0) = A0(Y ∩ C0)2, we have div(Y 2) = d0.
Take Q′ ∈ H2 such that Q′ ∩N κ(f0) = d0. Let Q := ν !0Q′ ∈ H4(∂C0). Then
i∂C0,MϕQ ∩Mϕ Y 2 = iC0,MϕÂ0Q′ ∩Mϕ Y 2 = Â0Q′ ∩C0 (Y ∩ C0)2 = Q′ ∩N κ(f0) = d0.
Hence by the Almost Diffeomorphism Theorem 4.5 for M0 = C0, M1 = C1 and M = Mϕ there
is an orientation preserving diffeomorphism ϕ : C0 → C1#Σ extending the bundle isomorphism
ϕ. The bundle isomorphism ϕ also extends to an orientation-preserving diffeomorphism S7 −
IntC0 → S7 − IntC1. Therefore S7 ∼= S7#Σ ∼= Σ. Hence f0 and f1 are isotopic by Lemma
1.4.
4.3 Proofs of Lemmas 4.3 and 4.4.b
Proof of Lemma 4.3.a. Take any pair (W, z) from the definition of η(ϕ, Y ) and take some map
Z : W → CP∞ corresponding to z ∈ H6(W, ∂) ∼= H2(W ) ∼= [W,CP∞]. By spin surgery of Z
relative to ∂W we may assume that Z is 3-connected. The residue z2 ∩∂ (z2 − p∗W ) does not
change throughout this surgery because it is ‘spin CP∞-characteristic residue modulo d relative
to the boundary’. Since Z is 3-connected, by the Hurewicz Theorem for the mapping cylinder of
Z we have H3(W ) = π3(W ) = π3(CP
∞) = 0. Hence TorsH4(W ) ∼= TorsH3(W ) = 0. So there is
a class ẑ2 ∈ H4(W ) such that ρd0 ẑ2 = z2. Then
z2 ∩∂ (z2 − p∗W ) = ρd0(ẑ2 ∩∂ z2 − ẑ2 ∩∂ p∗W ) = ρd0(ẑ2 ∩∂ ẑ2 − ẑ2 ∩∂ p∗W ).
The latter residue is divisible by 2 by [CS11, Lemma 2.11].
Lemma 4.3.b is proved analogously to [CS11, §3, the second equality of Addendum 1.3].
For the proofs of Lemmas 4.3.c and 4.4.b we need the following result.
Lemma 4.6 (proved below in §4.3). Assume that π-isomorphisms ϕ′, ϕ : ∂C0 → ∂C1 coincide
over N0 and that over Cl(N −N0) they differ by the generator of π4(SO3) ∼= Z2. Then for every
integer d and d-class Y ∈ H5(Mϕ) there is a d-class Y ′ ∈ H5(Mϕ′) such that the pair
(Mϕ′, Y
′) is cobordant to (Mϕ, Y ) ⊔ (S2×˜S5, A),
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where S2×˜S5 is the total space of the non-trivial S2-bundle over S5 (i.e. the bundle corresponding
to the non-trivial element of π4(SO3) ∼= Z2) and A ∈ H5(S2×˜S5) ∼= Z is a generator.
Proof of Lemma 4.3.c. By Lemma 2.5 we may assume that ϕ′ = ϕ over N0. We may also assume
that over Cl(N−N0) isomorphism ϕ′ obtained from ϕ by twisting with d(ϕ′, ϕ) ∈ π4(SO3) ∼= Z2.
If d(ϕ′, ϕ) = 0, then we may assume that ϕ′ = ϕ and take Y ′ = Y . If d(ϕ′, ϕ) 6= 0, then by Lemma
4.6 and a calculation in [CS11, Proof of the Framing Theorem 2.9] η(ϕ′, Y ′) = η(ϕ, Y ).
Proof of Lemma 4.4.b. We do not assume Lemma 4.4.a. and so we write η′(ϕ, Y ) instead of η′(ϕ)
and prove the lemma in the following form.
For every π-isomorphism ϕ : ∂C0 → ∂C1, even integer d and d-class Y ∈ H5(Mϕ) there is a
π-isomorphism ϕ′ : ∂C0 → ∂C1 and a d-class Y ′ ∈ H5(Mϕ′) such that η′(ϕ′, Y ′) = η′(ϕ, Y ) + 1.
Take a bundle isomorphism ϕ′ : ∂C0 → ∂C1 coinciding with ϕ over N0 and over Cl(N −N0)
obtained from ϕ by twisting with the non-trivial element of π4(SO3) ∼= Z2. Then by the String
Lemma 3.8 ϕ′ is a π-isomorphism. By Lemma 4.6 and a calculation in [CS11, Proof of the
Framing Theorem 2.9] η′(ϕ′, Y ′) = η′(ϕ, Y ) + 1.
Proof of Lemma 4.6. Take a smooth map α : S4 → SO3 representing the non-trivial element of
π4(SO3) ∼= Z2 and such that α|D4
−
= idS2. For k = 0, 1 identify
ν−1k Cl(N −N0)×
[
1
3
,
2
3
]
with Σk := S
2 ×D4 ×
[
1
3
,
2
3
]
(so Σ0 = Σ1).
Let Uk := ∂Ck × I − Int Σk. Define
α : U0 → U1 by α(s, t) : =
{
(ϕ(s), t) s ∈ ν−10 (N −N0), t ∈ [23 , 1]
(ϕ′(s), t) otherwise
and V := C0 × I
⋃
α
C1 × I.
Hence V is a cobordism between Mϕ′ and Mϕ ⊔ Eα, where
α̂ : ∂Σ0 → ∂Σ1 maps (a, b, t) to
{
(a, b, t) t < 2
3
(α(b)a, b, 2
3
) t = 2
3
and Eα := Σ0 ∪α̂ Σ1
(1)∼= S
2 ×D5
{(s, b) ∼ (α(b)s, R(b))}(s,b)∈S2×D4+
(2)∼= S2×˜S5.
Here R : D4+ → D4− is the reflection with respect to 0× R4.
Consider the following commutative diagram:
Hq(V, C0 × I) ex∼= //
i

Hq(C1 × I, U1)

Hq(Mϕ, C0)
ex∼= // Hq(C1, ∂)
iC1,C1×I
∼=
// Hq(C1 × I, ∂C1 × I)
iC1×I
kk❱❱❱❱❱❱❱❱❱❱❱❱❱❱❱❱❱❱
We have
Hq(∂C1 × I, U1)
ex∼= Hq(Σ1, ∂) ∼= H7−q(Σ1) = 0 for q = 1, 2, 3, 4.
Hence from the exact sequence of the triple U1 ⊂ ∂C1 × I ⊂ C1× I we see that iC1×I is injective
for q = 2, 3, 4, 5. Hence i is an isomorphism for q = 2, 3, 4, 5. Look at the inclusion-induced
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mapping of the exact sequences of pairs (Mϕ, C0) and (V, C0 × I). By the 5-lemma we see that
the inclusion Mϕ → V induces an isomorphism in Hq(·) for q = 2, 4. Or, in Poincare´ dual form,
rMϕ∂V : Hq(V, ∂)→ Hq−1(Mϕ) is an isomorphism for q = 4, 6. The same holds for ϕ replaced by
ϕ′.
Let Y := (rMϕ∂V )
−1Y ∈ H6(V, ∂). Then by Lemma 3.13.a
Y ∩ (Ck × I) = Ak[N ]× I ∈ H6(Ck × I, ∂) for each k = 0, 1.
So by Lemma 3.13.a Y ′ := rMϕ′∂V Y ∈ H5(Mϕ′) is a joint Seifert class. We have the equation
ρd(Y
′)2 = ρdrMϕ′∂V (rMϕ∂V )
−1Y 2 = 0, i.e. Y ′ is a d-class. Let Yα : = ∂Y ∩ Eα ∈ H5(Eα). Since
Y ∩ (C0 × I) = A0[N ]× I, we have Yα ∩ Σ1 =
[
∗ ×D4 ×
[
1
3
,
2
3
]]
∈ H5(Σ1, ∂).
Hence under (1) Yα goes to a class whose intersection with [S
2 × 0] is +1. Therefore under the
composition of (1) and (2) Yα goes to a class whose intersection with the fiber S
2 is +1, i.e. to
A.
Therefore (V, Y ) is the required cobordism.
4.4 Proof of Lemma 4.4.a
Definition of Mf and Yf,y. Identify Cf and Cf × 0. Denote
Mf := ∂(Cf ×I) =Mid ∂Cf and, for y ∈ H3, Yf,y := ∂(Af [N ]×I)+ iCf ,Mf Âfy ∈ H5(Mf ).
Lemma 4.7 (Description of d-classes for Mf ). A class Y ∈ H5(Mf ) is a d-class if and only if
Y = Yf,y for some y ∈ ker(2ρdiv(κ(f))λ(f)).
This follows by Lemma 3.13.b,c.
Lemma 4.8 (proved below in §4.4). For every y ∈ H3 there is a spin null-bordism (W, z) of
(Mf , Yf,y) such that p
∗
W is even.
12
Proof of Lemma 4.4.a. Before we prove that η′(ϕ) is independent of Y we denote it by η′(ϕ, Y ).
Take any pair of d0-classes Y
′, Y ′′ ∈ H5(Mϕ). We have
η′(ϕ, Y ′)− η′(ϕ, Y ′′) (1)= η′(id ∂Cf0 , Y )
(2)
= η′(id ∂Cf0 , Yf0,y)
(3)
= 0 ∈ Z2,
where
• equality (2) holds for some y ∈ ker(2ρdiv(κ(f0))λ(f0)) by the description of d-classes for Mf
(Lemma 4.7);
• equality (3) holds by Lemmas 4.3.a and 4.8;
• equality (1) holds for some d0-class Y ∈ H5(Mf0) by the following result.
Let f0, f1, f2 : N → S7 be embeddings, ϕ01 : ∂C0 → ∂C1 and ϕ12 : ∂C1 → ∂C2 π-isomorphisms,
Y01 ∈ H5(Mϕ01) and Y12 ∈ H5(Mϕ12) d-classes. Then ϕ02 : = ϕ12ϕ01 is a π-isomorphism and
there is a d-class Y02 ∈ H5(Mϕ02) such that η′(ϕ02, Y02) = η′(ϕ01, Y01) + η′(ϕ02, Y12).
This result is proved analogously to [CS11, Lemma 2.10], cf. [Sk08’, §2, Additivity Lemma]
(the property that Y02 is a d-class is achieved analogously to the proof of Lemma 4.6).
12We cannot take W = Cf × I because ∂H5(Cf × I, ∂) 6∋ Yf,y. So we note that the following equality holds
∂(Af [N ]× I + Âfy × I) = Yf,y + Âfy × 1 6= Yf,y and ‘surger out’ Âfy × 1 shifted into the interior.
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Definition of a simplifying 6-bordism V and maps v = v0, v1, v2, v3. A simplifying
6-bordism for f and an oriented 3-submanifold P ⊂ N is a 6-manifold V ⊂ Cf with boundary
∂V = ν−1f P ⊔v(S2×S3) for some embedding v = v0 : S2×S3 → IntCf such that V ∩∂Cf = ν−1f P
and v(S2 × 13) is homologous to S2f in Cf . (Then [im v] = Âf [P ] ∈ H5(Cf ).)
E.g. for N = S1 × S3 and P = 11 × S3 we can take a simplifying 6-bordism S2 × S3 × I ∼=
V ⊂ Cf .
Let v1 : S
2 × S3 ×D1 → IntCf be an embedding such that v1|S2×S3×1 = v, im v1 ∩ V = im v
and v1(c×D1) is tangent to V for every c ∈ S2 × S3.
Extend v1 to an orientation-preserving embedding v2 : S
2 × S3 × D2 → IntCf = IntCf × 12
transversal to V and such that im v2 ∩ V = im v.
Extend v2 to an orientation-preserving embedding v3 : S
2 × S3 ×D3 → Int(Cf × I).
Lemma 4.9. For every oriented 3-submanifold P ⊂ N there is a simplifying 6-bordism.
Proof. Equip ν−1f P with the spin structure induced from Cf . (This spin structure is compatible
with the orientation of ν−1f P .) Since Cf is simply connected, we can perform spin surgeries on
1-spheres in the 5-manifold ν−1f P to obtain a spin bordism between the inclusion ν
−1
f P → Cf
and a map µ : X → Cf of some closed simply connected 5-manifold X . Since the induced map
iCf : H2(ν
−1
f P ) → H2(Cf ) ∼= Z is surjective, µ : H2(X) → H2(Cf) is surjective. By Smale’s
classification of simply connected spin 5-manifolds [Sm62, Theorem A] (see also [Cr11, Theorem
4.1]), there is a closed simply connected spin 5-manifold X ′ with H2(X ′) = ker µ. Choose any
isomorphismH2(X)→ ker µ⊕Z. Then by Barden’s classification of simply connected 5-manifolds
[Ba65, Theorem 2.2] (see also [Cr11, Theorem 5.1]), we may identify X with (S2 × S3)#X ′ so
that µH2(X
′) = {0} ⊂ H2(Cf ). Also by Smale’s classification [Sm62, Theorem 1.1], X ′ is spin
diffeomorphic to the boundary of a handlebody obtained by attaching 3-handles to D6. So the
co-cores of these handles give framed embeddings of 2-spheres such that spin surgery on these 2-
spheres gives S5. Applying this to 2-spheres in X ′ and using µH2(X ′) = 0 ∈ H2(Cf) we obtain a
spin bordism over Cf , g : V → Cf , between µ and a map S2×S3 → Cf inducing an isomorphism
on H2. Then
• V is a spin 6-manifold obtained from ν−1f P×I by attaching 2-handles D2×D4 and 3-handles
D3 ×D3 to ν−1f P × 1;
• ∂V =
spin
ν−1f P × 0 ⊔ S2 × S3;
• g|ν−1f P×0 is the identity and g|S2×S3 induces an isomorphism on H2.
Now the lemma follows by (the second part of) the following Semiroper Embedding Theorem
4.10.b for ∂+V := ν
−1
f P and ∂−V := S
2 × S3.
Theorem 4.10 (Semiproper Embedding). Let V and X be compact v- and x-manifolds such
that ∂V = ∂+V ⊔ ∂−V . Then every map g : V → X such that g|∂+V is an embedding into ∂X is
homotopic rel ∂+V to an embedding V → X, provided either
(a) x < 2v and (V, ∂−V ) is (2v − x− 1)-connected, or
(b) x = 7 = v + 1 and (V, ∂−V ) is 2-connected, X and V are spin and the spin structure on
∂+V is the g-preimage of the spin structure on ∂X.
Proof. First assume that (V, ∂−V ) is (2v−x−1)-connected. Then there is a handle decomposition
of V relative to ∂+V without handles of index more than v−(2v−x−1)−1 = x−v. In particular,
V is a regular neighborhood (in itself) of an (x− v)-polyhedron.
Use induction on the number of handles. The base case is V = ∂+V × I (when there are no
handles). Then define an embedding V → X as ∂+V × I
g|∂+V ×id I→ ∂X × I iX→ X , where iX is the
collar inclusion.
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Let us prove the inductive step for (a). We may assume that V ′ := V ∪Dk×Dv−k, k ≤ x− v
and g : V ′ → X is a map such that g|∂+V is an embedding into ∂X and g|V is an embedding. Since
x < 2v, we have x ≥ 2(x−v)+1 ≥ 2k+1. Since V is a regular neighborhood (in itself) of an (x−v)-
polyhedron, we may assume that g|Dk×0 is an embedding and g(Dk × 0) ∩ g(V ) = g(∂Dk × 0).
Since k ≤ x− v, we have πk−1(Vx−k,v−k) = 0. Hence the normal (v− k)-framing of g(∂Dk × 0) in
g(∂−V ) extends to a normal v− k framing of g(Dk) in X . Thus g|Dk×0 extends to an embedding
Dk × Dv−k → X whose image intersects g(V ) at g(∂Dk × Dv−k). This extension defines an
embedding V ′ → X extending g|V and homotopic to g.
Now we prove (b). By hypothesis, there is a handle decomposition of V relative to ∂+V
without handles of index more than 6 − 2 − 1 = 3. The proof is the same as the proof of (a)
above except that x ≥ 2k + 1 is verified directly and k > x − v = 1 is possible. The required
extension of the (v−k)-framing exists
• because for k = 3 we have πk−1(Vx−k,v−k) = π2(SO4) = 0;
• because for k = 2 (in spite of πk−1(Vx−k,v−k) = π1(SO5) 6= 0) V ′ is spin and the spin
structure on V is the g-preimage of the spin structure on X .
Proof of Lemma 4.8. Take any y ∈ H3. Since H3 ∼= H1(N) ∼= [N, S1], the class y is represented
by an oriented 3-submanifold P ⊂ N that is the preimage of a regular value of a map N → S1
representing y; orientations on N and S1 give an orientation on the preimage. Take a simplifying
6-bordism V ⊂ Cf given by Lemma 4.9. Take the corresponding maps v, v1, v2, v3. Let
W− := (Cf × I)− Int im v3 and W := W− ∪v3|S2×S3×S2 (S2 ×D4 × S2).
(The manifold W may be called the result of an S2-parametric surgery along v3.)
Denote
t := v3(S
2 × 0× S2) and ∆ := 12 ×D4 × 11.
Identify S2 ×D4 × S2 with t×∆.
Consider the cohomology exact sequence of the pair (W,W−) in the following Poincare´ dual
form:
(∗) H6(t×∆) // H6(W, ∂)
rW− // H6(W−, ∂) // H5(t×∆)
H2(W,W−)
∼=PD◦ex
OO
H3(W,W−)
∼=PD◦ex
OO
Since H5(t×∆) = 0, the map rW− is an epimorphism. Take any
Z ∈ r−1W−(Af [N ]× I ∩W−) ⊂ H6(W, ∂).
Denote
V̂ := V ∪ (S2 ×D4 × 1) ⊂W and z := Z + [V̂ ] ∈ H6(W, ∂).
Objects constructed above depend upon y, f and the choices in the construction. We do not
indicate this in their notation.
Since H6(t ×∆) = 0, the spin structure on W− coming from S7 × I extends to W . Clearly,
∂W =
spin
∂(Cf × I) =
spin
Mf (for the ‘boundary’ spin structure on Mf coming from Cf × I). Since
∂WZ = ∂Cf×I(Af [N ]× I) = Yf,0 and ∂W [V̂ ] = [ν−1f P ×
1
2
] = iMf Âfy, we have ∂W z = Yf,y.
Consider the first line of diagram (*) with subscripts 6,5 changed to 4,3, respectively. Since
p∗W ∩W− = p∗W− = 0, by exactness p∗W = n[t] for some n ∈ Z. Denote
W ′+ := (S
7 − Int im v2) ∪v2|S2×S3×S1 S2 ×D4 × S1.
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Then
n = n[t] ∩t×∆ [∆] = (p∗W ∩ t×∆) ∩t×∆ [∆]
(3)
= (p∗W ′+ ∩ S
2 ×D4 × S1) ∩S2×D4×S1 [∆] ≡ 0 mod 2.
Here
• the homology classes [t] and [∆] are taken in the space indicated under ‘∩’ (so [∆] has
different meanings in different parts of the formula);
• the equality (3) holds because rS2×D4×S1 : H4(t × ∆, ∂) → H3(S2 × D4 × S1, ∂) is an iso-
morphism;
• the congruence holds because H5(S2×D4×S1) = 0, so the spin structure on S7− Int im v2
coming from S7 extends to W ′+, hence by Lemma 3.12 p
∗
W ′+
is even.
4.5 Proof of Theorem 4.5 using Lemmas 4.12 and 4.13
Definition of an elementary pair. Suppose that U, V0 and V1 are abelian groups and that
∩01 : V0× V1 → Z a unimodular pairing. (Then Vk has to be free abelian.) An elementary pair is
a pair vk : U → Vk, k = 0, 1, of monomorphisms such that v0U ∩01 v1U = 0 and vkU is a half-rank
direct summand in Vk for each k = 0, 1. (Then rkVk has to be even.)
The following theorem is an easy corollary of a theorem of Kreck. In it and in §4.7 we consider
the intersection product
∩01 : H4(W,M0)×H4(W,M1)→ Z.
Theorem 4.11 (Modified surgery theorem). For l ≥ 2 let
• M0,M1 ⊂ R8l be compact (4l−1)-manifolds with common boundary;
• p : B → BO be a fibration such that π1(B) = 0 and πi(p) = 0 for every i ≥ 2l;
• Sνk : Mk → B, k = 0, 1, be (2l−1)-connected maps coinciding on the boundary and such
that pSνk is the classifying map of the normal bundle of Mk.
A diffeomorphism M0 →M1 commuting with Sνk and identical on ∂M0 exists if there is
• a compact 4l-manifold W such that ∂W = M0 ∪ (−M1),
• a 2l-connectedmap Sν : W → B extending Sν0 ∪ Sν1,
• a subgroup U ⊂ ker Sν ⊂ H2l(W ) such that the pair jMk,W |U , k = 0, 1, is elementary.
Proof. For an elementary pair vk : U → Vk, k = 0, 1, the quotient v0U × V1/v1U → Z of ∩01 is
unimodular. So by [CS11, the Kreck Theorem 4.1], cf. [Kr99, Theorem 4], Sν is bordant (relative
to the boundary) to an h-cobordism. Hence the theorem holds by the relative h-cobordism
theorem [Mi65].
Definitions of iW , jW , ∂W , convenient manifold and pre-elementary class. Let W be
a compact 8-manifold.
Denote by iW , jW , ∂W the homomorphisms from the exact sequence of the pair (W, ∂W ).
The manifold W is called convenient if H3(∂W ) is free abelian, H5(W, ∂) = H3(W ) = 0 and
∂W is parallelizable.
A class z ∈ H6(W, ∂) is called pre-elementary if there is a homomorphism s : H4(W, ∂) →
H4(W ) such that
(1) H4(W ) = im iW ⊕ im s,
(2) su ∩W sv = su ∩∂ v for every u, v ∈ H4(W, ∂), and
(3) σ(W ) = sp∗W ∩∂ p∗W = sz2 ∩∂ z2 = sz2 ∩∂ p∗W = 0.
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Lemma 4.12 (Pre-elementary class; proved in §4.6). Let W be a convenient 8-manifold and
z ∈ H6(W, ∂) a class such that for d := div(∂W z2) and some z2 ∈ H6(W,Zd)
jW z2 = ρdz
2, z2 ∩∂ (z2 − p∗W ) ≡ 0 mod d̂ and, if d is even, z2 ∩∂ z2 ≡ 0 mod 2.
Then there is a spin 8-manifoldW ′ such that ∂W ′ is a homotopy 7-sphere and z♯0 ∈ H6(W♯W ′, ∂)
is pre-elementary.
Lemma 4.13 (Elementary pair; proved in §4.7). Let W be a convenient 8-manifold such that
(*) ∂W = M0∪∂M0=∂M1(−M1) for some 7-manifoldsM0,M1 without torsion in their homology
and having a common boundary, and
(**) jMk,∂W : H4(∂W )→ H4(∂W,Mk), k = 0, 1, are epimorphisms having the same kernel.
Let z ∈ H6(W, ∂) be a pre-elementary class for which there is a class q ∈ ker jM0,∂W such that
q ∩∂W ∂W z2 = div(∂W z2).
Then there is a subgroup U ⊂ H4(W ) such that U ∩∂ z2 = U ∩∂ p∗W = 0 and the pair of
homomorphisms jMk,W |U , k = 0, 1, is elementary.
We remark that the proofs of the Elementary pair Lemma 4.13 modulo Lemma 4.15 (found
in §4.7) and of the Pre-elementary class Lemma 4.12 modulo Lemma 4.14 (found in §4.6) are
similar to [CS11, Proof of Bordism Theorem 4.3 and of Lemma 4.5]. However, these proofs are
different in details from those in [CS11], even when H1 = 0.
Proof of the Almost Diffeomorphism Theorem 4.5 modulo Lemmas 4.12 and 4.13. Take the spin
structure on M corresponding to a tangent framing on M . Take any normal spin structure on M
given by Lemma 4.2. Since ΩSpin7 (CP
∞) = 0 [KS91, Lemma 6.1] there is a compact 8-manifold
W with a normal spin structure and z ∈ H6(W, ∂) such that ∂W =
spin
M and ∂z = Y .
Recall that BSpin = BO〈4〉 is the (unique up to homotopy) 3-connected space for which
there exists a fibration γ : BSpin → BO inducing an isomorphism on πi for every i ≥ 4. Let
B := BSpin×CP∞, p := γ pr2 and Sν : W → B be the map corresponding to the given normal
spin structure on W and to z ∈ H6(W, ∂) ∼= H2(W ) ∼= [W,CP∞].
For each k = 0, 1 sinceMk is torsion free,H2(Mk) ∼= H5(Mk, ∂) ∼= Z. Then the homomorphism
Sν|Mk : H2(Mk)→ H2(CP∞) is an isomorphism. This and the fact that π1(Mk) = 0 imply that
the map Sν|Mk is 3-connected.
Performing B-surgery below the middle dimension we can change Sν relative to the boundary
and assume that Sν is 4-connected [Kr99, Proposition 4]. Then
H5(W, ∂) ∼= H3(W ) ∼= H3(B) = 0, H3(W ) ∼= H3(B) = 0 and H2(W ) ∼= H2(B) ∼= Z.
From Poincare´-Lefschetz duality it follows that im jW is a direct summand in H4(W, ∂). The
manifold W is now convenient. By the Pre-elementary class Lemma 4.12 we can change W to
obtain a new manifold, again denoted W , with ∂W =M0#Σ and z ∈ H6(W, ∂) elementary.
Let q := iMQ. Take a subgroup U given by the Elementary pair Lemma 4.13. Recall that
there is an isomorphism H4(B)→ Z⊕Z mapping Sν(x) to (x∩∂ z2, x∩∂p∗W ) for every x ∈ H4(W ).
Then U ⊂ ker Sν. Apply the Modified Surgery Theorem 4.11 for l = 2 and Sνk := Sν|Mk . The
obtained diffeomorphism commutes with Sνk and so is orientation-preserving.
4.6 Proof of the Pre-elementary class Lemma 4.12
We first construct a homomorphism s satisfying (1) from the definition of a pre-elementary class
(and some additional properties). Then we show how to achieve (2) keeping (1), and finally we
show how to achieve (3) keeping (1) and (2).
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Lemma 4.14. Let V, V ′ be free abelian groups, · : V × V ′ → Z a unimodular form, j : V → V ′ a
homomorphism whose image is a direct summand and (im j)⊥ = ker j.
A homomorphism s : V ′ → V is called 1-homomorphism if
V = ker j ⊕ im s, jsj = j and sjs = s.
A homomorphism s : V ′ → V is called a 2-homomorphism if
V = ker j ⊕ im s and x · jsv = x · v for every x ∈ im s, v ∈ V ′.
(a) There is a 1-homomorphism.
(b) For a 1-homomorphism t : V ′ → V define a homomorphism t∗ : im t→ V by the property
t∗x · u = x · jtu for every u ∈ V ′.
Then t∗t is a 2-homomorphism.
(c) If s is a 2-homomorphism, then
(c1) jsj = j;
(c2) V ′ = im j ⊕ ker s;
(c3) sjs = s;
(c4) t is a 1-homomorphism for every homomorphism t : V ′ → im s such that tj = sj.
Proof of (a). Since V and V ′ are free abelian, there is a subgroup T ⊂ V such that V = ker j⊕T .
Then j|T is injective and j(T ) = im j. Since j(T ) = im j is a direct summand in V ′, the inverse
of the abbreviation j : T → j(T ) extends to an epimorphism t : V ′ → T . We have tjt = t and
jtj = j.
Proof of (b). Denote s := t∗t. Take any x ∈ im t. Since jtj = j, we have t∗x · jtu = x · jtjtu =
x · jtu for every u ∈ V ′. Hence t∗x− x ⊥ im(jt). Since V = ker j ⊕ im t, we have im(jt) = im j.
Then t∗x− x ∈ ker j, i.e. jt∗x = jx. Since tjt = t, we have tjt∗x = tjx = x.
Since t∗x− x ∈ ker j, we have V = ker j + im t∗. If jt∗x = 0, then jx = 0, and consequently
x ∈ ker j ∩ im t = {0}. Hence V = ker j ⊕ im t∗. Since im s = t∗ im t = im t∗, we obtain
V = ker j ⊕ im s.
Since
t∗x · jt∗y = x · jtjt∗y = x · jy for all x, y ∈ im t,
we have su · jsv = t∗tu · jt∗tv = tu · jtv = t∗tu · v = su · v for all u, v ∈ V ′.
Proof of (c1). Take any y ∈ V . Since ker j ⊥ im j, we have x1 · jy = 0 = x1 · jsjy for every
x1 ∈ ker j. Also x2 · jy = x2 · jsjy for every x2 ∈ im s. Since V = ker j ⊕ im s, we have
x · jy = x · jsjy for every x ∈ V . Then by the unimodularity of · : V × V ′ → Z we have
j = jsj.
Proof of (c2). If sjx = 0, then jsjx = 0. So by (c1) jx = 0. Therefore im j ∩ ker s = 0. Since
im j is a direct summand, by rank considerations V ′ = im j ⊕ ker s.
Proof of (c3). By (c2) im s = s im j. Also im j = j im s. So the abbreviations j : im s → im j
and s : im j → im s are surjective. Hence
jsj = j ⇔ js|im j = id(im j) ⇔ sj|im s = id(im s) ⇔ sjs = s.
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Proof of (c4). We have jtj = jsj = j by (c1). We have im t ⊃ tj(V ) = sj(V ) = im s by (c2).
Hence V = ker j ⊕ im t and tj|im s = sj|im s = id(im s) by (c3).
Proof of the Pre-elementary class Lemma 4.12. Since H3(∂W ) is free abelian, im j is a direct
summand in H4(W, ∂). Apply Lemma 4.14.ab to V = H4(W ), V
′ = H4(W, ∂), · = ∩∂ and
j = jW . We obtain a 2-homomorphism s. Let us show how to modify (W, z, s) to achieve
property (3) from the definition of a pre-elementary class.
Since ρd∂W z
2 = 0, ρdz
2 ∈ ρd im jW . Hence there are a ∈ H4(W ) and b ∈ H4(W, ∂) such
that z2 = jWa + db. So ρdjW sz
2 = ρdjW sjWa
(2)
= ρdjWa = ρdz
2. Here (2) holds by Lemma
4.14.c1. Since the residues in the Pre-elementary class Lemma 4.12 are independent of the choice
of z2 ∈ j−1W ρdz2, we may take z2 := ρdsz2.
Below we prove that
(a) we can change η(z, s) := sz2 ∩∂ (z2 − p∗W ) by 2d without changing sz2 ∩∂ z2;
(b) we can simultaneously change η(W, z, s) by d2 − d and sz2 ∩∂ z2 by d2.
If d is odd, applying (b) we make sz2 ∩∂ z2 even keeping η(z, s) divisible by d̂ = gcd(d, 3).
Then applying (a) we can change η(z, s) by 2d keeping sz2 ∩∂ z2 even.
If d is even, sz2 ∩∂ z2 is even by the hypothesis. Applying (a,b) we can change η(z, s) by
gcd(2d, d2 − d) = d keeping sz2 ∩∂ z2 even.
Take (S2)4 and the class zS which is the sum of four summands, each represented by a
product of three 2-spheres and a point. Then z4S = 24. Since (S
2)4 is almost parallelizable, we
have p∗(S2)4 = 0. Taking connected sums with copies of ((S
2)4, zS) we can change η(z, s) by any
multiple of 24 while keeping sz2 ∩∂ z2 even.
So we obtain that η(z, s) = 0 and sz2 ∩∂ z2 is even.
By [KS91, spin case of (2.4) and Proposition 2.5] there is a closed spin 8-manifold W0 and
z0 ∈ H6(W0) such that z20 ∩W0 (z20 − p∗W0) = 0 and z20 ∩W0 z20 = 2. Taking connected sums with
copies of (W0, z0) we can change sz
2 ∩∂ z2 by any multiple of 2 without changing η(W, z, s). So
we can obtain sz2 ∩∂ z2 = 0 while keeping η(z, s) = 0.
Let HP 2 be quaternionic projective space oriented so that its signature is given by σ(HP 2) =
1. Recall that HP 2 is 3-connected and (p∗
HP 2
)2 = 1 [Mi56, Lemmas 3 and 4]. There is a 3-
connected parallelizable 8-manifoldE8 whose boundary is a homotopy sphere and whose signature
is 8. Then p∗
E8
= 0.
Since ∂W is parallelizable, ∂Wp
∗
W = 0. By [CS11, Lemma 2.11.b] sp
∗
W is a characteristic
element for ∩W |im s. Hence by Lemma 4.15.a σ(W ) = σ(∩W |im s) ≡
mod 8
sp∗W ∩W sp∗W . Therefore
taking connected sums with copies of HP 2 and E8 we can achieve σ(W ) = sp
∗
W ∩∂ p∗W = 0 while
keeping η(z, s) = sz2 ∩∂ z2 = 0.13
Proof of (b). Denote W1 :=W#HP
2#(−HP 2). We have H4(HP 2#(−HP 2)) ∼= Z2 with evident
basis. In this basis the intersection form is diag(1,−1) and pHP 2#(−HP 2) = (1, 1). Let z1 be
the preimage of z under the ‘connected sum’ isomorphism H6(W1, ∂) → H6(W, ∂). In order to
construct the new s (this is t∗t not s1, both defined below) let us define the lower two lines of
13This covers a minor gap in [CS11, §4]: there we needed additionally to take connected sums with the E8-
manifold to kill αW , and so ∂W will in general be changed by connected sum with a homotopy sphere.
46
the following diagram:
(
z21
p∗W1
)
∈

✤ c∂ //
ct
))(
z2,0,0
p∗W ,1,1
)
∈

✤ s
′:=(s⊕∂)⊕id // (sz2,∂W z2,0,0
sp∗W ,0,1,1
)
∈

✤t
′:=i⊕(t′′⊕id) // ( sz2,0,d
sp∗W ,1,1
)
∈

H4(W1, ∂)
c∂ ,∼= //
t
((PP
PP
PPP
PPP
PP
s1,t
∗t ..
✲
❅
◆
❯ ❨ ❬
H4(W, ∂)⊕ Z2 s
′,∼= //
s⊕id (6=t′s′)
;;◆
❯ ❳ ❩ ❬ ❭ ❭ ❪ ❫ ❫ ❴ ❵ ❵ ❛ ❜ ❜ ❝
❞ ❢
✐
♣
im s⊕H3(∂W )⊕ Z2 t
′
// H4(W )⊕ Z2
H4(W1) c,
∼=
>>
Let c∂ and c be the ‘connected sum’ orthogonal isomorphisms (for the form diag(1,−1) on Z2).
Let id := idZ2. Let s′(u, a, b) := s(u) ⊕ ∂u ⊕ (a, b). Since H3(W ) = 0, by Lemma 4.14.c2
s⊕ ∂ : H4(W, ∂)→ im s⊕H3(∂W ) is an isomorphism. Hence s′ is an isomorphism.
Since H3(∂W ) is free abelian and d = div(∂W z
2), there is a map
t′′ : H3(∂W )→ Z2 such that t′′(∂W z2) = (0, d).
Let t′(u, v, a, b) := u⊕ (t′′(v) + (a, b)). Let
V := H4(W1), V
′ := H4(W1, ∂), · := ∩, j := jW1 , s1 := c−1(s⊕ id)c∂, t := c−1t′s′c∂,
so that the undashed lines of the diagram commute. Then c im s1 = im s ⊕ Z2 = im t′ = c im t.
Clearly, s1 is a 2-homomorphism. Also
tj = c−1t′s′c∂j = c−1t′s′(jW⊕id)c = c−1t′((sjW⊕0)⊕id)c = c−1s(jW⊕id)c = c−1(s⊕id)c∂j = s1j.
Hence by Lemma 4.14.b,c4 for s1 we obtain that t
∗t is a 2-homomorphism.
For every u1, u2 ∈ H4(W1, ∂) by definition of t∗ we have
t∗tu1 ∩W1 u2 = tu1 ∩W1 tu2 = v1 ∩W v2 + a1a2 − b1b2, where (vk, ak, bk) = ctuk.
Clearly, the images of z21 are as shown in the first line of the diagram. Since ∂W is parallelizable,
the images of p∗W1 are as shown in the first line of the diagram. Hence
t∗tz21 ∩W1 z21 = sz2 ∩W sz2 − d2 and η(z1, t∗t)− η(z, s) = 0 · (0− 1)− d · (d− 1) = −d2 + d.
Proof of (a). By [Mi56] there is a D4-bundle over S4 whose Euler class is 0 and whose first
Pontryagin class is 4. The double of this bundle is an S4-bundle S4×˜S4 over S4 whose first
Pontryagin class is 4. We have H4(S
4×˜S4) ∼= Z2 with evident basis. In this basis pS4×˜S4 = (2, 0)
and the intersection form is
(
0 1
1 0
)
. Analogously to the proof of (b) with HP 2#(−HP 2) replaced
by S4×˜S4 we construct W1, z1 and t∗t. Then for every u1, u2 ∈ H4(W1, ∂) we have
t∗tu1 ∩W1 u2 = tu1 ∩W1 tu2 = v1 ∩W v2 + a1b2 + a2b1, where (vk, ak, bk) = ctuk.
Also ct
(
z21
p∗W1
)
=
(
sz2, 0, d
sp∗W , 2, 0
)
. Then t∗tz21∩W1 z21 = sz2∩W sz2 and η(z1, t∗t) = η(z, s)−2d.
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4.7 Proof of the Elementary pair Lemma 4.13
Lemma 4.15. Let W be an 8-manifold satisfying the assumptions (*) and (**) of the Ele-
mentary pair Lemma 4.13. Let s : H4(W, ∂) → H4(W ) be a homomorphism such that H4(W ) =
im iW⊕im s (additively which implies orthogonally w.r.t. ∩W ). Denote jk := jMk,W and S := im s.
Denote by the superscript ⊥ the orthogonal complement with respect to ∩01, unless another in-
tersection product is indicated as subscript. Then
(a) S is free abelian and the form ∩W |S is unimodular;
(b) j0|S, j1|S are injective, H4(W,Mk) = (j1−kS)⊥ ⊕ jkS, k = 0, 1, and the restrictions of ∩01
both to j0S × j1S and to (j1S)⊥ × (j0S)⊥ are unimodular;
(c) jk im iW is a half-rank direct summand in the free abelian group (j1−kS)⊥;
(d) if
a ∈ H4(W, ∂), q ∈ ker jM0,∂W ⊂ H4(∂W ) and q ∩∂W ∂Wa = div(∂Wa),
then there is a subgroup U ⊂ im iW such that U ∩∂ a = 0 and the pair jk|U : U → (j1−kS)⊥,
k = 0, 1, is elementary.
Proof of (a). Since the torsion of H4(W ) is contained in im iW = H4(W )
⊥
∩W , the group S is free
abelian. Since ∩∂ : H4(W )×H4(W, ∂)→ Z is unimodular, x∩W y = x∩∂ jW y for all x, y ∈ H4(W )
and H3(∂W ) is free abelian, it follows that the form ∩W |S is unimodular.
Proof of (b). Since j0x ∩01 j1y = x ∩W y for all x, y ∈ H4(W ), it follows that ∩01|j0S×j1S is
unimodular. Then j0|S and j1|S are injective. So if x ∈ S and jkx ∩01 j1−kS = 0, then x = 0.
Also, for every y ∈ H4(W,Mk) the ∩01-intersection with y defines a linear map j1−kS → Z. Hence
there is a class yS ∈ jkS such that y∩01 x = yS ∩01 x for every x ∈ j1−kS. Then y = yS +(y− yS)
and (y−yS)∩01 j1−kS = 0. Thus H4(W,Mk) = (j1−kS)⊥⊕jkS, k = 0, 1. Since ∩01 and ∩01|j0S×j1S
are unimodular, ∩01|(j1S)⊥×(j0S)⊥ is unimodular.
Some notation for the proofs of Lemmas 4.15.c,d and 4.13. Denote by iW,k, ∂W,k homomor-
phisms from the exact sequence of the triple (W, ∂W,Mk). Denote by ik, jk, ∂k and i˜k, j˜k, ∂˜k
the homomorphisms from the exact sequences of the pairs (W,Mk) and (∂W,Mk), respectively.
Recall that H4(W )
⊥
∩W = im iW . Consider the following diagram:
H5(W, ∂) = 0
∂W

∂W,k
((❘❘
❘❘❘
❘❘❘
❘❘❘
❘❘
H3(W ) = 0
H4(Mk)
i˜k //
ik
''❖❖
❖❖
❖❖
❖❖
❖❖
❖
H4(∂W )
iW

j˜k // H4(∂W,Mk)
iW,k

∂˜k=0 // H3(Mk)
ik
88♣♣♣♣♣♣♣♣♣♣♣
H4(W )
jk // H4(W,Mk)
∂k
77♥♥♥♥♥♥♥♥♥♥♥♥
im iW ⊕ S jk // (j1−kS)⊥ ⊕ jkS
Proof of (c). We have
(j1−kS)⊥
jk im iW
(1)∼= coker jk
(2)∼= H3(Mk)
(3)∼= H4(∂W,Mk)
(4)∼= im iW,k (5)= jk im iW .
Here
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• (1) is obtained by adding jkS both to nominator and denominator and using (b);
• (2) holds because H3(W ) = 0, hence ∂k is an epimorphism;
• (3) holds by Poincare´-Lefschetz duality because bothH3(Mk) andH4(∂W,Mk)
ex∼= H4(M1−k, ∂)
are free abelian;
• (4) holds because H5(W, ∂) = 0, hence iW,k is injective;
• (5) holds because j˜k is surjective.
Since H3(Mk) is free abelian, jk im iW ∼= (j1−kS)
⊥
jk im iW
is free abelian. This implies (c).
Proof of (d). Since Mk is torsion free, by Poincare´-Lefschetz duality H4(∂W,M0)
ex∼= H4(M1, ∂) is
free abelian. Since j˜0 is surjective, it follows that there is a subgroup
U ′′ ⊂ H4(∂W ) such that j˜0|U ′′ : U ′′ → H4(∂W,M0) is an isomorphism.
Since H3(∂W ) is free abelian, there is a class
a0 ∈ H3(∂W ) such that ∂Wa = a0 div(∂Wa).
Define U ′ := {u− (a0 ∩∂W u)q : u ∈ U ′′} and U := iWU ′.
Since q ∩∂W ∂Wa = div(∂Wa), we have ∂Wa ∩∂W U ′ = 0. Thus U ∩∂ a = 0. So by (c) it remains
to prove that jk|U is an isomorphism onto jk im iW .
Since ker j˜0 = ker j˜1, the map j˜1|U ′′ is injective. Then U ′′ ∩∂W im i˜k = 0. This and the fact
that q ∈ im i˜0 = im i˜1 = ker j˜0 = ker j˜1 imply that U ′ ∩∂W im i˜0 = 0. Since ker j˜0 = ker j˜1, we
have im i˜0 = im i˜1. Therefore U
′ ∩∂W im i˜1 = 0. Thus j˜k|U ′ is injective. Since H5(W, ∂) = 0, the
map iW is injective. Hence U ∩W iW ker j˜k = 0. We have iW ker j˜k = iW im i˜k = im ik = ker jk.
Thus jk|U is injective.
Since ker j˜0 = ker j˜1, we have H4(∂W ) = U
′′ + ker j˜0 = U ′′ + ker j˜1. Since q ∈ ker j˜0 = ker j˜1,
it follows that H4(∂W ) = U
′ + ker j˜0 = U ′ + ker j˜1. So j˜1U ′ = j˜1H4(∂W ). Therefore we have
jkU = jkiWU
′ = iW,kj˜kU ′ = iW,k j˜kH4(∂W ) = jk im iW .
Proof of the Elementary pair Lemma 4.13. The group H4(W,Mk) is torsion free for k = 0, 1.
(Indeed, consider the Poincare´ dual of the exact sequence of the pair (W,M3−k):
H5(W, ∂)→ H4(M3−k, ∂)→ H4(W,Mk)→ H4(W, ∂).
By the assumptions
H5(W, ∂) = 0, TorsH4(M3−k, ∂) = TorsH2(M3−k) = 0 and TorsH4(W, ∂) = TorsH3(W ) = 0.
Hence H4(W,Mk) is torsion free.)
Since z is pre-elementary, there is a homomorphism s from the definition of a pre-elementary
class. Denote S := im s. Let
Û := {u ∈ S | lu = msz2 + nsp∗W for some integers l, m, n}.
Since z is pre-elementary, Û ∩W Û = 0. By Lemma 4.15.a S is free abelian and the form ∩W |S
is unimodular. Then there is a subgroup
T ⊂ S such that Û ⊂ T, rkT = 2 rk Û and ∩W |T is unimodular.
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Hence σ(T ) = 0. Since both ∩W |S and ∩W |T are unimodular, T ∩ T⊥∩W = 0 and rkT⊥∩W =
rkS − rkT , we have S = T ⊕ T⊥∩W . So σ(T⊥∩W ) = σ(W )− σ(T ) = 0. Hence there is a half-rank
direct summand
U˜ ⊂ T⊥∩W such that U˜ ∩W U˜ = 0.
Let US := Û ⊕ U˜ .
We have US ∩∂ z2 = US ∩∂ p∗W = 0 and the pair jk|US : US → jkS, k = 0, 1, is elementary.
(Indeed, since z is pre-elementary, Û ∩∂ z2 = Û ∩∂ p∗W = 0. Also U˜ ∩W Û = 0. Hence by the
properties (2) and (3) of s we obtain US ∩∂ z2 = US ∩∂ p∗W = 0. Since Û ∩W Û = 0 = U˜ ∩W U˜ , we
have j0US ∩01 j1US = 0. By Lemma 4.15.b jk|S is injective. Since Û and U˜ are half-rank direct
summands in T and in T⊥∩W , respectively, US is a half-rank direct summand in S. So jkUS is a
half-rank direct summand in jkS.)
Applying Lemma 4.15.d to a = z2 we obtain a subgroup U∂ ⊂ im iW . Since ∂W is paralleliz-
able, p1(∂W ) = 0. Hence im iW ∩∂ p∗W = 0. Therefore U := US ⊕ U∂ is as required.
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