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a b s t r a c t
We introduce a Gray map from Fp + vFp to F2p and study (1− 2v)-constacyclic codes over
Fp+vFp,where v2 = v. It is proved that the image of a (1−2v)-constacyclic code of length
n over Fp + vFp under the Gray map is a distance-invariant linear cyclic code of length 2n
over Fp. The generators of such constacyclic codes for an arbitrary length are determined
and their dual codes are also discussed.
© 2011 Elsevier B.V. All rights reserved.
1. Introduction
Codes over finite rings were initiated by Blake in the early 1970s [3,4]. Great progress has been made in the 1990s since
the significant discovery that certain good nonlinear binary codes can be constructed from cyclic codes over Z4 via the Gray
map [10]. Since then, codes over finite rings have been studied by many authors [5,9,11]. In these studies, the ground rings
associated with codes are finite chain rings in general, and linear codes over this class of finite rings have been characterized
in several papers [9,12,15]. Recently, linear codes over the ring F2 + uF2 + vF2 + uvF2 have been considered by Yildiz and
Karadeniz in [17],where somegoodbinary codes have been obtained as the images under twoGraymaps. Some results about
cyclic codes over F2 + vF2 were given by Zhu et al. in [19], where it is shown that cyclic codes over the ring are principally
generated. As these two rings are not finite chain rings, some techniques used in the mentioned papers are different from
those in the previous papers. It seems to be more difficult to deal with codes over these two rings.
In this paper, we focus on codes over the ring Fp + vFp, where v2 = v. The ring Fp + vFp is a finite semi-local ring, not a
finite chain ring. We investigate a class of constacyclic codes over Fp + vFp, i.e., (1− 2v)-constacyclic codes over Fp + vFp.
Constacyclic codes over finite commutative rings were first introduced by Wolfmann in [14], where it was proved that the
binary image of a linear negacyclic code over Z4 is a binary cyclic code (not necessarily linear). Later, Ling and Blackford
extended most of the results in [14,15] to the ring Zpk+1 in [12]. Since 2002, constacyclic codes over various types of finite
chain rings have been extensively studied [1,2,6,7,18]. In this work, we define a Graymap from Fp+vFp to F2p and prove that
the image of a (1− 2v)-constacyclic code of length n over Fp+ vFp under the Gray map is a distance-invariant linear cyclic
code of length 2n over Fp. We determine the generator polynomials of such constacyclic codes over Fp+vFp and prove that
constacyclic codes over the ring are principally generated.
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2. Preliminaries
Let Fp be a finite fieldwith p elements, where p is an odd prime. Let R be the commutative ring Fp+vFp = {a+vb | a, b ∈
Fp}with v2 = v. The ring R is a semi-local ring, it has twomaximal ideals ⟨v⟩ = {av | a ∈ Fp} and ⟨1−v⟩ = {b−bv | b ∈ Fp}.
It is easy to see that both R/⟨v⟩ and R/⟨1 − v⟩ are isomorphic to Fp. From the Chinese Remainder Theorem, we have
R = ⟨v⟩ ⊕ ⟨1 − v⟩. In the following, we denote 1 − 2v as λ for simplicity. A code of length n over R is a nonempty subset
of Rn, and a code is linear over R if it is an R-submodule of Rn. Let C be a code of length n over R and P(C) be its polynomial
representation, i.e.,
P(C) =

n−1
i=0
cixi | (c0, c1, . . . , cn−1) ∈ C

.
Let σ , γ and τ be maps from Rn to Rn given by
σ(c0, c1, . . . , cn−1) = (cn−1, c0, . . . , cn−2),
γ (c0, c1, . . . , cn−1) = (−cn−1, c0, . . . , cn−2)
and
τ(c0, c1, . . . , cn−1) = (λcn−1, c0, . . . , cn−2),
respectively. Then C is said to be cyclic if σ(C) = C , negacyclic if γ (C) = C and λ-constacyclic if τ(C) = C . A code C of
length n over R is cyclic if and only if P(C) is an ideal of R[x]⟨xn−1⟩ , a code C of length n over R is negacyclic if and only if P(C) is
an ideal of R[x]⟨xn+1⟩ and a code C of length n over R is λ-constacyclic if and only if P(C) is an ideal of
R[x]
⟨xn−λ⟩ .
Let x = (x0, x1, . . . , xn−1) and y = (y0, y1, . . . , yn−1) be two elements of Rn. The Euclidean inner product of x and y in Rn
is defined as x · y = x0y0 + x1y1 + · · · + xn−1yn−1, where the operation is performed in R. The dual code of C is defined as
C⊥ = {x ∈ Rn | x · y = 0,∀ y ∈ C}.
3. Gray map
We first extend the Gray map between (Z4, Lee distance) and (Z22, Hamming distance) to the ring R. We define a Gray
weight for codes over R as follows.
Definition 3.1. The Gray weight on R is a weight function on R defined as
wG : R −→ N, r = r + vq −→

0, if r = 0, q = 0,
1, if r ≠ 0, q = 0,
1, if q ≠ 0, 2r + q ≡ 0 (mod p),
2, if q ≠ 0, 2r + q ≢ 0 (mod p).
Define the Gray weight of a codeword c = (c0, c1, . . . , cn−1) ∈ Rn to be the rational sum of the Gray weights of its
components, i.e., wG(c) = ∑n−1i=0 wG(ci). For any c1, c2 ∈ Rn, the Gray distance dG is given by dG(c1, c2) = wG(c1 − c2).
The minimum Gray distance of C is the smallest nonzero Gray distance between all pairs of distinct codewords of C . The
minimum Gray weight of C is the smallest nonzero Gray weight among all codewords of C . If C is linear, then the minimum
Gray distance is the same as theminimumGrayweight. TheHammingweightw(c) of a codeword c is the number of nonzero
components in c. TheHamming distance d(c1, c2) between two codewords c1 and c2 is theHammingweight of the codeword
c1 − c2. The minimum Hamming distance d of C is defined as min{d(c1, c2)|c1, c2 ∈ C, c1 ≠ c2} (cf. [13]).
Nowwe give the definition of the Graymap on Rn. Observe that any element c ∈ R can be expressed as c = r+vq, where
r, q ∈ Fp. The Gray mapΦ: R → F2p is given byΦ(c) = (−q, 2r + q). This map can be extended to Rn in a natural way:
Φ : Rn → F2np
(c0, c1, . . . , cn−1) → (−q0,−q1, . . . ,−qn−1, 2r0 + q0, 2r1 + q1, . . . , 2rn−1 + qn−1)
where ci = ri + vqi, 0 ≤ i ≤ n− 1.
Proposition 3.2. The Gray map Φ is a distance-preserving map from (Rn, Gray distance) to (F2np , Hamming distance) and it is
also Fp-linear.
Proof. From the above definitions, it is clear that Φ(x − y) = Φ(x) − Φ(y) for x, y ∈ Rn. Thus, dG(x, y) = wG(x − y) =
w(Φ(x− y)) = w(Φ(x)−Φ(y)) = d(Φ(x),Φ(y)). Let x, y ∈ Rn, k1, k2 ∈ Fp. From the definition of the Gray map, we have
Φ(k1x+ k2y) = k1Φ(x)+ k2Φ(y),
which means thatΦ is an Fp-linear map. 
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Proposition 3.3. Let τ denote the λ-constacyclic shift of Rn and σ the cyclic shift of F2np . Let Φ be the Gray map of R
n into F2np .
ThenΦτ = σΦ .
Proof. Let c = (c0, c1, . . . , cn−1) ∈ Rn, where ci = ri+ vqi with ri, qi ∈ Fp for 0 ≤ i ≤ n−1. From the definition of the Gray
map, we obtain
Φ(c) = (−q0,−q1, . . . ,−qn−1, 2r0 + q0, 2r1 + q1, . . . , 2rn−1 + qn−1).
Hence,
σ(Φ(c)) = (2rn−1 + qn−1,−q0, . . . ,−qn−2,−qn−1, 2r0 + q0, . . . , 2rn−2 + qn−2).
On the other hand,
τ(c) = (λcn−1, c0, . . . , cn−2)
= (rn−1 − v(2rn−1 + qn−1), r0 + vq0, . . . , rn−2 + vqn−2).
We can deduce that
Φ(τ (c)) = (2rn−1 + qn−1,−q0, . . . ,−qn−2,−qn−1, 2r0 + q0, . . . , 2rn−2 + qn−2).
Therefore,
Φτ = σΦ. 
Theorem 3.4. A linear code C of length n over R is a λ-constacyclic code if and only if Φ(C) is a cyclic code of length 2n over Fp.
Proof. It is an immediate consequence of Proposition 3.3. 
Thus, we immediately get the following result.
Corollary 3.5. The Gray image of a λ-constacyclic code of length n over R under the Gray map Φ is a distance-invariant linear
cyclic code of length 2n over Fp.
4. λ-Constacyclic codes and their Gray images
Let A, B be codes over R. We denote
A⊕ B = {a+ b | a ∈ A, b ∈ B}.
By the properties of Chinese Remainder Theorem, any code C over R is permutation-equivalent to a code generated by the
following matrix:Ik1 (1− v)B1 vA1 vA2 + (1− v)B2 vA3 + (1− v)B3
0 vIk2 0 vA4 0
0 0 (1− v)Ik3 0 (1− v)B4

,
where Ai and Bj are p-arymatrices with 1 ≤ i, j ≤ 4. Such a code C is said to have type p2k1pk2pk3 and |C | = p2k1+k2+k3 [8,16].
For a code C over R, let Cv (resp. C1−v) be the p-ary code such that (1 − v)Cv (resp. vC1−v) is equal to C mod v
(resp. C mod (1− v)). We have C = vC1−v ⊕ (1− v)Cv with
C1−v = {a ∈ Fnp | ∃ b ∈ Fnp | va+ (1− v)b ∈ C}
and
Cv = {b ∈ Fnp | ∃ a ∈ Fnp | va+ (1− v)b ∈ C}.
The code Cv is permutation-equivalent to a code with generator matrix of the form:
Ik1 B1 0 B2 B3
0 0 Ik3 0 B4

,
where Bi are p-arymatrices for i ∈ {1, 2, 3, 4}. And the code C1−v is permutation-equivalent to a codewith generator matrix
of the form:
Ik1 0 A1 A2 A3
0 Ik2 0 A4 0

,
where Ai are p-ary matrices for i ∈ {1, 2, 3, 4}. It is easy to see that |Cv||C1−v| = pk1pk3pk1pk2 = p2k1+k2+k3 = |C |.
The preceding statements showed that any code C over R can be completely characterized by its associated codes C1−v
and Cv and vice versa. Now we give a characterization of the λ-constacyclic codes over R.
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Theorem 4.1. Let C = vC1−v ⊕ (1− v)Cv be a linear code of length n over R. Then C is a λ-constacyclic code of length n over R
if and only if C1−v and Cv are negacyclic and cyclic codes of length n over Fp, respectively.
Proof. For any c = (c0, c1, . . . , cn−1) ∈ C , we can write its components as ci = vai + (1 − v)bi, where ai, bi ∈ Fp,
0 ≤ i ≤ n − 1. Let a = (a0, a1, . . . , an−1), b = (b0, b1, . . . , bn−1). Then a ∈ C1−v and b ∈ Cv . If C1−v and Cv are negacyclic
and cyclic codes over Fp, respectively, then γ (a) ∈ C1−v and σ(b) ∈ Cv . Hence τ(c) = vγ (a) + (1 − v)σ (b) ∈ C , which
means that C is a λ-constacyclic code over R.
On the other hand, for any a = (a0, a1, . . . , an−1) ∈ C1−v, b = (b0, b1, . . . , bn−1) ∈ Cv . Let ci = vai + (1 − v)bi. Then
c = (c0, c1, . . . , cn−1) ∈ C . If C is a λ-constacyclic code over R, then τ(c) = vγ (a) + (1 − v)σ (b) ∈ C, thus γ (a) ∈ C1−v
and σ(b) ∈ Cv . Therefore, C1−v and Cv are negacyclic and cyclic codes over Fp, respectively. 
Theorem 4.2. If C = vC1−v ⊕ (1 − v)Cv is a λ-constacyclic code of length n over R, then C = ⟨vg1(x), (1 − v)g2(x)⟩ and
|C | = p2n−deg(g1)−deg(g2), where g1(x) and g2(x) are the monic generator polynomials of C1−v and Cv , respectively.
Proof. Since C1−v = ⟨g1(x)⟩ ⊆ Fp[x]⟨xn+1⟩ , Cv = ⟨g2(x)⟩ ⊆ Fp[x]⟨xn−1⟩ and C = vC1−v ⊕ (1− v)Cv , then
C = {c(x) | c(x) = vf1(x)+ (1− v)f2(x), f1(x) ∈ C1−v, f2(x) ∈ Cv}.
Therefore,
C ⊆ ⟨vg1(x), (1− v)g2(x)⟩ ⊆ Rn = R[x]/⟨xn − λ⟩.
For any vg1(x)k1(x) + (1 − v)g2(x)k2(x) ∈ ⟨vg1(x), (1 − v)g2(x)⟩ ⊆ Rn, where k1(x), k2(x) ∈ Rn, there are r1(x), r2(x) ∈
Fp[x] such that vk1(x) = vr1(x) and (1 − v)k2(x) = (1 − v)r2(x). So ⟨vg1(x), (1 − v)g2(x)⟩ ⊆ C . This gives that
⟨vg1(x), (1− v)g2(x)⟩ = C . Since |C | = |C1−v||Cv|, then |C | = p2n−deg(g1)−deg(g2). 
Theorem 4.3. For any λ-constacyclic code of length n over R, there is a unique polynomial g(x) such that C = ⟨g(x)⟩ and
g(x) | xn − λ, where g(x) = vg1(x)+ (1− v)g2(x).
Proof. By Theorem 4.2, we may assume that C = ⟨vg1(x), (1 − v)g2(x)⟩, where g1(x) and g2(x) are the monic generator
polynomials of C1−v and Cv , respectively. Let g(x) = vg1(x) + (1 − v)g2(x). Clearly, ⟨g(x)⟩ ⊆ C . Note that vg1(x) = vg(x)
and (1 − v)g2(x) = (1 − v)g(x), so C ⊆ ⟨g(x)⟩. Hence C = ⟨g(x)⟩. Since g1(x) | xn + 1 and g2(x) | xn − 1, there are
r1(x), r2(x) ∈ Fp[x] such that
xn + 1 = g1(x)r1(x) and xn − 1 = g2(x)r2(x).
It follows that
xn − λ = g(x)[vr1(x)+ (1− v)r2(x)].
Hence, g(x) | xn − λ. The uniqueness of g(x) can be followed from that of g1(x) and g2(x). 
Corollary 4.4. Every ideal of Rn is principal.
Following the notation in [15], we now give the definition of polynomial Graymap over R. For any polynomial c(x) ∈ R[x]
with degree less than n can be represented as c(x) = r(x)+ vq(x), where r(x), q(x) ∈ Fp[x] and their degrees are also less
than n. Define the polynomial Gray map as follows:
ΦP : R[x]/⟨xn − λ⟩ −→ Fp[x]/⟨x2n − 1⟩
ΦP(c(x)) = −q(x)+ xn(2r(x)+ q(x)).
Let c1(x) = r1(x) + vq1(x), c2(x) = r2(x) + vq2(x) ∈ Rn. If c1(x) = c2(x), then r1(x) = r2(x) and q1(x) = q2(x). So
ΦP(c1(x)) = −q1(x) + xn(2r1(x) + q1(x)) = −q2(x) + xn(2r2(x) + q2(x)) = ΦP(c2(x)), whence ΦP is well-defined. It is
obvious thatΦP(c(x)) is the polynomial representation ofΦ(c). We simply writeΦP(c(x)) asΦ(c(x)).
Theorem 4.5. Let C = vC1−v ⊕ (1− v)Cv be a λ-constacyclic code of length n over R, and C = ⟨vg1(x), (1− v)g2(x)⟩, where
g1(x) and g2(x) are the monic generator polynomials of C1−v and Cv , respectively. ThenΦ(C) = ⟨g1(x)g2(x)⟩.
Proof. Since g1(x) | xn + 1 and g2(x) | xn − 1, there are r1(x), r2(x) ∈ Fp[x] such that
xn + 1 = g1(x)r1(x) and xn − 1 = g2(x)r2(x).
By Theorem 4.3, we know that C = ⟨g(x)⟩, where g(x) = vg1(x) + (1 − v)g2(x). Let a(x) = f (x)g(x) be any element in
C , where f (x) ∈ R[x]. Since f (x) can be written as f (x) = vf1(x) + (1 − v)f2(x) where f1(x), f2(x) ∈ Fp[x], it follows that
a(x) = vg1(x)f1(x)+ (1− v)g2(x)f2(x). Then we have
Φ(a(x)) = (g2(x)f2(x)− g1(x)f1(x))+ xn(g1(x)f1(x)+ g2(x)f2(x))
= (xn + 1)g2(x)f2(x)+ (xn − 1)g1(x)f1(x)
= g1(x)g2(x)f2(x)r1(x)+ g1(x)g2(x)f1(x)r2(x)
= g1(x)g2(x)(f2(x)r1(x)+ f1(x)r2(x)).
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So
Φ(C) ⊆ ⟨g1(x)g2(x)⟩.
On the other hand,
|Φ(C)| = |C | = p2n−deg(g1)−deg(g2),
|⟨g1(x)g2(x)⟩| = p2n−deg(g1)−deg(g2).
Hence,Φ(C) = ⟨g1(x)g2(x)⟩. 
Now, we consider the dual codes of λ-constacyclic codes of length n over R and we get the following results.
Theorem 4.6. Let C be a λ-constacyclic code of length n over R. Then its dual code C⊥ is also a λ-constacyclic code over R.
Proof. The proof is trivial since λ = λ−1 and the dual of a λ-constacyclic code is λ−1-constacyclic. 
Similar to [8, Theorem 3.2], we have the following result.
Theorem 4.7. Let C be a λ-constacyclic code of length n over R, with associated p-ary codes Cv and C1−v . Then C⊥ = vC⊥1−v ⊕
(1− v)C⊥v .
By Theorems 4.6 and 4.7, it is easy to see that the above results of λ-constacyclic codes can be carried over respectively
to their dual codes. We list them here for the sake of completeness.
Corollary 4.8. Let C = ⟨vg1(x), (1−v)g2(x)⟩ be a λ-constacyclic code of length n over R, g1(x) and g2(x) be themonic generator
polynomials of C1−v and Cv , respectively, and xn + 1 = g1(x)h1(x), xn − 1 = g2(x)h2(x). Then
(1) C⊥ = ⟨vh∗1(x), (1− v)h∗2(x)⟩ and |C⊥| = pdeg(g1)+deg(g2),
(2) C⊥ = ⟨h(x)⟩, where h(x) = vh∗1(x)+ (1− v)h∗2(x) and h(x) | xn − λ,
(3) Φ(C⊥) = ⟨h∗1(x)h∗2(x)⟩,
(4) Φ(C⊥) = Φ(C)⊥,
where h∗1(x) and h
∗
2(x) are the reciprocal polynomials of h1(x) and h2(x), respectively.
Now, we give the following two examples to illustrate the above results.
Example 4.9. In F3[x],
x4 − 1 = (x− 1)(x+ 1)(x2 + 1), and x4 + 1 = (x2 + x+ 2)(x2 + 2x+ 2).
Let C be a (1 − 2v)-constacyclic code over F3 + vF3 of length 4 with generator polynomial g(x) = v(x2 + x + 2) +
(1 − v)(x + 1) = vx2 + x + (1 + v). From Theorem 4.5, we get that its Gray image is a [8,5,3] ternary cyclic code with
generator polynomial (x+ 1)(x2 + x+ 2), which is an optimal ternary linear cyclic code.
Example 4.10. In F5[x],
x6 − 1 = (x− 1)(x+ 1)(x2 + x+ 1)(x2 + 4x+ 1),
x6 + 1 = (x+ 2)(x+ 3)(x2 + 2x+ 4)(x2 + 3x+ 4).
Let C be the (1− 2v)-constacyclic codes over F5 + vF5 of length 6 with generator polynomial
g(x) = v(x2 + 2x+ 4)+ (1− v)(x+ 1)(x2 + x+ 1) = (1+ 4v)x3 + (2+ 4v)x2 + 2x+ (1+ 3v).
The Gray imageΦ(C) is a [12,7,4] cyclic code over F5 with generator polynomial (x+ 1)(x2 + x+ 1)(x2 + 2x+ 4).
5. Conclusion
In this paper, we define a Gray map from Fp + vFp to F2p and prove that the image of a (1 − 2v)-constacyclic code of
length n over Fp + vFp under the Gray map is a distance-invariant linear cyclic code of length 2n over Fp. We determine
the generator polynomials of such constacyclic codes over Fp + vFp and prove that constacyclic codes over the ring are
principally generated. The dual codes of such constacyclic codes are also considered. It would be interesting to consider
other classes of constacyclic codes over Fp + vFp.
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