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PREFACE 
The study of the conditions which turn a ring 
commutative started about hundred years ago. The famous 
classical theorem, namely, a finite division ring must be 
commutative, was established as earlier as 1905 by 
Wedderburn. But it was only after the development of 
structure theory of rings in the-^.course of forties and 
fifties of the present • century thkt. significant contri-
butions were made by many mathematicians in this direction. 
Since then the subject has been attracting a wide circle 
of Algebraists. To mention a few, Amitsur,, Brauer, 
Kaplansky, Jacobson, Faith, Baer, McCoy, Herstein, Rowin, 
Nakayama, Lfgh, Yaqub, Tominaga, Luh, Bell, Richoux and 
Chacron etc. 
The object of the present dissertation is to collect 
and arrange some of the research work done in this branch 
of Algebra during the last few years. 
This exposition consists of four chapters. Chapter 
1 contains preliminary notions, basic definitions and some 
of the fundamental results which are used to develop the 
theory in the subsequent chapters. 
Chapter 2 opens with the result due to Ligh and 
Richoux which states as follows:"If R is a ring with unity 
k k k 
satisfying (xy) =x y for k = n, n + 1 , n + 2, n>1 a fixed 
positive integer, then R is commutative." The mentioned 
result extends the study initiated by Herstein [51] and 
the technique of proving the result presents a sort of 
limited cancellations in rings which lack in general. 
Section 2.3 deals with a result due to Harmanci who proved 
k k k the commutativity of primary rings satisfying (xy) = x y 
for just two consecutive integers k with torsion restric-
tion. Sections 2.4 and 2.5 are devoted to study the 
commutativity of certain rings satisfying (xy) =x y when 
the index n may be 'local* one in the sense that depends 
on x and y or both of them for its values. Last section 
deals with the commutativity of (n,k)*-rings, a dual concept 
of (n,k)-rings defined by Bell [26]. In fact, some 
unpublished results for (n,3)*-rings and (n,2)*-rings are 
included, 
Chapter 3 introduces the concept of Boolean-like rings 
2 2 2 (i.e. any ring satisfying (xy) =xy +x y-xy; 2x=0 for all 
ring elements). Motivated by Boolean rings Fo.ster [38] 
proved that all Boolean-like rings are commutative. Setion 
3.2 deals with the commutativity of n-like rings and 
n-rings. Some characterizations regarding n-lJ-ke rings 
are also given. In Section 3.3 a result relating to the 
commutat ivi ty of rings satisfying (xy) -xy -x yi-xy=0 has 
been included. A ring with this condition is called a 
generalized n-like ring. Actually, the identities (xy) = 
x"y" and (x"-x)(y -y)=0 together imply the condition of 
generalized n-like rings. In the last section n-Iike rings 
are further generalized to obtain the rings in which (x-x ) 
(y-y")=0. It has also been established that every 
generalized n-like ring is commutative. 
The last chapter deals with the commutativity of 
s-unital rings. A ring R is said to be left (right) 
s-unital ring if for each xe R, x e Rx (or x £, xR 
respectively). Evidently, these classes of rings are 
generalizations of that of rings with unity. Here some 
of the results of chapter 2 and chapter 3 are extended to 
right or left or s-unital rings. 
In the end, some elementary but striking commutativity 
results for Near-rings proved by the author during her 
preparations for M.Phil, course are given as appendix. 
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CHAPTER - I 
PRELIMINARIES 
1.1 INTRODUCTION: This chapter includes some basic 
def ini t ions, important notions and well-known results which we 
shal l need for the development of the subject matter of the 
present dissertat ion. The knowledge of the elementary algebraic 
systems as those of groups, r ings, f i e lds , ideals and 
homomorphisms, etc. i s , however, assumed. The material for 
the present chapter has been collected mostly from the fol lowing 
l i te ra ture : Herstein [54 ] , Jacobson [77 ] , Kurosh [88] and McCoy 
[93 ] . 
1.2 A l l rings considered here are associative containing 
atleast two elements. Unti l otherwise mentioned, a ring may 
not have uni ty. 
DEFINITION 1.2.1 (Divisors of Zero): An element x 
of a ring R is said to be a divisor of zero i f there exists 
a nonzero element y of R such that xy=0 or a nonzero element 
z of R such that zx=0. 
DEFINITION 1.2.2 (Nilpotent Element): An element x 
of a ring R is said to be nilpotent i f there exists a posi t ive 
integer n ^ 1 such that x = 0. 
REMARK 1 .2 .1 : I t is t r i v i a l that zero of a ring is 
ni lpotent. Moreover, every nilpotent element is necessarily a 
div isor of zero. For i f x ^ 0 and n is the smallest posi t ive 
integer such that x = Oj then n t^ i and x (x ) = 0 wi th 
X 4 0. 
DEFINITION 1.2.3 (Idempotent Element): An element x 
2 
of a ring R is said to be idempotent i f x = x. 
DEFINITION 1.2.4 (Nilpotent Ideal): I f I is a r ight ( lef t) 
ideal of R such that I = (0) for some posi t ive integer n, then 
I is called a nilpotent r ight ( lef t ) idea l . 
DEFINITION 1.2.5 (Nil Ideal): A r ight ( lef t ) ideal I in 
a ring R is said to be a nil ideal i f every element of I is 
ni lpotent. 
REMARK 1.2.2: Every nilpotent ideal is n i l but converse 
need not be true in general. 
EXAMPLE 1 .2 .1 : Let p be a f ixed prime and for each 
posit ive integer i , Ri be the ideal in I / (p ) consisting of 
i+1 
a l l nilpotent elements of I / (p ). Now consider the discrete 
d i rect sum T of rings T. ( i = 1 , 2 , 3 , . . . ) . Then T is n i l ideal 
of T i tesel f . 
DEFINITION 1.2.6 (Prime Ideal): An ideal P in a ring 
R is said to be a prime ideal i f f i t has the property that for 
any ideals A, B in R, whenever A B c p , then A c P or B£ P. 
REMARK 1.2.3: An ideal P in a ring R is prime i f f 
for any a,b £ R whenever aRb c R then a E P or b £ P. 
DEFINITION 1.2.7 (Semi-prime Ideal): An ideal P in 
a ring R is said to be a semi-prime ideal i f f i t has the 
2 
p r o p e r t y tha t f o r any i dea l A in R, whenever A £ P, then AS. P. 
DEFINITION 1.2.8 (Maximal I d e a l ) : An i dea l A in a r ing 
R i s ca l led a maximal ideal i f A ^ R and t he re e x i s t s no i dea l 
B in R such tha t A C B C R . 
REMARK 1.2.A: I f (M ^ R) i s a maximal i dea l of R 
then f o r any idea l A of R, M S . A C R ho lds only when e i t he r 
A = M or A = R. 
DEFINITION 1.2.9 (Prime Radical) : The r a d i c a l ^ ( A ) 
of an i dea l A in a r ing R is the in tersec t ion of a l l t he p r ime 
idea ls in R wh ich contain A . 
REMARK 1 .2 .5 : I f r £ ' B ( A ) then the re ex i s t s a p o s i t i v e 
integer n such tha t r £ A. 
DEFINITION 1.2.10 (Module): An a d d i t i v e abel ian group 
M i s sa id to be an R-module i f the re i s a mapping /U:MxR >M 
such t h a t : 
1) / J ( m , (a+b)^ = / J ( m , a ) +/jt(m,b) 
2) / j ( ( m ^ + m2),a^ = yt l (m^,a) + / J ( m 2 , a ) 
3) ( / U ( m , a ) , b ) = / J ( m , a b ) 
f o r a l l m £ M and a ,b £ R. 
DEFINITION 1.2.11 ( I r reducible R-module): An R-module 
M is sa id to be an I r reducible R-module i f MR ifc £ o } and the 
only submodules of M are t r i v i a l ones, namely the zero submodule 
and M i t s e l f . 
DEFINITION 1.2.12 (Fai thful R-module): An R-module 
M is said to be fa i th fu l i f f o r any rtR, Mr=(0) forces r - 0 . 
:4 ; 
DEFINITION 1.2.13: The Jacobson radical J(R) of a ring 
R is the intersection of a l l maximal left ( r ight ) ideals of R. 
REMARK 1.2.6: (1) J(R) is a two sided ideal of R. 
(2) J(R) is the set of a l l those elements 
of R which annihilate a l l the i r reducible R-modules. Thus, 
J(R) = | r £ R / r S = (0) for every i r reducib le R-module sV. 
DEFINITION 1.2.1 A (Semi-simple Ring): A ring R is said 
to be a semi-simple ring i f i t s Jacobson radical is zero. 
DEFINITION 1.2.15 (Boolean Ring): A ring R is called 
a Boolean ring i f a l l of i ts elements are idempotent, i . e . 
2 X = X, for a l l X £ R. 
DEFINITION 1.2.16 (Prime Ring): A ring R is said to 
be a prime ring i f f zero ideal is a prime ideal in R. 
DEFINITION 1.2.17 (Semi-prime Ring): A ring R is said 
to be a semi-prime ring i f f i t has no nonzero nilpotent idea l . 
DEFINITION 1.2.18 (Simple Ring): A ring R is said to 
be a simple ring i f i t s only ideals are the two t r i v i a l ideals, 
namely (0) and R i tse l f . 
REMARK 1.2,7: A d iv is ion ring is necessarily simple 
but not conversely. In fact, i f D is a d iv is ion r ing , then 
complete matrix ring Dn, for a posit ive integer n isi simple 
which, of course, is not a d iv is ion r ing. 
DEFINITION 1.2.19: (Subdirect Sum): Let 5., i t U be 
5 : 
direct sum. Then, wi th each i e U, we associate a homomorphism 
of S onto S. given by a 9v= a( i ) for each a £S . If now T 
is a subring of S such that for each i C U and corresponding 
epimorphism 0. of S onto S. satisfying T0. = S., for every i £ U, 
then T is said to be a subdirect sum of the family of the rings 
S.. 
DEFINITION 1.2.20 (Subdirectly Irreducible Ring): A 
ring R is said to be subdirectly irreducible i f i t has no 
nontr iv ia l representation as a subdirect sum of any ringis. 
REMARK 1.2.8: A ring wi th one element (the zero) is 
subdirectly i r reducib le . 
A nonzero ring R is subdirectly i r reducib le i f f the 
intersection of a l l nonzero (two sided) ideals in R is dif ferent 
from zero. 
DEFINITION 1.2.21 (Primitive Ring): A ring R is said 
to be a primitive ring i f i t has a fa i th fu l i r reducib le module. 
DEFINITION 1.2.22 (Local Ring): A ring R is. said to 
be a local ring i f i t has a unique maximal idea l . 
DEFINITION 1.2.23 (Homomorphism): A mapping 0 of 
a ring R into a ring S is said to be a homomorphism of R into 
5 i f addition and mult ipl ication are preserved under th is 
mapping, i . e . for a, b £ R. 
(a+b)e = a0 + be 
and (ab)0 = (a0)(b0). 
6 : 
DEFINITION 1.2.24 (Antihomomorphism): A mapping e 
of a ring R into a ring S is said to be an antihomomorphism 
of R into S i f addit ion and mult ipl ication are preserved under 
th is mapping, i . e . i f for a,b £ R, 
(a+b)e = ae + be 
and (ab)9 = (be)(ae). 
1.3 SOME WELL-KNOWN RESULTS ON RINGS 
THEOREM 1 .3 .1 : Every ring can be represented as a 
subdirect sum of subdirectly i r reducible r ings. 
THEOREM 1.3.2: Let R be a r ing having no nonzero n i l 
ideals. Then R is a subdirect sum of prime r ings. 
THEOREM 1.3.3: R is semi-simple i f f i t is isomorphic 
to a subdirect sum of p r imi t i ve r ings. 
THEOREM 1.3.A: Let R be a p r im i t i ve r ing . Then for 
some div is ion ring ^ ei ther R is isomorphic to ^ , the ring 
of a l l nxn matrices over /\ or , given any integer m there exists 
a subring Sm of R which maps homomorphically onto A .. 
7 • " 
THEOREM 1.3.5: A commutative semi-simple ring is a 
subdirect sum of f i e lds . 
CHAPTER - 2 
HOMOMORPHISMS AND ANTIHOMOMORPHISMS 
BUYING COMMUTATIVITY 
2.1 INTRODUCTION: The present chapter deals wi th some 
recent research work relating to the commutativity of rings 
satisfying the ident i ty (xy) = x y . In his paper "Power 
Maps in Rings" Herstein [51] proved that a ring in which the 
mapping x >x for a f ixed integer n >1 is an epimorphism, 
must be commutative. This inspired many research workers 
in commutativity to f ind the conditions other than epimorphism 
together wi th the power map which make a ring necessarily 
commutative. In Section 2.2 we prove completely a result due 
to Ligh and Richoux (Theorem 2.2.3) which sparked recent 
interest in the problem in various direct ions. Section 2.3 begins 
wi th an example which shows that an arb i t rary ring satisfying 
k k k 
(xy) = X y for two consecutive integers need not be 
commutative and closes wi th the commutativity theorem given 
by Harmanci [42 ] . 
Section 2.4 is devoted to the commutativity of rings in 
which the indices of the expression (xy) = x y may be local 
ones in the sense that n depends on one or both the elements 
X and y. In section 2.5 we include the result mentioned in 
the very opening of th is chapter. 
:9 
Finally in the last section the notion of (n ,k ) * - r ings 
is introduced. Following Ashraf [18 ] , for a given posi t ive 
integer n > 1 , a ring R is called an (n,l<)*-r ing i f i t satisfies 
the ident i t ies (xy) = y x for a l l integers m wi th n ^ m ^:n+k-1. 
In th is section we investigate the commutativity for (n,3)*-r ings 
and (n ,2)* - r ings. 
2.2: It needs very l i t t l e knowledge to see that in a 
commutative semigroup S, the map x 5x , for a f ixed integer 
n ^ l , is a homomorphism. The existence of non-abelian groups 
in which (xy) = x y , for a l l elements x ,y and an integer 
n ^ 2 ruled out the possib i l i ty of being the condition sufficient 
for commutativity. As an example we may consider the group 
G = r±1 ,± i ,+ j ,+k l wi th mult ipl ication given by the relations 
2 2 2 i =j =k =-1 and i j= - j i=k ; j k= - k j= i ; k i= - i k= j . However, for n=2, 
a group G in which x —>x is a homomorphism must be commu-
ta t ive . For n ;^  2 there is an easy long-known result which 
states that i f there exist three consecutive integers n=k, k+1, 
n k+2 for which x ^ is a homomorphism for a l l elements 
X in a group G, then G must be commutative. I t is real ly 
surprising that the ring theoretic versions of such types of 
group theoretic results have only recently been investigated. 
The f i r s t workers to obtain the ring theoretic analogue of a 
simple group theoretic result were Johsen Outcalt and Yaqub 
[78] who proved in 1968 that a ring having a mul t ip l icat ive 
: 10 
2 2 2 
unity 1 and satisfying (xy) = x y is necessarily commutative. 
The study in th is direct ion was in fact in i t iated by Herstein 
in 1960 who established that while the rings wi th the condition 
(xy) = X y need not be commutative, they are nearly 
commutative in the sense that a l l commutators turn out to be 
ni lpotent. In fact, he proved the fol lowing: 
THEOREM 2.2.1 [51] : Let R be a ring in which ( x y ) " = 
X y for a l l x , y g R and a f ixed posit ive integer n > 1 . Then 
every commutator in R is ni lpotent. Moreover, the nilpotent 
elements of R form an ideal . 
An immediate consequence of the above theorem Is the 
fo l lowing: 
THEOREM 2.2.2 [51 ] : I f R Is as in Theorem 2.2.1 and 
R has no nontr iv ia l n i l ideals, then R is commutative. 
Luh [92] In 1971 established commutativity of certain 
k k k 
rings having a mul t ip l icat ive unity 1 and satisfying (xy) = x y 
for three consecutive Integers k=n, n+1, n+2. Several years 
la ter , Anthony RIchoux, at that time an undergraduate student, 
and Steve L igh, one of RIchoux's teachers, succeeded in proving 
the following result : 
THEOREM 2.2.3 [91 ] : Let R be a r ing wi th unity 1 and 
suppose R satisfies (xy) = x y for three consecutive posit ive 
integers n. Then R Is commutative. 
To develop the proof of the above theorem, fol lowing 
: 11 
easy but ve ry useful p r o p e r t y i s pe r t i nen t : 
LEMMA 2 . 2 . 1 : Let R be a r i ng w i t h un i t y 1 and suppose 
f i s any po lynomia l of two va r iab les on R w i t h the p r o p e r t y 
tha t f ( x + 1 , y ) = f ( x , y ) f o r a l l x , y e R. I f t he re ex i s t s a p o s i t i v e 
integer n such tha t x f ( x , y ) = 0 f o r a l l x , y £ . R , then 
f ( x , y ) = 0 . 
Proof: Given tha t x f ( x , y ) = 0 , replace x by x + 1 , obta in ing 
(1) 0 = ( x + 1 ) " f ( x + 1 , y ) = ( x "+nx " " ' ' + ( S ) x " " ^ + . . . + n x + 1 ) f ( x , y ) , 
where the (^) a re the usual b inomia l coe f f i c i en ts . L e f t -
m u l t i p l y i n g (1) by X ~ and using the fac t tha t x f ( x , y ) = 0, 
we get x f ( x , y ) = 0 and s imp l y repeat ing the argument f i n i t e l y 
many t imes y i e l d s f ( x , y ) = 0 . j | 
We not ice tha t the commutator funct ion [ x , y ] = x y - y x 
sa t i s f i es [ x + 1 , y ] = [ x , y ] and so x [ x , y ] = 0 i m p l i e s 
[ x , y ] = 0 . | | 
Proof of Theorem 2 . 2 . 3 : Suppose R sa t i s f i es ( x y ) = 
X y f o r n=l<, k+1 and k+2. 
Making use of hypo thes is f o r n=k, k + 1 , 
k+1 k+1 , .k+1 / xk k k 
X y = ( x y ) = ( x y ) xy = X y . x y 
we have, 
(2) x ' ' [ x , y ' ' ] y = 0 
Replace x by ( x+1 ) , 
(3) ( 1 + x ) ' ' [ x , y * ' ] y = 0 . 
By ( 1 ) , ( 2 ) and Lemma 2 . 2 . 1 , [ x , y ' ^ ] y = 0 . Repeat t he 
: 1 2 : 
same argument using n = k + 1 , k+2 and app l y i ng Lemma 2.2 .1 
k+1 
we have, [ x , y ] y = 0. Thus, we have, 
(4) [ x , y ' ^ ] y = 0, [x ,y '^ "^^ ]y = 0 f o r a l l x , y £ R. 
Now l e f t - m u l t i p l y the f i r s t equation in (4) by y , obta in ing 
yx y = y x y , and note tha t the second equat ion in (A) 
k+2 k+1 -r. - k+2 
may be expressed as xy = y x y . The re fo re , xy = 
k+1 k+1 
y x y , wh ich says [ x , y ] y = 0 f o r a l l x , y e . R . Age.in w i t h 
y = ( l +y )? and Lemma 2 . 2 . 1 , [ x , y ] = 0 f o r a l l x , y s R . | | 
2 . 3 : The conclusion of Theorem 2 .2 .3 does not f o l l o w 
k k k 
i f we assume i d e n t i t y ( x y ) = x y f o r j us t two consecut ive 
in tegers k = n ,n+1 . 
EXAMPLE 2 . 3 . 1 : Let R. be the set of a l l o rdered A- tup les 
w i t h en t r ies f rom the in tegers mod 10; de f ine add i t i on 
component-wise and def ine mu l t i p l i ca t i on by (a , , b , c ,d ) 
( a ' , b ' , c ' , d ' ) = ( a a ' , a b ' + b a ' , a c ' + c a ' , a d ' + d a ' + 2 b c ' ) . I t 
i s r e a d i l y v e r i f i e d tha t R. is a noncommutative r ing under these 
operat ions and tha t the 4 - tup le ( 1 , 0 , 0 , 0 ) is a m u l t i p l i c a t i v e 
u n i t y , wh i ch we denote as usual by 1 . Let W be the set of 
4 - tup les w i t h f i r s t component 0. Note tha t f o r a l l w ,w»,v i /_CW; 
we have w w w_ = 0 and 5w w = 0. Observe also t ha t e v e r y 
element of R can be w r i t t e n as k l+w f o r some in teger k and 
some w e. W. Now le t x = j l +u and y = k l+v be a r b i t r a r y 
elements of R^, where j and k are some in tegers and u , v e w . 
Then xy = j k l+ j v+ku+uv = j k l + w ^ , where w = jv+ku+uv belongs 
: 13 
to W. Since 1 commutes mul t ip l icat ive ly wi th w , we can use 
the binomial theorem to obtain (xy) = ( jk ) 1 + n( jk ) w + 
n(n-1) /2 ( jk ) w for any posit ive integer n. In part icular 
i f n(n-1)/2 is d i v i s ib le by 5, we have 
( i ) ( x y ) " = ( j k ) " l+n ( j k ) " " ' 'w^ = ( j k ) " l + n ( j k ) " " \ j v + k u + u v ) „ 
Subject to the same restr ict ion on n, we have 
( i i ) x " y " = ( jVn j "~ ' ' u ) ( k " l +nk " " ' ' v ) = ( jk ) " l+n( jk ) " " " ' ( j v+ku+nuv) . 
2 Since n(n-1)/2 and hence n - n , was assumed to be d i v i s i b l e 
by 5, the r ight sides of ( i ) and ( i i ) are equal; thus, R. 
satisf ies the identi ty (xy) = x y for any n such that n(n-1) /2 
is d i v i s ib le by 5. In part icular , for n=5 and n=6, ident i ty 
(xy) = x y is satisf ied by R.. 
In 1977, Harmanci [42] imposed certain conditions on 
the hypothesis of Theorem 2.2.3 and proved the fol lowing result 
for two consecutive integers. 
THEOREM 2.3.1 [42 ] : Let R be a ring wi th 1. Suppose 
that R satisfies (xy) = x y for n=k, k+1 and that R contains 
no nonzero elements x for which tk.x=0. Then R is commutative. 
2.4: The condition used in the Theorem 2.2.3 is 'g loba l ' 
in the sense that the index n is f ixed for a l l ring elements. 
Ar i f Kaya[82] generalised the above result by replacing these 
global conditions by local ones that, relate only to two elements 
of R at a t ime. The result to which we refer is namely, "any 
ring wi th 1 satisfying the identi t ies (xy) =x'^y'^, k=n (x , y ) . 
14 
n(x,y)+1 ,n (x ,y )+2 , where n (x ,y ) is a posi t ive integer, is 
commutative i f i t is primary or a semi-prime r i ng " . 
In 1979 Richoux [112] improved the above result in the 
following way: 
THEOREM 2.4.1 [112] : A ring satisfying (xy)'^= x'^y'^ 
for k = n (x , y ) , n ( x , y )+1 ,n(x,y)+2 for a l l x , y S R , where n (x , y ) 
is an integer ^^ which depends on x and y is commutative if 
i t has 1 or i t has no ni lpotents. 
One year la ter , Bell[26] relaxed the torsion rei j tr ict ions 
of Theorem 2.3.1 and proved the results which provide dif ferent 
kinds of commutativity conditions for two consecutive integers. 
THEOREM 2.4.2 [26 ] : Let n be any posit ive integer. 
I f R is a ring wi th unity satisfying (xy) =x y and (xy) = 
X y , for a l l ring elements x and y. Further, i f add i t ive 
group R is n-torsion f ree, then R is commutative. 
THEOREM 2.4.3 [26 ] : Let n and m be re lat ive ly posi t ive 
k k k integers. Then any ring wi th unity in which (xy) = x y , 
for k=n, n+1, m, m+1 is commutative. 
THEOREM 2.4.4 [26 ] : Let n be any posi t ive integer. 
2 Then a ring wi th unity which is generated by either i ts n -power 
or n(n+1) powers and satisfies (xy) "= x " y " , (xy)""*" = x""*" y'^''' , 
must be commutative. 
Theorem 2.4.3 was further modified by Bel l [33] as 
fo l lows: 
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THEOREM 2 .4 .5 [ 3 3 ] : Let R be a r i ng w i t h un i ty and 
le t n and m be r e l a t i v e l y p r ime integers greater than or equal 
to 2. I f R sa t i s f i es the i d e n t i t i e s ( x y ) = x y , ( x y ) 
n+1 n+1 , m m rn m ^. „ • 4. *• 
x y and x y = y x , then R is commutat ive. 
2 . 5 : We now tu rn our at tent ion to the r ings sa t i s f y i ng 
( x y ) " = x " y " . We have seen tha t these r ings are near ly 
commutat ive in the sense tha t the commutator i dea l is necessar i ly 
n i l ( c f . Theorem 2 . 2 . 1 ) . In a subsequent paper [51] Hers te in 
also proved t h a t : 
THEOREM 2 .5 .1 [ 5 1 ] : Let R be a r ing in wh i ch f o r 
some f i x e d integer n > 1 
(*) ( x+y) = X +y f o r a l l x , y £ R . 
Then every commutator in R i s n i l po ten t , and the n i l po ten t 
elements of R form an i d e a l . 
We s ta r t s t e p - b y - s t e p c l imb to es tab l i sh t he above 
theorem using as our l adder the Jacobson s t ruc tu re t heo ry and 
se t t l i ng the theorem f i r s t f o r d i v i s i o n r i ngs , we s h a l l ascend 
to general r i ngs . 
LEMMA 2 . 5 . 1 : A d i v i s i o n r i n g sa t i s f y i ng the cond i t i on 
(*) must be a f i e l d . 
Proof: Let R be a d i v i s i o n r ing sa t i s f y ing t he cond i t ion 
( * ) . Since R sa t i s f i es a po lynomia l i d e n t i t y , i t i s f i n i t e 
d imensional over i t s centre Z ( R ) , by a theorem due to Kaplansky 
[ 7 9 ] . I f , i n a d d i t i o n , Z(R) i s f i n i t e , then R is f i n i t e , so tha t 
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by Wedderburn's theorem on f in i te d iv is ion r ings, i t is commu-
ta t ive . If Z(R) is inf in i te f o r A e z ( R ) , then ( x + X y ) " = x"+J?y".; 
expanding t h i s , we get ;ip^ (x ,y )+ > P2(x,y) + . . . + ] vP^(x ,y ) = 0, 
/ . n-1 n-2 n-2 n-1 
where p^(x ,y ) = x y + x yx + . . . + xyx + yx 
Since Z(R) is in f in i te , we can f ind \ , . . . , ^ ^ in Z('R), such 
> \ ^i >^\ 
4. o - Therefore, p (x ,y )=0 . Computing that 
l»-
Ah-i J^w-i--'An-J 
xp . ( x , y ) -p^ ( x , y ) x = 0, we see that x y=yx for a l l x , y £ R. 
Thus, X Z(R), for a l l x £ R, so that by the result of 
Kaplansky [80] we can conclude that R is a f i e l d . The argument 
used involving xp . ( x , y ) - p . ( x , y ) x is simi lar to that used by 
Forsythe and McCoy [37] in proving that a ring in which x'^=x 
and px=0, p a prime, is commutative. | | 
Now suppose that R is pr imi t ive satisfying the condition 
( * ) . I f R is not a div is ion r ing , then the 2x2 matrices over 
some div is ion ring would be a homomorphic image of a subring 
of R and would thus inher i t the property that (x+y) = x +y . 
But th is is false for x = e and y = e_ . Thus R is a d iv is ion 
ring and, hence, by Lemma 2 . 5 . 1 , R is commutative. Any 
semi-simple ring R is isomorphic to a subdirect sum of p r im i t i ve 
rings Re< , each of which as a homomorphic image of R satisfies 
the hypothesis placed on R. Thus, we have shown. 
LEMMA 2 .5.2: Let R be a semi-simple r ing satisfying 
the condition ( * ) . Then R is commutative. 
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We are now in a pos i t ion to es tab l i sh our theorem g iven 
above. 
Proof of Theorem 2 . 5 . 1 : Let R be a p r i m i t i v e r i n g , 
then R i s a d i v i s i o n r ing and, t h e r e f o r e , by Lemma 2.5 .1 R 
i s a f i e l d . By Lemma 2 .5 .2 i f R i s semi -s imp le then i t i s 
commutat ive. There fo re , a l l commutators of an a r b i t r a r y r ing 
sa t i s f y ing t he condi t ion (*) belong to the r a d i c a l of t h i s r i n g . 
Let S be the subr ing of R generated by a and b ; l e t J(S) be 
the r ad i ca l of S. Since S is f i n i t e l y generated and sa t i s f i es 
the cond i t ion ( * ) , J(S) is a n i l r i n g , by a resu l t of Ami tsur 
[ 1 7 ] . However, S/J(S) being semi -s imp le must be commutat ive. 
Thus, a l l commutators in S and in p a r t i c u l a r a b - b a , are in J ( S ) , 
wh i ch i s a n i l r i n g . The conclusion tha t (ab-ba) i s n i l po ten t 
then f o l l o w s . To see tha t n i lpo ten t elements form an i d e a l , 
we f i r s t note tha t the sum of two n i lpo ten t elements i s n i l po ten t ; 
k 1 n*^ "^ ^ n*^ "^ ^ n*^ "^ ^ 
f o r i f X = y = 0 , then (x+y) = x + y = 0 . Suppose 
tha t a = 0 , r ^ R . Let S be the subr ing of R generated by 
a and r, and l e t J (S . ) be the r a d i c a l of S . . As above, J (S . ) 
is a n i l r i n g , a lso S^/J(S ) , being semi -s imp le , i s commutat ive 
and , t h e r e f o r e , has no n i lpo ten t e lements. I t f o l l ows tha t 
a £ J (S . ) and so both ra and a r are in J (S . ) a l so , in consequence 
of wh i ch both ar and ra are n i l p o t e n t . Th i s provt>s t h e 
t h e o r e m . | | 
2 . 6 : As mentioned e a r l i e r , the commuta t i v i t y of r ings 
1 8 : 
2 2 2 
wi th unity fol lows i f i t satisf ies the ident i ty (xy) = x y . 
I t is also easy to prove that i f the addi t ive group of the ring 
R wi th unity contains no elements of order 3, and satisfies the 
2 2 2 
condition (xy) = y x , then R is necessarily commutative. 
In his Ph.D. thesis [18 ] , Ashraf introduced the concept 
of (n ,k ) * - r ings as dual to Bel l 's (n ,k) - r ings [26 ] . A ring 
R w i l l be called an (n, l<)*-r ing i f f i t satisfies the ident i t ies 
(xy) = y X for a l l integers m with n ^ m ^  n+k-1, where n 
is a posit ive integer and k=1,2,3. Ashraf [18] proved that 
an (n,3)* - r ing wi th unity 1 is necessarily commutative. The 
above result does not follow i f (n ,3)* - r ing is replaced by 
(n ,2 ) * - r i ng . 
EXAMPLE 2 . 6 . 1 : Let T be a noncom mutative r ing of 
3 
characterist ic 3 such that T = 0 and R=TxZ/(3), where Z/(3) 
is the ring of integers modulo 3. Define addition and m u l t i p l i -
cation in R as fo l lows: 
( a , i ) + (b , j ) = (a+b, i+ j ) 
(a , i ) ( b , j ) = (ab+aj+bi, i j ) 
Then R is a ring wi th unity (0,1) and (xy) = y x , (xy) = y x 
hold in R. Let a ,be T such that ab f ba, then for (a,0) and 
(b,0) eR, 
(a,0)(b,0) f (b ,0)(a,0) 
Thus, R is noncommutative (n,2)* - r ing for n = 3. 
Now i t is natural to investigate the commutativity of 
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(n ,2)* - r ing under some addit ional condition. In th is direct ion 
the following theorem has been proved: 
THEOREM 2.6.1 [18 ] : Let n be a posi t ive integer and 
R be an (n,2)* - r ing wi th unity 1 satisfying (x+y) = x +y . 
Then R is commutative. 
I t is easy to notice that the condition (n ,2)* together 
wi th (x+y) = X +y gives that the mapping x ^x is an 
antihomomorphism. Thus, th is theorem also extends the study 
ini t iated by Herstein [ 51 ] . The following example shows that 
i f we replace condition (n ,2)* by (xy) = x y and (xy) = 
X y , then the result of the above theorem f a i l s . 
EXAMPLE 2 .6.2: Let p be a f ixed prime number and 
R be the ring consisting of a l l 3x3 matrices over GF(p) of the 
form 
- 0 0 O j 
Then R is noncommutative and contains unity, 
I t can be easily ver i f ied that for a l l x , y in R, (xy)'^= x'^y'^, 
/ ^p+1 p+1 p+1 , ,p p p , . . z. 4 4 
(xy) = x"^ y'^ , (x+y)'^= x'^+y^ for odd p and (xy) =x y , 
/ \5 5 5 , . 4 4 4 ^ 
(xy) = X y , (x+y) = x +y for p = 2. 
The following Lemma has been essentially proved in [77 ] . 
LEMMA 2 . 6 . 1 : I f x , y e R and [ x , y ] commutes- wi th x , 
then [x ,y]=nx [ x , y ] for a l l posit ive integers n. 
Proof of Theorem 2 . 6 . 1 : We may assume that n > 1 . 
cr^ .^  ^11 .^ ^ D I \h+1 n+1 n+1 n n , . , . ,. 
For a l l x , y e R, (xy) = y x = y x x y , which implies 
that 
(1) y " [ x ' ^ ' ^ \ y ] = 0 for a l l x , y £ R. 
:20 
With y = 1+y in (1) , we get 
^(2) (1+y) " ' ^^ [x" ' ^ \y ] = 0 for a l l x , y e R. 
By Lemma 2 . 2 . 1 , (1) and (2) gives 
(3) [x '^ '^^y] = 0 for a l l x , y £ R. 
Thus, X £ Z(R). Let u be a nilpotent element of R then there 
exists a posit ive integer j such that u = 0, where t = n . 
But (1+u)*= 1+u*= i e Z ( R ) and (1+u)"'^^€ Z(R). Now since t 
and n+1 are re lat ive ly primes, (1+u) Z(R) and (1+u) € Z(R) 
readi ly give (1+u)£Z(R) , which further implies that u £ Z ( R ) . 
Thus, a l l the nilpotent elements are central. Hence, by Theorem 
2 . 5 . 1 , commutators are ni lpotent, and thus central . In part icular 
we have r x , [ x , y ] } = 0. Therefore, by Lemma 2 . 6 . 1 , (3) gives 
(n+1)x [ x , y ] = 0. On replacing x by (1+x), we get 
(n+1)(1+x) [ x , y ] = 0. Consequently, using Lemma 2 . 2 , 1 , we 
get 
(A) (n+1) [x ,y ] = 0. 
Since a l l the nilpotent elements are central , i t is easy to see 
that u [ x , y ] = [ux ,y ] = 0 for a l l nilpotent u and, in par t icu lar , 
2 [ x , y ] = 0. Now 
1 = 1+[x ,y ] "= (1+ [x ,y ] ) "= 1+n[x,y] 
which implies that 
(5) n [ x , y ] = 0. 
By (4) and (5) , we get [ x ,y ]=0 and, hence, R is commutative, j | 
In the end of th is chapter we give the fol lowing theorem 
:21 : 
by Quadri and Ashraf[111]. 
THEOREM 2.6.2 [111]: Let n > 1 be a f ixed posi t ive 
integer and R be a semi-prime ring which satisf ies one of the 
fol lowing ident i t ies: 
(Z^) For a l l x , y , z in R , [ ( x y ) " - x " y " , z ] = 0, 
(I^) For a l l x , y , z in R , [ ( x y ) " - y " x " , z ] = 0. 
Then R is commutative. 
The following Lemma is due to Bel l [21 ] : 
LEMMA 2 .6.2: Let R be a ring satisfying an ident i ty 
q(x)=0, where q (x ) is a polynomial in a f in i te number of 
noncommuting indeterminates, i ts coefficients being integers wi th 
highest common factors 1 . I f there exists no prime p for which 
the ring of 2x2 matrices over GF(p) satisfies q(x)=0, then R 
has a nilcommutator ideal and the nilpotent elements of R form 
an idea l . 
LEMMA 2 .6.3: Let R be a prime ring satisfying the 
hypothesis of the Theorem 2.6.2. Then R has no nonzero 
nilpotent element. 
2 Proof: Let x be an element of R such that x =0. Using 
the hypothesis (Z ) or {Z ) of the Theorem 2.6.2, \\ie get 
(xy) z = z(xy) , for a l l y , z £ R. With z=x, we get (xy) x=0, 
that Is (xy) = 0 for a l l y in R. Whence I t follows that xR 
r»_Ll 
is a n i l r ight ideal of R in which t = 0 , for each t £ xR. 
Thus, xR=(0). (by Lemma 1.1 [55 ] ) . This implies that x=0, 
since R Is pr ime. | | 
2 2 : 
Proof of Theorem 2.6.2: We shal l prove the result for 
rings satisfying ( Z . ) . In the other case one can get the result 
by proceeding on the same l ines. Since R is semi-prime sat is fy-
ing the ident i ty q ( x , y , z ) = ( x y ) " z - x "y "z -z (xy ) "+ zx"y"= 0, then 
i t is isomorphic to a subdlrect sum of prime rings R«< each 
of which as a homomorphic image of R satisfies the hypothesis 
placed on R. Hence, we can assume that R is a prime ring 
. . . I \ / \ n n n , . n n n _ i - i _ 
satisfying q ( x , y , z ) = (xy) z - x y z - z (xy) +zx y = 0, which 
is a polynomial ident i ty wi th co-prime integral coefficients. 
Now i f we consider x = ( o o ) > y ~ ( ? o ^ ^'^^ ^ ~ ^o o^» ^® 
f ind that no 2x2 matrix ring over GF(p), p a prime, satisfies 
the ident i ty . Hence, by Lemma 2.6.2, R has a nilcommutator 
idea l . But by Lemma 2.6.3, R has no nonzero nilpotent elements. 
Thus, the commutator ideal is zero and R is commutative. 11 
The following example shows that the above theorem 
is not true for a rb i t ra ry r ings: 
EXAMPLE 2 .6.3: Let D be a d iv is ion ring and 
' ^ k ' ' f ^ ^ i j ^ ^ ° k l ^ i i " ° ^ ^ ^ ^M'^ ^ ^* Then, A^ is a noncommutative 
nilpotent ring of index 3 which is not semi-prime, satisf ies 
the identi t ies in the hypothesis of the theorem. 
CHAPTER - 3 
COMMUTATIVITY OF GENERALIZED 
n-LIKE RINGS 
3.1 INTRODUCTION: We know that a Boolean ring 
(Definition 1.2.15) R is necessarily commutative and charac-
teristic of R is 2. It is straightforward that such rings satisfy 
2 2 2 
the identities (xy) = xy +x y-xy and 2x = 0 for all ring 
elements x and y. But there exist non-Boolean rings satisfying 
above identities. As an example, we may qonsider the ring 
R = { (o o')/a^ 1/2}. With this motivation Foster [38] introduced 
the concept of a Boolean-like ring which was further generalized 
as an n-like ring by Yaqub [122] and an n-ring by Tominaga 
and Yaqub [116]. In the present chapter we discuss the 
commutativity of these classes of rings. 
We begin Section 3.2 with Boolean-like rings and show 
that an n-like ring must be commutative. A simple characteri-
zation of n-like rings is also given. In the Section 3.3 we 
discuss the commutativity of rings satisfying single identity 
(xy) -xy -X y+xy = 0 and call such rings as generalized n-like 
rings. 
n-like rings are further generalized to obtain the rings 
in which (x-x )(y-y") = 0. Indeed, the identity 
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(x -x ) ( y - y ) = 0 together wi th (xy) = x y is equivalent to 
the ident i ty for generalized n- l ike r ings. In the end i t has 
been established that every generalized n-ring is necessarily 
commutative. 
3.2 The concept of Boolean rings (Definit ion 1.2.15) was 
f i r s t introduced by Stone [113]. Boolean Algebra and Boolean 
rings, though h is tor ica l ly and conceptually d i f ferent , were shown 
by Stone to be equationally interdefinable in a fami l iar way. 
Indeed, let (R,+,x) be a Boolean ring wi th unity 1 and let 
(R, ( j , / -1 , / ) be a Boolean Algebra where U, r \ , / denote "union", 
" intersection" and "complement" respect ively. The equations 
which convert Boolean rings into Boolean Algebras are: 
(I) x U y = x + y - x y ; x O y = x y ; x = 1-x 
Conversely, the equations which convert the Boolean Algebras 
into Boolean rings are 
(II) x+y = (xO y )U ( x H y ) ; xy = x O y . 
With th is motivation A . L . Foster [38] introduced the concept 
of Boolean-like rings as commutative ring R wi th 1 s . t . for 
a l l X, y e R. 
(III) X + y = ( x H y )U (xO y) 
In view of (I) above, it is readily verified that (III) reduces 
to 
(IV) (xy)^- xy^- x^y + 3xy = 0. 
Moreover, by setting y = 1 , i t can be easily shown that (IV) 
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is equivalent to 
(V) (xy) - xy - X y + xy = 0; 
and, 
(VI) 2x = 0, for a l l x , y in R. 
Moreover, (V) and (VI) combined are equivalent to (IV) 
without any assumption of commutativity. Motivated by th is 
observation Yaqub [122] gave the following def ini t ion of a 
Boolean-like ring 
DEFINITION 3.2.1 (Boolean-like Ring): A ring R wi th 
unity 1 is called a Boolean-like ring i f f for a l l x and y in 
2 2 2 
R, ( x y ) - x y - x y + xy = 0, and 2x = 0. 
The following theorem is easy to prove which shows 
that the assumption of commutativity for Boolean-like rings of 
Foster [122] is redundant. 
THEOREM 3.2.1 [122]: Let R be a ring in which 
2 2 2 (xy) -xy -X y+xy = 0, for a l l x , y C R. Further i f char. R=2, 
then R must be commutative. 
A more generalized r ing was defined by Yaqub [122] 
which includes the Boolean-like rings of Foster as a special 
case. 
DEFINITION 3.2.2 (n-like ring): A ring R wi th unity 
1 is called an n-like ring i f f for every x and y in R, 
(*) (xy) - xy - X y + xy = 0, and 
(**) nx = 0 
:26 ; 
Following is an example of an n- l ike r ing: 
EXAMPLE 3 . 2 . 1 : Let F be the f ie ld of residue classes 
P 
mod p, where p is a prime integer. I f A = F © F_ is the 
di rect sum of F and F-, then A is an n- l ike r ing. Indeed, 
one may take n=45 in th is case. 
As in the case of Boolean r ings, we can show that n- l ike 
rings are also commutative. In preparation to establish our 
assertion, we prove the following properties of n- l ike r ings. 
THEOREM 3.2.2 [122]: In an n- l ike r ing , the fol lowing 
hold: « 
2 /.x / n.2 - n -n+2 2 / nvn n 
( i ) (x -x ) = 0; X = X ; (x ) = X . 
2 ( i i ) X is nilpotent i f f x = 0. 
( i i i ) The product of any two nilpotent elements is zero. 
/ . 1 / vn n n 
(i-v) (xy) = X y 
(v) Every nilpotent element is in the centre. 
Proof: Setting y=x in ( * ) , we get (x-x ) = 0. Hence, 
x2" = 2x"^^- x\ Therefore, x^" x""^ = 2x"^^ x""^ - x V - \ 
x^"-^ = 2x2"- ^n+1 ^ 2(2x"^^ - x^) - x"^^ = Sx""^^- 2 x ^ 
Hence, x = 3x - 2x . Mult ip ly ing the last equation 
by x and simpl i fy ing as in above, we obtain, x "~ = 
4x - 3x . Repeating th is process a suitable numer of times, 
kn-(k-2) , n+1 /, ,v 2 
we get, x ' = kx - (k-1)x , where k is any posi t ive 
integer. Hence, in part icular x"""^'^"^^ = nx""^^ - ( n - ^ x ^ . 
2 
Therefore, x = x , since by (**) nx = 0. Hence, also 
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2 
, n,n n -n+2 n-2 2 n-2 n ^.. ,.s 
( x ) = x X = x x = x . Th i s p roves ( i ) . 
To p rove ( i i ) , le t x = 0 and choose k so large t ha t 
2 2 2 
, , 2 > „ ^ -ri- I- /•\ 2 2 n -n 2 n -n n -n 
k (n -n)+2 : j . r . Then by ( i ) , x =x x =x x x = . . . = 
2 k (n^ -n ) k (n^ -n )+2 . ^. . , . . . 
X X ^ ' = X ^ = 0 . Th i s proves ( i i ) . 
To prove ( i i i ) , le t x and y be n i l p o t e n t . Then by 
( i i ) , x^=0=y^. Hence, by ( * ) , ( x y ) " + x y = 0 . But., by (*) 
and ( * * ) , we also have , s ince x =0=y , 0 = - r x ( y+1 ) " l - x ( y + 1 ) + 
x (y+1 ) = ( xy+x ) + x y = ( x y ) + ( x y ) x + x y . Hence, ( x y ) x = 0, 
( x y ) = 0, xy=0 and ( i i i ) i s p r o v e d . 
To p rove ( i v ) , we have by ( i ) , ( x - x ) =0 -• ( y - y ) . 
II •_ /•••\ n I n» / n\ n n n n n 4. 
Hence by ( i n ) , 0= (x - x ) ( y - y )= x y - x y - x y + x y ,. Par t 
( i v ) now fo l l ows at once f rom ( * ) . 
To p rove ( v ) , l e t x be n i l p o t e n t . By ( i ) , y - y i s 
also n i l po ten t , f o r any y . The re fo re , by ( i i i ) , x ( y -y )=0= 
(y - y ) x - Hence, 
(1) xy = x y ; y x=yx (x n i l po ten t , y a r b i t r a r y ) . 
Since x i s n i l po ten t , t he re fo re by ( i i ) and ( i v ) we have , 
0=x y = ( x y ) . Hence by ( i i ) aga in , ( x y ) =0. S i m i l a r l y 
2 ( y x ) =0. We have shown; 
2 2 
(2) ( x y ) =0=(yx) , (x n i l po ten t , y a r b i t r a r y ) . 
Now using ( 1 ) , ( 2 ) and ( i i i ) , we obta in ( x y + y ) " = ( x y ) y " ~ + 
/ V n-2 2/ X n-3 n - 1 , » n , >n , > n-1 
y ( x y ) y + y ( x y ) y + . . . +y ( x y ) + y , ( yx+y ) = ( y x ) y + 
y ( y x ) y " " + . . . + y " " ( y x ) y + y " " ( y x ) + y " . Hence, ( x y + y ) " - ( y x + y ) ' ^ = 
( x y ) y - y ( y x ) = x y - y x = x y = y x . Moreover , by ( i v ) , 
2 8 : 
(**) and the hypothesis that x is nilpotent (and hence, by 
( i i ) , X =0), we have (xy+y)"=I (x+1 )y j "=(x+1 ) "y"=y" . S imi lar ly , 
(yx+y) "=y" . Hence, xy -yx = (xy+y) " - (yx+y) = 0. This 
proves(v) , and the proof of the lemma is complete.)] 
We are now in a position to prove the fol lowing resul t . 
THEOREM 3.2.3 [122]: An n- l ike ring is commutative. 
Proof: Let R be an n- l ike ring and x £ R. Then by 
Theorem 3.2.2, x " - x is nilpotent and so x -x is in the centre 
of R. Therefore, by a well-known theorem of Herstein [ 46 ] , 
the ring R is commutative. | | 
The existence of unity in the hypothesis is essential 
which can be just i f ied by the following example: 
EXAMPLE 3 .2.2: Let R be the subring of the ring of 
2x2 matrices over GF(2) consisting of the matrices of the form 
r 9 9 
[o" Q ] . I t is readi ly ver i f ied that R satisf ies (xy) - x y -x y+ 
xy = 0 and 2x = 0, but fa i ls to be commutative. Also, R does 
not have uni ty, but the matrices [j^ ^ ] and VQ Q] are both lef t 
mul t ip l icat ive ident i t ies. Therefore, the requirement of one 
sided mul t ip l icat ive identi ty is not enough to guarantee commuta-
t i v i t y of rings satisfying conditions (*) and ( * * ) . 
The following theorem presents a simple characterization 
of n- l ike r ings. 
THEOREM 3.2.4 [122]: Let R be a ring w i th unity and 
let n be any posit ive integer ( n > 1 ) . R is an n- l ike ring i f f 
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the following conditions are sat is f ied: 
( i ) R is commutative. 
( i i ) nx = 0 for a l l x in R. 
( i i i ) For every x in R, there exist y ,z in R such that 
x=y+z, where y =y and z is ni lpotent. 
( i v ) The product of any two nilpotent elements in R 
is zero. 
Proof: The necessity of conditions ( i ) — ( i v ) fol lows 
from Theorem 3.2.3, Theorem 3.2.2, the def ini t ion of an n- l ike 
r ing, and the observation that x = x +(x-x ). 
Further, let R be a ring wi th unity 1 satisfying 
( i ) — ( iv ) and let x£ R. By ( i i i ) there exist y ,z in R such 
that x=y+z, y =y, z ni lpotent. Then by ( i ) , ( i i ) and ( i v ) , 
n / ^ n n ,, n . -i .. .. 
x-z = y = y = (x-z) = X . Hence, z = x-x is ni lpotent. 
Therefore, by ( i v ) , for any x , y in R, we have (x-x ) ( y - y )=0, 
which is equivalent to (*) in the def ini t ion of an n-).ike r ing, 
since by ( i ) , R is commutative. The proof is now completed 
by observing ( i i ) . | | 
3.3: The concept of n- l ike rings is fur ther generalized 
by dropping the condition nx=0. A ring R is called a 
generalized n-like ring i f R satisfies the polynomial identity 
(*) for a posit ive integer n > 1 . The following example shows 
that such a ring need not be commutative even i f i t possesses 
uni ty . 
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EXAMPLE 3 . 3 . 1 : Let R be t he subr ing of the r ing of 
a l l 3x3 matr ices over GF(4) wh i ch consists of a l l matr ices of 
a b c -
0 0^ 0 . I t i s r e a d i l y v e r i f i e d tha t R i s a 
_0 0 0 _ 
general ized n - l i k e r i ng f o r n=7 w i t h un i ty w h i c h i s noncommu-
the form 
t a t i v e and cha rac te r i s t i c of R=4. 
We begin w i t h the s imp le p rope r t i es of genera l ized n - l i k e 
r i n g s . 
THEOREM 3 .3 .1 [ 9 A ] : In a genera l ized n - l i k e r ing R 
w i t h un i ty the fo l l ow ing h o l d : 
(1) X -X i s n i lpo ten t f o r a l l x E R. 
(2) I f cha rac te r i s t i c of R i s o< , then x i s idempotent . 
2 
(3) I f X i s n i l po ten t , then x =0. 
(4) Every idempotent in R is c e n t r a l . 
(5) Jacobson r a d i c a l J(R) of R i s p rec i se l y the set of a l l 
n i l po ten t elements of R. 
(6) I f R i s s u b d i r e c t l y i r r e d u c i b l e , then f o r any in teger 
o(.>1, X = 0 , or X = 1 f o r a l l r ing elements x . 
(7) R i s subd i rec t sum of (not necessar i ly commutat ive) l oca l 
r ings wh i ch sa t i s f y the same i d e n t i t y . 
We have shown in Theorem 3 .2 .3 tha t i f R i s genera l ized 
n - l i k e r ing w i t h un i ty 1 whose c h a r a c t e r i s t i c d i v i d e ; ; n, then 
R i s commutat ive. I f cha rac te r i s t i c of R f a i l s to d i v i d e n , 
then R can also f a i l to be commutat ive as i s ev iden t f rom the 
r ing of Example 3 . 3 . 1 . In t h i s case Moore and Yaqub [96] 
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2 have shown that commutator ideal C is nilpotent and C = 0. 
For certain integers n, however, a generalized n- l ike ring turns 
out to be commutative. 
THEOREM 3.3.2 [94 ] : I f R is a ring wi th unity 1 and 
satisfies the condition (*) for an even posi t ive integer n=2k, 
then R has characterist ic 2 or A and is commutative. 
Proof: Consider the element 1+1= 2 = (-1) - ( -1 ) for 
even n. Since by Theorem 3.2.2( i ) for each x in R, (x - x ) 
is ni lpotent, [ ( -1 ) - ( - 1 ) ] = 0, so 2^= 0. Thus, the charac-
ter is t ic of R is equal to 2 or 4. Now Suppose f i r s t charac-
ter is t ic of R is equal to 2. Let a £. R be nilpotent and x £ R 
be a rb i t r a ry . Then from [122], n(ax-xa)=ax-xa, so ax-xa= 
21<(ax-xa)=0. Hence, every nilpotent element of R is in the 
centre of R, Then, using the nilpotency of (x -x ) and a theorem 
of Herstein [46],R is commutative. I f characterist ic of R is 
equal to 4 and n=4k, the results are the same. In the case 
where characterist ic is equal to 4 and n=4k-2, we have, ax-xa= 
(4k-2)(ax-xa)=2(ax-xa) . Therefore, ax-xa=0 and again the result 
fo l lows. 11 
Recently Moore [94] has shown that for certain odd 
integer also a generalized n- l ike ring wi th unity might be 
commutative. 
THEOREM 3.3.3 [94 ] : Let R be a ring wi th unity which 
3 3 3 
satisfies (xy) - xy -x y+xy = 0. Then R is commutative. 
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Proof: By Theorem 1.3.1 R is subdirect sum of 
subdirect ly i r reducib le rings Rat. , each of which as a 
homomorphic image of R satisfies the condition (*) placed on 
R and so we may assume that R is subdirect ly i r reduc ib le . 
Consequently, by Theorem 3.3.1(7) , R is a local r ing . Now 
we shal l show that J(R) l ies in the centre of R. 
As shown in case of [122] , nilpotent elements already 
commute wi th each other, let a be nilpotent and let x be not 
3 2 2 2 2 in J(R). Hence, x is a uni t . As before (x -x ) =x (x -1) = 0 . 
Since x is a unit , (x -1) = (x-1) (x+1) = 0. I f (x-1) is 
a unit , then (x+1) l ies in J(R) and so, 0 = a(x+1 ) = (x+1 )a or 
ax+a = xa+a and ax=xa. I f x-1 is not a unit , i t is in J(R) . 
Then 0 = a(x-1 ) = (x-1 )a or ax=xa. In any case, nilpotent 
elements commute not only wi th themselves but wi th the units 
as we l l . Therefore, R is commmutative. | | 
3.4: We see that the identi ty (xy) - xy -x y+xy = 0 
for a generalized n- l ike ring is equivalent to the identi t ies 
(x -x ) ( y - y ) = 0 and (xy) = x y for a l l x , y in R. In Chapter 
2, we have investigated the commutativity of rings satisfying 
(xy) = X y . I t i s , therefore, natural to consider the rings 
satisfying the ident i ty (x -x ) ( y - y ) = 0. As is evident from 
the following example, a ring satisfying (x-x ) ( y - y ) - 0 need 
not be commutative. 
:33 
EXAMPLE 3 . 4 . 1 : Let p be a prime and R = [ ( ^ o )/a> 
b e GF(p)"L. Then (x-x'^) (y-y'^) = 0, but R is not commutative. 
Tominaga and Yaqub [118] defined a generalized n-r ing 
as fo l lows. 
DEFINITION 3.4.1 (Generalized n-Ring): A ring R is 
said to be a generalized n-ring i f f R satisfies the fo l lowing: 
(D^) (x -x ' ^ ) (y -y " ) = 0 for a l l x , y e R . 
(D„) Any x £ R may be wri t ten in atmost one way in 
the form x=b+a, where b =b and a is ni lpotent. 
Note that according to the condition (D-) of the above 
def in i t ion, in an n-ring there may exist elements which can 
not be wri t ten in the given form. Now we prove the fo l lowing: 
THEOREM 3.4.1 [118]: Let R be a ring in which 
nilpotent elements commute wi th each other. Further, i f R 
satisfies (D_) together wi th 
(D*) (x -x ) = 0 for a l l x £ R, then R is commutative. 
In preparation for proving the above theorem we need 
the following lemma. 
LEMMA 3 . 4 . 1 : Let R be a ring satisfying (D*) in which 
nilpotent elements commute wi th each other. Then • 
(1) The set N(R) of a l l nilpotent elements of R is a 
commutative n i l ideal of bounded index at most 2. I f there 
2 4 
exists an integer m > 1 such that m x = 0, for a l l x S R, then 
2 
x £ E (set of a l l elements of x in R such that x=x ) for a l l 
n 
X C R. 
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(2) There exists a f in i te set P of prime numbers such 
that R = / Rkpi> where R^'^^=-rx t ^/p^^ N(R)T. 
(3) I f R satisfies D. in addit ion then there exists an 
2 A r rn^ 
integer m >1 such that m x = 0 for a l l x £ R, then [x ,a]=0 
for X £ R and a € N(R). 
Proof: (1) By (D*) there holds x^"= 2x"'^^-x^. Hence, 
N(R) is a commutative n i l ideal of bounded index atmost 2 by 
[69, Lemma 2 ( 2 ) ] . Furthermore, an easy induction shows that 
X "'^ = / j x -Ou-1)x and so, > ^ " = / J ( X - x )+x for 
. . . . . . ^. , iTi^ n 2/ n+m^-1 m^ > , 
any posit ive integer / j , in part icular , x = m (x - x ) + 
m^ m^ 
X = X 
(2) Let m=(2"-2)^. Since N(R) is an ideal of R by 
(1) , we see that (2"-2)x =2 " ( x - x " ) - [ 2x - (2x ) ' ^ | £ N(R} for a l l 
X in R i .e . m(R/N(R))=0. As is well-known, the factor ring 
R/N(R) satisfying the polynomial ident i ty x-x =0 is a subdirect 
sum of f in i te f ie lds (see, e.g. [47, Theorem 19] ) . Noting here 
that m(R/N(R))=0, we can easily see the assertion. Needless 
to say every R^" '^ is an ideal of R containing N(R). 
(3) Let X £. R, and a e N ( R ) . According to (1) , we have 
, y „^2 , 2 m ~ t o , ^ . 
, vm m / ''' , m „ ^ ^:— m -1-1 i 
(x+a) = X +a + a , where x c E , a = > x ax £. 
N(R) and a ' £ ( N ( R ) J ^C C(R). Since (x+a)"^'is afso in E^, (D^) 
shows that a +a = 0. Hence, [x*^ ,a] = [x ,a ' ] = [x ,a ' ] + 
[x,a ] = 0 . | | 
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Proof of Theorem 3 . 4 . 1 : By Lemma 3.4.1(2) there exists 
a f in i te set P of prime numbers such that R = / R J , where 
R "^^ ^ is the ideal of R containing N(R) defined by 
f x E. R/p £ N(R)J . Obviously, ( D j , (D*) and (D-) are inherited 
by the ideal R^ *^  . Since N(R) is a n i l Ideal of bounded index 
f \ 2 2 
at most 2 (Lemma 3.4.1(1)) , we see that p x =0 for a l l 
x £ R^l^^ and so [x"^ ,a]=0 for a l l x e R^P^ and a t N(R) 
f Lemma 3 .4 .1 (3 ) ) . As is well-known, the factor ring R^'^VN(R) 
satisfying the polynomial ident i ty x -x =0 is a subdirect sum 
of f in i te f ie lds of characterist ic p, and hence we can f ind a 
k . V 
posit ive integer k such that x*^ -x ^ N(R) for a l l x £-R . 
, . 4 4k 
Now, let X £ R "^^ ^ and a £ N ( R ) . Since [x'^ ,a]=0 and x"^ -
x £ N ( R ) , we get [x ,a ]=0 , because nilpotent elements commute 
wi th each other which shows that N(R) is in the centre of 
R . Hence, N(R) is contained in the centre of R, and 
therefore R is commutative by [47, Theorem 19]. | | 
I f R is a generalized n-r ing, i t Is easy to see that 
/^N(R)^ = 0 and so N(R) is commutative. Thus, as a d i rect 
consequence of our Theorem 3 . 4 . 1 , we have: 
THEOREM 3.4.2 [118] : Every generalized n-ring is 
commutative. In part icular , every generalized n- l ike ring 
satisfying (D-) is commutative. 
We also establish the fol lowing cr i ter ion for a ring to 
satisfy condition (D„ ) . 
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THEOREM 3.4.3 [118]: Let R be a r ing satisfying (D*) 
in which nilpotent elements commute with each other. Suppose 
that there exists an integer m >1 such that (m,n-1)=1 and 
mN(R)=0. Then R is commutative i f f R satisfies (D- ) . 
Proof: In view of Theorem 3 . 4 . 1 , i t suffices to show 
that i f R is commutative, then (D„) is sat is f ied. Suppose that 
both b and b+a are in E wi th some a £ N ( R ) . Then b+nab ~ = 
n ^ ' 
(b+a) = b+a (lemma 3.4.1(1)) , and so nab = a whence i t 
follows that nab=nab =ab. Hence, na=n a b ~ = nab ~ = a, 
namely (n-1)a=0. Since ma=0 and (m,n-1)=1, we get a=0, proving 
(Dg)- ! ! 
CHAPTER - A 
SOME COMMUTATIVITY CONDITIONS 
FOR s-UNITAL RINGS 
A. I INTRODUCTION: There are many results in 
commutativity for rings with unity which fai l otherwise. We 
know that in a ring with unity the left (resp. right) principal 
ideal (x) coincides with Rx (resp.xR). This condition may 
be weakened by insisting that x £ Rx for every x in R, leading 
to the concept of left (resp. right) s-unital rings. A ring 
R is called left (resp. right) s-unital if x £• Rx (resp. x £ xR) 
for each x E R and it is called s-unital if it is both left as 
well as right s-unital that is x E Rx £ xR for every x E R. 
If R is left s-unital (resp. right or s-unital), then for any 
finite subset F of R there exists an element e in R such that 
ex=x (resp. xe=x or xe=ex=x) for all x £ F. Such an element 
e wi l l be called a pseudo-left identity (resp. pseudo right 
identity or pseduo-identity) of F in R. 
Recently many commutativity conditions are studied for 
s-unital ring. For a good cross-section of the kind of results 
we refer to [16], [59], [6A], [65], [67], [68], [117] of the 
bibliography given in the end of our dissertation. The present 
chapter is devoted to the study of some commutativity conditions 
for s-unital rings (left or right as well). In fact, we shall 
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content ourselves here wi th the generalizations of some results 
proved in the previous chapters. In Section 4.2 we generalize 
Theorem 2.3.1 due to Harmanci for s-unital rings and include 
a result which is a sl ight generalization of a theorem of 
Abu-Khuzam, Tominaga and Yaqub [16 ] . We close the section 
wi th some commutativity conditions for s-unital semi-prime r ings. 
The last section has one central result due to Tominaga 
and Yaqub [116] which provides an extension of Theorems 3.3.2 
and 3.3.3. For the development of the theorem a number of 
nice results are obtained in the form of lemmas. 
A. 2 In Chapter 2, we have discussed som(5 of the 
commutativity conditions for the rings satisfying the polynomial 
identi t ies (xy) = x y for one or more posit ive integers n > 1 . 
Example 2.3.1 demonstrates that even a ring wi th unity need 
not be commutative i f the above mentioned ident i ty holds for 
just two consecutive integers. Hirano, Hongan and Tominaga 
in the i r paper [64] proved the fol lowing theorem for s-uni tal 
rings which contains some results proved ear l ier in th i s 
direct ion including Theorem 2.3.1 due to Harmanci [42 ] . 
THEOREM 4.2.1 [64 ] : Let R be an s-unital r ing and 
n a f ixed posit ive integer. I f N(R) is n-torsion f ree, then 
the following are equivalent: 
(1) R is commutative 
(2) R satisfies the polynomial ident i t ies (xy)'^'-x"y"=0 
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. , xn+1 n+1 n+1 _ and (xy) -x y =0. 
Recently Abu-Khuzam [1] proved that an n(n-1) torsion 
free ring wi th unity which satisfies the ident i ty (xy) =x y 
is commutative. 
Abu-Khuzam, Tominaga and Yaqub [16] s l igh t ly generalized 
the mentioned result for s-unital r ings. 
THEOREM A.2.2 [16 ] : Let n be a f ixed posi t ive integer. 
Let R be an s-unital ring in which every commutator is 
(n+1)n-torsion f ree. I f R satisf ies the polynomial ident i ty 
, vn+1 n+1 n+1 o 4.1- r. • ^ ^^ 
(xy) - X y = 0 , then R is commutative. 
For the proof we need the following lemmas 
LEMMA 4 . 2 . 1 : Let m,n be f ixed posi t ive integers. 
I f R satisfies the polynomial ident i ty [x ,y ]=0 or 
(xy) - X y =0, then the commutator ideal D(R) of R is 
contained in N(R). 
LEMMA A.2.2: Let n be a f ixed posit ive integer. Let 
R be an s-unital ring in which every commutator is n-torsion 
f ree. 
(1) I f R satisfies the polynomial ident i ty nx [ x , y ] = 0 , w i th 
a non-negative integer m, then R is commutative. 
(2) I f R satisfies the polynomial ident i ty [x , y ]=0 , then 
R is commutative. 
Proof: (1) Let a,b be arb i t ra ry elements of R, and 
e a pseudo-identity of ^ a j b l - . Since na'^[a,b]=0 and 
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n(a+e)'^[a,b]=0 by Lemma 2.2.1 we have, n [a ,b ]=0, and therefore 
[a ,b]=0. 
(2) Since the commutator ideal D(R) is contained in N(R) 
by Lemma A . 2 . 1 , from the proof of [6A, Lemma 9 ] , i t fol lows 
that N(R)£.Z(R). Hence, by Lemma 2 . 5 . 1 , nx " [ x , y ] = 
[x , y ] = 0. Now the commutativity of R is obvious by ( 1 ) . | | 
LEMMA A.2.3: Let R be an s-unital ring in which every 
commutator is n-torsion f ree. If R satisfies the ident i ty 
(xy) = (yx) > then R is commutative. 
Proof of Theorem A.2.2: F i rst ,^we shal l show that 
[u ,d ]=0 for every d ER and every u£.N(R) . Let f be a 
pseudo-identity of X d , u ^ . I f u is the quasi-inverse of u, 
then fu = u f = u and the map^r-: R—>R defined by x—> x-u x -o o o ^ •' '^ o 
xu+u xu is a ring automorphism of R. By hypothesis, 
0 = (f-u) •(_v'f-Uo) cl ( f-u) J-(f-u^)-d (f-u) 
= (f-u) ^ ( d ) ( f -u^) -d (f-u) 
= (f-u) ^ (d ) ( f - u ^ ) - d ( f-u) 
/x \ri _,n+1 .n+1, , ^n r,, >n .n+^^ 
= (f-u) d -d (f-u) = [ ( f -u ) , d ] . 
choose the minimal posit ive integer m such that [u , d ] = 0 
for a l l i ^ m . Suppose m > 1 . Then by the above, [ ( f - u ) , 
d ] = 0. Combining th is wi th [u , d ]=0, ( i : ^ m ) , we get 
n [u , d j=0 and hence, [u , d ]=0. But th is 
contradicts the minimality of m. Thus, k=1 and hence 
[u , d ]=0. 
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Let R* be the subr ing generated by a l l (n+1) powers 
of elements of R. Then, i t f o l l ows f rom what was j u s t shown 
above in proof of Lemma 4 .2 .2 tha t t he set N*(R) of n i lpo ten t 
elements of R* i s contained in t he centre Z*(R) of R*. 
Moreover , by Lemma 4 .2 .1 D * ( R ) c N * ( R ) S Z * ( R ) . Let a * , b* 
be a r b i t r a r y elements of R*. Then both [ a * , b* ] and [ a * , 
b*""^^] a re in Z * ( R ) . Hence, by Lemma 2 .5 .1 n a * " ' ^ ^ [ a * , 
b*"^^] = a * 2 [ a * " , b*"-"^] = a * [ a * " , b*"^""] a* = a*"""^ b*"""^ a * -
a*b*""^1 a*"+^ = (a*b*) " ' ^^ a * - a * ( b * a * ) " ^ ^ = 0 . Accord ing to 
Lemma 2 . 2 . 1 , i t f o l l ows tha t n [ a * , b* ]=0 and t h e r e f o r e , 
[ a * , b*" '* '^]=0. Now by Lemma 4 .2 .2 ( 2 ) , [ a * , b * ] = 0 , and hence 
f o r a l l x , y in R, [ x , y ]=0 . Combining t h i s w i t h t he 
1 . 1 -^ *-* / \n+1 n+1 n+1 _, 1,4. • / \n+1 
po lynomia l i d e n t i t y ( x y ) - x y =0, we obta in ( x y ) 
( y x ) . Hence, R i s commutat ive by Lemma 4 . 2 . 3 . | | 
F ina l l y in t h i s sect ion we inc lude a resu l t due to H i rano, 
Hongan and Tominaga [65] wh i ch g i ves commuta t i v i t y f o r 
( n , 3 ) - r i n g s and ( n , 3 ) * - r i n g s def ined in sect ion 5 of chap te r 
2 . 
THEOREM 4 . 2 . 3 [ 6 5 ] : Let R be an s - u n i t a l sem i -p r ime 
r i n g . Then t he fo l l ow ing are equ i va len t : 
(1) R is commutative. 
(2) For each x , y 6 R there exists a posi t ive integer 
n=n(x,y) such that [x ' ^y - (xy) ' ^ ,x ]=0 and [x ' ^y ' ^ - (xy ) 'Sy ]=0 ; 
(l<=n, n+1, n+2). 
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(3) For each x ,y £ R there exists a posi t ive integer 
k k k k k k 
n=n(x,y) such that [y x - ( x y ) ,x]=0 and [y x - ( x y ) ,y ]=0; 
(k=n, n+1, n+2). 
Let R be a ring in which [ x y , y x ] = 0 , then by [2 , Theorem 
1]J(R) is n i l . Consequently, we have the fol lowing" 
LEMMA A.2.A: I f R is a semi-prime ring satisfying the 
polynomial ident i ty [x+y+xy, x+y+yx]=0 (or [ x y , y x ] = 0 ) , then 
R is commutative. 
Proof of Theorem A.2.3: ( 1 ) = ^ ( 2 ) is t r i v i a l . 
(2) = ^ ( 1 ) . We f i r s t prove the case that R is semi-
p r im i t i ve . Note that (2) is inherited by a l l subrings and 
homomorphic images of R. Note also that no complete matr ix 
ring (D) over a d iv is ion ring D ( t > 1 ) satisfies (2 ) , as a 
consideration of x = E.- and y = E_. shows. Because of these 
facts and the structure theory of p r im i t i ve r ings, we may assume 
that R is a d iv is ion r ing. Let x , y be nonzero elements of 
R. By (2) , there exists a posi t ive integer n such that 
[x y - ( x y ) , x ] = 0 = [x y - ( x y ) , y ] ; (k=n, ,n+1 ,n+2]. Then, 
we get [ ( x y ) ,yx ]=0; (k=n,n+1). The last equalit ie:; y ie ld 
[ x y , y x ] = 0 . Hence, R is commutative by Lemma A.2.A. 
We now proceed to the general case. Let x , y£ , J (R) 
and e a pseudo-identity of Tx>y"|. Then by making use of 
the argument employed above, we can easily see that [(e+x) 
(e+y), (e+y)(e+x)]=0, namely [x+y+xy, x+y+yx]=0. Hence, 
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J(R) is commutative by Lemma A.2.A. Since D(R)£-J(R) by 
the f i r s t step, D(R) is a commutative ideal and, therefore, 
D(R)£Z(R) by [55, Lemma 5 ] . Again, by the same lemma we 
obtain eventauUy R = Z(R). 
( 3 ) - = ^ ( 1 ) . The proof is quite s imi lar to that of 
( 2 ) - = ^ ( 1 ) . 
A.3: In Chapter 3, we have defined generalized n- l ike 
rings and included Theorem 3.3.2 and Theorem 3.3.3 due to 
H.G. Moore [9A] which state that i f n is even or 3 then every 
generalized n- l ike ring wi th unity is commutative. This result 
was further extended to s-unital rings by Tominaga cind Yaqub 
[115] as fo l lows: 
THEOREM A.3.1 [116]: Let R be an s-unital generalized 
n- l ike r ing. I f n is even or 3, then R is commutative. 
For the proof of the above theorem fol lowing lemmas 
are essential: 
LEMMA A . 3 . 1 : Let R be a ring and suppose that for 
each pair of elements x , y in R there exists an integer 
n = n ( x , y ) > 1 satisfying condition (*) of section 3.2 Then there 
holds the fol lowing: 
(1) ( x " ( ^ ' ^ ) - x )2=x2" ( ^ '>^L2x "^^ ' ' ^ ) - ^^x2 = 0. 
posit ive integers k. 
(3) I f R is semi-pr imi t ive then R is commutative. 
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(A) (^N(R)) =0 and N(R)=J(R) contains the commutator 
ideal of R. 
Proof: (1) Setting y=x in condition (*) of Section 3.2, 
we get (1) . 
/o\ I X / \ c k(m-1)+2 , m+1 
(2) Let m=n(x,x) . Suppose x ^ =• kx 
/I ^\ 2 ^. ^ ,^. (k+1)(m-1)+2 m-1 k(m-1)+2 , 2m 
(k-1)x . Then by (1 ) , x^ '^ ' = x x ^ = kx -
(k - l )x ' ^^ ' ' = k(2x^- '^-x2) - (k-Dx^-^^ = ( k+Dx^ ' - ' ^ - kx^ Which 
completes the induction. 
(3) Note that the hypothesis is inherited by 
a l l subrings and homomorphic images of R. Note also that no 
complete matrix ring (D) over a d iv is ion ring D ( t> 1) satisf ies 
the hypothesis, as a consideration of x = E „ + E . - and y=E^„ 
shows. Because of these facts and the structure theory of 
p r im i t i ve r ings, we may assume that R is a d iv is ion r i ng . 
n \ X X) Then, since x ' -x=0 by (1) , a well-known theorem of 
Jacobson shows that R is commutative. 
c- 2 2 / - n ( x , x ) -1 2 n ( x , x ) -1 \ , ,.v 
Since X =x {2x ^ ' ' - x ^ » ' ^ by (1 ) , we 
see that J(R) is a n i l ideal and every nilpotent element of 
R squares to 0. By (3) , R/J(R) is commutative. Hence, J(R) 
coincides wi th N(R) and contains the commutator ideal of R. 
F ina l ly , i f u,v are in J(R) then uv=uv"^" '^^ + u"^*"''^^ v -
/ »n(u,v) „ 11 (uv) ^ ' ' = 0.11 
LEMMA 4 .3 .2 : Let R be an s-unital ring satisfying the 
hypothesis in Lemma A . 3 . 1 . Then there holds the fo l lowing: 
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(1) For each x in R there exists a posi t ive integer e< 
such that X ^ " ' ^ ' ^ ^ " - ' is an idempotent. 
(2) Every idempotent of R is central . 
Proof: (1) Let e be a pseudo-identity of x , and set << = 
^2n(2e,2e_2j2^ Then by Lemma A.3.1(1), we get 0= ((2e)"^ ' '®'^^^-
2e^ X = ax. Thus, Lemma 4.3.1(2) shows that x ^  ' •' = 
2 
X , whence (1) fo l lows: 
(2) Let a,b be idempotents in R and e a pseudo-
ident i ty of -f a,b1^. According to (1 ) , we may assume that e 
i tse l f is an idempotent. We set 1 = r\({e-a)b,aj and m=n(e-a,b). 
Then by condition (*) of section 3.2, r (e-a)b3:a =£(e-a)ba} -
(e-a)ba +(e-a)ba = 0. 
But, again by condition (*) of section 3.2, T (e-a)b^ = 
(e-a)b +(e-a) b-(e-a)b = (e-a)b, and therefore ?(e-a)b' l . a = 
(e-a)ba. Reiterating in the last and using T(e-a)b '^ a=0 above, 
we get (e-a)ba=0 and hence ba=aba. Replacing a by the 
idempotent e-a in the above argument, we also have b(e-a) = 
(e-a)b(e-a) , and hence ab=aba. Combining these, we conclude 
that ab=ba, and thus a l l idempotents of R are central . | | 
LEMMA 4 .3 .3 : Let R be an s-unital (d i rec t ly ) ind€)compo-
sable r ing. Suppose that for each pair of elements x , y in 
R there exists an integer n=n(x,y) > 1 satisfying the condition 
(*) of Section 3.2. Then R is local ring whose characterist ic 
2 IS p or p ,p a pr ime. 
:46 
Proof: Since R is indecomposable, Lemma A.3.1(4) and 
Lemma 4.3.2 shows that R contains 1 and is a local r ing . 
Moreover, noting that (2"(^ '2^ -2)^=0 by Lemma A.3.1(1) , we 
see that the characterist ic of R is a power of a prime p. 
Since p is in N(R), we get p =0 (Lemma A .3 .1 (4 ) . | | 
LEMMA 4.3.A: Let R be an s-unital r ing. Suppose that 
for each pair of element x , y in R there exists an integer 
n=n(x,y) >1 satisfying condition (*) of Section 3.2. Then R 
is a subdirect sum of local r ings. I f furthermore [ xy , yx ]=0 
for a l l x 7 N ( R ) and y f l fN(R) , then R is commutative. 
Proof: In view of Lemma A.3.3 i t remains only to prove 
the lat ter par t . Note that i f R* is a homomorphic image of 
R then [ x *y * , y *x * ]=0 for a l l non-nilpotent elements x * , y * in 
R*. Because of th is fact, we may assume that R is subdirectly 
i r reduc ib le , and thus R is a local ring (Lemma 4 .3 .3 ) . Then, 
noting that N(R) is commutative [Lemma 4 .3 .1 (A) ] . we can easily 
see that [ xy ,yx ]=0 for a l l x , y R. Hence r x , [ x , y ] J = |x (y+1) , 
[ x , y + 1 ] j - r x y , [ x , y ] j = 0 . Now, by [76 ] , we see that R is 
commutative, | | 
LEMMA 4 .3 .5 : (1) R is a generalized n- l ike ring i f f 
R satisfies the polynomial ident i t ies (xy) =x y and (x - x ) 
(y " -y )=o . 
(2) I f R is an s-unital generalized n- l ike ring then 
(n-1) [u ,x ]=0 for a l l u&N(R) and x £ R. 
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Proof (1 ) : I f R is a generalized n- l ike rinc|, then R 
satisfies the polynomial ident i ty x y -xy -x y+xy = (x -x ) 
( y " - y ) = 0 Lemma 4.3.1 (1) and (4) . Combining th is wi th 
condition (*) of Section 3.2, we readi ly obtain (xy) = x y . 
The converse is t r i v i a l . 
(2) According to Lemma 4.3 .1(4) , we have 0=r(xu) -xu -
x "u+ux ' l - l (ux) " -ux" -u"x+ux j= [ u , x " ] - [ u , x ] . Now, let e be a 
pseudo-identity of j x , u | . Then, by (1) and Lemma 4.3.1(4) , 
[ u , x ]= [u ,x ' ' ] = (ux+x)"-(xu+x) '^={(u+e)x} ' ' -£x(u+e)}"=C(u+e)" ,x" ] = 
n[u,x ] = n [ u , x ] , which implies ( 2 ) . | | 
LEMMA 4 .3 .6 : Let R be an s-unital generalized n- l i ke 
r ing. I f R is indecomposable, then R is a local ring whose 
2 
characterist ic is p or p , p a pr ime, i f p does not d iv ide n-1 
then R is commutative. 
Proof: In view of Lemma 4.3 .3 , i t remains only to prove 
that i f (p,n-1)=1 then R is commutative. By Lemma 4 .3 .5 (2 ) , 
(n-1) [u,x]=0 for a l l ug:N(R) and x £ R. Combining th is w i th 
2 
p [u ,x ]=0 , we obtain [u,x]=0 and thus N(R) is contained in 
the centre of R. Then, using Lemma 4.3.1(1) and [46 ] , we 
see that R is commutative. 
Now we are equipped wel l to prove our Theorem 4 . 3 . 1 . 
Proof: Without loss of general i ty, we may assume that 
R is subdirect ly i r reduc ib le , and therefore, R is a local ring 
by Lemma 4.3.3. I f n is even, then 4=- f ( -1 ) " - ( - ! )^J=0. Lemma 
4 8 : 
4 .3 .1 (1 ) . Hence, R i s commutat ive by Lemma 4 . 3 . 6 . Nex t , 
we cons ider the case tha t n=3. Since R i s a loca l r i n g , i t 
i s enough to show tha t i f x , y are uni ts in R then xy=yx by 
Lemma 4 . 3 . 5 ( 1 ) , x y - x - y +1 = x~ (x - x ) ( y - y ) y " 0 , and 
2 2 2 2 2 2 2 2 
y x - y -X +1 = 0 . Hence, x y =y x . Using t h i s and Lemma 
3 3 3 2 2 2 2 
4 . 3 . 5 ( 1 ) , we ge t , ( x y ) = x y = x x y y = x y x y = ( x y ) ( y x ) 
( x y ) , whence, i t f o l l ows tha t x y=yx and R is commutat ive. | | 
APPENDIX 
SOME ELEMENTARY COMMUTATIVITY CONDITIONS 
FOR NEAR-RINGS 
1. INTRODUCTION! A near-ring R is a triple (R,+ , *) 
with two binary operations + and * such that: 
(i) (R, +) is a group, not necessarily abelian. 
(ii) (R, *) is a semi group, 
(iii) a * (b+c)=a * b + a * c for all a,b,c in R. 
The most natural example of a near-ring is given by 
the set R of all identity preserving mappings of an additive 
group G (not necessarily abelian) into G itself. If the 
mappings are added by adding images and multiplication is 
composition, then the system is a near-ring. We provide 
below another example of a finite near-ring for better 
comprehension. 
EXAMPLE A: Let R = /o, a\ with addition ' + • and 
multiplication '*' defined as follows: 
0 
A 
0 
a 
a 
(X 
# 
0 
a 
0 
0 
0 
a 
a 
a 
;50: 
It is straightforward to check that R is a near-ring 
(which is not commutative). 
The following results are easy consequences of the 
definition of a near-ring: Let R be a near-ring. Then 
(i) a * 0 =0(ii) a * (-b) = -(a * b) for all a,beR. 
An element r of a near-ring R is said to be 
distributive if (a+b) * r = a * r + b * r for all a,b ER. 
A near-ring R is distributive if each of its elements is 
distributive. If r is a distributive element of R, then 
following hold: 
(i) 0 * r = 0 
(ii) (-a) * r = -(a * r) for all aSR 
2. Hence, onward we shall not insist on mentioning 
the multiplication operation *, rather to express a * b 
we adopt the usual notation ab. 
A number of research papers have recently been 
concerned with sufficient conditions for near-rings to be 
commutative. We consider the following properties. For 
any a , b £ R 
(1) ab = (ab)^ 
(2) ab = (ba)^ 
(3) ab = ab^a 
(4) ab = ba^b 
(5) ab = b^a^ 
A ring satisfying condition (1) has recently been 
:51 : 
shown to be commutative by Searcoid and MacHale [78]. The 
near-ring of Example A above satisfies condition (1) but 
is noncommutative. Other examples can be constructed to 
demonstrate that arbitrary near-rings satisfying either 
of the conditions (1) - (5) need not be commutative. 
However, we may notice that a near-ring R satisfying any 
of the conditions (1) - (5) is necessarily zero-commutative 
i.e. ab = 0 implies ba = 0, for all a,bCR. 
4 2 Further, in each case for any a CR, a = a . If R 
4 2 2 2 
is distributive and r £R, then r(a -a )= 0 = (ra -r)a = 
2 2 2 2 2 
a (ra - r) and consequently a r = a ra . Similarly, 
4 2 2 2 2 2 
( a - a ) r = 0 = a ( a r - r ) = ( a r - r ) a which yields 
2 2 2 2 2 
ra = a ra . Thus, a r = ra , for all r € R and we have 
proved: 
LEMMA: Let R be a distributive near-ringr satisfying 
any of the conditions (1) - (5). Then for all aGR, 
a^e Z(R) . 
THEOREM: Let R be a distributive '.near-ring 
satisfying any of the conditions (1) - (5). The R is 
commutative. 
PROOF: (1) We may borrow the proof from [78] verbatim. 
(2) For any a,bCR, we have 
(ab)^ =a(bab) a {-ab^+(ab)^-(ab-b)^+b^} 
52: 
2 . 2i 
=I-ab +(ab) -(ab-b) +b Ja, by using lemma 
= (bab)a = (ba)^ 
2 2 
Thus, ab = (ba) = (ab) = ba. Hence, R is 
commutat ive. 
(3) Applying lemma, we get 
ab = ab a = a b = (a b)b = ba b 
= ba. 
Hence, R is commutative. 
(4) Proceed on the same lines as in (3) 
(5) By Lemma we get, 
. .22 2. 2 
a b = b a = a b =ba 
Hence, R is commutative. 
In conclusion, we note that all near-rings satisfying 
conditions (1) - (5) are periodic i.e. a near-ring in which 
there exist positive integers m ^ n such that every element 
satisfies a = a . It is well known that arbitrary periodic 
near-rings (even rings) may not be commutative. In fact, 
we have considered some special types of periodic near-rings 
and by very elementary techniques these classes of near-
rings are shown to be necessarily commutative. In this 
direction many more investigations are possible. 
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