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Spin-Hall conductivity σsxy and orbital susceptibility χ are investigated for the anisotropic Wolff Hamiltonian, which
is an effective Hamiltonian common to Dirac electrons in solids. It is found that, both for σsxy and χ, the effect of
anisotropy appears only in the prefactors, which is given as the Gaussian curvature of the energy dispersion, and their
functional forms are equivalent to those of the isotropic WolffHamiltonian. As a result, it is revealed that the relationship
between the spin Hall conductivity and the orbital susceptibility in the insulating state, σsxy = (3mc2/~e)χ, which was
firstly derived for the isotropic Wolff Hamiltonian, is also valid for the anisotropic Wolff Hamiltonian. Based on this
theoretical finding, the magnitude of spin-Hall conductivity is estimated for bismuth and its alloys with antimony by that
of orbital susceptibility, which has good correspondence between theory and experiments. The magnitude of spin-Hall
conductivity turns out to be as large as eσsxy ∼ 104Ω−1cm−1, which is about 100 times larger than that of Pt.
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1. Introduction
In 1964, Wolff found that the effective Hamiltonian of bis-
muth is essentially identical to that of the Dirac Hamilto-
nian.1) This finding led to the solution of the long-standing
mystery of bismuth, i.e., the large diamagnetism. Although
bismuth is the first material in which the diamagnetism is
verified, the anomalously large diamagnetism cannot be ex-
plained by the standard theory of diamagnetism, the Landau-
Peierls formula.2) The diamagnetism of bismuth and its al-
loys with antimony takes its largest value when the chem-
ical potential locates in the band gap.3) On the other hand,
the Landau-Peierls formula predicts that the diamagnetism
is proportional to the density of states, namely, the diamag-
netism should vanish for insulators. This mystery was finally
solved4, 5) by taking into account the interband effect of a mag-
netic field (not taken into account in the Landau-Peierls for-
mula) and the spin-orbit interaction (quite large for bismuth
∼ 1.5eV) based on Wolff’s Dirac Hamiltonian.
Recently, another interesting phenomena associated with
bismuth was proposed:6) the spin Hall effect (SHE). The SHE
is an effect that the spin magnetic-moment of electrons flows
perpendicular to the external electric field. The original mech-
anisms of SHE proposed by Dyakonov-Perel7, 8) and Hirsch9)
are basically the effect driven by the scattering due to impuri-
ties, so it is called an extrinsic mechanism. On the other hand,
the possibility of an intrinsic mechanism of SHE was put
forward by Murakami-Nagaosa-Zhang10) and Sinova et al.11)
Unlike the extrinsic mechanism, the intrinsic mechanism is
only due to the electronic structure of solids. The intrinsic
mechanism is possible not only for metals, but also for semi-
conductors or insulators. It is expected that such a spin Hall
insulator can generate spin current without any Joule heating,
which is highly desired for spintronics. However, there are
only few cases where the possibility of spin Hall insulator has
been examined in actual materials.12)
For this issue, it was shown that the spin Hall insulator can
∗E-mail: fuseya@pc.uec.ac.jp
be achieved in the isotropic Wolff Hamiltonian,6) which is
a simplified Hamiltonian of original Wolff’s Dirac Hamilto-
nian. Furthermore, it was also proved that, when the chemical
potential locates in the band gap, the spin Hall conductivity,
σsxy, is related to the orbital susceptibility, χ, through a very
simple relationship with only fundamental physical constants
as follows6, 13)
σsxy =
3mc2
~e
χ, (1)
where m is the bare electron mass, c is the velocity of light,
~ being the Plank constant divided by 2π and e (> 0) the ele-
mentary charge. (The magnetic moment for the spin-Hall con-
ductivity and the magnetic field for the orbital susceptibility
are in the z-axis.)
However, the electronic structure of real materials is
anisotropic in general. Actually, the electronic structure of
bismuth is highly anisotropic.14–19) The isotropic Wolff model
completely discards these anisotropic characteristic of actual
materials. Hence it is crucially important to see whether eq.
(1) still holds even in the anisotropic Wolff Hamiltonian in
order to be compared with experiments.
The purpose of the present paper is to calculate the spin
Hall conductivity and the orbital susceptibility for anisotropic
Wolff Hamiltonian, and to verify eq. (1) even in this case.
Based on this finding, we give a quantitative estimation for
the magnitude of the spin Hall conductivity.
The anisotropic Wolff Hamiltonian for the Dirac electron
systems is introduced and basic properties of this Hamilto-
nian is summarized in §2. In §3, the spin Hall conductivity
is calculated based on the Kubo formula. The orbital suscep-
tibility in the same theoretical framework is calculated in §4.
In §5 we discuss implications of the present theoretical results
to the experiments. §6 is devoted for the summary.
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2. Anisotropic WolffHamiltonian
We consider a one electron Hamiltonian with a spin-orbit
interaction
H =
p2
2m
+ V(r) + ~
4m2c2
σ · ∇V(r) × p, (2)
where V(r) is the periodic crystal potential. The k·p theory for
eq. (2) in the case where only two bands get close in energy
will generally be written in terms of 4 × 4 matrix as follows1)
H =
~
2k2
2m
+ ∆β + i~k ·

3∑
µ=1
W(µ)βαµ
 (3)
=
 ∆ i~k ·
[∑3
µ=1 W(µ)σµ
]
−i~k ·
[∑3
µ=1 W(µ)σµ
]
−∆
 , (4)
where k is measured from an extremum of energy band, the
energy gap is 2∆, and the origin of the energy is taken at the
center of the energy gap. Equation (4) is basically the same
as the Dirac Hamiltonian, but spatially anisotropic. The 4 × 4
matrices αµ and β are the same as that appear in the original
Dirac theory
αµ =
(
0 σµ
σµ 0
)
, β =
(
I 0
0 −I
)
. (5)
Three real vectors W(µ) (µ = 1, 2, 3) represent the matrix ele-
ments of the velocity operator,
v =
p
m
+
~
4m2c2
σ · ∇V(r), (6)
as
W(1) = Im [〈1|v|4〉] = −Im [〈3|v|2〉] , (7)
W(2) = Re [〈1|v|4〉] = −Re [〈3|v|2〉] , (8)
W(3) = Im [〈1|v|3〉] = Im [〈4|v|2〉] , (9)
where |1〉 ∼ |4〉 denote the four band-edge wave functions.
Here, the time reversal symmetry and the reflection invari-
ance are incorporated, and the real part of the vector 〈1|v|3〉 =
〈4|v|2〉 is set to be zero with an appropriate choice of the ba-
sis functions.1) We call this Hamiltonian (4) the anisotropic
Wolff Hamiltonian in the following. The eigen energy of this
Hamiltonian is obtained as
Ek =
~
2k2
2m
±
√√
∆2 +
3∑
µ=1
[
~k ·W(µ)]2. (10)
Wolff introduced this Hamiltonian as an effective Hamil-
tonian for bismuth. However, this form is quite general and
actually gives an effective Hamiltonian for two-band systems
with a small energy gap and a strong spin-orbit interaction.
The characteristics of each materials is reflected in W(µ) and
∆. Note that the contribution from the quadratic term ~2k2/2m
is negligibly small when the band gap is small. Hereafter, we
shall discard the quadratic term. When we assume
W(1) = (γ, 0, 0) (11)
W(2) = (0, γ, 0) (12)
W(3) = (0, 0, γ), (13)
we have the isotropic WolffHamiltonian (the same as the orig-
inal Dirac Hamiltonian),6, 20, 21)
Hiso =
(
∆ i~γk · σ
−i~γk · σ −∆
)
. (14)
In order to investigate the SHE, we need to define the spin
magnetic-moment, which is correctly determined by consid-
ering the Hamiltonian under a magnetic field as follows. In the
presence of a magnetic field B, the Hamiltonian is obtained
by the replacement ~k → pi = (~k + eA/c) with A being the
vector potential in the present k · p theory. The corresponding
Schro¨dinger equation becomes
H ψ =
(
∆ ipi · γ
−ipi · γ −∆
)
ψ = Eψ, (15)
where
γ =
∑
µ
W(µ)σµ. (16)
The energy eigenvalues of this equation is easily obtained by
considering its square, H 2ψ = E2ψ, as
H
2
=
(
∆
2
+ (pi · γ)2 0
0 ∆2 + (pi · γ)2
)
,
=
(
∆
2
+ 2∆H ∗ 0
0 ∆2 + 2∆H ∗
)
, (17)
H
∗
=
pi · αˆ · pi
2
+ µ
∗
s · B. (18)
where αˆ and µ∗s are the inverse mass-tensor and the spin
magnetic-moment near the extremum of band, which are
given by
αi j =
1
∆
∑
µ
Wi(µ)W j(µ), (19)
µ
∗
s =
~e
2c
∑
λµν
ǫλµν
W(λ) ×W(µ)σν
2∆
=
~eΩ
2c∆
[Q(1)σ1 + Q(2)σ2 + Q(3)σ3] , (20)
respectively.1) Here we noted
(pi · γ)2 =
∑
µ
[
pi ·W(µ)]2 + 2∆µ∗s · B, (21)
Q(λ) = W(µ) ×W(ν)
Ω
, (λ, µ, ν cyclic) (22)
Ω = W(1) ×W(2) ·W(3), (23)
and ǫλµν is Levi-Civita’s totally antisymmetric tensor.
By the Foldy-Wouthuysen transformation,22, 23) the original
anisotropic Wolff Hamiltonian is transformed to
HFW =
(
∆ +H ∗ 0
0 −∆ − H ∗
)
. (24)
This indicates that the signs of the spin magnetic-moment,
which is given by the coefficient of B, are opposite between
the conduction and valence bands. Consequently, the spin
magnetic moment in a 4 × 4 matrix is defined by
µs =
(−µ∗s 0
0 µ∗s
)
. (25)
The velocity of the spin magnetic-moment can be defined as
2
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a tensor
vis j =
1
2µB
{
µsi, v j
}
=
1
µB
~eΩ
2c∆
∑
λµν
ǫλµν
(
0 Qi(λ)W j(µ)σν
Qi(λ)W j(µ)σν 0
)
,
(26)
where µB = ~e/2mc is the Bohr magneton and v j is the veloc-
ity operator given by
v =
1
~
∂H
∂k =
(
0 i∑µ W(µ)σµ
−i∑µ W(µ)σµ 0
)
. (27)
3. Spin-Hall conductivity
In the present paper, we define the spin-Hall conductivity
tensor as a linear response of the “spin current” to the electric
field, and consider the velocity of the spin magnetic-moment
defined by eq. (26) as the spin-current operator.6, 21) Then the
spin-Hall conductivity is given by
σis jk =
1
iω
[
Φ
i
s jk(ω + iδ) − Φis jk(0 + iδ)
]
, (28)
Φ
i
s jk(iωλ) = −ekBT
∑
nk
Tr
[
G (iε˜n)vis jG (iε˜n−)vk
]
, (29)
where εn = (2n + 1)πkBT , εn− = εn − ~ωλ, and ωλ = 2πλkBT
(n, λ: integer) to be analytically continued as iωλ → ω+ iδ (ω
is the frequency of the external electric field). We introduced a
quasiparticle damping rate Γ by the form iε˜n = iεn+iΓsgn(εn).
The Green’s function, G (iεn) = [iε˜n −H ]−1, is given as
G (iεn) = 1(iε˜n)2 − E2k
(
iε˜n + ∆ ik · γ
−ik · γ iε˜n − ∆
)
. (30)
The trace of G vis jG−vk in eq. (29) is evaluated to be
Tr
[
G vis jG−vk
]
=
4imΩ(iε˜n − iε˜n−)
{(iε˜n)2 − E2k }{(iε˜n−)2 − E2k }
×
∑
λµν
ǫλµνQi(λ)W j(µ)Wk(ν)
 . (31)
(We abbreviate G (iε˜n) and G (iε˜n−) as G and G−, respectively.)
The spatial anisotropy of the spin-Hall conductivity is rep-
resented by the factor ∑λµν ǫλµνQi(λ)W j(µ)Wk(ν). However,
the vector W(µ) depends on the representation of the basis
and is not observable. Instead, as shown in Appendix A, the
following relation holds∑
λµν
ǫλµνQi(λ)W j(µ)Wk(ν) = ∆
2
Ω
ǫk ji
(
α2jk − α j jαkk
)
, (32)
where αi j is the inverse mass-tensor (19), which can be
determined experimentally.14–16) The factor (α2jk − α j jαkk)
corresponds to the Gaussian curvature of the energy dis-
persion. It should be emphasized here that the factor∑
λµν ǫλµνQi(λ)W j(µ)Wk(ν) gives finite contributions only
when i, j, k are perpendicular with each other. The directions
of the electric field, the spin current and the spin magnetic-
moment are illustrated in Fig. 1. Though eq. (32) can be finite
for the other combination, e.g. Qi(λ)W j(µ)Wi(ν), their contri-
butions will vanish in the case with the inversion symmetry,
if we take into account all contributions from the whole Bril-
louin zone. The details are given in Appendix A.
k
j
i
Fig. 1. (Color online) Illustration of the directions of the electric field
(wide arrow), the spin-current (narrow arrows) and the spin magnetic-
moment (three-dimensional arrows).
Im z Im z
Re zRe z
C1
C2
C4
C3 Ca
Cb
(a) transport (b) thermodynamic
Fig. 2. Contours of integration for (a) transport coefficient (spin Hall con-
ductivity) and (b) thermodynamic quantity (orbital susceptibility).
For k-integration in eq. (29) we introduce a new variable
˜kµ ≡ k ·W(µ). (33)
By this transformation, we have
E =
√
∆2 +
∑
µ
[~k ·W(µ)]2 =
√
∆2 + ~2 ˜k2, (34)
with ˜k2 = ∑µ ˜k2µ. The integration with respect to k is trans-
formed as∫ d3k
(2π)3 g(Ek) =
∫ d3 ˜k
(2π)3
√
∆3 det αˆ
g(E
˜k), (35)
where g(E) is an arbitrary function of E. Consequently, the
form of Φi
s jk(iωλ) becomes essentially equivalent to that for
the isotropic case (eq. (7) in Ref. 6) except for the Gaussian
curvature factor as
Φ
i
s jk(iωλ) = −e
ǫk ji
(
α2jk − α j jαkk
)
√
∆3 det αˆ
× kBT
∑
n˜kµ
4im∆2(iε˜n − iε˜n−)
{(iε˜n)2 − E2
˜k }{(iε˜n−)2 − E2˜k }
. (36)
From the standard technique of analytic continuation24, 25)
(Appendix B), we carry out the frequency summation as
kBT
∑
n
F (iεn) = − 12πi
∫
C
dz f (z)F (z), (37)
where f (ε) is the Fermi distribution function, and F (z) is an
analytic function in the region enclosed by the contour C. In
the present case, the contour is composed of four contours
C1 ∼ C4 dipicted in Fig. 2 (a). After the analytic continuation
3
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with respect to εn and then to ωλ, we extract the term linear in
iωλ → ω for the dc conductivity. Then the contribution from
C1 and C4 is
− ~ω
2πi
∫ ∞
−∞
dε f (ε)
 1(
ε2+ − E2
˜k
)2 − 1(
ε2− − E2˜k
)2
 , (38)
and that from C2 and C3 is
− ~ω2πi
∫ ∞
−∞
dε d f (ε)dε
2iΓ(
ε2+ − E2
˜k
) (
ε2− − E2
˜k
) , (39)
where ε± = ε ± iΓ.
As for the integration with respect to k and ε, we carry out it
with respect to k first, and then to ε, since the final results are
simpler than that obtained in otherwise.26) Finally, we obtain
the results for the spin-Hall conductivity in the form
σis jk =
me
4π2~2
ǫk ji
(
α2jk − α j jαkk
)
√
det αˆ/∆
(
KI + KII
)
, (40)
KI =
∫ ∞
−∞
dεd f (ε)dε

√
ε2+ − ∆2
ε
−
√
ε2− − ∆2
ε
 , (41)
KII =
∫ ∞
−∞
dε f (ε)
 1√
ε2+ − ∆2
− 1√
ε2− − ∆2
 . (42)
(The branch cut of the square root is taken along the pos-
itive real axis.) The KI-term denotes the contribution from
C2 and C3, and KII-term from C1 and C4, both of which are
completely the same as that was obtained for the isotropic
Wolff Hamiltonian.6) Therefore, σi
s jk is essentially the same
as that of the isotropic model (as is shown in Fig. 3) except
for the prefactor. Both KI and KII hardly depend on Γ, reflect-
ing that they are interband contributions.6) For the clean limit,
Γ/∆→ 0, we have
KI =

−2
√
µ2 − ∆2
|µ| (|µ| > ∆)
0 (|µ| < 0)
, (43)
KII =

−2 ln
 2Ec|µ| + √µ2 − ∆2
 (|µ| > ∆)
−2 ln
(
2Ec
∆
)
(|µ| < ∆)
, (44)
where Ec is the cutoff energy for the ε-integration, and we
discarded O(∆2/E2c ) term.
The spin-Hall conductivity takes its maximum value in the
insulating region, i.e., the spin-Hall insulator is achieved. The
maximum value logarithmically diverges as ∆/Ec → 0. It
is expected that the spin-current can flow without any Joule
heating in the insulating region, |µ| < ∆.27)
Note that the present spin-current is in the bulk and not
along the surface. The magnitude of spin-Hall conductiv-
ity depends on ∆/Ec and does not take a universal value
as in SHE in the two-dimensional electron system with
Rashba spin-orbit coupling,11) nor quantized as in the quan-
tum SHE.28)
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Fig. 3. (Color online) (a) Chemical potential dependence of the SHC (KI,II)
for Γ/∆ = 0.01 and Ec/∆ = 100 at zero temperature. (b) KI,II for different
damping rates: Γ/∆ = 0.02, 0.04, 0.06, 0.10. The inset is the enlarged plot.
4. Orbital susceptibility
The formula for the orbital susceptibility, which is exact for
Bloch electrons in general, is given by29)
χz =
~
2e2
2c2
kBT
∑
nk
Tr
[
G vyG vxG vyG vx
]
, (45)
for a magnetic field B ‖ z. (Note that, in eq. (45), the spin mul-
tiplicity 2 is included by the trace, in contrast to eq. (2.15a) of
Ref. 29.) The matrix elements of G vyG vxG vyG vx becomes
G vyG vxG vyG vx =
M(k, iε˜n){
(iε˜n)2 − E2k
}4 , (46)
and
M(k, iε˜n) = 2
[{
~
2(k · γ)γy(k · γ)γx +
{
(iε˜n)2 − ∆2
}
γyγx
}2]
+ 2~2
{
(iε˜n)2 − ∆2
}
Tr
[{
(k · γ)γyγx + γy(k · γ)γx
}2]
= 2
[
FI + {(iεn)2 − ∆2} (FII + FIII + FIV + FV)
+ {(iεn)2 − ∆2}2FVI
]
, (47)
FI = ~4(k · γ)γy(k · γ)γx(k · γ)γy(k · γ)γx, (48)
FII = 2~2(k · γ)γy(k · γ)γxγyγx, (49)
FIII = 2~2(k · γ)γx(k · γ)γyγxγy, (50)
FIV = ~2(k · γ)γyγx(k · γ)γyγx, (51)
FV = ~2(k · γ)γxγy(k · γ)γxγy, (52)
FVI = γyγxγyγx. (53)
4
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The details of the calculation are given in Appendix C.
Again, we rotate the k-space along the spin-space by ˜kµ =
k ·W(µ). The following relations can be derived by this trans-
formation:
k · γ =
∑
µ
˜kµσµ, (54)
and the commutation relations
(k · γ)γi + γi(k · γ) = 2
∑
µ
˜kµWi(µ) ≡ 2Ri, (55)
γiγ j + γ jγi = 2∆αi j. (56)
By using these commutation relations, we can carry out the
traces of FI ∼ FVI as follows:
Tr [FI] = 2~4
[
8R2xR2y − 8∆αxy ˜k2RxRy + ∆2 ˜k4(2α2xy − αxxαyy)
]
,
(57)
Tr [FII] = 2~2
[
8∆αxyRxRy − 4∆αxxR2y − 2∆2 ˜k2(2α2xy − αxxαyy)
]
,
(58)
Tr [FIII] = 2~2
[
8∆αxyRxRy − 4∆αyyR2x − 2∆2 ˜k2(2α2xy − αxxαyy)
]
,
(59)
Tr [FIV] = 4~2∆αyyR2x −
1
2
Tr [FII] , (60)
Tr [FV] = 4~2∆αxxR2y −
1
2
Tr [FIII] , (61)
Tr [FVI] = 2∆2(2α2xy − αxxαyy). (62)
Consequently, the trace of the matrix elements becomes
Tr [M(k, iε˜n)]
= −4∆2αxxαyy
{
(iε˜n)2 − E2
˜k
}2
+ 8
[
∆αxy
{
(iε˜n)2 − E2
˜k
}
+ 2~2RxRy
]2
(63)
where we used the relation ∆2 = E2k − ~2 ˜k2. The contributions
from R, eq. (55), are
RxRy =
4π
3 ∆
˜k2αxy, (64)
R2xR
2
y =
4π
15∆
2
˜k4(2α2xy + αxxαyy), (65)
where the terms linear in ˜k1,2,3 are discarded since they vanish
in the integration with respect to ˜k1,2,3. After the integration
with respect to the solid angle, we obtain
Tr [M(k, ǫ)] = 16π∆2
[
(2α2xy − αxxαyy)
{
(iεn)2 − E2k
}2
+
8
3α
2
xy~
2
˜k2
{
(iεn)2 − E2k
}
+
8
15(2α
2
xy + αxxαyy)~4˜k4
]
.
(66)
The integrations associated with the Green’s function are as
follows:
kBT
∑
n
∑
˜k1,2,3
1[
(iε˜n)2 − E2
˜k
]2
= − 1
16π2~3
∫ ∞
−∞
dε f (ε)
 1√
ε2+ − ∆2
− 1√
ε2− − ∆2
 ,
(67)
kBT
∑
n
∑
˜k1,2,3
~
2
˜k2[
(iε˜n)2 − E2
˜k
]3
=
3
64π2~3
∫ ∞
−∞
dε f (ε)
 1√
ε2+ − ∆2
− 1√
ε2− − ∆2
 , (68)
kBT
∑
n
∑
˜k1,2,3
~
4
˜k4[
(iε˜n)2 − E2
˜k
]4
= − 5
128π2~3
∫ ∞
−∞
dε f (ε)
 1√
ε2+ − ∆2
− 1√
ε2− − ∆2
 .
(69)
(The contours are depicted in Fig. 2 (b).) Combining the trace
of the matrix elements and integration with respect to k, we
have
kBT
∑
n,˜k1,2,3
Tr
[
G vyG vxG vyG vx
]
= kBT
∑
n,˜k1,2,3
Tr[M(k, iε˜n)]
{(iε˜n)2 − E2}4
=
∆
2
4π2~3
[
−(2α2xy − αxxαyy) + 2α2xy −
1
3(2α
2
xy + αxxαyy)
]
KII
= − ∆
2
6π2~3
(
α2xy − αxxαyy
)
KII. (70)
The functional form of KII is the same as that for the spin-Hall
conductivity, eq. (42), and so the same as that for the isotropic
Wolff Hamiltonian.
Finally, we obtain the orbital susceptibility for B ‖ i in the
form
χi = − e
2
12π2~c2
(
α2jk − α j jαkk
)
√
det αˆ/∆
KII. (71)
( j and k are perpendicular to i, e.g., j = y and k = x for
i = z.) Now we have an exact relationship between σi
s jk and
χi for the anisotropic WolffHamiltonian in the insulating state
(|µ| < ∆):
σis jk =
3mc2
~e
ǫi jkχi. (72)
Surprisingly, the relation for the isotropic Wolff Hamiltonian,
eq. (1), is valid also for the anisotropic Wolff Hamiltonian.
The relation eq. (72) holds for various Dirac electron systems
whose chemical potential is located in the band gap, since
the anisotropic Wolff Hamiltonian is an effective Hamiltonian
common to Dirac electron systems as is mentioned. There
should be some physical reason behind this clear relationship
between the spin-Hall conductivity and orbital susceptibility,
which unfortunately we have not yet been able to clarify.
The results of the spin-Hall conductivity eq. (40) and the or-
bital susceptibility eq. (71), and then eq. (72), are valid even
for such two-dimensional systems as α-ET2I3,30) where the
energy dispersion is two-dimensional and the spin-space is
three dimensional, since the dimensionality of energy disper-
sion is taken into account in terms of the inverse mass-tensor.
(See also Appendix D.)
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Fig. 4. (Color online) Schematic illustration of electron Fermi surfaces of
Bi.
5. Discussion
Here we give a quantitative estimation of the orbital sus-
ceptibility and the spin-Hall conductivity for Bi and its alloys
with Sb. The electronic structure of Bi is well known:14–19)
There are three electron ellipsoids at L-points and one hole el-
lipsoid at T -point. The dominant contribution to the transport
coefficients is that from electrons at L-points, since the mass
of electrons are much smaller than that of holes. The electron
ellipsoids are highly elongated with ratio of major to minor
axes ∼ 15 : 1. Each electron ellipsoid can be transformed into
one another with the rotation by 120◦ about the trigonal axis
as is shown in Fig. 4. We label the electron ellipsoid along the
bisectrix axes as “e1”, and the other as “e2” and “e3” (Fig. 4).
The inverse mass-tensor of e1 is given by14, 15, 17, 19)
αˆe1 =

α1 0 0
0 α2 α4
0 α4 α3
 . (73)
The inverse mass-tensors of e2 and e3 are then obtained by
the 120◦ rotation as
αˆe2,e3 =
1
4

α1 + 3α2 ±
√
3(α1 − α2) ±2
√
3α4
±
√
3(α1 − α2) 3α1 + α2 −2α4
±2
√
3α4 −2α4 4α3
 .
(74)
The Gaussian curvatures for each ellipsoid are obtained as
α2xy − αxxαyy =
{−α1α2 (e1)
−α1α2 (e2, e3) , (75)
α2yz − αyyαzz =
{
α24 − α2α3 (e1)
1
4α
2
4 − 14 (3α1 + α2)α3 (e2, e3)
, (76)
α2zx − αzzαxx =
{−α3α1 (e1)
3
4α
2
4 − 14 (α1 + 3α2)α3 (e2, e3)
. (77)
Then the total contribution from electrons is given by the sum-
mation of the each Gaussian curvature:(
α2xy − αxxαyy
)
total
= −3α1α2 ≡ κ‖, (78)(
α2yz − αyyαzz
)
total
=
3
2
α24 −
3
2
(α1 + α2)α3 ≡ κ⊥, (79)
(
α2zx − αzzαxx
)
total
=
3
2
α24 −
3
2
(α1 + α2)α3 = κ⊥. (80)
The Gaussian curvature for the binary plane, (α2yz−αyyαzz)total,
is the same as that for the bisectrix plane, (α2zx − αzzαxx)total.
The components of the mass-tensor, mˆ, obtained by the re-
cent angle resolved Landau level measurements15, 16) and the
Table I. Parameters for the mass tensor mˆ15) (in the unit of the bare elec-
tron mass m) and the inverse mass tensor αˆ (in the unit of m−1).
i 1 2 3 4
mass (mi) 0.00124 0.257 0.00585 -0.0277
inverse mass (αi) 806 7.95 349 37.6
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Fig. 5. (Color online) Energy cutoff Ec dependence of (a) orbital suscepti-
bility and (b) spin-Hall conductivitiy.
corresponding components of αˆ (= mˆ−1) are listed in Table
I. By using these values, we can estimate the total Gaussian
curvature as follows:
κ‖m2 = −1.92 × 104, (81)
κ⊥m2 = −4.24 × 105. (82)
Now we can estimate the orbital susceptibility (electron con-
tribution only) at zero temperature in the clean limit (Γ/∆ →
0) as
χ
(e)
⊥ = −
e2κ⊥
12π2~c2
√
∆e
det αˆK
II(µe)
=
(
9.27 − 6.11 × ln Ec
∆e
)
× 10−6 emu, (83)
where the band gap at L-point is ∆e = 7.65 meV, and the
chemical potential of electron is µe = 35.3 meV for pure
Bi.14, 15) Only parameter is Ec. However, the order of mag-
nitude of χ(e)⊥ (∼ 10−5emu) is unchanged even if we change Ec
largely as is shown in Fig. 5 (a). If we chose Ec/∆e = 100, we
have χ⊥ = −1.89 × 10−5emu, which agrees well with the ex-
perimental results χ⊥ = −1.94 × 10−5emu obtained by Otake
et al.31, 32) When we carry out the same estimation for χ(e)‖ , we
have χ(e)‖ = −8.56×10−7emu, which is smaller than the exper-
imental result χ‖ = −1.41× 10−5emu. This discrepancy is due
to the large contribution from holes in this direction.4) Unfor-
tunately, it is rather difficult to give an accurate estimation of
the contribution from hole, since the magnitude of the energy
gap is unclear at T -point.
The spin-Hall conductivity can be estimated at zero tem-
perature in the Γ/∆→ 0 limit as
eσ
(e)
s⊥ =
me2κ⊥
4π2~2
√
∆e
det αˆ
[
KI(µe) + KII(µe)
]
=
(
−0.855 + 1.58 × ln Ec
∆e
)
× 104 Ω−1cm−1. (84)
Again, the order of e|σ(e)s⊥|(∼ 104Ω−1cm−1) is unchanged even
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if we change Ec in a wide range (Fig. 5 (b)). If we chose the
same value as in χ(e)⊥ , Ec/∆e = 100, we have e|σ(e)s⊥| = 6.44 ×
104Ω−1cm−1.
We can also estimate the magnitude of σsxy directly from
the experimental value of the orbital susceptibility by the re-
lationship (eq. (72)):
e|σsxy| = (2.59 × 109)χ Ω−1cm−1, (85)
where 3mc2/~ = 2.59× 109 Ω−1cm−1. To be precise, the con-
tribution from KI is neglected here, so that this is exact only
in the insulating case, and the actual value of e|σsxy| should be
larger for the metallic case. However, KI gives almost con-
stant contribution with respect to µ, and it is smaller than
KII, so that the general situation will not vary even if we
take into account the contribution from KI. Therefore, eq. (85)
should be useful to estimate the magnitude of e|σsxy| from the
experimental value of χ even for the (semi-) metallic case,
such as pure Bi. From the magnetic susceptibility of pure Bi
at room temperature,31) χ(rt)⊥ = 1.43 × 10−5 emu, we obtain
e|σ(rt)s⊥ | = 3.70 × 104Ω−1cm−1 at room temperature, which
is consistent with the result of eq. (84). This is quite large
compared to the conventional spin-Hall conductivity. For ex-
ample, the spin-Hall conductivity of Pt, the typical material
which exhibits the SHE, is as e|σsxy| ≃ 2.4 × 102Ω−1cm−1
at room temperature.33–36) This is about 104 times larger than
the value reported in n-type semiconductors. Furthermore, the
spin-Hall conductivity would be enhanced by alloying Bi with
Sb,6) since the increase of the diamagnetism has been already
measured.3)
6. Summary
We have derived an important relationship between the
spin-Hall conductivityσi
s jk and orbital susceptibility χ
i for the
anisotropic Wolff Hamiltonian, which is an effective Hamilto-
nian common to Dirac electrons in solids. For both σi
s jk and
χi, the anisotropy appears only in their prefactors, which is
given by the Gaussian curvature (α2jk − α j jαkk), and then the
relationship between σi
s jk and χ
i discovered for the isotropic
case in the insulating state, σi
s jk = (3mc2/~e)ǫi jkχi (eq. (72)),
is also valid even for the anisotropic case. Note that the rela-
tionship (72) is exact only for the insulating case, but is useful
for the estimation even for the (semi-) metallic case, such as
pure bismuth. This is because the contribution that appears in
the metallic state, i.e., KI-term (eq. (41)), is smaller than the
dominant term of KII (eq. (42)), and it does not change the
general situation.
We have evaluated the magnitude of χi and σi
s jk for pure
bismuth by using the mass-tensor values obtained by the re-
cent angle resolved Landau level measurements.15, 16) We ob-
tained χ⊥ = −1.89×10−5emu at zero temperature for Ec/∆e =
100, which gives good agreement with the experimental re-
sults.31) Based on this, we obtained e|σs⊥| ≃ 4 × 104Ω−1cm−1
at room temperature, which is about 102 times larger than that
of Pt.33–36) The magnitude of eσs⊥ can be increased by low-
ering temperature or by the substitution of Bi atoms by Sb
atoms.
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Appendix A: Gaussian curvature
The spin-Hall conductivity has a coefficient∑
λµν
ǫλµνQi(λ)W j(µ)Wk(ν), (A·1)
as eq. (31), where Q(λ) = Ω−1W(µ) × W(ν). (The values
(λ, µ, ν) occur in the cyclic order of (1, 2, 3).) This factor is
written in terms of W(µ), which does not corresponds directly
to the physical quantities obtained by experiments. In order
to make our theory more practical one, we need to rearrange
eq. (A·1) in terms of the quantities directly corresponds to ex-
periments. In a following manner, we can express eq. (A·1)
in terms of the inverse mass-tensor, which can be determined
experimentally.
First, we examine the case of (i, j, k) = (z, y, x), namely, the
electric field is along x-axis, and the spin current is along y-
axis, where the spin-magnetic moment of the spin current is
along z-axis. In this case, we have∑
λµν
ǫλµνQz(λ)Wy(µ)Wx(ν)
= Ω
−1[{Wx(2)Wy(3) − Wy(2)Wx(3)} {Wy(2)Wx(3) − Wy(3)Wx(2)}
+
{
Wx(3)Wy(1) − Wy(3)Wx(1)
} {
Wy(3)Wx(1) − Wy(1)Wx(3)
}
+
{
Wx(1)Wy(2) − Wy(1)Wx(2)
} {
Wy(1)Wx(2) − Wy(2)Wx(1)
}]
= Ω
−1[{Wx(1)Wy(1) +Wx(2)Wy(2) +Wx(3)Wy(3)}2
−
{
W2x (1) +W2x (2) +W2x (3)
} {
W2y (1) +W2y (2) +W2y (3)
}]
=
∆
2
Ω
(
α2xy − αxxαyy
)
. (A·2)
For the other direction, the similar derivation yields:∑
λµν
ǫλµνQi(λ)W j(µ)Wk(ν) = ∆
2
Ω
ǫk ji
(
α2jk − α j jαkk
)
, (A·3)
for i, j, k are perpendicular with each other.
Generally speaking, the factor ∑λµν Qi(λ)W j(µ)Wk(ν) can
be finite for the case that two of the three directions are the
same. (Note that it is obviously zero for i = j = k.) Actually,
we can show
κi ji ≡
∑
λµν
ǫλµνQi(λ)W j(µ)Wi(ν) = ∆
2
Ω
ǫi jk
(
α j jαki − α jkα ji
)
,
(A·4)
where k is perpendicular to both i and j. However, this is ex-
pected to vanish in the real materials with the inversion sym-
metry. For example, when the axes of the equal energy surface
is along the x, y, z-axes, αi j = 0, so that κi ji = 0. Even in the
case of the equal energy surface is tilted from the x, y, z-axes,
the total coefficient vanishes for the spacially symmetric crys-
tals as follows. Here we consider the three electron ellipsoids
of bismuth discussed in §5 of the main body of the present
paper. The followings are the possible combinations:
κzxz = αxxαyz − αxyαxz =
{
α1α4 (e1)
− 12α1α4 (e2, e3)
, (A·5)
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κxyx = αyyαzx − αyzαyx =
{ 0 (e1)
±
√
3
2 α1α4 (e2, e3)
, (A·6)
κyzy = αzzαxy − αzxαzy =
{ 0 (e1)
±
√
3
4 (α1α3 − α2α3 + α24) (e2, e3)
.
(A·7)
For each case, the total κi ji is zero. Other combinations can
be re-expressed as the above three types, e.g. κxxy = −κxyx
and κxxz = −κxzx = κyzy. Consequently, the SHE occurs only
when the directions of the electric field, the spin current, and
the spin magnetic-moment are perpendicular to each other. So
far, such a configuration has been studied rather phenomeno-
logical picture.9, 10) Our derivation gives microscopic proof of
the configuration for SHE.
Appendix B: Analytic Continuation
Here we describe the details of the analytic continuation
for eq. (36). The analytic continuation for the orbital suscep-
tibility can be carried out in the same manner. The frequency
summation of a functionF (iεn) continues analytically toF (z)
as
kBT
∑
n
F (iεn) = − 12πi
∫
C
dz f (z)F (z), (B·1)
where f (ε) is the Fermi distribution function, and F (z) is an
analytic function in the region enclosed by the contour C.
For the transport coefficients, the contour is composed of four
contours C1 ∼ C4 displayed in Fig. 2 (a). (For the orbital sus-
ceptibility, the contour is composed of two contours Ca and
Cb displayed in Fig. 2 (b).) After the analytic continuation
with respect to εn and then to ωλ, each contribution becomes
as follows:
−ekBT
∑
n
iε˜n − iε˜n−
{(iε˜n)2 − E2
˜k }{(iε˜n−)2 − E2˜k }
= − 1
2πi
∫ ∞
−∞
dε f (ε)
×
[
~ω{
(ε + ~ω + iΓ)2 − E2
˜k
} {
(ε + iΓ)2 − E2
˜k
} (C1)
− ~ω + 2iΓ{
(ε + ~ω + iΓ)2 − E2
˜k
} {
(ε − iΓ)2 − E2
˜k
} (C2)
+
~ω + 2iΓ{
(ε + iΓ)2 − E2
˜k
} {
(ε − ~ω − iΓ)2 − E2
˜k
} (C3)
− ~ω{
(ε − iΓ)2 − E2
˜k
} {
(ε − ~ω − iΓ)2 − E2
˜k
} ]. (C4)
For the dc conductivity, we only need the term linear in ω.
Then the contribution from C1 and C4 is
− ~ω
2πi
∫ ∞
−∞
dε f (ε)
 1(
ε2+ − E2
˜k
)2 − 1(
ε2− − E2
˜k
)2
 , (B·2)
where ε± = ε ± iΓ, and that from C2 and C3 is
− ~ω
2πi
∫ ∞
−∞
dε f (ε)
− ddε 2iΓ(ε2+ − E2
˜k
) (
ε2− − E2˜k
)

= − ~ω
2πi
∫ ∞
−∞
dε d f (ε)dε
2iΓ(
ε2+ − E2
˜k
) (
ε2− − E2
˜k
) , (B·3)
where we carried out the integration by parts.
We first carry out the integration with respect to k.26) For
C1 and C4,
1
(2π)3
∫ ∞
−∞
d3 ˜k
 1(
ε2+ − E2
˜k
)2 − 1(
ε2− − E2
˜k
)2

=
i
8π~3∆3/2
 1√
ε2+ − ∆2
− 1√
ε2− − ∆2
 . (B·4)
(The branch cut of the square root is taken along the positive
real axis.) Here we safely expanded the region of integration
from 0 → ∞ to −∞ → ∞, and used the residue theorem. For
C2 and C3,
1
(2π)3
∫ ∞
−∞
d3 ˜k 2iΓ(
ε2+ − E2
˜k
) (
ε2− − E2˜k
)
=
i
8π~3∆3/2
√
ε2+ − ∆2 −
√
ε2− − ∆2
ε
. (B·5)
Finally, we obtain the results for the spin-Hall conductivity
in the form
σis jk =
me
4π2~2
(
α2jk − α j jαkk
)
√
det αˆ/∆
(
KI + KII
)
, (B·6)
KI =
∫ ∞
−∞
dεd f (ε)dε

√
ε2+ − ∆2
ε
−
√
ε2+ − ∆2
ε
 , (B·7)
KII =
∫ ∞
−∞
dε f (ε)
 1√
ε2+ − ∆2
− 1√
ε2− − ∆2
 . (B·8)
Appendix C: Matrix Elements for Orbital Susceptibility
Here we note the calculation of the matrix elements for the
orbital susceptibility. The matrix elements for the orbital sus-
ceptibility are the following:
Tr
[
G vyG vxG vyG vx
]
×
{
(iε˜n)2 − E2k
}4
= 2Tr
[{
~
2(k · γ)γy(k · γ)γx +
{
(iε˜n)2 − ∆2
}
γyγx
}2]
+ 2~2
{
(iε˜n)2 − ∆2
}
Tr
[{
(k · γ)γyγx + γy(k · γ)γx
}2]
= 2Tr
[
~
4(k · γ)γy(k · γ)γx(k · γ)γy(k · γ)γx
+ ~
2{(iε˜n)2 − ∆2}
{
2(k · γ)γy(k · γ)γxγyγx + 2(k · γ)γx(k · γ)γyγxγy
+ (k · γ)γyγx(k · γ)γyγx + (k · γ)γxγy(k · γ)γxγy
}
+ {(iε˜n)2 − ∆2}2γyγxγyγx
]
(C·1)
Here we denote each term as FI ∼ FVI.
We rotate the k-space along the spin-space by the transfor-
mation
˜kµ = k ·W(µ) = kxWx(µ) + kyWy(µ) + kzWz(µ). (C·2)
Then we have
k · γ = kx {Wx(1)σ1 +Wx(2)σ2 + Wx(3)σ3}
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+ ky
{
Wy(1)σ1 +Wy(2)σ2 +Wy(3)σ3
}
+ kz {Wz(1)σ1 +Wz(2)σ2 +Wz(3)σ3}
=
∑
µ
˜kµσµ, (C·3)
and
(k · γ)(k · γ) = (˜k1σ1 + ˜k2σ2 + ˜k3σ3)2 = ˜k21 + ˜k22 + ˜k23 ≡ ˜k2.
(C·4)
By adding the following two terms,
(k · γ)γi = (˜k1σ1 + ˜k2σ2 + ˜k3σ3)
× {Wi(1)σ1 +Wi(2)σ2 + Wi(3)σ3}
=
∑
µ
˜kµWi(µ) + i
∑
λµν
ǫλµνσλ ˜kµWi(ν) (C·5)
γi(k · γ) =
∑
µ
˜kµWi(µ) − i
∑
λµν
ǫλµνσλ ˜kµWi(ν), (C·6)
we obtain the commutation relation
(k · γ)γi + γi(k · γ) = 2
∑
µ
˜kµWi(µ) ≡ 2Ri. (C·7)
Also we have another commutation relation as
γiγ j + γ jγi = 2∆αi j, (C·8)
since
γiγ j = {Wi(1)σ1 + Wi(2)σ2 +Wi(3)σ3}
×
{
W j(1)σ1 +W j(2)σ2 +W j(3)σ3
}
=
∑
µ
Wi(µ)W j(µ) + i
∑
λµν
ǫλµνσλWi(µ)W j(ν). (C·9)
The followings are the trace for each term.
For FI:
Tr
[
(k · γ)γy(k · γ)γx(k · γ)γy(k · γ)γx
]
= Tr
[
(k · γ)
{
2Ry − (k · γ)γy
}
γx(k · γ)
{
2Ry − (k · γ)γy
}
γx
]
= Tr
[
4R2y(k · γ)γx(k · γ)γx − 2Ry(k · γ)(k · γ)γyγx(k · γ)γx
− 2Ry(k · γ)γx(k · γ)(k · γ)γyγx
+ (k · γ)(k · γ)γyγx(k · γ)(k · γ)γyγx
]
= Tr
[
4R2y(k · γ) {2Rx − (k · γ)γx} γx − 2Ry ˜k2γyγx(k · γ)γx
− 2Ry ˜k2(k · γ)γxγyγx + ˜k4γyγxγyγx
]
= Tr
[
8RxR2y(k · γ)γx − 4∆αxxR2y ˜k2 − 8∆αxyRy ˜k2(k · γ)γx
+ 4∆αxxRy ˜k2(k · γ)γy
+ ˜k4(2∆αxyγyγx − ∆2αxxαyy)
]
= 2
[
8R2xR2y − 8∆αxy ˜k2RxRy + ∆2 ˜k4(2α2xy − αxxαyy)
]
(C·10)
For FII:
Tr
[
2(k · γ)γy(k · γ)γxγyγx
]
= Tr
[
2(k · γ)
{
2Ry − (k · γ)γy
}
γxγyγx
]
= Tr
[
4Ry(k · γ)γx(2∆αxy − γxγy) − 2˜k2γyγxγyγx
]
= 2
[
8∆αxyRxRy − 4∆αxxR2y − 2∆2 ˜k2(2α2xy − αxxαyy)
]
(C·11)
For FIII:
Tr
[
2(k · γ)γx(k · γ)γyγxγy
]
= Tr
[
2(k · γ) {2Rx − (k · γ)γx} γyγxγy
]
= Tr
[
4Rx(k · γ)γy(2∆αxy − γyγx) − 2˜k2γxγyγxγy
]
= 2
[
8∆αxyRxRy − 4∆αyyR2x − 2∆2 ˜k2(2α2xy − αxxαyy)
]
(C·12)
For FIV:
Tr
[
(k · γ)γyγx(k · γ)γyγx
]
= Tr
[
(k · γ)γy {2Rx − (k · γ)γx} γyγx
]
= Tr
[
2∆αyyRx(k · γ)γx − (k · γ)γy(k · γ)γxγyγx
]
= 4∆αyyR2x −
1
2
Tr[FII] (C·13)
For FV:
Tr
[
(k · γ)γxγy(k · γ)γxγy
]
= Tr
[
(k · γ)γx
{
2Ry − (k · γ)γy
}
γxγy
]
= Tr
[
2∆αxxRy(k · γ)γy − (k · γ)γx(k · γ)γyγxγy
]
= 4∆αxxR2y −
1
2
Tr[FIII] (C·14)
For FII + FIII + FIV + FV:
FII + FIII + FIV + FV =
1
2
(FII + FIII) + 4~2∆
(
αyyR2x + αxxR2y
)
= 4~2∆
[
4αxyRxRy − ∆˜k2(2α2xy − αxxαyy)
]
(C·15)
For FVI:
Tr
[
γyγxγyγx
]
= Tr
[
γyγx(2∆αxy − γxγy)
]
= Tr
[
2∆αxyγyγx − ∆2αxxαyy
]
= 2∆2(2α2xy − αxxαyy) (C·16)
The final form of the trace for the matrix elements is
Tr
[
G γyG γxG γyG γx
]
= 2Tr
[
~
4FI + ~2(ǫ2 − ∆2) (FII + FIII + FIV + FV) + (ǫ2 − ∆2)2FVI
]
= 2Tr
[
~
4FI + ~2(ǫ2 − E2 + ~2 ˜k2) (FII−V) + (ǫ2 − E2 + ~2 ˜k2)2FVI
]
= 2Tr
[
(ǫ2 − E2)2FVI + (ǫ2 − E2)
{
2~2 ˜k2FVI + FII−V
}
+ ~
4
˜k4FVI + ~2 ˜k2FII−V + FI
]
, (C·17)
where we used the relation E2 = ∆2 + ~2 ˜k2 and ǫ = iε˜n.
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Appendix D: Two-dimensional anisotropic Dirac elec-
trons
We consider here a toy-model where both the electronic
energy dispersion and the spin space are two-dimensional as
in graphene with pseudo spins.37, 38)
D.1 Spin Hall conductivity in two dimensions
The form of Φi
s jk(iωλ) for two-dimensions is the same as
eq. (36), except for the Jacobian (∆2 det αˆ)−1/2, as
Φ
i
s jk(iωλ) = −e
ǫk ji
(
α2jk − α j jαkk
)
√
∆2 det αˆ
× kBT
∑
n˜kµ
4im∆2(iε˜n − iε˜n−){
(iε˜n)2 − E2
˜k
} {
(iε˜n−)2 − E2
˜k
} . (D·1)
The analytic continuation yields:
kBT
∑
n˜kµ
(iε˜n − iε˜n−){
(iε˜n)2 − E2
˜k
} {
(iε˜n−)2 − E2
˜k
}
= − ~ω
2πi
∫ ∞
−∞
dε f (ε)
∑
˜kµ
 1(
ε2+ − E2
˜k
)2 − 1(
ε2− − E2
˜k
)2

− ~ω
2πi
∫ ∞
−∞
dεd f (ε)dε
∑
˜kµ
2iΓ(
ε2+ − E2
˜k
) (
ε2− − E2
˜k
) . (D·2)
The first term is the contribution from C1+C4, and the second
one is that from C2 + C3. Here we consider only the insulat-
ing case, so we discard the second term. The integration with
respect to ˜k1,2 is carried out as∑
˜k
1(
ε2+ − E2
˜k
)2 = 12π
∫ ∞
0
d ˜k ˜k 1(
ε2+ − ∆2 − ~2 ˜k2
)2
= − 1
4π~2
1
ε2+ − ∆2
. (D·3)
Then we obtain the two-dimensional spin-Hall conductivity
for the insulating region as
σis jk(iωλ) = −
me∆
2π2~i
ǫk ji
(
α2jk − α j jαkk
)
√
det αˆ
KII2D, (D·4)
where
KII2D =
∫ ∞
−∞
dε f (ε)
(
1
ε2+ − ∆2
− 1
ε2− − ∆2
)
. (D·5)
D.2 Orbital susceptibility in two dimensions
The functional form of M(k, iε˜n) in two-dimensions is the
same as eq. (63):
Tr[M(k, iε˜n)]
= −4∆2αxxαyy
{
(iε˜n)2 − E2
˜k
}2
+ 8
[
∆αxy
{
(iε˜n)2 − E2
˜k
}
+ 2~2RxRy
]2
.
(D·6)
The contributions from R are
RxRy = π∆˜kαxy, (D·7)
R2xR
2
y =
π
4
∆
2
˜k4(2α2xy + αxxαyy). (D·8)
After the integration with respect to the angle, we obtain
Tr[M(k, iε˜n)] = 8π∆2
[
(2α2xy − αxxαyy)
{
(iε˜n)2 − E2
˜k
}2
+ 4α2xy~2 ˜k2
{
(iε˜n)2 − E2
˜k
}
+ (2α2xy + αxxαyy)~4 ˜k4
]
.
(D·9)
The integrations associated with the Green’s function in two-
dimensions are as follows:
kBT
∑
n
∑
˜k1,2
1[
(iε˜n)2 − E2
˜k
]2
=
1
8π2~2i
∫ ∞
−∞
dε f (ε)
(
1
ε2+ − ∆2
− 1
ε2− − ∆2
)
, (D·10)
kBT
∑
n
∑
˜k1,2
~
2
˜k2[
(iε˜n)2 − E2
˜k
]3
= − 1
16π2~2i
∫ ∞
−∞
dε f (ε)
(
1
ε2+ − ∆2
− 1
ε2− − ∆2
)
, (D·11)
kBT
∑
n
∑
˜k1,2
~
4
˜k4[
(iε˜n)2 − E2
˜k
]4
=
1
24π2~2i
∫ ∞
−∞
dε f (ε)
(
1
ε2+ − ∆2
− 1
ε2− − ∆2
)
. (D·12)
Then we have
kBT
∑
n,˜k1,2
Tr
[
G vyG vxG vyG vx
]
=
∆
2
2π2~2
[
(2α2xy − αxxαyy) − 2α2xy +
1
3 (2α
2
xy + αxxαyy)
]
KII2D
=
∆
2
2π2~2i
2
3(α
2
xy − αxxαyy)KII2D. (D·13)
Finally, we obtain the two-dimensional orbital susceptibility
in the form
χz =
e2∆
6π2c2i
(α2xy − αxxαyy)√
det αˆ
KII2D. (D·14)
The ratio of the two-dimensional SHC and orbital suscep-
tibility in the insulating state is
σzsxy
χz
=
me∆
2π2~i
6π2c2i
e2∆
=
3mc2
~e
. (D·15)
Namely, the relation eq. (72) still holds even for the two-
dimensional systems, though the functional forms of σsxy and
χ are different from those for the three-dimensional systems.
D.3 Functional form of KII2D
The function KII2D can be rewritten as
KII2D =
∫ ∞
−∞
dε f (ε) 1
2∆
[ −2iΓ
(ε − ∆)2 + Γ2 −
−2iΓ
(ε + ∆)2 + Γ2
]
.
(D·16)
In the Γ→ 0 limit at zero temperature, we have
KII2D =
πi
∆
∫ ∞
−∞
dε f (ε) [δ(ε + ∆) − δ(ε − ∆)] = πi
∆
θ(∆ − |µ|),
(D·17)
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where θ(x) is the step function. Consequently, the two-
dimensional orbital susceptibility becomes
χz =
e2
6πc2
(α2xy − αxxαyy)√
det αˆ
θ(∆ − |µ|), (D·18)
i.e., χ is finite only in the insulating state. In the isotropic case,
αµµ = γ
2/∆, it is given by
χz = − e
2γ2
6πc2∆
θ(∆ − |µ|), (D·19)
which agrees with the previous results.39)
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