In this article, we discuss the mathematical analysis of neuronal firing in the brain based on the formulation by Sompolinsky (Sompolinsky, Proc. Natl. Acad. Sci., 1990). We first establish a Fokker-Planck equation corresponding to the original stochastic differential equation-based model, then discuss its well-posedness and global-in-time solvability. The asymptotic stability of the incoherence and some properties from the dynamical system aspect are also discussed.
Introduction
The behavior of the nerve action potential is classically modeled by Hodgkin-Huxley, Fitzhugh-Nagumo and Wilson-Cowan equations. Recently, it was pointed out that the recognition process of creatures is closely related to the synchronous firing of neurons in the brain. Concerning the primary visual cortex, which is one of the most investigated areas in the brain, Gray and Singer [1] first reported the observation of oscillatory responses of neurons in the primary visual cortex of cats.
There exists a leading hypothesis that the functional network of the brain is organized as an array of spatial domains called hypercolumns, each of which consists of neurons with similar preferences concerning the local orientation, spatial frequency, etc. In addition, neurons in different hypercolumns interact with each other.
On the basis of this hypothesis, Sompolinsky [2] developed a stochastic differential equation-based modeling of the synchronization of neuronal firing based on the Kuramoto model, which describes the temporal behavior of the phase of weakly coupled oscillators. He derived several models, the intracluster equation, which describes the temporal phase of the nerve action potential within a single hypercolumn [2, Eq. A2]); the intercluster equation, the temporal average phase of nerve action potential in each hypercolumn [2, Eq. A5]; and a model that encompasses both of them [2, Eq. A1].
Recent studies have made it possible to generate virtual measurable signals such as BOLD (Blood-oxygenlevel dependent) signals in fMRI [3] . Therefore, we consider that functional equation-based modeling will be more effective for macroscopic and statistical analysis, such as the identification of parameters in a model.
In the present article, we discuss the mathematical analysis of a stochastic differential equation-based model, intracluster equation, as a first step. We derive a Fokker-Planck equation, and provide rigorous proof of well-definedness and properties from a dynamical system aspect. Due to the lack of space, we delegate the detailed proofs to another full paper.
Intracluster equation
The intracluster equation by Sompolinsky [2] reads
Here τ 0 is a constant denoting the representative value of time-scale (for simplicity, we will take τ 0 = 1 hereafter), ϕ(θ, t), the phase of the nerve action potential of a cell with its orientation preference θ at time t (the orientation of the stimulus is taken to be θ 0 = 0); η(θ, t), the Wiener process with the variance
with δ(·) Dirac's delta function; W S , the coupling strength of neurons in the same hypercolumn; M , the order parameter defined by
V (θ), the tuning curve of the neuron; σ, a constant representing the width of tuning curve V (θ) (in [2] , they apply V (θ) = e −|θ|/σ ); ψ, the average phase of the neuronal firing in a hypercolumn. The local order parameter m(θ, t) is defined by
We hereafter use the notation Ω ≡ (−π, π).
Fokker-Planck equation
On the basis of (1), we consider the corresponding Fokker-Planck equation. It is written as
(2) Here, the unknown variable is ϱ(ϕ, t; θ), the probability distribution function of the phase ϕ at time t. Note that θ is treated as a parameter hereafter. It is easy to see
With initial and boundary conditions, (2) becomes
where
Function spaces
Let T > 0 be an arbitrary positive number. Hereafter, L p (Ω) (1 ≤ p ≤ ∞) stands for sets of integrable functions defined on Ω, equipped with the norm
For simplicity, we hereafter denote the L 2 -norm of a function f (ϕ, t; θ) with respect to ϕ merely as ∥f ∥ or ∥f (·, t; θ)∥. Subject to the definition by Temam [4] , we say, for a fixed parameter ω ∈ R, a 2π-periodic function
which is expanded in the Fourier series, belongs to the Sobolev space H m (Ω) (m ∈ R) when it satisfies
Here, a n (θ) (n = ±1, ±2, . . .) are the Fourier coefficients of u. For a Banach space E with the norm ∥ · ∥ E , we denote the space of E-valued measurable functions u(ϕ, t) on the time interval (a, b) as L p (a, b; E), with the norm
We also introduce the notation BU C θ (Ω) to denote a set of bounded uniformly continuous functions with respect to θ on Ω. Let us introduce the following notations.
In addition, we define a notation |||u||| ≡ |||u||| 0 . Hereafter, c's with suffixes represent positive constants in the estimate of quantities.
Main results and brief proofs

Main theorems
We have the following theorem:
Theorem 1 Let us assume following.
This theorem is proved by showing the local-in-time solvability first with the usual iteration argument and then applying the a-priori estimate [5] . By virtue of a lemma below, ϱ stated above has additional regularity with respect to t (see, for instance, [4 
(QED)
Concerning the stability of the incoherent state, we state the following.
Theorem 3 In addition to the assumptions in
Then, the trivial stationary solutionρ = 1/2π to (3) is asymptotically stable, and any solution ϱ to (3) enjoys the decay estimate
with positive constants c 5i (i = 1, 2).
Brief proof of Theorem 3
Hereafter, we use notations
We discuss the temporal decay of the perturbationρ ≡ ϱ − 1/2π, which satisfies
The statement is proved with the energy method. First, we multiply (5) byρ and integrate each term with respect to ϕ. After some lengthy calculations, we have
By virtue of the Gronwall's lemma [4] , if (5) with positive constants c 5i (i = 3, 4). This shows the stability of incoherence in the space L 2 (0, T ; H 0 ). For the estimate of terms with higher order derivatives, we introduce the Friedrichs mollifier Φ ∈ C ∞ 0 (Ω) with respect to ϕ and define Φ γ ≡ γ −1 Φ(ϕγ −1 ) with some constant γ > 0. We also define the convolution of two functions:
When a function f is defined on Ω, we extend it onto R without losing regularity. Then, applying the operation Φ γ * to (5) yields
whereρ (γ) = Φ γ * ρ and
.
Applying again the energy type estimate to (7) yields
By noting
by virtue of the fundamental property of the mollifier, and making δ tend to zero in (8), we have
with some positive constants χ (j,0) 1
On the other hand, we modify (6) with a small ε > 0 determined later:
Take a constant m (1, 0) , which also will be determined later. Summing up (10) and (9) multiplied by m
Now, by taking first ε small so that
holds and then m (1, 0) 
holds, we finally have
with c 5i > 0 (i = 7, 8). Thus,ρ is shown to be stable in L 2 (0, T ; H 1 ). We have a similar estimate ofρ with higher order derivative.
Dynamical system properties
Finally, we discuss the property of the solution to (3) from the dynamical system aspect, especially concerning the existence of the maximal attractor and inertial set.
Definitions and theorems
In the followings, let H be a separable Hilbert space equipped with a norm ∥ · ∥ H , and define a semigruop {S(t)} t≥0 as a family of operators:
where u(t) is subject to a certain dynamical system with initial data u 0 in general.
First, we define the attractor of a semigroup [4] .
Definition 4 An attractor is a set A ⊂ H that enjoys the following properties:
(1) A is an invariant set, that is, S(t)A = A ∀t ≥ 0 holds;
Next, we define the maximal attractor [4] .
Definition 5 We say that A ⊂ H is a maximal attractor for the semigroup {S(t)} t≥0 if A is a compact attractor that attracts the bounded sets of H.
We discuss the existence of the maximal attractor in our problem. Below, let S(t) be a semigroup associated with problem (3) and defined on H 2 :
where ϱ(t) is a solution to (3) with initial data ϱ 0 . Corollary 2 implies that S(t) is a continuous mapping from H 2 to itself for each t > 0.
Theorem 6 Under the assumptions in Theorem 1, the semigroup S(t) possesses a compact maximal attractor in
The proof of Theorem 6 is achieved by the direct application of the a-priori estimate that we already obtained and [4, Theorem I.1.1] (see also, [5, Lemma 2] ).
Next, we introduce the inertial set. It is well known that the orbits of dissipative systems are sometimes absorbed in a finite dimensional set rapidly [4] . Hereafter, let B be a compact subset of H.
Definition 7 Let B be invariant under a continuous semigroup S(t), that is, S(t)B = B, ∀t ≥ 0 holds. Let A be the maximal attractor for {S(t)} t≥0 on B. Then, a set M is called an "inertial set" for ({S(t)} t≥0 , B) if it has finite fractal dimension d f (M) and moreover satisfies
with positive constants c 6i (i = 1, 2) independent of u 0 .
We then state the existence of the inertial set.
Theorem 8 Under the assumptions in Theorem 1, the semigroup S(t) possesses an inertial set
with positive constants c 6i (i = 3, 4) independent of u 0 by taking t * and N 0 sufficiently large.
Theorem 8 is proved with the aid of the result by Eden et al. [6] , which claims that the squeezing property of a semigroup implies the existence of an inertial set. 
Definition 9 A continuous semigroup {S(t)}
The following theorem is due to Eden et al. [6] . 
with positive constants N 0 and c 6i (i = 5, 6).
Brief proof of squeezing property
Here, we briefly show that a semigroup S(t) associated with (3) satisfies the squeezing property on H 2 . Let us consider two solutions to (3), ϱ i (i = 1, 2), whose initial data are ϱ i0 (i = 1, 2) ∈ H 2 , respectively, and definȇ We then introduce an orthogonal projection P N onto the N -dimensional space spanned by eigenvector functions with respect to ∂ 2 /∂ϕ 2 with periodic boundary conditions. After operating P N to the problem above, we estimate the norm of P N [ρ]. Together with some lengthy calculations, we verify that, under the assumption holds if we take t * and N = N 0 sufficiently large. This implies the squeezing property on H 2 . The whole proof will be shown in another full paper.
