This paper introduces and analyzes a stochastic search method for parameter estimation in linear regression models in the spirit of Beran and Millar (1987) . The idea is to generate a random finite subset of a parameter space which will automatically contain points which are very close to an unknown true parameter. The motivation for this procedure comes from recent work of Dümbgen, Samworth and Schuhmacher (2011) on regression models with log-concave error distributions.
Linear regression with log-concave error distribution
Suppose that for integers q and n ≥ q we observe (x n1 , Y n1 ), (x n2 , Y n2 ), . . . , (x nn , Y nn ), where
with an unknown parameter θ n ∈ R q , fixed design vectors x n1 , x n2 , . . . , x nn ∈ R q and independent real random errors n1 , n2 , . . . , nn with mean zero. We assume that our regression model includes the constant functions, i.e. the column space of the design matrix X n := [x n1 , x n2 , . . . , x nn ] contains the constant vector (1) n i=1 .
Maximum likelihood estimation. Suppose that the errors ni are identically distributed with density f n such that ψ n := log f n is concave. One may estimate f n and θ n consistently via maximum likelihood as follows: Let Φ o be the set of all concave functions φ : R → [−∞, ∞)
such that R e φ(y) dy = 1 and R ye φ(y) dy = 0.
Then we define (ψ n ,θ n ) to be a maximizer of
over all pairs (φ, η) ∈ Φ o × R q , provided such a maximizer exists. It follows indeed from Dümbgen, Samworth and Schuhmacher (2011) that (ψ n ,θ n ) is well-defined almost surely if n ≥ q + 1. Precisely, the MLE exists whenever Y n = (Y ni ) n i=1 is not contained in the column space of the design matrix X n . Simulation results in Dümbgen, Samworth and Schuhmacher (2011) indicate thatθ n may perform substantially better than the ordinary least squares estimator, for instance when the errors have a skewed, log-concave density.
Consistency. General results of Dümbgen, Samworth and Schuhmacher (2011) imply that the MLE is consistent in the following sense, where asymptotic statements refer to n → ∞, unless stated otherwise:
for some probability density f . Thenf n := exp(ψ n ) satisfies R f n (y) − f n (y) dy → p 0,
For fixed dimension q and under additional conditions on the design points x ni , Theorem 2.1 implies a stronger consistency property ofθ n , where · denotes standard Euclidean norm, and λ min (A) denotes the minimal eigenvalue of a symmetric matrix A:
Corollary 2.2 Suppose that the assumptions of Theorem 2.1 are satisfied, where the dimension q is fixed. In addition, suppose that
Stochastic search
Computing the MLE (ψ n ,θ n ) from the previous section is far from trivial. For any fixed η ∈ R q , the profile log-likelihood
can be computed quickly by means of algorithms described by Dümbgen and Rufibach (2011) .
Furthermore, as shown by Dümbgen, Samworth and Schuhmacher (2011) 
is not concave or even unimodal in the sense that the sets η ∈ R q : L n (η) ≥ c , c ∈ R, are convex.
To deal with this problem, we resort to a stochastic search strategy in the spirit of Beran and Millar (1987) . In particular, we construct a random finite subset Θ n of R q such that
Then we redefineθ n to be a maximizer of L n (·) over Θ n . A close inspection of the proofs reveals that the consistency results in Theorem 2.1 and Corollary 2.2 carry over to this new version.
Moreover, if the original MLEθ n satisfies θ n − θ n = O p (n −1/2 ), which is an open conjecture of ours, the same would be true for the stochastic search version.
Exchangeably weighted bootstrap. For the remainder of this section we describe and analyze a particular construction of Θ n : Let W
(1)
n , W
n , . . . be i.i.d. random weight vectors in [0, ∞) n , independent from the data (X n , Y n ). Then we consider the ordinary least squares esti-
and the randomly weighted least squares estimatorš
ni x ni x ni happens to be singular, we interpret its inverse as generalized inverse. If we define
with integers B n → ∞, the subsequent considerations imply that (1) 
Note that (W.1) implies that IE W n1 = 1. In fact, when (W.1) holds, conditions (W.2-3) are a consequence of the following moment conditions:
Moreover,
To see this, observe that under (W.1) and (W.4),
as n → ∞ and K → ∞. This proves (W.3).
As to the data (X n , Y n ), we drop the assumption of identically distributed errors and only require the ni to have mean zero and finite variances. Further we assume that the following three conditions are satisfied:
3) is easily shown to be equivalent to the following Lindebergtype condition:
Theorem 3.1 Suppose that conditions (W.1-3) and (D.1-3) are satisfied.
(a) For any fixed integer B ≥ 1,
with independent random vectors
Part (a) of this theorem is illustrated in Figure 1 . Asymptotically,θ
n (depicted as •) behaves like θ n (depicted as ) plus n −1/2 Γ −1 Z (0) . From the latter point one gets toθ 
(a).
A, the ellipses with broken lines indicate L θ (0) n , while the ellipses with solid lines indicate
Note that for any fixed integer B ≥ 1,
The next result provides a more detailed analysis of the latter random variable in terms of the way its distribution depends on Σ := Γ −1 Γ Γ −1 and B. Recall that the Weibull distribu-
as B → ∞, where α q := π 1/2 Γ(q/2 + 1) −1/q .
Presumably this result is well-known to people familiar with nearest neighbor methods, but for the reader's convenience a proof is given in section 4. It implies the following result for our particular setting:
where Σ is nonsingular. Then for any fixed c > 0,
as B → ∞ with independent random variables S 2 ∼ χ 2 q and W ∼ Weibull(q), where β q := 2 1/2 Γ(q/2 + 1) 1/q .
If we drop the assumption that Σ is nonsingular, the conclusion of Corollary 3.3 remains true if we replace q with rank(Σ) and det(Σ) with the product of the nonzero eigenvalues of Σ.
The previous result shows that min b=1,...,
This means, roughly speaking, that to achieve a small approximation error δ > 0, one has to generate O(δ −q ) points. This is coherent with the well-known fact that a Euclidean ball with fixed (large) radius can be covered with O(δ −q ) but no less balls of radius δ. However, note that the limiting distribution also depends on det(Σ). If we fix trace(Σ) = IE( Z b 2 ) but decrease det(Σ), the asymptotic distribution of the minimal distance gets stochastically smaller.
For large dimension q, the stochastic factor c exp S 2 /(2c 2 q) in Corollary 3.3 can be approximated by c exp(1/(2c 2 )), because IE(S 2 /q) = 1 and Var(S 2 /q) = 2/q. Differentiation with respect to c reveals that c = 1 is the unique minimizer of the latter approximate factor.
Hence choosing c = 1 is approximately optimal in high dimensions. Alternatively, one could use
Examples of weighting schemes. Praestgaard and Wellner (1993) describe many different weighting schemes satisfying (W.1-3). Let us just recall two of them:
Sampling uniformly at random with replacement (the usual bootstrap sampling scheme) corresponds to a weight vector W n with multinomial distribution Multi(n; n −1 , n −1 , . . . , n −1 ). Here one can show that (W.1) and (W.4) are satisfied with c = 1.
Another interesting strategy is subsampling without replacement: For a fixed integer m n ∈ {1, . . . , n − 1} let W n be a uniform random permutation of a vector with m n components equal to n/m n and n−m n components equal to zero. Then n i=1 W ni = n and n −1 n i=1 (W ni −1) 2 = n/m n − 1. The latter expression converges to c 2 if, and only if, m n /n → (c 2 + 1) −1 . In that case,
Asymptotic validity of the bootstrap. As a by-product of Theorem 3.1, we obtain the asymptotic validity of the exchangeably weighted bootstrap for the case c = 1. Precisely, with Σ =
where → w,p stands for weak convergence in probability. This latter assertion means that
for any bounded and continuous function g : R q → R, where Z ∼ N q (0, Σ). To verify this, we employ a trick of Hoeffding (1952) : It follows from Theorem 3.1 that
n −θ (0) n converges in distribution to (cZ 1 , cZ 2 ) with independent copies Z 1 , Z 2 of Z. Hence
Furthermore, by independence of W
n and Y n ,
whence Var(G n ) → 0.
Proofs
Proof of Corollary 2.2. It suffices to show that for any nonrandom sequence (η n ) n in R q ,
implies that η n → 0. To this end we write η n = η n u n with a unit vector u n ∈ R q . For any fixed number > 0, it follows from η n ≥ that
But the lower bound on the right hand side is bounded away from zero, provided that > 0 is sufficiently small. This shows that η n < for sufficiently large n.
In our proof of Theorem 3.1 we make repeated use of the following elementary lemma:
. . , M n ∈ R d be independent random vectors, where V is a uniform random permutation of a fixed vector v =
wherev := n −1 n i=1 v i and
Proof of Lemma 4.1.
Finally,
and for i = j,
Consequently,
Proof of Theorem 3.1. We start with part (a). Note first that
for b = 0, 1, 2, . . . , B, where
ni ni x ni with W
ni := 1. By Slutsky's lemma, it suffices to show that
Concerning claim (3), note that Z n,b B b=0
= n −1/2 n i=1 ni A ni with
.
If we condition on the weight vectors W (b)
n , the A ni are fixed vectors in R q(B+1) . Thus the multivariate version of Lindeberg's central limit theorem implies claim (3), provided that the following two conditions are satisfied:
where IE * denotes conditional expectation, given the weight vectors W
n . Due to the special structure of A ni , and in view of (D.1) and (D.3), the two claims (5) and (6) are easily shown to be equivalent to the following four statements:
and (10)
All claims (4), (7), (8), (9) involve a random matrix of the form
ni and M ni stands for n −1 x ni x ni or n −1 2 ni x ni x ni . Let IE o denote conditional expectation, conditional on the order statistics of each weight vector W n as a random permutation of a fixed weight vector. With V n := n −1 n i=1 V ni and treating matrices in R q×q as vectors in R q 2 , it follows from Lemma 4.1 that for arbitrary K ≥ 1,
Thus it remains to verify that
and thatV
It follows from the Cauchy-Schwarz inequality that
so (11) follows from (W.3). Moreover,V n ≡ 1.
ni . Condition (11) follows from the previous consideration and
ni 1{W
Furthermore, elementary calculations reveal that
by (W.1-2), soV n → p 1.
Case 3: V ni = W 2 ni . Here condition (11) But Theorem 3.2 implies that the right hand side tends to zero as B → ∞.
Proof of Theorem 3.2. We write B(a, r) for the closed ball in R q with center at a and radius r. 
