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Abstract In this paper, the task of achieving the soft landing of a lunar module
such that the fuel consumption and the flight time are minimized is formulated as
an optimal control problem. The motion of the lunar module is described in a three
dimensional coordinate system. We obtain the form of the optimal closed loop control
law, where a feedback gain matrix is involved. It is then shown that this feedback
gain matrix satisfies a Riccati-like matrix differential equation. The optimal control
problem is first solved as an open loop optimal control problem by using a time scaling
transform and the control parameterization method. Then, by virtue of the relationship
between the optimal open loop control and the optimal closed loop control along the
optimal trajectory, we present a practical method to calculate an approximate optimal
feedback gain matrix, without having to solve an optimal control problem involving
the complex Riccati-like matrix differential equation coupled with the original system
dynamics. Simulation results show that the proposed approach is highly effective.
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The moon is the nearest celestial body to the earth. Satellites and probes have been
sent out to the moon for investigations. Among these missions, landing the lunar rover
or astronauts safely on the moon surface is the most challenging one for space scientists.
The mission of the lunar module soft landing starts from a circular parking orbit
of the moon which is 100km high above the moon surface. According to the prese-
lected landing target, the lunar module is decelerated and enters into a lower energy
elliptical orbit, i.e., the Hohmann transfer orbit, which is coplanar with the parking
orbit. The elliptical Hohmann transfer orbit has the aposelene and the perilune which
are, respectively, 100km and 15km distance away from the moon surface. When the
module reaches the perilune, the power descent phase begins. Since there is negligible
atmosphere surrounding the moon to be used by the lunar module for deceleration,
the lunar soft landing can not be performed in the same way as landing on the earth
or mars. Thus, to realize the task of soft landing, one way is to use the reverse force
thruster to decelerate the velocity of the lunar module starting from the perilune. This
together with the attitude control thrusters will guide the module to reach the landing
target with a small and safe final velocity. However the fuel of the lunar module will be
consumed substantially during this process. As the mass of the lunar module is always
limited, it is extremely important that the fuel consumption is minimized. In this way,
more payloads can be equipped (see, for example, [2], [6], [13], [19], [21], [23]). In [4], a
feedback regulation scheme is proposed based on an off-line trajectory for a vertically
controlled spacecraft to achieve the soft landing on a planet without atmosphere. In
[16], a nonlinear neurocontrol method is developed based on the linearized system dy-
namics for the soft landing of a lunar module. In [22], an optimal control law for the
soft landing of a lunar module is obtained by using the Pontryagin Maximum Princi-
ple. In [20], a suboptimal guidance law is obtained for achieving the soft landing of a
lunar module under the assumption that the gravitational field on the moon surface is
uniform. The guidance law is expressed as a function of time-to-go. In [11], an optimal
open loop control strategy for the soft landing of a lunar module with a pre-specified
terminal time is obtained by using the control parameterization technique in conjunc-
tion with a time scaling transform. In most relevant papers in the literature, including
those mentioned above, the system of differential equations describing the motion of
the lunar module is in a two-dimensional polar coordinate system and the effect of
moon rotation is not taken into account. That is, the module is assumed to descend
along a vertical plane in the Lunar Central Inertial Coordinate system. Because of the
moon rotation, this assumption is not realistic. A lunar module does not necessarily
descend along such a vertical plane. In [24], a three-dimensional coordinate system
for the lunar module soft landing is presented, where the moon rotation is taken into
consideration. An open loop optimal control law is derived by using the Pontryagin
Maximum Principle. In this paper, as in [24], the system of ordinary differential equa-
tions describing the motion of a lunar module is in the three-dimensional coordinate
system.
The task of achieving the soft landing of a lunar module at the minimum time with
the least fuel consumption can be formulated as an optimal control problem, where
the system dynamic is expressed in the form of an affine system. An optimal open
loop control is first obtained by using a time scaling transform [18] and the control
parameterization technique [17]. Then, we derive the form of the optimal closed loop






















Fig. 1 Coordinate systems
The optimal feedback gain matrix is required to satisfy a Riccati-like matrix differen-
tial equation. Then, the third order B-spline function, which has been proved to be
very efficient for solving optimal approximation and optimal control problems [15], is
employed to construct the components of the feedback gain matrix. By virtue of the
relationship between the optimal open loop control and the optimal closed loop control
along the optimal trajectory, a practical computational method is presented for find-
ing an approximate optimal feedback gain matrix, without having to solve an optimal
control problem involving the complex Riccati-like matrix differential equation coupled
with the original system dynamics.
2 Problem formulation
The motion of the lunar module soft landing is described in a three-dimensional coor-
dinate system (Figure 1). Let oxyz and oxLyLzL be, respectively, the Lunar Central
Inertial Coordinate and Lunar Fixed Coordinate with the moon equator as the ref-
erence plane. Ax1y1z1 is the orbit coordinate, A is the position of the lunar module.
The three-dimensional coordinate forms a right handed system. α and β represent,
respectively, the rotation angles between oxyz and Ax1y1z1. ϑ is the separation angle
between P (the direction of the thrust force) and Ay1. ψ is the separation angle of the
projection of P onto the plane Ax1z1 with reference to the negative direction of Ax1.
So the direction of the thrust force P in the coordinate Ax1y1z1 can be expressed in
terms of ϑ and ψ. γ is the rotation angle between oxyz and oxLyLzL. Without loss
of generality, we assume that oxyz and oxLyLzL coincide with each other when the
process of the soft landing begins. Based on Newton’s second law, system dynamic




V̇xL = C1QVr/m+ gxL − 2ωLVzL,
V̇yL = C2QVr/m+ gyL,





C1 = (cosα cosβ cos γ − sinα sin γ) sinϑ cosψ
−(sinα cosβ cos γ + cosα sin γ) sinϑ sinψ + sinβ cos γ cosϑ,
C2 = − cosα sinβ sinϑ cosψ + cosβ cosϑ+ sinα sinβ sinϑ sinψ,
C3 = (cosα cosβ sin γ + sinα cos γ) sinϑ cosψ
−(sinα cosβ sin γ − cosα cos γ) sinϑ sinψ + sinβ sin γ cosϑ,
and xL, yL, zL and VxL, VyL, VzL are the positions and velocities in the Lunar Fixed
Coordinate system,m is the mass of the lunar module, Q and Vr represent, respectively,
the fuel consumption rate and the specific impulse of the thruster, gxL, gyL and gzL
denote the respective components of the lunar gravity in oxLyLzL, and ωL is the
angular velocity of the moon rotation.
Introduce two new state equations
ϑ̇ = v (2)
ψ̇ = w (3)
and let
x = [xL, yL, zL, VxL, VyL, VzL, ϑ, ψ,m]
T
= [x1, x2, x3, x4, x5, x6, x7, x8, x9]
T (4)
u = [Q, v, w]T = [u1, u2, u3]
T (5)
The original system dynamics (1) can be rewritten in the form of a nonlinear affine
system given below:
ẋ(t) = f(x(t)) +B(x(t), t)u(t), (6)
where x ∈ R9, u ∈ R3 and
f(x) = [x4, x5, x6, gxL − 2ωLx6, gyL, gzL + 2ωLx4, 0, 0, 0]T , (7)
B(x, t) =
 0 0 0 M1 M2 M3 0 0 −10 0 0 0 0 0 1 0 0
0 0 0 0 0 0 0 1 0
T (8)
where
M1 = [(cosα cosβ cos γ − sinα sin γ) sinx7 cosx8
− (sinα cosβ cos γ + cosα sin γ) sinx7 sinx8
+sinβ cos γ cosx7]Vr/x9,
(9)




M3 = [(cosα cosβ sin γ + sinα cos γ) sinx7 cosx8
− (sinα cosβ sin γ − cosα cos γ) sinx7 sinx8
+sinβ sin γ cosx7]Vr/x9
(11)
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For u1, the first component of the control u, it is required to satisfy the boundedness
conditions given below
α1 ≤ u1(t) ≤ β1, ∀ t ∈ [0, T ] (12)
We do not impose any bound on the other two components of the control u. Let U be
the set of all such controls u = [u1, u2, u3]
T . Elements from U are called admissible
controls and U is referred to as the class of admissible controls.
The initial conditions of the soft landing are determined by the state of the lunar
module in the perilune at the initial time t0 = 0 and are given by
x(t0) = [xL0, yL0, zL0, VxL0 , VyL0 , VzL0, ϑ0, ψ0,m0]
T (13)
Our aim is to design an optimal closed loop control law to achieve the soft landing
of the lunar module such that a linear combination of the fuel consumption and the
terminal time are minimized, while the terminal velocity should be approximately zero
at the terminal time. The optimal control problem can be formulated as follows.
Given system (6) with the initial condition (13), find a closed loop control u ∈ U
such that the cost function




is minimized, where Φ0(x(T )) = (x(T )− xd)TS(x(T ) − xd) + T , T is the free ter-
minal time of the soft landing, xd is the desired terminal state vector, a1 and a2 are
the weighting parameters which can be chosen according to the magnitudes of their
corresponding terms in the cost function, S ∈ R9×9 and R ∈ R3×3 are, respectively,
symmetric positive semidefinite and symmetric positive definite weighting matrices.
This problem is referred to as Problem (P).
3 Optimal computation control
We first proceed to solve Problem (P) as an optimal open loop control problem by
using a time scaling transform and the control parameterization technique. This will
provide us with an optimal open loop control and the corresponding optimal trajectory.
Let the time horizon [0, T ] be partitioned into p subintervals as follows:
0 = t0 ≤ t1 ≤ · · · ≤ tp = T. (15)
The switching times tk , 1 ≤ k ≤ p , are regarded as decision variables. We shall employ
the time scaling transform introduced in [18] to map these switching times into a set
of fixed time points ηk = k/p, k = 1, . . . , p, on a new time horizon [0, 1]. This is easily
achieved by the following differential equation
dt(s)
ds
= υp(s), s ∈ [0, 1], (16a)
with initial condition







Here, χI(s) denotes the indicator function of I defined by
χI(s) =
{
1, s ∈ I
0, elsewhere
(18)
and ζk ≥ 0, k = 1, . . . , p,
p∑
k=1
ζk = T. (19)
Let ζ = [ζ1, . . . , ζp]
T and let Θ be the set containing all such ζ.
Taking integration of (16a) with initial condition (16b), it is easy to see that, for




ζk + ζl(s− ηl−1)p, (20a)




ζk = T. (20b)
Thus, after the time scaling transform (16a) and (16b), it follows from (6), (16a) and
(16b) that
˙̂x(s) = υp(s) {f(x̂(s)) +B(x̂(s), s)ũ(s)} (21a)







where x̂(s) = [x̃(s)T , t(s)]T , x̃(s) = x(t(s)) and ũ(s) = u(t(s)).
We now apply the control parameterization technique to approximate the control












0, |τ | > 2
− 16 |τ |
3 + τ2 − 2 |τ |+ 43 , 1 ≤ |τ | ≤ 2
1
2 |τ |
3 − τ2 + 23 , |τ | < 1
(23)
is the cubic spline basis function, σik, i = 1, 2, 3; k = −1, 0, 1, . . . , p + 1, are decision
constants.
From (12), we have
α1 ≤ σ1k ≤ β1, k = −1, 0, 1, . . . , p+ 1. (24)
Define
σi = [σi−1, · · · , σip+1]T , i = 1, 2, 3, (25)
and
σ = [(σ1)T , (σ2)T , (σ3)T ]T (26)






determined uniquely by the switching vector σ in Ξ, and vice verse. Thus, it is written
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as ũp(•|σ). We may now state the optimal parameterization selection problem, which
is an approximation of Problem (P), as follows:
Problem (Q). Given system (21a) with initial condition (21b), find a combined vector
(σ, ζ) ∈ Ξ ×Θ, such that the cost function




is minimized, where Φ̂0(x̂(1|σ)) = (x̂(1|σ)− x̂d)T Ŝ(x̂(1|σ) − x̂d), x̂d is the desired
terminal state vector, Ŝ ∈ R10×10, and ũp is given by (22).
At this stage, we see that Problem (P) is approximated by a sequence of optimal
parameter selection problems, each of which can be viewed as a mathematical pro-
gramming problem and hence can be solved by existing gradient-based optimization
methods (see, for example, [1], [3], [5], [8], [12], [14], [17]). A general purpose optimal
control software package, called MISER 3.3 [7], was developed based on these methods,
where the control is, however, approximated by piecewise constant functions (i.e., in
terms of zero order spline basis functions) or piecewise linear functions (i.e., in terms of
first order spline basis functions). Here, our controls are approximated in terms of cubic
spline basis functions, and thus they are smooth. MISER 3.3 can be easily modified to
cater for this minor modification.
Suppose that (ũp∗, x̂∗) is the optimal solution of Problem (Q). Then, from (20a)
and (20b), it follows that the optimal solution to Problem (P) is (u∗,x∗, T ∗), where





T is the optimal open loop control, x∗ is the corresponding optimal
state vector, and T ∗ is the optimal terminal time. In view of the optimal open loop
control obtained, we notice that the reverse force thruster, u∗1, works with its maximum
thrust force (i.e., at its upper bound which is a constant value) throughout the entire
soft landing process. This observation is confirmed by Pontryagin’s Maximum Principle
(see [24]). Thus, for the computation of the optimal closed loop control problem, we
set the first control variable of u to be equal to the constant value obtained through
solving Problem (P) as an open loop optimal control problem.
Correspondingly, system (6) can be rewritten as
ẋ(t) = f̄(x(t), t) + B̄ū(t), (28)
where




0 0 0 0 0 0 1 0 0
0 0 0 0 0 0 0 1 0
]T
(30)
while M1, M2 and M3 remain the same as given by (9), (10) and (11), respectively.
The new control vector ū is
ū = [v, w]T = [ū1, ū2]
T (31)
Let Ū be the set of all such controls. Elements from Ū are called admissible controls
and Ū is referred to as the class of admissible controls.
The initial conditions of the soft landing remain the same as given by (13). The
cost function (14) can be rewritten as
J̄ = a1Φ0(x(T )) + a2
∫ T
0
ūT R̄ ūdt, (32)
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where R̄ ∈ R2×2 is a symmetric positive definite matrix obtained from R.
Now, the original optimal control Problem (P) is reduced to Problem (P̄) given
below.
Problem (P̄). Given system (28) with the initial condition (13), find a closed loop
control such that the cost function (32) is minimized.
For Problem (P̄), we have the following theorem.









where x∗ is the optimal state, i.e. the solution of system (28) with initial condition (13)
corresponding to ū∗, and K(t) is the solution of the following Riccati-like differential
equation







K)f̄ +KD = 0, (34a)
Here, F = ∂ f̄
/
∂ x, D = ∂ f̄
/
∂ t, and
K(T )f̄(x(T ), T ) = a1
∂ Φ0(x(T ))
∂ x(T )
= 2a1(x(T )− xd)TS. (34b)
Proof The proof is similar to that given for Theorem 3.1 in [9]. Let H be the Hamil-
tonian function defined by
H(x(t), ū(t),λ(t)) = λT (t)f̄(x(t), t) + λT (t)B̄ū(t)− a2ūT (t)R̄ū(t), (35)
where λ(t) ∈ R9 is the costate vector.







= f̄(x∗(t), t) + B̄ū∗(t) (36)



















(vi) H∗|t=T = 0 (41)
where H∗ = H(x∗(t), ū∗(t), λ∗(t)) and the terminal time T is determined by solving
Problem Q.









As in [10], we postulate that the costate vector λ∗(t) can be expressed as
λ∗(t) = K(t)f̄(x∗(t), t) (43)










Differentiating (43) with respective to t, we deduce from (36) and (44) that
λ̇
∗







K)f̄(x∗(t), t) +KD (45)
From (38) and (43), we obtain
λ̇
∗
(t) = −F TK(t)f̄(x∗(t), t) (46)
Combining (45) and (46), we have







K)f̄ +KD = 0 (47)
From (39), the terminal condition for the Riccati-like differential equation (47) is ob-
tained as
λ(T ) = a1
∂Φ0(x(T ))
∂x(T )
= 2a1(x(T )− xd)TS (48)
This completes the proof.
By Theorem 1, we observe that the form of the optimal closed loop control law for









However, the matrix function K(t) is still required to be obtained. This task is, in
fact, rather demanding. It involves solving a new optimal control problem, which we
call Problem (R).
Problem (R): subject to the dynamical systems given by (28), (13), (34a) and (34b),




K(t)f̄(x(t), t)/2a2, find a K(t) such that the cost function (32),




K(t)f̄(x(t), t)/2a2, is minimized.
For Problem (R), the dynamical system (28) is required to be solved forward in
time with initial condition given by (13). On the other hand, the dynamical system
(34a) should be solved backward in time with partial information on the terminal state
given by (34b). This optimal control problem is, indeed, very difficult to solve.
In this paper, we propose an alternative approach to construct an approximate
optimal matrix functionK∗(t) without having to solve this complicated optimal control






an optimal open loop control of Problem (P) and that x∗ is the corresponding optimal
state. As u∗1 is a constant, we fix it to the constant obtained. This gives rise to Problem
(P̄). We now consider Problem (P̄) with x = x∗, i.e. along the optimal open loop path,














should be close to the cost value for Problem (P) with u = u∗, ū# can be regarded as
a good approximate optimal feedback control for Problem (P̄).
In the next section, we present a practical method to find an approximate optimal
gain matrix K(t) without solving the complex optimal control problem (R).
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4 A practical computational method
As the matrix function K(t) is a solution of Riccati-like differential equation, the
optimal closed loop control law (49) should be smooth throughout [0, T ], where T = T ∗.
For this reason, K(t) is approximated in terms of cubic splines basis functions. The
time horizon [0, T ∗] is partitioned into p equal subintervals,









where ci,j,k, i, j = 1, 2, . . . , 9; k = −1, 0, 1, 2, . . . , p + 1, are real constant coefficients
that are to be determined, p is the number of equality subintervals on [0, T ∗], p + 3
is the total number of cubic spline basis functions used in the approximation of each


























Here, we see that ū is of the same form as the optimal closed loop control given by (33).
Our task is to choose a K(t) such that (52) is minimized. Let K∗(t) be the optimal
matrix function obtained. It is substituted into (53) to give ū∗ = [ū∗1, ū
∗
2]
T , which is
the best approximate optimal feedback control in the mean square sense of Problem
(P̄).
Our task can be posed as the following optimization problem.
Find coefficients ci,j,k, i, j = 1, 2, . . . , 9; k = −1, 0, 1, 2, . . . , p+1, such that the cost














dt = 0 (54)
i, j = 1, 2, . . . , 9, k = −1, 0, 1, 2, . . . , p+ 1
These are linear equations, and hence are easy to solve.
Let ρi(Λ) and κi(Λ) denote the i− th row and i− th column of the matrix Λ. By a
careful examination of (53), it is noticed that K(t) appears with B̄
T
multiplied from
the left. If κi(B̄
T
) = 0 for all t ∈ [0, T ∗], then ρi(K(t)) does not affect B̄
T
K(t). From
(30), we see that κi(B̄
T
) = 0, i = 1, . . . , 6, 9, hence, there is no need to calculate those
coefficients ci,j,k corresponding to ρi(K(t)), i = 1, . . . , 6, 9. From (29) and (53), we
also notice that ρi(f̄(x
∗(t), t)) = 0, i = 7, 8, and K(t) is multiplied with f̄(x∗(t), t)
from the right. Thus, κi(K(t)), i = 7, 8, do not affect K(t)f̄(x
∗(t), t), and hence there
is no need to calculate the corresponding components κi(K(t)), i = 7, 8. Therefore, we
may set these components of K(t) to zero. In our problem, we only need to calculate
14 elements of K(t), i.e., [K(t)]i,j , i = 7, 8; j = 1, 2, . . . , 6, 9.
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5 Numerical simulations
In this section, two examples are involved to illustrate the effectiveness of the proposed
method.
5.1 Example 1
The initial conditions for the soft landing of a lunar module are given as: xL0 =
819.371km, yL0 = 1428.867km, zL0 = 599.6306km, VxL0 = 1115m/s, VyL0 = −981.82
m/s, VzL0 = 816m/s, m0 = 600kg. At the initial time of the soft landing, the rotation
angle γ(t0) = 0
◦, the specific impulse Vr = 300×9.8m/s and the angular velocity of the
moon rotation ωL = 2.661699× 10−6rad/s. The landing target is in Mare Imbrium on
the moon surface with 38.3◦ North latitude and 35◦ West longitude. When the module
reaches the moon surface, the terminal velocity should be less than 3m/s. The bounds
on u1(t) are: 0kg/s ≤ u1(t) ≤ 0.51kg/s.
In the simulation, the time horizon [0, T ] is partitioned into 30 subintervals. a1 = 10,
a2 = 1, S = diag(1e
−3, 1e−3, 1e−3, 1e−3, 1e−3, 1e−3, 0, 0, 0) and R = diag(1, 1, 1).
We first use the time scaling transform (16a), (16b) and the control parameterization
method (22) to construct the corresponding approximated problem (Q). Then, MISER
3.3 is utilized to solve it, giving rise to an optimal open loop control ũ∗(s) and the cor-
responding optimal trajectory x̃∗(s). Then, by (20a) and (20b), we obtain the optimal
open loop solution, denoted by (u∗,x∗, T ∗) of Problem (P). Note that u∗1 = 0.51kg/s,
i.e., the reverse force thruster works with its maximum thrust force P = 1500N. With
u∗1 = 0.51kg/s, Problem (P) is reduced to Problem (P̄) with ū = [ū1, ū2]
T , where R̄







corresponding optimal state of Problem (P̄) remains the same as that of Problem (P).
Substituting (u∗,x∗, T ∗) into (54), the system of linear equations can be solved by
a linear equations solver within the Matlab environment. The feedback gain matrix
K∗(t) obtained is substituted into (53) to give the best approximate optimal feedback
control law in the mean square sense for achieving the soft landing of the lunar module.
Under the optimal feedback control, the terminal conditions of the module are
xL(tf ) = 1117.2919km, yL(tf ) = 1077.1752km, zL(tf ) = 782.3021km, VxL(tf ) =
0.6345m/s, VyL(tf ) = −0.9852m/s, VzL(tf ) = 0.178m/s.
Simulation results are shown in Figure 2 to Figure 8. Figure 2 to Figure 4 are
the time histories of the control outputs. It is seen that the thruster works with its
maximum thrust force, the feedback angular velocity control laws coincide with the
open loop ones precisely. Under the optimal feedback control, the lunar module lands
on the moon surface after 542.268s, the velocities along the three directions in oxLyLzL
are approaching to zero (see Figure 5 to Figure 7), the terminal velocity of the module is
1.185m/s. The distance between the lunar module and the preselected landing target is
27.98m. The terminal mass of the module is 323.443kg. The optimal descent trajectory
is shown in Figure 8.
5.2 Example 2
Next, we let the lunar module soft landing start from a new perturbed initial point
to testify the robustness of the optimal feedback control law against disturbances on
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Table 1 Summary of simulations
simulation distance from target finial velocity objective value
Case 1 33.27m 1.22m/s 5574.72
Case 2 184.1m 2.26m/s 5910.73
Case 3 0m 0m/s 5566.53
initial condition for the soft landing mission. The coordinates of the new starting
point, which is 30m away from the original starting point, are xL0N = 819.375km,
yL0N = 1428.845km and zL0N = 599.6507km. Under the optimal feedback control,
the lunar module lands on the moon surface after 542.26s, the terminal velocity is
1.22m/s, and the coordinates of the landing position are xLC(tf ) = 1117.3007km,
yLC(tf ) = 1077.1565km and zLC(tf ) = 782.3153km, which is 33.27m away from the
preselected landing target.
For comparison, we let the lunar module soft landing start from the new initial
point by using the open loop optimal control u∗ obtained previously. Under the open
loop optimal control, the lunar module lands on the moon surface after 543.05s with
the terminal velocity which is 2.26m/s. The landing position is located at xLO(tf ) =
1117.1776km, yLO(tf ) = 1077.1592km and zLO(tf ) = 782.4896km, which is 184.1m
away from the desired landing target.
To exam how close to optimal the feedback control is for the soft landing when the
initial position is perturbed to a new perturbed initial point, we calculate the open
loop optimal control for the perturbed problem by using the control parameterization
technique and the time scaling transform mentioned above. Under the new open loop
optimal control, we calculate the optimal descent trajectory from which we observe
that the lunar module lands on the desired landing target precisely after 542.541s. The
finial velocity is 0m/s.
The simulation results are summarized in Table 1. Case 1, Case 2 and Case 3
represent the simulations from the perturbed initial point with the feedback control,
the original open loop optimal control u∗ and the new open loop optimal control,
respectively. As we can see, the feedback control is much superior to the open loop
optimal control obtained from the original initial condition when the initial position is
perturbed to a new perturbed initial point. The performance of the feedback control
is close to that of the optimal open loop control calculated from the perturbed initial
point. The time histories of the descent trajectories are depicted in Figure 9.
6 Conclusions
The optimal control problem of lunar module soft landing is studied where a three
dimensional dynamics is employed to describe the motion of the module. We first obtain
an optimal open loop control by using the control parametrization method and the time
scaling transform. Then, we obtained the form of the optimal closed loop control law,
where the feedback gain matrix is required to satisfy a Riccati-like matrix differential
equation. On this basis, a practical method was proposed to calculate the feedback
gain matrix without having to solve an optimal control problem involving a complex
Riccati-like differential equation coupled with the original dynamics. Simulation results
showed that the proposed method is highly efficient.
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Fig. 2 Thrust force P



















Fig. 3 Angular velocity control v




















Fig. 4 Angular velocity control w
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Fig. 5 Velocity along x axis


















Fig. 6 Velocity along y axis

















Fig. 7 Velocity along z axis
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