A Fourier-based solution to the problem of figure-ground segmentation in short baseline binocular image pairs is presented. Each image is modeled as an additive composite of two component images that exhibit a spatial shift due to the binocular parallax. The segmentation is accomplished by decoupling each Fourier component in one of the resultant additive images into its two constituent phasors, allocating each to its appropriate object-specific spectrum, and then reconstructing the foreground and background using the inverse Fourier transform. It is shown that the foreground and background shifts can be computed from the differences of the magnitudes and phases of the Fourier transform of the binocular image pair. While the model is based on translucent objects, it also works with occluding objects. © 2002 Society of Photo-Optical Instrumentation Engineers.
Introduction
Many approaches have been proposed for segmentation of images using real or apparent motion arising from either binocular stereo or camera motion ͑e.g., Refs. 1-9͒. Many of these techniques accomplish the segmentation by implicitly or explicitly matching points or regions to establish stereo correspondence 10 * and then perform segmentation based on some similarity predicate ͑such as range or the parameters of affine motion͒. Such matching can be computationally expensive and it normally requires that the images exhibit a certain amount of texture to drive the matching process. In addition, few are able to deal with situations where there are multiple motions in each local region such as arise in transparent or translucent objects where the images are effectively additive. 11 Independent component analysis has been successfully applied to this problem, 12 but this approach requires that the images are statistically independent. It has been noted that frequency-domain techniques have advantages in dealing with complex imagery of this nature.
13 † One such frequency-domain technique for the separation of two images that have been additively combined ͑e.g., reflections in a window superimposed on a background scene͒ was presented in Ref. 14 and it has also been used to solve the figure/ground segmentation problem where the foreground occludes the background. This approach is based on a Fourier analysis of the composite images and the appearance of the images ͑spectrally or spatially͒ is not a limitation. However, the technique requires four samples of the combined images to achieve the figure/ ground segmentation. In this paper, we present a similar technique that requires only two samples. Computationally, this means the approach is efficient, requiring two fast Fourier transforms ͑FFTs͒, two inverse FFTs, and a linear timecomplexity analysis and decomposition of constituent phasors in the spatial frequency domain.
Statement of the Problem
The requirement of four images in Ref. 14 arises directly from the formulation of the problem itself. Consider a composite image f p n (x,y) acquired at position p n in a spatially ordered image sequence
where f 1 p n (x,y) and f 2 p n (x,y) are the unknown foreground and background additive component images at position p n . Assuming a uniform translatory motion or shift between each position p n ,
where (␦x i ,␦y i ) is the incremental spatial shift of the ith component image, the goal is to to recover each individual image f i p 0 (x,y). 
͑3͒
Combining Eqs. ͑1͒ and ͑2͒ and taking the Fourier tranform, we have
where The purpose of this paper is to show how, in the case of frontoparallel binocular stereo, we can solve for
⌬⌽ 1 , and ⌬⌽ 2 with just two images instead of four.
Solution Using Two Images
We assume that the binocular stereo configuration has a vergence angle of 0 deg, i.e., both cameras are pointing in the same direction so that their optical axes are parallel. This is often referred to as frontoparallel binocular stereo and is one of the most common stereo configurations. With this configuration, the epipolar lines are parallel to the line joining the optical centres of the two images. This means that the displacement of each pixel in the image is horizontal and, thus, ␦yϭ0. Furthermore, since we have only two images, nϭ0,1. Thus, our model now becomes
The goal is now to find ␦x 1 , ␦x 2 , F 1 p 0 ( x , y ), and
To solve for these, first we separate the Fourier components into their magnitude and phase components ͓for the sake of brevity, we will drop the ( x , y ) arguments͔:
͑6͒
The magnitude of each composite phasor at position p 0 is
Rotating F p 0 to align it with one of the the component phasors does not alter its magnitude:
Similarly, rotating F p 1 to align it with one of the the component phasors:
Taking the difference between the magnitudes, we have:
For some given displacements ␦x 1 and ␦x 2 , there exists a set of spatial frequencies x Ј such that ͉F PROOF COPY 002210JOE
and, in principle, we can do so for all frequencies ( x , y ). It then remains to solve for F p 0 ( x , y ) and F p 0 ( x , y ), which we can get directly from Eq. ͑4͒ by solving two simultaneous equations of the form
for all spatial frequencies ( x , y ). The images of the figure and ground can then be reconstructed in the same manner described in Ref. 14 by taking the inverse Fourier transform of F 1 p 0 ( x , y ) and F 2 p 0 ( x , y ).
Application of the Technique
Figures 3-5 show the result of applying the technique to four data sets:
1. a synthetic scene comprising two additive images 2. a synthetic scene comprising two occluding objects 3. a real scene comprising two occluding binocular images 4. a real scene comprising two additive binocular images.
The necessity to average in the direction of the vertical spatial frequency y to make the minima more accessible can be clearly seen in all of these figures.
Discussion
We presented a significant simplification of the theory developed in Ref. 14, reducing the number of images or samples required to accomplish the segmentation from four to two. However, one should recognize that this simplification applies only in the case of fronto-parallel binocular imaging ͑either using a single translating camera or two static cameras͒. It does not apply in the case of two independently moving objects such, as was discussed in Ref.
14. The approach described in this paper depends on the fact that the phase shifts of both constituent phasors is confined to one axis ͑in this case the x axis͒, thereby removing one component of displacement ͑the y component in this case͒. This then leaves just two independent unknown quantities: the two x components of the displacement of each object. These conditions are satisfied if and only if the displacements of the two images/objects are parallel, which is indeed the case for frontoparallel binocular vision. That said, it is plausible to extend the approach somewhat, relaxing the assumption that the variation is aligned with the x axis, by allowing an arbitrary but common axis of variation: in this case, we must first find the axis of variation ͑typically by identifying the orthogonal axis along which there is no variation in phase difference͒. Unfortunately, the general case where the objects move independently will not yield to this line of attack because the phase differences will vary along every direction.
We said in the preceding that
, and ⌬⌽ 2 ( x , y ) can be computed for all spatial frequencies. However, this is not strictly correct and there are some spatial frequencies for which we cannot solve. These are the frequencies at x ϭ2n,nϭ0,1,... . In these cases ⌬⌽ 1,2 ( x , y ) ϭexp(Ϫi x ␦x 1,2 )ϭ1 and Eqs. ͑10͒ and ͑11͒ become degenerate. Consequently, all such frequencies ͑including the dc component͒ are omitted from the inverse Fourier transform, and this accounts for the alteration in the appearance of the reconstructed images compared with the original in Figs. 2 and 3 . Furthermore, in the case of occluded image segmentation, frequencies close to integer multiples of 2 ͑i.e., x Ϸ2n,nϭ0,1,...) are ill-conditioned and are attenuated before taking the inverse Fourier transform ͑see Ref. 14 for details͒. Note that the exent of this illconditioning increases with object displacement and, consequently, the quality of the segmentation disimproves with longer binocular baselines. Thus, the approach is best suited to short-baseline stereo where the occluded signal is less significant. Current work is directed at incorporating an explicit model for occlusion using, for example, the recent advances described in Ref. 16 . In addition, we are aiming to extend the approach to segment more than two layers; this will require an increase in the number of observations or input images. 
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