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A B S T R A C T
A new computational technique for the simulation of 2D and 3D fracture propagation processes in saturated
porous media is presented. A non-local damage model is conveniently used in conjunction with interface ele-
ments to predict the degradation pattern of the domain and insert new fractures followed by remeshing. FIC-
stabilized elements of equal order interpolation in the displacement and the pore pressure have been successfully
used under complex conditions near the undrained-incompressible limit. A bilinear cohesive fracture model
describes the mechanical behaviour of the joints. A formulation derived from the cubic law models the fluid flow
through the crack. Examples in 2D and 3D, using 3-noded triangles and 4-noded tetrahedra respectively, are
presented to illustrate the accuracy and robustness of the proposed methodology.
1. Introduction
Modelling the fluid flow in a multi-fractured porous domain implies
taking into account that the cracks in the solid skeleton introduce
preferential flow paths as well as jumps in the displacement field. A
proper understanding of discontinuities is crucial not only because they
influence the behaviour of the local surroundings of the cracks, but also
because they modify the global permeability and the mechanical re-
sponse of the medium, specially whenever it undergoes a crack growth
process.
Numerical methods that allow analysing and understanding the
complexity of a multi-fractured porous domain are of major interest in
various fields, but probably the most widely known is the petroleum
industry. Here, the oil-gas-soil interaction takes the leading role along
with the hydraulic fracturing as a common technique to enhance re-
servoir permeability and well efficiency [1,2]. Other possible applica-
tions can be found in the geothermal energy production, where the
solid-pore fluid formulation is coupled with the thermal problem [3],
the underground storage of carbon dioxide [4], and even the study of
fractures in epithelial cell sheets [5,6].
In the last decades, important efforts have been made to develop
numerical models for the accurate analysis of discontinuities in solids
and porous media.
The extended finite element method (XFEM) has obtained notable
attention in the past years [7–10]. The discontinuity is captured by means
of enrichment functions that introduce the jumps in the displacement field.
The most noticeable advantage of the method is that there is no need to
explicitly represent cracks in a mesh, provided that enriched nodes are
considered. This avoids the necessity of remeshing during crack growth,
but in return it demands a higher computational cost in terms of number
of degrees of freedom and numerical integration.
The present work focuses on the numerical techniques purely based
on the finite element method (FEM). In this category, numerous
methods can be found in the literature, but two main subgroups can be
distinguished: the “smeared crack” and the “discrete crack” approaches.
The former can be classed as continuum based methods in which the
influence of developing fractures is incorporated into the constitutive
stress-strain law [11–14]. In discrete crack models, however, each
single discontinuity is represented explicitly [15–18]. In this paper, the
heterogeneity of materials is considered through the combination of
standard elements governed by a smeared crack model, with interface
elements governed by a discrete crack model.
Since Goodman et al. proposed the “zero-thickness” interface ele-
ment to describe the mechanical behaviour of pre-existing joints in rock
masses [19] many authors have developed strategies to adapt this
element for the solution of fracture processes in coupled solid-pore fluid
problems.
Three different types of zero-thickness interface elements can be
found in the literature concerning the way the fluid is modelled: single,
double and triple noded elements. The single-noded element is the
simplest one and only considers longitudinal conductivity with no
pressure drop across the interface [20]. The triple-noded element was
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meant to include the effect of the transversal conductivity through the
discontinuity [21]. The two nodes at each side of the interface represent
the potentials in the pore pressure, while the third node, placed at the
middle of the interface, stores the average potential of the longitudinal
fluid through the fracture. Finally, the double-noded elements take into
account both types of conductivity but the external nodes variables
substitute the middle node. Ng and Small [22] used this double-noded
zero-thickness interface element to model flow problems with pre-ex-
isting discontinuities, but did not consider hydraulic potential drop
between the two interface walls. Segura and Carol [23] introduced the
transversal conductivity in double-noded zero-thickness elements to
account for the exchange of fluid between the discontinuity and the
porous media.
Regarding the mechanical behaviour of fractures, there are basically
two different approaches: those based on linear elastic fracture me-
chanics (LEFM), and those based on non-linear fracture mechanics
(NLFM). LEFM techniques were first proposed to solve fracture propa-
gation problems by means of remeshing without considering a fracture
process zone (FPZ) before the crack tip. This approach is applicable in
large structures where the size of the FPZ is negligible. However, for
quasi-brittle analyses, the consideration of a non-linear fracture process
zone where the energy is dissipated before it completely fails was found
to be essential. In those cases the NLFM technique is usually applied
and a softening law relates the cohesive stress to the crack opening in
the FPZ. The first procedure based on the cohesive fracture model was
originally introduced by Barenblatt [24,25] for brittle materials and by
Dugdale [26] for plastic materials. Hillerborg et al. [27] developed the
first fictitious crack model for Mode I fracture. It was extended later for
the mixed mode fracture, from which Camacho and Ortiz [28] proposed
a suitable fracture criterion that is widely used in the literature.
One of the most important parts in the modelling of fracture pro-
pagation is the criterion for determining the direction of the crack
growth. Some methodologies are based on the local evaluation of the
stress field at the crack tip, such as the maximum circumferential stress
[29] and the maximum principal stress criteria [30,31]. Others measure
the energy distribution at the fractured zone, e.g. the minimum strain
energy density criterion [32] or the maximum strain energy release rate
criterion [33]. Finally, some authors have developed crack growth
criteria based on continuum damage mechanics [34] and, more re-
cently, combined with level set procedures [35,36].
In order to reduce mesh-induced directional bias, in this work we
use a non-local damage model in combination with a discrete crack
approach in which discontinuities are represented by quasi-zero-
thickness interface elements. A special remeshing technique allows us
introducing new joint elements according to the damage map obtained
with the damage model. The low permeability and high compressibility
of this kind of problems makes the pressure field oscillate spuriously if
equal order interpolation elements are used without stabilization. Here
we solve the solid-pore fluid interaction problem with a FIC-FEM sta-
bilized formulation presented in a recent work by the authors [37].
The paper is organized as follows. First, we present the coupled FIC-
FEM formulation derived from the second-order FIC form of the mass
balance equation in space. Next, the developed methodology for frac-
ture propagation is introduced, explaining the fundamental theory be-
hind the non-local damage model, and describing the quasi-zero-
thickness interface elements. Finally, two academic plane-strain ex-
amples are solved to test the accuracy of the proposed methodology.
Finally, one additional three-dimensional case is included to show the
performance of the generalized 3D formulation.
2. Solid-pore fluid FIC-FEM formulation
In 1941 Biot [38] found a relation between the fluid mass content
per unit volume ζ , the volumetric strain of the solid skeleton ∊ and the
pore pressure p as
= ∊ +ζ α
p
Q (1)
In the above relation, α is the Biot’s coefficient and Q is a combined
compressibility of the fluid-solid phases, also called Biot’s modulus
[39]:









s s f (2)
being ϕ the porosity of the soil, Ks the bulk modulus of the solid phase,




δ relative displacements of the interface
λ rotation matrix
σ total stress vector
′σ effective stress vector
ε strain vector
k intrinsic permeability matrix
u displacement vector
εĕq non-local equivalent strain
δc critical relative displacement of the interface
∊ volumetric strain of the solid skeleton
κ compressive to tensile strength ratio
 damage
 p fracture propagation damage
D distance
μ dynamic viscosity
μF friction coefficient of the interface
ν Poisson’s ratio
ϕ porosity
ρ density of the solid-fluid mixture
ρf fluid density
ρs solid density
σy yield stress of the interface
εeq I, equivalent strain of the interface
εeq local equivalent strain
ϱ internal historical variable of the interface
ϱy damage threshold of the interface
ζ fluid mass content per unit volume
E Young’s modulus
K bulk modulus of the porous medium
Kf fluid bulk modulus
kn transversal permeability of the interface
Ks solid bulk modulus
lc non-local characteristic length








tmin minimum joint width
w integration coefficient
Z non-local weighting function
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porous medium, which can be computed from the Young’s modulus E




ν3(1 2 ) (3)
Terzaghi [40] also showed the importance of the effective stress ′σij
as responsible for the major deformations and rupture of the solid
skeleton. It can be defined as
′ = +σ σ αpδij ij ij (4)
where σij is the total stress.
The behaviour of a saturated porous medium can be described by
combining two equations: the balance of momentum for the mixture
solid-fluid and the mass balance for the pore fluid.
Balance of momentum for the mixture solid-fluid
≔ ∂
∂
′− + − =r
x
σ αpδ ρb ρu( ) ¨ 0u
j
ij ij i i
(5)
where bi is the body force per unit mass, üi is the acceleration of the
points in the solid skeleton and ρ is the density of the solid-fluid mix-
ture = + −ρ ϕρ ϕ ρ(1 )f s, being ρf the density of the fluid and ρs the
density of the solid.
Mass balance for the pore fluid



























where μ is the dynamic viscosity of the fluid and kij is the intrinsic
permeability matrix of the porous medium.
The system of partial differential Eqs. (5) and (6) allows us ob-
taining the displacements ui and the pressure p fields. However, under
undrained-incompressible conditions, i.e. when →k 0ij and → ∞Q , the
systems becomes ill-posed and the spaces used to approximate the
displacement and pressure fields must fulfil the Babuska-Brezzi condi-
tions to avoid locking of the pressure field [41,42].
The present work uses linear elements of equal order interpolation
for the displacement and pressure fields, together with a stabilized form
of the mass balance equation based on the Finite Increment Calculus
(FIC method) [43–47]. Essentially, the original mass balance Eq. (6) is
substituted by the second-order FIC form of the mass balance equation
in space [48], given by










in which hi are space dimensions related to characteristic element di-
mensions. Note that for the standard infinitesimal form of the mass
balance equation is recovered.
The balance of momentum Eq. (5) and the FIC form of the con-
tinuity Eq. (7) are discretized in space by interpolating the displace-
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= …N N N[ , , ]p n1 (9)
We apply the standard Galerkin technique, using NuT and NpT as test
functions, and integrate over the domain to obtain the following sta-
bilized system of equations written in Voigt notation:
∫= + ′ − − =r Mu B σ Qp fd 0¨ Ωu T uΩ (10)
̂ = − − + + − + − =r Q R u l C T T p Hp f 0( ) ̇ ( ) ̇p T b p (11)
with the standard matrix and vector terms:
∫ ∫= =M N N Q B mNρ d α dΩ; ΩuT u T pΩ Ω (12)
∫ ∫= =C N N H N k NQ d μ d
1 Ω; ( ) 1 ΩpT p p T pΩ Ω   (13)
̃∫ ∫= +f N b N tρ d dΩ Γu uT uTΩ Γt (14)
∫ ∫= − ∼f N k b Nμ ρ d q d( )





Here B is the matrix of shape functions’ derivatives, ̃t is the vector of
prescribed surface tractions, ∼qn is the prescribed normal flow rate, and
the vector m comes from the definition of the effective stresses
′ = +σ σ mαp with:
′ = ′ ′ ′ ′ ′ ′σ σ σ σ σ σ σ[ , , , , , ]xx yy zz xy yz zx
T
(16)
=m [1, 1, 1, 0, 0, 0]T (17)
The stabilizing terms in Eqs. (10) and (11) are:























All the above matrices and vectors can be computed at elemental
level and subsequently assembled in the global equations system, as in
the standard FEM [49]. A detailed derivation of the stabilized equations
and a complete explanation of the different terms can be found in [37].
3. Modelling of discontinuities in porous media
This section is organized in three parts. First, the main concepts
behind the damage model used in the porous domain are introduced.
Then, the formulation of the interface elements is presented. Finally, we
explain how both approaches are combined in this work.
3.1. Continuum damage model
We have chosen the simple isotropic damage model with a single
scalar variable. This model, which holds for multiaxial stress states, is
based on the assumptions that the stiffness degradation is isotropic and
the Poisson’s ratio is not affected by damage. The stress-strain law in
Voigt notation is postulated as:
 = − = −σ D ε σ(1 ) (1 )e e (21)
where De is the elastic constitutive matrix, σe is the undamaged stress
vector, and  is the damage variable, a normalized scalar measure of
the material degradation, ranging from 0 to 1.
In order to properly determine the evolution of the damage variable




r t r ε τ( ) max{ ,max ( )}y
τ t
eq (22)
In the above expression εeq is the equivalent strain, i.e. a scalar measure
of the strain level, and ry is the damage threshold, a material parameter
that indicates the equivalent strain value at which damage starts.
3.1.1. Equivalent strain
To some extent, the equivalent strain presented in (22) plays a role
similar to the yield function in plasticity as it directly affects the shape
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of the elastic domain. There are numerous forms for the equivalent
strain in the literature. A convenient choice for quasi-brittle materials,



























(1 )eq 1 1
2
2 2 (23)
where κ is a model parameter that sets the ratio between the uniaxial
compressive strength and the uniaxial tensile strength, I1 is the first
invariant of the strain tensor and J2 is the second invariant of the de-
viatoric strain tensor.
3.1.2. Damage evolution law
There are various damage governing laws that can be effectively
used to model damage growth in quasi-brittle materials. Here we use
the exponential softening model proposed in [51]:
= −
−
− − −g r
r R
r
R S r r( ) 1
(1 )
exp{ ( )}y y (24)
In the above expression, the parameter R is associated to the residual
strength of the material, whereas the parameter S controls the slope of
the softening branch after the peak of the stress-strain curve.
Essentially, the damage variable  is computed from the combina-






g r r r
g r r r
( ) with
( ) 0 if
0 ( ) 1 if
y
y (25)
3.1.3. Non-local damage model
Problems involving damage progression in quasi-brittle materials
show strong localization of strains. If the damage variable depends only
on the strain state at the point under consideration and no regulariza-
tion is introduced, numerical simulations exhibit a pathological mesh
dependence and the energy consumed by the fracture process tends to
zero as the mesh is refined [52]. The introduction of a characteristic
length into the constitutive model, and the formulation of a non-local
strain-softening model, have been shown to prevent the spurious lo-
calization of strains and regularize the boundary value problem
[53–55]. An integral-type non-local damage model has been used in
this work for that purpose.
In essence, such model abandons the classical assumption of locality
and admits that the damage at a certain point depends not only on the
state variables at that point, but also on the distribution of the state
variables over a finite neighbourhood of the point under consideration.
Damage in this work has been computed from the so-called non-
local equivalent strain [56]. Let xε ( )eq be the local equivalent strain in a
domain Ω. The corresponding non-local strain field is defined as:
∫≡ =x x x χ χ χε ε Z ε d( ) ̆ ( ) ( , ) ( )eq nl eq eq, Ω (26)























( )x χZ Z l
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where xχD is the distance between points x and χ , and lc is the char-
acteristic length, a material parameter reflecting the internal length of
the non-local continuum. The function in (28) implies that any point χ
within a radius lc of the source point x has an influence on the value of
the non-local equivalent strain in x .
The non-local equivalent strain in Eq. (26) substitutes the local
equivalent strain in Eq. (22).
3.2. Quasi-zero-thickness interface elements
The quasi-zero-thickness interface elements developed in this work
follow the same idea as the double-noded zero-thickness interface ele-
ments of [22] or [23] but, in fact, they are surface elements in 2D and
volume elements in 3D. Hence, they can be defined using a width larger
than zero if necessary.
One of the most important differences with respect to standard finite
elements is that the quantities of interest in the interface elements are in
the local coordinate system of the crack they represent. It is thus ne-
cessary to distinguish the upper and lower faces of the joint and work
with the normal and tangential relative displacements at any point
along the mid plane of the crack (Fig. 1).
Let us define the vector of relative displacements in a joint δ as the
difference between the displacements at the upper and lower faces
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where u is the standard vector of nodal displacements, and Nu I, is the
matrix of shape functions of the interface element. Essentially, in the
matrix Nu I, , the shape functions Ni are preceded by a negative sign for
nodes located at the lower face of the joint and by a positive sign for
nodes at the upper face.
Similarly as for beams or shells, we need to transform the relative
displacements from the global to the local coordinate system. The
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cos( ˇ, ) cos( ˇ, ) cos( ˇ, )
cos( ˇ, ) cos( ˇ, ) cos( ˇ, )







where λ is the rotation matrix and x y zˇ, ˇ, ˇ are the local coordinate system
at the interface (Fig. 1).
Following the formulation derived for the continuum solid-pore
fluid mixture (Section 2), the behaviour of the interface elements is
governed by two equilibrium equations. One equation deals with the
mechanical response of the crack, whereas the other one describes the
balance of fluid mass within the fracture. It is important to note that the
formulation of the interface elements is completely compatible with the
displacement-pore pressure formulation for the porous medium, and so
,
,,
Fig. 1. Scheme of a generic hexahedral interface element. Global and local coordinate
system.
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both type of elements can be solved in the same coupled system of
equations.
3.2.1. Mechanical behaviour of the fracture
The starting point is the strong form of the balance of momentum
equation for the solid-fluid mixture at the fracture plane (Eq. (5)). We
discretize the relative displacements at the joint and integrate the
equation by parts to obtain the following weak form
∫= + ′ − − =r M u B σ Q p fd 0¨ Ωu I I IT I I I u I, Ω ,I (31)
Eq. (31) shows the same structure as Eq. (10), but the different matrices
and vectors are defined in the coordinate system in which the interface
element is solved, i.e.:
∫ ∫= =M N N Q B m Nρ d α dΩ ; ΩI u IT u I I I IT I p IΩ , , ΩI I (32)
̃∫ ∫= +f N b N tρ d dΩ Γu I u IT I u IT I, Ω , Γ ,I t (33)







with tI being the distance between the two faces of the interface (Fig. 1).
If the interface is closed, then we use a small value =t tI min to avoid
dividing by zero.
The effective stress vector in the fracture ′σI must be computed first
in the local coordinate system and then transformed into the global one
as
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Also, vector =m [0, 0, 1]I T comes from the definition of the local ef-
fective stresses in the joint as























The constitutive law governing the mechanical behaviour of the
interface elements is a bilinear cohesive fracture model (Fig. 2) based
on the fracture criteria of Camacho and Ortiz [28] and Song et al. [57].
Fig. 2a relates the normalized equivalent stress ςeq I, with an internal
state variable ϱ and shows that the evolution of the cohesive zone is an
irreversible damage process. The variable ϱ plays the same role as the
scalar variable r t( ) (Eq. (22)). It is defined as
=
⩽
t ε τϱ( ) min{max{ϱ ,max ( )},1}y τ t eq I, (37)
where ϱy is the damage threshold of the joints, and εeq I, is the equivalent
strain. Since the chosen fracture model is designed for mixed mode
fracture, the evolution of the damage propagation in the cohesive
fracture zone depends on the simultaneous activation of the tangential











with δc being the critical relative displacement, i.e. it is the relative
displacement at which the cohesive zone stops transmitting forces.
Similarly, we can define the normalized equivalent stress at the
interface as:
=











with σy being the yield stress at the cohesive zone, i.e. the stress at
which the cohesive zone starts damaging. Each local component of the







δ i l m n
(1 ϱ)






3.2.2. Fluid flow in the fracture
The fluid flow in the fracture is modelled by the mass balance
equation:
= + + − =r Q u C p H p f 0̇ ̇p I IT I I p I, , (41)
where
∫ ∫= =C N N H N k NQ d μ d
1 Ω ; ( ) 1 ( ) ΩI pT p I I p IT I p I IΩ ΩI I
 
(42)
∫ ∫= − ∼f N k b Nμ ρ d q d( )
1 Ω Γp I p IT I f I p
T
n I, Ω ΓI q

(43)
The pressure at the joint is interpolated as in the case of a con-
tinuum porous domain = N pp p . Hence, the compressibility matrix CI
in (42) is virtually the same as the one in (13), with the only difference
being the domain of integration with =d dA tΩI I I .
Matrix HI introduces the enhanced permeability of the fractures in
the porous medium. It is assumed that the longitudinal flow is coupled
to the interface opening according to a cubic law [58,59], which is
Fig. 2. Bilinear cohesive fracture model.
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naturally incorporated in the gradient of the matrix of shape functions
N( )p I and the intrinsic permeability matrix kI .
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1 2 1
1 2 1
1 2 1 (44)
The two first rows in (44) allow computing the derivatives of the
pressure with respect to the tangential directions of the joint l and m,
whereas the third row approximates the derivative of the pressure in
the normal direction n by means of the pressure drop between the upper
and lower faces of the interface.
Regarding the intrinsic permeability matrix of the fracture kI , we
make a distinction between the permeability in the tangential direc-




























The parameter kn represents the transversal permeability of the frac-
ture, which is usually given a value similar to the intrinsic permeability
of the porous domain.
3.3. Fracture propagation approach
The fracture propagation strategy is based on the insertion of new in-
terface elements where the strength of the porous domain reaches a threshold
value [61,62]. This method provides a realistic approach for the simulation of
dynamic crack propagation, but it requires remeshing the potential fracture
zone after the insertion of every new interface element.
As mentioned in the introduction, we essentially combine the in-
tegral-type non-local damage model of Section 3.1 with the presented
quasi-zero-thickness interface elements. The fundamental idea is to use
the information of the damaged points around the crack tip to de-
termine, as accurately as possible, the direction of the fracture propa-
gation. The method relies on two main assumptions:
• Any crack growth process must start from a predefined crack tip.
• Such propagation can either follow one direction, or bifurcate in
two.
The first assumption implies that the implemented method cannot
model crack initiation. However, this is not major inconvenience be-
cause one can always use the damage model to determine the initial
damage pattern, and then manually insert crack tips to model fracture
propagation. The second assumption means that the presented ap-
proach allows capturing crack branching for any propagation process.
Next, we present the main steps of the crack propagation technique.
3.3.1. Crack tip neighbours search
The information of the damaged elements around the crack tip is
used to estimate the direction of the crack path. In order to do so, a
neighbour search must be performed at the beginning of each time step.
Let lp be the propagation length, a material parameter determining
the domain of influence of the fracture Ωf . For each fracture tip, we
search the neighbouring Gauss points falling inside a circle (or a sphere
in 3D) of radius lp (Fig. 3a).
At this stage we also divide the domain of influence Ωf into quarters
and distribute the neighbour points between the Top-Front-Quarter
(TFQ) and the Bottom-Front-Quarter (BFQ) (Fig. 3b).
3.3.2. Crack growth
In order to determine the start of the crack growth, we estimate the
damage at the crack tip  t and compare it with a prefixed threshold
value, called propagation damage  p.
Damage at the crack tip is defined here as a non-local measure of the
damage inside the region of influence of the fracture Ωf . This measure
follows the same idea as the non-local average performed in (26). Da-
mage is evaluated as:
 ∑= ∀ ∈Z w q Ωt
q
tq q q f
(47)
where wq is a coefficient containing the product of the determinant of
the Jacobian and the integration weight of Gauss point q, and Ztq is the
weight of non-local interaction between the tip and any other point q,














When the damage at the tip exceeds the threshold value ( >t p)
the crack is supposed to grow, but it is still necessary to discern the
direction of propagation. First, we compute the potential location for
the new crack tip by weighted averaging the coordinates of all the
points in front of the crack tip. Unlike the average performed in (47),
the coordinates are weighted in terms of the damage of each Gauss
(a) Grid-based search.
(b) Division of the do-
main of influence into
quarters.
Fig. 3. Crack tip neighbours search.
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point under consideration. In essence, the coordinate of the new crack
tip xt is computed as:















Once the coordinates for the new crack tip have been found, it is
necessary to check whether it is at a feasible location of the domain.
Basically, the new crack tip must fulfil the following two conditions:
• It must fall inside an existing element in the mesh.
• The average damage at the element must be larger than a minimum
value  ⩾e min.
The first condition is obviously necessary to avoid propagating the
fracture outside the limits of the model, whereas the second condition
prevents propagating the fracture towards undamaged regions.
In case one of the two conditions is not fulfilled, we recalculate two
possible coordinates for the crack tip, distinguishing the elements of the
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Of course, the two coordinates in (51) must also fulfil the afore-
mentioned conditions to make sure they are feasible crack tips. In this
regard, three different scenarios are possible. If the two new tips are
valid, then the fracture bifurcates in two separate ways. If only one of
the computed coordinates is feasible, then the fracture will propagate
only towards that valid tip. Finally, if neither of the tips is valid, the
fracture does not grow.
3.3.3. Insertion and remeshing
After estimating the direction of the propagating fracture, new in-
terface elements are inserted into the model, ensuring that the new
generated mesh is conformal. We use the pre and post-processor GiD for
that purpose [63].
Thereby, not only GiD meshes the geometry at the beginning of the
numerical simulation, but it is also GiD which generates the new spatial
discretization every time we need to adapt the model with new inter-
face elements. In this work, a uniform mesh is generated for simplicity,
but one could also apply the method proposed in [64] for adapting the
mesh of the whole domain in a non-structured manner according to the
stress state.
After the new model is generated, a final step must be performed:
the mapping of primary unknowns and internal variables between the
old and new meshes. The mapping of the primary unknowns, i.e. nodal
displacements and nodal pore pressure, is carried out by using shape
function projections, whereas the mapping of internal state variables,
i.e. variables r and ϱ, is performed through a weighted spatial aver-
aging. This procedure is similar to the non-local average performed in
(26) with the difference that, in this case, the source points are the
Gauss points of the old mesh and the receiver points are the integration
points of the new mesh. In order to ensure a consistent damage field in
the transition between the pre and post insertion of interface elements,
the internal state variable ϱ of each new element is defined as the
maximum value between the computed average damage and the pro-
pagation damage  p.
4. Examples
This section includes three test cases devoted to assess the perfor-
mance of the presented fracture propagation strategy and the behaviour
of the implemented interface elements. The first example is meant to
validate the fracture propagation approach against an analytical solu-
tion, whereas the second and third cases are used to test the proposed
technique under complex conditions and evaluate its strengths and
limitations.
The three examples model fluid-driven fracture propagation pro-
blems in nearly undrained-incompressible porous media. In all cases we
use FIC-stabilized elements of equal order interpolation for the dis-
placements and the pore pressure. The two first problems are analysed
in a 2D framework under plane strain conditions, and the last test is
solved with a 3D model. In all cases, the porous medium is considered
to have isotropic permeability and the effect of gravity is not con-
sidered.
4.1. Fluid-driven fracture propagation test
This example consists on a semi-cylindrical portion of rock of 80 m
radius, laying on a rectangle 10 m high that has a notch of ×5 50 cm at
the center. Water is injected at a constant rate of =q 0.2in m/s through
an incipient crack tip of 0.5 mm thick and 125 mm long, which results in
a volumetric flow of −1·10 4 m /s3 . The geometry and boundary condi-
tions of the problem are shown in Fig. 4.
The material of the porous domain is considered to undergo iso-
tropic degradation by means of the damage model defined in Section
3.1, whereas the predefined crack tip is represented by quasi-zero-
thickness interface elements. The material properties are summarized in
Table 1.
As commented above, this problem is approached in a 2D config-
uration under plane-strain assumption. The porous domain is solved
with the FIC-stabilized formulation, using 3-noded triangular elements
with linear interpolation for the displacements and the pore pressure.
The interface elements of the crack tip are 4-noded quadrilateral ele-
ments.
The main objective of this test is to validate the implemented pro-
pagation technique against an analytical solution obtained by Spence
and Sharp [65] and replicated by Khoei et al. [60]. The fluid pressure
along the crack mouth, the crack length and the crack width have been
monitored through 10 s of simulation. In order to assess the robustness
of the numerical solution, a convergence analysis was performed in
terms of the mesh size and the time step.
The influence of the mesh size was analysed by fixing the time step
at =tΔ 0.02 s and solving the problem for three different spatial dis-
cretizations (Fig. 5). The first model was obtained from a characteristic
element size of =l 4e cm, with a resultant mesh of 15,330 elements and
Fig. 4. Fluid-driven fracture propagation test. Geometry and conditions. Dimensions in
m.
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7846 nodes. The second mesh, with 44,708 elements and 22,580 nodes,
resulted from an element size of =l 2e cm. The third model was ob-
tained after defining a characteristic element size of =l 1e cm and lead
to a mesh of 153,582 elements and 77,095 nodes.
In order to study the effect of the time step on the solution, we fixed
the mesh size at =l 2e cm and run the case for three different time steps:
=tΔ 0.04 =ts, Δ 0.02 s and =tΔ 0.01 s.
Fig. 6a, c and e show the pressure, crack length and crack width for
different mesh size and =tΔ 0.02 s. The results obtained agree with the
analytical solutions. We highlight that the combination of an integral-
type non-local damage model with the insertion of interface elements
has no mesh dependence.
The results displayed in Fig. 6b, d and f evidence that the time step
is an important parameter in this kind of problems. Indeed, despite
integrating the time variable with an unconditionally stable Newmark
scheme, a large time step together with the material non-linearity of the
problem lead to inaccurate results. Such effect is particularly remark-
able in Fig. 6f mainly because of the greater sensitivity of the crack
width variable (in the range of millimetres) with respect to the crack
length and the pore pressure variables (in the range of meters and mega
pascals, respectively). In any case, using a small enough time step en-
sures obtaining consistent results. In this case good results have been
obtained for ⩽tΔ 0.02 s.
Regarding the validation of the present test, a general good agree-
ment is observed between the numerical and the analytical curves.
Looking at Fig. 6a and b, it is evident that the pressure at the mouth
falls faster in the beginning of the numerical solutions. Such pressure
drop is related to a sudden lost of integrity of the material, and thus an
accurate calibration of the material properties could smooth this effect.
However, after a few seconds all curves converge to the same value of
0.5 MPa, which remains virtually constant due to the near undrained
condition of the rock. In Fig. 6c and d, one observes that the computed
crack grows at a slightly slower pace than the expected solution. This
fact is clearly linked to the fast drop in the pressure already commented.
Finally, it is noticeable the similarity between the theoretical crack
width and the numerical one. Except for the solution with =tΔ 0.04 s,
the slope of the curve and the maximum value reached in the rest of the
cases are virtually identical to the analytical result.
Table 1
Fluid-driven fracture propagation test. Material properties.
Property Rock Joints Units
Young’s modulus (E) 1.596·1010 1.596·1010 N/m2
Poisson’s ratio (ν) 0.33 0.33 –
Solid density (ρs) 2000 2000 kg/m3
Fluid density (ρf ) 1000 1000 kg/m3
Porosity (ϕ) 0.19 0.19 –
Solid bulk modulus (Ks) 3.6·1010 3.6·1010 N/m2
Fluid bulk modulus (Kf ) 3·109 3·109 N/m2
Intrinsic permeability (k/kn) −6·10 15 −6·10 15 m2
Dynamic viscosity (μ) 0.001 0.001 N/m ·s2
Strength ratio (κ) 25 – –
Residual strength (R) 0.95 – –
Softening slope (S) 1.05·104 – –
Damage threshold (ry/ϱy) −1.5·10 4 −1·10 4 –
Minimum joint width (tmin) – −1·10 4 m
Critical displacement (δc) – 0.01 m
Yield stress (σy) – 7·106 N/m2
Friction coefficient (μF ) – 0.4 –
Characteristic length (lc) 0.1 – m
Propagation length (lp) – 0.06 m












(c) le = 1 cm : 153, 582 elements.
Fig. 5. Fluid-driven fracture propagation
test. Initial meshes.
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4.2. Crack tracking test
This second test case models a rectangular saturated porous domain
of ×6 5 m. The same notch and crack tip of the previous example have
been horizontally placed at the left side of the model, with equivalent
conditions at the inlet. An incursion of stronger rock is defined over
60 cm apart from the initial crack tip, as represented in Fig. 7.
The porous media and the crack tip are characterized with the same
properties of the previous example (Table 1). The only difference is in
the material incursion in front of the crack tip (see Table 2).
Again, this case is solved as a plane-strain 2D problem, and FIC-
stabilized 3-noded triangles are used to circumvent the violation of
Babuska-Brezzi conditions due to the impermeability of the porous
medium. Also, in the light of the results in the last example, the char-
acteristic element size chosen is =l 2e cm and =tΔ 0.02 s.
The main purpose of the present test is to verify the crack-tracking
capabilities of the implemented approach against anisotropic porous




















(a) Pressure for different mesh sizes (b) Pressure for different time steps





















































(c) Crack length for different mesh


























(d) Crack length for different time

























(e) Crack width for different mesh

























(f) Crack width for different time
steps with le = 2 cm .
Fig. 6. Fluid-driven fracture propagation test.
Time evolution of the pressure, the crack length
and the crack width.
Fig. 7. Crack tracking test. Geometry and conditions. Dimensions in m.
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in front of a propagating crack (Fig. 8). The first two incursions (Fig. 8a
and b) are meant to simulate branching situations for different bi-
furcation angles, whereas the third obstacle introduces an irregular
preferential path for the advancing fracture (Fig. 8c).
The three crack paths, after 2 s of simulation, are displayed in Fig. 9.
The fluid pressure and the damage of the porous domain are also illu-
strated to give a deeper insight into the current analysis.
Focusing first on Fig. 9a, c and e, it is evident that the proposed
technique captures the anisotropy introduced in the model, and the
inserted interface elements properly represent the enhanced perme-
ability of the porous medium. Moreover, the smooth contour lines of
the pressure field show that the FIC-stabilized 3-noded triangles have
an excellent behaviour near the undrained-incompressible conditions. It
is interesting to note that the maximum water pressure is different for
each case, with the highest value in Fig. 9e and the lowest in Fig. 9a.
Although the difference is subtle, one may infer that the pressure dis-
sipates faster in a branching case with a wider angle of bifurcation.
In Fig. 9b, d and f, the non-locality of the damage model is clearly
visible in the width of the damage mark around the crack. Indeed, with
a characteristic length of =l 0.1c m, the crack tip is surrounded by a
damaged area with a diameter of over 0.2 m. Such diffusive damage
pattern is what leads the crack through the right path, avoiding mesh-
induced directional bias. Thereby, in the first two cases (Fig. 9b and d)
the fracture eventually runs into the stronger incursion and, given the
low degradation of the material in front of the tip, the crack bifurcates
with an angle that depends on the shape of the incursion. For the moon
shape obstacles (Fig. 9f), the undamaged areas on both sides of the tip
let the crack no choice but to pass between the two obstacles. A detailed
view of the mesh is shown in Fig. 10.
Regarding the results in Fig. 9, it is also interesting to note the re-
lation between damage and seepage in the proposed model. Indeed, the
reduction of stiffness, given by the propagation of damage around the
crack tip, introduces a gradient of pressure that contributes to the
seepage of fluid from the fracture to the rest of the domain. This is
shown by the green contour lines of the pressure field occupying all the
damaged region.
4.3. Parallel fracture propagation test
This last example consists on a × ×4 4 6 m block of soil with two
parallel crack tips separated by a distance s. Water is injected at a
constant rate of =q m s6 /in through each one of the cracks of 0.5 mm
thick and 125 mm long, giving a total volumetric flow of around
Table 2
Crack tracking test. Material properties of the incursion.
Property Incursion Units
Young’s modulus (E) 4.0·1010 N/m2
Poisson’s ratio (ν) 0.33 –
Solid density (ρs) 2000 kg/m3
Fluid density (ρf ) 1000 kg/m3
Porosity (ϕ) 0.19 –
Solid bulk modulus (Ks) 3.6·1010 N/m2
Fluid bulk modulus (Kf ) 3·109 N/m2
Intrinsic permeability (k) −6·10 15 m2
Dynamic viscosity (μ) 0.001 N/m ·s2
Strength ratio (κ) 25 –
Residual strength (R) 0.95 –
Softening slope (S) 1.05·104 –
Damage threshold (ry) −5.5·10 3 –














(c) Obstacle 3: moon shape incursions.
Fig. 8. Crack tracking test. Material incursions in front of
the crack tip.
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−1.5·10 m /s6 3 . A scheme of the geometry and the boundary conditions is
represented in Fig. 11.
In this case a softer material has been defined in order to reduce the
maximum pore pressure and minimize the computational cost. In this
case, the characteristic element size and the time step are also larger
than in previous examples with =l 5 cme and =tΔ 0.05 s. The material
properties of the porous domain and the two incipient cracks are given
in Table 3.
Since the problem is approached in a 3D framework, the porous
domain is represented by stabilized 4-noded tetrahedra with linear
interpolation for the displacements and the pore pressure. The two
crack tips are meshed with six-node wedge interface elements. Also, it is
important to note the different definition of the cracks in the present 3D
case when compared to the previous 2D examples. Indeed, while the
two-dimensional crack tip was defined from just three points (Fig. 12a),
the three-dimensional fracture tip is assumed to be conical, but it is
approximated as a pyramid of quadrilateral base (Fig. 12b).
Basically, the purpose of this problem is to analyse the influence of
the distance between neighbouring cracks in a parallel fracture pro-




























































(f) Damage with obstacle 3.
Fig. 9. Crack tracking test. Pore pressure and damage at =t 2 s.













(c) Mesh at advanced stage.
Fig. 10. Crack tracking test. Fracture passing
between moon shape incursions.
Fig. 11. Parallel fracture propagation test. Geometry and
conditions. Dimensions in m.
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account for the Poisson’s effect in the transversal deformation of the
soil, a 3D configuration has been chosen for this last test.
As reported in [66], to ensure the efficiency of a hydraulic frac-
turing process, the spacing between parallel cracks should be of the
order of 0.1 m. Here three different spacings have been studied:
= =s s0.075 m, 0.15 m and =s 0.3 m, and the crack length in each case
has been measured after 125 seconds of simulation. Table 4 summarizes
the results along with the obtained crack growth velocity.
The values in Table 4 show that the closer the initial cracks are
defined, the faster they propagate, as expected. However, the relation
between the spacing and the crack growth velocity seems to be not
linear, which also makes sense.
In order to properly appreciate the previous results, the contour
lines of the pressure field and the damage variable are represented on
two orthogonal planes cutting the cracks (Fig. 13). Looking first at the
pressure field in Fig. 13a, c and e, it is quite clear that a closer spacing
between cracks makes the pore pressure grow, and consequently the
propagation velocity also increases. Also, to understand the interaction
between two parallel cracks, it is useful to observe Fig. 13b, d and f.
Indeed, the non-local damage model generates a diffusive damage mark
around the cracks that extends up to the radius of influence lc. In
Fig. 13b and d, in which the spacing is smaller than twice the char-
acteristic length of the material, the damage patterns of the cracks
overlap each other. In Fig. 13f, with >s l2 c, the two damage marks are
almost independent and hence the velocity of propagation noticeably
decreases.
This example shows that the characteristic length of the non-local
damage model lc is not only a mathematical parameter used to reg-
ularize the strain localization problem, but it actually has a physical
meaning.
5. Conclusions
A methodology for the 2D and 3D analysis of fracture propagation
problems in saturated porous media has been presented with the fol-
lowing conclusions:
• The combination of the non-local damage model with the insertion
of interface elements can be effectively used in order to propagate
fractures in porous media and monitor relevant variables, such as
the pressure at the mouth, the crack length and the crack width.
• The integral-type non-local damage model fully regularizes the
boundary value problem so that the results are virtually unaffected
by changes in the spatial discretization.
• The time step is an important parameter in problems involving
material non-linearities and fluid diffusion. A small enough value
must be used to ensure accurate results.
• The non-local search of damaged points around the crack tip shows
a robust behaviour when predicting the crack path in anisotropic
media, including the possibility of branching.
• The FIC-stabilized formulation prevents the blocking of the pressure
field under undrained-incompressible conditions and so elements
with equal order interpolation for the displacements and the pore
pressure can be conveniently used.
• The quasi-zero-thickness interface elements have shown to ade-
quately introduce jumps in the displacement field, and capture the
enhanced permeability of the porous medium.
• The proposed technique has been positively tested in a 3D config-
uration for the analysis of the complex interaction between parallel
cracks. As expected, the crack growth velocity is inversely propor-
tional to the spacing between fractures. We note that the memory
usage in 3D problems is remarkable due to the storage of the
neighbours for the non-local damage model and thus the computa-
tional cost can be intense.
Table 3
Parallel fracture propagation test. Material properties.
Property Soil Joints Units
Young’s modulus (E) 2·109 2·109 N/m2
Poisson’s ratio (ν) 0.1 0.1 –
Solid density (ρs) 2000 2000 kg/m3
Fluid density (ρf ) 1000 1000 kg/m3
Porosity (ϕ) 0.3 0.3 –
Solid bulk modulus (Ks) 1.5·1017 1.5·1017 N/m2
Fluid bulk modulus (Kf ) 3·1014 3·1014 N/m2
Intrinsic permeability (k/kn) −1·10 14 −1·10 14 m2
Dynamic viscosity (μ) 0.001 0.001 N/m ·s2
Strength ratio (κ) 10 – –
Residual strength (R) 0.4 – –
Softening slope (S) 1.5·104 – –
Damage threshold (ry/ϱy) −7.5·10 6 −1·10 4 –
Minimum joint width (tmin) – −1·10 4 m
Critical displacement (δc) – 0.01 m
Yield stress (σy) – 3.5·106 N/m2
Friction coefficient (μF ) – 0.4 –
Characteristic length (lc) 0.08 – m
Propagation length (lp) – 0.05 m
Propagation damage (p) – 0.4 –
(a) 2D tip.
(b) 3D tip.
Fig. 12. Scheme of the implemented crack tips.
Table 4
Parallel fracture propagation test. Crack length and crack growth velocity.
Spacing Crack length at =t 1.5 s Crack growth velocity
0.075 m 0.4 m 0.18 m/s
0.15 m 0.37 m 0.16 m/s
0.3 m 0.28 m 0.1 m/s
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