Due to the considerable computational demands of modeling solute transport in heterogeneous porous media, there is a need for upscaled models that do not require explicit resolution of the small-scale heterogeneity. This study investigates the development of upscaled solute transport models using genetic programming (GP), a domain-independent modeling tool that searches the space of mathematical equations for one or more equations that describe a set of training data.
INTRODUCTION
Solute transport in porous media is fundamental to many significant engineering problems. Thus, modeling this process is an area of active research in many disciplines.
One popular method of modeling the movement of solute through porous media involves the use of physically based mathematical equations based on conservation of momentum and mass. Darcy's Law and the advection -dispersion equation (ADE) are widely accepted as the equations governing flow and transport of groundwater and dissolved substances at the continuum scale, the length scale at which the heterogeneous aggregation of soil grains can be treated as a homogeneous spatially averaged material. It is now well recognized, however, that natural porous media exhibit significant spatial variability at the continuum scale and that this variability has a profound impact upon solute fate and transport at the larger field scale relevant to environmental and hydrological problems. The effect of this variability on solute transport is enhanced spreading, a phenomenon referred to as macrodispersion. Detailed measurements at several field sites (Sudicky 1986; Mackay et al. 1986; LeBlanc et al. 1991) have revealed that the length scale of significant conductivity variations is of the order of a few meters in the horizontal direction but only ten to twenty centimeters in the vertical direction. Therefore, computational limitations prevent the use of a transport model grid fine enough to resolve all of the spatial scales of this variability. Furthermore, many problems of environmental interest require solving the transport models many times (e.g. through the use of Monte Carlo simulations); thus, a need exists for more economical models of solute transport. doi: 10.2166/hydro.2007.028 For this reason, much effort has been directed towards developing models that describe transport processes at a length scale larger than the continuum scale so that coarse computational grid blocks may be used. These "upscaled" models cannot explicitly resolve all of the salient features of the transport process, yet they should capture the impact of the small-scale heterogeneity in order to provide an accurate prediction of the overall plume evolution.
Traditional methods for upscaling the ADE include stochastics (Gelhar et al. 1979; Dagan 1984; Sposito 1997; Rubin 2003; Rubin et al. 2003) , spatial filtering (Beckie et al. 1996; Beckie 1998) , homogenization (Mei 1992; Wood et al. 2003 ) and statistical moments (Aris 1956; Frankel & Brenner 1989; Kitanidis 1992; Whitaker 1999) . Unfortunately, although these methods are mathematically rigorous, they usually require restrictive assumptions, such as small variability, large scale separation, or ergodicity or periodicity of the medium, to achieve closure of the upscaled models.
This study develops an upscaling methodology using genetic programming (GP), a promising new tool for modeling complex phenomena whose physics are not well defined (Babovic & Abbott 1997a) . For illustration, this methodology is applied to the case of developing vertically averaged models of the transport of a non-reactive solute in confined stratified aquifers. The results are compared with models developed through the method of moments (MoM), a traditional upscaling technique that is well suited for this transport configuration (Gü ven et al. 1984) .
METHODS
The upscaling methodology developed in this study takes advantage of GP's ability to model complex phenomena.
This section includes a description of GP, followed by the mathematical formulation of the upscaling problem addressed in this study.
Genetic programming
Genetic programming is a domain-independent method that creates a model based on input data by searching the space of possible models. This search uses operations inspired by natural evolution, which allow GP to cultivate a diverse set of approaches to solving the problem (Banzhaf et al. 1998) . Genetic programming has shown success in many applications (e.g. Koza et al. 1999; Savic et al. 1999) . Babovic & Abbott (1997b) present four applications of GP in the field of hydrology. The results of these applications illustrate the abilities of GP to: (1) model "emergent phenomena," (2) find models of data that match human derived models, (3) develop models of phenomena that are of higher quality than human derived models, and (4) find models of complex phenomena that are equally accurate, yet simpler to solve, than many human derived models.
Because this research is interested in developing mathematical models of a physical process, GP was configured to suggest models in the form of mathematical equations, a task referred to as symbolic regression.
Regression is the most familiar method of determining relationships between data and known parameters. In traditional regression methods, first a model structure is selected. Then, the coefficients of that model are estimated, based on available data using a model-fitting algorithm. This method builds the user's bias into the resulting relationship through the functional form of the model chosen for regression. Symbolic regression, however, is a less biased method of determining a relationship between data and known parameters because it determines, based on the available data, not only model coefficients, but also the functional form of the model itself (Babovic & Bojkov 2001) .
The process of symbolic regression begins with the establishment of a population of models that has been randomly generated from sets of independent variables and mathematical operators. Each model can be conceptualized as a hierarchy of building blocks connected via mathematical operators, each of which is a valid mathematical statement. These building blocks will hereafter be referred to as clauses. The search for models that best fit the data is directed by one or more objectives that describe the desired qualities of the model. The fitness of a candidate model is based on its fulfillment of these objectives. The search progresses as a series of iterations, known as epochs, and the population in each successive epoch is generated by selecting some of the models for propagation. Selection favors models with higher fitness. Models are propagated into the next epoch either without modification or with modification through the operations of crossover or mutation. Crossover is performed by swapping clauses between two equations, whereas mutation is performed by altering an independent variable, constant or mathematical operator in an equation.
In this research, a symbolic regression implementation known as adaptive logic programming (ALP) was used.
ALP employs the concise language of logic programming to facilitate the search through the space of possible mathematical equations. This language enables convenient performance of crossover and mutation and avoidance of syntactically incorrect equations via these operations. More information regarding the ALP system can be found in Keijzer et al. (2001) .
While other data-driven methods exist that will create black box models that map input data to outputs (e.g. artificial neural networks), symbolic regression provides the benefit of expressing the models in the language of mathematics; hence they can be analyzed for information regarding the underlying processes that created the data.
This information can lead to new understandings of the physical processes being modeled.
While symbolic regression provides the advantage of constructing models without domain-specific knowledge, the field of application or desired use of the model may impose constraints. In the case of this research, three goals required the imposition of constraints on the symbolic regression task based on the desire to create: (1) physically meaningful models, (2) models that are parsimonious, and
(3) models that are expressed as partial differential equations (PDEs).
Models of the physical domain must be dimensionally consistent if they are to be considered meaningful; thus, it is necessary to constrain the GP search to only dimensionally consistent equations. While this can be accomplished in many ways (e.g. Keijzer & Babovic 1999) , it is most easily accomplished by converting the model parameters into dimensionless values -the strategy used in this study.
In addition to dimensional consistency, model parsimony is desired, because it removes parameters that add to model uncertainty without compromising predictive ability, and it renders models that are easier both to analyze for semantic meaning and to implement numerically. Symbolic regression will not necessarily find the most concise form of a mathematical statement. In fact, theoretical studies have shown that GP has a tendency to construct models with many extraneous clauses in an effort to protect salient clauses from the destructive effects of crossover and mutation (Banzhaf & Langdon 2002) , a phenomenon commonly referred to as "bloat." Therefore, it is often necessary for the user to simplify the resulting models into statements that are easier to implement and analyze. Useful strategies for the user to manually address model simplification include converting mathematical operators to equivalent series representations (e.g. using a Maclaurin series to represent an exponential function) and replacing clauses that approximate constant values with constant-valued parameters. Furthermore, domain knowledge can be used to modify the model to address shortcomings in its predictive ability.
Building differential equations via symbolic regression is difficult, because no general differential equation solver exists to evaluate the fitness of the candidate equations.
Thus, it is important to find a method of learning differential equations without requiring integration of each candidate differential equation in the population. In this research, the upscaling problem is decomposed into a new problem that does not require the use of calculus to evaluate the objectives, as described in the next section.
MATHEMATICAL FORMULATION
Because data regarding the target phenomenon is presented to ALP as a list of examples containing several descriptive attributes and the observed response of the system, and because it is necessary for the resulting upscaled models to be easily implemented, in this study, the upscaling problem was reduced to a problem of calculating upscaled solute fluxes. The mathematical formulation starts with the ADE, as it is assumed that this model is valid for continuum-scale solute transport. Using the summation convention for repeated indices, the ADE can be expressed as
where C is the continuum-scale solute concentration, t is the time, x i is the Cartesian position vector, u i is the pore water velocity vector, and D i,j is the dispersion tensor. This equation can also be expressed in terms of fluxes as
where J A is the solute flux due to continuum-scale advection, J D is the solute flux due to continuum-scale dispersion, and J T is the total continuum-scale solute flux.
By employing spatial filtering, as shown by Beckie (1998) ,
Equation (2) can be upscaled to the block-scale equation:
where the overbar indicates a spatially filtered quantity equivalent to the convolution integral of the continuumscale quantity multiplied by a filtering function. Since volume averaging is a form of spatial filtering, the filtered terms can be thought of as block-scale averages (Nitsche & Brenner 1989; Beckie et al. 1996) . With some algebra, the block-scale total solute flux can be divided such that 
CASE STUDY
This case study presents the development of vertically averaged models of the transport of non-reactive solutes in two-dimensional, confined, perfectly stratified aquifers (i.e.
vertically varying horizontal flow parallel to the layers). This idealized transport system was selected to allow comparison of the GP-derived vertically averaged equations with those derived using the method of moments (MoM) (Taylor 1953; Aris 1956; Gü ven et al. 1984; Kitanidis 1992) , a well accepted approach for perfectly stratified aquifers. This section will proceed by first describing the upscaled transport equations that can be derived using the MoM.
Then, two test cases using different synthetically generated velocity fields will be defined. Next, mathematical simplifications to Equations (3) and (4), which are made possible by vertically averaging two-dimensional, confined, perfectly stratified aquifers, will be discussed. Finally, the generation of input data for ALP will be explained.
Method of moments
The MoM aims to describe the solute plume at any point in time in terms of its spatial moments. Mathematical expressions for the solute distribution's moments as functions of time can be derived from the ADE. For the case of transport in a laminar shear flow (equivalent to the case of horizontal flow in a perfectly stratified aquifer), Aris (1956) demonstrated that the MoM could be used to derive models for the temporal evolution of the spatial moments of the cross-sectionally averaged concentration. Commonly, only the zeroth, first, and second spatial moments are considered, as the models for higher-order moments are more cumbersome. The zeroth moment indicates the total solute mass in the system, the first moment indicates the mean position of the plume, and the second moment indicates the plume spread. The resulting upscaled model of transport has the same form as the ADE, except that an effective velocity vector calculated from the first moment replaces the velocity vector, and the dispersion tensor is replaced with a time-dependent macrodispersion tensor calculated via the second moment. Thus, the MoM model of the non-advective flux can be expressed as J
where D eff i ðtÞis the macrodispersion coefficient. It can be seen that the assumption of locally Fickian macrodispersion (i.e. the assumption that plume spreading due to the variability of hydraulic conductivity can be effectively modeled as a random process) is inherent in this model. The resulting MoM model describes the solute distribution at any time as Gaussian, with the same mean and variance as the observed plume.
Because this type of model employs the assumption of locally Fickian macrodispersion, it is only valid when the plume has spread sufficiently, such that all velocities are sampled with the same frequency with which they appear in space. Furthermore, this method requires assumptions regarding the continuum-scale velocity field in order to close the equations for the spatial moments of the solute distribution. One common assumption is that of a periodic medium (Kitanidis 1992; Wood et al. 2003) ; in particular, Aris (1956) showed that for confined, perfectly stratified aquifers with flow parallel to the layers, such as those considered in this study, it is possible to rigorously derive the effective velocity and macrodispersion terms.
Synthetic aquifers
The process of defining the properties of the synthetic aquifers for this study was guided by the desire to facilitate comparison with the MoM and maximize the generalizability of the aquifers. Assuming a two-dimensional system where flow is parallel to the x axis, and the z axis represents the aquifer depth, any arbitrary velocity profile can be discretized into small sub-layers of constant velocity.
Because of this, and because this study is confined to vertically averaged blocks, a two-dimensional computational grid is necessary to fully resolve the fine-scale concentration distribution, whereas the aquifer's vertically averaged counterpart can be resolved with a one-dimensional computational grid. The two-dimensional representation will hereafter be referred to as the fine-scale representation.
The fine-and block-scale (coarse-scale) representations are illustrated in Figure 1 . In order to facilitate comparison with the MoM, the following two velocity distributions were considered:
where h is the aquifer depth. The flow distributions described by Equations (6a,b) will hereafter be referred to as parabolic and cos -cos, respectively. Two distributions were chosen in order to demonstrate the generality of the derived upscaled models to solute transported by different velocity distributions. The parabolic distribution was selected because many MoM studies address transport by this distribution (e.g. Aris 1956; Gü ven et al. 1984) , while the cos -cos distribution was selected because it varies more sharply than the parabolic distribution. These velocity distributions were applied by creating 100-layer synthetic aquifers and defining the flow rate in each layer, such that the total mass of water passing through the layer was equivalent to the total mass of water that would pass through the same discretized region using Equations (6a,b).
The number of layers for the aquifers was selected in order to minimize the differences between the discretized distri- to be 1 m. The transverse dispersion coefficient within the aquifers was specified to be 0.01 m/s 2 . Since it has been shown that the longitudinal spreading of the plume due to aquifer heterogeneity is significantly larger than that due to continuum-scale dispersion (Gelhar et al. 1979) , the latter was ignored. The exact values of these parameters, however, are unimportant, because, as will be discussed shortly, dimensionless parameters are used to describe the aquifers.
Thus, the numerical results of the transport simulation can be scaled to represent a large number of aquifer geometries and transverse dispersion conditions.
Simplifying the numerical formulation
The use of vertically averaged representations of twodimensional aquifers allows two simplifications to be made to Equations (3) and (4) (3) and (4) can be combined and simplified to
The second simplification involves converting from a Cartesian to a Lagrangian coordinate system that moves at the vertically averaged pore water velocity. In this coordinate system, the position vector is x R ¼ x 2 ut, and Equation (7) becomes
This simplification allows for convenient implementation of the upscaled solute transport model, because the block-scale advective flux is implicitly accounted for by the Lagrangian coordinate transformation. Therefore, the block-scale solute concentration can be calculated using
Equation (8), where J NA is modeled by ALP.
Since dimensionless training data are used to implicitly constrain ALP to dimensionally consistent equations, the following transformations were used to convert dimensional data into dimensionless data:
where C 0 is the input concentration and D T is the transverse dispersion coefficient.
Generation of training data
In objectives; furthermore, ALP permits multi-objective searches. In this study, the objectives were selected to be the correlation coefficient (r 2 ) between the candidate equation and the training data and the equation length.
The r 2 statistic indicates the degree to which the relationship between two variables is linear; thus, it is insensitive to relational constants, such as scale or shift (Devore 1995) .
The r 2 statistic was selected for this latter property because it does not require ALP to find the correct value of the relational constants, a task that is generally difficult for GP (Koza 1992) . Scale constants refer to constants that are multiplied to or divided from a function, while shift constants refer to constants that are added to or subtracted from a function. When using the r 2 objective, it is necessary to determine both the scale and shift constants a posteriori.
In this research, the scale and shift parameters were The number of epochs specifies how many iterations of the genetic operations the population of candidate equations is subjected to. Langdon & Poli (2002) showed that more epochs result in a larger number of extraneous clauses in each candidate equation in the final epoch. Therefore, it is common to use only a few training epochs but perform GP many times (Koza 1992) . In this paper, each run of ALP will be referred to as an experiment. After all the experiments have been completed, the results from each experiment are merged, eliminating all the results that are dominated by results from different experiments, resulting in a "front" of non-dominated (and thus Pareto optimal) equations for modeling the training data.
The candidate equations are then evaluated for semantic meaning, as well as for goodness of fit. In this study, hundreds of experiments were performed, during which the candidates were evolved for 50 epochs.
In addition to these parameters, a crossover rate of 0.8, a mutation rate of 0.1, and binary tournament selection were used. These values reflect those recommended by the developers of the ALP system from extensive trials on many 
RESULTS
The results from many experiments of ALP compose a Pareto front of non-dominated solutions to the GP task. In this case, the front consisted of many equations with nearly equivalent r 2 values but widely varying lengths. In general, longer equations tended to have slightly higher r 2 values.
Analysis of these models, however, showed that the majority of the equations along the front contained the same clause, along with many irrelevant or nearly-irrelevant clauses that could be removed without significantly reducing the ability of the equations to fit the training data.
These extraneous clauses were considered to be the result of GP bloat and, thus, were removed from the equations, resulting in a consensus on a final model for the data.
Three characteristic results from along the Pareto front were c
where the subscript i indicates the ith block interface. These results fit the training data with r 2 values of 0.95, 0.97, and 0.95, respectively; thus, the models are of similar quality, but they differ greatly with regard to semantics and complexity.
Equation ( Equation (10b) can also be reduced to Equation (11).
Recall that the exponential function is equivalent to the Maclaurin series:
Since the magnitude of the product within the exponentials in Equation (10b) is always less than 1, the terms in the series get smaller as n ! 1; therefore, all but the first two terms of the series can be ignored. If this procedure is followed for both exponential functions, the resulting model is a linear function of Equation (10a). Since the r 2 statistic is insensitive to scale and shift parameters, the r 2 value of the approximation to Equation (10b) is equal to that of Equation (10a), namely, 0.95. In return for the reduction in performance caused by this approximation, there is a substantial increase in both semantic meaning and ease of implementation of this model.
Equation (10c) can also be reduced to Equation (11) through evaluation of its clauses. Equation (10c) In the preceding discussion, it was demonstrated that different length models from the set of Pareto optimal solutions could be simplified to the same model without a significant loss of predictive ability. However, if the longer models have a higher r 2 value, why were they not preferred? The answer is twofold. First, there is a precedent in learning theory to prefer simpler models to more complex models with similar predictive abilities (i.e. Occam's razor) (Duda et al. 2001) . Second, the longer models are often too complex to be implemented numerically. Furthermore, a t test with a 95% significance level showed that the difference in r 2 values between the longer models and Equation (11) is insignificant. Note that, due to space constraints, only a few of the shorter equations were discussed; the same techniques can be applied to the longer equations along the Pareto front, often resulting in Equation (11).
This consensus between models strengthens the claim that
Equation (11) best models the non-advective flux.
It should now be clear that many of the Pareto-optimal results of the GP task can be reduced to one common equation shown in Equation (11) Therefore, the r 2 metric is biased towards early time behavior. Since r 2 was used as the goodness-of-fit metric, this latter conclusion suggests why ALP did not create any models similar to the MoM model.
In order to determine the scale and shift constants, linear regression between the SGA model (converted back into dimensional form) and the observed non-advective flux was performed. This regression indicated approximate scale and shift parameters of 1 and 0, respectively, resulting in the equation: derived such that the error between the predicted and observed values of the first two spatial moments of the plume is minimized, while the SGA model (Equation (11)) was developed with the goal of minimizing the total error.
Thus, a comparison that invokes absolute errors will be biased towards the SGA model, while a comparison based on moments will be biased towards the MoM model.
However, a comparison of the time evolution of the first two moments, calculated by the SGA and MoM models, to the first two moments of the plume, calculated using the ADE, indicates that both the SGA and MoM capture the time evolution of the zeroth, first and second spatial moments well with average errors of less than one-half percent. Therefore, in our numerical experiment, the two models perform equally well when compared via spatial moments.
Analyzing the second term in the SGA illustrates that the block-scale non-advective flux can be attributed to solute advection that occurs below the block scale:
Equation (15) is a hybrid of the SGA and MoM models, is suggested:
where F(t) is a continuous function over all values of t and has a minimum value of zero that occurs at t ¼ 0 and a maximum value of 1 that occurs at very late time, and D eff 1 is the asymptotic coefficient of macrodispersion suggested by the MoM. The function F(t), which will hereafter be referred to as the mixing function, controls the influence of both the SGA and MoM models over time, allowing the SGA model to dominate the behavior of the solute distribution at early times and allowing the MoM model to dominate its behavior at later times. This model is consistent with a conceptual model of the transport process in which, at early times, insufficient solute has been exchanged between the layers, such that the process is similar to the pure advection process described by the SGA model. As a larger quantity of solute samples more of the flow paths in the individual layers, a larger fraction of the transport process behaves in a manner consistent with Fickian macrodispersion; once sufficient time has passed for the average solute behavior to be consistent with having sampled all the flow paths, the process is well described by Fickian macrodispersion.
Equations (7) and (16) can be solved to predict the time evolution of a pulse input of solute in an aquifer at times greater than zero.
In the discussion above, the mixing function F(t) was intentionally vaguely defined because the optimal function may vary depending on transport conditions. In this research, a sigmoid function: was chosen to demonstrate how the model described by
Equation (16) as well as in predicting the magnitude and location of the peak concentration, and in minimizing the maximum absolute error, as shown in Figure 3 .
The applicability of the general hybrid model to a range of initial conditions and velocity distributions suggests that this model does not serve simply as a surrogate for the observed data used to train it, but actually describes the processes that drive the solute's macrodispersion. For that reason, it can be suggested that the behavior of the macrodispersion changes from a process that manifests itself as advective at the block scale to a process that manifests itself as Fickian at the block scale. Furthermore, since F(t) had to be re-parameterized for model H2, but not model H1s, this experiment suggests that the behavior of this change is a function of the velocity field, rather than of the initial solute distribution. This knowledge could be used to develop a relationship between the mixing function parameters and the velocity distribution, so that a trial-anderror fitting procedure would no longer be necessary. 
DISCUSSION
The case study presented in this paper illustrates several benefits of using GP as a research tool. First, GP cannot only be used to accurately model training data, but also to produce mathematical models that researchers can understand, unlike other data-driven approaches to modeling The results of the case study also provide some insight into how to approach upscaling solute transport models to multidimensional blocks using GP. This task requires learning a model for a multi-dimensional vector quantity. Therefore, ensuring that mass continuity is conserved will be more difficult than in the one-dimensional case presented here, and new objectives may be necessary to guide the GP search towards methods that conserve mass. Furthermore, a method should be sought to reduce the observed bias of the r 2 metric for capturing early time behavior.
CONCLUSION
This study presents promising initial results from a novel data-driven approach to upscaling solute transport models.
A methodology was developed such that the problem of upscaling models of solute transport from the fine scale to the block scale was reduced to finding a model of the blockscale non-advective flux. To demonstrate this method, a case study was performed, in which vertically averaged models were developed for the transport of solute in perfectly stratified aquifers by flow parallel to the layers.
The many Pareto optimal equations found by ALP were analyzed to discover a consensus equation that described the advection of solute by fine-scale velocity variations from the vertically averaged velocity that could be expressed entirely in terms of block-scale parameters.
When this model was used to predict the time evolution of the solute distribution, the short-term predictions were of high quality, but this was not the case with the long-term predictions. This result may be due to a bias in the ALP fitness function toward capturing early time behavior. This model, however, was determined by the consensus of many searches to best capture the behavior of the non-advective flux, thus compelling the development of a new hybrid model of the non-advective flux that changed from an advective to a Fickian process. This new hybrid model was shown to be applicable to a variety of initial conditions and flow distributions, rather than merely the conditions used to train GP, suggesting that the new hybrid model describes the mechanism of macrodispersion, rather than simply being a surrogate for the training data.
Though the case study develops vertically averaged models of solute transport under relatively simple flow conditions (i.e. two-dimensional, steady state flow in a confined, perfectly stratified aquifer of infinite extent), the results presented in this study are promising. Data-driven modeling using GP is a novel approach to the upscaling problem, and to our knowledge, no previous studies exist in which data-driven modeling techniques have been used to develop semantically meaningful upscaled solute transport models. As demonstrated here, GP can be used as a tool to inspire researchers to develop novel solutions that may not be immediately obvious. The success of the hybrid model for predicting the evolution of the solute plume indicates that the GP upscaling methodology may also be successful for modeling more complex systems.
Furthermore, the results of the case study provide insight into how to approach more complex transport conditions, as well as multi-dimensional blocks.
