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In this paper a new linearization of boundary eigenvalue problems for systems
y˜ ′ + eA0y˜ = λ eA1y˜ of n rst order differential equations with λ-polynomial bound-
ary conditions is proposed. The linearized problem is again a boundary eigenvalue
problem for a system y ′ +A0y = λA1y of rst order differential equations of dimen-
sion n + nˆ where nˆ is the total polynomial degree of the boundary conditions. As
a particular case, we consider systems of rst order differential equations induced
by nth order differential equations Nη = λPη, and we give an application to the
OrrSommerfeld equation with λ-quadratic boundary conditions. ' 2000 Academic
Press
Key Words: linearization; boundary eigenvalue problems.
INTRODUCTION
In this paper a new method of linearization of boundary eigenvalue prob-
lems for systems of n rst order differential equations
y˜ ′ + eA0y˜ = λ eA1y˜ (1)
subject to λ-polynomial boundary conditions is presented. Problems of this
form, e.g., induced by nth order differential equations
Nη = λPη (2)
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with differential operators N and P of orders n > p ≥ 0, frequently occur
in mathematical physics (see, e.g., [9]). An example from hydrodynamics,
which will be studied in this paper, is the well-known OrrSommerfeld
equation with λ-quadratic boundary conditions (see [3]).
There are two new aspects of this linearization, compared, e.g., with the
one given by Langer and Mo¨ller [6]. The rst one is that it denes again
a boundary eigenvalue problem, now for a system of n+ nˆ rst order dif-
ferential equations with λ-linear boundary conditions where nˆ is the total
polynomial degree of the given boundary conditions. This is particularly
useful in the case of non-self-adjoint problems, like the OrrSommerfeld
problem, since it allows us to estimate the resolvent by means of the asymp-
totic expansion of the Green’s function for rst order systems with λ-linear
boundary conditions. Second, the leading coefcient T1 of this linearization
T λ = T0 − λT1 is non-invertible. This does not entail a loss of structure in
general since the leading coefcient eA1 in the system (1) was not assumed
to be invertible, too.
The linearization presented in this paper is the basis for a general spec-
tral analysis of boundary eigenvalue problems for systems (1) of differential
equations and for differential equations (2) with λ-polynomial boundary
conditions, which is developed in [1012]. There the linearization estab-
lished in the present paper together with a spectral analysis for linear
operator pencils T0 − λT1 with non-invertible T1 and an asymptotic analy-
sis of boundary eigenvalue problems for rst order systems of differential
equations with λ-linear boundary conditions is used in order to solve the
problem of the completeness, minimality, and basis properties of the cor-
responding eigenfunctions and associated functions.
The present paper is organized as follows: Section 1 contains some nota-
tions and denitions which are used throughout the paper. We recall the
notions of a characteristic function of an operator colligation and of the
equivalence of operator functions, and we give a denition of a lineariza-
tion of an operator function where the coefcient of λ is not required to be
invertible. For the case that this coefcient is invertible, the notion of a lin-
earization has been introduced and studied extensively by Gohberg et al. [5]
and by Bart et al. [2].
In Section 2 we consider boundary eigenvalue problems for systems (1) of
rst order differential equations with λ-polynomial boundary conditions. As
in [8] we associate a holomorphic operator function eT with such a problem,
and we dene its spectral characteristics such as the point spectrum and
chains of eigenfunctions and associated functions in terms of the operator
pencil eT .
In Section 3 a linearization of the operator function eT associated with
(1) is given under the assumption that the boundary operator eTR in eT can
be realized as the transfer function of a certain operator colligation. Then
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eT is equivalent to a boundary eigenvalue operator function T with λ-linear
boundary operator TR. We also derive the connection of the eigenfunctions
and associated functions of eT and its linearization T .
In Section 4 the realization of the boundary operator eTR required in Sec-
tion 3 is established for λ-polynomial boundary conditions: After a trans-
formation we write eTR in the form
DR − CR

∂nˆ
AR − λJa
−1 0
BR

;
where ∂nˆ denotes the derivative in nˆ dimensions and AR;BR;CR;DR; Ja
are certain boundary operators which are determined explicitly in terms of
the given λ-polynomial boundary conditions.
Section 5 contains the main result of this paper, namely the complete
linearization of boundary eigenvalue problems for systems (1) of differential
equations with λ-polynomial boundary conditions and the related operator
function eT . Using the results of the previous sections, we nd a boundary
eigenvalue operator function T corresponding to a rst order boundary
eigenvalue problem of dimension n+ nˆ which is linear in λ and equivalent
to eT on \0. A simple example illustrates the theorem.
In Section 6 we consider nth order differential equations of the form
Nη = λPη with λ-polynomial boundary conditions. A transformation in
a boundary eigenvalue problem for a system of n rst order differential
equations enables us to apply the results of the previous section and to
obtain a linearization for these problems as well. We also state the rela-
tion between the eigenfunctions and associated functions of the associated
operator function L and the corresponding operator function eT of the rst
order problem.
In Section 7 the method of linearization presented in this paper is applied
to a problem arising in hydrodynamics, for which by now only numerical
results have been established (see [3]). This problem arises in the linear
theory of stability of a flow of an incompressible viscous fluid under gravi-
tational influence. It consists of the well-known OrrSommerfeld equation,
which is a non-self-adjoint fourth order differential equation of the form
Nη = λPη, subject to boundary conditions which contain the eigenvalue
parameter quadratically.
1. PRELIMINARIES
We use the following notations. If E;F are Banach spaces, then LE;F
denotes the Banach space of all bounded linear operators from E to F . By
Mn;mE we denote the space of all n ×m matrices with entries from E
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and endow it with the norm
y =
nX
i=1
m
max
j=1
yij; y = yij n mi=1; j=1 ∈Mn;mE:
If n = m, we write MnE for short. The identity operator in E is denoted
by IE . For the identity in Mn we write In, the zero matrix in Mn;m
is abbreviated by 0n×m, and by 0n if n = m. If no confusion arises, we
sometimes omit the subscripts.
For λ0 ∈ , we denote by Hλ0; E the set of all vector functions y with
values in the Banach space E which are holomorphic in a neighbourhood
of λ0. For an open set  ⊂ , we write H;E for the set of all vector
functions y with values in E which are holomorphic in  (see [8]).
If T ∈ H;LE;F is an operator function, its resolvent set is dened
by
ρT  x= λ ∈  x T λ is bijective:
The spectrum of T is the set σT  x= \ρT  and its point spectrum (the
set of eigenvalues) is given by
σpT  x= λ ∈  x T λ is not injective:
The inverse operator function T−1 given by T−1λ = T λ−1 for λ ∈ ρT 
is holomorphic on ρT .
A function y ∈ Hµ;E is called a root function of T at an eigenvalue
µ ∈ σpT  if yµ 6= 0 and T µyµ = 0. The order νy of the zero of
Ty at µ is called the multiplicity or order of the root function y.
A system ysp−1s=0 ⊂ E is called a (Jordan) chain of an eigenvector and
associated vectors of T at µ ∈ σpT  of length p if
yλ =
p−1X
s=0
λ− µsys
is a root function of multiplicity ≥ p at µ. The maximal length pµ; y0
of a chain of an eigenvector y0 and vectors associated with it is given by
pµ; y0=maxνy xy root function of T at µ; yµ=y0 and is called the
rank or multiplicity of the eigenvector y0 (see [7, 8]). A chain of eigenvec-
tors and associated vectors is called maximal if its length is maximal.
An eigenvalue µ of T is said to be of nite algebraic multiplicity if the
geometric eigenspace Ker T µ x= x ∈ E x T µx = 0 is nite dimen-
sional and all eigenvectors of T at µ are of nite rank. If µ is an eigen-
value of nite algebraic multiplicity of T , then a system ysj 
pj−1 r
s=0; j=1 is called
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a canonical system of eigenvectors and associated vectors of T at µ if
(i) y01 ; : : : ; y0r  is a basis of Ker T µ,
(ii) ysj 
pj−1
s=0 is a maximal chain of an eigenvector and associated
vectors of T at µ for j = 1; 2; : : : ; r,
(iii) pj = suppµ; x0x x0 ∈ Ker T µ\span y0kx k < j for j =
1; 2; : : : ; r,
and the space
LµT  x= spanysj x s = 0; 1; : : : ; pj − 1; j = 1; 2; : : : ; r
is called the algebraic eigenspace of T at µ.
If σT  is at most countable, σT  = λν∞ν=0, with no nite accumula-
tion point and consisting only of eigenvalues of nite algebraic multiplicity
which are enumerated according to their geometric multiplicities, then by
a (canonical) system of eigenvectors and associated vectors of T we mean
a set
ysν =
∞[
ν=0
ysνpν−1s=0
of chains of eigenvectors and associated vectors of T at all eigenvalues
λν such that for each µ ∈ σpL, ysνpν−1s=0;λν=µ is a canonical system of
eigenvectors and associated vectors of T at µ.
Let E;F;G;H be Banach spaces, and let A; J ∈ LG;H; B ∈ LE;H;
C ∈ LG;F, and D ∈ LE;F. Then
U =

AJ B
C D

x G× E→ H × F
is called an operator colligation. If G = H and J = IG, we write A instead
of AIG. The function θ given by θλ = D − CA − λJ−1B is called
the characteristic function or transfer function of U (for a motivation see,
e.g., [1]), and the function dened as
A− λJ B
C D

x G× E→ H × F; λ ∈ ;
is called the λ-linear pencil associated with U (see [6]).
Two operator functions A ∈ H;LE;F; B ∈ H;LG;H are
said to be equivalent on  ⊂  (compare [2, 5]) if there exist operator
functions C ∈ H;LG;E; D ∈ H;LF;H the values of which are
bijective operators such that
Bλ = DλAλCλ; λ ∈ :
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If W is an operator function on  with values in LE;F and Z is a Banach
space, then the operator function W ⊕ IZ given by
W ⊕ IZλ =

W λ 0
0 IZ

x E × Z→ F × Z; λ ∈ ;
is called the Z-extension of W . An operator function T ∈ H;LG;H is
said to be a linearization of an operator function W ∈ H;LE;F if T
is linear in λ, T λ = T0 − λT1 with T0; T1 ∈ LE;F for λ ∈ , and there
exists a Banach space Z such that the Z-extension of W is equivalent on 
to T . Note that in contrast to [2, 5] we do not require T1 to be invertible.
2. FIRST ORDER SYSTEMS OF DIFFERENTIAL
EQUATIONS WITH λ-POLYNOMIAL
BOUNDARY CONDITIONS
In the following we consider boundary eigenvalue problems on a compact
interval a; b of the form
y˜ ′ + eA0y˜ = λ eA1y˜; (3)eW aλy˜a + eW bλy˜b = 0; (4)
for y˜ ∈ W 12a; bn with coefcients eA0; eA1 ∈ MnL∞a; b and with
boundary matrices eW aλ; eW bλ ∈Mn depending polynomially on the
eigenvalue parameter λ.
By mj; j = 1; 2; : : : ; n; we denote the maximal degree of the polynomials
in the jth row of eW aλ and eW bλ, that is,
mj x= deg

e˜tj
eW aλ eW bλ; j = 1; 2; : : : ; n;
where e˜1; e˜2; : : : ; e˜n are the unit vectors in n. Without loss of generality
we assume that m1 ≥ m2 ≥ · · · ≥ mn. We also suppose that the so-called
total (polynomial) degree
nˆ x= m1 +m2 + · · · +mn (5)
of the boundary conditions (4) is minimal in the following sense. For each
meromorphic n× n matrix function bC, the determinant of which is not iden-
tically zero, such that
(bW aλ bW bλ = bCλ( eW aλ eW bλ is a matrix
polynomial, the total degree of
(bW aλ bW bλ is not less than the total
degree nˆ of
( eW aλ eW bλ.
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We associate with the boundary eigenvalue problem (3), (4) the holo-
morphic operator function eT on ,
eT λ = eTDλeTRλ

x W 12a; bn→ L2a; bn × n
for λ ∈  dened by
eTDλy˜ = y˜ ′ +  eA0 − λ eA1 y˜;eTRλy˜ = eW aλy˜a + eW bλy˜b:
The spectrum of (3), (4) is dened as the spectrum σeT  of the holo-
morphic operator function eT . A point λν ∈  is said to be an eigenvalue
of (3), (4) if λν ∈ σpeT , and y˜sνpν−1s=0 ⊂ W 12a; bn is called a (maximal)
Jordan chain of (3), (4) at λν if it is a (maximal) Jordan chain of eT at λν.
In the same way we dene the other spectral characteristics of the problem
(3), (4) by those of the operator function eT .
It is well known (see, e.g., [8]) that eT λ is Fredholm with index 0 for
each λ ∈ . Therefore, if the resolvent set ρeT  is non-empty, σeT  is a
discrete subset of , σeT  = σpeT , all eigenvalues are of nite algebraic
multiplicity and accumulate only at innity (see [4, XI, Corollary 8.4; 8,
Chap. 7]).
In the following sections we want to nd a linearization of the operator
function eT and hence of the problem (3), (4) which denes again a bound-
ary eigenvalue problem for a system of rst order differential equations.
In addition, we derive the relation between the eigenfunctions and asso-
ciated functions of the given λ-nonlinear problem and the eigenfunctions
and associated functions of the linearized problem.
To this end it is more convenient to use a transformation of the boundary
conditions (4).
Proposition 2.1. Let C ∈ H;Mn. Then the operator function eT
associated with (3), (4) is equivalent on ρC to the function eTC given by
eTCλ =  eTDλ
Cλ−1eTRλ

:
The root functions of eT and eTC at eigenvalues λν ∈ σpeTC ∩ ρC coincide
including multiplicities. A system y˜sνpν−1s=0 is a maximal Jordan chain ofeT at λν if and only if it is a maximal Jordan chain of eTC at λν. The
canonical systems of eigenfunctions and associated functions of eT and eTC at
λν ∈ σpeTC ∩ ρC coincide.
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Proof. The equivalence of eT and eTC is obvious. The other asser-
tions follow from the fact that if g ∈ H;n has a zero of order rν at
λν ∈ ρC, then the same is true for the functions given by Cλgλ and
Cλ−1gλ.
3. LINEARIZATION OF THE BOUNDARY CONDITIONS
If the operator eTR associated with the boundary conditions (4), or a
suitable transformation of it, admits a realization as a transfer function of
a certain operator colligation, then the boundary eigenvalue problem (3),
(4) is equivalent to a boundary eigenvalue problem for a rst order system
of larger dimension with λ-linear boundary conditions. This linearization is
derived in the present section.
Theorem 3.1. Assume that there exists an integer nˆ ∈ 0 and operators
AR x W 12a; bnˆ→ nˆ; BR x W 12a; bn→ nˆ;
CR x W 12a; bnˆ→ n; DR x W 12a; bn→ n;
Ja x W 12a; bnˆ→ nˆ
such that on an open subset  ⊂  the operator eTR can be represented as
eTRλ = DR − CR ∂nˆAR − λJa
−1 0
BR

; λ ∈ ; (6)
where ∂nˆ denotes the operator of differentiation in W 12a; bnˆ. Then the
L2a; bnˆ × nˆ-extension of the λ-nonlinear boundary eigenvalue operator
function eT is equivalent on  to the λ-linear boundary eigenvalue operator
function T ,
T λ =

TDλ
TRλ

x W 12a; bn+nˆ→ L2a; bn+nˆ × nˆ+n;
given by
T λ =
0BB@
eTDλ 0
0 ∂nˆ
BR AR − λJa
DR CR
1CCA:
More exactly, eT λ 0
0 IL2a;bnˆ×nˆ

= F1λT λF2λ; λ ∈ ; (7)
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where F1λ x L2a; bn ×

L2a; bnˆ ×nˆ

×n→ L2a; bn ×n ×
L2a; bnˆ × nˆ

is determined by
F1λ =
0B@ IL2a;bn 0 00 −CR( ∂nˆAR−λJa−1 In
0 IL2a;bnˆ×nˆ 0
1CA
and F2λx W 12a; bn × L2a; bnˆ ×nˆ→ W 12a; bn × W 12a; bnˆ is
given by
F2λ =
0@ IW 12a;bn 0
−( ∂nˆ
AR−λJa
−1( 0
BR
 (
∂nˆ
AR−λJa
−1
1A:
Proof. The realization (6) shows that eTR is the transfer function of the
λ-linear operator pencil associated with the colligation
UR =
 (
∂nˆ
AR
( 0
Ja
 ( 0
BR

CR DR
!
:
Then the L2a; bnˆ × nˆ-extension of eTR is equivalent on  to the λ-
linear operator pencil associated with UR (see, e.g., [2, 6]). A modication
of this equivalence is0@ DR − CR( ∂nˆAR−λJa−1( 0BR 0
0 IL2a;bnˆ×nˆ
1A = bF1λbT λbF2λ;
where
bF1λ x=
0@ −CR( ∂nˆAR−λJa−1 In
IL2a;bnˆ×nˆ 0
1A; bT λ x=  ( 0BR ( ∂nˆAR−λJa
DR CR
!
bF2λ x=
0@ IW 12a;bn 0
−( ∂nˆ
AR−λJa
−1( 0
BR
 (
∂nˆ
AR−λJa
−1
1A:
From this relation follows the representation (7).
The next two propositions establish the relation between root functions
and eigenvectors and associated vectors, respectively, of eT and T .
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Proposition 3.1. If y˜ν ∈ H; W 12a; bn is a root function of eT at
λν of multiplicity pν, then yν ∈ H; W 12a; bn+nˆ given by
yνλ = F2λ

y˜νλ
0

=
0@ y˜νλ
−( ∂nˆ
AR−λJa
−1( 0
BR

y˜νλ
1A
is a root function of T at λν of multiplicity pν. If yν ∈ H; W 12a; bn+nˆ
is a root function of T at λν of multiplicity pν and yνλ =
(
y˜νλ; yˆνλ
t
with y˜νλ ∈ W 12a; bn; yˆνλ ∈ W 12a; bnˆ, then y˜ν is a root function ofeT at λν of multiplicity ≥ pν.
Proof. The proposition is immediate from (7) as F1λ is bijective for
all λ ∈  (compare [6, Proposition 1.6]).
Proposition 3.2. If y˜sνpν−1s=0 ⊂ W 12a; bn is a maximal Jordan chain
of eT at λν, then ysνpν−1s=0 ⊂ W 12a; bn+nˆ given by
ysν =
0B@ y˜
s
ν
−
sP
t=0
( ∂nˆ
AR−λνJa
−1( 0
Ja
s−t(
∂nˆ
AR−λνJa
−1( 0
BR

y˜ tν
1CA
is a maximal Jordan chain of T at λν. If ysνpν−1s=0 ⊂ W 12a; bn+nˆ is a
maximal Jordan chain of T at λν, ysν =
(
y˜sν; yˆ
s
ν
t with y˜sν ∈ W 12a; bn,
yˆsν ∈ W 12a; bnˆ, then y˜sνpν−1s=0 is a maximal Jordan chain of eT at λν.
Analogous statements hold for the canonical systems of eigenvectors and asso-
ciated vectors of eT and of T .
Proof. If y˜sνpν−1s=0 is a Jordan chain of eT at λν, then the function y˜ν
given by y˜νλ =
Ppν−1
s=0 λ− λνsy˜sν is a root function of eT at λν of multi-
plicity ≥ pν. By Proposition 3.1 the function yν given by
yνλ =
0@ y˜νλ
−( ∂nˆ
AR−λJa
−1( 0
BR

y˜νλ
1A
is a root function of T at λν of multiplicity ≥ pν. This shows that
ysν x=
1
s!
ds
dλs
yνλν
=
0B@
1
s!
ds
dλs y˜νλν
− 1
s!
sP
t=0
(
s
t
 ds−t
dλs−t
(
∂nˆ
AR−λJa
−1( 0
BR
 dt
dλt y˜νλ

λ=λν
1CA
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gives a Jordan chain ysνpν−1s=0 of T at λν. Using the relation
dk
dλk

∂nˆ
AR − λJa
−1
= k! −1k
 
∂nˆ
AR − λJa
−1 0
−Ja
!k 
∂nˆ
AR − λJa
−1
for k = 0; 1; : : : ; we obtain the rst assertion. Conversely, let ysνpν−1s=0
be a Jordan chain of T at λν, ysν =
(
y˜sν; yˆ
s
ν
t with y˜sν ∈ W 12a; bn and
yˆsν ∈ W 12a; bnˆ. Then
yλ x=
pν−1X
s=0
λ− λνsysν =
pν−1X
s=0
λ− λνs

y˜sν
yˆsν

denes a root function of T at λν of multiplicity ≥ pν. By Proposition 3.1
the function y˜ given by y˜λ =Ppν−1s=0 λ− λνsy˜sν is a root function of eT at
λν of a multiplicity rν ≥ pν. Then
y˜sν x=
1
s!
ds
dλs
 
pν−1X
s=0
λ− λνsy˜sν
!
λ=λν
; s = 0; 1; : : : ; rν;
denes a Jordan chain y˜sνpν−1s=0 of eT at λν (note that y˜sν = 0 for s =
pν; : : : ; rν). Since the partial multiplicities do not change under equiva-
lence (see [5] and reference [11] therein), the proposition is proved.
4. REALIZATION OF THE BOUNDARY CONDITIONS
In the following we give a realization, that is a representation (6), of the
boundary operator eTR for the λ-polynomial boundary conditions (4).
To simplify the notation we group boundary conditions of the same
degree in blocks (see also [6]). We let l x= m1 = maxm1;m2; : : : ;mn
and
µi x= #j ∈ 1; 2; : : : ; n x mj = i; i = l; l − 1; : : : ; 0: (8)
Note that nˆ =Pli=1 iµi. If we dene
ki x=
lX
j=i
µj; i = l + 1; l; : : : ; 0; (9)
then we have kl+1 = 0 and k0 = n. For i = 0; 1; : : : ; l,
mkl−i+1+k = l − i; k = 1; 2; : : : ; µl−i:
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In the following it is more convenient for us to use boundary matrices
which are polynomials in λ−1. To this end we dene
Cλ x= diag(λm1; : : : ; λmn;
and we set
eW aC λ x= Cλ−1eW aλ; eW bC λ x= Cλ−1eW bλ:
Then eW aC ; eW bC can be written as
eW aC λ = lX
j=0
λ−j eW aj ; eW bC λ = lX
j=0
λ−j eW bj ;
where eW aj ; eW bj are n× n matrices of the form
eW aj =
0BBB@
W ajl
:::
W ajj
0n−kj×n
1CCCA; eW bj =
0BBBB@
W bjl
:::
W bjj
0n−kj×n
1CCCCA (10)
with µi × n matrices W aji ; W bji . Note that
W aji = Pi eW aj ; W bji = Pi eW bj
for j = 0; 1; : : : ; l; i = j; : : : ; l, where Pi x n→ µi denotes the projection
onto the components ki+1 + 1; : : : ; ki for i = 1; 2; : : : ; l, that is,
Pi x=
(
0µi×µl · · · 0µi×µi+1 Iµi 0µi×µi−1 · · · 0µi×µ0

; i = 1; 2; : : : ; l:
Following the lines of the notations used in [6], we introduce the matrix
AaR ∈Mnˆ as
AaR x= diag
(
Al; : : : ;A1

; (11)
where Aj is the jµj × jµj block matrix given by
Aj x=
0BBBB@
0
Iµj
: : :
: : :
: : :
Iµj 0
1CCCCA; j = 1; 2; : : : ; l:
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Further we dene the matrices BaR; B
b
R ∈Mnˆ;n by
BaR x=
0BBBBBBBBBBBBBB@
Pl eW al
:::
Pl eW a1
Pl−1eW al−1
:::
Pl−1eW a1
:::
P1eW a1
1CCCCCCCCCCCCCCA
=
0BBBBBBBBBBBBB@
W all
:::
W a1l
W al−1;l−1
:::
W a1;l−1
:::
W a11
1CCCCCCCCCCCCCA
; BbR x=
0BBBBBBBBBBBBBB@
Pl eW bl
:::
Pl eW b1
Pl−1eW bl−1
:::
Pl−1eW b1
:::
P1eW b1
1CCCCCCCCCCCCCCA
=
0BBBBBBBBBBBBBB@
W bll
:::
W b1l
W bl−1;l−1
:::
W b1;l−1
:::
W b11
1CCCCCCCCCCCCCCA
(12)
and the matrix CaR ∈Mn;nˆ as
CaR x=
(
0n×µl · · · 0n×µl| {z }
l−1-times
P∗l 0n×µl−1 · · · 0n×µl−1| {z }
l−2-times
P∗l−1 · · · P∗1

: (13)
By means of these matrices we introduce the boundary operators
AR x W 12a; bnˆ→ nˆ; ARyˆ x= AaRyˆa;
BR x W 12a; bn→ nˆ; BRy˜ x= BaRy˜a + BbRy˜b;
CR x W 12a; bnˆ→ n; CRyˆ x= CaRyˆa;
DR x W 12a; bn→ n; DRy˜ x= eW a0 y˜a + eW b0 y˜b;
(14)
and we dene
Ja x W 12a; bnˆ→ nˆ; Jayˆ x= yˆa: (15)
Now we are ready to prove the following realization for the transformed
boundary operator
eTRC λ x= Cλ−1eTRλ; λ ∈ \0:
Theorem 4.1. The operator eTRC can be represented as
eTRC λ = DR − CR ∂nˆAR − λJa
−1 0
BR

; λ ∈ \0;
where the operators AR; BR; CR; DR, and Ja are given by (14), (15), and ∂nˆ
denotes the derivative in W 12a; bnˆ.
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Proof. First we determine the restriction of
(
∂nˆ
AR−λJa
−1
to the subspace
0 ×nˆ of L2a; bnˆ ×nˆ for λ 6= 0. Let c ∈ nˆ. If yˆ ∈ W 12a; bnˆ is a
solution of 
∂nˆ
AR − λJa

yˆ =

yˆ ′
AaR − λyˆa

=

0
c

;
then yˆ is constant, yˆ ≡ AaR − λ−1c, and hence
∂nˆ
AR − λJa
−10
c

x = AaR − λ−1c; x ∈ a; b; c ∈ nˆ: (16)
Since the block diagonal elements Aj of AaR are nilpotent, it follows that
Aj − λ−1 = −λ−1I − λ−1Aj−1 = −λ−1
j−1X
i=0
λ−iAj
i
; λ 6= 0:
Using this relation, we obtain
CR

∂nˆ
AR − λJa
−10
c

= −

λ−lP∗l · · · λ−1P∗l λ−l−1P∗l−1 · · · λ−1P∗l−1 · · · λ−1P∗1

c
for c ∈ nˆ if λ 6= 0, and hence for y˜ ∈ W 12a; bn
CR

∂nˆ
AR − λJa
−1 0
BR

y˜ = CR

∂nˆ
AR − λJa
−1 0
BaRy˜a + BbRy˜b

= −
lX
i=1
iX
j=1
λ−jP∗i Pi
eW aj y˜a + eW bj y˜b
= −
lX
j=1
λ−j
 lX
i=j
P∗i Pi
eW aj y˜a + eW bj y˜b:
Since for j = 1; 2; : : : ; l the last n− kj rows of eW aj and eW bj are zero and
lX
i=j
P∗i Pi =

Ikj 0
0 0;

;
we have
Pl
i=j P
∗
i Pi
eW aj = eW aj ; Pli=j P∗i Pi eW bj = eW bj .
Consequently,
DR − CR

∂nˆ
AR − λJa
−1 0
BR

y˜
= eW a0 y˜a + eW b0 y˜b + lX
j=1
λ−j
eW aj y˜a + eW bj y˜b = eTR λy˜
for y˜ ∈ W 12a; bn if λ 6= 0.
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5. THE LINEARIZED PROBLEM
The differential operator eTD associated with the problem (3), (4) is linear
in λ, and the boundary operator eTRC can be realized as the transfer function
of the λ-linear operator pencil of a certain operator colligation according
to the last section. Hence we have the following complete linearization of
the boundary eigenvalue operator function eT and thus of (3), (4):
Theorem 5.1. Let nˆ be the total polynomial degree of the boundary con-
ditions (4). Then the L2a; bnˆ-extension of eT is equivalent on \0 to the
λ-linear boundary eigenvalue operator function T ,
T =

TD
TR

x W 12a; bn+nˆ→ L2a; bn+nˆ × nˆ+n;
given by
TDλy = y ′ +
 eA0 − λ eA1 0
0 0

y;
TRλy =

BaR A
a
R − λeW a0 CaR

ya +

BbR 0eW b0 0

yb;
where the boundary matrices AaR, B
a
R, B
b
R, C
a
R and eW a0 , eW b0 are dened as in
(11), (12), (13), and (10), respectively.
Proof. The theorem follows from Theorems 3.1 and 4.1 together with
Proposition 2.1.
The subsequent example illustrates the above method of linearization.
Example 5.1. We consider the boundary eigenvalue problem
y˜ ′ +
 
0 −1
0 0

− λ

0 0
0 1
!
y˜ = 0; (17)

0 0
1 0

y˜0 +

λ2 1
0 0

y˜1 = 0: (18)
The total polynomial degree nˆ of the boundary conditions (18) is 2. The
linearization established in Theorem 5.1 corresponds to the following exten-
sion of the above two-dimensional problem. We dene yˆ ∈ W 12 0; 12,
yˆ = (yˆ1; yˆ2t , by
yˆ ′ =

yˆ ′1
yˆ ′2

= 0
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and by the inhomogeneous boundary conditions
λyˆ10 = y21; λyˆ20 = yˆ10:
Using this substitution, the boundary condition y˜21 + λ2y˜11 = 0, for
λ 6= 0, can be written as
λ2y˜11 + yˆ20 = 0:
The extended boundary eigenvalue problem for y = (y˜; yˆt ∈ W 12 0; 14
is
y ′ +
0BB@
0 −1 0 0
0 0 0 0
0 0 0 0
0 0 0 0
1CCAy = λ
0BB@
0 0 0 0
0 1 0 0
0 0 0 0
0 0 0 0
1CCAy; (19)
0BB@
0 0 −λ 0
0 0 1 −λ
0 0 0 1
1 0 0 0
1CCAy0 +
0BB@
0 1 0 0
0 0 0 0
1 0 0 0
0 0 0 0
1CCAy1 = 0: (20)
That this problem is the linearization in the sense of Theorem 5.1 follows
if we observe that according to the denitions of Section 4
m1= 2; m2= 0; nˆ = 2; l= 2;
µ0 = 1; µ1= 0; µ2= 1;
k0 = 2; k1= 1; k2= 1; k3= 0;
and
Cλ−1 =

λ−2 0
0 1

; P2 =
(
1 0

; eW aC λ = eW a0 =  0 01 0

;
eW bC λ = eW b0 + λ−2 eW b2 =  1 00 0

+ λ−2

0 1
0 0

;
AaR =

0 0
1 0

; BaR =

0 0
0 0

; BbR =

0 1
0 0

; CaR =

0 1
0 0

:
6. DIFFERENTIAL EQUATIONS Nη = λPη WITH
λ-POLYNOMIAL BOUNDARY CONDITIONS
The results of the previous sections are now used to linearize boundary
eigenvalue problems for nth order differential equations with λ-polynomial
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boundary conditions. More exactly, we consider boundary eigenvalue prob-
lems of the form
Nη = λPη; (21)
Ujη;λ = 0; j = 1; 2; : : : ; n; (22)
where N and P are differential operators of orders n and p, respectively,
n > p ≥ 0,
Nη = ηn + fn−1ηn−1 + · · · + f0η;
Pη = ηp + gp−1ηp−1 + · · · + g0η;
for η ∈ W n2 a; b with coefcients fν; gν ∈ L∞a; b. The boundary condi-
tions (22) are of the form
Ujη;λ = λmjU
mj
j η + · · · + λU1j η +U0j η = 0; (23)
with U
mj
j 6≡ 0 for j = 1; 2; : : : ; n, without loss of generality we suppose
m1 ≥ m2 ≥ · · · ≥ mn, where
Ukj η =
n−1X
µ=0
αkjµη
µa + βkjµηµb; k = 0; 1; : : : ;mj;
with coefcients αkjµ, β
k
jµ ∈ .
With the above eigenvalue problem we associate the boundary eigenvalue
operator function L on ,
Lλ =

LDλ
LRλ

x W n2 a; b → L2a; b × n
for λ ∈  where
LDλ = N − λP;
LRλ =

Uj · ; λ
n
j=1
:
By means of the canonical substitution y˜ x= Sη, where the operator
S x W n2 a; b → W 12a; bn is given by
Sη x=
0BBB@
η
η′
:::
ηn−1
1CCCA; η ∈ W n2 a; b; (24)
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we associate with the problem (21), (22) an n-dimensional rst order prob-
lem (3), (4) where the coefcient matrices eA0; eA1 ∈ MnL∞a; b are
given by
eA0 =
0BBBB@
0 −1
0
: : :
: : : −1
f0 f1 · · · fn−1
1CCCCA; eA1 =
0BBBB@
0
: : :
: : :
g0 · · · gp−1 1 0 · · · 0
1CCCCA; (25)
and the boundary matrices eW aλ; eW bλ ∈Mn are determined by
eW aλ =  mjX
k=0
λkαkjµ
 n n−1
j=1;µ=0
; eW bλ =  mjX
k=0
λkβkjµ
 n n−1
j=1;µ=0
: (26)
Let eT denote the operator function corresponding to the problem (3), (4)
with coefcients (25), (26) according to Section 2.
The following theorem establishes the equivalence between the nth
order scalar boundary eigenvalue problem (21), (22) and the associated
n-dimensional rst order problem (3), (4), that is, the equivalence of the
operator functions L and eT .
Theorem 6.1. The W n−12 a; b × · · · ×W 12 a; b-extension of L is equiv-
alent on  to the operator function eT , 
Lλ 0
0 IW n−12 a;b×···×W 12 a;b
!
= E1λ eT λE2; λ ∈ ; (27)
where E2 x W n2 a; b ×W n−12 a; b × · · · ×W 12 a; b → W 12a; bn is given
by
E2 =
0BBBB@
I 0
∂
: : :
:::
: : : I
∂n−1 · · · ∂ I
1CCCCA;
and E1λ x W n−12 a; b × · · · × W 12 a; b × L2a; b × n → L2a; b ×
n ×W n−12 a; b × · · · ×W 12 a; b is of the form
E1λ =

Hλ IL2a;b×n−IW n−12 a;b×···×W 12 a;b 0

with ∂ = d/ dx denoting the differentiation with respect to the independent
variable in a; b and a holomorphic operator function Hλ x W n−12 a; b ×
· · · ×W 12 a; b → L2a; b × n.
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Proof. By denition of the operator E2 it follows that
eT λE2 = eTDλeTRλ

E2 =
0BBBBB@
0 −I 0
:::
: : :
0 0 −I
LDλ LDn−1λ · · · LD1 λ
LRλ LRn−1λ · · · LR1 λ
1CCCCCA;
where LDi λ x W i2 a; b → L2a; b and LRi λ x W i2 a; b → n are
dened recursively by
LD1 λ= ∂+ pn−1 · ; λ;
LDi λ=pn−i · ; λ + LDi−1λ∂; i = 2; : : : ; n− 1;
LR1 λ=
(
aj;n−1λ
n
j=1δa +
(
bj;n−1λ
n
j=1δb;
LRi λ=
(
aj;n−iλ
n
j=1δa +
(
bj;n−iλ
n
j=1δb + LRi−1λ∂;
i = 2; : : : ; n− 1:
Here, with gp x≡ 1,
pk · ; λ x=

fk − λgk; k = 0; 1; : : : ; p;
fk; k = p+ 1; : : : ; n− 1;
ajµλ x=
mjX
k=0
λkαkjµ;
j = 1; 2; : : : ; n; µ = 0; 1; : : : ; n− 1;
bjµλ x=
mjX
k=0
λkβkjµ;
and δx; x ∈ a; b, denotes the linear functional δx x W 12 a; b → ; δxy =
yx: Note that ReT λE2 ⊂ W n−12 a; b × · · · ×W 12 a; b ×L2a; b ×n.
If we dene
Hλ x=
 
LDn−1λ · · · LD1 λ
LRn−1λ · · · LR1 λ
!
;
then the representation (27) follows.
An immediate consequence of Theorems 5.1 and 6.1 is the following
linearization of L and hence of the problem (21), (22).
Corollary 6.1. The W n−12 a; b × · · · × W 12 a; b × L2a; bnˆ-
extension of L is equivalent on \0 to the operator function T .
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The linearization of the problem (21), (22) associated with the realiza-
tion established in Section 4 is induced by the following extension of the
associated rst order boundary eigenvalue problem (3), (4). We dene the
vector function yˆ ∈ W 12a; bnˆ, written as
yˆ =
(vijkµl−ik=1l−ij=1l−1i=0;
by the inhomogeneous boundary eigenvalue problem
v′ijkµl−ik=1 = 0; j = 1; : : : ; l − i;
−λvi1kaµl−ik=1 = −

U0kl−i+1+kη
µl−i
k=1
;
−λvijkaµl−ik=1 + vi;j−1;kaµl−ik=1 = −

U
j−1
kl−i+1+kη
µl−i
k=1
; j = 2; : : : ; l − i;
for i = 0; 1; : : : ; l − 1 where η ∈ W n2 a; b. The boundary conditions (23)
can also be written as
Ukl−i+1+kη=λl−iUl−ikl−i+1+kη + · · · + λU1kl−i+1+kη
+U0kl−i+1+kη; k = 1; 2; : : : ; µl−i;
(28)
that is, for i = 0 we obtain the boundary conditions of degree l, for i = 1 the
boundary conditions of degree l − 1, etc., and for i = l the λ-independent
boundary conditions. Then the λ-dependent boundary conditions in (28),
which are obtained for i = 0; 1; : : : ; l − 1, can be written as
λl−i

Ul−ikl−i+1+kη + vi;l−i;ka

= 0; k = 1; 2; : : : ; µl−i:
The next proposition shows the relation between the eigenfunctions and
associated functions of L and eT . Note that for the range RS of the oper-
ator S dened in (24) we have RS = W n2 a; b × · · · ×W 12 a; b. Further,
we denote by e˜1; e˜2; : : : ; e˜n the unit vectors in n.
Proposition 6.1. If ηsνpν−1s=0 ⊂ W n2 a; b is a maximal Jordan chain
of L at λν, then Sysνpν−1s=0 ⊂ W 12a; bn is a maximal Jordan chain of eT
at λν. If y˜sνpν−1s=0 ⊂ W 12a; bn is a maximal Jordan chain of eT at λν,
then y˜sν ∈ RS and e˜t1y˜sνpν−1s=0 ⊂ W n2 a; b is a maximal Jordan chain of
L at λν. Analogous assertions hold for the canonical systems of eigenvectors
and associated vectors of L and of eT .
Proof. Let ηsνpν−1s=0 ⊂ W n2 a; b be a Jordan chain of L at λν. Then(
ηsν; 0
t}pν−1
s=0 is a Jordan chain of the W
n−1
2 a; b × · · · × W 12 a; b-
extension of L at λν and consequently, by Theorem 6.1, of E1eTE2 at λν.
Hence
sX
k=0
1
k!
dk
dλk
E1eT λνSηs−kν = sX
k=0
1
k!
dk
dλk
E1eT λνE2ηs−kν0

= 0
linearization for eigenvalue problems 351
for s = 0; 1; : : : ; pν − 1. Now for η ∈ W n2 a; b and k = 0; 1; : : : ; pν − 1,
dk
dλk
E1λeT λSη= kX
l=0

k
l

dk−l
dλk−l
E1λ
dl
dλl
eT λSη
=E1λ
dk
dλk
eT λSη (29)
since for l = 0; 1; : : : ; k− 1,
dl
dλl
eT λSη =  0dl
dλl
Lλη

;
dk−l
dλk−l
E1λ =
 
dk−l
dλk−l
Hλ 0
0 0
!
:
By (29) and because E1λ is bijective for all λ ∈ , it follows that
sX
k=0
1
k!
dk
dλk
eT λνSηs−kν = 0; s = 0; 1; : : : ; pν − 1:
Thus Sηsνpν−1s=0 is a Jordan chain of eT at λν. Conversely, let y˜sνpν−1s=0 ⊂
W 12a; bn be a Jordan chain of eT at λν, y˜sν = (ηsνini=1. Then
eT λνy˜sν = − sX
k=1
1
k!
dk
dλk
eT λνy˜s−kν ; s = 0; 1; : : : ; pν − 1;
which implies that
ηsν2 = ηsν1′; : : : ; ηsνn = ηsνn−1′; s = 0; 1; : : : ; pν;
and hence ηsν1 ∈ W n2 a; b; y˜sν =
(
ηsν1; η
s
ν1
′; : : : ; ηsν1
n−1t = Sηsν1 ∈ RS.
Again using (29) we see that
sX
k=0
1
k!
dk
dλk
E1eTE2λνηs−kν10

= 0; s = 0; 1; : : : ; pν − 1;
and so, by Theorem 6.1, that
(
ηsν1; 0
t}pν−1
s=0 is a Jordan chain of the
W n−12 a; b × · · · × W 12 a; b-extension of L at λν. The proposition now
follows from the fact that the partial multiplicities do not change under
equivalence (see [5] and reference [11] therein).
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7. APPLICATION TO A PROBLEM OF HYDRODYNAMICS
In this nal section we apply the established linearization to a problem
arising in the linear theory of stability of an incompressible viscous fluid
(see [3]). We consider the flow of a thin lm of an isothermal liquid flowing
over a rigid plane inclined at an angle β with respect to the horizontal. The
corresponding linear stability problem is a boundary eigenvalue problem for
the well-known OrrSommerfeld equation(D2 − α22 − iαR uD2 − α2 −D2uη = λD2 − α2η (30)
on the interval [0,1]. Here R is the Reynolds number, α the wave num-
ber of the perturbation, u is the velocity prole of the unperturbed basic
flow, and λ = −iαRc determines the exponential time dependence of the
perturbation via ψx; z; t = ηx eiαz−ct. The boundary conditions to be
imposed contain the eigenvalue nonlinearly,
η1 = 0; (31)
η′1 = 0; (32)
η′′0 + α2η0 + u
′′0
c − u0 η0 = 0; (33)
η′′′0 + iα(Rc − u0 + 3iαη′0
+ iα 2 cotβ+ α
2C + c − u0Ru′0
c − u0 η0 = 0; (34)
where C is the capillarity number.
If the basic prole u is parabolic, then u′′0 6= 0 and the boundary con-
ditions (31)(34) are equivalent to a system of boundary conditions which
is linear in λ (see [3]). In the following we will be concerned with the case
that u′′0 = 0 (which is fullled, e.g., for linear proles). In this case the
boundary conditions (31)(34) are equivalent to the system
Ujη;λ = 0; j = 1; 2; 3; 4; (35)
where
U1η;λ x= λ2

1
iαR
η′0

+ λ
 i
αR
η′′′0 +

2u0 + 3 α
iR

η′0
− u′0η0

− u0η′′′0 + (iαRu02 + 3α2u0η′0
+ iα(2 cotβ+ α2C − Ru0u′0η0; (36)
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U2η;λ x= η′′0 + α2η0; (37)
U3η;λ x= η′1; (38)
U4η;λ x= η1: (39)
The coefcients of the rst order system (3), (4) equivalent to (30), (35)
are given by
eA0 =
0BB@
0 −1 0 0
0 0 −1 0
0 0 0 −1
α4 + iαRα2u+ u′′ 0 −2α2 − iαRu 0
1CCA;
eA1 =
0BB@
0 0 0 0
0 0 0 0
0 0 0 0
−α2 0 1 0
1CCA;
eW 0λ =
0BB@
w11λ w12λ 0 iαRλ− u0
α2 0 1 0
0 0 0 0
0 0 0 0
1CCA; eW 1λ =
0BB@
0 0 0 0
0 0 0 0
0 1 0 0
1 0 0 0
1CCA;
where
w11λ x= iα
(
2 cotβ+ α2C− (λ+ iαRu0u′0;
w12λ x=
1
iαR
λ+ iαRu02 + 3α2λ+ iαRu0:
The total polynomial degree of the boundary conditions (35) is 2. More
exactly, according to the denitions of Section 4,
m1= 2; m2= 0; m3= 0; m4= 0; nˆ= 2; l= 2;
µ0= 3; µ1= 0; µ2= 1;
k0= 4; k1= 1; k2= 1; k3= 0;
and
Cλ−1 =
0BB@
λ−2 0 0 0
0 1 0 0
0 0 1 0
0 0 0 1
1CCA; P2 = ( 1 0 0 0 ;
eW aC λ = eW a0 + λ−1eW a1 + λ−2 eW a2
=
0BB@
0 1iαR 0 0
α2 0 1 0
0 0 0 0
0 0 0 0
1CCA+ λ−1
0BB@
−u′0 2u0 + 3 αiR 0 iαR
0 0 0 0
0 0 0 0
0 0 0 0
1CCA
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+ λ−2
0BB@
w211 w
2
12 0 −u0
0 0 0 0
0 0 0 0
0 0 0 0
1CCA;
eW bC λ = eW b0 =
0BB@
0 0 0 0
0 0 0 0
0 1 0 0
1 0 0 0
1CCA; AaR =  0 01 0

;
BaR =
 
P2 eW a2
P2 eW a1
!
=

w211 w
2
12 0 −u0
−u′0 2u0 + 3 αiR 0 iαR

;
BbR =
 
P2 eW b2
P2 eW b1
!
=
 
0 0 0 0
0 0 0 0
!
; CaR =
0BB@
0 1
0 0
0 0
0 0
1CCA
with
w211 x= iα
(
2 cotβ+α2C−Ru0u′0; w212 x= iαRu02 + 3α2u0: (40)
Note that P1 does not appear since µ1 = 0.
The following linearization of the OrrSommerfeld problem is obtained
immediately by applying Theorem 5.1 and Corollary 6.1.
Theorem 7.1. A linearization of the OrrSommerfeld problem (30) with
boundary conditions (36)(39) is given by the linear operator pencil T ,
T λ =

TDλ
TRλ

x W 12 0; 16 → L20; 16 × 6; λ ∈ ;
where for λ ∈  and y ∈ W 12 0; 16, with w211, w212 given by (40),
TDλy
= y ′ +
0BBBBBB@
0 −1 0 0 0 0
0 0 −1 0 0 0
0 0 0 −1 0 0
α4 + iαRα2u+ u′′ + λα2 0 −2α2 − iαRu− λ 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
1CCCCCCAy;
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TRλy =
0BBBBBB@
w211 w
2
12 0 −u0 −λ 0
−u′0 2u0+3 αiR 0 iαR 1 −λ
0 1iαR 0 0 0 1
α2 0 1 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
1CCCCCCAy0
+
0BBBBBB@
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 1 0 0 0 0
1 0 0 0 0 0
1CCCCCCAy1:
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