INTRODUCTION
Over the past several decades a significant amount of research activity has been devoted to Machine Signature Analysis (MSA).
1-3 The major tool used for MSA has been spectral analysis. Classical spectral estimation techniques include Periodogram, Averaged Periodogram and BlackmanTukey spectral estimation. Newer approaches to spectral analysis include a variety of Parametric modeling techniques. Within this category are the Rational Transfer Function Modelling Method, Autoregressive (AR) Power Spectral Density (PSD) Estimation, Moving Average (MA) PSD Estimation, Autoregressive Moving Average (ARMA) PSD Estimation, Prony Spectral Density Estimation and Maximum Likelihood Method (MLM).
2,3
The majority of the research and development work carried out to date with regard to signal processing strategies for machine condition monitoring and diagnostics applications has focused on signals generated from stationary processes. Non-stationary processes have been left relatively unstudied. Examples of methods that are applicable to non-stationary processes are the Wavelet and the Short Time Fast Fourier Transforms.
1,4 The Prony method, originated by the French scientist Baron de Prony in 1795, 5 is also capable of analysing non-stationary processes 5,6 and is inherently suitable for the study of exponentially decaying dynamic signals, such as those that develop as a result of many different types of machinery condition deterioration, 6-9 for instance, induction motor current waveforms, 6 power transformer tank vibrations 7 and fluorescence decay behaviour for optical temperature sensing. 8 This paper explores the use of the Prony method to study such transient signals.
The Prony method was originally used for interpolation between available data points. The method and its modified versions are techniques used for modelling data of equally spaced data samples. The Prony model is similar to the wellknown system identification techniques such as the AR and ARMA models. The Prony model seeks to fit an exponential model, which is a linear combination of a series of exponential functions, to sampled data. The Prony method first determines the linear prediction parameters that fit the sampled data. Such linear prediction parameters are then used as coefficients to form a polynomial. The roots of this polynomial are finally employed to estimate the damping coefficients, the sinusoidal frequencies, the exponential amplitude and the sinusoidal initial phase of each of the exponential terms.
THE PRONY METHOD
Assuming one has N complex data samples x>1@, , x>N@, the Prony method estimate with a p-term complex expox>n@ nential model is:
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