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An exposition of root systems and Lie algebras
(ane and elliptic)
By
Saeid Azam, Hiroyuki Yamaneand Malihe Yousofzadeh
Abstract
This is an exposition in order to give an explicit way to understand (1) a non-topological
proof for an existence of a base of an ane root system, (2) a Serre-type denition of an elliptic
Lie algebra with rank  2, and (3) the isotropic root multiplicities obtained from a viewpoint
of the Saito-marking lines.
x 1. Introduction
In 1985, K. Saito [16] introduced the notion of an n-extended ane root system. If
n = 0 (respectively, n = 1), it is an irreducible nite root system (respectively, an ane
root system). In [16], he also intensively studied 2-extended ane root systems, which
are now called elliptic root systems (see [17]).
Recall that a root system R is called reduced if 2 =2 R for any  2 R. A reduced
elliptic root system is called reduced-marked if it has a codimension-one quotient root
system isomorphic to a reduced ane root system (see also [16, x5 A)]), that is, g() =
f;g for some g dened in (4.7). Most of the reduced elliptic root systems are reduced-
marked (see [1], [2]).
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Until now, various attempts have been made to construct Lie algebras whose non-
isotropic roots form extended ane root systems. Among them are toroidal Lie algebras
[15], extended ane Lie algebras [1], and toral type extended ane Lie algebras [4], [21].
See [18, Introduction] for the history.
In 2000, K. Saito and D. Yoshii [18] constructed certain Lie algebras by using
the Borcherds lattice vertex algebras, called them simply-laced elliptic Lie algebras and
showed that they are isomorphic to ADE-type (2-variable) toroidal Lie algebras of rank
 2. They also gave two other denitions for their Lie algebras. One uses generators and
relations. The other uses (ane-type) Heisenberg Lie algebras; this was generalized by
D. Yoshii [20] in order to dene Lie algebras associated with the reduced-marked elliptic
root systems, which are now called elliptic Lie algebras, or, precisely, reduced-marked
elliptic Lie algebras. In 2004, the second author [19] gave dening relations of the
reduced-marked elliptic Lie algebras of rank  2. Theorem 5.3 in this paper accounts
for why those should be called the elliptic Lie algebras.
The aim of this paper is to obtain the following, in a quite explicit way:
(1) A purely algebraic proof for the existence of a base of an ane root system (see
Theorem 3.1), the result which is obtained in [13] using a topological argument.
(2) An extension of a result from [19] to that for any reduced elliptic root system
R with rank  2; we dene a Lie algebra g with generators and nite relations (see
Denition 5.1), and show that the non-isotropic roots of g constitute R with multiplicity
one (see Theorem 5.1). We also show that if a Lie algebra t has R as its non-isotropic
root system (and satises some extra conditions), there exists an epimorphism from g
to t (see Theorem 5.3).
(3) A list of the multiplicities of the isotropic roots of g (see Theorem 6.1; this
is our own new result, and is obtained from Saito's view-point). To get the list, for a
technical reason, the extension (2) is essential.
As for (2), we point out that our dening relations are closely related to dening
relations, called Drinfeld realization, of the quantum ane algebras due to V.G. Drin-
feld [7, Theorems 3 and 4]. Recently the same authors have written a paper [5], moti-
vated by [22], giving a nite presentation of the universal coverings of some Lie tori.
We hope that the material presented here regarding ane root systems, in partic-
ular the existence of a base, would give another point of view to readers interested in
the subject, specially to those reading the book [14] by I.G. MacDonald. (Incidentally,
in order to read [14], we also hope that the paper [8] would also be helpful in being
familiar with Coxeter groups, especially the Matsumoto theorem.)
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x 2. Preliminary
In this section, we mention elemental properties of (Saito's) extended ane root
systems, especially (2.5).
x 2.1. Basic notation and terminology
As usual, we let Z denote the ring of integers, N the set of positive integers, R
the eld of real numbers, and C the eld of complex numbers. For a set S, let jSj
denote the cardinal number of S. If S is a subset of R, we let S := fs 2 Sjs 6= 0g,
S+ := fs 2 Sjs  0g, and S  := fs 2 Sjs  0g.
For a unital subring X of C, an X-module M , a subset Y of X, subsets S and
S0 of M , x 2 X and m 2 M , we let S + S0 := fm + m0 2 M jm 2 S;m0 2 S0g,
m + S := fmg + S, Y S := fy1s1 +    + yrsrjr 2 N; yi 2 Y; si 2 S (1  i  r)g,
Y m := Y fmg, xS := fxgS and  S := ( 1)S; we understand S + ; = ;, ;S = ; and
Y ; = ;.
Throughout this paper, for any F-linear space V with a symmetric bilinear form
( ; ) : V  V ! F, where F is R or C, we set V0 := fv 2 Vj(v; v) = 0g and V := V n V0;
for each v 2 V, we set v_ := 2v(v;v) and dene sv 2 GL(V) by sv(z) = z   (v_; z)v
(z 2 V); for any non-empty subset S of V, we denote by WS the subgroup of GL(V)
generated by fsvjv 2 Sg, i.e.,
WS := hsvjv 2 Si;(2.1)
and moreover, let WS  S0 := fw(z0) 2 Vjw 2 WS ; z0 2 S0g, WS  z := WS  fzg for a
subset S0 of V and z 2 V, and say that a subset S of V is connected if there exists
no non-empty proper subset S0 of S with (S0; S n S0) = f0g. For a subset V 0 of V, let
(V 0)0 := V 0 \ V0, and (V 0) := V 0 \ V. We call an element of V0 isotropic.
In this paper, if V0 is a subspace of V, we always let
 : V ! V=V0(2.2)
denote the canonical map.
x 2.2. Extended ane root systems
Denition 2.1. Let l 2 N and n 2 Z+. Let V be an (l+n)-dimensional R-linear
space. Recall V0 and V from Subsection 2.1. Assume that there exists a positive semi-
denite symmetric bilinear form ( ; ) : V  V ! R such that dimR V0 = n. Let R be a
subset of V. Then R (or more precisely, (R;V)) is an (n-)extended ane root system if
R satises the following axioms:
(AX1) R  V, V = RR.
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(AX2) ZR is free as a Z-module, and rankZZR = n+ l(= dimR V).
(AX3) (_; ) 2 Z for ,  2 R.
(AX4) s(R) = R for all  2 R.
(AX5) R is connected.
(see [16, (1.2) Denition 1 and (1.3) Note 2 iii)] and see [2] for an equivalence to [1,
Denition 2.1].) Let W =WR (see (2.1)).
Let R be as in Denition 2.1. It is well-known that for all  2 R,(
R \ R = f; g; f; 2; ; 2g or f; 12; ; 12g;
(so  R = R).(2.3)
We call R reduced (resp. non-reduced) if R \ 2R = ; (resp. R \ 2R 6= ;).
We say that two extended ane root systems (R;V) and (R0;V 0) are isomorphic
if there exist an R-linear bijective map f : V ! V 0 and c 2 R with c > 0 such that
f(R) = R0 and (f(v); f(w)) = c(v; w) for v, w 2 V.
We call this f a root system isomomorphism.(2.4)
Let R, l and n be as above.
By [12, Theorem 5 of Chapter XV], since ZR=(ZR)0 is torsion free, (AX1-5) imply
that there exists an R-basis fx1; : : : ; xl+ng of V such that fxl+1; : : : ; xl+ng is an R-basis
of V0, fx1; : : : ; xl+ng is a Z-basis of the (torsion) free Z-module ZR and fxl+1; : : : ; xl+ng
is a Z-basis of the (torsion) free Z-module (ZR)0 (see Subsection 2.1 for notation), that
is, 8><>:
V = RR =Ll+ni=1 Rxi; V0 =Ll+nj=l+1Rxj ;
ZR =
Ll+n
i=1 Zxi; (ZR)0 =
Ll+n
j=l+1 Zxj ;
dimR V = rankZZR = n+ l; dimR V0 = rankZ(ZR)0 = n:
(2.5)
Let fa1; : : : ; ang be a Z-basis of (ZR)0. Then there exist x1; : : : ; xl 2 ZR such that
fx1; : : : ; xl; a1; : : : ; ang is a Z-basis of ZR as well as an R-basis of V = RR (see above).
Let 1  m  n. Let 0 : V ! V=(Ram      Ran) be the canonical map. Note that
f0(x1); : : : ; 0(xl); 0(a1); : : : ; 0(am 1)g is an X-basis of X0(R) for X 2 fZ;Rg. In
particular, we see that
if y1; : : : ; yl+m 1 are elements of ZR such that
f0(y1); : : : ; 0(yl+m 1)g is a Z-base of the free Z-module Z0(R),
then fy1; : : : ; yl+m 1; am; : : : ; ang is an X-basis of XR for X 2 fZ;Rg.
(2.6)
We call l the rank of R. We call n the nullity of R.(2.7)
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If n = 0, then R is an irreducible nite root system (see [16, (1.3) Example 1 i)]). If
n = 1, then R is an ane root system (see [16, (1.3) Example 1 ii)]), see also Remark 2.1
below. If n = 2, then R is an elliptic root system (see [16, (1.3) Example 1 iii)], [17] and
[18]).
Remark 2.1. Assume n = 1. Here we give a sketch of a proof of an equivalence
between ane root systems in the senses of [13], [14, x1.2] and [16] (i.e. our De-
nition 2.1). Let F and E be as in [14, x1.2]. Let S be a subset of F , and assume
S is an irreducible ane root system in the sense of [14, x1.2]. Identify V with F ,
that is, we regard V as an l + 1-dimensional R-linear space of ane-linear functions
f : E ! R. Clearly S satises (AX1) and (AX3-5). Let  2 V. Let  2 V be such
that c 2  + V0 for some c 2 R. Then    c is a constant function on E, that is,
(   c)(E) = fd cg for some d c 2 R. We have ss(x) = x   (_; x)(   c)
for x 2 V. Further, for e 2 E, we have ss  e = e + 2d c(;) D, see [14, x1.1] for
D. Then by using an argument similar to [16, (1.16) Assertion 1], we can see that S
satises (AX2). Let R be as in Denition 2.1. Let T be the subgroup of W generated
by fss0 j; 0 2 R; R() = R(0)g. Then T is a normal abelian subgroup, and
W=T can be identied with the nite Weyl group W(R) (cf. [16, (1.3) Note 2 ii)]).
Then R satises (AR 4) of [14, x1.2].
x 2.3. Base of an irreducible nite or ane root system
Assume that n 2 f0; 1g (cf. (2.7)). We call a subset  of R formed by (l+n)-linearly
independent elements a base if
R = (R \ Z+) [ (R \ Z ):(2.8)
(For n = 0, see [9, Theorem 10.1]. For n = 1, see Theorem 3.1 in this paper (cf.
MacDonald [13, (4.6)] (see also [16, (3.3) i)-iii)])). If  is a base of R, then, for X 2
fZ;Rg, we have




Assume that n = 1. Let  = f0; 1; : : : ; lg be a base of R; we always assume 0
is such that f(1); : : : ; (l)g is a base of (R) (see Theorem 3.1). Let () 2 Z be
such that
() 2 N and f()g is a Z-basis of (ZR)0, that is, Z() = (ZR)0:(2.10)
() is unique by (2.5). By (2.6), for X 2 fZ;Rg, we have
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The following lemma is well-known, e.g., see [9, Theorem 10.3, Lemmas 10.4 C,D,
x12 Excercises 3].
Lemma 2.1. Assume that n = 0 (cf. (2.7)). Let  be a base of R (cf. (2.8)).
Then we have the following:
(1) W = W and W   = R n 2R. (see (2.1) for W and see Denition 2.1 for
W =WR).
(2) W   = f 2 Rj(; ) = (; )g for each  2 R.
(3) For each  2 R, there exists a unique + 2W  such that W   ++Z .
(4) Let r = jf(; )j 2 Rgj. Then 1  r  3. Moreover, if r = 3, then R \ 2R =
f 2 R j (; )  (; ) for all  2 Rg.
Proof of (3). Let  = f1; : : : ; lg. Then + is the element
Pl
i=1mii 2 W  
(mi 2 Z) for which
Pl
i=1mi is maximal. Let w 2 W and let w = s1    sr be a
reduced expression, that is, r is as small as possible. By [9, Corollary 10.2 C], we have




j ; +)s1    sj 1(j) 2 + + Z . 
For R and  of Lemma 2.1, we let
(R;) := f+ 2 Rj 2 Rg:(2.12)
By checking directly (and using [9, x12 Table 2]), we have
(; ) > 0 for ,  2 (R;):(2.13)
(The fact (2.13) can also be proved as follows. Let i 2 V (1  i  l) be such
that (i; j) = ij . Then  =
Pl
i=1 xii with xi 2 R0, and xj > 0 for some j.
Write  =
Pl
i=1 yii with yi 2 Z+ (1  i  l). If yi = 0 for some i, there exist i1,
i2 2 f1; : : : ; lg with i1 6= i2, yi1 = 0, yi2 > 0 and (i1 ; i2) < 0, so (i1 ; ) < 0 which
implies that si1 () =    (_i1 ; )i1 =2  + Z , contradiction. Hence yi > 0 for all
1  i  l. Hence (; )  xjyj > 0.)
x 2.4. Notation Ssh, Slg, Sex
Let R be an (n-)extended ane root system (see Denition 2.1). Dene the subsets
Rsh, Rlg and Rex of R by
Rsh := f 2 R j (; )  (; ) for all  2 Rg;(2.14)
Rex := R \  1(2(Rsh)) and Rlg := R n (Rsh [Rex) (see (2.2) for ). Then we have
R = Rsh [Rlg [Rex (disjoint union).(2.15)
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For a subset S of R, let
Ssh := S \Rsh, Slg := S \Rlg, Sex := S \Rex.(2.16)
x 3. A non-topological proof for the existence of a base of an ane root
system
In this section we assume R is an ane root system, that is, we assume n = 1 (see
(2.7)).
x 3.1. The existence of a base of an ane root system
The following theorem seems to be well-known (see [13]), but we state and prove
it for later use. The proof in [13] uses topological terminology. Our proof seems to be
the rst one without using topology. Besides we need a technically written statement
of the following theorem for application.
Theorem 3.1. (cf. [13]) Let 0 2 V0 n f0g be such that Z0 = (ZR)0 (cf. (2.5)).
Let 0 = f1; : : : ; lg be a subset of R with j0j = l such that (0) is a base of the
irreducible nite root system ((R);V=R0) (cf. (2.8) and (2.2)). (So ZR = Z0  Z0
(cf. (2.6)).) Then there exists a unique
0 = 0(R;
0; 0) 2 R(3.1)
such that f0g [0 is a base of R and 0 2 N0  Z0. Moreover 0 = 0    for some
 2 N0 with () 2 ((R); (0)) (see (2.12)). In particular, [(_i ; j)]0i;jl is a
generalized Cartan matrix of ane-type in the sense of [10, x4.3 and Proposition 4.7].
Further, letting 1 = f0g [ 0, for any base 2 of R we have 2 = w(1) for some
 2 f1; 1g and w 2W1 . In particular,
R n 2R =W1 1 and W =W1 :(3.2)
Proof. (Strategy. We use a linear map f : V ! R (i.e., f 2 V) such that f(i) = 1
(1  i  l) and f(0) is suciently large (see (3.6)). Let f be the subset of R formed
by the elements  2 R satisfying the condition that f() > 0 and  is not expressed as
the summation of more than one elements 0 of R with f(0) > 0 (see (3.8)). We show
that f is a base of R satisfying the properties of the statement. It is easy to see that
0  f and R = (R \ Z+f ) [ (R \ Z f )). We show jf j = l + 1 by using (2.13).)
We proceed with the proof of the theorem in the following steps.
Step 1 (Denition of f). Notice that for X 2 fZ;Rg,
XR = X0  (li=1Xi)(3.3)
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(see (2.6)). We may assume that (i; i)  (i+1; i+1) for 1  i  l   1. Also since
(0) is a base of (R), if l  2, we may assume 1 is such that there exists a unique
j 2 f2; : : : ; lg such that (1; j) 6= 0. Let
R0 :=
8><>:
W0  (0 [ f21g) if l = 1,
W0  (0 [ f21g) if l  2 and 2(1; 1) = (2; 2),
W0 0 otherwise.
(3.4)
Using [9, Theorem 10.3 (c) (and x12 Exercise 3)], we can see that W0  0 and R0
are irreducible nite root systems with the base 0. If (R) is reduced, then (R) =
(W0 0). If (R) is not reduced, then (R) = (R0). In particular, we have
R  R0 + Z0:(3.5)
(see also (3.3)).
Dene f 2 V by
f(i) = 1 (1  i  l) and f(0) = 3M;(3.6)
where M := maxfjf()jj 2 R0g (notice jR0j <1). It follows from (3.5) that f() 6= 0
for  2 R.
Step 2 (Denition of f ). Let Rf;+ := f 2 Rjf() > 0g. By (3.6), we have
Rf;+ = R \ ((R0 \ Z+0) [ ([1m=1(m0 +R0))):(3.7)
Let f be a subset of R formed by the elements  2 Rf;+ satisfying the condition that
there exist no 1; : : : ; r 2 Rf;+ with r  2 such that  = 1 +   + r; namely,







By (3.7), we have
0  f :(3.9)
Notice Z0 6= ZR (by (3.3)). Then we have
Zf = ZR; R = (R \ Z+f ) [ (R \ Z f ) and jf j  j0j+ 1:(3.10)
(As mentioned in our strategy, we show that f is a base of R.)
Step 3 (If  2 f=0, then we have () 2 ((R); (0)) (for ((R); (0)),
see (2.12))). Let  2 f=0 (see also (3.9)-(3.10)). We show that  is expressed as
 = m0   (3.11)
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for some m 2 N and some  with
 2 (R0;0)(3.12)
(see (2.12) for (R0;0)). By (3.7), since f  Rf;+, we have
 = m0 + (3.13)
for some m 2 N and  2 R0. Let  2 (R0;0) \ W0  , where we recall from
Lemma 2.1 (2)-(3) that j(R0;0) \W0  j = 1. Notice f; ; ; g  W0   (cf.
Lemma 2.1 (2)). Then m0    2 R since m0    2 m0 +W0   =W0  (m0 + ) =
W0   R. By Lemma 2.1 (3), we have + =  ( ) 2 Z+0. Since m0  2 Rf;+
(cf. (3.7)),  = (m0 )+(+) and  2 f , we have + = 0 and (3.11), as desired.
Step 4 (jf j = l + 1). We show
jf n0j = 1; i.e., jf j = l + 1(3.14)
(see also (3.9)-(3.10)).
Assume jf n 0j > 1. Let 1, 2 2 f n 0 and assume 1 6= 2. Assume
(1; 1)  (2; 2). Then, by (2.13) and (3.11)-(3.12), we see that
(_2 ; 1) =
(
1 if (1) 6= (2),
2 if (1) = (2).
(3.15)
Assume (_2 ; 1) = 1. Then, since (1   2) = s2(1) 2 R, we have 1   2 2 Rf;+
or 2   1 2 Rf;+. This contradicts the fact 1, 2 2 f since 1 = 2 + (1   2) and
2 = 1 + (2   1). Assume (_2 ; 1) = 2, so (1) = (2). By (3.11), there exist n1,
n2 2 N and  2 (R0;0) such that
i = ni
0    (i 2 f1; 2g)(3.16)
(so 2   1 = (n2   n1)0). Assume n1 < n2. Notice that for i 2 f1; 2g and r 2 Z,
R 3 (s2s1)r(i) (by (AX4))(3.17)
= (ni + 2r(n2   n1))0   
=
(
(n2 + (2r   1)(n2   n1))0    if i = 1,
(n2 + 2r(n2   n1))0    if i = 2.
Hence
(n2 + r(n2   n1))0    2 R for all r 2 Z.(3.18)
Let n3 2 Z+ and t 2 N be such that 0  n3 < n2   n1 and n2 = t(n2   n1) + n3.
Assume n3 = 0. By (3.18), f ; (n2   n1)0   g  R. Hence, by (3.7) (and (2.3)),
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f; (n2   n1)0   g  Rf;+. Notice t  2 (since 0 < n1 < n2 and n3 = 0). Since
2 = t((n2   n1)0   ) + (t   1), we have 2 =2 f , contradiction. Assume n3 > 0.
Notice 2n3 < n2 (since 2n3 < (n2 n1)+n3  t(n2 n1)+n3 = n2). Let 3 = n30 .
By (3.18), 3 2 R. By (3.7), 3 2 Rf;+. Notice 2   23 = s3(2) 2 R (by (AX4)).
Then by (3.7), we have
2   23 = (n2   2n3)0 +  2 Rf;+:(3.19)
Since 2 = (2   23) + 23, we have 2 =2 f , contradiction. Hence jf j = l + 1, as
desired.
Step 5 (f is a base with 0 = 
0   ). Let 0 be  = m0    of (3.11). Then
f = 0 [ f0g, where we notice (3.9) and (3.14). It is clear that the elements of f
are linearly independent (cf. (3.3)). Hence, by (3.10), f is a base of R (cf. (2.8)).
Since Z0  Z0 = Z0  Z0 (by (3.3) and (3.10)), we have m = 1.
Step 6 (The last claim holds). Let 1 = 
0 [ f0g. Let 2 be a base of R. Dene
h 2 V  by h() := 1 ( 2 2). Then h(R)  Z n f0g. By the same formula as in (3.17),
we have jf(ss0)r(0) 2 Rjr 2 Zgj = 1 (notice that (ss0)r(0) 2 R (by (AX4))
since s = s 1
2 
and  2 R [ 2R (see (3.12) and (3.4))). Hence jRj = 1, which implies
jh(R)j = 1. Hence, by (3.5), since jR0j < 1 (R0 is an irreducible nite root system),
we have h(0) 6= 0. We may assume
h(0) > 0(3.20)
(otherwise, we replace 2 with  2). Let
m(1;2) := j(R \ Z+1 \ Z 2) n 2Rj
= jf 2 (R \ Z+1) n 2R jh() < 0gj:
Since 0 = 
0   , we have R \ Z+1  R0 + Z+0 (cf. (3.5)). Hence, since jR0j < 1,
by (3.20), we have m(1;2) <1.
We use induction on m(1;2); if m(1;2) = 0, then, by (2.8), R \ Z+1 =
R \ Z+2, so 1 = 2. Assume m(1;2) > 0. Then there exists  2 1 such that
 2 Z 2 (notice that R  Z 2 [ Z+2). By (2.8) (and (2.3)), we see
s((R \ Z+1) n 2R) = f g [ (((R \ Z+1) n 2R) n fg):(3.21)
Then we have
m(1; s(2))
= j(R \ Z+1 \ Z s(2)) n 2Rj
= js((R \ Z+1 \ Z s(2)) n 2R)j
= j(s(R \ Z+1) \ Z 2) n 2Rj
=m(1;2)  1 (by (3.21) since s() =   =2 Z 2):
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Then, by the induction, we see that there exists w 2 W1 such that w(2) = 1, as
desired.
Note that for any  2 R n 2R, there exists a subset 00 of R with j00j = l such
that  2 00 and (00) is a base of (R). Hence by the above argument, we have (3.2).
This completes the proof. 
By (3.2), we have8><>:




(2 nR) [ (Sr23+Z+ r) [ ((ZR) n (Z+ [ Z )):(3.22)
x 3.2. Dynkin diagrams of ane root systems
Here we give the Dynkin diagrams for (R;) of Theorem 3.1. We assume that if
20 2 R, then 2i 2 R for some i 6= 0, see A(4)(0; 2l) below. We describe them in the
same manner as in [11, Table 1-4]; especially, if 2i =2 R (resp. 2i 2 R ), then the
i-th dot is white (resp. black). The names of them are also the same as in [11, Table 1-4].




1 0h h() A(2)2 1 0h hh
B(1)(0; 1)
1 0x hh C(2)(2) 1 0x x() A(4)(0; 2) 1 0x h()










1 2 0h h(= h(= D(2)3 1 2 0h h(= h=) D(3)4 0 1 2h h hh
B(1)(0; 2)
1 2 0x h(= h(= A(2)(0; 3) 2 1 0h x=) h(=
C(2)(3)
1 2 0x h(= x=) A(4)(0; 4) 1 2 0x h(= h=)
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1 2 3 l 0
h(= h h    h=) h
C(2)(l + 1)
1 2 3 l 0
x(= h h    h=) x
A(4)(0; 2l)
1 2 3 l 0




1 2 3 l 0
h(= h h    h(= h
B(1)(0; l)
1 2 3 l 0





1 2 l 1 l
h(= h
h
   h h
A(2)(0; 2l   1)
0
1 2 l 1 l
x(= h
h

























l l 1 l 2 1 0















l l 1 2 1
h=) h
h





0 1 2 3 4 5 6
h h h
h
h h h h





0 1 2 3 4 5 6 7
h h h
h




0 4 3 2 1
h h h=) h h E(2)6
0 1 2 3 4
h h h(= h h
x 4. Elliptic root systems
In this section we assume R is a reduced elliptic root system, that is, R \ 2R = ;
and n = 2 (see (2.7)).
x 4.1. Fundamental-set of an elliptic root system
Denition 4.1. (Fundamental-set [fag) We say that a subset [fag of ZR
is a fundamental-set of R if it satises the axioms (FS1)-(FS2) below; we always let
a : V ! V=Ra(4.1)
denote the canonical map.
(FS1) a 2 (ZR)0 and there exists b 2 (ZR)0 such that fa; bg is a basis of (ZR)0,
i.e., (ZR)0 = Za Zb.
(FS2) jj = l + 1,   R and a() is a base of the ane root system a(R).
Until end of this section, let [fag = f0; : : : ; lg[fag denote a fundamental-set
of R. We assume (f1; : : : ; lg) is a base of (R).
Let () 2 Z be such that
() 2 N and Z() = (Z)0:(4.2)
Then a(()) = (a()) (see (2.10) for (a())).










(XR)0 = X  Xa;
R  (X+ Xa) [ (X  Xa):
(4.3)
x 4.2. Maps k and g
Lemma 4.1. (1) For any  2 R, we have
(+ (Z n f0g)a) \R 6= ;:(4.4)
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(2) Let S be a non-empty proper connected subset of . Let VS := RS  Ra and
RS := R \ VS. Then (RS ;VS) is a reduced ane root system (we have assumed R is
reduced), and (a(R
S);V=Ra) is an irreducible nite root system with the base a(S).
In particular, ZRS = ZS  ZkSa for some kS 2 N.
Proof. (1) By (4.3), R cannot be included in Z. Hence there exist  2 R and
m 2 Znf0g such that  2 ma+Z. Since a(R) is an ane root system and a() is a
base of a(R), by the rst equality of (3.22), there exist  2 , c 2 f1; 2g and w 2W
such that w() = c +ma. Notice that
R 3 ssc+ma() = s(   (c 12)(c +ma)) =    2c 1ma:(4.5)
(Hence (4.4) holds for this special .) Let  =    2c 1ma. For  2 R, we have
R 3 ss() = s(   (_; )) =  + (_; )  2c 1ma:(4.6)
By (AX5) and (4.3), by repetition of equations similar to (4.6), we see that (4.4) holds
for any  2 R.
(2) This follows from (1) and (4.3). 
By Lemma 4.1 (2), for each  2 , Rfg is a rank-one reduced ane root sys-
tem and fa()g is a base of a rank-one irreducible nite root system a(Rfg). By
Theorem 3.1, we can dene maps
k : ! N and g : ! f;; 2Z+ 1g(4.7)
by
R \ (R Ra) =
[
"2f1; 1g
(("+ Zk()a) [ (2"+ g()k()a))(4.8)
( 2 ) ( see also (4.3)).







((w() + Zk()a) [ (w(2) + g()k()a))):(4.9)
Since R is determined by , k and g,
we also denote R by R(; k; g).(4.10)
Let  2 . Let  :=  0(Rfg; fg; k()a). Then  = c()+ k()a, where
c() =
(
1 if g() = ;,
2 if g() = 2Z+ 1.
(4.11)
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Let B+ := f; j 2 g. Then jB+j = 2jj = 2(l + 1). By Thereom 3.1, we have
R =WB+  B+ and W =WB+(4.12)
(We have assumed that R is reduced).
Assume l  2 (see (2.7)). Let ,  2  be such that (_; ) =  1. Let  =
0(R
f;g; f; g; k()a). By Lemma 4.1 (2) and Theorem 3.1, we have g() = ;,
kf;g = k() and see that ((_; ); k()=k(); g()) for the rank-two reduced ane
root system Rf;g with a base f; ; g is one of the following.8>>>>>>>><>>>>>>>>:
( 1; 1; ;) so Rf;g is A(1)2 , and  =  s(),
( 2; 1; ;) so Rf;g is B(1)2 , and  =  s(),
( 3; 1; ;) so Rf;g is G(1)2 , and  =  ss(),
( 2; 2; ;) so Rf;g is D(2)3 , and  =  s(),
( 3; 3; ;) so Rf;g is D(3)4 , and  =  ss(),
( 2; 1; 2Z+ 1) so Rf;g is A(2)4 , and  =  s().
(4.13)
x 4.3. List of (; k; g)
Theorem 4.1. Let R = R(; k; g) be as in (4.10).
(1) Assume l = 1. Let f1; 0g =  and assume that f(1)g is a base of (R)
and that k(1)  k(0) if f(0)g is also a base of (R). Then k(1) = 1 and
((_0 ; 1); k(0); g(0); g(1)) is exactly one of the followings:
( 2; 1; ;; ;);
( 2; 1; ;; 2Z+ 1); ( 2; 1; 2Z+ 1; ;); ( 2; 1; 2Z+ 1; 2Z+ 1);
( 2; 2; ;; ;); ( 2; 2; 2Z+ 1; ;);
( 1; 1; ;; ;); ( 1; 1; ;; 2Z+ 1); ( 1; 2; ;; ;); ( 1; 2; ;; 2Z+ 1);
( 1; 4; ;; ;):
(4.14)
(2) Assume l  2. Then there exists R(; k; g) such that (W  ;R) is a rank-l
reduced ane root system of any type with a base  and k : ! N and g : ! f;; 2Z+
1g are any maps satisfying the condition that 1 2 k() and ((_; ); k()=k(); g())
is the same as one of (4.13) for any ,  2  with (_; ) =  1.
The statements of this theorem is well-known and, however, some of R(; k; g)'s
are isomorphic (see [16, (6.6)] and [1, Lists 4.6, 4.25, 4.67, 4.78]). For the case l  2,
which of them are isomorphic can be read o from the statement of Theorem 6.1.
x 5. Elliptic Lie algebras with rank  2
In this section we assume R is a reduced elliptic root system with rank  2, that
is, R \ 2R = ;, n = 2 and l  2 (see (2.7)). We have assumed the rank l  2 mainly
because we use the fact (5.7) below. We x a fundamental-set  [ fag of R.
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x 5.1. Useful lemma
The following lemma is useful.
Lemma 5.1. Let V 0 be a 2-dimensional C-linear space having a non-degenerate
symmetric bilinear form ( ; ) : V 0  V 0 ! C. Let 1, 2 2 (V 0). Let a be a Lie
algebra over C generated by h ( 2 V 0), E1, E2, F1, F2 and satisfying the equations
hx+x00 = xh + x
0h0 , [h ; h0 ] = 0, [h ; Ei] = (; i) Ei, [h ; Fi] =  (; i) Fi, and
[ Ei; Fi] = ijh_i , for x, x
0 2 C, , 0 2 V 0, and i 2 f1; 2g.
(1) For k 2 N, we have
[ad( E1)














(2) Let m := (_1 ; 2). Assume m 2 Z . Assume that h_1 and h_2 are linearly
independent. Assume ad( E1)
r( E2) = ad( F1)
r( F2) = 0 for some r 2 N. Let
n = n( E1; F1) := exp(ad E1) exp( ad F1) exp(ad E1):(5.2)
Then we have
ad( E1)
1 m( E2) = ad( F1)1 m( F2) = 0;










 m i F2 6= 0;
(5.3)
for 0  i   m and  2 V 0.
We can get (5.1) directly and get (5.3) by using a representation theory of sl2.
x 5.2. Denition of elliptic Lie algebras with rank  2
Let A := f(; ) 2    j (; _) =  1g. Let B := B+ [ ( B+), and B2;0 :=
f(; ) 2 B  B j 6=  6=  g. For (; ) 2 B2;0, let x; = 1   ((_; )   j(_; )j)=2.
Let VC = C
R V, so VC is a l + 2-dimensional C-linear space. We identify V with the
R-linear subspace 1 
 V of VC; we extend ( ; ) to the symmetric bilinear form on VC
in a standard way. We say that a map ! : A ! C is a tuning if !(; )!(; ) = 1
whenever (_; ) =  1. Denote !1 by the tuning with !1(; ) = 1 for all (; ) 2
A, and moreover, if W   is A(1)l , then for q 2 C, denote !q by the tuning with
!q(i; i+1) = 1 (0  i  l) and !q(l; 0) = q, where the numbering of the elements
of  is the same as that of the Dynkin diagram of A
(1)
l in Subsection 3.2.
Denition 5.1. Let k and g be as in Theorem 4.1 (2). Let ! : A ! C be a
tuning. Let g! = g(; k; g; !) be the Lie algebra over C dened by generators:
h ( 2 VC); E ( 2 B);(5.4)
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and relations:
(SR1) xh + yh = hx+y if x; y 2 C and ;  2 VC,
(SR2) [h; h ] = 0 if ;  2 VC,
(SR3) [h; E] = (; )E if  2 VC and  2 B,
(SR4) [E; E ] = h_ if  2 B+,
(SR5) (adE)
x;E = 0 if (; ) 2 B2;0,
(SR6) c()(adE)
k()
k()E = !(; )(adE)
c()
k()
k()E if (; ) 2 A,
(SR7) ( 1)c()+1c()(adE )
k()
k()E  = 1!(;) (adE )
c()
k()










 iE  = 0 if (; ) 2 A and 1  i  k()k()   1.
We call g(; k; g; !) an elliptic Lie algebra, see Introduction. Let g = g(; k; g) :=
g!1 .
We have
Lemma 5.2. If W  is not A(1)l (resp. is A(1)l ), then there is an isomorphism
' from g! to g (resp. to g!q for some q 2 C) such that '(h) = h ( 2 VC) and
'(E) 2 CE ( 2 B).
Proof. Using (5.1), we can modify (SR6-7) by taking non-zero scalar products of
E's. 
Let h! = h!(; k; g; !) := fh 2 g!j 2 VCg, and h = h(; k; g) := h!1 .
Since all equations in (SR1-9) are ZR-homogeneous, where R = R(; k; g), we
can regard g! as the ZR-graded Lie algebra g! = 2ZRg! (that is [g! ; g!0 ]  g!+0)
such that E 2 g! for all  2 B. Note h!  g!0 . For each  2 B+, we can dene




R! = f 2 ZRjdim g! 6= 0g. Then we have
WB+  R! = R!:(5.5)
Let S a non-empty proper connected subset of . Let g!;S be the Lie algebra over C
dened by the generators h ( 2 CSCa), E, E ( 2 S) and the same relations
as those in (SR1-9). Let !;S : g!;S ! g! be the homomorphism sending the generators
to those denoted by the same symbols. Let g!;S = (
!;S) 1(g!) for  2 ZRS , so g!;S =
2ZRSg!;S . Let gS = g!1;S , and gS = g!1;S . Let R!;S = f 2 ZRS j dim g!;S 6= 0g.
Let  2 . Then g!;fg = gfg, since g!;fg is dened by using (SR1-5). By Serre's
relations (SR1-5), g!;fg is (the derived algebra of) an ane Lie algebra with R!;fg =
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Rfg[Zk()a, where the ane root system Rfg is A(1)1 or A(1)2 . Hence dim g!;fg0 = 2,
and dim g
!;fg
 = 1 ( 2 R!;fg n f0g). Note R!;fg n f0g = Rfg [ Zk()a.
Lemma 5.3. There is a homomorphism ! from g! to a Lie algebra b! such that








= !(h!)L2L2Rfg[Zk()a !(!;fg(g!;fg )):(5.6)
(If ! = !1, then b
! is given as an `anization' a 
 C[t; t 1]  Cc of (the derived
algebra of) an ane Lie algebra a, see [19, Proposition 3.1].)
Proof. If ! = !1, then we can dene  = 
!1 in a way entirely similar to that of
[19, Proposition 3.1], inspired by so-called an `unfolding process' of a Dynkin diagram
of a reduced ane root system, and we see by checking each case directly that such 
has the property (5.6). The existence of a !q is well-known (see [6]). Then this lemma
follows from Lemma 5.2. 
For each  2 , let [Rfg]+ := Rfg \ (N + Zk()a), and [Rfg]  :=  [Rfg]+.
Note that Rfg = [Rfg]+ [ [Rfg] .
Lemma 5.4. For each (; ) 2 A,
g!;f;g is (the derived algebra of) an ane Lie algebra
with the ane root system Rf;g,
(5.7)
which implies R!;f;g = Rf;g [Zk()a. In particular, for each (0; 0) 2  with







 )] = 0(5.8)
for all (; ) 2 ([Rf0g]+  [Rf0g] ) [ ([Rf0g]   [Rf0g]+).
Proof. Note rst that h, h and ha are linearly independent in g
!;f;g, which fol-
lows from Lemma 5.3. Let  2 Rf;g be as in (4.13). If  is expressed as s1 : : : sr 1(r )
in (4.13) with i 2 f; g, then we let E := n1 : : : nr 1(Er ) 2 g
!;f;g
 . Let
r+1 2 f; g n frg. By (SR6-7) and (5.3), we have nr (Er+1) = nr (Er+1).
Hence g!;f;g is generated by E, E and E . We show
[E; E ] = [E ; E ] = 0:(5.9)
If Rf;g 6= A(2)4 , we have this in the same way as in [19, x2.3]. Assume Rf;g = A(2)4 .
We write X  Y if X 2 CY . By (5.3) and (SR6),
E   [E ; [E ; E ]]  [E ; [E; [E; E ]]](5.10)
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Then [E ; E  ] = 0 follows from (SR5). We have
[E  ; E] [[E ; [E; [E; E ]]]; E] (by (5.10))
 [[E ; E]; [E; [E; E ]]]] (by (SR5))
 [[E ; E]; [E ; E ]]] (by (SR6))
 n([E; [E ; E ]]) (by (5.3))
 n([E; [E; [E; E ]]]) (by (SR6))
= 0 (by (SR5)):
The remaining equalities of (5.9) can be shown similarly. Hence by (5.3) and (SR5), the
above generators satisfy Serre's relations. Hence (5.7) holds, as desired. 
For i 2 N, let (n!;)(i) be the C-linear subspaces of g! dened by (n!;)(1) :=
22[Rfg] !;fg(g!;fg ) (see Lemme 5.3), and (n!;)(i) := [(n!;)(1); (n!;)(i 1)]
inductively for i  2. Let n!; be the two Lie subalgebras of g! dened by n!; :=P1
i=1(n
!;)(i). Let n!; = g
!
 \ n!;. Then n!; = 2(ZZa)nZan!; . For each
 2 , since !;fg is a Lie algebra homomorphism (preserving Z  Za-grading), we
have n!; = n
!;
 \ (n!;)(1) = !;fg(g!;fg ) for all  2 (Z  Za) n Za. Moreover,
by (5.8), we have






Hence by Lemma 5.3 and (5.7), we have






dim h! = l + 2, and dim n!; = dim 
!;fg(g!;fg ) = 1 for  2 ,  2 [Rfg] and








2(N Za) n [Rfg]+) [ ((ZR) n (Z+ [ Z ) Za):
(5.13)
Then by (5.5), using a standard argument as in [10], [18], together with the automor-
phisms n ( 2 B+), we have
Theorem 5.1. We have (R!) = R, dim g! = 1, [g! ; g! ] = Ch_ ( 2 R),
g!0 = h
!, dim h! = l + 2, (R!)0  Z  Za, and dim g!ma = jf 2 jm 2 Zk()gj
(m 2 Z).
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By the following theorem, we can compute dim g! for  2 Z  Za.
Theorem 5.2. Let 0[fa0g be a fundamental-set of R. Then there exist a tuning
 for 0 [ fa0g and an isomorphism f : g(0; k0; g0; ) ! g! such that f(g0; ) = g! for
all  2 Z Za, where g0; := g(0; k0; g0; ). In particular, we have
dim g!ma0 = jf0 2 0jm 2 Zk0(0)gj for m 2 Z:(5.14)
Proof. Let B+0 = f0; (0)j 2 0g and B0 = B+0[ B+0. By (SR1-9), Theorem 5.1
and (5.3), for some , we have a homomorphism f of the statement such that f(g0;0 ) =
g!0 for all 
0 2 B0. Since g0; is generated by g0;0 (0 2 B0), we have f(g0; )  g! for all
 2 ZR = Z0  Za0. Since R = WB+0  B+0 by (4.12), using n(E0 ; E 0) 2 Aut(g0;)
(0 2 B0), by Theorem 5.1, we have f(g0; ) = g! for all  2 R. Since E 2 f(g0;) for
all  2 B, we have f(g0;) = g!, so f(g0; ) = g! for all  2 ZR. By the same argument,
for some tuning !0 for  [ fag, we have an epimorphism f 0 : g!0 = g(; k; g; !0)! g0;
such that f 0(g!
0
 ) = g
0;
 for all  2 ZR. Hence dim g!
0
  dim g! for all  2 ZR, so
(R!)0  (R!0)0. Assume that W   is not A(1)l . By Lemma 5.2, we have dim g!
0
 =
dim g = dim g
!
 for all  2 ZR, so (R!)0 = (R!
0
)0. Hence f  f 0 is an isomorphism,
so is f . Assume that W   is A(1)l . Assume ' : g(; k; g; !q1) ! g(; k; g; !q2) is
an epimorphism such that '(g(; k; g; !q1)) = g(; k; g; !q2) for all  2 ZR. For
 2 B+, let c 2 C be such that '(E) = cE (E 6= 0 by Lemma 5.3). For
 2 , let d = c=c . By (SR6), we have !q2(; ) = !q1(; )d=d (the element
of (SR6) is not zero by Lemma 5.3 and (5.1)). Hence di = di+1 for 0  i  l. Since
!q2(l; 0) = !q1(l; 0), we have q1 = q2. Then by the same argument as above, we
conclude that f is an isomorphism.
The last statement follows from Theorem 5.1. 
By the same argument as that for the proof of Theorem 5.2, we have
Theorem 5.3. Let t = 2ZZat be a ZZa-graded Lie algebra with T :=
f 2 ZRj dim t 6= 0g satisfying the conditions (i)-(iv) below.
(i) T  = R, and dim t = 1 for all  2 R.
(ii) t is generated by t's with all  2 R.
(iii) [t0; t0] = f0g.
(iv) There exists a C-linear epimorphism j : VC ! t0 satisfying the following
conditions (iv-i) and (iv-ii).
(iv-i) [j(); X] = (; )X for all  2 VC, all  2 Z Za, and all X 2 t.
(iv-ii) [t ; t  ] = Cj(_) for all  2 R.
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Then there exist a tuning ! for  [ fag and an epimorphism f : g! ! t such that
f(g!) = t for all  2 Z Za. (Therefore t is generated by t 's with  2 B2;0.)
x 6. List of dim gm+ra
In this section we use the notation as follows. For a Z-module X, r 2 Z and x,
y 2 X, let x r y means x y 2 rX. Recall that l = jj 1  2, and see Subsection 3.2
for the numbering of the elements i (0  i  l) of . Let  = (). Fix 1 2 shnf0g.
Fix 2 2 lg n f0g if Rlg 6= ;. Let M := Z  Za. We also denote m + ra 2 M with
m, r 2 Z by mr . Let R = R(; k; g) be as in (4.10). Let Lsh, Llg and Lex be the
subsets of M such that 1 +Lsh = R \ (1 +M), 2 +Llg = R \ (2 +M) (if Rlg 6= ;),
and 21 + Lex = R \ (21 +M) (if Rex 6= ;). Let 0 :=  n f0g, so (0) is a base
of (R). By Lemma 2.1, we have Rsh = W0  1 + Lsh, Rlg = W0  2 + Llg and
Rex =W0  21 + Lex. Let g! := g(; k; g; !), and g := g!1 .
Remark 6.1. (Due to Kaiming Zhao) Here we would like to mention that a map
fromM to f0; 1; : : : ; t 1g which is periodic modulo t on any line inM is not necessarily
meant to be periodic modulo tM . This indicates that we have to be very careful when
calculating dim g!m+ra because (5.14) does not immediately imply that dim g
!
m+ra is
periodic, although we nally see that this is true.
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 6= 00. By de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Now we have the following theorem.
Theorem 6.1. Assume g! = g if W   is not A(1)l (see Lemma 5.2). Then
dim g! with  2M n f0g are listed below.
(1) Assume that W   is X(1)l with X = A; : : : ; G, and k() = 1 and g() = ;
for all  2 , so Lsh = M , Rex = ;, and Llg = M if Rlg 6= ; (so X = B;C; F or G).
Then we have dim g! = l + 1 for all  2M n f0g.
(2) Assume W   is X(1)l with X = B;C; F or G. Let r = (2; 2)=(1; 1).
Assume that k() = (; )=(1; 1) and g() = ; for all  2 , so Lsh = M , Llg =
Z  Zra, and Rex = ;. Then we have dim g1 = l + 1 for all 1 2 Llg n f0g, and
dim g2 = jshj for all 2 2 M n Llg. (This R is isomorphic to R(1; k1; g1) for which
W1  1 is D(2)l+1, A(2)2l 1, E(2)6 (l = 4), or D(3)4 (l = 2) respectively, and k1() = 1,
g1() = ; ( 2 ).)
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(3) Assume W   is D(2)l+1, A(2)2l 1, E(2)6 (l = 4), or D(3)4 (l = 2). Let r =
(2; 2)=(1; 1). Assume that k() = (; )=(1; 1) and g() = ; for all  2 , so
Lsh =M , Llg = rM , and Rex = ;. Then we have dim g1 = l+1 for all 1 2 Llg n f0g,
and dim g2 = jshj for all 2 2M n rM .
(4) Assume W   is D(2)l+1, and k(0) = 2, k(1) = 1, k() = 2 ( 2 lg),
g() = ; ( 2 ), so Lsh = f0; ; ag + 2M , Llg = 2M , and Rex = ;. Then we have
dim g1 = l + 1 for all 1 2 2M n f0g, and dim g2 = 1 for all 2 2M n 2M .
(5) Assume W  is D(2)l+1, and k(0) = 2, g(0) = 2Z+1, k(1) = 1, g(1) = ;,
k() = 2, g() = ; ( 2 lg), so Lsh = f0; ; ag+2M , Llg = 2M and 12Lex = +a+2M .
Then we have dim g1 = l+1 for all 1 2 2M nf0g, and dim g2 = 1 for all 2 2M n2M .
(6) Assume W   is D(2)l+1, and k(0) = 1, g(0) = 2Z + 1, k(1) = 1, g(1) =
2Z+1, k() = 1, g() = ; ( 2 lg), so Lsh =M , Llg = f0; ag+2M , and Lex = a+2M .
Then we have dim g1 = l+1 for all 1 2 Llgnf0g, and dim g2 = 1 for all 2 2M nLlg.
(This R is isomorphic to R(2; k2; g2) for which W2  2 is A(2)2l , and k2() = 1,
g2() = ; ( 2 sh), k2() = 2, g2() = ; ( 2 lg [ex).)
(7) Assume W   is A(2)2l , and k() = 1 ( 2 ), g(1) = 2Z + 1, g() = ;
( 2 lg [ ex), so Lsh = Llg = M , and Lex = f;  + a; ag + 2M . Then we have
dim g = l + 1 for all  2M n f0g.
(8) Assume W   is B(1)l , and k() = 1 ( 2 ), g(1) = 2Z + 1, g() = ;
( 2 lg), so Lsh = Llg = M , and Lex = a + 2M . Let M 0 = f0; ag + 2M . Then we
have dim g1 = l+ 1 for all 1 2M 0 n f0g, and dim g2 = 1 for all 2 2M nM 0. (This
R is isomorphic to R(3; k3; g3) for which W3  3 is A(2)2l , and k3() = 1, g3() = ;
( 2 sh [lg), k3() = 2, g3() = ; ( 2 ex).)
(9) Assume W   is A(2)2l , and k() = 1, g() = ; ( 2 ), so Lsh = Llg = M ,
and Lex = f; + ag+ 2M . Then we have dim g1 = l+ 1 for all 1 2M n (Lex [ f0g),
and dim g2 = l for all 2 2 Lex. (This R is isomorphic to R(4; k4; g4) for which
W4 4 is A(2)2l , and k4(1) = 1, g4(1) = 2Z+ 1, k4(0) = 2, g4(0) = ;, k4() = 1,
g4() = ; ( 2 lg).)
(10) Assume W   is D(2)l+1, and k() = 1 ( 2 ), g(0) = 2Z + 1, g() = ;
( 2 lg [ f1g). Then









1 if p 2 1,
l if p 4 2 and z 2 0,
l + 1 if p 4 2 and z 2 1.
(6.2)
(This R is isomorphic to R(5; k5; g5) for which W5 5 is A(2)2l , k() = (; )=(1; 1),
g5() = ; ( 2 ).)
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l + 2 l + 1 l + 1 l + 1 l + 1 l + 1 l + 1 l + 1 l + 1 l + 1
1 1 1 1 1 1 1 1 1 1
l l l l ll + 1 l + 1 l + 1 l + 1 l + 1
1 1 1 1 1 1 1 1 1 1
l + 1 l + 1 l + 1 l + 1 l + 1 l + 1 l + 1 l + 1 l + 1 l + 1
1 1 1 1 1 1 1 1 1 1
l l l l ll + 1 l + 1 l + 1 l + 1 l + 1
1 1 1 1 1 1 1 1 1 1





























































Figure 1. dim gm+ra in (6.2)
(11) Assume W   is C(1)l , and k(0) = 2, k(l) = 1, k() = 1 ( 2 sh),
g() = ; ( 2 ), so Lsh = M , Llg = f0; ; ag + 2M , and Rex = ;. Then we have
dim g1 = l + 1 for all 1 2 2M n f0g, and dim g2 = l for all 2 2M n 2M .
(At this moment, we do not see why dim gp+za are periodic modulo tM for some
t 2 N. Maybe one of reasons is that g may be realized as a `xed point' Lie algebra, see
also [3], [20].)
Proof. We only prove (10), since (1)-(9), (11) are similarly treated.
Assume (1; 1) = 1. Dene "i 2 V (1  i  l) by "1 := 1 and "j := j + "j 1
(2  j  l). Then ("i; "j) = ij , and 0 =    "1. Moreover, we have
W  1 = [2f 1;1g;1il"i + 2Z;
W  r = [1;22f 1;1g;1i<jl1"i + 2"j + 2Z (2  r  l);
W  0 = [2f 1;1g;1il"i + (2Z+ 1):
(6.3)
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Then by (4.9), we have
R = [2f 1;1g;1il"i + 2Z + Za
[ [1;22f 1;1g;1i<jl 1"i + 2"j + 2Z + Za
[ [2f 1;1g;1il "i + (2Z+ 1) + Za
[ [2f 1;1g;1il 2("i + (2Z+ 1)) + (2Z+ 1)a
= [2f 1;1g;1il"i +M
[ [1;22f 1;1g;1i<jl 1"i + 2"j + f0; ag+ 2M
[ [2f 1;1g;1il 2"i + f2 + a; 2 + 3ag+ 4M:
(6.4)
Hence we have (6.1), as desired.
Let 0 [ fa0g be a fundamental-set of R. Let 0 := (0), so f0; a0g is a Z-basis of
M .










, where we replace 0 with  0 if










, we have Llg = f0; a0g + 2M and Lex = f200 + a0; 200 + 3a0g + 4M . Hence we
have the root system isomorphism f1 : RR ! RR (cf. (2.4)) such that f1(j) = j
(1  j  l), f1() = 00 and f1(a) = a0. Then by Theorem 5.2, we have dim gma0 = l+1
for m 2 Z.





. Let R5 = R(5; k5; g5) be as in the statement. Let
g0 := g(5; k5; g5). Dene the R-linear isometry f2 : RR5 ! RR by f2(j) = j
(1  j  l), f2() = 2   a and f2(a) = . Note that f2(Lsh) = f2(M) = M = Lsh,
f2(Llg) = f2(f0; g+ 2M) = Llg and f2(Lex) = f2(f; 3g+ 4M) = Lex. Hence f2 is a
root system isomorphism. Let a00 := f 12 (a
0). Then a00 4 a. By the same argument as




l + 1 if m 6= 0 and m 4 0,
1 if m 2 1,
l if m 4 2.
(6.5)
For other a0's, we can utilize the root system isomorphisms fi : ZR ! ZR (3 




























































. Let R6 = R(6; k6; g6) be
such that W6  6 is D(2)l+1, k6(i) = 1 for 0  i  l, and g6(0) = ;, g6(1) = 2Z+ 1
and g6(j) = ; for 2  j  l   1. Then we can also use the root system isomorphism
f6 : ZR6 ! ZR dened by f6(j) = j (1  j  l), f6() =  and f6(a) = 2 + a.
Finally we have




















, then we have dim gma0 = l + 1 for m 2 Z.








































, then the same as (6.5) holds.
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= ma0 with p, z 2 Z and m 2 Z. Let xy = a0, so
xZ+ yZ = Z.
Assume that p 4 0. If x 2 1, then m 4 0, so dim g = l + 1. If x 2 0, then
y 2 1, so Case-1 implies dim g = l + 1.
Assume that p 4 2 and z 2 0. If x 2 0, then y 2 1, so m 2 0, so p 4 0,
contradiction. Hence x 2 1, so m 4 2, so Case-2 implies dim g = l.
Assume that p 4 2 and z 2 1. Then m 2 1, y 2 1 and x 2 0, so Case-1
implies dim g = l + 1.
Assume that p 2 1. Then m 2 1 and x 2 1, so Case-2 implies dim g = 1.
Thus we have (6.2), as desired. This completes the proof. 
Acknowledgment. The authors would like to express their thanks to Kaiming
Zhao for a fruitful discussion on Remark 6.1. Most of this paper is motivated by delivery
of talks and lectures by the authors at the University of Isfahan, Qom University and
Arak University in Iran in September 2005 and December 2008. The authors would like
to express their thanks to professors, stas and students there for their hospitality, and
careful and warm listening to the authors' presentations.
References
[1] B. Allison, S. Azam, S. Berman, Y. Gao, A. Pianzola, Extended ane Lie algebras and
their root systems, Mem. Amer. Math. Soc. 603 (1997) 1{122.
[2] S. Azam, Extended ane root systems, J. Lie Theory 12 (2002) 515{527.
[3] S. Azam, S. Berman, N. Yousofzadeh, Fixed point subalgebras of extended ane Lie
algebras. J. Algebra 287 (2005), no. 2, 351{380.
[4] S. Azam, V. Khalili, M. Yousofzadeh, Extended ane root systems of type BC, J. Lie
theory 15 (2005). no. 1, 145{181.
[5] S. Azam, H. Yamane, M. Yousofzadeh, A nite presentation of universal coverings of Lie
tori, Publ. Res. Inst. Math. Sci, 46 (2010), no. 3, 507{548.
[6] S. Berman, Y. Gao, Y. Krylyuk, Quantum tori and the structure of elliptic quasi-simple
Lie algebras, J. Funct. Anal. 135 (1996) 339{389.
[7] V.G. Drinfeld, A new realization of Yangians and quantized ane algebras, Soviet Math.
Dokl. 36 (1988) 212{216.
[8] I. Heckenberger, H. Yamane, A generalization of Coxeter groups, root systems, and Mat-
sumoto's theorem, Math. Z., 259 (2008), 255{276.
[9] J.E. Humphreys, Introduction to Lie algebras and representation theory, Graduate Texts
in Mathematics, Vol. 9, Springer-Verlag, New York Berlin, 1972.
[10] V.G. Kac, Innite dimensional Lie algebras (3rd ed.), Cambridge Univ. Press, Cambridge,
1990.
[11] , Innite-dimensional algebras, Dedekind's -function, classical Mobius function
and the very strange formula, Adv. in Math. 30 (1978) 85{136.
42 Saeid Azam, Hiroyuki Yamane, Malihe Yousofzadeh
[12] S. Lang, Algebra, Addison-Weslay Publishing Company Inc. 1965.
[13] I.G. MacDonald, Ane root systems and Dedekind's -function, Invent. Math. 15 (1972)
91{143.
[14] , Ane Hecke algebras and orthogonal polynomials, Cambridge tracts in mathe-
matics 157, Cambridge Univ. Press, 2003.
[15] R.V. Moody, S. Eswara Rao, T. Yokonuma, Toroidal Lie algebras and vertex representa-
tions, Geom. Dedicata 35 (1990) 283{307.
[16] K. Saito, Extended ane root systems I (Coxeter transformations), Publ. Res. Math. Inst.
Sci. 21 (1985) 75{179.
[17] K. Saito, T. Takebayashi, Extended ane root systems III (Elliptic Weyl groups), Publ.
Res. Math. Inst. Sci. 33 (1997) 301{329.
[18] K. Saito, D. Yoshii, Extended ane root system IV (Simply-laced elliptic Lie algebras),
Publ. Res. Math. Inst. Sci. 36 (2000) 385{421.
[19] H. Yamane, A Serre-type theorem for the elliptic Lie algebras with rank  2, Publ. Res.
Math. Inst. Sci. 40 (2004) 441{469.
[20] D. Yoshii, Elliptic Lie algebras (Inhomogeneous Cases), Preprint, RIMS-1308 (2001)
[21] M. Yousofzadeh, A generalization of extended ane Lie algebras, Comm. Algebra 35
(2007), no 12, 4277{4302.
[22] M. Yousofzadeh, A presentation of Lie tori of type B`, Publ. Res. Inst. Math. Sci. 44
(2008), no. 1, 1{44.
