Abstract. We deal with problems connected with the identification of linear dynamic systems in situations when inputs and outputs may be contaminated by noise. The case of uncorrelated noise components and the bounded noise case is considered. If also the inputs may be contaminated by noise, a number of additional complications in identification arise, in particular the underlying system is not uniquely determined from the population second moments of the observations. A description of classes of observationally equivalent systems is given, continuity properties of mappings relating classes of observationally equivalent systems to the spectral densities of the observations are derived and the classes of spectral densities corresponding to a given maximum number of outputs are studied.
1. Introduction. In the "main stream approach" to linear systems identification (see Deistler [7] ) one of the basic assumptions is that all noise is added to the outputs (or to the equations, which is the same for our purpose). The noise thereby is assumed to be orthogonal to the inputs. In econometrics this is called the errorsin-equations approach. Here we are concerned with a different and, in principle, more general approach to noise modeling, where all variables may be contaminated by noise. Models of this kind are called errors-in-variables (EV) or latent variables models, or in a different but equivalent formulation, factor models. For the case of static systems, such models have been analyzed and used for a long time in statistics, science (in particular, chemistry), psychometrics, and econometrics (see, e.g., Adcock [1] , Spearman [26] , Gini [14] , Frisch [13] ). In the last two decades there has been a resurging interest in such models (see, e.g., Aigner et al. [2] , Anderson [5] ). Recently-mainly triggered by Kalman's work [18, 19, 20 ]-EV models have also been analyzed in systems engineering. The dynamic case has been treated, e.g., in Anderson and Deistler [3] and Deistler and Anderson [9] .
The traditional errors-in-equations approach is justified in a great number of applications dealing, for instance, with prediction. On the other hand, in a number of cases the asymmetry in errors-in-equations modeling cannot be justified and may lead to "prejudiced" results (Kalman [20] ). For example, in sonar array processing, when an array of n sensors is assumed to receive noisy signals from n − m sources (Haykin [16] ), EV models arise in a natural way. More generally, we can distinguish the following three main areas for EV modeling:
1. If we are interested in the "true system" underlying the data (rather than, for instance, in prediction) and if we cannot be sure a priori that the inputs have been observed free of noise. This is the "classical" motivation for EV models, for example, in econometrics.
2. If we want to approximate a high dimensional data vector by a small number of factors. This is the "classical" motivation for factor analysis (e.g., in psychometrics, where an example would be determining the intelligence factors underlying the test scores). A related issue is that EV modeling may considerably reduce the dimension of parameter spaces in comparison with multivariate AR or ARMA models.
3. In a number of cases, no sufficient a priori information about the number of equations and/or about the classification of the variables into inputs and outputs is available. Then, one has to use a symmetric system model which in turn demands a symmetric noise model. This point has been emphasized in particular by Kalman [18] .
The systems considered are of the form w(z)x t = 0, (1.1) wherex t is an n-dimensional vector of latent (i.e., not necessarily observed) real valued random variables, z is used for the backward-shift on the integers Z (i.e., z (x t |t ∈ Z) = (x t−1 |t ∈ Z) ) as well as for a complex variable, and where
We will call w(z) the relation function; it represents an exact (i.e., deterministic) linear system of a very general form. Clearly, systems of the form (1.1) are symmetric in the sense that no a priori classification of the variablesx t as inputs and outputs and no a priori information about causality are needed. Here also the number of equations, m, in (1.1) is not assumed to be known a priori. Without restriction of generality, we will assume that 1 ≤ m ≤ n holds and that w(z) contains no linearly dependent rows.
The observed variables x t are of the form
where u t is the n-dimensional noise vector.
Throughout the paper we will assume the following: (a.1) The processes (x t ), (x t ), and (u t ) are (wide sense) stationary with absolutely summable autocovariance functions. Thus, in particular, the spectral densities Σ,Σ, andΣ of (x t ), (x t ), and (u t ), respectively, exist and are bounded continuous functions. Due to (1.1), the spectral densityΣ is singular and w(e −iλ )Σ(λ) = 0 (1. 4) holds. Note that for a given process (x t ), a relation function w satisfies (1.1) iff w satisfies (1.4) for the spectral densityΣ ofx t ; in other words, there is no loss of information concerning w in going from the process (x t ) to its spectral density.
Assume that the spectral densityΣ of corank m is given and that the m×n matrix w satisfies wΣ = 0, where w has rank m. Then we may select m independent columns from w and regroup the columns of w such that these columns appear in the first m positions, which gives a partitioning of w as (w 1 , w 2 ). By a conformal rearrangement of the components ofx t and a corresponding partitioning ofx t = ((x which describes the input-output behavior of the system (1.1). In general this choice of outputsx 1 t is not unique. Note that for a nonsingular m × m transfer function t(z), which satisfies additional conditions (e.g., that both t and t −1 have an absolutely summable Laurent series expansion in an annulus containing the unit circle) the relation functions w(z) and t(z)w(z) are equivalent in the sense that, for a given choice of outputs, they represent the same input-output behavior k(z).
Note that there is a close relation to the behavioral approach developed by Willems [29] ; also see Heij, Scherrer, and Deistler [17] . The main differences of the behavioral approach to the setup of this paper are that here we impose stationarity and that we do not require the system to be finite dimensional.
Under rather general conditions, the restriction that (x t ) is contained in the kernel of w(z) (see (1.1)) can be replaced by the restriction that (x t ) is contained in the image of a suitably chosen n × (n − m) transfer function Λ(z), i.e.,
where, in particular, (1.5) can be chosen to be the Wold representation of the process (x t ). This gives rise to the linear dynamic factor model
where (ǫ t ) is interpreted as the (n − m) dimensional factor process, which by assumption is white noise. Λ(z) is called the matrix of factor loadings.
We commence from the equation
for the spectral densities. For given Σ, the matrixΣ is called compatible (with Σ) if (1.7) is satisfied, whereΣ andΣ are positive semidefinite and where, in addition, Σ is singular and typically,Σ satisfies further assumptions such as (a.5) or (a.6) below. Instead of compatible, we also use the term observationally equivalent. A relation function w(z) is called compatible (with Σ) if there exists a compatibleΣ, such that wΣ = 0 holds.
Without imposing additional a priori assumptions such as (a.5) or (a.6) below, the problem considered is not sufficiently structured. In particular, without such assumptions, every relation function w would be compatible with a given Σ > 0. This is an easy consequence of the fact that, for every singular n × n spectral densitŷ Σ, a constant c > 0 exists such thatΣ = cΣ is compatible with a given Σ > 0. Thus, some additional structure has to be imposed, which can be justified in a sufficiently large number of cases. In this paper, the two following alternative assumptions are considered: (a.5)Σ is diagonal. This case will be called the Frisch case. The idea behind this assumption is to provide a decoupling of common and individual effects between the variables. The common effects are attributed to the system and the individual effects to the noise. Another motivation for this assumption relates to the case where all noise is measurement noise and the measurement devices for each channel are independent. Note that the Frisch case, in particular for the static case, has a long tradition in econometrics and psychometrics; see, e.g., Aigner et al. [2] , Anderson [5] , Anderson and Rubin [6] , Gini [14] , Ledermann [22] , and Spearman [26] .
An alternative assumption is that the noise level is bounded. This will be expressed as follows:
(a.6) λ n (Σ(λ)) ≤ ǫ. This case will be called the bounded noise case. Here λ n denotes the maximum eigenvalue ofΣ(λ) and ǫ is an a priori given bound. This assumption is justified, for instance, if all noise is measurement noise and the magnitude of the error of the measurement devices (in terms of the noise spectrum) is known a priori. Additional information about the noise spectra may be taken into account by appropriate prefiltering of the data. This, in particular, relates to scale transformations and weightings of frequency bands.
Identification of errors-in-variables models is considerably more complicated than identification of errors-in-equations models. The purpose of this paper is twofold: first, to add a further step towards a theory of identification for this general case and second, to illustrate the additional complications arising with the departure from errors-inequations models. We restrict ourselves to structure theory, i.e., we commence from population second moments rather than from real data. The main problem considered in this paper is obtaining the underlying systems from the population second moments of the observations (x t ) given by the spectral density Σ. One of the main complications of the errors-in-variables problem is that, in general, the underlying system is not uniquely determined from Σ. This is a major difference to the errors-in-equations approach, where the underlying transfer function is uniquely determined from the second moments of the observations under a so-called persistent excitation condition. This nonuniqueness in the EV case is caused by a lack of a priori knowledge concerning the noise structure. This is an uncertainty about the underlying system which has nothing to do with sampling variation; it remains even in the case of an "infinite" sample.
Here our basic philosophy is not to impose additional conditions which guarantee identifiability. Such conditions, in many cases, are not justified by a priori knowledge and thus may lead to prejudiced results. For this reason, the aim considered here is to obtain classes of observationally equivalent systems from the second moments of the observations rather than a single system. Since, in general, an exact description of such equivalence classes has not yet been obtained, we will give a qualitative description in terms of topological and geometrical properties. These results may be helpful for the development of numerical procedures to compute the equivalence classes. In addition, they give an illustration of the uncertainty about the underlying model due to the lack of knowledge about the error structure.
The structure theory presented in this paper, in our opinion, is of central importance for the more general problem of identification in a linear dynamic errors-invariables setting, where we commence from data (x 1 , . . . , x T ) rather than from the second order population moments. We will give a brief sketch of this more general identification problem in order to motivate the results obtained in this paper.
In linear system identification, in many cases in a first step the data are compressed in an estimate of the second moments of the observations, in our case in an estimate Σ T of the spectrum Σ.
Let Σ T (λ) denote an estimate of Σ(λ), where T denotes the sample size. Then the class of observationally equivalent systems corresponding to Σ T is an estimate for the class corresponding to Σ. Therefore any (numerical) procedure which constructs the equivalence class to a given Σ gives an identification procedure. Such a procedure is not only reasonable, but it seems to be the obvious one.
Under general conditions, the spectral density Σ(λ) of (x t ) can be consistently estimated. If the mapping attaching to Σ the corresponding class of observationally equivalent systems is continuous, then the above estimate is consistent. Therefore, in addition to describing equivalence classes for a given Σ, the continuity of the mapping described above will be considered in this paper. Since the statistical analysis of spectral estimates is well known for a number of decades, the two problems of structure theory addressed in this paper are a major and perhaps the most important module for a general theory of identification of EV models.
The main approaches to spectral estimation are as follows: on the one hand nonparametric spectral estimation, where the spectrum is estimated at a finite number of frequencies (here the number of frequencies may increase with the sample size T ); on the other hand the spectrum may be estimated by fitting AR or ARMA models.
For the rest of this paper the spectral densities Σ,Σ, andΣ as well as the relation function w(e −iλ ) are considered for arbitrary but fixed frequency λ. If we commence from a nonparametric spectral estimate, and if no additional a priori assumptions on the order of the relation functions w(z) are imposed, then our results, obtained for an arbitrary but fixed frequency, can be applied immediately.
However, our results can also be applied for varying frequencies by putting them together pointwise, e.g., a relation function w is compatible with Σ if and only if w(e −iλ ) is compatible with Σ(λ) for every frequency λ. In particular for instance, we can check whether a given relation function w is compatible. However, we do not analyze, e.g., the additional restrictions on the equivalence classes coming from rational parametrization for Σ,Σ,Σ, and w with bounded order. Such an approach seems to be very complicated; see Stemmer [27] and also some remarks in section 5.
Clearly, the results obtained for fixed frequency also apply to situations where only a narrow frequency band is considered.
No information from the observations, besides the second moments, Σ is used. This is a reasonable limitation; however, it should be mentioned that in the nonGaussian case, higher order moments may provide important information to identify the system (see, e.g., Deistler [8] , Tugnait [28] ). In this respect, EV models are different from errors-in-equations models; however, we will not comment further on this issue here.
The paper is organized as follows. In section 2 we present the basic notations and definitions as well as a short description of the main results of the paper. The main results are contained in section 3 (for the Frisch case) and section 4 (for the bounded noise case). As an illustration, in section 5 the bivariate case is studied.
Problem statement.
Remember that from now on we only consider the case of fixed frequency. For fixed frequency Σ,Σ, andΣ are constant positive semidefinite matrices with complex entries, rather than functions of the frequency λ. The relation (function) is a constant matrix w ∈ C m×n and we will assume that it is of full rank m. In order to be completely precise, we partly repeat definitions which have been given before now for the case of fixed frequency.
From equations (1.7) and (1.4) and our assumptions we have, for the case of fixed frequency,
For a given Σ, a matrixΣ is called compatible with Σ ifΣ andΣ = Σ −Σ satisfy (2.1) and where, typically,Σ satisfies further assumptions such as (a.5) or (a.6). Analogously then,Σ and the decomposition (2.1) are called compatible with Σ. A relation w, i.e., a full rank matrix w ∈ C m×n , is called compatible with Σ if there exists a compatibleΣ such that wΣ = 0.
The set of all compatible relations corresponding to Σ with m rows is called the m-relation set R m (of Σ). Sometimes we use the notation R m (Σ). For many purposes it is appropriate to describe the system in terms of the linear m-dimensional subspace of C n generated by the rows of the relation w. By R m (Σ) we denote the set of all such subspaces corresponding to R m (Σ). By system we mean either a relation w or the subspace generated by the rows of w. Thus R m (Σ) and R m (Σ) in this sense are the sets of all systems with m outputs compatible with Σ.
An important integer is the maximum corank ofΣ, denoted by mc(Σ), among the set of allΣ which are compatible with a given Σ. At the same time, mc(Σ) is the maximum number of equations and (n − mc(Σ)) is the minimum number of factors. The subclass R m corresponding to m = mc(Σ) is of special interest, since in many cases we want to explain as much as possible by the system.
We define S as the set of all spectral densities Σ and S m as the subset of S where mc(Σ) = m holds, i.e.,
Note that the sets R m (Σ), R m (Σ), and S m depend on the particular assumption (a.i); i=5,6 imposed. We will not introduce distinct notation for each assumption since it will become clear from the context which assumption is considered.
For the Frisch case it is convenient to consider the set of all compatible noise spectral densities for given Σ, E(Σ) say, and the subsets E m (Σ) of E(Σ) corresponding to a given corank m ofΣ = Σ −Σ. Of course E(Σ) = E 1 (Σ) ∪ · · · ∪ E n (Σ), and E m (Σ) is empty for all m > mc(Σ). SinceΣ is diagonal with real elements, the sets E(Σ) and E m (Σ) can be considered as subsets of R n . The following three structural problems are analyzed in detail in the paper:
1. As has been said already, our basic philosophy is not to obtain identifiability by imposing additional restrictions (which in many cases would be a prejudice). The ultimate aim is to estimate classes of observationally equivalent systems. Thus one important structural problem is to describe classes of observationally equivalent systems, i.e. sets of systems which are compatible with given Σ. The main results concerning the description of classes of compatible systems are as follows: For the Frisch case, section 3 contains a number of results concerning observationally equivalent systems in terms of the sets E and E m . An integer of central importance for the Frisch case is the so-called Ledermann bound m L = √ n.
The structure of the set E(Σ), as well as of the sets E m (Σ), is analyzed in Propositions 3.1 and 3.3, respectively. A central result is contained in Proposition 3.5, namely, that "typically" for m ≤ m L the sets E m (Σ) are differentiable submanifolds of R n with boundaries of dimension n − m 2 . In addition by Proposition 3.6, for m = mc(Σ), the set of systems R m (Σ) is a differentiable submanifold of the set of all m-dimensional subspaces of C n . In the bounded noise case, things are different and in a certain sense easier. Note that in the Frisch case all off-diagonal elements ofΣ have to be zero, which means that we have n(n−1) real equality constraints onΣ, whereas in the bounded noise case there is only one inequality constraint onΣ. This is an intuitive explanation of why, in the bounded noise case, the set of systems R m (Σ) are typically "thick" for m ≤ mc(Σ), in the sense that they contain a nonvoid open subset of the set of all m-dimensional subspaces of C n . See Proposition 4.3. 2. As has been stated already, from the point of view of identification the continuity of the mapping attaching classes of observationally equivalent systems to Σ is important. This relates to consistency of estimation of these equivalence classes, as explained above.
For the Frisch case we show, in particular, that the mapping attaching E(Σ) to Σ is continuous (Proposition 3.7) and that on a generic subset of S the mapping attaching R m (Σ) to Σ is continuous (Proposition 3.9).
For the bounded noise case, by Proposition 4.5 the mapping attaching R m (Σ) to Σ is continuous on a generic subset of S.
Another important problem is estimation of mc(Σ). For this purpose some
properties of the sets S m of spectral densities Σ such that mc(Σ) = m holds are analyzed. In the Frisch case, for m ≤ m L , all sets S m of spectral densities with mc(Σ) = m are "thick" in the sense that they contain a nonvoid open subset of S. On the other hand, for m > m L , the sets S m are "thin" in the sense that they have Lebesgue measure zero. In this sense, spectral densities which allow for a system having more than m L outputs are a priori unlikely. Let Σ T denote an unrestricted and consistent estimate of Σ and let mc(Σ) ≤ m L ; then by the results of Proposition 3.5, generically, mc(Σ T ) will be equal to mc(Σ) from a certain T onwards. On the other hand, for
Thus in the first case mc(Σ) can be directly determined from mc(Σ T ), whereas in the second case the distance of Σ T to the set S m has to be taken into account in order to decide whether or not mc(Σ) = m holds. Such a decision can be based on a test or an information criterion. Again, for the bounded noise case things are simpler. By Proposition 4.4 all sets S m are "thick."
Now let us introduce some notation. For a matrix A, say, we use the corresponding lowercase letter a ij to denote its i, jth entry. The (left) kernel of a matrix A is denoted by ker(A); rank(A) and corank(A), respectively, denote the rank and corank, respectively, of A. If A ∈ C n×n is a Hermitian matrix, then λ 1 (A) ≤ λ 2 (A) ≤ · · · ≤ λ n (A) denote its eigenvalues. For a vector v, diag(v) denotes the (square) diagonal matrix whose diagonal elements are the corresponding entries of v. For a complex matrix A ∈ C m×n , the matrix A * is the complex conjugate transposed matrix. For a subset A, say, of a topological space, A o denotes the interior of A and A denotes the closure of A.
In the remaining part of this section we will describe topologies and geometrical structures used in this paper.
For many purposes, it is appropriate to describe the system in terms of the linear m-dimensional subspace (of C n ) generated by the rows of the relation (function) w. Let G(m, n) denote the Grassmannian of all complex subspaces of dimension m of C n . Note that these subspaces can be identified with the equivalence classes {tw|t ∈ C m×m , det(t) = 0}, w ∈ C m×n , rank(w) = m. The topology of the Grassmannian is the quotient topology and G(m, n) is a differentiable manifold of real dimension 2m(n − m). Clearly R m (Σ) is a subset of the corresponding Grassmannian G(m, n).
We always identify the set of all Hermitian C n×n matrices with R n 2 in an obvious way. (Note that a Hermitian n × n matrix is given by its n real diagonal elements and by its n(n − 1)/2 complex upper diagonal elements.) The set of all strictly positive matrices Σ > 0 (of all positive semidefinite matrices Σ ≥ 0) is denoted by S (and M, respectively). Note that S is an open subset of R 
is a local coordinate system for M m .
In the following, we will often use partitionings analogous to the partitioning above, without further explaining the notation used.
Let us define the set of all diagonal covariance matrices
and for an index set I ⊆ {1, . . . , n} we define
|I| denotes the number of elements of the index set I. Let A be a metric space endowed with the metric d(x, y). Then for two compact subsets U, V ⊆ A, the Haussdorff distance d
If C(A) denotes the set of all compact subsets of A, then d H is a metric defined on C(A). We will consider the following three cases:
1. A = R n and d(x, y) = x−y is the usual Euclidean distance. The Haussdorff distance is then defined on C(R n ), the set of all compact subsets of R n . 2. Using the Haussdorff distance we can define a metric on the Grassmannian G(m, n): let x, y ∈ G(m, n); then we define
In other words, the distance of two m-dimensional subspaces of C n is defined as the Haussdorff distance of the intersections of these subspaces with the unit ball. This distance has a close connection to the canonical correlations of the spaces x and y.
The Haussdorff distance is then defined on C(G(m, n)), the set of all compact subsets of G(m, n).
The Frisch case.
Here condition (a.5), i.e., thatΣ is diagonal, is imposed throughout. For given Σ then, a decomposition (2.1) is called a Frisch decomposition.
3.1. The set of all observationally equivalent systems. This subsection is concerned with the description of sets of observationally equivalent (i.e., compatible) spectraΣ of the latent variables (x t ) and of observationally equivalent systems. For convenience, in this section we will consider sets of observationally equivalent noise spectral densitiesΣ. Since for given Σ the matricesΣ andΣ are in an obvious oneto-one relation, this also gives a description of the set of all observationally equivalent Σ. ReplacingΣ byΣ is only done since sets ofΣ's can be embedded in R n . Whether or not sets of observationally equivalentΣ's or of observationally equivalent systems are of primary interest depends on the particular application.
The main results obtained in this subsection are as follows: In Proposition 3.1 we give a topological description of the set E(Σ) of all compatible noise spectra: E(Σ) is shown to be topologically equivalent to the intersection of the unit sphere with the first orthant in R n . This result is important for illustrating the nonuniqueness inherent in the Frisch case. In Proposition 3.3 we consider subsets of E corresponding to different numbers of outputs. In particular we see that the set E 1 corresponding to the single output case is generic and that the closures of these sets are nested in the sense that E 1 ⊇ · · · ⊇ E n holds. Proposition 3.5 contains one of the most important results of the paper. It is shown that, for a generic set of spectra Σ, the sets E m (Σ) are either empty (for m > mc(Σ)) or differentiable manifolds of dimension n − m 2 with boundaries. In particular this generic set contains only spectra with a Frisch corank mc(Σ) ≤ √ n.
As has been mentioned already, the case m = mc(Σ) is of particular interest. In many cases only systems with the maximum number of outputs are considered. In Proposition 3.6 we show that in this case, the set of observationally equivalentΣ is homeomorphic to the set of all observationally equivalent systems R m (Σ). In addition, in this case the set of observationally equivalent systems is generically a differentiable manifold of dimension n − m 2 with boundaries. We start with the following description of the set E ⊆ R n of all observationally equivalentΣ. For the next Proposition see Deistler and Scherrer [11] .
. Thus E is compact and is a topological manifold with boundaries of real dimension n − 1.
Proof. For each d ∈ K + , the matrix (Σ − λ diag(d)) is positive semidefinite and singular (and thus compatible with Σ) iff λ is the smallest real number, λ 0 say, for which (Σ − λ diag(d)) is singular. Clearly then, 1/λ 0 is the largest eigenvalue of
This function is continuous, because the largest eigenvalue is a continuous function of the matrix elements. (See, e.g., Golub and van Loan [15] .) Since Σ is nonsingular, the inverse mapping defined byΣ → (σ 11 , . . . ,σ nn )/ (σ 11 , . . . ,σ nn ) is well defined and continuous, too.
The second statement of the proposition is an immediate consequence of the first.
It is a trivial consequence of the proposition above that the Frisch decompositions always exist and thatΣ is never unique without imposing further restrictions. The intersection of E(Σ) with a coordinate axis corresponds to the regression of one component of x t on all other components, i.e., to the case where only one component of x t is corrupted by noise. It has been shown in Schachermayer and Deistler [24] that E is smooth exactly at the points where corank(Σ −Σ) = 1 holds.
In the next step we analyze the partitioning of the set E as E = E 1 ∪ · · · ∪ E n , i.e., according to different numbers of outputs. The first problem in this context is to determine mc(Σ). We have the following result (compare Deistler and Anderson [10] ). Proof. As can be easily seen, m > mc(Σ) if and only if R m (Σ) = ∅. Let w ∈ R mc(Σ) (Σ). Clearly, by the appropriate choice of a nonsingular transformation t, a column of w can be made equal to the first unit vector. By omitting the first m−mc(Σ) rows from w, we obtain an element of R m (Σ) with a zero column.
Conversely, suppose that w ∈ R m (Σ) contains a zero column, e.g., the first one. We can interpret (Σ−Σ) as a variance-covariance matrix of a certain vector of complex valued random variables. The regression of the first component of this random vector on the remaining components gives a relation. By adding this relation as a row to w, we get a compatible relation for Σ with rank m + 1.
Note that Proposition 3.2 does not provide us with a criterion of great practical use. Practically useful criteria are available for the case mc(Σ) ≥ m u = (n + 1)/2 and for the static case mc(Σ) = 1. See Anderson and Rubin [6] , Anderson and Deistler [4] , and Deistler and Scherrer [11] for the first case and see Frisch [13] , Kalman [18] , and Klepper and Leamer [21] for the static case.
0 ∈ E holds. Note that the corank is an upper semicontinuous function of the matrix elements, since the determinant is a continuous function. Therefore corank(Σ −Σ 0 ) ≥ m + 1 holds and thus E m+1 ∪ · · · ∪ E n is closed. We now show that E m is dense in E m ∪· · ·∪E n by showing that every neighborhood of aΣ 0 ∈ E k+1 contains aΣ in E k . Let w be a basis of ker(Σ −Σ 0 ). From wΣ = wΣ 0 = 0, we see that at least one column of w and the corresponding diagonal element ofΣ 0 are unequal to zero. Then, after rearrangement of variables in x t and by a suitable transformation t, we may write w = (I, w 2 ) andσ It is an immediate consequence of the above proposition that
, and in addition by the inequalityΣ ≤ Σ, it follows that E m (Σ) and in particular E mc(Σ) (Σ) are compact subsets of R n . The next proposition gives some basic results for the sets R m (Σ) and R m (Σ), respectively. Note that for any compatible m-relation there exists a compatibleΣ ∈ E m (Σ)) = E m (Σ) ∪ · · · ∪ E n (Σ). Thus the sets R m (Σ) and R m (Σ) are related to E m (Σ) rather than to E m (Σ). Furthermore there is, in general, no one-to-one relation betweenΣ and the system, since the mapping attaching toΣ the kernel of (Σ −Σ) is not injective in general. This can be seen from wΣ = wΣ by considering the case where w has a zero column.
Proof. This is an immediate consequence of the fact that
Now let us consider the mapping [12] , Deistler and Scherrer [11] , and Scherrer [25] .) Proposition 3.5.
1. The complement of S r , i.e., S \ S r , is a set of Lebesgue measure zero (in this sense S r is generic in S).
r is open and nonvoid in S, and dense in S m , for all m ≤ m L . 4. For Σ ∈ S r and m < m L , the set E m (Σ) is either empty or a differentiable submanifold of R n with boundaries of dimension n − m 2 . For Σ ∈ S r and m = m L , the set E m (Σ) contains only a finite number of points.
Proof. 1. By the theorem of Sard (see Milnor [23] ) we know that the set of "irregular" points of f m,I is a set of Lebesgue measure zero. Therefore S \ S r has Lebesgue measure zero, since it is a finite union of sets of measure zero. 
, which is an "irregular" point of f m(k),I(k) . There is only a finite number of possible combinations (m(k), I(k)); thus at least one of them, (s, J ) say, must occur infinitely often. Since (Σ k 
has full rank n in the pointΣ 0 . Thus we may further restrict U in a way such that h : U ⊆ R n → V = h(U) ⊆ R n is a local diffeomorphism of R n . By this construction we have found a coordinate system h of R n , such that
) contains infinitely many points, then E m (Σ 0 ) must contain a limiting point,Σ 0 say, since E mc (Σ 0 ) is closed and bounded. On the other hand, since all pointsΣ ∈ E m give regular points (Σ 0 −Σ,Σ) of f m,I (and in this case f m,I is locally injective) all points of E m must be isolated.
From the proposition above we see that S r is a set of "well-behaved" spectral densities in the sense that, for every Σ ∈ S r , the sets E m (Σ) are nice mathematical objects, i.e., they are differentiable manifolds. In addition, mc(Σ) is a continuous function on S r , since S \ S r contains all points of discontinuity of mc(Σ). Note that, in addition, S 1 is fully contained in S r , since for all Σ ∈ S 1 and Σ 0 ∈ E(Σ),
is defined in a neighborhood ofΣ 0 and has full rank 1. Thus for all Σ ∈ S 1 , the set E(Σ) is differentiable submanifold of R n with boundaries of dimension n − 1. The set S \ S r in particular contains all spectral densities with Frisch corank larger than the Ledermann bound. Thus the latter case is highly nongeneric.
For Σ ∈ S \ S r the following cases may occur (see Scherrer [25] ):
n , but the dimension of E m (Σ) is either larger or smaller than n − m 2 . As has been stated already, in many cases the class of observationally equivalent systems with a maximum number of equations is of particular interest. In this case we have the following. Proposition 3.6. For m = mc(Σ), the sets E m (Σ) and R m (Σ) are homeomorphic. If, in addition, Σ ∈ S r and mc(Σ) < m L hold, then R m (Σ) is a differentiable submanifold of G(m, n) with boundaries of dimension n − m 2 and E m (Σ) and R m (Σ) are diffeomorphic.
Proof. First we note that, for m = mc(Σ), the mapping
is bijective by Proposition 3.2; this is true because we can computeΣ from the equation wΣ = wΣ, since w ∈ R m (Σ) contains no zero column for m = mc(Σ). (Note that w and tw give the sameΣ.) Now letΣ 0 ∈ E m (Σ), where w.l.o.g. we assume that (Σ 22 −Σ 
for allΣ ∈ U and κ m (·) is continuous, since k is a homeomorphism.
Next, define the mapping
where w j denotes the jth column of w and Σ j denotes the jth column of Σ. The mapping h is defined and continuous for all w ∈ C m×n , which have no zero column. Then we have κ −1 m (x) = h(I, k(x)) for all x ∈ V ∩ R m (Σ), which proves that κ −1 m is continuous.
Now we consider the case Σ ∈ S r and m = mc(Σ) < m L . As is shown in the proof of Proposition 3.5, we can use the mapping 
(Again we have to shrink the neighborhoods U, U ′ and V, V ′ , V ′′ suitably.) Putting this together we have found a coordinate mapping k
Continuity results.
If we commence from real data, Σ is not known a priori but has to be estimated. As is well known under general assumptions on (x t ), e.g., the usual nonparametric estimates Σ T of the spectral density of Σ are consistent. Then, e.g., R m (Σ T ) is an estimate for R m (Σ). In this context the question arises whether the estimate R m (Σ T ) is close to the "true" set of systems R m (Σ), if Σ T is close to Σ; in other words, whether the mapping Σ → R m (Σ) is continuous. Then if
First we consider the continuity of the mappings Σ → E(Σ) and Σ → E m (Σ). Proposition 3.8 shows that the mapping Σ → E m (Σ) is continuous for Σ ∈ S r and Proposition 3.7 shows that Σ → E(Σ) is globally continuous. Proposition 3.9 shows that the mapping Σ → R m (Σ) is continuous for Σ ∈ S r . Proposition 3.7. The mapping S → C(R n ) : Σ → E(Σ) is continuous (with respect to the Haussdorff distance).
Proof. We consider a sequence (Σ k ∈ S) which converges to Σ 0 ∈ S, i.e., Σ k → Σ 0 . In order to prove that d H (E(Σ 0 ), E(Σ k )) → 0 holds, by Lemmas A.4 and A.5, we have to construct, for everyΣ
It is easy to see thatΣ k = λΣ 0 , where λ is the reciprocal of the largest eigenvalue of the matrix ( Proof. We consider a point Σ 0 ∈ S r and a sequence Σ k ∈ S r with Σ k → Σ 0 . By Proposition 3.5, w.l.o.g. we can assume that mc(
Thus we have only to consider the case m ≤ m 0 .
LetΣ
(U) for all k large enough and we can find a decomposition
) for all such k's. Now, by considering a sequence of "shrinking" neighborhoods of (Σ 0 ,Σ 0 ), we can construct a sequenceΣ k ∈ E m (Σ k ) withΣ k →Σ 0 . By Lemmata A.4 and A.5 we therefore have d
In the following proposition we describe the continuity results for the relation sets R m (Σ). Note that by Proposition 3.4, the relation sets R m (Σ) are compact subsets of the Grassmannian G(m, n).
Proposition 3.9. The function S r → C(G(m, n)): Σ → R m (Σ) is continuous (with respect to the Haussdorff distance).
Proof. This result immediately follows from Proposition 3.8 and Lemma A.7.
Note that for mc(Σ) > √ n, typically the set E m (Σ) for m = mc(Σ) will be a singleton, i.e., the system corresponding to the maximum number of outputs will be unique; see Scherrer [25] . If m = mc(Σ) is known, then estimates for Σ taking into this restriction may be used. For this case the following result holds. Proposition 3.10. For a sequence
Proof. Note that for m < mc(Σ 0 ), the set E m (Σ 0 ) contains infinitely many elements. Thus the assumption E m (Σ 0 ) = {Σ 0 } implies mc(Σ 0 ) = m. Since S 1 ∪ · · · ∪ S m is open (see Proposition 3.12), our assumptions imply that mc(Σ k ) = m for all k large enough. Thus E m (Σ 0 ) and E m (Σ k ) are compact subsets of R n for all such k's. Now we define a sequence (
Since the (Σ k )'s are bounded, there exist a limiting pointΣ l , say. As in the proof of Lemma A.5, we can see thatΣ l ∈ E m (Σ 0 ) and thusΣ l =Σ 0 . Therefore Lemmata A.4 and A.5 imply the convergence of the sets
follows from an analogous reasoning.
In the next proposition, continuity results are considered when the true system is observed with small noise satisfying (a.5). Then the set of observationally equivalent systems is small and close to the true system. Proposition 3.11 (low noise). LetΣ 0 ∈ M m and w ∈ C m×n be a basis for the left kernel ofΣ 0 such that w contains no zero column. If
and thusσ
The second statement can be proved analogously to the proof of Proposition 3.10.
3.3. Some further properties of S m . In applications one might be interested in determining mc(Σ) from data. For this purpose one may use, for instance, a sequence of likelihood ratio tests. In order to derive the properties of such a procedure, the properties of the sets S m have to be investigated. In addition to Proposition 3.5, we have the following properties of these sets: from Propositions 3.5 and 3.12 we see that Proposition 3.12. Let w = (1, . . . , 1) and O ∈ C n×(n−m) with wO = 0 and O * O = I ∈ C (n−m)×(n−m) . We now prove that Σ = OO * + ǫI is an element of S m for all 0 < ǫ < 1/(n − 1). Clearly mc(Σ) ≥ m. Suppose that Σ =Σ +Σ is a Frisch decomposition of Σ. Now 0 ≤ wΣw * = wOO * w * + ǫww * − wΣw * implies that σ ii ≤ nǫ for all i. Thus we have for all v = λO * , λ ∈ C 1×n−m , λλ
Therefore O * Σ O > 0, and thus corank(Σ) ≤ m must hold.
Consider a sequence Σ
We consider all matrices Σ of the form Σ = Σ 0 + ΛΛ * , Λ ∈ C n×n , where the largest eigenvalue of ΛΛ * is smaller than some ǫ > 0. Clearly this set contains an open and nonvoid subset of S. Since S r is dense in S, there exists a Λ such that Σ 0 + ΛΛ * ∈ S r , and therefore mc(Σ 0 + ΛΛ * ) ≤ m L . We now define n matrices Σ i = Σ 0 + i j=1 λ j λ * j , where λ j denotes the jth column of Λ. It is trivial to see that mc(Σ i ) ≥ mc(Σ i−1 ) − 1 holds. Thus we must have mc(Σ i ) = m for some index i. In this way we may find a matrix Σ ∈ S m in any neighborhood of Σ 0 ∈ S m+1 .
4. The bounded noise case. In a number of applications, the assumption (a.5) thatΣ is diagonal, i.e., that the noise components are mutually uncorrelated, is not appropriate. Here we consider the alternative assumption that the noise level is bounded. This assumption is expressed as (a.6) λ n (Σ(λ)) ≤ ǫ. The idea behind this assumption is that the order of magnitude of the noise is known a priori and nothing else. We will adhere to assumption (a.6) throughout this section. Clearly, terms such as compatible or m-relation set in this section relate to assumption (a.6) and not to (a.5).
If we replace assumption (a.6) by trΣ ≤ ǫ, most results can be shown analogously. Note that in the static case, tr(Σ) = Eu ′ u is the mean square error.
In Proposition 4.1, for a given relation w a corresponding minimal noise spectrum Σ is derived. In Proposition 4.2, a characterization of compatible relations is given and it is shown that mc(Σ) can be easily determined from the eigenvalues of Σ. From Proposition 4.3, we see that for λ m (Σ) < ǫ the sets R m (Σ), in a certain sense, are of the same topological dimension as G(m, n), namely, 2m(n − m). For the Frisch case, on the other hand for the special case m = mc(Σ) < m L , we see from Propositions 3.5 and 3.6 that R m (Σ) has generically dimension n−m 2 which is smaller than 2m(n−m). This result is not implausible, since (a.5) imposes more restrictions than (a.6). Some topological properties of the sets S m are considered in Proposition 4.4; it is shown that all sets S m are "thick" in the sense that they contain an open nonvoid subset of S. Finally, Proposition 4.5 shows that the mapping Σ → R m (Σ) is continuous on a generic subset of S.
For the next proposition see Kalman [20] . Proposition 4.1. Let Σ be given, let w be an arbitrary but fixed relation, and consider the set of allΣ satisfying (1.7) and (1.4), andΣ,Σ ≥ 0. With respect to the semi-ordering given by semipositivity of matrices, this set has a unique minimal elementΣ
Proof. Since w has full rank, there is "coordinate transformation" x t → t(z)x t , such thatw = wt −1 = (I, 0). IfΣ,Σ, andΣ denote the corresponding transformed spectral densities Σ,Σ, andΣ, respectively, then in an obvious partitioning,
holds. SinceΣ must be positive semidefinite, the above equation
11Σ 12 . This inequality now gives
and thus by backsubstituting,Σ = t −1Σ t − * ≥ Σw * (wΣw * ) −1 wΣ. An (almost) immediate consequence of the above proposition is the following characterization of compatible relations, and of the maximum corank, for a given Σ.
Proposition 4.2.
1. w ∈ C m×n , rank(w) = m is compatible with Σ iff wSw * ≥ 0 holds, where
Proof. By Proposition 4.1, we know that w is compatible if
holds. As can be easily seen, this equivalent to ǫI Σw * wΣ wΣw * ≥ 0, which in turn is equivalent to wΣw * ≥ 1 ǫ wΣΣw * . Now R m (Σ) is not empty iff S = ǫΣ − ΣΣ has at least m eigenvalues greater than or equal to zero. Thus item 2 follows immediately.
Note that in this case, as opposed to the Frisch case, the characterization of mc(Σ) from Σ is easy. Note also that in the bounded noise case considered here, all m-relation sets may be empty (if ǫ is too small) and thus mc(Σ) = 0 may hold.
In the next proposition, some topological and geometric properties of the mrelation set R m (Σ) are given.
Proposition 4.3.
Proof. 1. Since G(m, n) is compact, it remains to prove that R m (Σ) is closed. Let x k ∈ R m (Σ) be a sequence converging to x 0 ∈ G(m, n). Without loss of generality, let w 0 = (I, w 0 2 ) be a basis for x 0 and let w k = (I, w k 2 ) be the corresponding basis for x k . Then clearly w k → w 0 andΣ w k →Σ w0 , whereΣ w denotes the least squares error covariance defined by (4.1). ClearlyΣ w0 satisfies (a.6) and thus x 0 ∈ R m (Σ) holds.
2. By assumption, the matrix S = ǫΣ − ΣΣ has at least m eigenvalues strictly larger than zero. If w ∈ C m×n spans the corresponding eigenspace of S, then wSw * > 0 holds. Thus R m (Σ) and therefore, also, R m (Σ) contains an open and nonvoid subset.
Clearly R o m ⊆ R m and thus R o m ⊆ R m = R m . Since unitary coordinate transformations do not change the topological structure of R m (Σ), we may, w.l.o.g., assume that Σ is a diagonal matrix and that the diagonal elements of Σ are ordered increasing in size. Let S = ǫΣ − ΣΣ be partitioned as
where Θ 11 is an s × s, s ≥ m matrix and Θ 11 ≥ 0 and Θ 22 < 0 hold. If x ∈ R m (Σ) has a basis w = (w 1 , w 2 ), which is partitioned conformingly, then it is easy to see that w 1 must have full rank m. If tw 1 = 0 holds for some vector t ∈ C 1×m , then 0 ≤ twSw * t * = tw 2 Θ 22 w * 2 t * implies tw 2 = 0, since Θ 22 < 0 holds. Since by assumption Θ 11 has at least rank m, it follows that in any neighborhood of w 1 there exists a full rank matrixw 1 , such thatw 1 Θ 11w * 1 > w 1 Θ 11 w * 1 holds. Letw = (w 1 , w 2 ); then clearlȳ wSw * > 0 holds, i.e., the corresponding subspacex is an element of R o m . Item 2 of the above proposition shows that the boundary of R m (Σ) has a simple structure. Next we consider some topological properties of the sets S m of all spectral densities Σ with mc(Σ) = m. Proof. The result is a straightforward consequence of the fact that, for two Hermitian matrices A, E, the following relations for the eigenvalues holds:
(See, e.g., Golub and van Loan [15] .)
The above propositions state that all sets S m are "thick subsets" of the set of all spectral densities. Note that in the Frisch scheme, on the contrary, the set of all spectral densities corresponding to a corank m > √ n are "thin subsets."
With the same motivation as in the Frisch case, we now consider the continuity of the mapping Σ → R m (Σ).
Proposition 4.5. The mapping
is continuous for all 1 ≤ m ≤ n. Here C denotes the set of compact subspaces of G(m, n) endowed with the Haussdorff metric and S(ǫ) ⊆ S is the set of spectral densities, which have no eigenvalue equal to ǫ.
Proof. This follows immediately from Lemma A.8.
For the low noise case, a continuity result similar to Proposition 3.11 holds. However, in this case ǫ has to go to zero at a suitable rate.
The bivariate case.
As an important special case and as a further explanation of some of the preceding results, we now discuss the case n = 2. This is done for the Frisch case and for the bounded noise case.
First we consider the Frisch case. In this case mc(Σ) = 2 holds iff Σ is diagonal. This case is not really interesting since we may then chooseΣ = 0 andΣ = Σ and thus every w ∈ C 1×2 is compatible. (See Anderson and Deistler [3] .) In particular here, the phase is uniquely determined and the gain is in an interval whose boundaries correspond to the Wiener filter formula, where all noise is added either to the second or first component. Next we consider the bounded noise case. Again we introduce the normalization w = (1, −k). This normalization excludes relation functions of the form w = (0, k) which by Proposition 4.2 are compatible iff s 22 ≥ 0 holds. Using the normalization above, w is a compatible relation iff 
and for s 22 = 0 this is equivalent to 2ℜ(ks 21 ) ≤ s 11 .
In the next step we analyze the variation of the 1-relation set for a fixed spectral density Σ but with a varying noise bound ǫ. To simplify the analysis we assume that Σ is not diagonal and that 0 < λ 1 < λ 2 holds for the eigenvalues of Σ. Clearly det(S) ≤ 0 holds for λ 1 ≤ ǫ ≤ λ 2 and det(S) > 0 otherwise. Let ǫ 0 denote the value of ǫ for which s 22 becomes zero. Since s 22 = e 2 Se * 2 , where e 2 = (0, 1), we see that λ 1 ≤ ǫ 0 ≤ λ 2 must hold. Since Σ is not diagonal and thus e 2 is not an eigenvector of S, we have λ 1 < ǫ 0 < λ 2 . Putting this together gives cases shown in Table 5 .1.
The three cases corresponding to mc = 1 are shown in Figure 5 .1 for
Note that the set of compatible transfer functions k is unbounded for ǫ 0 ≤ ǫ < λ 2 . This is a consequence of our normalization w 1 = 1. In these cases the relation function w = (0, k) is compatible! In Figure 5 .2, we show in an exemplary way how our results, which have been obtained for a fixed frequency, can be applied for the case of varying frequencies. By putting together sets of compatible systems frequency by frequency, we obtain a "tube" containing all compatible transfer functions. To be more precise, the set of all compatible transfer functions is the set of all transfer functions contained in this tube. Note, however, that the tube may contain functions which are not transfer functions, e.g., if k is not continuous (compare (1.2) ). The figures are given for the spectrum
Rationality of transfer functions, bounding of order, and causality impose additional restrictions on the set of compatible transfer functions; see, e.g., [9] for the Frisch case. An extreme example can be easily seen from Figure 5 .2, where both equivalence classes do not contain a static system (i.e., a system of order 0).
Conclusion.
In identification of errors-in-variables models-where also inputs may be contaminated by noise-often there is not sufficient a priori knowledge about the noise available in order to obtain unique models. Imposing additional assumptions, which are not justified by a priori knowledge, in order to get uniqueness may give prejudiced results. Therefore our basic philosophy is to attach to the data a set of observationally equivalent models, rather than a single model. Clearly such an approach faces additional complications. These complications, treated in an idealized setting, where the relation between second moments of the observations (rather than data) and models is analyzed, are studied here.
In particular the following problems are addressed: 1. The description of the classes of observationally equivalent models. In many cases a simple analytic description is not available; for this reason we focus on topological and geometric properties of these classes.
2. For the well-posedness of the identification problem, the continuity of the mapping attaching equivalence classes to second moments of the observations is important.
3. The class of observationally equivalent models may contain systems with a different number of outputs. Here the maximum number of outputs is of special interest. For inference for this number (e.g., by likelihood ratio testing) some topological properties of sets of spectral densities corresponding to a given maximum number of outputs are analyzed.
These problems are investigated for two different assumptions on the noise, namely, for the Frisch case (mutually uncorrelated noise components) and for the case of bounded noise. Proof. The first statement is evident. In order to prove the second statement note that the derivative of f m,I is given by Since both matrices have full rank iff H 1 has full rank, statement 2 has been proven.
, such that for all (Σ,Σ) ∈ U we have that: ifΣ = (Σ −Σ) ∈ M s andΣ ≥ 0 hold, then 1. s ≤ m, 2.Σ ∈ D J , J ⊇ I, and 3. (Σ,Σ) is a regular point of f s,J . Proof. By a rearrangement of variables in x t we may achieve thatΣ 0 22 > 0 and I = {1, . . . , l} hold. We then can choose U in such a way that (Σ 22 −Σ 22 ) > 0 and σ ii > 0 for all i ∈ I hold for all (Σ,Σ) ∈ U. Thus we have shown 1 and 2.
By Lemma A.1 we know that the derivative of g n,m (Σ −Σ) with respect to
is a regular point of f m,I . Now let U be so small that this derivative has full rank m 2 for all points (Σ,Σ) ∈ U. We consider a pair (Σ,Σ) ∈ U,Σ = (Σ −Σ) ∈ M s ,Σ ∈ D J . Again by rearrangement of the first m variables in x t , we can achieve that the lower right (n − s) × (n − s) corner ofΣ has full rank n − s. By the identity g n,s = g m,s • g n,m and the chain rule, the derivative of g n,s (Σ −Σ) with respect to d I (Σ) has full rank s Thus we have proved that, in any neighborhood of (Σ 0 ,Σ 0 ), we may find a pair (Σ,Σ) such that the derivative f m,I has full rank.
Since the determinant of the derivative is a continuous functions of the entries of (Σ,Σ), it follows that the set of pairs (Σ,Σ) with a full rank derivative is open.
Lemma A.4. Let A be a metric space endowed with the metric d(x, y) and let (U k ∈ C(A)) be a sequence of compact subsets of A and U 0 ∈ C(A). Then
i.e., iff for all x ∈ U 0 there exists a sequence y k ∈ U k , such that y k → x holds.
Proof. Let us consider two points x 1 , x 2 ∈ U 0 . Since U k is compact, there are two points
From the triangle inequality, we get
and thus
Now suppose that i k (x) → 0 holds for all x ∈ U 0 , but sup x∈U0 i k (x) does not converge to zero. Then there exist an ǫ > 0 and a sequence of points x k ∈ U 0 , such that i k (x k ) ≥ ǫ for infinitely many k's. Since U 0 is compact, there exists a limiting point x 0 ∈ U 0 of these sequence of points x k . By the above inequality, we further get
The reverse statement is evident. Clearly i k (x) → 0 is equivalent to the existence of a sequence y k ∈ U k , with y k → x. Now we consider the mapping Σ → E m (Σ). In the next proposition the semicontinuity of this mapping, in the sense that the limiting set of a sequence E m (Σ k ) is a subset of E m (lim Σ k ), is stated.
Lemma A.5. For S ∋ Σ k → Σ 0 ∈ S, we have Proof. In the case mc(Σ 0 ) < m, we have mc(Σ k ) < m from some k 0 onwards. Thus R m (Σ 0 ) = ∅ = R m (Σ k ) for all k ≥ k 0 . Now we consider the case where mc(Σ 0 ) ≥ m holds. We suppose that there exist an ǫ > 0 and a sequence x k ∈ R m (Σ k ), such that inf y∈Rm(Σ 0 ) d G (x k , y) ≥ ǫ holds for infinitely many k's. Since G(m, n) is compact, there exists a limiting point x 0 ∈ G(m, n) of these x k 's. To each x k there exists a correspondingΣ k ∈ E(Σ k ), such that x k ⊆ ker(Σ k −Σ k ). Since theΣ k 's are bounded, there exist a limiting pointΣ 0 , say. It is easy to see that Σ 0 ∈ E(Σ 0 ) and x 0 ⊆ ker(Σ 0 −Σ 0 ) hold. Thus x 0 ∈ R m (Σ 0 ) holds and we have inf
in contradiction to the construction of the sequence x k . Lemma A.7. Consider a sequence Σ k ∈ S, Σ k → Σ 0 ∈ S, where mc(Σ 0 ) = m 0 , and E s (Σ k ) → E s (Σ 0 ) for all m ≤ s ≤ m 0 holds. In this case,
holds. Proof. For x 0 ∈ R m (Σ 0 ) there is aΣ 0 ∈ E m (Σ 0 ) such that x 0 ⊆ ker(Σ 0 −Σ 0 ). In order to prove the proposition we consider the following two cases:
1. x 0 = ker(Σ 0 −Σ 0 ), i.e.Σ 0 ∈ E m (Σ 0 ). Since E m (Σ k ) → E m (Σ 0 ), we can find a sequenceΣ k ∈ E m (Σ k ), such thatΣ k →Σ 0 holds. There must be an index k 0 such that corank(Σ k −Σ k ) = m, and thusΣ k ∈ E m (Σ k ), holds for all k ≥ k 0 . Thus
holds for all k ≥ k 0 . Since ker(Σ) continuously depends onΣ, we have found a sequence x k ∈ R m (Σ k ) → x 0 . 2. x 0 ⊂ ker(Σ 0 −Σ 0 ), i.e.,Σ 0 ∈ E s (Σ 0 ) for some s > m. We can construct a sequence y k ∈ R s (Σ k ) → y 0 = ker(Σ 0 −Σ 0 ) as described above. Without loss of generality, we assume that w 0 = (I, w . Clearly w k → w 0 holds. Since x 0 ⊂ ker(Σ 0 −Σ 0 ) = y 0 , there exists a matrix o ∈ C m×s such that ow 0 ∈ C m×n is a basis for x 0 . Then ow k ∈ R m (Σ k ) holds and the corresponding subspace x k (spanned by the rows of ow k ) is an element of R m (Σ k ). Thus we have found a sequence x k ∈ R m (Σ k ) → x 0 ∈ R m (Σ 0 ). Now, using Lemmata A.4 and A.6 gives us the desired result.
Lemma A.8. Let Σ k ∈ S be a convergent sequence of spectral densities with lim n→∞ Σ k = Σ 0 ∈ S.
Proof. 1. First we note that, if mc(Σ 0 ) < m holds (and thus R m (Σ 0 ) is void), then mc(Σ k ) < m (and thus R m (Σ k ) = ∅) must hold for all k large enough. If we define d H (∅, ∅) = 0, then the statement is true for this case.
Next we consider the case mc(Σ 0 ) ≥ m. If ρ(R m (Σ k ), R m (Σ 0 )) does not converge to zero, then there exist a µ > 0 and a sequence x k ∈ R m (Σ k ) such that inf y∈Rm(Σ 0 ) d G (x k , y) ≥ µ holds. Since G(m, n) is compact, the sequence x k has a convergent subsequence. To simplify the notation we use the same index k for this subsequence. We now have lim k x k = x 0 . If (after possibly reordering variables) w 0 = (I, w 0 2 ) is a basis for the subspace x 0 , then we can find w k = (I, w k 2 ) which span the subspaces x k . Since x k → x 0 , we have w k → w 0 and w 0 (ǫΣ
holds, which gives the desired contradiction. set of all m-dimensional subspaces of C n (Grassmannian) x t observationŝ x t latent variables u t noise Σ ∈ S spectral density of (x t ) evaluated at a fixed frequency λ Σ T ∈ S an estimate of Σ based on a sample of length T Σ ∈ M m spectral density of (x t ) evaluated at a fixed frequency λ Σ ∈ M spectral density of (u t ) evaluated at a fixed frequency λ w ∈ C m×n relation function evaluated at a fixed frequency λ
