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$\cdots,$ $X_{n}$ $N(\theta, \sigma^{2})$
$\theta$ $\sigma^{2}$
$\overline{X}:=(1/n)\sum_{i=1}^{n}X_{i},$ $S^{2}:= \sum_{i=1}^{n}(X_{i}-X^{-})^{2}$
$(\overline{X}, S^{2})$ $(\theta, \sigma^{2})$ $\overline{X}$
$\theta$ UMVU
$V(\overline{X})=\sigma^{2}/n$ $\sigma^{2}$ UMVU
$S^{2}/\sigma^{2}$ $n-1$ 2 $\chi_{n-1}^{2}$
$E( \frac{S^{r}}{\sigma^{r}})=E[\chi_{n-1}^{r}]=\frac{\Gamma(\frac{n+r-1}{2})}{\Gamma(\frac{n-1}{2})}2^{r/2}=:K_{n-1,r}$
$([LC98])$ . $S=\sqrt{S^{2}}$ $n>-r+1$ $S^{r}/K_{n-1,r}$
$\sigma^{r}$ UMVU $S^{2}/(n-1)$ $\sigma^{2}$ UMVU $\overline{X}$
$\theta$ UMVU $1/(K_{n-1},{}_{-1}S)$ $1/\sigma$ UMVU $\overline{X}$ $S$
$n>2$ $\overline{X}/(K_{n-1},{}_{-1}S)$ $\theta/\sigma$
UMVU ([LC98]).
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3.
$X$ $N(\theta, \theta)(\theta>0)$ $\theta$
$|X|$ $|X|$ $\theta$ MVU
$|X|$ $\theta$ (MLE) MSE ([M06]).
$\theta$ MLE
$\hat{\theta}_{ML}=\sqrt{X^{2}+\frac{1}{4}}-\frac{1}{2}$
$|X|$ $\theta$ [M06] $T:=|X|$
$(pdf)$
$f_{T}(t, \theta)=\{\begin{array}{ll}\frac{1}{\sqrt{2\pi\theta}}(e^{-t}+e^{t})\exp(-\frac{t^{2}}{2\theta}-\frac{\theta}{2}) (t>0) ,0 ( )\end{array}$
$T$ $\hat{\theta}_{ML}$ MSE
$E_{\theta}[T]= \frac{1}{\sqrt{2\pi\theta}}e^{-\theta/2}\int_{0}^{\infty}u(e^{-u}+e^{u})e^{-u^{2}/(2\theta)}du$ , (3.1)
$E_{\theta}[ \hat{\theta}_{ML}]=\frac{1}{\sqrt{2\pi\theta}}e^{-\theta/2}\int_{0}^{\infty}(\sqrt{u^{2}+\frac{1}{4}}-\frac{1}{2})(e^{-u}+e^{u})e^{-u^{2}/(2\theta)}du$, (3.2)
$MSE_{\theta}[T]= \frac{1}{\sqrt{2\pi\theta}}e^{-\theta/2}\int_{0}^{\infty}(u-\theta)^{2}(e^{-u}+e^{u})e^{-u^{2}/(2\theta)}du$ , (3.3)
$MSE_{\theta}[ \hat{\theta}_{ML}]=\frac{1}{\sqrt{2\pi\theta}}e^{-\theta/2}\int_{0}^{\infty}(\sqrt{u^{2}+\frac{1}{4}}-\frac{1}{2}-\theta)^{2}(e^{-u}+e^{u})e^{-u^{2}/(2\theta)}du$ (3.4)





































$\int_{-\infty}^{\infty}z^{k}\phi(z)dz=\{\begin{array}{ll}0 ( k ),\frac{k!}{2^{k/2}(k/2)!} ( k )\end{array}$ (4.8)


























$0<\gamma<1$ $R_{z}^{(1)}(\theta)$ $( \sum_{k=4}^{18}z^{k})o(1/\theta^{4})$
$R_{z}^{(2)}( \theta);=(\begin{array}{l}1/29\end{array})(1+\gamma(\frac{2z}{\theta^{1/2}}+\frac{z^{2}}{\theta}+\frac{1}{4\theta^{2}}))^{-17/2}(\frac{2z}{\theta^{1/2}}+\frac{z^{2}}{\theta}+\frac{1}{4\theta^{2}})^{9}$
$\theta(1+\frac{2z}{\theta^{1/2}}+\frac{z^{2}}{\theta}+\frac{1}{4\theta^{2}})^{\frac{1}{2}}$













(4.6) (4.9) [M06] $E_{\theta}[\hat{\theta}_{ML}]/\theta$
4.2 (4.6) (4.9)























$(1+4( \sqrt{\theta}t\pm\theta)^{2})^{1/2}=1+\frac{1}{2}$ . $4( \sqrt{\theta}t\pm\theta)^{2}-\frac{1}{8}\cdot 16(\sqrt{\theta}t\pm\theta)^{4}+\frac{1}{16}\cdot 64(\sqrt{\theta}t\pm\theta)^{6}$
$+(\begin{array}{l}1/24\end{array})(1+4\gamma(\sqrt{\theta}t\pm\theta)^{2})^{-7/2}4^{8}(\sqrt{\theta}t\pm\theta)^{8}$




$0<\gamma<1$ $R_{t}^{(1)}(\theta)$ $( \sum_{k=0}^{5}t^{k})o(\theta^{3})$
$R_{t}^{(2)}(\theta):=(\begin{array}{l}1/24\end{array})(1+4\gamma(\sqrt{\theta}t\pm\theta)^{2})^{-7/2}4^{8}(\sqrt{\theta}t\pm\theta)^{8}$
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