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The energy frontier involves using powerful accelerators to create and discover new
particles, reveal their interactions and investigate fundamental forces; the intensity frontier is
characterized by using intense particle beams and highly sensitive detectors to investigate
fundamental forces and particle interactions and by studying events that occur rarely in
nature; and in the cosmic frontier, terrestrial and space-based experiments and telescopes are
used to make measurements that will offer new insight and information about the nature of
dark matter and dark energy, to understand fundamental particle properties and discover new
phenomena.	
  
Until recently, research at the energy frontier was dominated by experiments at
Fermilab’s Tevatron collider. The Large Hadron Collider (LHC) at CERN is current pushing
the boundaries at this frontier even further as the final results from the Tevatron continue to
be analyzed. Research at the intensity frontier has been broad and varied. Experiments at the
intensity frontier currently include neutrino experiments that have produced recent
measurements of the θ13 mixing angle [2]. Upcoming experiments include the precision
measurement of g-2 [3] and the Mu2e [4] muon experiments at Fermilab. An ongoing effort,
including a major workshop in December of 2011 in Rockville, Maryland, has been working
to develop and coordinate research at the intensity frontier [5].
The research outlined in this dissertation relates to proposals that will carry forward
research at both the energy and intensity frontiers, allowing us to better understand the
fundamental structure of nature. As operation of the Large Hadron Collider continues, work
has begun on the next generation of collider machines. These proposals include muon-based
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machines such as a muon collider, which will advance discoveries at the energy frontier, and a
Higgs factory, focusing on precision measurements at the intensity frontier.
A muon collider seeks to probe the energy frontier by colliding beams of positively
and negatively charged muons. An advantage to this machine is that certain rare particle
interactions are statistically more likely to occur in a muon collider. Some rarely produced
particles can be more easily detected and studied due to the differing backgrounds occurring
from muon collisions. To be successful in advancing our knowledge of the physics at the
energy frontier, a muon collider will need sufficient luminosity, a figure of merit related to the
number and energy of particles that interact when a collision of two beam occurs.
A muon-based Higgs factory collides muons in order to specifically produce and study
the Higgs boson.

Interest in this type of machine was recently renewed with the

announcement on July 4, 2012, of the discovery of a “Higgs-like” particle at the LHC [6]. A
properly designed muon-based Higgs factory could help to make a more precise measurement
of the mass and width of the Higgs boson, as well as test other fundamental properties of this
important particle to the standard model of particle physics. An effective Higgs factory,
however, requires collision of a large number of muons with a very small spread in energy.
Each of these machines presents a variety of new technical challenges. One of the
critical challenges to both machines is the cooling of muon beams they will use. Muons are
produced as tertiary particles; protons beams strike a target producing pions, and these pions
later decay into muons. As a result, the phase space (a figure of merit that measures the
physical space occupied by the beam and variation in momentum of particle in that space) of
a beam of muons captured from this production process is many orders of magnitude larger
than typical beams used in a collider. The larger the phase space of the colliding beams, the
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less likely it is that particles in the beams will interact instead of missing each other. To
maximize the effectiveness of the collider, machine design focuses on increasing its
luminosity. This can be done by increasing the number of particle produced, and also by
increasing the energy of each particle. Usually these parameters are fixed for a given machine
near the maximum achievable values. The other way to increase a collider’s luminosity, and
thereby its effectiveness, is to reduce the emittance of the colliding beams. This process is
referred to as “cooling” the beam.
Aside from the challenges of cooling a statistically acceptable muon beam, muons
have a very short lifetime before decay. Muons have a mean lifetime of approximately two
microseconds. This limits the time allowed for cooling and acceleration of the beam. Using
most conventional beam cooling methods is ruled out because the muons would decay long
before the beam would be sufficiently “cold” to meet the dynamic aperture requirements of
the collider’s accelerating structures. There is one potential method for cooling muon beams
in a sufficiently short time to make muon beam collisions feasible. This method is known as
ionization cooling. Ionization cooling occurs as particles lose momentum by passing through
material. Acceleration structures are used to restore momentum only in the forward direction,
thereby maintaining the total momentum of the beam while reducing its overall emittance.
The subject of the research for this dissertation is a particular implementation of the
theory of ionization cooling, known as parametric-resonance ionization cooling (PIC) [7].
This method has been proposed for use as a final stage of 6D cooling for muon beams in both
a muon collider and a Higgs factory [8]. In a system utilizing PIC, periodic half-integer
resonances are used where strong beam focusing is achieved at the expense of an increase in
the angular divergence of particles in the beam. By strategically placing absorbing material at
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these locations, the growth in angular divergence in kept in check as the beam travels through
the channel. PIC has the potential of being able to achieve equilibrium emittance values that
are approximately a factor of ten smaller than can be achieved through ionization cooling
alone [9].
This research will discuss how PIC can be implemented as particles follow stable
orbits traveling through in a twin helix channel. Simulation tools have been developed to test
PIC theory and optimize the basic channel design. The channel has been modeled in the
linear case including the stochastic effects of multiple Coulomb scattering and energy
straggling. Cooling efficiency has been evaluated, and tools are being developed to compare
systems with competing designs. Work has also progressed toward the design of a twin helix
channel that corrects aberrations to the channel’s optics.

The results show PIC, as

implemented in the twin-helix channel, offers a promising increase in luminosity that could
help achieve the design goals for a next-generation muon collider or a muon-based Higgs
factory.

	
  

CHAPTER 2
MUON COLLIDER AND HIGGS FACTORY BACKGROUND

A muon collider is a machine designed to study high-energy collisions at the energy
frontier without certain disadvantages associated with other high-energy particle colliders. To
understand the potential advantages of a muon collider, it is first helpful to understand other
proposed next-generation machines and some of the advantages and disadvantages of each.
A key figure of merit to determining the performance of a collider is luminosity.
Luminosity is a measure of the number of particles per unit area per time. Luminosity
increases as beam power and the number of particles in the beam increase. Luminosity is
closed related to the emittance of the colliding beams. Emittance is a measure of the 6D
phase space occupied by a beam of particles. Luminosity decreases as beam emittance grows,
a consideration we will address in the cooling discussion below.
The present leading high-energy machine at the energy frontier is the LHC at CERN.
This machine collides proton beams. Its predecessor, the Tevatron at Fermilab, collided
beams of protons and anti-protons. Although years of experience with these machines have
greatly improved their performance, challenges exist to building another proton-based
collider. One major disadvantage to building a next-generation hadron collider is the size and
the cost. Both Tevatron and LHC use ring structures to accelerate and collide particles.
Tevatron’s main ring collider had a circumference of 6.3 km and reached collision energies of
1.96 TeV [10].

LHC’s collider ring is 27 km in circumference and hopes to achieve beam
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energies of 7 TeV [11].

To achieve this improvement, LHC was built at a cost of

approximately $10 billion. Improving upon the performance of LHC could involve: (1)
advances in producing and storing protons and antiproton; (2) better optics and focusing in the
interaction region; (3) improved detector technologies, and (4) increasing energy of particles
in collision. While all of these would be areas for improvement in a next-generation hadron
collider, increasing particle energy would play a chief role. Increasing the energy of particles
in the collider would involve increasing the size of the ring used to accelerate these particles.
Expanding the ring size would result in increased costs possibly beyond a point that may be
achievable in light of the world’s current high-energy science budgetary limitation. For
example, one proposal to build a 30 TeV on 30 TeV hadron collider involved a ring with a
circumference ranging from 60-80 kilometers based on the fields used in the bending magnets
[12]. Even if we simply scale the total costs with the ring circumference we would easily
expect such a collider to easily exceed $20 billion in costs.
Another drawback to continuing with a hadron collider design is how energy is used in
the collisions. Hadrons, including protons and antiproton, are composite particles made up of
a variety of constituent sub-particles, such as quarks and gluons, and held together by the
strong nuclear force. During a collision, we are actually looking for interactions with these
constituents. As a result, only about 1/10th of the proton energy ends up being involved in the
interaction high-energy physicists study [13]. For example, when a 7 TeV proton collides
with a 7 TeV antiproton, the resulting interaction energy is not the full 14 TeV from the
collision, but only that fraction of the energy that is contained in the interaction between the
constituent sub-particles. This can be contrasted with colliders that utilize leptons. Leptons
are elementary particles under the standard model of particle physics that do not undergo
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strong interactions. They exist in three generations: electrons, positrons and muons. Because
leptons are fundamental particles, their interactions are “point-like” where the full collision
energy is involved in the interactions being produced and studied. Because of this efficiency,
lepton colliders which accelerate particle to much lower energies than existing hadron
machines can have an equivalent physics reach [14].
Despite efficient use of collision energy, there are disadvantages to lepton machines.
With machines using 1st generation leptons (electrons and positrons), ring colliders are
impractical for particles at higher energies because these particles emit synchrotron radiation
when they are sent around a circular collider [15]. The energy lost per electron or positron in
a ring magnetic field can be estimated as
∆!!"#$ =

!!"! !

!!

!

!

! ! ! ! ∝ !! !

(2.1)

where r0 is the electron radius, ρ is the bending radius, β and γ are the usual relativistic
parameters and B is the field strength of the bending magnets.
Balancing energy that can be gained though even the most advanced superconducting
acceleration structures vs. energy lost from synchrotron radiation makes a circular collider
impractical for electrons and positrons with energies greater than about 100 GeV [16]. As a
result, proposed next-generation electron and positron colliders like the ILC and CLIC have
used a linear design. The drawback to this design is that accelerating structure would be
single-pass, and approximately 32-48 kilometers in length to accelerate the particles to
energies sufficient for a reasonable physics reach [17]. The length of these machines, as with
the circumference of next-generation circular hadron colliders, means more elements and
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greater expense. As an additional concern, incorporating multiple independent detectors is
more difficult for a linear collider than for ring colliders.
Muons are second-generation leptons and have the same point-like efficiency in
maximizing collision energy as electrons and positrons. Unlike electrons and positrons,
muons can be accelerated in compact rings to higher energies since synchrotron radiation
losses for muons are negligible. This is because synchrotron losses scale as E4/m4, and the
muon mass is approximately 200 times greater than the mass of an electron [18]. Using these
rings, it is hoped that the costs of the collider can be substantially limited as compared to a
single-pass accelerating machine. Also, a ring collider using muons could, in principle,
support two or more detectors.
An additional benefit of a muon collider is that muon beams produce less
beamstrahlung, an effect where the incoming bunch feels the EM field of the other colliding
bunch.

For electron and positron beams, this effect produces synchrotron radiation at

interaction.

This works to increase the energy spread in the beam at the interaction point.

Because beamstrahlung in any e+e- collider is proportional to ΔE/E ∝ γ2, collisions with
beams of muons will be higher quality [19]. This effect, illustrated in Fig 2, can be significant
for a collider, such as a Higgs factory, where precise energy resolution is critical to machine
performance.
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Figure 2:
Comparison of luminosity density for CLIC, a proposed electron-positron
collider, and a muon collider for 3 TeV center of mass energy.

There are also substantial differences in the statistics for different types of interactions
in a muon collider vs. hadron and other lepton colliders.

One particularly interesting

interaction where muons are experimentally desirable is for a direct measurement of the Schannel Higgs interaction. This coupling is also much stronger for muons than electrons
because of their differences in mass [20].

µ +µ ! " H

(2.2)

2

! mµ $
4
# & ' 4 (10
" me %

(2.3)

Additionally, the nature of some interactions and related backgrounds may make
certain measurements, such as the width of the Higgs boson mass, directly measurable in a
muon-based Higgs factory, but not in one based on electron [21].
The potential drawbacks to the muon collider come from dealing with the muons
themselves. To obtain high luminosity, a powerful proton driver is required to produce a
statistically acceptable number of pions. Furthermore, a large fraction of these pions must be

F igure 4: Cross section through the target station. Magenta represents superconducting coils,
red represents copper coils, and yellow is used for the water-cooled tungsten carbide shielding.
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2.2.5 Phase Rotation
was successfully demonstrated by the MERIT experiment at CERN in the Fall of 2007 [24].
!"#$ %&'()*$ +(,$ -"#$ ./'()$ &(-'$ 0"&1"$ -"#2$ ,#1+2*$ "+3#$ +($ #4-5#.#62$ 0&,#$ #(#572$
A ,&)-5&8/-&'($95.)$
high field (~20 T)
solenoid and a string on tapered solenoids are used to capture and
G!"!$:$;<<=>*$8/-$-"#2$+5#$%5',/1#,$&($+$5#6+-&3#62$)"'5-$&(-#53+6$'?$
-&.#$+)$,#-#5.&(#,$82$-"#$8/(1"$6#(7-"$'?$-"#$%5'-'()$9:@$()>*$%6/)$+$)%5#+,$'?$-"#$'5,#5$
transport
the produced pions. These pions are allowed to decay into muons. The captured
'?$;$()$?5'.$-"#$,#1+2$A&(#.+-&1)B$C/1"$+$"/7#$8/(1"$&)$"+5,$-'$1+%-/5#$#??&1&#(-62$&($+($
DE$ )2)-#.*$ +(,$ ,&??&1/6-$ -'$ -5+()%'5-$ '5$ ?'1/)B$ F-$ &)$ 1'(3#(&#(-$ -"#5#?'5#$ -'$ %#5?'5.$ +$
pions,
and the resulting muons, have an extremely broad energy spread. These muons are
%"+)#$5'-+-&'($'?$-"+-$)&(76#$8/(1"*$0&-"$"/7#$#(#572$)%5#+,*$8/-$)"'5-$,/5+-&'(*$&(-'$+$
6'(7#5$,&)-5&8/-&'($0&-"$).+66#5$#(#572$)%5#+,*$+(,$-'$"+3#$-"&)$6'(7#5$,&)-5&8/-&'($&($-"#$
bunched,
and these bunches are rotated to reduce the energy spread in the beam as depicted in
?'5.$'?$+$-5+&($'?$8/(1"#)$+-$+$1'(3#(&#(-$?5#G/#(12$'?$@<;$HIJB$
E&7/5#$ K$ )"'0)$ )1"#.+-&1+662$ "'0$ -"#$ 1'(1#%-$ 0'5A)$ L;;MB$ !"#$ 8#+.$ &)$ &(&-&+662$
Fig.
4
[25].
+66'0#,$-'$,5&?-$?'5$KN$.*$0"#5#$&-$,#3#6'%)$+($#(#572O-&.#$1'55#6+-&'(B$!"#(*$+$P@$.$
1"+((#6$1'(-+&(&(7$DE$1+3&-&#)$8/(1"#)$-"&)$,&)-5&8/-&'($/)&(7$?5#G/#(1&#)$-"+-$?+66$+)$+$
?/(1-&'($ '?$ ,&)-+(1#B$ !"&)$ &)$ ?'66'0#,$ 82$ PN$ .$ '?$ ?/5-"#5$ DE$ 0&-"$ %"+)#)$ +(,$
?5#G/#(1&#)$1"')#($-'$,#1#6#5+-#$-"#$?+)-#5$8/(1"#)*$0"&6#$+11#6#5+-&(7$-"#$)6'0#5$'(#)B$

Figure 4:

ConceptualFschematic
of phase
rotation.
igure 5: Concept
of Neuffer
phase rotation.

$
The resulting muons are separated by charge into two beams and cooled through
several stages until they can be inserted into an acceleration structure and finally into a
collision ring. Because muon cooling is a critical factor in the performance of the machine, a
variety of options are being explored and will be subsequently discussed in detail. Under
current designs, the muon beam cooling systems will need to reduce the total 6-D emittance
by at least six orders of magnitude [26].
Following cooling, several proposals have been made for muon acceleration. These
include superconducting linacs, recirculating linear accelerators (RLAs), fixed-field
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alternating-gradient accelerators (FFAGs), rapid cycling synchrotrons (RCS) and hybrids
combining these technologies [27].
Finally, developments need to be made in interaction point and detector technology,
including detector shielding. New models will need to be developed to deal with the different
detector backgrounds presented in a muon collider. Studies are underway based on both a 1.5
Tev and 3 TeV collision energies [28].
A muon-based Higgs factor is actually a low energy muon collider. The majority of the
components for a muon-based Higgs factory are the same as those used in the energy frontier
muon collider described above. Although substantial design debate regarding this type of
machine is ongoing, the principal differences include:
1) Less intense proton beam;
2) Elimination of some of the final stages of cooling, such as REMEX or HTS solenoid
final cooling stages discussed later;
3) Increased focus on reducing energy spread in the muon beam through longitudinal
beam cooling; and
4) Acceleration for both muon charges to only about 62.5 GeV.
A muon-based Higgs factory has the advantage over an electron-based Higgs factory,
allowing a direct measurement of the width of the Higgs mass [29]. It could also allow
measurement of branching fractions for the Higgs [30]. The Muon Acceleration Program
(M.A.P.) convened a major workshop on the design of a muon-based Higgs factory in the
latter part of March 2013 [31].

	
  

CHAPTER 3
MUON COOLING

Muon Production

We begin our discussion of muon cooling by understanding the way muon beams are
produced. Muons for a collider machine are produced as tertiary particles. In proposals for a
muon collider, for example, a high current beam of protons impinges on a liquid mercury
target and pions are produced [32]. These pions are captured with a high field solenoid and
allowed to decay into muons. The pions, and the muons they decay into, have a very large
energy variance [33]. As a result, the muon beam leaving the front end of the machine
occupies a very large volume in 6D phase space. The beam produced must be made to fit into
the dynamic apertures of the collider’s transport channels, acceleration structures and
interaction region. Also, as two oncoming beams collide, the size of the beam’s 6D phase
space volume will impact the statistical likelihood of muon interactions. Muon cooling is the
solution to both of these concerns. For fuller discussion of ionization cooling, it is helpful to
have a more explicit understanding of the concepts of luminosity, emittance and the
relationship between them.
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Luminosity

Luminosity is a figure of merit that helps us understand the physics reach of collider
machines. It measures the potential for interactions between particles in the collider (what the
chance is that two designated particles will collide) [34]. The desired interaction has a greater
chance to occur when luminosity is higher. For a muon ring collider, luminosity can be
expressed as
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(3.2.1)

where HB represents the pinch enhancement factor (~ 1), tD relates to the time between beam
dumps, fb is the bunch repetition rate, Nµ is the number of muons per bunch, ECM is the center
of mass energy, C is the ring circumference, !! is the beam divergence at the interaction
point, δ is the beam momentum spread, and ε6D represents the 6D emittance of the beam [35].
Several options are available to increase the luminosity of the collider. These include
increasing the number of particles and/or the center of mass energy at collision. Many of
these parameters are fixed for the machine. For example, the number of muons per bunch is
primarily limited by the proton power available. Reducing the emittance of the beam will
also increase luminosity. Cooling serves a double purpose in this regard. First, by reducing
emittance it directly increases the machine’s luminosity. Furthermore, it can help improve
transmission throughout the collider as beams with smaller emittance are better matched to
the dynamic aperture of different structures in the machine. This can result in a greater
number of particles reaching the collision interaction point.

16	
  
Emittance

Emittance is a measure of the phase space volume for a distribution of particles in the
beam [36].

Because there are a variety of methods for calculating emittance, making

comparisons between different emittance reduction claims can be difficult. For purposes of a
muon collider we will be concerned with the eigen-emittances for a distribution of particles in
a beam, as well as the rms emittances for that same distribution. The eigen-emittances are
invariant under all linear sympletic beam transformations [37].
The particles in a beam can be specified by a set of 6 coordinates. For example, the
offset from some reference in Cartesian coordinates and the vector components of the
particle’s momentum can be expressed as ! = !, !! , !, !! , !, !! , . Any canonical conjugates
of these coordinates can also be used. Assuming these coordinates are defined from a central
reference, they can be used to calculate the covariance matrix, ∑, for the beam. The 2x2 submatrix representing horizontal phase space can be expressed as
Σ!" =

!!
!!!

!!!
!! !

(3.3.1)

where for N particles in the beam
!! =

!!
!

−

! !
!

, !! ! =

!! !
!

−

!! !
!

, and !" =

!!!
!

−

!
!!

!!

(3.3.2)

The emittance eigenvalues, !! , for the beam can be determined [38] by solving the
equation
!"# !Σ − !!! ! = 0

(3.3.3)
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where I is the identity matrix and J is the skew-symmetry matrix with non-zero entries on the
block diagonals of the form
!=

0
−1

1
0

(3.3.4)

By convention, rms emittance is often normalized. The normalized rms emittance for
the beam are determined by the determinant of the 2x2 sub-matrix of ∑ [39],
!!,! =

!
!! !

! ! !!! − !!!

!

(3.3.5)

If there is no correlation between the coordinates of particles in the beam, the eigen-emittance
and the rms emittance will be the same [40]. The 6D rms emittance is the product of the
respective 2D components [41]. For example,
!!,!! = !!,! ×!!,! ×!!,!

(3.3.6)

Similarly, the 6D eigen-emittance is the product of all three emittance eigenvalues.
In many cases, calculating the normalized rms emittance is sufficient to characterize
the phase space volume of the beam. If not otherwise noted, emittance will be given as the
normalized rms emittance values. Distinguishing between these two methods of calculating
emittance can be important in some cases, including those with linear coupling, where nonlinear effects dominate and where there is possible filamentation of the phase space occupied
by the beam [42].
Muon cooling often focuses on subsets of the 6D emittance of the beam.

The

normalized transverse emittance, !! , represents the product of the 2D normalized emittance
for the dimensions perpendicular to the direction in which the beam propagates, typically
based on the coordinates x, !! , y, and !! . The normalized longitudinal emittance, !∥ , refers to
the 2D normalized emittance for the dimension parallel to the direction of propagation of the
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beam, and is often calculated from bunch length and energy spread within the beam
(canonical conjugates to the coordinates z and !! ) [43]. Occasional reference is also made to
the concept of geometric emittance. The geometric emittance is calculated as !! = !! !!! ,
and represents !! = !!,! /!" [44].

Emittance Evolution in a Muon Collider and Higgs Factory

For a muon collider, the beam energy and number of muons produced will be fixed
parameters of the design. Emittance reduction is the remaining parameters available to meet
the luminosity goals of the collider. For example, we can look at a 2 TeV on 2 TeV muon
collider with desired luminosity 1035 cm-2 s-1. To maximize luminosity, reduction of losses
due to decay and losses in transport are important. Beyond this, emittance reduction is the
primary means of achieving the desired luminosity of the machine. Based on a front end
using a Project X era proton driver and a MERIT based liquid mercury jet target, both of
which are pushing the state of the art, proposals for the evolution of beam emittance through
the cooling channel have been developed. Starting with emittance from the machine’s front
end of !! ≅ 2×10-2 m-rad and !∥ ≅ 1m, the desired emittance goals after muon cooling are !! ≅
0.5 to 0.025×10-4m-rad; !∥ ≅ 0.04 m [45]. This result is a reduction in 6D emittance by
Ο 10! . The process of cooling in the channel is described via an emittance evolution plot
[46], an example of which is shown in Fig. 5.
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Figure 5: The emittance evolution diagram for a muon collider cooling section utilizing a
helical cooling channel followed by a parametric-resonance ionization cooling channel and
reverse emittance exchange channel.

The desired emittance evolution goals for beams in a muon-based Higgs factory would be
similar, eliminating the final REMEX stage of the channel detailed in Fig 5 [47].

Muon Cooling Methods

In conventional colliders and other machines, various cooling schemes have been
utilized. These methods include frictional cooling where the system is converted to a nonHamiltonian one and damping decrements are introduced [48]. Frictional cooling systems
include radiation cooling, ionization cooling, electron cooling, laser cooling and radiative ion
cooling [49]. Also, cooling can be accomplished via interparticle spacing methods, including
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The stopping power muons feel in other materials is similar. For muons at different momenta,
different interaction effects dominate in the material, and different cooling methods could be
considered. It is noteworthy that effective cooling requires a positive value for !

!"
!"

/!"

[57]. This means that in Fig 6, heating occurs in the region where momentum ranges from 1100 MeV/c.
One useful method for comparing cooling in different momentum regions is by
looking at the sum of the cooling partition number, ∑g, where
Σ! = !! + !! + !!

(3.5.1)

The individual partition numbers reflect the ratio of the fractional change in emittance of
beam as the particle travels through material and the fraction change in momentum [58].
!!!,!

!!!,!

!! =

!!,!
!"
!

,

!! =

!!,!
!"
!

!!!,!

,

and !! =

!!,!
!"
!

(3.5.2)

The longitudinal partition number, gL, comes from cooling in the direction of the beam’s
propagation, and the partition numbers, gx and gy, relate to the dimensions that are
perpendicular to the direction of the beam’s propagation. These partition numbers relate to
the damping effects of cooling experienced by muons in the material in these particular
dimensions. As will be examined in more detail in the discussion of ionization cooling, loss
of momentum is the dominant factor in the change in transverse emittance as the beam travels
through material. Accordingly, the relation between the fractional rate of change in transverse
emittance and energy can be expressed as
!"!,!
!!,!

=

!(!!! )
!"
!!!
!"

=

!! !"
!"
!!!
!"

+

!!"!
!"
!!!
!"

=

!"
!

= !!

!"
!

(3.5.3)
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This assumes that the rate of change for geometric emittance, !"! , is zero. Combining eqns.
3.5.2 and 3.5.3 yields the solution to the transverse cooling partition numbers, in terms of
muon energy becomes !! = !! = 1 [59]. Longitudinal emittance can be expressed in terms
of energy and bunch length. Assuming that the change in bunch length due to interactions in
material is negligible, the longitudinal cooling partition number can be calculated as the
energy spread changes due to energy loss and straggling the material and expressed as a
function of muon energy [60],

  !! =

!!!
!"
!!
!"
!"
!
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=

!"
!"
!"
!!
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=
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=−
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(3.5.4)

The calculation of the final term in eqn. 3.5.4 is a bit involved and assumes loss of energy
based on the Bethe-Bloch formula discussed subsequently. The sum of the three cooling
partition numbers, all expressed as a function of muon energy, is
!!

Σ! = 2!! + 2

!! !
!

!"

!!! !! !! !!
!(!)

!! !

(3.5.5)

where me is the mass of the electron, β and γ are the usual relativistic terms, and I(Z) is the
ionization potential of the material. In regions similar to the far left (p < 1 MeV/c) of Fig. 6
where ∑g is ~ 3, frictional cooling due to nuclear interactions will be the dominant effect [61].
This cooling option can be ruled out as the momentum region where this type of cooling is
effective are well below those for muons produced in the front end of a muon collider.
In the area to the far right of Fig. 6 (p > 1 TeV/c), where ∑g is ~ 4, cooling due to
radiative losses is the dominant effect [62]. This method would be ineffective in a muon
collider since 1 TeV/c is several times to mean momentum of muons produced in the front
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end of the machine, and the beam needs cooling before it will fit into the dynamic aperture of
the accelerating structures.
There is a cooling method, however, that can be effective for muon beams. Ionization
cooling, which is described in greater detail below, is most effective near the point of
minimum ionization (p ~ .3 GeV/c in Fig. 6) where ∑g is ~ 2 [63]. This method fits the
potential range of momentum for muons produced in the muon collider front end of 50-300
MeV/c, and can potentially cool the beam in the time scale of the muon lifetime. In this
region, the energy loss for muons can be approximated by use of the Bethe-Bloch equation
[64],
−

!"
!"

= 4!!! !!!! !! ! !

!

!

!

!!

ln

!!! ! ! ! ! ! !
!(!)

−1

(3.5.6)

where NA is Avogadro’s number. A, Z and ρ are the atomic mass and number, and density,
respectively, of the absorbing material.

Other correcting terms, such as the effect of

bremsstrahlung of atomic electrons, have been omitted because they are negligible for the
materials and energies involved in muon collider applications [65].
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In the case of a muon beam, the long interaction length makes ionization cooling
particularly attractive. To understand how ionization cooling works, we will look initially at
the effects in the transverse plane (perpendicular to the beam trajectory) and then
subsequently at longitudinal cooling effects (parallel to the beam trajectory).
We can recall the definition of the normalized emittance of the beam in one section of
the 2D transverse phase space
!!,! = !"!! where !! = !! !! =

! ! !! ! − !!!

!

(4.1)

The change in !!,! as a function of the propagation of the beam through material is
!"!,!
!"

= !!

! !"
!"

+ !"

! !!
!"

(4.2)

We see this change in emittance has two components. In the second term, !! is called
the “geometric emittance.” Ionization cooling theory assumes this will be unchanged by
cooling alone since !!   !"#  !! are unchanged by energy loss as the particles move through
material. Instead, losses from cooling will occur via momentum [67]. As we see in Fig. 7,
particles travelling through material lose momentum in the transverse and longitudinal
dimensions.

Acceleration with RF cavities restores momentum only in the longitudinal

dimension. We can express the fractional cooling rate to normalized transverse emittance as
!!!,!
!!,!

=

!"
!

=

! !"
!! !

(4.3)

where the rate has been expressed using the relativistic relationships, !" =   !"# and
!"
!

= !!

!"
!

. Using eqn. 4.3, the first term in eqn. 4.2 representing the change in normalized

transverse emittance due to ionization cooling is expressed as [68]
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(4.4)
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As muons travel some finite distance through the absorber medium, they lose energy
primarily thru electromagnetic interactions with atomic electrons in the material. The rate of
this loss (-dE/dz), can be calculated from the Bethe-Bloch formula, eqn. 3.5.6, and is well
known in many materials. Fig. 8 shows the dE/dz for lithium and beryllium [69].

6.1. THEORY OF IONIZATION COOLING

Figure 8:
and lithium.

241

Rate
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Figure
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Note that any part of the dE/dx curve shown in Fig. 6.1 could be used for transverse
cooling, although the focussing will be weaker at higher momentum. The beam then enters
an accelerator cavity where the longitudinal momentum is returned to its starting value.
However, since the transverse momentum is not replaced, the divergence of the beam is
reduced.
If the
focusing
and4.2
scattering
properties
of the
are such
that the
beam
The second
term
in eqn.
represents
increases
in material
phase space
volume
(heating).
size does not increase, the geometric emittance of the beam is reduced by this process.
In order
to cool
longitudinal
it must
arranged
that the stated
higher as:
energy
The geometric
change
inthe
emittance
fromemittance
the heating
termbecan
be explicitly
particles in the beam lose more energy than the lower energy particles. On the dE/dx
curve shown in Fig. 6.1 this only occurs for muon energies greater than ≈ 400 MeV. This
natural longitudinal cooling is straightforward, but ineﬃcient. A more practical idea, shown
in Fig. 6.3, is to introduce dispersion into the beam, so that the muons receive a transverse
displacement proportional to their deviation from the mean momentum. Then a wedge
shaped absorber can be used to cause the higher momentum muons to lose more energy, and
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(4.5)

The primary effect to heating transverse phase space will be growth in angular divergence due
to the effects of multiple Coulomb scattering. This is represented in the first of the three
terms in eqn. 4.5.

The second term in eqn. 4.5 can be dropped assuming there is no

correlation in the beam coordinates. Additionally, it is assumed that focusing of the beam is
sufficiently strong as the beam enters the material, and the third term in eqn. 4.5 that depends
on growth in transverse beam size

!
!"

! !   will be negligible [70]. As a result, the first term

in eqn. 4.5 dominates and we approximate the heating term in equation 4.2 as [71]
!!!,!
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(4.6)

where ! ! = !! !! from betatron focusing theory. To determine !! ! , we will then use the
Rossi-Grason model for multiple scattering [72],
!

!
!! ≈ !"#

!

(4.7)

!!

where ES = 13.6 MeV, z is the absorber thickness, and LR is the radiation length of the
scattering material. With this final approximation, the heating term can be stated as
!!!,!
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(4.8)

Now Eqn. 4.2 can be full restated as
!"!,!
!"

!

≈ − !!!!
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!

(4.9)
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Transverse beam cooling will be limited by the equilibrium between the heating and cooling
terms. The minimum achievable transverse emittance can be calculated by setting the heating
and cooling terms in eqn. 4.9 equal to each other [73].
!!,!"# ≈

!! !!!
!!!! ! ! !!

(4.10)

!"
!"

To reduce the minimum achievable emittance, low Z materials with large LR, such as H2, Li
or Be are often suggested for the absorber. This has to be balanced with cooling efficiency
that is improved by high dE/dx and density.

Table 2 gives these values for some sample

materials. The exact rate of energy change (dE/dz) under the Bethe-Bloch formula will vary
based on the energy of the muon, but will be smallest at the point of minimum ionization [74].

Table	
  2:	
  

Bethe-‐Bloch	
  parameters	
  for	
  various	
  materials.	
  

Material	
  

Z	
  

A	
  

H2	
  (liquid)	
  
Li	
  
LiH	
  
Be	
  
C	
  
Cu	
  

1	
  
3	
  
3+	
  
4	
  
6	
  
29	
  

1	
  
7	
  
7.8	
  
9	
  
12	
  
63.5	
  

Density	
  
(g/cm3)	
  
0.071	
  
0.534	
  
0.90	
  
1.848	
  
2.265	
  
8.96	
  

(dE/dz)min	
  
(MeV/cm)	
  
0.292	
  
0.848	
  
1.34	
  
2.98	
  
4.032	
  
12.90	
  

LR	
  	
  
(cm)	
  
865	
  
155	
  
102	
  
35.3	
  
18.8	
  
1.43	
  

LR(dE/dz)min	
  
(MeV)	
  
252.6	
  
130.8	
  
137	
  
105.2	
  
75.8	
  
18.45	
  

For longitudinal emittance changes, the situation is a bit trickier. In addition to energy
loss as particles interact in the material, we need to account for the stochastic effect of energy
straggling. Also, any variation in the thickness or density of the absorber must be addressed.
The normalized rms longitudinal emittance can be expressed as [75]
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!!,! = !"#!! =
where !! is the bunch length, ! =

!!!

!! !!

(4.11)

!!

!! is the fractional momentum spread in the beam.

Longitudinal emittance can also be expressed in terms of the canonical conjugates to those
parameters, !! and !! , the beam energy spread and time-based equivalent of bunch length.
The explicit evolution of the longitudinal emittance as the beam moves through the absorber
becomes
!!!,!
!"

=

!
!!

!!

!
!"

!! + !!

!
!"

!!

(4.12)

The first term represents the factional energy loss per step, whereby the energy loss varies in
the material based on variations in the energy of the muons in the beam. The second term is
negligible because the rate of change for the variance in bunch length as the beam interacts
with material will be small [76].
We can use the formula for the longitudinal cooling partition number, eqn. 3.5.4, to
determine the condition for energy cooling [77].
!

!"
!"

!"

= !!

!"
!"

!

>0

(4.13)

gL is negative for energies less than the minimum ionization energy for the absorbing material
(about 200 MeV), and weakly positive above that threshold. Muon above the minimum
ionization energy will see a reduction in energy spread (cooling), while muons below it will
experience an increase in energy spread (heating) based on the change of slope in the dE/dz
curve, as previously shown in Fig. 8. Because the slope of dE/dz is so small in the cooling
region, any longitudinal cooling is minimal. Although there are materials that could achieve a
greater rate of longitudinal cooling from this effect, they are unfortunately far less efficient at
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transverse cooling (which is inversely proportional to (dE/dz)) in each plane. This would
result is a much more inefficient method for total 6D cooling. As a result, for basic ionization
cooling we can assume !! ≈ 0, and Σ! ≈ 2 [78].
The change in energy spread, !! , as the beam passes through material can be
expressed as [79]
! !! !
!"

= −2

!"
!"

!

!"

!! ! +

! ∆! !
!"

= −2!!

!"
!"

!

!

!! ! = −2 !!!

!"
!"

!! !

!

(4.14)

The first term represents the fractional loss in energy in the step dz due to the
curvature of the dE/dz curve. This causes particles with different energies to lose different
amounts of energy as they propagate through the material. The second term comes from the
stochastic effect of energy straggling. Energy straggling is the statistical variations in energy
loss experienced by similar particles travelling through a fixed distance in the material [80].
This “heating” effect increases the energy spread of the beam, and can be expressed as [81]
! ∆! !
!"

!"#$%%&'(% = 4!!! !! !! ! !

!!
!" !
!

1−

!!
!

(4.15)

Since this effect scales with ! ! , this effect increases as the energy of the muons in the beam
increases. Increasing beam energy to get into the favorable portion of the (dE/dz) curve for
longitudinal ionization cooling results in greater longitudinal heating due to energy straggling,
rendering longitudinal ionization cooling impractical.
Balancing the cooling and straggling components, and using eqns. 4.3, 4.14 and 4.15,
yields an equation for the change in energy spread for longitudinal cooling [82]
! !! !
!"

!

= −2 !!!

!"
!"
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!" !
!
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!!
!

The change in longitudinal emittance due to cooling and straggling can be expressed as

(4.16)
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where !!" is a parameter based in part on the change in energy due to the RF restoring
longitudinal momentum to the beam [83].
So far we have assumed that the absorbing material was uniform. An important effect
that must be accounted for is variation in the density or thickness of the material. This effect
is particularly important in the case of PIC, discussed subsequently, because of the use of
wedge absorbers. Longitudinal cooling can also occur through a process called emittance
exchange by placing a wedge absorber at a point where transverse position depends on energy
due to dispersion [84]. This effect can be expressed as
!!!
!"

!"#$" ≈

!

!" !"!

!!!

!"

!!

!!

(4.18)

where D is dispersion (dx/d!), ρ0 and ρ’ are parameters related to the reference path length
and its variation. The longitudinal cooling derivative and partition number are modified to
include the effects of the wedge absorber [85],
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(4.19)
(4.20)

where gL,0 represents the cooling partition number without the effects of the variable thickness
wedge. Although this effect can result in longitudinal cooling, this emittance exchange results
in transverse heating and a corresponding change in the transverse cooling number [86]
!! = 1 −

!"!
!!

(4.21)
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The result is that sum of the cooling partition numbers remains constant even with the
addition of a wedge absorber.
Σ! = !! + !! + !! = 2 + !!,!

(4.22)

Thus, when equations 4.16 and 4.17 are expressed in terms of the longitudinal cooling
number, the results remain unchanged in a system with wedge absorbers.

	
  

CHAPTER 5
MUON COOLING CHANNEL OPTIONS

Current review is ongoing for a baseline design for an energy frontier muon collider
cooling channel [87]. Presently, several competing designs have been proposed. These can
be divided into 2 categories, initial and final 6D cooling options. For the initial 6D cooling, 3
primary designs have been proposed, the Guggenheim channel, the helical cooling channel
(HCC) and the FOFO snake. All these designs involve variations on a helix. Ionization
cooling in the channels reduces transverse emittance while the helix provides emittance
exchange to allow cooling to be 6D [88].	
  	
  
After some substantial efforts at 6D muon cooling, several options have been proposed
for the final cooling of the muon beam before it is injected into the accelerating structures.
There are two primary approaches being studied. The first uses a series of high gradient (>30
Tesla) high-temperature superconducting (HTS) solenoids and absorbers to further reduce
transverse emittance while longitudinal emittance is allowed to grow. The second method
uses parametric-resonance theory of ionization cooling to obtain further reductions in 6D
emittance, followed by a channel employing reverse-emittance exchange (REMEX) to further
reduce transverse emittance at the expense of longitudinal emittance growth before injection
in the acceleration structure.
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The Guggenheim Channel

The Guggenheim, depicted in Fig. 9, uses a reference orbit that is almost a ring. The
design is based on an RFOFO ring layout where tilted magnetic coils with alternating currents
generate dispersion in the beam [89]. Wedge absorbers provide ionization cooling and allow
for emittance exchange in the beam. RF cavities restore longitudinal momentum to the beam.
Because the optics of this system can only handle one muon charge sign, two full channels
will be needed, one for each beam of different sign muons. Many of the components for this
channel are similar to those planned for use in the current Muon Ionization Cooling
Experiment (MICE) at Rutherford Appleton Laboratory (RAL) [90].

Figure	
  9:	
  

A	
  5-‐turn	
  slice	
  of	
  the	
  Guggenheim	
  RFOFO	
  helix.	
  

36	
  
The Guggenheim’s helix structure takes advantage of the tuning achieved with the
ring layout while avoiding the challenging aspects of injection and extraction of the beam.
One issue with the original Guggenheim channel design was the use of a fixed radius and RF
frequency. This resulted in gradual loss of cooling efficiency in the channel [91]. To address
this concern, a modified design, outlined in Table 3, was proposed that tapers the radius of the
solenoid in ten stages [92].

Table 3:
Stage
number
1
2
3
4
5
6
7
8
9
10
11

Lattice parameters for the tapered Guggenheim.	
  
Cell
length
(m)
2.75
2.75
2.75
2.75
2.75
2.36
2.02
1.73
1.49
1.28
1.09

Number
of cells

RF freq.
(MHz)

12
10
8
8
8
8
9
11
12
15
17

201.25
201.25
201.25
201.25
201.25
235.00
274.00
319.00
373.00
435.00
507.00

RF
length
(m)
1.88
1.88
1.88
1.88
1.88
1.61
1.38
1.18
1.02
0.87
0.75

Absorber
length
(mm)
226
326
426
426
426
366
314
268
230
198
169

B0
(T)

Bending
field (T)

2.33
2.52
2.69
2.72
2.75
3.09
3.60
4.19
4.90
5.72
6.68

0.129
0.152
0.190
0.190
0.190
0.222
0.230
0.220
0.234
0.218
0.226

Coil
tilt
(deg)
3.72
4.17
4.98
4.95
4.75
4.47
3.96
3.22
2.62
2.08
1.84

Coil
offset
(mm)
100
119
148
146
146
44/143
37/110
26/78
26/69
16/48
12/36.5

The improvement in both 6D emittance reduction and effects on transmission are shown in
Fig. 10(a) and (b).
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Helical Cooling Channel

Another proposed initial method of 6D muon beam cooling is the Helical Cooling
Channel (HCC).

The basic HCC, shown in Fig. 12, consists of embedding hydrogen-

pressured RF cavities in a continuous magnetic channel with solenoid, helical dipole and
helical quadrupole components [95].

In this design the reference particle follows a

continuous helical orbit. The channel’s helical structure creates constant dispersion and
emittance exchange while the gas provides simultaneous and continuous ionization cooling
[96]. Like the Guggeheim channel, the HCC is designed to handle a single muon charge sign.

Figure 12:

Schematic of the integrated HS coils and RF cavities.

Engineering and simulations studies of the HCC are ongoing. The parameters for the basic
HCC design that meets the MAP emittance goals were developed and the results are presented
in Table 4 [97]. The emittance evolution plot for a cooling channel using the HCC was
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presented in Fig. 5. This design uses segments with progressively smaller apertures and
larger fields.

Table 4:
segment
1
2
3
4
5
6
7
8

Field and beam parameters for the HCC.
z
(m)
0
40
49
129
219
243
273
303

!!
(T)
1.3
1.3
1.4
1.7
2.6
3.2
4.3
4.3

!!! /!"
(T/m)
-0.5
-0.5
-0.6
-0.8
-2.0
-3.1
-5.6
-5.6

Bz
(T)
-4.2
-4.2
-4.8
-5.2
-8.5
-9.8
-14.1
-14.1

λHCC
(m)
1.0
1.0
0.9
0.8
0,5
0.4
0.3
0.3

ν
(GHz)
0.325
0.325
0.325
0.325
0.650
0.650
0.650
1.300

εtrans
(mm-rad)
20.4
5.97
4.01
1.02
0.58
0.42
0.32
0.32

εL
(mm)
42.8
19.7
15.0
4.8
2.2
1.3
1.0
1.0

ε6D
(mm3)
12900
415.9
108
3.2
2.0
0.14
0.08
0.07

transmission
1.00
0.92
0.86
0.73
0.66
0.64
0.62
0.60

A phase I SBIR grant project was recently completed that successfully developed techniques
for matching between the different sections of the HCC, and development of a complete HCC
design [98], and a follow-up phase II grant has been awarded to continue this work. A twocoil test of the superconducting helical solenoid has been conducted and a phase II STTR
grant is supporting ongoing research into the engineering of the channel [99].
To avoid the issues with vacuum RF breakdown in the strong magnetic fields, the
cavities are filled with a pressurized gas. Experiments at Fermilab have ongoing testing to
study the effects of RF breakdown in gas-filled cavities [100]. Preliminary testing showed
successful suppression of the RF breakdown, Figs. 13(a) and (b), but beam-plasma loading
effects were substantial. By using a doped gas in the pressurized cavity, this beam loading
effect was minimized [101].
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[103]. This is presently the only cooling channel design that can handle both charges of
muons produced in the front end in a single channel. Unfortunately, the cooling rate of this
channel failed to meet the emittance reduction targets needed for a muon collider [104].

Figure 14:

Schematic view of a section of a FOFO snake cooling channel.

Much consideration has been given to using this design, however, as a pre-cooler before
charge separation [105]. The current model for charge separation, shown in Fig. 15, involves
a pair of bent solenoids. These have been initially designed and simulated and work well with
low emittance growth [106]. The system, however, works much better with muon momenta
above 400 MeV/c than at lower momenta.

Below that level, the bunch length grows and

muons are lost when they end up outside the RF bucket in following sections. To minimize
these losses, higher fields and stronger bends can be used, but these will cause non-linearities
in the beam that increase transverse emittance. By lowering the initial emittance before
charge separation, these issues can be avoided at lower momenta [107].
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Figure 15:
Schematic of charge separation using bent solenoids and feeding into separate
Guggenheim channels.

One proposed block diagram of the muon collider cooling channel is depicted in Fig. 16
[108]. The helical FOFO snake is used to initially cool the beam to make charge separation
easier. Alternative cooling methods are then used to go past the limits of the FOFO snake and
reach the emittance targets of the complete cooling channel.

Figure 16:
Block diagram for a complete muon collider cooling channel using FOFO
snake as precooler before charge separation.
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Aberrations in the channel are a big issue that substantially effect performance of the channel.
After 6D cooling with PIC, the longitudinal emittance is quite a bit smaller than is
necessary to match to the beta function at the collider interaction point. Reverse emittance
exchange (REMEX) allows longitudinal emittance of the beam to increase in exchange for
increased reduction in transverse emittance of the beam [110]. One advantage is that PIC and
REMEX can be done in the same magnetic channel by reversal of the wedge orientation,
minimizing the matching that is needed. Fig. 18 shows a modified cooling channel block
diagram utilizing PIC as a final 6D cooling stage [111].

Figure 18:

Block diagram for a muon collider cooling channel using PIC.

The advantages of PIC are that it can handle a bunch train and would in principle match well
with HCC, potentially offering substantial cost savings and better transmission through the
machine [112]. Also, because of the different bunch structure utilized in the HCC and PIC,
there are no space charge concerns. The anticipated parameters make some acceleration
possible even before the final bunch merge.

The major technical challenge to PIC is
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designing a system with large enough acceptance and minimal effects to the beam from
chromatic and spherical aberrations.

HTS Solenoid Channel

Another option for final cooling uses a series of high-gradient (>30 Tesla) hightemperature superconducting (HTS) solenoids and absorbers to further reduce transverse
emittance while longitudinal emittance is allowed to grow [113]. Following the initial 6D
cooling, the transverse beam emittance is expected to reach approximately 400 mm-rad, while
the longitudinal emittance is about 2 mm. To meet the design goals for an energy frontier
muon collider, transverse emittance must be further reduced to only 25 mm and longitudinal
emittance must remain below 72 mm. This allows for cooling methods that focus only on
lowering the transverse emittance of the beam. Small growth in the longitudinal emittance is
acceptable. A segment of the proposed cooling channel is depicted in Fig 19 [114]. This
channel offers no emittance exchange, and the transverse reduction is achieved by coupling
high-field gradients with a muon beam at low energies.

with large emit(cooled) in all 6

z

!!,! !"#"!$! ∝

!!!

!"
!"

FINAL COOLING SEQUENCES

c 2011 by PAC’11 OC/IEEE — cc Creative Commons Attribution 3.0 (CC BY 3.0)
Copyright �

Figure 1: a) Minimum transverse emittances vs. muon en	
  
achieved by ionergy for three magnetic fields; b) energy loss vs. energy.
46	
  
inal phase space
transverse coolSeveral schemes
] appear capable
verse, and 1 mm
s & normalized).
designed[4] that
c−1 , using transh less than what
s. On the other
	
  
Figure 19:
Schematic for one stage of final transverse cooling with HTS solenoids.
ttance of 72 mm,
Figure 2: Schematic of one stage of final cooling.
D cooling. This
cooling that acts
	
  
allowing the lonis notin too
great, the
required
trans- achievable
this
slope −d!
To
understand
the cooling
this channel,
we recall
the minimum
" /d!⊥effects
verse emittance can be reached with acceptable longitudichievable in hytransverse emittance.
nal emittance.
by:
!
(5.1)

As shown in Fig. 20(a) and (b), the desired equilibrium emittance can be reached in a

th, dE/dz is hydrogen
the
absorber
for solenoid
between
30 and
50 T, but
cases involve
severe
The proposed
finalfields
cooling
system
consists
of all
a dozen
or
uon energy. Val- so stages. Each stage consists (see Fig. 2) of a high field,
!"
muons
travel through this
heating
to the steep
slope which
of the the curve.
against energylongitudinal
in small
boredue
solenoid,
inside
muonsAspass
through
!"
d by the increase a liquid hydrogen absorber. Between each solenoid there is
channel, energy drops from approximately 67 MeV to only 5.1 MeV. Solenoid fields from
ch below 25 µm
rf to re-accelerate and phase-rotate the muons, giving the
, the energy loss
30-50 T required
have been energy
studied [115],
and the results
in Fig.
21. 40 Tstage.
solenoids appear
and energy
spreadshown
for the
following
creases momen- There is also a field reversal to avoid an accumulation of
sufficient to meets to the cooling goals of the channel, however efforts are continuing to
e. But providing
canonical angular momentum. Fig. 3 shows a 40 T examattempt to
design
a system
where thesimulation
fields do not of
exceed
T [116].energy and
ple
of an
ICOOL[6]
the30falling
under contract DEtransverse emittance, and rising longitudinal emittance.

ons

Cooling Techniques

2061

48	
  

One drawback to this proposal is that the channel cannot handle a bunch train. The other is
the use of very high field solenoids and their impact on the RF structures. Work is continuing
to design and test solenoids that will operate at or near the desired field strength [117].

34

Bunch Merging Channel
2.2.9.3
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!
!! ! !!
!

!
!! !
!

= !!

(6.3)

The 2D transfer matrix Mx, which will have a vertical equivalent My, can be represented in
the following form:
!! =

! !!!! cos !
!

− ! sin !

! sin !
!

!!!

(6.4)

cos !

where g and ΛD are arbitrary parameters of the transfer map. Since the determinant of the
matrix is 1, the system is symplectic and canonical. With the choice of ψ=π, 2π or a multiple
thereof, the evolution of the particle’s angle and position are fully uncoupled. In this case the
changing coordinates for the particle appear as:
!

!! !!

= ±! !!!! !

!!

and !!

!! !!

= ±! !!! !!

!!

(6.5)

A channel that repeats this structure and has a positive value for ΛD will see growth in angle
and reduction in position offset every period length λ [125].
Uncorrected, this resonance would result in beam instability and particle losses. By
placing absorbers at this location, ionization cooling keeps the increase in angular divergence
in the beam in check and the particle orbit can be stabilized. RF cavities are also necessary to
restore longitudinal momentum to the beam. This complete channel will allow us to take
advantage of the strong focusing from the resonance.
To study the effect, we can define a 6D emittance damping parameter, Λ =

!"!!,!
!!!,!

.

If we assume equal cooling in all 3 perpendicular sections of phase space through emittance
exchange and coupling, then the fractional rate at which ionization cooling damps emittance
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!

in each section of 2D phase space can be expressed as ΛC, where Λ! = . Using the relation
!

in eqn. 3.3.3 this damping parameter can be related to the energy change in the system as
Λ = 2! !

!!!"#
!

= 2!!

!!!"
!

where !"!"# = !γ!" = !!!"# 2!/!

(6.6)

where dγabs and dγacc are the intrinsic absorber energy loss and RF acceleration rates, w/λ
represents the central thickness of the wedge per period length [126]. If we set ΛD = ΛC /2,
then damping for positional and angular offset become:
!
!! ! !!
!

= ! !!!! /!

!
!! !
!

(6.7)

The effect of ionization cooling with the PIC resonance on emittance can also be
calculated. At equilibrium, the rms product can be used to determine the effective 2D
emittance at some position,
  !!,! = !"

! ! !! ! − !!! !   

We will assume the beam’s coordinates are uncorrelated, so !!!

(6.8)
!

= 0. The average angular

scattering in the material can be expressed as [127]
!
!!!"#$$%&'()

!"

=

!!! !!
!! ! !!

Λ

(6.9)

Regarding one 2D section of transverse phase space, the changes in rms angular spread for in
the beam, due to multiple Coulomb scattering and ionization cooling, can be expressed as
[128]
!
!"

!! ! =

(!!!) !!
!!! ! !!

Λ − Λ! !! !

(6.10)

The equilibrium state reached from balancing the effects on angular spread at the focal point
can be determined as
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!!!! = !! !

!"#$%%$&'$#(

=

! !

!! ! =

!! !"

!(!!!) !!

(6.11)

!!! ! !!

Similarly, the variation in particle position within the absorber relative to the local position of
the beam is represented as !" = −!"!! and evaluated within the boundaries of the wedge,
−

!
!

!

≤ ! ≤ , to yield [129]
!

!
!!

!"

!!! = ! !

!

!! !

=

!!!

!" !"

=

!"#$%%$&'$#(

!

(6.12)

(!!!) !!
!!! ! !!

!!

(6.13)

Normalized transverse emittance achievable under PIC can be expressed, by combining eqns.
6.8, 6.11 and 6.12, as
!!,! = !"!! !!! = !"

! ! !! ! − !!!

!    =

!"

!
! !

!

!

!! ! = !! (! + 1) ! ! !
!

(6.14)

The result is that equilibrium beam size is expressed independent of the optical channel length
parameter λ, but instead on the absorber thickness parameter, w.

From our earlier

calculations, we restate the relationship between the width, optical wavelength, and the rates
of energy loss and acceleration, using the cooling decrement eqn. 6.6,
!
!

=

! !"!"

(6.15)

! !"!"#

By substitution, the equilibrium normalized transverse emittance in PIC becomes [130]
!

! ! !"!"

!!,!(!"#) = !! (! + 1) ! !

!

! !"!"#

(6.16)

The Bethe-Bloch formula can be used to determine the instantaneous energy loss rate in the
absorber, and the results can be compared with those from ionization cooling without the PIC
resonance for a channel with the same length. For non-resonance ionization cooling in
hydrogen, for example, the equilibrium emittance after channel length λ is expressed as [131]
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!!,!(!") ≈

!! !!

(6.17)

!!" !!

and the rate of reduction in emittance with PIC can be determined:
!!,!(!"#) /!!,!(!") =

!
! !

!"

(! + 1) !" !"

!"#

(6.18)

The system previously described assumes that emittance exchange and coupling
between the transverse dimensions are utilized to balance the cooling decrement in all three
dimensions. The can be achieved in a “snake-type” channel, an example of which is the twin
helix channel discussed subsequently. In this type of channel, emittance exchange is achieved
by placing wedge absorbers at points of dispersion in the channel, and this reduces
longitudinal emittance as previous described in the discussion of ionization cooling [132]. In
the direction of beam propagation, the stochastic effect of multiple scattering is replaced by
another stochastic effect, energy straggling. Assuming dispersion in the horizontal plane, the
change in the horizontal position of the particle is represented as
!=!

!!
!! !

+ !!

(6.19)

where the dispersion function D will also need to be periodic so as not to interfere with the
correlated optics conditions previously described. This system is visualized in Fig. 25, where
the dispersion function, D, is periodic with the horizontal and vertical betatron functions, ux
and uy [133].
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With this expression, the diffusion rate due to energy straggling is obtained:
!
!"

!!!

!

!!

= !!! !!

!
!"

!"

!

=

!

! ! !!

!!

! !! ! [!"#] !!

!!!

(6.24)

where [log] is the Coulomb logarithm of ionization energy loss for fast particles. This
equation can be combined with the angle scattering equation in equation 6.17 to determine the
total rate of betatron coordinate diffusion and the equilibrium beam size parameter [136].
!!! ′ =
!
=
!!"#$%

!

!! !!!

!!! ! !!

!

!!

!!! !

!!

!

!! + 4

! ! !!
[!"#]

! + 1 ! ! + 12

!

ℎ! 1 − ! !

! ! !!
[!"#]

!

(6.25)

!

!

ℎ! 1 − ! !
!

!

(6.26)

The contribution of straggling to transverse emittance growth can be minimized by choosing a
system with a small value for the effective wedge height parameter, h. By making this
selection, the equilibrium beam size becomes the same value previously stated in equation
6.13.
Using these expressions, for example, a beam of 250 MeV/c muons in a cooling channel
with 5 mm thick Be absorbers, εtrans,N ≈ 60 mmrad, !!!!(!"#$%) ≈ 0.2 mm, !!!!(!"#$%) ≈ 130
mrad, and Δp/p≈ 0.02 [137].
In principle, PIC can be implemented in a variety of magnetic channels. From the
analytic approach to PIC, we can determine several characteristics that are needed to the
theory’s successful use in a muon collider cooling channel [136]:
• A stable orbit for particles should be maintained with betatron tunes in both the
horizontal (λx) and vertical (λy) planes being low-integer multiples of the period of the
dispersion function (λD) for the system. (e.g., aλx = bλy = cλD where a, b and c are
integers).
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• Dispersion at absorber, Dabs, that is small, but non-zero, at the absorber to minimize
energy straggling while allowing for emittance exchange to maintain constant
longitudinal emittance reduction.
• Dispersion function large enough in the region between the absorbers to allow for
correction of aberrations affecting the performance of the channel.
One proposed channel design meeting these parameters, the twin helix, will be detailed in the
next chapter.
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When two helical harmonics with equal field strength, and equal but opposite helicity
are superimposed, total horizontal and longitudinal components of the magnetic field vanish
and the resulting magnetic field in the x-z midplane simplifies to:
! = 2!! !!!! !"# − !!!! !"# cos ! !" + !!! !

(7.5)

This creates the potential for particles to have a stable reference orbit in this mid-plane, a
factor important to the implementation in simulations subsequently discussed [140]. As long
as similarly matched pairs of helical magnetic harmonics are used, several pairs may be
superimposed while maintaining this planar reference orbit.

Additionally, continuous

“straight” magnetic multipoles can also be superimposed to correct the optics of the system.
By using continuous fields and harmonics, the complications caused by fringe fields from
lump elements are avoided.
A basic twin helix channel has been proposed using a pair of helical dipole harmonics.
To redistribute focusing between the horizontal and vertical planes, and achieve the correlated
optics condition of PIC, a continuous straight quadrupole is superimposed as well. The basic
parameters were fit to achieve the correlated optics condition that the horizontal betatron tune
be twice the value of the vertical tune. These results are shown in Figs. 26-28 [141].
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Figure 26:
Horizontal and vertical betatron tunes plotted for various helical dipole field
strengths for a fixed dipole period, muon momentum and straight quadrupole strength.

Figure 27:
Horizontal and vertical betatron tunes plotted for various straight quadrupole
strengths for a fixed dipole period and strength and muon momentum.
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Figure 28:
Horizontal and vertical betatron tunes plotted for various muon momenta
strengths for a fixed dipole period and strength and straight quadrupole strengths.

This configuration can be scaled for a variety of parameters.

These scaling

relationships are given for arbitrary values of the momentum of the reference particle (p) and
the period length of the helical dipole harmonic (λ) as:
!! = 6.515 ∙ 10!!    ! ⋅ ! !"# !   !/!

(7.6)

! !! !" = 2.883 ⋅ 10!!    ! ⋅ ! !"# !   !/!!   

(7.7)

!!"# = 0.121  !  [!]

(7.8)

!! = 0.196  !  [!]

(7.9)

where Bd is the field strength of each helical dipole harmonics, !!! /!" is the gradient of the
continuous quadrupole, xmax is the amplitude of the periodic orbit in the horizontal midplane
and Dx is the maximum dispersion amplitude [142].
This basic channel will maintain a beam of muons in a stable, periodic orbit where the
horizontal and vertical betatron tunes are multiples of each other as well as the dispersion
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function. To induce the parametric resonance, a two uncoupled pairs of helical quadrupole
harmonics with small field strengths are used to perturb the system. One pair is used to
induce the periodic resonance in the horizontal plane and the other in the vertical plane. The
helicity of each harmonic pair is chosen such that the correlated optics condition is satisfied:
λx = 2λy = 4λD. This relationship is depicted in Fig. 29 [143]. Beryllium wedge absorbers are
placed into the basic twin helix channel and centered at every other focal point in the periodic
structure of the channel. Energy-restoring RF cavities will be placed to restore and maintain
the reference momentum lost through ionization cooling.

This system satisfies the

configuration parameters for PIC set out previously [144].

Figure 29:
Schematic of correlated optics in the twin helix channel relative to the
placement of wedge absorbers.

Several proposed designs for implementing this magnetic structure have been
suggested [145]. In one version, shown in Fig. 30, windings of positive-helicity helical
conductors with a cos(φ) azimuthal current dependence are layered with negative-helicity
helical conductors. These two layers do not have to have the same radius. The difference in
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the radii can be accounted for by adjusting the layers’ currents. A normal quadrupole is
superimposed onto this winding.

Figure 30:
Conceptual diagram of current variations in a possible practical
implementation of the twin helix channel using opposite helicity conductors with
cos(φ) azimuthal current dependence.

Another design, shown in Fig. 31, layers positive and negative tilted loops with a cos(z)
longitudinal current dependence. Again, a straight quadrupole is superimposed.

Figure 31:
Conceptual diagram of current variations in a possible practical
implementation of the twin helix channel using layers of oppositely-tilted current loops with
cos(z) longitudinal dependence.

	
  

CHAPTER 8
IMPLEMENTATION OF THE TWIN HELIX IN COSY INFINITY

Modeling the Twin Helix Channel in COSY

To simulate and optimize PIC channel optics, simulations were performed with two
different simulation codes. Initial simulations developing the design of the twin helix channel
were performed using G4Beamline (G4BL), a Geant-4 toolkit [146]. G4BL is a particle
tracking code that allows fast simulations with large numbers of particles in a beam. Because
a channel based on PIC will be particularly sensitive to nonlinear effects, additional
simulations were done with a code that could calculate these effects accurately even at higher
order.
COSY Infinity (COSY) is a differential algebra-based code that allows highly accurate
calculation of transfer and aberration maps for particles in the channel to arbitrary order [147].
These maps allow determination of the final coordinates for particles launched in the channel
with 6D coordinates that differ from a specified reference particle. COSY allows users to turn
on nonlinear effects of various orders one at a time when these maps are calculated.
Understanding COSY’s functionality involves understanding what information a
transfer and aberration map represents. COSY defines the 6D particle coordinates as
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! = !! , !! , !! , !! , !! , !! = !, !, !, !, !, !

(8.1.1)

where x and y represent the horizontal and vertical displacement of the particle for the
position of some reference particle and perpendicular to the propagation for that reference; a
and b represent a dimensionless parameter based on the particle’s horizontal and vertical
momentum (e.g., a=px/p0, and b=py/p0); l is based on the difference in path length taken by the
particle and that of the reference particle; and δ is the variation in total energy from the
reference particle (e.g., δ=E-E0/E0) [148]. The transfer map, ℳ, lets us express the change
from initial to final position relative to some reference particle propagating in the same fields.
!!"#$% = ℳ ∘ !!"!#!$%

(8.1.2)

In the linear case, ℳcan be expressed as a 6x6 matrix, often referred to as the transfer matrix,
but to higher order it can be expressed through a Taylor series, often referred to as the Taylor
map, and truncated at a given order [149]. This allows us to express the evolution of particle
coordinates as
!!"#$%,! =

!
!!! !!,! {

!! !! +

!
!!! !!,! {

!! !! !! +

!
!!! !!,! {

!! !! !! !! + ⋯ }}}

(8.1.3)

where r0,j for j = 1 to 6, reflects the vector components for the particle. For example, the
element (x|a) would represent the coefficient in the Taylor series affecting a particle’s final
horizontal position based on the first power of initial value vector parameter, a0. Many of
these coefficients will be zero based on symmetries in the system. Also, the second order and
higher terms of the Taylor series collectively represent the non-linear aspects of the system.
For a given reference particle and beam system, COSY will determine the coefficients
of the transfer map to arbitrary order. COSY also allows users to specify beam parameters
that reflect variation in these six vector components within the beam. From these parameters,
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COSY will also calculate an aberration map that reflects, in a similar polynomial series, the
effects of aberration in the system based on parameters of the beam. With this functionality,
COSY offers particular advantages for optimization and aberration correction.

COSY’s

ability to generate the basic transfer map also helps verify that the designed system has met
the correlated optics goals of PIC. When viewing the transfer map for a complete cell from
the middle of one wedge absorber to the middle of the next wedge absorbed, the first order
terms (x|x) and (y|y) represent the horizontal and vertical magnification of the beam size. For
our resonance-induced PIC channel, both coefficients should be less than one. Also, (x|a) and
(y|b) need to be very small to achieve the focusing requirements. Lastly, the (x|d) coefficient
must be non-zero, indicating that there is horizontal dispersion in the channel.
Additions to the basic beam physics package used with COSY had to be made to
facilitate simulations of the twin helix channel. These modifications included:
•

Implementation of the magnetic field element for a helical magnetic pairs of
arbitrary harmonic order with potential for superposition of continuous straight
magnetic multipoles of arbitrary order,

•

Implementation of a fitting routine to determine the stable reference orbit for muons
of a particular energy within the channel,

•

Implementation of the stochastic processes of multiple Coulomb scattering and
energy straggling in material, and

•

Implementation of a particle tracking methods for single particles and basic particle
distributions.
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Implementation of the helical harmonic multipole pairs was accomplished by coding a
new magnetic element into COSY’s basic beam physics package as documented in Appendix
A. Using COSY’s existing s-dependent integrator, the element is simulated by analytically
specifying the magnetic field in the x-z plane. This integrator is based on a local coordinate
system that follows the direction of the reference particle trajectory, ŝ. The expression for the
magnetic field in the x-z plane of a pair of helical harmonics with equal field strength, equal
period but opposite helicity, as previously stated, is
! = 2!! !!!! !"# − !!!! !"# cos ! !" + !!! !

(8.1.4)

The element incorporates multiple harmonic pairs by summing the fields from each
pair to get a combined field in the plane. Similarly, continuous straight multipoles can be
added by summing the field from each with those of the harmonic pairs. For example, a nonskew sextupole field of the form !! =

!!
!

! ! − 3!! ! , where BS is the field strength

parameter, can be specified in x-z plane, where y -> 0, as !! =

!!
!

!!.

Once the entire field in the x-z plane has been specified, COSY calculates the potential
in the parameter space from Maxwell’s equations and subsequently the transfer and aberration
maps for particles travelling in this channel. This element is a modification of how COSY
simulates other elements with an s-dependent integrator, such as a wiggler. It is important to
note that COSY’s integrators require the specified reference particle to move entirely within
the x-z plane. This condition, while not absolutely required for PIC, is met for helical
harmonic pairs used in the twin helix channel. This new element was further parameterized to
allow the reference particle to be launched offset in position and angle within the x-z
midplane. The integration step size, total integrated path length, channel length and vertical
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aperture are also set as a tunable parameters. Lastly, the final coordinates of the reference
particle at the end of the channel are stored so that exact input matching can be down with
subsequent elements.
After this new magnetic element to COSY, benchmark simulations of the basic
channel were performed and compared to results from G4BL [150]. Fig. 32 shows the results
of benchmarking simulations of the basic twin helix channel scaled for a 250 MeV/c reference
muon, and with a helical dipole period of 1 meter. The plot depicts the final positions after
two dipole periods for concentric cones of muons launched from the same position and with
the same energy but deviating for the reference orbit by up to 200 mrads in 20 mrad steps.

Figure 32:
Comparison of effects of spherical aberrations after 2 helix periods in G4BL
and COSY with transfer and aberration maps calculated at various orders.
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In another example of the benchmarking between the codes, shown in Fig. 33,
simulation measured the variation in final horizontal position of particles launched from the
same coordinates, but varying in initial energy.

Figure 33:
Comparison of effects of chromatic aberrations after 2 helix periods in G4BL
and COSY with transfer and aberration maps calculated at various orders.

The results of the benchmarking show that simulations generally matched well
between the codes, particularly when nonlinear effects through at least 7th order were
included. They also serve to demonstrate the proper functioning of the COSY modifications.
Further results from more complicated simulations using the new element have been
compared between G4BL and COSY and produced similar results.
As mentioned before, COSY’s integrator requires that the reference particle maintains
an orbit in the midplane. Since the resulting magnetic field in the x-z midplane is entirely
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directed perpendicular to the plane with our system of magnetic helical harmonic pairs, this
condition is satisfied. A particle of any given momentum will oscillate in the x-z midplane.
Successful PIC channel design involves placing wedge absorbers in locations of non-zero
dispersion and verifying that the reference particle returns to the same position and angle at
the center of each subsequent wedge absorber. While the twin helix cooling channel design
achieves a periodic orbit for a chosen reference particle, this orbit will unfortunately be
altered by any adjustments to the complicated magnetic structure of the channel. In the basic
channel, the reference particle will oscillate in the x-z midplane as shown in Fig. 34.

Figure 34:
Tracking in COSY of the reference particle orbit in the x-z plane in the twin
helix channel.

Since fields are specified along a central axis where x = y = 0, the reference particle
will feel field components other than the order specified along the central axis.

In a

conventional beamline, a reference particle traveling along the central axis would feel no net
field. In the twin helix channel, however, the reference particle offset from the axis would

73	
  
feel a dipole component to an otherwise straight quadrupole field relative to the central axis.
This causes particular complications when efforts are made to correct higher order
aberrations. In a conventional system, higher order magnetic elements do not generally alter
the lower order optics of the system. 2nd order chromatic aberrations, for example, can be
corrected with sextupoles without altering the linear focusing achieved with dipoles and
quadrupole magnets. In the twin helix channel, these higher order magnetic elements will
“feed down” and alter the orbit of the reference particle. As a result, the stable reference orbit
needs to be refit every time any alteration is made to the channel. To improve the efficiency
of design and optimization, a subroutine, documented in Appendix B, using an RK-4 step
integrator [151] was added to COSY’s basic beam physics package. This function tracks the
designated reference particle in the cooling channel and varies the initial offset and angle of
the particle until it finds the periodic orbit. This subroutine can also be used to determine the
total path length for the reference particle, allowing this data to be used as input for the
simulations to calculate the transfer map of the channel.
Subroutines were also added to track individual particles at the center of the wedge
absorber for multiple cells in the cooling channel. This is accomplished by calculating the
transfer map for a “cell.” Typically this cell will begin at the position of the reference particle
in the center of a wedge absorber and terminate at the middle of the next wedge absorber.
COSY calculates the transfer map for the cell, and then composes this Taylor series map onto
the coordinates for each individual particle and outputting the final coordinates of the particle
after this cell.
The subroutine determines the coordinates output after each designated cell, saves this
data, and uses the data as in the initial coordinates for the particle entering the next, identical,
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cell. Since the channel is continuous and periodic, the system is merely a composition of this
same map repeated for the full length of the total channel. So the change in coordinates after
one cell, two cells and an arbitrary number of cells can be determined as
!!  !"## = ℳ ∘ !!"!#!$% , and !!  !"##$ = ℳ ∘ !!  !"## = ℳ ∘ ℳ ∘ !!"!#!$%
!!"#$% = {ℳ ∘ ℳ ∘ ℳ ∘ ℳ ∘ ℳ ∘ … } ∘ !!"!#!$%

(8.1.5)
(8.1.6)

This allows simulation of the emittance evolution and cooling measurement for
individual particles of a chosen beam distribution by examining the change in coordinates
after each cell. Finally, coding was added to the COSY beam physics package to incorporate
the stochastic effects of multiple Coulomb scattering and energy straggling. These will be
discussed in detail subsequently.
With these modifications, simulations of the linear model of the channel were
performed to verify that the simulation results were consistent with theory. The simulations
began with the basic channel, and other elements were added to finally simulate the full
channel. These preliminary simulations were done without stochastic effects. Stochastic
effects of multiple Coulomb scattering and energy straggling were then added to complete
comparison with expectations from the general PIC theory.

Parameters for Simulation

The parameters set out in other current muon collider proposals served to guide the
simulations of the PIC channel. These parameters are set out in Table 5 [152].
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Table 5:

Expected PIC parameters.

Parameter	
  
Muon	
  beam	
  momentum,	
  p	
  
Number	
  of	
  particles	
  per	
  bunch,	
  Nb	
  
Be	
  (Z	
  =	
  4)	
  absorber	
  thickness,	
  w	
  
Normalized	
  transverse	
  emittance	
  (rms),	
  εx	
  =	
  εy	
  
Beam	
  size	
  at	
  absorbers	
  (rms),	
  σa	
  =	
  σx	
  =	
  σy	
  
Angular	
  spread	
  at	
  absorbers	
  (rms),	
  θa	
  =	
  θx	
  =	
  θy	
  
Momentum	
  spread	
  (rms),	
  Δp/p	
  
Bunch	
  length	
  (rms),	
  σz	
  

Unit	
  
MeV/c	
  
1010	
  
mm	
  
µm	
  
mm	
  
mrad	
  
%	
  
mm	
  

Initial	
  
250	
  
1	
  
20	
  
230	
  
0.7	
  
130	
  
2	
  
10	
  

Final	
  
250	
  
1	
  
2	
  
23	
  
0.1	
  
130	
  
2	
  
10	
  

The initial beam parameters used for PIC simulations come from current design
proposals for the output of the HCC that would precede PIC. For any specified reference
momentum, the equilibrium spot size, angular spread and absorber thickness can be
analytically determined thru the scaling formula previous given in eqns. 6.6-9. The final
beam distribution parameters are chosen based on the input into a REMEX channel that
would follow the PIC cooling channel.
In these initial simulations, a µ- with momentum of 250 MeV/c was chosen as the
reference particle based on the previously stated parameters. The period of the helical dipole
harmonic was arbitrarily set at 1 meter, and the field strength for these harmonics and the
straight quadrupole were scaled to achieve the correlated optics condition for the basic twin
helix channel. Optimization of the dipole period is discussed subsequently, but the magnetic
fields can be easily scaled for a different period length or reference momentum under the
scaling relationships.
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Demonstration of Resonance Condition

The first step in verification of the PIC theory was a linear modeling of the induced
parametric resonance in the basic twin helix channel.

Two pairs of helical quadrupole

harmonics were added to the basic twin helix channel. Resonance in each plane was induced
with one of these helical quadrupole harmonic pairs.

The horizontal helical quadrupole

harmonics have a field strength parameter of .02 T/m and a period length of 4 meters. The
vertical quadrupole helical harmonics have a field strength parameter of .04 T/m and a period
length of 2 meters. The field strengths are small since we only need a small perturbation to
generate the resonance. The period for the quadrupole helical harmonic pair for each plane
was chosen to satisfy the correlated optics condition: λx = 2λy = 4λD, and an offset chosen to
trigger the perturbation at the point of strong focusing in the cell.
Simulations, shown in Figs. 35(a) and (b), verify that a test particle offset from the
reference orbit in both initial position and angle follows a hyperbolic trajectory as it travels
down the channel. In these simulations, the test particle is launched at the periodic location of
strong focusing that will later be used for placement of the wedge absorber. The particle is
tracked every 2 helical dipole periods through multiple cells.
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These absorbers provide ionization cooling to dampen the growth in angular divergence
caused by the PIC resonance. The absorbers are placed at focal points of small but non-zero
dispersion to allow for longitudinal cooling through emittance exchange. These are the same
periodic focal points for the induced resonances. Idealized RF cavities are placed 3 cm after
each absorber and tuned to restore the longitudinal momentum for the reference particle
needed to maintain its stable orbit.
Simulations for a test particle were made to show the effects of ionization cooling with
and without using the helical quadrupole harmonics inducing the PIC resonance condition.
As with the previous simulations, the test particle was a 250 MeV/c muon launched offset
from the reference orbit both horizontally and vertically in position by 2 cm, and in angle by
130 mrad. The particle is tracked in the center of each wedge absorber as it travels through
the channel, and plotted for the horizontal and vertical planes in Figs. 36 and 37.

Figure 36:
The full twin helix channel simulated in COSY with and without PIC
resonance. Trajectory of a 250 MeV/c µ- launched offset in both planes from reference orbit
by 2 cm and 130 mrad is tracked at the center of each wedge absorber in the horizontal plane.
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Figure 37:
The full twin helix channel simulated in COSY with and without PIC
resonance. Trajectory of a 250 MeV/c µ- launched offset in both planes from reference orbit
by 2 cm and 130 mrad is tracked at the center of each wedge absorber in the vertical plane.

In the case of ionization cooling alone, which simulates the basic channel with wedge
absorbers and RF cavities, we see the initial effects of cooling reducing angular divergence
with respect to the reference particle orbit. Eventually there is also a corresponding reduction
in the particle’s offset from the reference orbit. When two pairs of helical quadrupole
harmonics are added to this simulation to induce the PIC resonances, strong focusing causes
more reduction in the position offset and in fact we see a much greater reduction in total offset
after the same number of wedge absorbers.
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Inclusion of Stochastic Effects

The simulations shown so far demonstrate only the linear focusing of the twin helix
channel and the basic principles of ionization cooling. Full evaluation of the channel requires
the addition of the stochastic effects of multiple Coulomb scattering and energy straggling as
particles travel through the absorber material. These effects “heat” the beam distribution and
will eventually balance the ionization cooling effects to reach equilibrium.
These stochastic effects were added to COSY using coding similar to the examples
shown in Appendix C. This allowed simulations that could verify both the equilibrium
emittance for the system and the improved reduction in spot size predicted by theory. To
implement multiple scattering, COSY calculates the path length, z, each individual particle
takes through the wedge absorber. This parameter, as well as the other parameters for that
same particle and the absorber, is used to determine a standard deviation for the “kick” to
particle angle using the PDG formula RMS98 modeling method, Equation 8.4.1 [153].
!!"#$$%&'() =

!".!  !"#

!

!"#

!!

1 + 0.038 ln

!
!!

(8.4.1)

A random number generated from Gaussian distribution is then used to determine the exact
kick for the particle, and the result is split via polar angle between the horizontal and vertical
plane. The calculated result is then applied to modify the particle’s coordinates, a and b, in
the tracking subroutine.
For energy straggling, a similar approach is used, with the Bohr approximation, eqn.
8.4.2, determining sigma for the change in energy [154].
Ω!!"#$%%&'(% !"! ! ≈ 0.26!!"#$%"&% !!!   [10!" !!"#$ !"! ]

(8.4.2)
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where Z is the atomic density of the absorber and Nt represents the electron density.
Although energy straggling is more accurately represented by a Landau distribution, a random
number generated from a Gaussian distribution provides sufficient accuracy for the linear
modeling of this stochastic effect.
Both processes are repeated for each individual particle every time the particle
encounters an absorber in the channel. The calculation of the path length taken by a particular
particle and the stochastic effects due to both processes are repeated for each individual
particle every time the particle encounters any absorber in the channel.
To apply this kick, COSY composes a “map” for the stochastic effects for each
individual particle at each absorber. This stochastic map, Σ, modifies the coordinates for the
particle as !!"#$% = Σ ∘ !!"!#!$% , where
!!"#$% = !!"!#!$%                   
!!"#$% = !!"!#!$% + Δ!"#$$%&'()
!!"#$% = !!"!#!$%                   
!!"#$% = !!"!#!$% + Δ!"#$$%&'()
!!"#$% = !!"!#!$%                   
!!"#$% = !!"!#!$% + Δ!"#$%%&'(%

(8.4.3)	
  

If the transmission for each particle is specified by some map, M, represent a cell from
the center of one absorber to the next, the evolution in coordinates for a particle travelling thru
an arbitrary number of cells can be expressed as
!!"#$% = {ℳ ∘ ℳ ∘ ℳ ∘ ℳ ∘ ℳ ∘ … } ∘ !!"!#!$%

(8.4.4)

and with the addition of the stochastic effects for each absorber, becomes
!!"#$% = {Σ ∘ ℳ ∘ Σ ∘ ℳ ∘ Σ ∘ ℳ ∘ … } ∘ !!"!#!$%

(8.4.5)

The results of simulations showing the contribution of stochastic effects in both the
horizontal and vertical plane are shown in Figs. 38 and 39. In both cases a 250 MeV/c muon
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offset in angle and position identical to the previous simulations is tracked at the center of
each wedge absorber in the full channel, with wedge absorbers, RF cavities, and the PIC
resonance induced. The plots show the results both with and without the stochastic effects
being included in the simulation. Even with the inclusion of these 2 important stochastic
effects, cooling is still observed.

Figure 38:
The full twin helix channel simulated in COSY with and without the stochastic
effects of multiple Coulomb scattering and energy straggling. Trajectory of a 250 MeV/c µlaunched offset in both planes from reference orbit by 2 cm and 130 mrad is tracked at the
center of each wedge absorber in the horizontal plane.
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Figure 39:
The full twin helix channel simulated in COSY with and without the stochastic
effects of multiple Coulomb scattering and energy straggling. Trajectory of a 250 MeV/c µlaunched offset in both planes from reference orbit by 2 cm and 130 mrad is tracked at the
center of each wedge absorber in the vertical plane.

6D Ionization Cooling with PIC in the Twin Helix Channel

While tracking of an individual particle appears to show cooling in the channel,
simulations with a proper distribution are needed to verify the cooling efficiency of the
channel and avoid being misled by anomalies. Examining the linear transfer map of the
channel is one way to make a first order analysis of effective cooling in a muon channel.
Recalling that we can express the linear effects of a beam channel as a 6x6 matrix relating the
change in particle initial and final vector coordinates,
!!"#$% = ℳ ∘ !!"!#!$% =

!!
⋮
!!

⋯
⋱
…

!!
⋮
!!

∘ !!"!#!$!

The transfer matrix can be used to determine the geometric emittance of system. The
emittance of the final beam distribution can be expressed as

(8.5.1)
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!!"#$% =

!"#$

!!!"#$% !!!,!"#$% =

!"#$

det ℳ !!!"!#!$% !!!,!"!#!$% = det ℳ !!"!#!$% (8.5.2)
!

det ℳ = ! !"#$%

(8.5.3)

!"!#!$%

Similarly, the rate of change of the 2D and 4D emittance segments can be determined by
evaluating the determinant of the 2x2 or 4x4 of the appropriate sub-matrix of ℳ. For
example, for one 2 period cell of the twin helix channel in these simulations, the determinant
of the 6x6 transfer map was 0.945372.
This same approach can be used to study the nonlinear beam effects on emittance as
well. In this case the determinant of the transfer matrix is replaced by a the Taylor map
function  !(!!"!#!$% ), a Taylor series based on the initial beam coordinates, and the change in
emittance can be expressed as
!!"#$% =

!"#$

!(!!"!#!$% )!!!"!!"#$ ≤ !(!!"!#!$% )

!!"#$% ≥ !(!!"!#!$% )

!"#

!"#

∘ !!"!#!$%

∘ !!"!#!$%

(8.5.4)
(8.5.5)

where the maximum and minimum values of the function are determined by the beam size in
phase space and can be used to define a contour of the 6D phase space that will achieve a
specified reduction in emittance.
!!"#$%
!!"!#!$%

≥ !(!!"!#!$% )

!"#

(8.5.6)

Taking a simple 2D example, let ! !, ! = 3! ! + ! ! where ! ∈ −1, 1 , ! ∈ [−1, 1]. Then
! !, !

!"#

= 4, and ! !, ! ≤ 1 for  ! ∈ −.5, .5 , ! ∈ [−.5, .5].

By making certain

assumptions, such as assuming through equal cooling decrements and symmetry in the
channel that xinit=yinit and ainit=binit, the resulting function can be plotted in a time independent
(terms based on lint = 0) space as depicted, for example, in Figs. 40(a) and (b). Ideally, the
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transfer map coefficients generated from COSY can provide the coefficients for this function
for a given channel, but further work needs to be done to validate the modeling assumptions.
One particular advantage of this approach is that a channel may be evaluated for areas of
phase space experiencing discontinuities or inefficiencies in emittance reduction.

Figure 40(a)-(b):
Mathematica 7 demonstration of 3-dimensional emittance contour plots
showing (a) maximum, and (b) minimum boundaries for a chosen cooling efficiency.

Having simulated the basic twin helix channel with stochastic effects and having
demonstrated cooling for an individual test muon, and examination of the transfer matrix,
emittance change for a distribution of particles in the channel was simulated to evaluate
cooling in the channel. These simulations were performed using an uncorrelated distribution
of 1000 muons. For this distribution, the initial coordinates were calculated using a Gaussian
distribution with the following sigma for deviations from the reference orbit: (1) offset in
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each plane: 2 cm.; (2) offset in angle in each plane: 130 mrad; (3) energy spread: 1%; and (4)
longitudinal bunch length: 3 cm. The 6D emittance for total distribution in the beam was
calculated from the covariant matrix as it was tracked travelling through the channel. The 2D
and 6D emittance components were explicitly calculated as
!! =

! ! !! − !"

!

(8.5.7)

!! =

! ! ! ! − !"

!

(8.5.8)

!! =

! ! ! ! − !"

!

(8.5.9)

!!! = !! ×!! ×!!
where the covariant matrix terms are determined as ! ! =

(8.5.10)
!!
!

−

! !
!

for n particles in the

distribution.
The channel’s performance was calculated for the same distribution with and without
inducing the PIC resonance condition. Fig. 41 illustrates the results of these simulations both
with and without the PIC resonance being induced.

Figure 41:
Emittance reduction for a distribution of 1000 particles tracked thru the twin
helix channel with the PIC condition and stochastic effects.
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Equilibrium is reached in the transverse dimensions after about 150 cells (300 dipole periods),
while longitudinal heating grows slowly at first, and eventually dominates.
Fig. 42 shows the resulting change in 6D emittance for the same simulations. As
predicted by theory, 6D cooling with the PIC resonance condition reaches equilibrium state
that beyond that of ionization cooling alone by about a factor of 10. This same effect can be
evaluated by measuring the cooling factor for the channel. Cooling factor is a figure of merit
determined by dividing the final 6D emittance of the surviving particles in the beam by their
initial emittance. Fig. 43 shows the cooling factor for this same demonstration system.

Figure 42:
Comparison of 6D emittance for a distribution of 1000 test muons travelling
through the twin helix channel simulated including stochastic effects in COSY with and
without the strong focusing from PIC resonance condition.
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Figure 43:
Comparison of cooling factor (ratio of initial to final 6D emittance) with and
without the strong focusing from PIC resonance condition is consistent with theory indicating
improved in cooling by about a factor of 10.

In simulations both with and without the PIC resonances, we see that after equilibrium
is reached in the transverse planes, longitudinal heating begins to dominate and net heating
will occur. In a muon collider channel implementation of PIC, this effect would be avoided
by varying the thickness of the absorbers in the channel so as to continuously reduce the
equilibrium transverse emittance of the beam.

	
  

CHAPTER 9
OPTIMIZATION OF THE TWIN HELIX CHANNEL

With the basic channel having been fully simulated and the results compared to
theory, the next step was an optimization of the channel design.

To accomplish this,

consideration was given to the purpose of the channel. The PIC cooling channel will be used
as a final 6-D cooling stage in a muon collider or neutrino factory to achieve extra emittance
reduction beyond that already achieved through primary initial ionization cooling methods.
To avoid excessive losses due to ongoing muon decays, this final stage of 6D cooling before
REMEX needs to be as short as possible. In the twin helix channel, the ionization cooling is
provided through wedges of progressively reduced thickness. To maximize the channel
efficiency, the space in between wedges should be reduced as much as possible so the total
channel length is minimized. Consideration must also be given to allowing sufficient space
for energy-restoring RF cavities.
Using the scaling relationships, eqns. 7.6 to 7.9, previously derived, the parameters for
the basic twin helix channel can be quickly adjusted for various values of the length of the
helical dipole period.
determined.

The maximum amplitude and maximum dispersion can also be
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For a variety of helical dipole period lengths, G4BL was used to track a particle
distribution and the transmission rate was measured after 1000 absorbers [155].

The

simulations tracked a distribution of 1000 muons with momentum of 250 MeV/c. These
simulations indicate that choosing a helical dipole period of approximately 20 cm was optimal
for improved transmission. Table 6 shows the scaling relations between helical dipole period,
magnetic field strengths, maximum offset, dispersion, and the resulting transmission rate.

Table 6:

Comparison on parameters for various twin helix configuration.

λD

BD

!By /!x

xmax

Dx max

% transmission

.05 cm
.10 cm
.20 cm
.30 cm

48.84
24.42 T
16.28 T
08.14 T

76.08 T/m
38.04 T/m
18.02 T/m
09.01 T/m

0.006 cm
0.012 cm
0.024 cm
0.036 cm

0.010 m
0.020 m
0.039 m
0.059 m

03.0
26.1
37.3
35.9

This choice for the period of the helical dipole harmonics has additional advantages.
The maximum dispersion is just under 4 mm, which is approximately the same small but nonzero value of dispersion at the location chosen for the wedge absorber in the prior simulations
with the 1 meter helical dipole period. For the 20 cm dipole period version of the channel,
wedge absorbers would be ideally placed at the point of maximum dispersion. As illustrated
in Fig. 44, this allows symmetric placement for the RF cavity in between the absorbers.
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Figure 44:

Schematic of symmetric twin helix layout.

In addition to improving transmission by shortening the helical dipole period, the
shorter channel will experience smaller aberrations due to the reduced maximum dispersion.
One major disadvantage to choosing a shorter helical dipole period is the increase in the
strengths of the magnetic fields as the helical dipole period is reduced. For a 20 cm period,
the combined field from the pair of helical dipole harmonics scales to 16.3 Tesla. While
engineering such a magnetic channel will be challenging, the difficulty is comparable to many
of the challenges to designing and building other components of a next-generation muon
collider.
With a 20 cm period for the helical dipole harmonic in the basic twin helix channel,
wedge absorbers placed every other period will allow less than 40 cm for the RF cavities.
The result is a set of parameters that are challenging but within the levels contemplated for a
muon collider. The 20 cm period maximizes transmission while minimizing unnecessary
length between the wedge absorbers, providing a good balance between cooling efficiency
and a short channel length.
After selecting the length for the helical dipole harmonics, the channel was simulated
in a linear model identical to the procedure followed for the version of the channel using a
one-meter helical dipole period. For a 20 cm period, each helical dipole harmonic had a field
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strength of 8.14375 T, and the superimposed continuous quadrupole field has a field strength
of 18.01875 T/m. A test particle follows an elliptical trajectory as shown in Figure 44. These
plots track a 250 MeV/c test muon launched with both horizontal and vertical offsets in
position and angle from the reference orbit in the center of the initial wedge absorber of 2 cm
and 130 mrad., respectively. The particle is tracked every 40 cm (2 dipole periods).

Figure 45(a)-(b):
The λD=20 cm basic twin helix channel simulated in COSY without
wedge absorbers or energy restoring RF cavities. Trajectory of a 250 MeV/c µ- launched
offset in both planes from the reference orbit by 2 cm and 130 mrad and tracked and plotted
every two dipole periods in (a) horizontal plane and (b) vertical plane.

To induce the parametric resonance, two separate pairs of helical quadrupole
harmonics were added. To induce the horizontal resonance, helical quadrupole harmonics
with strengths .063662 T/m, period of 80 cm., and a phase advance of 30 cm. were used. To
induce the vertical resonance, helical quadrupole harmonics with strengths .127324 T/m,
period of 40 cm, and a phase advance of 4.4 cm were used. Fig. 46 shows the change in
trajectory for the test particle once the PIC resonances have been introduced with these pairs
of helical quadrupole harmonics.
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Figure 46(a)-(b):
The λD=20 cm basic twin helix channel with induced parametric
resonance simulated in COSY without wedge absorbers or energy restoring RF cavities.
Trajectory of a 250 MeV/c µ- launched offset in both planes from the reference orbit by 2 cm
and 130 mrad and tracked and plotted every two dipole periods in (a) horizontal plane and (b)
vertical plane.

The resonance condition is also shown in the change in the linear transfer matrix for
one cell in this channel. Under this approach, the horizontal and vertical magnification matrix
elements (x|x) and (y|y) should be less than one, while (x|a) and (y|b) should approach zero.
In the present model, the values for these matrix elements are presented in Table 7.

Table 7:
The 4x4 sub-matrix for the λD=20	
   cm	
   basic twin helix cell with induced
parametric resonance.
-0.971
5.70 x 10-5
0
0

-6.26 x 10-3
-1.03
0
0

0
0
0.958
8.26 x 10-2

0
0
1.01 x 10-4
1.04
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Next, wedge absorbers were added at every other periodic focal point, with RF
cavities symmetrically placed in between them. Since the RF frequency and phase are not
being optimized at this time, the arbitrary central wedge thickness of 2 cm and RF parameters
from the previous 1-meter dipole period demonstration were chosen. In final implementation,
the wedge thickness, and RF parameters, will be adjusted to minimize equilibrium emittance
for the muon beam being cooled. Wedge thickness is expected to decrease as the channel
proceeds to maintain cooling efficiency.
Without inducing resonance (no helical quadrupole harmonic pairs), simulations were
done to study the effects of varying the horizontal wedge angle gradient (dx/dz). Fig. 47
shows some examples with (a) a flat absorber, (b) .10 wedge angles, (c) .20 wedge angles, and
(d) .3 wedge angle with the wedge orientation reversed.
The final example demonstrates the principle used in REMEX to gain extra reduction
in transverse emittance reduction while emittance exchange increases longitudinal emittance.
Using these simulations, wedge angles of .10 were chosen to balance transverse cooling with
longitudinal cooling through emittance exchange.
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Figure 47(a)-(d):
The λD=20 cm twin helix channel simulated in COSY with wedge
absorbers and energy restoring RF cavities. Trajectory of a 250 MeV/c µ- launched offset in
both planes from the reference orbit by 2 cm and 130 mrad and tracked and plotted every two
dipole periods in the horizontal plane for (a) flat absorber; (b) .10 wedge angles; (c) .20
wedge angles; and (d) .30 wedge angles with reverse wedge orientation.

The next consideration was adding helical quadrupole harmonic pairs to induce the
PIC resonance. In this regard, simulations were performed to study the effects of varying the
strength of the resonance harmonics. The original field strengths for the vertical quadrupole
harmonics inducing the resonance in the vertical plane (.4/π T/m) were fine, and this value
was maintained. Fig. 48 shows the trajectory of the test muon in the vertical plane with this
resonance induced.
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Figure 48:	
  
The	
   λD=20	
   cm	
   full	
   twin	
   helix	
   channel	
   with	
   induced	
   vertical	
   resonance	
  
simulated	
  in	
  COSY.	
  	
  Trajectory	
  of	
  a	
  250	
  MeV/c	
  μ-‐	
  launched	
  offset	
  in	
  both	
  planes	
  from	
  the	
  
reference	
  orbit	
  by	
  2	
  cm	
  and	
  130	
  mrad	
  and	
  tracked	
  and	
  plotted	
  every	
  two	
  dipole	
  periods	
  
in	
  the	
  vertical	
  plane.

However, the strengths of the helical harmonic quadrupoles inducing the horizontal
resonance needed to be altered. The original strengths (.2/π T/m) were chosen to perturb the
fields just enough to induce the resonance behavior in the linear transfer map, but adding the
wedge and RF cavities resulted in a magnification term in the transfer matrix (x|x) > 1. To
induce resonance, the field strength of these quadrupole helical harmonics had to be doubled.
Cooling simulations (discussed below) showed that exceeding this minimum reduced the
cooling efficiency of the channel. Fig. 49 shows the effects of the trajectory of a test particle
in horizontal phase space with (a) no resonance, (b) below resonance (.2/π T/m), (c)
resonance minimally triggered (.4/π T/m), and (d) resonance strongly triggered (1.0/π T/m).
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Figure 49(a)-(d):
The λD=20 cm full twin helix channel with induced horizontal
resonance simulated in COSY. Trajectory of a 250 MeV/c µ- launched offset in both planes
from the reference orbit by 2 cm and 130 mrad and tracked and plotted every two dipole
periods in the horizontal plane with (a) no resonance induced, and (b)-(d) various strengths for
resonance-inducing harmonic fields.
After linear simulations of cooling without stochastic effects for a distribution of
particles, it was determined that using the parameters listed in Table 8 provided the most
cooling efficiency after 200 cells. The initial distribution had a 6D emittance of 1.27x10-9 m3rad2. Without inducing the parametric resonance, after 200 cells, 6D emittance was reduced
to 7.93x10-14 m3-rad2. With the induced resonance, 6D emittance was reduced to 4.39x10-14
m3-rad2 after the same number of cells. Additional optimization of the wedge thickness and
RF cavity parameters is expected to improve this result and improve cooling by more than
merely a factor of 2.
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Table 8:
Parameters for optimized twin helix cell.
PARAMETER
VALUE
Reference particle
250	
  MeV/c	
  μ-‐
H. Dipole field
8.14375 T
H. Dipole wavelength
20 cm
Straight Quadrupole field
18.01875 T/m
H. Quadrupole field (horiz. resonance pair)
.4/π T/m
H. Quadrupole wavelength
80 cm.
H. Quadrupole phase advance
30 cm.
H Quadrupole field (vert. resonance pair)
.4/π T/m
H. Quadupole wavelength
40 cm
H. Quadrupole phase advance
4.4 cm.
Beryllium wedge central thickness
2 cm.
Wedge angle gradient
.10
RF cavity voltage
-12.546 MV
RF frequency
201.25 MHz
RF phase
30 degrees

Next, stochastic effects were added to the simulation. Fig. 50(a) and (b) shows the
results of the tracking of the trajectory for an individual test muon in the horizontal and
vertical phase space for 200 cells with the addition of stochastic effects of multiple Coulomb
scattering and energy straggling.
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Figure 50(a)-(b):
The	
   optimized	
   twin	
   helix	
   channel	
   simulated	
   in	
   COSY	
   with	
   the	
  
stochastic	
  effects	
  of	
  multiple	
  Coulomb	
  scattering	
  and	
  energy	
  straggling.	
  	
  Trajectory	
  of	
  a	
  
250	
  MeV/c	
  µ-‐	
  launched	
  offset	
  in	
  both	
  planes	
  from	
  reference	
  orbit	
  by	
  2	
  cm	
  and	
  130	
  mrad	
  
and	
  tracked	
  at	
  the	
  center	
  of	
  each	
  wedge	
  absorber	
  in	
  the	
  (a)	
  horizontal,	
  and	
  (b)	
  vertical	
  
plane.

The parameters given in Table 8 were used to simulate cooling for a distribution of
1000 test muons with stochastic effects of multiple Coulomb scattering and energy straggling.
For this distribution, the initial coordinates were calculated using a Gaussian distribution with
the following sigma for deviations from the reference orbit: (1) offset in each plane: 2 cm.;
(2) offset in angle in each plane: 130 mrad; (3) energy spread: 1%; and (4) longitudinal bunch
length: 2 cm. The results are shown in Fig. 51-53. Without optimizing wedge thickness or
the RF parameters, equilibrium is reached after about 400 cells. Future work should include a
more complete optimization using non-idealized RF cavities and decreasing wedge
thicknesses throughout the channel. Also, maximizing PIC emittance reduction presumes
equal cooling decrements in a 3 phase-space dimensions. Since the twin helix exchanges
emittance only between the horizontal and longitudinal dimensions, a final design may
involve a coupling resonance to the vertical dimensions or some other innovation to balance
these cooling decrements.

	
  

CHAPTER 10
EVALUATION OF ABERRATIONS IN THE TWIN HELIX CHANNEL

The baseline simulation described above provides and important tool for optimizing
the PIC cooling channel design. This linear model simulates the efficiency of the cooling
channel if all non-linear aberrations in the system had been perfectly corrected. Since muon
beams can have a very large initial angular and energy spread, non-linear effects (aberrations)
in the system dependent on these parameters can dramatically impact the final spot size of the
beam. In calculating the aberrations in the system, COSY allows a user to specify maximum
beam size parameters. The transfer and aberration maps are calculated based on this beam
size. Comparison of a corrected system, including non-linear effects, against the linear model
provides a measure of the efficiency of aberration correction efforts.
After verifying PIC theory with the linear model, simulations were run at higher order
to determine the extent of aberration impacting performance of the cooling channel. Once the
largest aberrations are identified, efforts at correction can be employed. In simulations of the
optimized twin helix channel, we are concerned with focusing of the beam at the period
locations where wedge absorbers are placed. According, the transfer map and aberration map
are calculated from a point on the reference particle orbit at the center of one wedge absorber
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to the point on the reference orbit that is the center of the next wedge absorber. The preferred
helical dipole harmonic period (λD) of 20 cm was chosen for a reference momentum of 250
MeV/c, with the parameters from Table 8. The beam parameters are set for a beam with (1) a
horizontally and/or vertically deviation from reference up to 2 mm in position; a horizontally
and/or vertically deviation from reference in angle of up to 130 mrads.; a bunch length of 3
cm; and a deviation in momentum of up to 2%.
As previously noted, COSY identifies the largest nonlinear aberrations in the system
order by order, as well as their effects given a specified range in initial particle coordinates.
This lets us determine the sensitivity of a system’s optic to a range of initial beam parameters.
By noting whether the results of simulations at various higher orders converge, we can
determine whether further aberration correction is necessary. For the twin-helix channel,
Table 9 lists the largest 2nd and 3rd order aberrations affecting the final spot size at the periodic
focal points in the channel. The maximum effect on final spot size for all other 2nd and 3rd
order aberrations is less than 1 mm. The aberration (x|aa), for example, shows the variation
(in meters) to final horizontal position of the particle as a function of the square of its initial
angle (px/p0) in the horizontal plane.

Table 9:
Largest 2nd and 3rd order aberrations affecting final spot size for the optimized
basic and full twin helix channel with λD=20 cm and a 250 MeV/c reference muon.
Aberration

Full Cell Parameter (meters)

Basic Cell Parameter (meters)

(x|aa)
(x|aδ)
(x|aaa)
(x|abb)
(y|aab)
(y|bbb)

0.00235
0.00218
-0.01760
-0.00599
0.00598
0.00111

0.00173
0.00208
-0.01920
-0.00640
0.00650
0.00122
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The data in Table 9 is noteworthy in that the aberrations for the basic channel, without
any helical quadrupole pairs used to induce resonance, are identical in nature and nearly
identical in size to those for the full twin helix channel, with resonance harmonics, wedge
absorbers and RF cavities. Since the aberrations are due primarily to the optics of the basic
channel’s helical dipole pair and straight quadrupole component, and not the additional
elements in the full channel, aberration correction efforts can focus initially on correcting
aberrations without the complications of the resonances, wedges and RF components.
The aberration maps calculated with COSY show that angular-based aberrations have
the greatest effect of the final position of particles in the channel. Because the angular spread
can be large, correcting these aberrations is critical to a successful cooling channel design.
Additionally, angular aberrations at 5th and 7th order were found to be non-trivial.

In

particular, (x|aaaaa) and (x|aaaaaaa), the 5th and 7th order aberrations to final horizontal offset
from reference orbit based on initial horizontal deviation from the reference orbit (px/p0),
caused substantial instability and particle loss.
Correction efforts focus on superimposing a variety of continuous magnetic fields in
the channel.

A series of simulations were performed to study the effects of various

parameters on the largest 2nd and 3rd order positional aberrations in the test channel identified
from the aberration map and also other aberrations that can vary strongly by adding additional
magnetic fields.
The basic twin helix channel (pair of helical dipole harmonics and a superimposed
continuous quadrupole) was simulated with additional continuous sextupole, octopole and
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decapole fields superimposed one at a time. The effects on the identified aberrations were
studied as the poletip field strengths of these continuous fields were varied. Figs. 54-59 show
examples of this evaluation for the continuous sextupole, octopole and decapole fields. The
effects of aberrations are plotted in Figs. 54, 56, and 58 as functions of a field strength
parameter. Figs. 55, 57, and 59 normalize results by plotting the range of a particular
aberration divided by its median value.

Figure 54:
magnetic field.

Dependence of twin helix aberrations on continuous sextupole
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Figure 55:
magnetic field.

Normalized twin helix aberration dependence for continuous sextupole

Figure 56:
field.

Dependence of twin helix aberrations on continuous octopole magnetic
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Figure 57:
magnetic field.

Normalized twin helix aberration dependence for continuous octopole

Figure 58:
field.

Dependence of twin helix aberrations on continuous decapole magnetic
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Figure 59:
magnetic field.

Normalized twin helix aberration dependence for continuous decapole

Next, the effects of superimposing pairs of helical harmonic magnetic fields were
assessed. These included pairs of helical quadrupole, sextupole, octopole, and decapole
harmonics. Each pair was superimposed one at a time. Like the helical dipole harmonic pair
in the basic twin helix channel, each harmonic in these higher order pairs had equal field
strengths, phase offsets and equal but opposite helicities. For each superimposed harmonic
pair, the effects of varying field strengths, wave number, and phase offset on the target
aberrations were assessed. Figs. 60-71 show examples of these plots for the helical sextupole,
octopole and decapole harmonic pairs. Variation in field strength is plotted in a manner
similar to that used for the continuous correcting fields. Wavelength variation is plotted as a
function of “nk,” where n is the harmonic index number (2=quadrupole, 3=sextupole, etc.)
and k is the wave number (2π/λ).
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Figure 60:
magnetic field.

Dependence of twin helix aberrations on helical sextupole harmonic

Figure 61:
Normalized twin helix aberration dependence for helical sextupole
harmonic magnetic field.
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Figure 62:
phase offset.

Dependence of twin helix aberrations on helical sextupole harmonic

Figure 63:
wave number.

Dependence of twin helix aberrations on helical sextupole harmonic
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Figure 64:
magnetic field.

Dependence of twin helix aberrations on helical octopole harmonic

Figure 65:
Normalized twin helix aberration dependence for helical octopole
harmonic magnetic field.
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Figure 66:
phase offset.

Dependence of twin helix aberrations on helical octopole harmonic

Figure 67:
wave number.

Dependence of twin helix aberrations on helical octopole harmonic
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Figure 68:
magnetic field.

Dependence of twin helix aberrations on helical decapole harmonic

Figure 69:
Normalized twin helix aberration dependence for helical decapole
harmonic magnetic field.
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Figure 70:
phase offset.

Dependence of twin helix aberrations on helical decapole harmonic

Figure 71:
wave number.

Dependence of twin helix aberrations on helical decapole harmonic

These studies have allowed us to identify not only potential methods for correcting
higher order aberrations, but also which aberrations are least sensitive to correction. Using
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this information, various combinations of correcting magnetic fields have been tried in an
attempt to minimize aberrations in the basic twin helix channel.
In all cases, the correlated optics condition must also be maintained, and the reference
orbit must be recalculated since these higher order magnetic fields can modify the linear orbit
for the reference particle. For example, a reference particle that orbits off axis in the channel,
as shown in Fig. 34, will feel a dipole-like and quadrupole-like field from a sextupole field
that has been superimposed to correct aberrations. Fortunately, field strength, phase offset,
helicity and harmonic number provide a number of variable parameters for the system.
Figs. 72 and 73 show an example of one such correction scheme that minimizes all of
the targeted aberrations at 2nd and 3rd order.

In this model, aberration correction is

accomplished by superimposing two additional pairs of helical quadrupole harmonics, one
pair of helical sextupole harmonics, two pairs of helical octopole harmonics and a straight
sextupole field onto the basic twin helix channel. A concentric cone of 250 MeV/c muons is
launched from the initial focal point in the channel with angular deviation from the reference
orbit ±100 mrad. When examined with nonlinear effects through 7th order, we see the impact
of aberrations beyond 3rd order still remains. Focusing after one cell, shown in Fig. 72, is
only slightly improved.
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Figure 76:
G4Beamline Simulation of horizontal motion thru 1 cell (2 dipole periods) for
a distribution of 250 MeV/c muons launched from reference orbit with angular deviation up to
70 mrad.

Additional efforts to compensate for the substantial spherical and chromatic
aberrations in the channel are ongoing.

Since equilibrium angle spread is inversely

proportional the energy squared, increasing the reference momentum to 1 GeV, for example,
would lower the equilibrium angle spread below the acceptance shown in Figure 76. This
would mean accelerating the beam before final cooling. Some combination of further
aberration correction and modifying the chosen reference momentum may provide sufficient
acceptance with aberration correction to meet the goals of the PIC channel.
Another approach is to use a channel based on a helical quadrupole pair. Since there
is no dispersion due to dipole fields, the reference particle follows an ordinary mid-line
trajectory. In this channel, the horizontal and vertical betatron tunes are equal, and resonance
in induced using helical quadrupole harmonic pairs with periods 2 and 4 times the period of
the underlying quadrupole harmonic pair. A continuous quadrupole field is also needed to
maintain the correlated optics condition. In this design, wedge absorbers are placed every 4th
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period. The advantage to using this design is that it allows for a more traditional approach to
aberration correction without the “feed down” effect caused by a reference particle that
oscillates in the x-z midplane. With such a system, angular aberrations through 3rd order have
been corrected using a combination of 3 helical harmonic octopole pairs with differing
periods. A very small dipole component is then added to induce just enough dispersion to all
emittance exchange and minimization of chromatic aberrations. The channel optics are then
adjusted to correct unwanted non-linearities due to these new bending components.

	
  

CHAPTER 11
CONCLUSIONS
Muon cooling poses one of the key technical challenges to the successful development
of a next-generation muon collider to explore high-energy physics at the energy frontier. The
same technology will be essential to the development of a muon-based Higgs factory to study
physics at the intensity frontier. These machines offer great potential to extend our study of
the field of high-energy particle physics.
Because muons are produced as tertiary particles, they initially occupy a very large
volume of phase space that must be reduced as part of the operation of any useful muon
colliding machine. The concepts of emittance and luminosity and their relation to collider
performance have been reviewed. Ionization cooling offers the only realistic method to
reduce this large initial muon beam emittance in the short muon lifetime and achieve the
desired luminosity goals of the collider. Various methods involving the concept of ionization
cooling have been proposed and are being developed to address the challenge of muon
cooling. PIC is one proposed final 6D cooling technology that has the potential to improve
emittance reduction beyond convention ionization cooling methods alone. In PIC, periodic
resonances create regular fixed points where particles in the beam exhibit hyperbolic
trajectories, reducing offset in position of particles in the beam from the reference orbit in
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exchange for increased growth in angular divergence. To maintain stable particle orbits and
allow for emittance exchange, wedge absorbers are used to limit the growth in angular
divergence. RF cavities are used to restore momentum longitudinally.
One proposed implementation of PIC theory is the twin helix channel. In this channel
a pair of helical dipole magnetic harmonics with equal field strength and equal and opposite
helicity are superimposed onto each other. This creates a magnetic channel where muons can
be transported in a stable orbit. A continuous quadrupole field is superimposed onto this
channel to redistribute focusing between the horizontal and vertical dimensions. This creates
periodic points of focusing in the channel, correlated in both transverse dimensions and with
the dispersion function for the channel. Additional pairs of helical quadrupole harmonics are
added to simultaneously induce parametric resonance at these focal points in both transverse
dimensions. Wedge absorbers are added at every other focal point to dampen growth in
angular divergence in the beam, provide for ionization cooling and allow for emittance
exchange. Finally, RF cavities are used to restore longitudinal momentum.
To verify PIC theory, COSY Infinity was utilized to model the twin helix channel.
To facilitate this, several modifications were made adding functionality to COSY Infinity.
These included coding a new magnetic field element that combines a variety of helical
harmonic pairs with continuous superimposed magnetic multipoles. Subroutines were added
to determine the reference orbit within the channel and track particles individually or in a
distribution.

Finally, COSY was modified so simulations included stochastic effects of

multiple Coulomb scattering and energy straggling. These modifications were benchmarked
against the GEANT4 Toolkit, G4Beamline, which is also being used to simulate PIC’s muon
cooling effects.
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Linear simulations for a twin helix channel utilizing an arbitrary helical dipole period
of one meter demonstrated the ability to induce the PIC resonance in both the horizontal and
vertical dimensions. Ionization cooling was demonstrated with and without inducing the PIC
resonance. Cooling in this linear model was demonstrated in simulations with stochastic
effects of multiple Coulomb scattering and energy straggling. Finally, the cooling factor for
the channel was compared with and without the PIC resonance to verify the additional
reduction in equilibrium emittance under PIC theory.
Next, an optimized channel helical dipole harmonic period length of 20 cm was
chosen based on reducing the spacing between wedge absorbers to minimize particle loss
through decay. Simulations in COSY verified the induced resonances in both horizontal and
vertical dimensions. Wedge absorbers and RF cavities can be placed symmetrically in this
channel. Field strengths for the helical quadrupole harmonic pairs were adjusted as necessary
to trigger the resonance effects with the addition of absorbers and RF. Cooling in this
optimized channel was verified with and without stochastic effects.
The effects of chromatic and spherical aberrations have been studied and efforts are
underway to correct their effects. This included comparisons of aberrations in both the basic
and full twin helix channel. This comparison demonstrated that the aberrations are arising
from the basic channel fields, and that correction effort could focus on this simple system that
does not have induced parametric resonances, wedge absorbers or RF cavities. Using COSY
to determine a map of beam aberrations, the largest aberrations were identified. Simulations
compared how various continuous magnetic multipoles and pairs of helical magnetic
harmonics affected these aberrations.

Using this information, various combinations of

correcting magnetic fields have been simulated to attempt correct aberrations in the twin helix
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channel. All second and third order aberrations were successfully corrected, but higher order
angular aberrations continue to cause instability in the beam. Another design has successfully
corrected aberrations through 9th order. Unfortunately, the angular acceptance of this channel
design was only about ½ of the equilibrium angular spread in the beam for a reference
momentum of 250 MeV/c. Further correction efforts are ongoing, including testing a system
with a greater reference momentum to reduce the equilibrium angular spread in the beam.
PIC, as implemented in the twin helix channel, offers promising potential as a final 6D
cooling method.
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APPENDIX A
COSY.FOX MODIFICATIONS FOR HELICAL HARMONIC MAGNETS
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{Append	
  to	
  list	
  of	
  COSY	
  global	
  variables}	
  
VARIABLE	
  POWERX	
  1;	
  VARIABLE	
  POWERN	
  1;	
  VARIABLE	
  GAMM1	
  1;	
  
VARIABLE	
  BESSN	
  1;	
  VARIABLE	
  BESSK	
  1;	
  VARIABLE	
  BESSX	
  1;	
  	
  
VARIABLE	
  STORE0	
  1;	
  VARIABLE	
  STORE1	
  1;	
  VARIABLE	
  STORE2	
  1;	
  VARIABLE	
  STORE3	
  1;	
  
VARIABLE	
  BD	
  1	
  ;	
  VARIABLE	
  BQ	
  1	
  ;	
  VARIABLE	
  BS	
  1;	
  VARIABLE	
  BSI	
  1;	
  
VARIABLE	
  MSS	
  1;	
  VARIABLE	
  MSO	
  1;	
  VARIABLE	
  BO	
  1;	
  VARIABLE	
  BH	
  1;	
  
VARIABLE	
  MSQ	
  1;	
  VARIABLE	
  MPL	
  1;	
  VARIABLE	
  OSET	
  1;	
  VARIABLE	
  PSET	
  1;	
  
VARIABLE	
  XLOCTEMP	
  1;	
  VARIABLE	
  PLOCTEMP	
  1;	
  VARIABLE	
  WL1	
  1;	
  
FUNCTION FACT N ; VARIABLE I 1 ; FACT := 1 ;
{FACTORIAL}
LOOP I 1 N ; FACT := FACT*I ; ENDLOOP ; ENDFUNCTION ;
FUNCTION PWR POWERX POWERN;
{POWER FUNCTION}
VARIABLE L 1;
PWR:=1; IF POWERN>0; LOOP L 1 POWERN; PWR:=PWR*POWERX;
ENDLOOP; ENDIF; ENDFUNCTION;
FUNCTION BES BESSN BESSX {BESSK};
VARIABLE J 1; VARIABLE BESS0 100;
BESS0:=0; BES:=0; LOOP J 0 20 {BESSK};
BESS0:=PWR((BESSX/2),(2*J+BESSN));
BESS0:=BESS0/FACT(J);
BESS0:=BESS0/FACT(J+BESSN);
BES:=BES+BESS0; ENDLOOP; ENDFUNCTION;

{MODIFIED BESSEL}

FUNCTION WV WL1;
{WAVENUMBER COVERT}
WV:=2*3.141592653589793/WL1; ENDFUNCTION;
FUNCTION HBY X Z N K BN P0;
{Helical field for By}
HBY:=2*BN*(BES(N-1,K*X)-BES(N+1,K*X))*COS((P0*K)-(K*Z));
ENDFUNCTION;
FUNCTION THBY X Z BYF;
{Total x-z Bfield for helical set BYF}
variable i 1;
BY:=BYF(1,1)*x;
by:=by+BYF(1,2)*x*x/2;
by:=by+BYF(1,3)*x*x*x/6;
by:=by+BYF(1,4);
loop i 2 11;
by:=by+hby(X,Z,BYF(i,2),BYF(i,3),BYF(i,1),BYF(i,4));
endloop; thby:=by;
endfunction;
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{Append to procedure POTXZ}
ELSEIF NSDP=-8;
BY:=PPOL(1)*X;
BY:=BY+PPOL(2)*X*X/2;
BY:=BY+PPOL(3)*X*X*X/6;
BY:=BY+PPOL(4);
LOOP I 1 PPOL(5);
BY:=BY+HBY(X,Z,PPOL(2+I*10),PPOL(3+I*10),PPOL(1+I*10),PPOL(4+I*10));
ENDLOOP;
PROCEDURE HMAG2 BYF BYN D L LSI OSI PSI;
{New Helical harmonic magnet with continuous straights}
VARIABLE N 1;
VARIABLE L1 10; VARIABLE LS 10; VARIABLE J 1; VARIABLE LLPI 1;
PPOL(1):=BYF(1,1); PPOL(2):=BYF(1,2); PPOL(3):=BYF(1,3); PPOL(4):=BYF(1,4);
PPOL(5):=BYN; PPOL(6):= D; PPOL(7):=L;
PPOL(8):=LSI; PPOL(9):=OSI; PPOL(10):=PSI;
LOOP N 1 BYN;
PPOL(N*10+1):=BYF(n+1,1);
PPOL(N*10+2):=BYF(n+1,2);
PPOL(N*10+3):=BYF(n+1,3);
PPOL(N*10+4):=BYF(n+1,4);
ENDLOOP;
NSDP:=-8; LOFF:=2; L1:=5*D; LLPI:=LPI; LPI:=0;
IF ABS(PPOL(9))+ABS(PPOL(10))>0;
XLOCTEMP:= PPOL(9); PLOCTEMP:=PPOL(10);
ENDIF;
WRITE 6 XLOCTEMP; WRITE 6 PLOCTEMP;
LOCSET XLOCTEMP 0 PLOCTEMP 0 0 0 0; LS:=PPOL(8);
CE:= 'HMAG2'; {WHILE ZLOC<L;} SDELE 0 LS LS/1000 LS/1000 LS/1000 D;
WRITE 23 XLOC&PLOC&ZLOC;
LPI:=LLPI;
WRITE 6 XLOC PLOC ZLOC;
XLOCTEMP:=XLOC; PLOCTEMP:=PLOC;
UPDATE 0 1 1; ENDPROCEDURE;

	
  

APPENDIX B
ORBIT FITTING SUBROUTINE FOR CONTINUOUS HELICAL FIELDS

PROCEDURE ORBITER;
x:=xi; v:=vi; z:=0; s:=0;
LOOP N 1 L/SS;
by:=THBY(x,z,bfy);
f1:=-(qP)*By*PWR(SQRT(1+SQR(v)),3);
g1:=v;
x1:=x+(g1*ss/2); v1:=v+(f1*ss/2); z1:=z+ss/2;
By:=THBY(x1,z1,BFY);
f2:=-(qP)*By*PWR(SQRT(1+SQR(v1)),3);
g2:=v1;
x2:=x+(g2*ss/2); v2:=v+(f2*ss/2); z2:=z+ss/2;
By:=THBY(x2,z2,BFY);
f3:=-(qP)*By*PWR(SQRT(1+SQR(v2)),3);
g3:=v2;
x3:=x+(g3*ss); v3:=v+(f3*ss); z3:=z+ss;
By:=THBY(x3,z3,BFY);
f4:=-(qP)*By*PWR(SQRT(1+SQR(v3)),3);
g4:=v3;
x:=x+(ss/6)*(g1+g2+g2+g3+g3+g4);
v:=v+(ss/6)*(f1+f2+f2+f3+f3+f4);
z:=z+ss;
s:=s+SQRT(SQR((ss/6)*(g1+g2+g2+g3+g3+g4))+SQR(ss));
{If z>.03; qP:=-299.8/250;
endif;} {used to reset momentum in orbiter after RF}
write 12 x&v&z&THBY(x,z,bfy);
endloop;
xf:=x;
vf:=v;
af:=-atan(vf);
write 6 xf; write 6 vf; write 6 af;
ENDPROCEDURE;
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APPENDIX C
STOCHASTIC EFFECTS SUBROUTINE

145	
  
Procedure STOCHASTIC num;
{Creates random stochastic in a, b, and delta for a number of particles}
stoch(2):=0;
stoch(4):=0;
stoch(6):=0;
loop ii 1 num;
reran ran1;
ran1:=abs(ran1);
reran ran2;
ran2:=abs(ran2);
reran ran3;
ran3:=abs(ran3);
reran ran4;
ran4:=abs(ran4);
reran ran5;
ran5:=abs(ran5);
reran ran6;
ran6:=abs(ran6);
z0:=sqrt(-2*log(ran1))*cos(2*Pi*ran2);
{Box-mueller transform}
z1:=sqrt(-2*log(ran3))*cos(2*Pi*ran4);
z2:=sqrt(-2*log(ran5))*cos(2*Pi*ran6);
stoch(2):=stoch(2)&z0;
stoch(4):=stoch(4)&z1;
stoch(6):=stoch(6)&z2;
endloop;
endprocedure;

{Tracks	
  a	
  single	
  particle	
  with	
  stochastic	
  effects}	
  
datain(1):=xx;	
  
datain(2):=aa;	
  
datain(3):=yy;	
  
datain(4):=bb;	
  
datain(5):=time;	
  
datain(6):=dd;	
  
write	
  40	
  datain(1)&datain(2);	
  
write	
  41	
  datain(3)&datain(4);	
  
write	
  42	
  datain(5)&datain(6);	
  
loop	
  n4	
  1	
  50;	
  
polval	
  1	
  lfout1	
  1	
  datain	
  6	
  lfpol1	
  1;	
  
polval	
  1	
  lfout2	
  1	
  datain	
  6	
  lfpol2	
  1;	
  
stoch(1):=LFPOL1(1)+LFPOL2(1);	
  

stoch(5):=stoch(1);	
  
stoch(1):=.059057*(sqrt(stoch(1)/.353))*(1+(.038*log(stoch(1)/.353)));	
  
stoch(3):=stoch(1)/2;	
  stoch(1):=stoch(3);	
  
stoch(5):=(sqrt(.26*4*stoch(5)*12347.6))/165749.8;	
  
POLVAL	
  1	
  MAP	
  6	
  datain	
  6	
  datain	
  6;	
  
stochastic	
  1;	
  
stoch(2):=stoch(1)*stoch(2);	
  
stoch(4):=stoch(3)*stoch(4);	
  
stoch(6):=stoch(5)*stoch(6);	
  
datain(2):=datain(2)+(stoch(2)|2);	
  
datain(4):=datain(4)+(stoch(4)|2);	
  
datain(6):=datain(6)+(stoch(6)|2);	
  
write	
  40	
  datain(1)&datain(2);	
  
write	
  41	
  datain(3)&datain(4);	
  
write	
  42	
  datain(5)&datain(6);	
  
endloop;	
  

{tracks	
  a	
  distribution	
  of	
  particles	
  and	
  outputs	
  results}	
  
LFOUT1(1):=WLOUT1;	
  	
  LFOUT2(1):=WLOUT2;	
  
loop	
  n4	
  1	
  20;	
  
polval	
  1	
  LFOUT1	
  1	
  DATAIN	
  6	
  LFPOL1	
  1;	
  
polval	
  1	
  LFOUT2	
  1	
  DATAIN	
  6	
  LFPOL2	
  1;	
  
stoch(1):=LFPOL1(1)+LFPOL2(1);	
  	
  
stoch(5):=stoch(1);	
  
stoch(1):=.059057*(sqrt(stoch(1)/.353))*(1+(.038*log(stoch(1)/.353)));	
  
stoch(3):=stoch(1)/2;	
  stoch(1):=stoch(3);	
  
stoch(5):=(sqrt(.26*4*stoch(5)*12347.6))/165749.8;	
  
polval	
  1	
  map	
  6	
  datain	
  6	
  datain	
  6;	
  
stochastic	
  1000;	
  
stoch(2):=stoch(1)*stoch(2);	
  
stoch(4):=stoch(3)*stoch(4);	
  
stoch(6):=stoch(5)*stoch(6);	
  
datain(2):=datain(2)+stoch(2);	
  
datain(4):=datain(4)+stoch(4);	
  
datain(6):=datain(6)+stoch(6);	
  
if	
  n4=1;	
  
OPENF	
  8	
  'results1x'	
  'UNKNOWN';	
  
write	
  8	
  datain(1);	
  
closef	
  8;	
  
OPENF	
  8	
  'results1a'	
  'UNKNOWN';	
  
write	
  8	
  datain(2);	
  
closef	
  8;	
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OPENF	
  8	
  'results1y'	
  'UNKNOWN';	
  
write	
  8	
  datain(3);	
  
closef	
  8;	
  
OPENF	
  8	
  'results1b'	
  'UNKNOWN';	
  
write	
  8	
  datain(4);	
  
closef	
  8;	
  
OPENF	
  8	
  'results1t'	
  'UNKNOWN';	
  
write	
  8	
  datain(5);	
  
closef	
  8;	
  
OPENF	
  8	
  'results1E'	
  'UNKNOWN';	
  
write	
  8	
  datain(6);	
  
closef	
  8;	
  
endif;	
  
if	
  n4=10;	
  
OPENF	
  8	
  'results10x'	
  'UNKNOWN';	
  
write	
  8	
  datain(1);	
  
closef	
  8;	
  
OPENF	
  8	
  'results10a'	
  'UNKNOWN';	
  
write	
  8	
  datain(2);	
  
closef	
  8;	
  
OPENF	
  8	
  'results10y'	
  'UNKNOWN';	
  
write	
  8	
  datain(3);	
  
closef	
  8;	
  
OPENF	
  8	
  'results10b'	
  'UNKNOWN';	
  
write	
  8	
  datain(4);	
  
closef	
  8;	
  
OPENF	
  8	
  'results10t'	
  'UNKNOWN';	
  
write	
  8	
  datain(5);	
  
closef	
  8;	
  
OPENF	
  8	
  'results10E'	
  'UNKNOWN';	
  
write	
  8	
  datain(6);	
  
closef	
  8;	
  
endif;	
  
if	
  n4=20;	
  
OPENF	
  8	
  'results20x'	
  'UNKNOWN';	
  
write	
  8	
  datain(1);	
  
closef	
  8;	
  
OPENF	
  8	
  'results20a'	
  'UNKNOWN';	
  
write	
  8	
  datain(2);	
  
closef	
  8;	
  
OPENF	
  8	
  'results20y'	
  'UNKNOWN';	
  
write	
  8	
  datain(3);	
  
closef	
  8;	
  
OPENF	
  8	
  'results20b'	
  'UNKNOWN';	
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write	
  8	
  datain(4);	
  
closef	
  8;	
  
OPENF	
  8	
  'results20t'	
  'UNKNOWN';	
  
write	
  8	
  datain(5);	
  
closef	
  8;	
  
OPENF	
  8	
  'results20E'	
  'UNKNOWN';	
  
write	
  8	
  datain(6);	
  
closef	
  8;	
  
endif;	
  
endloop;	
  

