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With two minimal models, I study how electrode curvature affects the response of electrolytes
to applied electrostatic potentials. For flat electrodes, Bazant et al. [Phys. Rev. E. 70, 021506
(2004)] popularized the “RC” timescale λDL/D, with λD being the Debye length, 2L the electrode
separation, and D the ionic diffusivity. For thin electric double layers near concentric spherical and
coaxial cylindrical electrodes, I show here that equivalent circuit models again predict the correct
ionic relaxation timescales. Importantly, these timescales explicitly depend on both electrode radii,
not simply on their difference.
Introduction Many functionalities in nature and tech-
nology rely on the out-of-equilibrium behavior of elec-
trolytes. Transport of ions through nerve membranes,
for example, underlies the firing of neurons [1]. Simi-
larly, ionic fluxes in nanoporous carbon electrodes deter-
mine the power of supercapacitors [2] and the operation
speed of capacitive deionization devices [3]. To optimize
the performance of both capacitive devices through ra-
tional design, one needs a fundamental understanding of
what sets the characteristic timescale τ of ionic response
to electrode potentials. Since ions forming the electric
double layer (EDL) must be partially drawn from a reser-
voir, τ could depend on “long” length scales like the elec-
trode separation. This makes predicting τ with molec-
ular simulations difficult, as typical simulation domains
only capture a small portion of the nanoporous electrode
structure [4] or rely on simplified geometries [5].
Analytical predictions for τ typically concern the sim-
plest of geometries: electrolytes between parallel pla-
nar blocking electrodes. For this geometry, the ionic
charge density reacts to small suddenly-imposed elec-
trostatic potential differences on the timescale λDL/D,
which was derived both with microscopic and equiva-
lent circuit model calculations [6, 7]. The bulk diffu-
sion timescale L2/D can also appear, for instance, when
large potentials are applied [6] or when the ionic diffu-
sivities are unequal [8, 9]. With the parallel-plate re-
sults of Refs. [6–9] at hand, what can we say of the
earlier mentioned capacitive devices with their complex
nanoporous electrodes? That one should identify rele-
vant length scales and their relative importance. But
there are no general principles yet on how one should go
about this task. Hence, it is timely to diminish the gap
between analytical and molecular simulation predictions
of electrolyte relaxation.
As the first step to an analytical understanding of the
influence of nontrivial electrode morphology on ionic re-
laxation, in this article, I discuss EDL capacitors with
blocking concentric spherical or coaxial cylindrical elec-
trodes [see Fig. 1]. I use superscript ‘s’ and ‘c’ through-
out this article to specify observables to either geome-
try. For both systems, the electrodes have radii R1 and
R2
R1λD
∆Φ
R2
R1
λD
∆Φ
`
Figure 1. Two model EDL capacitors consisting of 1:1 elec-
trolytes with Debye length λD (solvent and surface charge not
shown) between two concentric spherical or coaxial cylindrical
electrodes of radii R1 and R2. At time t = 0, a dimensionless
potential difference ∆Φ is applied between the electrodes.
R2 (∆R = R2 − R1 > 0), respectively. The length
` of the cylinders is sufficiently large that I can ignore
edge effects. While both systems then contain one rele-
vant geometric length scale more than the parallel plate
geometry—depending only on L—I will show that they
allow for similar analytical insight. I assume spherical
or axial symmetry in either case. Hence, all observables
only depend on the radial distance r, with R1 ≤ r ≤ R2.
In between the electrodes is a dilute 1:1 electrolyte of
dielectric constant ε. The ionic charge density, the dif-
ference between cationic and anionic densities, vanishes
throughout the cell initially. Application of a small di-
mensionless potential difference ∆Φ  1 (with electro-
static potentials measured in units of the thermal voltage
kBT/e, with kBT being the thermal energy and e the pro-
ton charge) then drives the formation of EDLs at both
electrode surfaces. Their equilibrium width is set by the
Debye length λD = κ
−1.
RC reasoning Equivalent circuit representations of
both setups in Fig. 1 contain two capacitors represent-
ing the EDLs at both electrode surfaces, a resistor for
the electrolytic resistance, and a voltage source, all con-
nected in series. In the spirit of Helmholtz, I treat the
EDLs as dielectric capacitors of width λD and permit-
tivity ε. Then, using that the capacitance of a dielectric
capacitor of two conducting concentric spheres at r1 and
ar
X
iv
:1
90
7.
06
89
4v
1 
 [p
hy
sic
s.c
he
m-
ph
]  
16
 Ju
l 2
01
9
2r2 is C
s = 4piε/(1/r1 − 1/r2), I find the capacitance of
the EDL at the inner electrode (r1 = R1, r2 = R1 + λD)
as CsR1 ≈ 4piεR21/λD, where I assumed λD/R1  1. Like-
wise, the EDL at the outer electrode (r1 = R2−λD, r2 =
R2) has a capacitance C
s
R2
≈ 4piεR22/λD if λD/R2  1.
The two in-series EDLs have a total capacitance
Cs =
4piε
λD
1
1/R21 + 1/R
2
2
. (1)
The resistance of the electrolyte is Rs = ρ/[4pi(1/R1 −
1/R2)], with ρ = λ
2
D/(εD) being its resistivity [6]. Mul-
tiplying Rs = λ2D∆R/(4piεDR1R2) with C
s then yields
the RC time,
τ sRC =
λDR2
D
1−R1/R2
R1/R2 +R2/R1
. (2)
For the cylindrical electrode system, starting from Cc =
2pi`/ ln(r2/r1) and applying the same steps gives
Cc =
2piε`
λD
1
1/R1 + 1/R2
. (3)
With the resistance Rc = ρ ln(R2/R1)/(2pi`), I now find
τ cRC =
λDR2
D
ln(R2/R1)
1 +R2/R1
. (4)
When R1 → R2, the electrodes locally resemble parallel
plates, and the relaxation times reduce to the familiar
τ cRC ≈ τ sRC ≈ λD∆R/(2D). Conversely, for R1  R2,
τ sRC ≈ R1λD/D: the relaxation then only depends on the
shortest geometric length scale. But for general cases,
τ sRC and τ
c
RC explicitly depend on both R2 and R1.
Microscopic model The dimensionless electrostatic po-
tential φ(r, t) is related to the dimensionless ionic charge
density q(r, t) via the Poisson equation,
2
ri
∂r[r
i∂rφ] = −κ2q , (5)
where i = 0 for rectangular, i = 1 for cylindrical, and i =
2 for spherical coordinates, respectively. Moreover, q(r, t)
satisfies a continuity equation ∂tq = −∇ · Jq. At small
potentials φ(r)  1, Jq = eˆrJq with Jq = −D(∂rq +
2∂rφ) [6, 7]. Inserting Jq into the continuity equation and
using Eq. (5) yields the Debye-Falkenhagen equation [10],
∂tq
D
= − 1
ri
∂r[r
i∂rq] + κ
2q , (6)
subject to
q(r, t = 0) = 0 , (7a)
φ(R2, t > 0)− φ(R1, t > 0) = ∆Φ , (7b)
Jq(R1, t) = Jq(R2, t) = 0 , (7c)
which account for initial charge neutrality, the suddenly
imposed potential difference, and the no-flux (blocking)
boundary conditions, respectively.
I determine q(r, t) as follows. With Laplace trans-
formations, the PDE for q(r, t) [Eq. (6)] turns into a
solvable ODE for its Laplace transformed counterpart
qˆ(r, s) = L{q(r, t)} [likewise, φˆ(r, s) = L{φ(r, t)}]. Then,
q(r, t) is determined through
q(r, t) =
∑
j
Res (qˆ(r, s) exp(st), sj) , (8)
with sj being the poles of qˆ(r, s), labeled with j.
Applying L{ } on both sides of Eqs. (5)–(7), I find
2
ri
∂r
[
ri∂rφˆ
]
= −κ2qˆ , (9a)
1
ri
∂r
[
ri∂r qˆ
]
= k2qˆ , (9b)
with k2 = κ2 + s/D, subject to
φˆ(R2, s)− φˆ(R1, s) = ∆Φ
s
, (10a)
−∂r qˆ − 2∂rφˆ
∣∣∣
r={R1,R2}
= 0 , (10b)
where I used Eq. (7a) for Eq. (9b). The solution to
Eq. (9b) reads qˆs(r) = a2 exp [−kr]/r + b2 exp [kr]/r for
i = 2 and qˆc(r) = a1I0(kr) + b1K0(kr) for i = 1, with I0
and K0 being modified Bessel functions of the first and
second kind, respectively. The constants a1, a2, b1, and
b2 could be fixed with the boundary conditions Eq. (10),
which, however, inconveniently contain both qˆ and φˆ.
Aiming at two constraints on qˆ only, I integrate Eq. (9a)
over
∫ r
R1
dr and use Eq. (10b) to find
−2ri∂rφˆ = Ri1∂r qˆ(R1) +
∫ r
R1
dr riκ2qˆ , (11)
with ∂r qˆ(R1) shorthand for ∂r qˆ(r)
∣∣
r=R1
.
Repeating the same calculation for
∫ r
R2
dr gives
−2ri∂rφˆ = Ri2∂r qˆ(R2) +
∫ r
R2
dr riκ2qˆ . (12)
The difference and the sum (integrated over
∫ R2
R1
dr) of
Eqs. (11) and (12) read
0 = Ri1∂r qˆ(R1)−Ri2∂r qˆ(R2) +
∫ R2
R1
dr riκ2qˆ ,
(13a)
−4∆Φ
s
=
∫ R2
R1
dr
ri
[∫ r
R1
dr riκ2qˆ +
∫ r
R2
dr riκ2qˆ
]
+
[
Ri1∂r qˆ(R1) +R
i
2∂r qˆ(R2)
] ∫ R2
R1
dr
ri
, (13b)
which are two constraints on qˆs(r, s) and qˆc(r, s) each,
that fix the constants a1, a2, b1, and b2 therein [11]. For
3spherical electrodes, I find
qˆs ≡ 2∆Φ
s
Γs
Υs
, (14a)
Γs =
{
mξ cosh[m(ξ − r¯)]−m cosh[m(1− r¯)]
− sinh[m(ξ − r¯)] + sinh[m(1− r¯)]}/r¯ , (14b)
Υs =
2n2
m
+m
(
2− 2n
2
m2
− ξ − 1
ξ
)
cosh[m(1− ξ)]
−
(
m2 − n2 − 1
ξ
)
(1− ξ) sinh[m(1− ξ)] , (14c)
while, for cylindrical electrodes, I find
qˆc ≡ 2∆Φ
s
Γc
Υc
, (15a)
Γc = m2
{
[ξK1(mξ)−K1(m)] I0(mr¯)
+ [ξI1(mξ)− I1(m)]K0(mr¯)
}
, (15b)
Υc = m(m2 − n2)ξ log ξ [I1(m)K1(mξ)− I1(mξ)K1(m)]
+
2n2
m
− n2[ξI1(mξ)K0(m) + I1(m)K0(mξ)
+ ξI0(m)K1(mξ) + I0(mξ)K1(m)
]
,
(15c)
where m ≡ kR2, n ≡ κR2, ξ ≡ R1/R2, r¯ = r/R2. Here,
n measures the thickness of the EDLs relative to the sys-
tem size. For most practical devices, the nanometer-sized
EDLs are well separated, i.e., n 1.
Equilibrium The pole s0 ≡ 0 in Eqs. (14a) and (15a)
sets the equilibrium charge density through qeq(r) ≡
Res (qˆ(r, s), 0), amounting to qseq(r) ≡ 2∆ΦΓs(n)/Υs(n)
and qceq(r) ≡ 2∆ΦΓc(n)/Υc(n), respectively [i.e., Γ and
Υ are evaluated at m = n, see Eq. (A1) and Eq. (A2) for
explicit expressions]. Further details on the equilibrium
EDL near curved electrodes can be found in Refs. [12–14].
Relaxation time For the relaxation of q(r, t), I need to
determine the locations of the poles sj ∈ C of qˆs(r, s).
However, instead of immediately focussing on sj , Ref. [7]
showed for the case of planar electrodes that it is easier
to determine the corresponding poles mj ∈ C of qˆ(r,m)
first. As in Ref. [7], each mj that I could find was either
purely real or purely imaginary (see below). Thus, all
corresponding sj = (m
2
j − n2)D/R22 are real, and, as is
turns out, sj 6=0 < 0. As I am interested in the late-time
response of q(r, t), I focus here on s1, the pole closest to
s0, as this pole sets the late-time relaxation time τ1 =
−1/s1.
To find s1, I first note that neither Γ
s(m) nor Γc(m)
has poles in m ∈ C. Thus, all sj 6=0 come from the zeros of
Υs(m) and Υc(m), respectively. Both Υs(m) and Υc(m)
oscillate around zero on the imaginary m-axis [Fig. 2(a)],
and, hence, contribute to Eq. (8) with infinitely many
poles. However, only the zero at the smallest m-value has
the potential of leading to s1; all zeros further along the
imaginary m-axis give smaller sj hence faster decaying
modes.
Figure 2. The functions Υs(m) [Eq. (14c)] (lines) and Υc(m)
[Eq. (15c)] (dots), both scaled with N ≡ exp [n(ξ − 1)], for
several ξ (see labels). (a) shows Im(Υ) along the imaginary
m-axis at n = 15. The inset zooms in near m = 0. (b) and
(c) show Υ along the real m-axis for n = 15 and n = 100,
respectively.
Figures 2(b) and 2(c) show Υ(m) for m ∈ R at n =
15 and n = 100, respectively. For certain values of ξ,
solutions m1 = M to Υ
s(m) = 0 and Υc(m) = 0 are
visible there. For n = 15,M disappears at ξ = 0.767 (Υs)
and ξ = 0.768 (Υc), respectively. Conversely, at n = 100,
M persists until higher ξ, disappearing only at ξ = 0.965
(both Υs and Υc). In both cases, m1 disappears through
the origin [not shown], after which it reappears as a zero
m1 = iM (withM∈ R) on the imaginary m-axis [see the
inset of Fig. 2(b)] that moves away from the origin with
increasing ξ [15]. (This transition from M to M occurs
also at small ξ and n with decreasing ξ). Associated
with these zeros, s1 is either s1 =
(
M2 − n2)D/R22 or
s1 = −
(M2 + n2)D/R22.
Figure 3 shows τ1 = −1/s1 for both setups at n =
κR2 = 15 (dashed lines) and n = 100 (solid lines). At
red crosses, m1 transitions from M to iM. The oppo-
site transition (from M to M), indicated with orange
boxed crosses, does not occur at n = 100, and occurs
for Υc only around ξ = 10−12. The plateaus at small
ξ are understood as follows. For ξ  1, Υs = 0 re-
duces to tanhm = m, whose only solution m1 = 0 gives
τD/(R2λD) ≈ 1/n. Also shown in Fig. 3 with dots are
the equivalent circuit model predictions τ sRC [Eq. (2)] and
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Figure 3. The timescales τ s1 (blue) and τ
s
1 (green) at κR2 =
15 (dashed lines) and κR2 = 100 (lines) as obtained from
numerically solving Υs(m) = 0 [Eq. (14c)] and Υc(m) = 0
[Eq. (15c)]. Also shown with symbols are τ sRC [Eq. (2)] and
τ cRC [Eq. (4)]. The inset plots the same data against linear
axes. Red crosses and orange boxed crosses indicate where
m1 changes from M to M and vice versa, respectively.
τ cRC [Eq. (4)], respectively. For ξ > 0.1 and n = 15, τ1
and τRC are qualitatively similar. For larger n, τ1 and
τRC become identical. This is understood analytically as
follows. For m ∈ R and n 1, Υs(m) = 0 reduces to
2
(
m− n
2
m
)
=
(
m2 − n2 − 1
ξ
)
(1− ξ) +m
(
ξ +
1
ξ
)
+O
{
n2
m
exp[m(ξ − 1)]
}
. (16)
From Fig. 2(c) I see that M ≈ n if n  1. Inserting
the approximation (ap) Map = n − δ into Eq. (16) and
keeping terms up to O(δ), I find δ = (ξ+ 1/ξ)/[2(1− ξ)].
This reproduces Eq. (2): τ s1 ≈ R2λD(1− ξ)/[D(ξ+ 1/ξ)].
Similarly, for n  1, Υc(m) = 0 amounts to
m
(
m2 − n2) ξ log ξ = n2 (1 + ξ) + O {(exp[2n(ξ − 1)]}.
[I used Hankel’s large argument expansions Iα(z) ∼
exp (z)/
√
2piz and Kα(z) ∼
√
pi exp (−z)/√2z here,
which imply Iα(n)  Iα(nξ), Kα(ξn)  Kα(n),
I1(n)/I0(n) → 1, and K1(n)/K0(n) → 1]. Inserting
Map = n −  and keeping terms up to O() yields  =
−(1 + ξ)/(2ξ log ξ). This gives τ c1 ≈ −R2λDξ ln ξ/[D(1 +
ξ)], i.e., Eq. (4).
Relaxation of q(r, t) I use that, close to s1, Υ(s)
s→s1=
∂mΥ(m1)× (s− s1)R22/(2mD) [I give ∂mΥ(m) explicitly
in Eq. (A3)]. The slowest relaxation mode, q1(r, t) ≡
Res (qˆ(r, s) exp(st), s1), then amounts to
q1(r, t) = 4∆Φ
m1
m21 − n2
Γ(m1)
∂mΥ(m1)
exp [−t/τ1] . (17)
Truncating the sum in Eq. (8) after j = 1, I approxi-
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Figure 4. The ionic charge densities qs(r, t) (a) and qc(r, t)
(b), for κR2 = 15 and R1/R2 = 0.4 and at times
tD/R22 = {0.001, 0.01, 0.1}. Shown are analytical approxi-
mations qap(r, t) [Eq. (18)] (lines) and numerical inversions of
Eqs. (14) and (15), respectively (dots).
mate the relaxation of q(r, t) by
qsap(r, t) = q
s
eq(r) + q
s
1(r, t) , (18a)
qcap(r, t) = q
c
eq(r) + q
c
1(r, t) . (18b)
In Fig. 4, I compare qap(r, t) to numerical inversions of
Eqs. (14) and (15) with the ’t Hoog algorithm, respec-
tively. I observe a stronger asymmetry in qs than in qc,
which must stem from the difference in their ratios of in-
ner to outer electrode surface areas (ξ2 and ξ in either
case, respectively). Note that, at n = 15 as used here, the
numerically determined Ms = 12.15 and Mc = 12.67 de-
viate substantially from their analytical approximations
Msap = 12.58 and M
c
ap = 13.10, respectively; hence, I
use the former. Clearly, qsap(r, t) describes q
s(r, t) well
for t ≈ τ s1 = 0.0129R22/D, while deviations are visible at
early times. The same is true for qcap(r, t) and q
c(r, t) for
times around τ c1D/R
2
2 = 0.0155. Better capturing q(r, t)
at early times requires truncating the sum in Eq. (8) at
higher j, which I leave for future work.
In conclusion, I have studied the influence of electrode
morphology on the relaxation of EDL capacitors, both
with equivalent circuit models and with the (microscopic)
Debye-Falkenhagen equation. This article has shown ex-
plicitly that newly introduced geometric length scales will
find their way into electrolyte relaxation timescales. The
uplifting message is that, for thin EDLs (a case of high
practical relevance), easily-obtainable RC times capture
5the ionic relaxation times decently. Conversely, for thick
EDLs, corrections must be taken into account. These re-
sults form a small step towards an analytical understand-
ing of the relaxation of supercapacitors and deionization
devices. Sadly, however, I expect complications at each
further step of the way from planar to nanoporous elec-
trodes.
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Appendix
Explicit expressions for Γeq,Υeq, and ∂mΥ(m)
The final result qap(r, t) [Eq. (18)] of main text contains several terms only given implicitly. In q
s
eq(r) appear
Γseq(n) =
{
nξ cosh[n(ξ − r¯)]− n cosh[n(1− r¯)]− sinh[n(ξ − r¯)] + sinh[n(1− r¯)]}/r¯ , (A1a)
Υseq(n) =
1− ξ
ξ
sinh[n(1− ξ)]− nξ
2 + 1
ξ
cosh[n(1− ξ)] + 2n . (A1b)
Likewise, qceq(r) contains
Γceq = [ξK1(nξ)−K1(n)] I0(nr¯) + [ξI1(nξ)− I1(n)]K0(nr¯) , (A2a)
Υceq = −ξI1(nξ)K0(n)− I1(n)K0(nξ)− ξI0(n)K1(nξ)− I0(nξ)K1(n) +
2
n
. (A2b)
Note that qseq(r) and q
c
eq(r) can be derived more easily: At equilibrium, Jq(r) = 0 gives q(r) = −2φ(r) thus ∂r[r2∂rφ] =
r2κ2φ [Eq. (5)]. The solution to this equation, φs(r) = c2 exp [−κr]/r + d2 exp [κr]/r, contains two constants (c2 and
d2), which are fixed with Eq. (7b) and particle conservation,
∫ R2
R1
dr r2q = 0 ⇒ r2∂rφ
∣∣R2
R1
= 0. With q(r) = −2φ(r),
qseq(r) then trivially follows. The same steps for i = 1 lead to q
c
eq(r).
Finally, q1(r, t) [Eq. (17)] contains ∂mΥ(m). With Eqs. (14c) and (15c), I find
∂mΥ
s(m) = m(ξ − 1)
[
1
ξ
(
ξ2 + 1
)
+
2n2
m2
]
sinh[m(1− ξ)] +
[
2n2
m2
− (ξ − 1)2(m2 − n2)
]
cosh[m(1− ξ)]− 2n
2
m2
, (A3a)
∂mΥ
c(m) =
(
3m2 − n2) ξ log(ξ)[I1(m)K1(mξ)−K1(m)I1(mξ)]− 2n2
m2
+m(m2 − n2)ξ log(ξ)[I0(m)K1(mξ) +K2(m)I1(mξ)− ξK1(m)I0(mξ)− ξI1(m)K2(mξ)]
+
n2ξ2
2
{[K0(mξ) +K2(mξ)]I0(m)− [I0(mξ) + I2(mξ)]K0(m)}
+
n2
2
{[K0(m) +K2(m)]I0(mξ)− [I0(m) + I2(m)]K0(mξ)} . (A3b)
6Surface charge and capacitance
The total surface charge Qs1 of the smaller electrode is related to its unit surface charge density σ
s
1 by Q
s
1 = 4piR
2
1eσ
s
1.
With Gauss’ law, e2σs1 = −εkBT∂rφ(R1), and φ(r) = −q(r)/2 I find Q1e = 2piR21εkBT∂rqs1(R1). Likewise, the charge
on the larger electrode reads Qs2e = −2piR22εkBT∂rqs(R2). With Eq. (A1), it is now straightforward to verify that the
electrodes carry opposite surface charge Qs1 = −Qs2.
Likewise, the capacitance C = eQ2/(kBT∆Φ) amounts to
Cs
4piR2
= − 1
Υseq
∂r¯Γ
s
eq
∣∣
r¯=1
=
1
Υseq
[(
1− n2ξ) sinh[n(1− ξ)] + n(ξ − 1) cosh[n(1− ξ)]]
n1
=
nξ
ξ + 1/ξ
+O
(
n0
)
. (A4)
For the cylindrical electrode system, the surface charge Qc1 = 2piR1`eσ
c
1 of the inner electrode amounts to Q
c
1e =
piR1`εkBT∂rq(R1). Similarly, Q
c
2e = −piR2`εkBT∂rq(R2). Again, with Eq. (A2), Qc1 = −Qc2 can be shown to hold.
The capacitance reads
Cc
2pi`
= − 1
Υceq
∂r¯Γ
c
eq
∣∣
r¯=ξ
=
nξ
Υceq
[K1(n) I1(nξ)− I1(n)K1(nξ)]
n1
=
nξ
1 + ξ
+O(exp [2n(ξ − 1)]) , (A5)
where going to the third line, I again used Hankel’s large argument expansion, stated in the main text below Eq. (16).
Note that Eqs. (A4) and (A5) are equivalent to Eqs. (1) and (3), respectively.
