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Hybrid quantum-classical algorithms have been proposed as a potentially viable application of
quantum computers. A particular example—the variational quantum eigensolver, or VQE—is de-
signed to determine a global minimum in an energy landscape specified by a quantum Hamiltonian,
which makes it appealing for the needs of quantum chemistry. Experimental realizations have been
reported in recent years and theoretical estimates of its efficiency are a subject of intense effort.
Here we consider the performance of the VQE technique for a Hubbard-like model describing a
one-dimensional chain of fermions with competing nearest- and next-nearest-neighbor interactions.
We find that VQE is able to recover the correlation function of the ground state and the excitation
velocities even when the energy convergence is not exact. We also study the barren plateau phe-
nomenon for the Hamiltonians in question and find that the severity of this effect depends on the
encoding of fermions to qubits. Our results are consistent with the current knowledge about the
barren plateaus in quantum optimization.
Introduction. Based on effective dimensionality reduc-
tion of unsorted datasets and the ability to efficiently
recognize patterns, neural network algorithms allow one
to directly address properties of physical systems with
no prior knowledge of the structure of their states. In-
deed, with recent advances in machine learning simula-
tion, relatively large spin Hamiltonians of up to a few
hundreds entities might be approached [1]. Nevertheless,
studying the properties of highly frustrated systems re-
mains a highly non-trivial computational task [2]. At
the same time, quantum algorithms have several similar-
ities with various traditional machine learning models.
While recent times have seen rapid development in the
use of quantum circuits as variational models of quan-
tum machine learning [3], these techniques are still being
developed to apply to the simulation of physical systems.
Using variational quantum algorithms is widely con-
sidered as a promising approach towards practical appli-
cation of quantum computers [4–22]. The idea of such
algorithms is to delegate as many calculations as pos-
sible to a classical device, thereby minimizing quantum
resources. A particular example, the variational quan-
tum eigensolver (VQE), represents an implementation of
variational quantum circuits which uses a quantum com-
puter to prepare a family of states characterized by a
polynomial number of parameters and minimizes the ex-
pectation value of a given Hamiltonian within this family.
This approach is among the first realized on small- and
mid-sized quantum computers [8, 23–25]. Thus, in VQE
one aims at finding the ground state of a quantum Hamil-
tonian with the use of a certain tunable ansatz state that
is easy to prepare on a quantum device, but hard to store
in classical memory. Using the VQE one can evaluate at
least the upper bound of lowest eigenvalue of a given
Hamiltonian.
Potential applications of the VQE include quantum
chemistry [8, 16, 26–29], condensed matter physics [30–
33], and lattice quantum field theory [34], although dis-
crete optimization is also within the scope of variational
quantum algorithms [35, 36]. In general, optimization of
a local quantum Hamiltonian is a complete problem for
complexity class QMA, meaning that particular problems
are out of reach even for a quantum computer. However,
it is hoped that practical problems can be solved to ac-
ceptable tolerance.
In condensed matter physics, frustrated systems with
inhomogeneous interactions are hard to analyze owing
to extra degrees of freedom to show up. On the one
hand, strong electron-electron interactions precludes per-
turbative expansion over single-electron wave functions.
On the other hand, more advanced numerical approaches
to strongly correlated systems, e.g., based on dynamical
mean-field theory, treat the systems on a purely local
manner. Whether modern quantum algorithms can give
an edge in analyzing these models is an intensely stud-
ied question [30, 37, 38]. In this work, we analyze the
performance of VQE for a one-dimensional model of spin-
less electrons with nearest- and next-nearest-neighbor in-
teractions. This model represents a simple theoretical
testbed to explore the physical properties of frustrated
systems. Resulting from the competition between two
types of interactions, a metallic state emerges even for
strongly interacting systems. Interestingly, results of nu-
merical simulations for finite size clusters unambiguously
reveal that the ground state does not belong to the Lut-
tinger liquid universality class [39–43].
Moreover, we also address a bottleneck of hybrid al-
gorithms in the regard of the considered model, i.e., we
inspect the onset of the so-called plateau regime. One
of the more recently identified hurdles when implement-
ing VQE is the so-called barren plateau effect [44]. The
idea is that the variation of the gradient of any useful
cost function decays exponentially with the number of
qubits, provided that the quantum circuit used as ansatz
in the VQE is long enough to implement an approximate
solution. For shorter quantum circuits, the onset of the
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2plateau regime seems to depend on the geometric local-
ity of the cost function [45]. In VQE, the choice of cost
function is motivated by physical problems in question,
hence it typically has some kind of locality in its terms.
Interestingly enough, the results for the latter are rather
sensitive to fermion-to-qubit mapping as we discuss be-
low.
Numerical methodology. Assume that a quantum state
|ψ〉 = |ψ(θ)〉 can be prepared on a quantum computer,
with adjustable real parameters θ = (θ1, ..., θp). Then,
by measuring each qubit in a local basis, one can measure
expectation values of the type 〈ψ|σ1⊗ ...⊗σn |ψ〉, where
σi are drawn from the set of Pauli matrices {I,X, Y, Z}.
We will refer to such observables as Pauli strings. Any
Hamiltonian acting on n qubits can be decomposed into
a sum of such Pauli strings, and hence we can evaluate
the energy E(θ) = 〈ψ|H |ψ〉 with respect to the state
prepared on a quantum computer, as long as the number
of Pauli strings is polynomial in n. The idea of the VQE
is then to find the lowest energy state |ψ〉 among some
set of states that can be prepared on the device. Most
often, |ψ〉 is a state prepared by some quantum circuit
with parametrized gates. In this case, the parameters
are optimized in a classical computer using the quantum
computer as a black box. Noteworthy that under some
assumptions on the shape of the ansatz, one may also be
able to access derivatives of the cost function [46–49].
For the numerical implementation in this study, we
use adaptive moment estimation algorithm (Adam) for
gradient descent [50]. In contrast to well known opti-
mization techniques, where an update for all parameters
is performed at once with the same learning rate η,
θt+1k = θ
t
k − ηgt, gt = ∇E(θtk), (1)
a distinctive feature of the Adam approach is an account
of decaying averages of past and past squared gradients:
mt = β1mt−1 + (1− β1)gt, (2)
vt = β2vt−1 + (1− β2)g2t , (3)
with mt = E[gt] and vt = E[g2t ] being the mean and mean
squared variance of the gradient gt, and the decay rates
β1 and β2.
We perform noise-free numerical simulations, on con-
dition that the optimization algorithm has direct access
to an exact value of energy, as though it was obtained
with an infinite number of VQE shots. We found that
for our problems, the optimal learning rate η = 0.2,
the decay parameters are taken at the default values
β1 = 0.9, β2 = 0.999. The gradients are estimated by
finite differences. Each component of the gradient is es-
timated as ∂θE(θk) ≈ (E(θk + δ) − E(θk))/δ, where the
parameter is chosen as δ = 10−6.
Probe states. Clearly, the performance of VQE cru-
cially depends on the choice of ansatz state. Most
e−ıθ5Z
e−ıθ3Z⊗Z
e−ıθ2X
e−ıθ4Z e−ıθ1X
FIG. 1. A two-qubit entangler gate is sandwiched by universal
one-qubit rotation, parametrized by θ1, θ2, θ4, and θ5, and a
two-qubit gate, parametrized by θ3.
common approach uses the unitary version of the cou-
pled cluster method, the unitary coupled cluster ansatz
[51, 52]. For interacting spin problems, the (non)unitary
coupled cluster ansatz can be composed out of spin flip
operators [53]. There is no direct evidence that this ap-
proach might be simulated on a classical computer in
large scale, even when the series is truncated on low or-
der terms [54]. In principle, a quantum computer could
efficiently prepare this state truncated up to some kth us-
ing the SuzukiTrotter decomposition [55]. However, for a
system of n qubits it requires O(nk) unitary gates, mak-
ing this technique out of reach for contemporary quan-
tum computers. Here we use a heuristic ansatz which
consists of layers of parametrized two-qubit gates acting
alternatively either on pairs (1, 2), (3, 4), ..., (2k − 1, 2k)
or on pairs (2, 3), (4, 5), ..., (2k, 2k + 1). We will refer to
this construction as a checkerboard ansatz.
In this work, we will use two different families of two-
qubit gates. One is a generic combination of single- and
two-qubit rotations depicted in Fig. 1. Written out ex-
plicitly, this gate reads:
U(θ) = (Rz(θ5)⊗Rz(θ4)) ◦
◦ Rzz(θ3) ◦ (Rx(θ2)⊗Rx(θ1)), (4)
where Rx(ξ) = e−ıξX , Rz(ξ) = e−ıξZ , and Rzz(ξ) =
e−ıξZ⊗Z . The other two-qubit gate is a more subtle con-
struction [11]:
U(θ1, θ2) =

1 0 0 0
0 cos θ1 e
ıθ2 sin θ1 0
0 e−ıθ2 sin θ1 − cos θ1 0
0 0 0 1
 . (5)
When a fermion problem is cast into a spin problem us-
ing the Jordan–Wigner mapping, this construction con-
serves the total number of particles by keeping the |00〉
and |11〉 subspaces invariant. Of course, to start with
the desired number of particles, one has to initialize the
qubits by applying the Pauli X gate. In principle, by ad-
justing the chemical potential, one already sets the num-
ber of particles seen in the ground state, but the ansatz
restriction also excludes the exploration of the undesired
states.
Spin-fermion mapping. In fermionic Hamiltonians, one
has to keep track of the canonical anti-commutation rela-
tions. In contrast, qubits in a quantum computer are dis-
3tinguishable particles that have no such relations. There-
fore, in order to solve eigenvalue problems for a fermionic
system on a quantum computer, one has to map one
to another. One method to do that is known as the
Jordan–Wigner transformation. Population-wise, the j-
th electron site is mapped to j-th qubit. The mapping of
the fermionic operators to qubit operators, though, car-
ries the parity information in the form of a phase mul-
tiplier. Thus, fermionic creation and annihilation opera-
tors f†j , fj transform by the following rule:
f†j = Zj ⊗ σ+j , fj = Zj ⊗ σ−j , (6)
provided that Zj = Z1 ⊗ .. ⊗ Zj−1 and σ± = (X ±
iY )/2. The order of site enumeration is important. For
one-dimensional systems the procedure is clear enough,
whereas for higher-dimensional systems one can enumer-
ate the sites in a snake order, see e.g. [30] and references
therein. The advantage of this technique is found in the
ease with which one can enforce the total particle num-
ber. Nevertheless, the locality of the operators changes
dramatically in order to contain the parity information.
Typically, local fermionic operators map to n-local spin
operators.
Another version of spin-fermion mapping is provided
by the Bravyi–Kitaev transformation [56]. In this
method, the population and parity information are mixed
in a procedure that allows the fermionic operators to
map to log n – local spin operators. However, under this
transformation, there is no obvious way to enforce parti-
cle number conservation, except for adding extra penalty
terms to the Hamiltonian.
Interacting spinless fermions. We apply the method-
ology described in previous sections to study the ground
state properties of interacting quantum many-body sys-
tems. Consider the Hamiltonian of one-dimensional spin-
less fermions
H = −t
∑
〈i,j〉
c†i cj + V1
∑
i
nini+1 + V2
∑
i
nini+2, (7)
where c†i , ci stand for creation, annihilation operators of
an electron at ith site with a number of n(i) = c†i ci elec-
trons, t is the hopping energy, V1 and V2 are nearest-
and next-nearest-neighbor Coulomb interactions. In the
first term, the summation 〈. . .〉 is implied over nearest
neighboring sites. In the following, we impose periodic
boundary conditions. Earlier numerical studies suggest
that when the V2 is increased, on condition the ratio
V1/V2 = 2 is fixed, this model is characterized by ap-
pearance of a metallic state but does not belong to the
Luttinger liquid class [40]. Away from this ratio, the
model is gapped. For V2 = 0, a regular interacting model
of spinless fermions is recovered.
We numerically test the difference between exact so-
lution and the VQE solution for V2 = t, V1 = 2t for
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FIG. 2. Convergence of the VQE solution to the true ground
state for the model of Eq. (7) versus the number of layers,
on condition V1 = 2t, V2 = t. Cases of n ≤ 4 qubits are not
shown as they converged to exact solution within 2 layers.
different numbers of qubits and ansatz layers. In par-
ticular, Fig. 2 illustrates how efficiently the model with
next-nearest-neighbor interactions is minimized by VQE.
Clearly, more layers are needed to achieve the same accu-
racy for more qubits, although the exact scaling remains
unclear. Notably, for 10 qubits, the energy error remains
roughly the same despite the increase in the number of
layers.
We then estimated the velocities of density (vS), cur-
rent (vJ) and charge (vN ) excitations, using the finite-
difference formulas given in Ref. [40] (Table I). For a
Luttinger liquid, the fraction vS/vN = vJ/vS , whereas
the results of exact diagonalization results in this equal-
ity does not hold in the thermodynamic limit. The VQE
numbers show certain similarity with the exact ones,
however, for density excitations, the result is nowhere
near the exact energy. This is likely caused by the ex-
tra term in the Hamiltonian introduced to constrain the
momentum of the solution in analogy to Ref. [11] (see
Supplemental Material for more details).
Correlation function. The energy error can be shown
to be closely related to the infidelity between the true
ground state and the variational approximation [57]. In
other words, the error in energy is close to zero if the vari-
ational solution lies close to the ground state subspace.
However, both of these metrics are useful only when we
possess enough information on the exact solution. Since
in real applications we want to find the true energy in the
first place, we cannot assume this knowledge a priori. It
is therefore also interesting to consider the convergence
of other physically relevant observables. Specifically, we
consider the convergence of the density-density correla-
tion function C(m) = 〈nˆ(0)nˆ(m)〉 − 〈nˆ(0)〉〈nˆ(m)〉. Re-
sults of numerical simulations are shown in Fig. 3. We
depict how this function depends on the qubit number i
and the number of layers. The curves show qualitatively
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FIG. 3. Density-density correlation function between spa-
tially separated lattice sites. Filled dots denote exact values
as obtained by virtue of exact diagonalization of the Hamilto-
nian (7), dashed lines denote different approximations. Here
V1 = 2t, V2 = t.
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FIG. 4. Barren plateau effect for the Hamiltonian of Eq. (7)
with V1 = t and V2 = 0 (dashed lines), as well as V1 =
2t and V2 = t (solid lines) versus the number of qubits as
realized by virtue of Jordan–Wigner mapping. Diamonds:
4 qubits; circles: 6 qubits; triangles: 8 qubits; squares: 10
qubits. Markers in Figs. 5 and 6 follow the same convention.
similar behavior even for small number of layers. How-
ever, a substantial decrease in error is observed only at 8
layers of the ansatz. Remarkably, for the VQE solution
with the largest circuit depth one can fit the density-
density correlation function with
C(m) ∝ (−1)mm−2.2, (8)
which algebraically decays with the lattice site index m.
For the exact solution, the power of the decay is found
to be 2.4 while the percentage error scales as O(m1/5).
Barren plateaus in VQE optimization. It was no-
ticed in Ref. [44] that, given a long enough parametrized
ansatz, the gradients of any reasonable cost function will
be exponentially small with respect to the number of
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FIG. 5. Barren plateau effect for the Hamiltonian of Eq. (7)
with V1 = t and V2 = 0 (dashed lines), as well as V1 = 2t
and V2 = t (solid lines) depending on the number of qubits as
performed by means of Bravyi–Kitaev transformation.
qubits. Further on, it was discussed that for intermedi-
ate size quantum circuits, the onset of this barren plateau
effect depends on the nature of the cost function [45].
In particular, two types of gradient behavior have been
highlighted:
1. Var ∂θE(θ) ∈ O(e−L), where L is the number of
ansatz layers. In this case, one can use a logarith-
mic number of layers without hitting the plateau.
2. Var ∂θE(θ) ∈ O(2−n) independent of the number of
layers. In this case, the plateau is reached, thwart-
ing VQE performance unless the initial conditions
are somehow favorable.
In the following, we examine how this effect takes places
in the VQE process for the model of Eq. (7). To do that,
we estimate the values of the gradient components in
N = 50 random points in the parameter space for some
values of depths and qubit numbers.
In the case of one-dimensional interacting spinless
fermions with the Hamiltonian (7), the variance both
inside and outside the Luttinger liquid regime, mapped
onto qubit space by Jordan-Wigner and Bravyi-Kitaev
transformations, are respectively shown in Figs. 4 and 5.
Surprisingly enough, we do not observe substantial dif-
ference in behavior of gradient variance when the model
parameters are changed. The fermion-to-qubit mapping,
however, impacted the results significantly. For Jordan–
Wigner mapping, the exponential dependence on the
qubit number emerges right away regardless of the layer
number. For Bravyi–Kitaev mapping, the barren plateau
regime set on more gradually.
To emphasize the difference, we consider how the bar-
ren plateaus arise in the Ising model with transverse mag-
5Method E0(n,N) E0(n,N + 1) E0(n,N − 1) Ea(n,N) E1P (n,N) vS vJ vN
Exact −2.626 0.654 −4.138 −2.346 −1.099 2.672 1.960 6.191
VQE (largest depth) −2.477 0.729 −4.026 −2.270 4.320 10.819 1.318 4.922
TABLE I. Properties of the model specified by the Hamiltonian (7) evaluated by exact diagonalization and by VQE. These
formulas require simple ground state energies E0(n,N) of a chain with n sites and N particles, ground state energy Ea(n,N) for
anti-periodic boundary conditions, and the energy of a state with lowest nonzero momentum E1P (n,N), as listed in Ref. [40].
The discrepancy in E1P (nN) between the results of exact diagonalization and VQE is associated with the fact that the latter
accounts for the term that ensures the given momenta explicitly. Being devised to deal with local Hamiltonian mostly this
dramatically affects convergence properties of VQE.
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FIG. 6. Barren plateau effect for the transverse field Ising
model of Eq. (9) away from criticality with h = 0.1 (dashed
lines) and at the critical point h = 1 (solid lines).
netic field h:
HTFIM =
∑
i
ZiZi+1 + h
∑
i
Xi. (9)
For this model we use a simpler two-qubit entangler
gate shown in Fig. 1, owing to the fact that no fermion
mappings are used and particle conservation is irrele-
vant. The gradient behavior away from the critical point
(h = 0.1) and at the critical point (h = 1) is shown in
Fig. 6. In this case, the gradient variance decays ex-
ponentially with the number of layers until reaching the
plateau regime for the particular number of qubits. Thus,
for 4 qubits the plateau is reached right away, while for 10
qubits 30 layers of the ansatz are still a number belonging
to the transition regime. In the meantime, the criticality
of the model does not seem to affect this behavior.
Discussion and conclusion. In this work, we stud-
ied the performance of the VQE when applied to one-
dimensional spinless fermions with competing nearest-
and next-nearest-neighbor interactions. Apart from con-
sidering the convergence with respect to energy, we have
also considered density-density correlation function. This
revealed that qualitative information can be recovered
even if the VQE solution is relatively far from the true
ground state energy. The correlation function decay was
fit with a power law with an exponent close to the one
found by exact diagonalization, although for large m the
tails of these power law functions would be quite differ-
ent.
We also performed numerical tests related to the on-
set of the barren plateau effect [44]. We discovered that
fermion-to-qubit mapping is a key factor in the appear-
ance of this effect. This result is consistent with the
findings of Ref. [45], which connects the susceptibility to
plateau with the locality of the Hamiltonian. Indeed,
due to trailing Z’s, Jordan–Wigner transformation pro-
duces terms which are acting on up to n qubits, while
Bravyi–Kitaev transformation returns operators which
act on O(n log n) qubits each. This implies that using
the Bravyi–Kitaev transformation may offer better con-
vergence for problems with larger qubit numbers.
In general, given a VQE solution, one can query the ex-
pected values of any observables that can be constructed
with a polynomial number of Pauli strings. For exam-
ple, it was proposed to make use of ∆ = 〈H2〉 − 〈H〉2 in
order to see the proximity to some eigenstate [34]. How-
ever, any two- and many-body correlation functions can
be constructed this way, opening up an avenue to mea-
sure multipartite entanglement which is, however, char-
acterized by non-polynomial computational complexity
[58]. If nonetheless quantum entanglement is known, one
might hope to be able to reconstruct the collective de-
grees of freedom by a careful study of entanglement of a
wave function in the basis of individual spins/electrons.
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8SUPPLEMENTAL MATERIAL:
EVALUATION OF EXCITATION VELOCITIES USING VQE
To estimate how useful VQE is for condensed matter systems, particularly one-dimensional chain of spinless fermions
with nearest- and next-nearest neighbors interactions, we provide numerical methodology for computing the velocities
of density (vS), current (vJ), and charge (vN ) excitations. These velocities are estimated using the finite-difference
formulas given in [40] and require knowledge of ground state energies E0(n,N) of a chain with n sites and N particles,
ground state energy Ea(n,N) for anti-periodic boundary conditions, and the energy of a state with lowest nonzero
momentum E1P (n,N).
i) The energy E0(n,N) is what VQE tries to find by definition, no extra actions are needed.
ii) The energy Ea(n,N) requires an adjustment of the Hamiltonian to account for anti-periodic boundary condi-
tions: ψ(x + n) = −ψ(x). For the Hamiltonian, this means that the operator acting on the (n + 1)’th site
differs from that acting on the first site just by the sign: cn+1 = −c1. In the Hubbard model Hamiltonian, this
amounts to changing the sign of the hopping term between the first and the last sites. The rest of the VQE
procedure goes in a standard way.
iii) To compute the energy E1P (n,N), we need to pose restrictions on the momentum that the ansatz can generate.
To do this, we recall that the momentum creation and annihilation operators are connected with site creation
and annihilation operators via the Fourier transform:
ak =
1√
n
n∑
j=1
eikjaj
Now, the population of the state with momentum k is determined by a†kak, the total momentum operator can
be written as pˆ =
∑
k ka
†
kak for k ∈ {2pi/L · (b−L/2c+ 1), ..., 2pi/L · bL/2c}. With that operator, we minimize
the Hamiltonian H ′ = H + C(pˆ − ptarget)2. The value of C should be large enough to enforce this restriction.
We took C = 10. To do that, we remember that the hopping Hamiltonian Hhop = −t
∑
c†i ci+1 + h.c. is in fact
the Hamiltonian corresponding to kinetic energy
∑
p2i /2.
