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Abstract
In this paper we study the existence and qualitative property of standing wave solutions
cðx; tÞ ¼ eiEt_ uðxÞ for the nonlinear Schro¨dinger equation i_@c@t þ _
2
2m
Dc WðxÞcþ jcjp1c ¼
0 with E being a critical frequency in the sense that infxARN WðxÞ ¼ E: We show that if the
zero set of W  E has several isolated connected components Ziði ¼ 1;y; mÞ such that the
interior of Zi is not empty and @Zi is smooth, then for _40 small there exists, for any integer
k; 1pkpm; a standing wave solution which is trapped in a neighborhood of Skj¼1 Aj ; where
fAj j j ¼ 1;y; kg is any given subset of fZi j i ¼ 1;y; mg: Moreover the amplitude of the
standing wave is of the level _
2
p1: This extends the result of Byeon and Wang (Arch. Rational
Mech. Anal. 165 (2002) 295) and is in striking contrast with the non-critical frequency case
infxARN WðxÞ4E; which has been studied extensively in the past 20 years.
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1. Introduction
The study of the Schro¨dinger equation is one of the main objects of the quantum
physics. In some problems arising in nonlinear optics, in plasma physics, in
condensed matter physics, the presence of many particles leads one to consider
nonlinear terms which simulate the interaction effect among them. The nonlinear
Schro¨dinger equations that come from this approximation, have typically the form
i_
@c
@t
¼  _
2
2m
Dcþ WðxÞc jcjp1c; ðt; xÞAR
 RN ; ð1:1Þ
where _ denotes the Planck constant, i is the imaginary unit. In this paper, we
consider the study of standing waves of Eq. (1.1), namely of special solutions of the
form cðx; tÞ ¼ eiEt_ uðxÞ; where uðxÞ40 for xARN ; for small _40: The transition
from quantum mechanics to classics mechanics can be formally performed by letting
_-0 and thus the existence of solutions for _ small has important physical interest.
Standing waves solutions of (1.1) for small _ are usually referred as semi-classic
bound states. It is easily checked that c of this form satisﬁes Eq. (1.1) if and only if
the function u satisﬁes
_2
2m
Du  ðWðxÞ  EÞu þ jujp1u ¼ 0; xARN : ð1:2Þ
In this paper, we investigate problem (1.2) when
inf
xARN
WðxÞ ¼ E:
Under the condition that
inf
xARN
WðxÞ4E;
Rabinowitz proved in [22] that problem (1.2) has a ground state solution (mountain-
pass solution) for _40 small when infxARN WðxÞolim inf jxj-N WðxÞ; furthermore,
the following well-understood problem in RN plays a crucial role in the construction
of solutions of (1.2) and is considered the limiting equation for (1.2) as _-0:
Du  u þ jujp1u ¼ 0; xARN : ð1:3Þ
On the other hand, for
inf
xARN
WðxÞoE;
It is not difﬁcult to see that problem (1.2) has no ground-state solutions (mountain-
pass solutions) if _40 is sufﬁciently small; moreover, there is no nice limiting
problem as is the case EoinfxARN WðxÞ: In this sense, E ¼ infxARN WðxÞ is called a
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critical frequency (or energy) for the nonlinear Schro¨dinger equation (1.1) or
problem (1.2) in [3] by Byeon and Wang.
There have been enormous investigations on problem (1.2) under the condition
infxARN WðxÞ4E: In [13], Floer and Weinstein considered the case N ¼ 1 and p ¼ 3:
For a given non-degenerate critical point of the potential W ; assumed globally
bounded, they constructed a positive solution u_ to (1.2) for small _40: This
solution concentrates around the critical point as _-0: Their method, based on an
interesting Lyapunov–Schmidt ﬁnite dimensional reduction, was extended by Oh in
[20,21] to include a similar result in higher dimensions, provided 1opoNþ2
N2:
del Pino and Felmer in [12] studied the existence of multi-peak bound states for
nonlinear Schro¨dinger problems. Under the assumptions that infxARN WðxÞ4E and
there are bounded domains Li; mutually disjoint, such that
inf
xALi
WðxÞo inf
xA@Li
WðxÞ i ¼ 1;y; k:
Then for _40 small problem (1.2) has a solution u_ which has exactly k maximum
xi_ALi and Wðxi_Þ-infxALi WðxÞ as _-0: u_ decays exponentially for x not in any
given neighborhood of
Sk
i¼1 Li: A similar result was also obtained by Gui in [16].
Existence of positive solutions of problem (1.2) under different conditions has also
been studied in [1,2,6,8,11,15,17,19,24] and [25]. Uniqueness of solutions concentrat-
ing at several non-degenerate critical points of W is studied by Cao and Heinz in [5].
In all the above-mentioned works, the authors use the ground state solution of the
limiting Eq. (1.3) as a building block to construct single- or multi-bump solutions for
(1.2) with each bump looking like a translated ground state solution.
It seems that Byeon and Wang [3] were the ﬁrst to study energy level and the
asymptotic behavior of positive solutions to problem (1.2) under the condition
infxARN WðxÞ ¼ E: If A is an isolated component of fxARN jWðxÞ ¼ Eg; they
obtained in [3] a solution u_ of problem (1.2) such that lim_-0 jju_jjLNðRN Þ ¼
0; lim inf_-0 _
 2
p1jju_jjLNðRN Þ40 and u_ is exponentially small on RN\U as _-0;
where ACCU : This is in striking contrast with the case infxARN WðxÞ4E: In the
case that the interior of A is not empty and intðAÞ ¼ A; let intðAÞ ¼ SiAI Ai; where
fAigiAI are connected components of intðAÞ: They proved in [3] that the solution u_
obtained satisﬁes that
ﬃﬃﬃﬃ
2m
p
_
  2
p1
u_ðxÞ converges to a function w as _-0 such that
w ¼ 0 for xARN\O; and wjO is a ground state (least energy solution) of
Du þ up ¼ 0 xAO;
u40 on O;
u ¼ 0 on @O;
8><
>: ð1:4Þ
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where O is one of Ai satisfying
inf
1
2
Z
O
jruj2  1
p þ 1
Z
O
jujpþ1




uAH10 ðOÞ\f0g;
Z
O
jruj2 ¼
Z
O
jujpþ1
 
¼ inffci j iAIg
with ci deﬁned by
ci ¼ inf 1
2
Z
Ai
jruj2  1
p þ 1
Z
Ai
jujpþ1 j uAH10 ðAiÞ\f0g;
Z
Ai
jruj2 ¼
Z
Ai
jujpþ1
 
: ð1:5Þ
Results on the existence of localized solutions of [3] are extended in [4] to more
general nonlinearities.
The main purpose of this paper is to obtain existence of solutions concentrating
simultaneously at several sets of fAi j iAIg; that is, to obtain solutions u_ such that
_
 2
p1u_ðxÞ-w as _-0 and w satisﬁes w ¼ 0 for RN \
Sk
j¼1 Oj
 
with Oj being one set
of fAi j iAIg and wjOj ð j ¼ 1;y; kÞ is a positive solution of (1.4) with O replaced by
Oj provided _ is small enough (see Theorem 2.1 for precise statement). The energy of
u_ is approximately _
2ðpþ1Þ
p1 Pk
i¼1 ci; where ci is deﬁned by (1.5) with Ai replaced by Oi:
Let us end this section by outlining our strategy in the paper. We use the method
of variations to obtain existence of desired multi-bump solutions. In order to apply
the minimax principle to get solutions as critical points concentrating around given
components of these zero sets of WðxÞ  E; we use the idea of [12] to modify the
nonlinearity and add a penalty functional PeðuÞ to the energy functional associated
with problem with modiﬁed nonlinearity. To obtain better estimates for the would-
be critical values and for the purpose of obtaining exponential decay estimate of
solutions away from RN \
Sk
j¼1 Oj
 
; we need to add another penalty functional
QeðuÞ; which seems very helpful since W  E is allowed to be zero in RN \
Sk
j¼1 Oj
 
:
2. Main result
Without loss of generality set VðxÞ ¼ WðxÞ  E; e ¼ _ﬃﬃﬃﬃ
2m
p : We rewrite (1.2) in the
following form:
e2Du  VðxÞu þ jujp1u ¼ 0; xARN ;
lim
jxj-N
uðxÞ ¼ 0;
8<
: ð2:1Þ
where pA 1; Nþ2
N2
 
for NX3; and pAð1;þNÞ for N ¼ 1; 2: For any given set
ACRN ; r40; deﬁne Ar ¼ fxARN j distðx; AÞprg; wA the characteristic function of
A and Are ¼ fxARN j exAArg: We assume that the potential V satisﬁes the following
conditions:
(V1) V is a continuous non-negative function on RN ;
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(V2) for some V040; lim inf jxj-N VðxÞ42V0;
(V3) the zero set of V ; Z9fxARN jVðxÞ ¼ 0g; has non-empty interior int(Z).
(V4) int(Z) has m subsets Zi such that Zi is the connected component of int(Z) and
satisﬁes
Z6ri -ðintðZÞ\ZiÞ ¼ |
for some r40 and all i ¼ 1;y; m:
It is well-known (see [23] for example) that for each Zi; the problem
Du þ up ¼ 0 xAZi;
u40 xAZi;
u ¼ 0 xA@Zi
8><
>: ð2:2Þ
has a positive ground-state solution (mountain-pass solution) wi such that
1
2
Z
Zi
jrwij2  1
p þ 1
Z
Zi
jwijpþ1 ¼ ci; ð2:3Þ
where
ci9inf
1
2
Z
Zi
jruj2  1
p þ 1
Z
Zi
jujpþ1 j uAH10 ðZiÞ\f0g;
Z
Zi
jruj2 ¼
Z
Zi
jujpþ1
 
: ð2:4Þ
Deﬁne
IeðuÞ ¼ 1
2
Z
RN
e2jruj2 þ Vu2  1
p þ 1
Z
RN
jujpþ1:
The main result in this paper is the following.
Theorem 2.1. Suppose that (V1)–(V4) hold. For any given subsets fAj j j ¼ 1;y; kg of
fZi j i ¼ 1;y; mg; if @Aj is smooth for each j ¼ 1;y; k and e40 is sufficiently small,
then (2.1) has a positive solution ue satisfying, by passing to a subsequence if necessary,
(i) weðxÞ ¼ e
2
p1ueðxÞ converges to w as e-0 such that wðxÞ ¼ 0 for
xARN\
Sk
j¼1 Aj
 
; wj9wjAj is the ground state solution of (2.2) with Zi replaced
by Aj;
(ii) lime-0 IeðueÞe
2ðpþ1Þ
p1 ¼Pkj¼1 12 RAj jrwjj2  1pþ1 RAj jwjjpþ1 ;
(iii) For any d40; there exist C40; c40 such that
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ueðxÞpC exp ce dist x;
[k
j¼1
Adj
 ! !
; xARN :
Remark 2.1. If kX2; then the energy of solution ue is approximately the sum of that
of solutions concentrating at A1;y; Ak; respectively, obtained in [3].
Remark 2.2. If each Aj ð j ¼ 1;y; kÞ is a ball in RN ; then the procedure of taking
subsequence is not needed since in this case (1.4) has a unique solution if O is a ball.
Remark 2.3. The assumption that each @Aj ð j ¼ 1;y; kÞ is smooth is assumed so
that Theorem A in Appendix holds for O ¼ Aj: If Theorem A holds for positive
ground state under weaker assumption on the smoothness of @O; the assumption of
smoothness of @Aj can be relaxed accordingly.
3. Preliminaries
Without loss of generality, assume Aj ¼ Zj for j ¼ 1;y; k and set O ¼
Sk
j¼1 Z
4r
j :
Denote
Vm ¼ inffVðxÞ j xARN\Z2rg
and a ¼ 1
2
Vm
  1
p1:
We modify the nonlinearity as follows:
f ðtÞ ¼ minftp; ap1tg for tX0:
Deﬁne
gðx; tÞ ¼ wOtp þ wRN \Of ðtÞ
and
gðx; tÞ ¼ 0 for to0:
Set Gðx; tÞ ¼ R t0 gðx; sÞ ds: Then it is easy to see
2Gðx; tÞpgðx; tÞt: ð3:1Þ
For any domain DCRN ; let H10 ðDÞ and H1ðDÞ denote the usual Sobolev spaces.
Deﬁne H as the completion of CN0 ðRNÞ with the norm given by
jjujj ¼
Z
RN
jruj2 þ Vu2
 1
2
:
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It is easy to see that HCH1ðRNÞ and H is equivalent to H1ðRNÞ if V is bounded and
satisﬁes (V1),(V2).
Deﬁne
LeðuÞ ¼ 1
2
Z
RN
e2jruj2 þ Vu2 
Z
RN
Gðx; uÞ ð3:2Þ
for uAH:
Let ciði ¼ 1;y; kÞ be as deﬁned by (2.4). It follows from the Appendix that there
exists yi40 such that for any positive solution u of problem (2.2) either
1
2
Z
Zi
jruj2  1
p þ 1
Z
Zi
jujpþ1 ¼ ci or
1
2
Z
Zi
jruj2  1
p þ 1
Z
Zi
jujpþ14ci þ yi:
Let tþ ¼ t for tX0 and tþ ¼ 0 for to0: Deﬁne
LieðuÞ ¼
1
2
Z
Z4r
i
e2jruj2 þ Vu2  1
p þ 1
Z
Z4r
i
u
pþ1
þ : ð3:3Þ
Choose siAð0; yiÞði ¼ 1;y; kÞ such that
Xk
i¼1
sio
1
2
minfcj j j ¼ 1;y; kg ð3:4Þ
and ﬁx M140 so that
M14
Pk
i¼1 ci
minfðci þ yiÞ
1
2  ðci þ siÞ
1
2 j i ¼ 1;y; kg
: ð3:5Þ
Deﬁne
PeðuÞ ¼ M1
Xk
i¼1
ðLieðuÞÞ
1
2þ  e
pþ1
p1ðci þ siÞ
1
2
 
þ
 2
: ð3:6Þ
Let m42ðpþ1Þ
p1 þ N2 ; M242ap1 and deﬁne
QeðuÞ ¼ M2
Z
RN \O
u2
 1
2em
0
@
1
A
þ
0
@
1
A2: ð3:7Þ
Deﬁne
EeðuÞ ¼ LeðuÞ þ PeðuÞ þ QeðuÞ: ð3:8Þ
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We will use the min–max to establish the existence of critical points of Ee: First we
show that Ee satisﬁes the Palais–Smale condition. By exactly the same argument as in
[11,12] we have the following lemma, the proof of which will be omitted here.
Lemma 3.1. Suppose fungCH is a sequence such that fEeðunÞg is bounded and
Ee
0ðunÞ n-N! 0: Then fung has a subsequence strongly convergent in H:
To use a min–max principle, deﬁne a class of functions G such that a continuous
function g : ½0; 1k-H is in G if there are continuous functions gi : ½0; 1-H
satisfying
(i) gið0Þ ¼ 0; Leðgið1ÞÞo0;
(ii) the support of giðtÞ; suppfgiðtÞgCZ4ri for all tA½0; 1;
(iii) gðt1;y; tkÞ ¼
Pk
i¼1giðtiÞ for all t ¼ ðt1;y; tkÞA@½0; 1k;
(iv) EeðgðtÞÞpe
2ðpþ1Þ
p1 Pk
i¼1ci  s0
 
for all tA@½0; 1k; where s0 is a positive number
such that s0o12minfci j i ¼ 1;y; kg:
As can been seen later on, G is not empty. Deﬁne the min–max value associated
with G as follows:
Ce ¼ inf
gAG
sup
tA½0;1k
EeðgðtÞÞ: ð3:9Þ
To estimate Ce we need to estimate the mountain pass critical value of L
i
eðuÞ in
H1ðZ4ri Þ: Let Gi be the class of all continuous path gi : ½0; 1-H1ðZ4ri Þ such that
gið0Þ ¼ 0; Lieðgið1ÞÞo0 and deﬁne
die ¼ infgiAGi suptA½0;1
LieðgiðtÞÞ: ð3:10Þ
Denote by oð1Þ all the quantities that go to 0 as e-0 from now on. We have the
following estimate for die:
Lemma 3.2. For e small
die ¼ e
2ðpþ1Þ
p1 ðci þ oð1ÞÞ: ð3:11Þ
Proof. By the result of Ni and Takagi [18],
die ¼ inf LieðuÞ j uAH1ðZ4ri Þ\f0g;
Z
Z4r
i
e2jruj2 þ Vu2 ¼
Z
Z4r
i
u
pþ1
þ
( )
:
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By setting u ¼ e
2
p1w it is easy to see that
d˜ie9d
i
ee
2ðpþ1Þ
p1 ¼ inf L˜ieðwÞ j wAH1ðZ4ri Þ\f0g;
Z
Z4r
i
jrwj2 þ e2Vw2 ¼
Z
Z4r
i
w
pþ1
þ
( )
;
where
L˜ieðwÞ ¼
1
2
Z
Z4r
i
jrwj2 þ e2Vw2  1
p þ 1
Z
Z4r
i
w
pþ1
þ :
Taking the ground state of problem (2.2) as a test function we obtain immediately
d˜ iepci: ð3:12Þ
To show (3.11) it sufﬁces to prove
d˜ ieXci þ oð1Þ: ð3:13Þ
Suppose that (3.13) is not true. Then we can ﬁnd a sequence feng; en n-N! 0 and wen
achieving d˜ien such that wen40 for xAZ
4r
i and
Dwen  e2n Vwen þ wpen ¼ 0 xAZ4ri ;
@wen
@n
¼ 0 xA@Z4ri ;
8<
: ð3:14Þ
where n is the unit outward normal.
Furthermore,
L˜ienðwenÞ ¼
p  1
2ðp þ 1Þ
Z
Z4r
i
jrwen j2 þ e2n Vw2en
¼ p  1
2ðp þ 1Þ
Z
Z4r
i
wpþ1en -doci: ð3:15Þ
Using compact Sobolev embedding and passing to a subsequence if necessary, we
can assume as n-þN
wen-w weakly in H
1ðZ4ri Þ; ð3:16Þ
wen-w a:e: in Z
4r
i ; ð3:17Þ
wen-w strongly in L
pþ1ðZ4ri Þ: ð3:18Þ
Since V40 for xAZ4ri \ %Zi; w ¼ 0 for xAZ4ri \ %Zi: Let jACN0 ðZiÞ be any given
function. It follows from (3.14) thatZ
Zi
rwrj ¼
Z
Zi
wpj;
ARTICLE IN PRESS
D. Cao, E.S. Noussair / J. Differential Equations 203 (2004) 292–312300
which means that wjZi is a solution of problem (2.2), since d˜ie4d0 for some d040
independent of e:
On the other hand,Z
Zi
jrwj2p lim inf
n-N
Z
Z4r
i
jrwen j2
p lim inf
n-N
Z
Z4r
i
jrwen j2 þ e2n Vw2en
¼ lim inf
n-N
Z
Z4r
i
w pþ1en
¼
Z
Zi
w pþ1:
Hence
lim inf
n-N
L˜ienðwenÞ ¼
p  1
2ðp þ 1Þ
Z
Zi
jrwj2Xci;
which contradicts (3.15). This completes our proof of Lemma 3.2. &
Now we are ready to show the estimate of Ce:
Lemma 3.3.
Ce ¼ e
2ðpþ1Þ
p1
Xk
i¼1
ci þ oð1Þ
 !
: ð3:19Þ
Proof. It is well-known now that ci is also the mountain pass value of
IiðwÞ91
2
Z
Zi
jrwj2  1
p þ 1
Z
Zi
w
pþ1
þ
in H10 ðZiÞ; that is
ci ¼ inf
gA #Gi
sup
tA½0;1
IiðgðtÞÞ;
where #Gi is the class of all continuous path g : ½0; 1-H10 ðZiÞ such that gð0Þ ¼
0; Iiðgð1ÞÞo0:
Therefore, given any d40; there is a path giA #Gi such that
cip sup
tA½0;1
IiðgiðtÞÞpci þ
d
2k
: ð3:20Þ
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Set *giðtÞ ¼ e
2
p1giðtÞ: Then
Lieð*giðtÞÞ ¼ e
2ðpþ1Þ
p1 L˜ieðgiðtÞÞ ¼ e
2ðpþ1Þ
p1 IiðgiðtÞÞ
p e
2ðpþ1Þ
p1 ci þ d
2k
 
: ð3:21Þ
Now deﬁne the continuous path g0 : ½0; 1k-H in the following way
g0ðt1;y; tkÞ ¼
Xk
i¼1
*giðtiÞ for all t ¼ ðt1;y; tkÞA½0; 1k:
Then g0AG:
Choosing d40 small such that
d
k
ominfsi j i ¼ 1;y; kg;
then Peðg0ðtÞÞ ¼ 0 for all tA½0; 1k: By the construction of g0 and the deﬁnition of Qe
we have Qeðg0ðtÞÞ ¼ 0 for small e: Hence
Eeðg0ðtÞÞoe
2ðpþ1Þ
p1
Xk
i¼1
ci þ d
 !
for all tA½0; 1k:
Since d is arbitrary, we obtain
lim sup
e-0
Ce
e
2ðpþ1Þ
p1
p
Xk
i¼1
ci: ð3:22Þ
Next, we establish the lower estimate. First note that given gAG and any
continuous c : ½0; 1-½0; 1k such that cð0ÞAf0g 
 ½0; 1k1 and cð1ÞAf1g 
 ½0; 1k1;
the path
g1 ¼ g3cjZ4r
1
is in G1 and from Lemma 3.2 that
sup
tA½0;1
L1e ðg1ðtÞÞXe
2ðpþ1Þ
p1 ðc1 þ oð1ÞÞ:
We have an inequality of this form for every i ¼ 1;y; k: Thus, we can repeat the
argument of Coti-Zelati and Rabinowitz in the proof of Proposition 3.4 in [7] to
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obtain, for every path gAG; the existence of a point %tA½0; 1k such that
Lieðgð%tÞÞXe
2ðpþ1Þ
p1 ðci þ oð1ÞÞ for i ¼ 1;y; k:
Notice that by the deﬁnition of Qe; gðx; tÞ and the choice of M2 we have
QeðuÞ 
Z
RN \O
Gðx; uÞX 2M2e2m: ð3:23Þ
Consequently
sup
tA½0;1k
EeðgðtÞÞX sup
tA½0;1k
LeðgðtÞÞ  2M2e2m
X sup
tA½0;1k
Xk
i¼1
LieðgðtÞÞ  2M2e2m
X
Xk
i¼1
Lieðgð%tÞÞ  2M2e2m
X e
2ðpþ1Þ
p1
Xk
i¼1
ci þ oð1Þ
 !
;
which implies, together with (3.21)
lim
e-0
Ce
e
2ðpþ1Þ
p1
¼
Xk
i¼1
ci:
Therefore Lemma 3.3 is proved. &
4. Proof of Theorem 2.1
Since Ee satisﬁes Palais–Smale condition and G is non-empty, we obtain a critical
point ue of Ee such that EeðueÞ ¼ Ce and Ee0ðueÞ ¼ 0; that isZ
RN
ð1þ reÞðe2ruerjþ ðV þ *reÞuejÞ ¼
Z
RN
ð1þ reÞgðx; ueÞj ð4:1Þ
for every jAH; where
re ¼
Xk
i¼1
riewZ4ri
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with rie given by
rie ¼ M1ððLieðueÞþÞ
1
2  e
pþ1
p1ðci þ siÞ
1
2ÞþðLieðueÞÞ
1
2þ
and
*re ¼ #rewRN \O; #re ¼ 2M2
Z
RN \O
u2e
 1
2em
0
@
1
A
þ
Z
RN \O
u2e
 1
2
:
To show that ue is a solution for the original problem (2.1) we need to prove
re  0; *re  0: The ﬁrst result in this direction is the following.
Lemma 4.1.
lim sup
e-0
LieðueÞe
2ðpþ1Þ
p1 pci for all i ¼ 1;y; k:
Proof. We argue by way of contradiction. Suppose for a sequence en n-N! 0 we have
critical points uen of Een such that for certain iAf1;y; kg
lim
n-N
LienðuenÞe
2ðpþ1Þ
p1
n 4ci: ð4:2Þ
Set wenðxÞ ¼ e
 2
p1
n uenðxÞ then
lim
n-N
1
2
Z
Z4r
i
jrwen j2 þ e2n Vw2en 
1
p þ 1
Z
Z4r
i
wpþ1en
 !
4ci; ð4:3Þ
Z
RN
ð1þ renÞðrwenrjþ e2n ðV þ *renÞwenjÞ ¼
Z
RN
ð1þ renÞe
 2p
p1
n gðx; e
2
p1
n wenÞj: ð4:4Þ
As in the proof of Lemma 3.2,
R
RN
jrwen j2 þ e2n Vw2en and
R
RN
jrwen j2 þ w2en are
bounded. Thus, by the regularity of elliptic equations, jjwen jjLNðRN Þ is bounded. By
choosing subsequence we can assume as n-N
wen-w weakly in H
1ðRNÞ; ð4:5Þ
wen-w a:e: in R
N ; ð4:6Þ
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wen-w in L
qðDÞ ð4:7Þ
for any domain DCRN bounded, 2pqo 2N
N2 for NX3; 2pqoþN for N ¼ 1; 2:
Hence w ¼ 0 for xARN \Z since R
RN
e2n Vw
2
en are bounded uniformly.
Let cACN0 ðZ6ri Þ be a cut-off function such that c  1 for xAZ5ri and set j ¼ wenc
in (4.4) then for n largeZ
Z6r
i
ð1þ renÞðjrwen j2 þ e2n ðV þ *renÞw2enÞcþ
Z
Z6r
i
ð1þ renÞwenrwenrc
¼
Z
Z6r
i
ð1þ renÞe
 2p
p1
n gðx; e
2
p1
n wenÞwenc: ð4:8Þ
From
R
RN
e2n Vw
2
en being bounded we get, as n-NZ
Z6r
i
ð1þ renÞwenrwenrc-0:
By choosing a subsequence if necessary, we can assume that as n-N; ren-r0;
rien-r
i
0X0: It follows thenZ
Zi
ð1þ ri0Þjrwj2p limn-N
Z
Z4r
i
ð1þ rienÞðjrwen j
2 þ e2n Vw2enÞ
p lim
n-N
Z
Z6r
i
ð1þ renÞe
 2p
p1
n gðx; e
2
p1
n wenÞwenc
¼ lim
n-N
Z
Z4r
i
ð1þ rienÞwpþ1en ¼
Z
Zi
ð1þ ri0Þwpþ1: ð4:9Þ
Notice that w is a solution of problem (2.2) by taking jACN0 ðZiÞ and taking limit in
(4.4). Thus, from (4.9) we have
lim
n-N
Z
Z4r
i
ðjrwen j2 þ e2n Vw2enÞ ¼ limn-N
Z
Z4r
i
jwen jpþ1 ¼
Z
Zi
jrwj2 ¼
Z
Zi
jwjpþ1:
So
lim
n-N
e
2ðpþ1Þ
p1
n L
i
enðuenÞ ¼
1
2
Z
Zi
jrwj2  1
p þ 1
Z
Zi
jwjpþ1: ð4:10Þ
By our assumption we have
1
2
Z
Zi
jrwj2  1
p þ 1
Z
Zi
jwjpþ14ci:
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It follows therefore from the isolation of ci in the Appendix that,
lim
n-N
e
2ðpþ1Þ
p1
n L
i
enðuenÞXci þ yi: ð4:11Þ
For each i ¼ 1;y; k; the weak limit w of wen has the property that wjZi is either a
solution of problem (2.2) or wjZi  0: By similar argument as in the proof of (4.10)
we obtain
lim
n-N
e
2ðpþ1Þ
p1
n LenðuenÞXci þ yi: ð4:12Þ
From the deﬁnition of Ee we get
Xk
i¼1
ci ¼ lim
n-N
e
2ðpþ1Þ
p1
n EenðuenÞXci þ yi þ M1fðci þ yiÞ
1
2  ðci þ siÞ
1
2g2; ð4:13Þ
which is impossible by the choice of M1: &
Lemma 4.1 ensures that PeðueÞ ¼ 0; rie ¼ 0ði ¼ 1;y; kÞ if e is small enough. To
show that ue is a solution of (2.1) it remains to show that #re ¼ 0:
Lemma 4.2. There exists a constant C40 such thatZ
RN
e2jruej2 þ Vu2epCe
2ðpþ1Þ
p1 ; QeðueÞpCe
2ðpþ1Þ
p1 :
Proof. By the deﬁnitions of Ee and Lemma 4.1, for e small
1
2
Z
RN
e2jruej2 þ Vu2e 
Z
RN
Gðx; ueÞ þ QeðueÞ ¼ Ce; ð4:14Þ
Z
RN
e2jruej2 þ Vu2e 
Z
RN
gðx; ueÞue
þ 2M2
Z
RN \O
u2e
 1
2em
0
@
1
A
þ
Z
RN \O
u2e
 1
2¼ 0: ð4:15Þ
It follows from (4.14) and (4.15) that
1
2
 1
q
 Z
RN
e2jruej2 þ Vu2e þ
Z
RN
1
q
gðx; ueÞue  Gðx; ueÞ
 
þ 1 2
q
 
QeðueÞ  2M
1
2
1
q
Q
1
2
e ðueÞem ¼ Ce:
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By taking qAð2; p þ 1Þ and from the deﬁnition of gðx; tÞ for xARN\O and O; we
obtain for e small Z
RN
e2jruej2 þ Vu2e þ QeðueÞpCe
2ðpþ1Þ
p1 ; ð4:16Þ
which completes the proof of Lemma 4.2. &
Denote veðxÞ ¼ ueðexÞ then veðxÞ satisﬁes
Dve  ðVðexÞ þ #rewRN \OeÞve þ gðex; veÞ ¼ 0; xARN ;
where Oe ¼ fxARN j exAOg:
Since gðx; tÞptp for xARN ; tX0: As in [14], by bootstrap argument or by using
Moser iteration we obtain the boundedness of jjvejjLNðRN Þ and since for qX1Z
RN
vqþ1e pC
Z
RN
v2epCe
2ðpþ1Þ
p1 N ;
we get jjvejjLNðRN Þ-0 as e-0: So ve is a positive solution of
Dve  ðVðexÞ þ #rewRN \OeÞve þ vpe ¼ 0; xARN : ð4:17Þ
Then we have the following exponential decay of ve:
Lemma 4.3. For any given d40; there exist constants C40; c40 such that
veðxÞpC expðc distðx; Z2de ÞÞ; xARN :
For the proof of Lemma 4.3 see that of Lemma 2.7 in [3], which based on the fact
that V has a positive lower bound for xARN \Z2de and jjvejjLNð@Z2de Þ-0 as e-0 and
the application of maximum principle.
Since V is 0 on Z\
Sk
i¼1 Zi
 
if it is not empty, we cannot directly apply the
maximum principle to get good decay estimates on a neighborhood of Z\
Sk
i¼1 Zi
 
:
We will follow the idea of Byeon and Wang [3] to compare ve with the ﬁrst
eigenfunction of D on Z4de with the homogeneous Dirichlet boundary condition. To
do this we need the following conclusion: For e40 smallZ
RN \O
u2ep4e2m: ð4:18Þ
We argue by way of contradiction to show (4.18). Suppose (4.18) is not true, then
there is a sequence feng; en n-N! 0 such that RRN \O u2en44e2mn ; which deduces #ren4M2
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for n large. As a consequence, VðxÞ þ #renwRN \O has a positive lower bound for
xARN \
Sk
i¼1 Z
d
i
 
for any given d40: By the same argument as used in [3], we can
ﬁnd C40; c40 such that
uenðxÞpC exp 
c
en
dist x;
[k
i¼1
Zdi
 ! !
;
which implies for n large Z
RN \O
u2eno4e
2m
n ;
a contradiction.
Thus (4.18) holds and consequently there is C140 such thatZ
RN \Oe
vpþ1e p
Z
RN \Oe
v2e jjvejjp1LNðRN \OeÞ
pC1e2mNpC1e
3ðpþ1Þ
p1 : ð4:19Þ
By Moser iteration [14], we obtain from (4.19)
jjvejj
LNðZ4de \
Sk
i¼1
Z4d
ie
 
Þ
pC2e
3
p1; ð4:20Þ
where C240 is a positive constant, independent of small e40: Thus for some
constants C3; C4; C540; it follows that
Dve þ C4e3veX0 in int Z4de
Sk
i¼1
Z4die
  
;
vepC2exp C5e
 
on @ Z3de
Sk
i¼1
Z4die
  
:
8>><
>>: ð4:21Þ
Let F be the ﬁrst eigenfunction and l1 be the ﬁrst eigenvalue of
Dj ¼ lj in intðZ4dÞ;
j ¼ 0 on @Z4d:
(
We can assume that FðxÞX1 for xAZ3d and maxfFðxÞ j xAZ4dgoN:
For a; b40; we deﬁne FeðxÞ  a expðbeÞFðexÞ: Then we see that
DFe þ e2l1Fe ¼ 0 in intðZ4de Þ;
FeXa exp be
 
on @ðZ3de Þ:
8<
: ð4:22Þ
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Therefore, by the comparison principle, we deduce that for some constants
C40; c40
jjvejj
LNðZ3de \
Sk
i¼1
Z4d
ie
 
Þ
pC exp cd
e
 
; ð4:23Þ
which, combined with Lemma 4.3 deduces the following lemma:
Lemma 4.4. For any given d40; there are constants C40; c40 such that
ueðxÞpC exp ce dist x;
[k
i¼1
Zdi
 ! !
; xARN :
Lemma 4.4 deduces that #re ¼ 0; QeðueÞ ¼ 0 for small e:
We are now ready to prove Theorem 2.1.
Proof of Theorem 2.1. From the above discussion we know that ue is a solution of
(2.1) satisfying (iii) in Theorem 2.1. It follows from the compact Sobolev embedding
on bounded domain and Lemma 4.4 thatZ
RN
jrwj2p lim inf
e-0
Z
RN
jrwej2
p lim inf
e-0
Z
RN
jrwej2 þ e2Vw2e
¼ lim inf
e-0
Z
RN
w pþ1e
¼
Z
RN
w pþ1; ð4:24Þ
where as in the proof of Lemma 4.1, weðxÞ ¼ e
2
p1ueðxÞ; w is the weak limit of we: It
follows from Lemma 4.4 that w ¼ 0 for xARN \ Ski¼1 Zi : Furthermore RRN jrwj2 ¼R
RN
wpþ1: This and (4.24) deduce that we-w strongly in H as e-0:
To ﬁnish our proof it sufﬁces to show
lim
e-0
LieðueÞe
2ðpþ1Þ
p1 ¼ ci for i ¼ 1;y; k: ð4:25Þ
Indeed, denote wi ¼ wjZi for i ¼ 1;y; k; then wi is a positive solution of (2.2) if wi is
not identically zero in Zi: As in the proof of (4.10) we have
lim
e-0
e
2ðpþ1Þ
p1 LieðueÞ ¼
1
2
Z
Zi
jrwij2  1
p þ 1
Z
Zi
jwijpþ1 ¼ ci
ARTICLE IN PRESS
D. Cao, E.S. Noussair / J. Differential Equations 203 (2004) 292–312 309
if (4.25) holds. Thus wi is a ground state solution of (2.2) and (i),(ii) of Theorem 2.1
are true.
To show (4.25), by Lemma 4.2 we only need to show
lim inf
e-0
LieðueÞe
2ðpþ1Þ
p1 Xci for i ¼ 1;y; k: ð4:26Þ
Eq. (4.26) can be obtained by arguments used in the proof of (4.10) provided
lim inf
e-0
LieðueÞe
2ðpþ1Þ
p1 40 for all i ¼ 1;y; k; ð4:27Þ
since ci is the least-energy of nontrivial solutions of problem (2.2).
Suppose (4.27) is not true. Then for certain i0Af1;y; kg; there is a sequence
feng; en n-N! such that
lim
n-N
Li0enðuenÞe
2ðpþ1Þ
p1
n ¼ 0:
By Lemma 4.1, we have
lim sup
n-N
LienðuenÞe
2ðpþ1Þ
p1
n pci for i ¼ 1;y; k:
Thus
Xk
i¼1
ci ¼ lim
n-N
LenðuenÞe
2ðpþ1Þ
p1
n p
Xk
i¼1
ci  ci0 ;
which is impossible. This completes our proof of Theorem 2.1. &
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Appendix
In this appendix, we give a result on the isolation of positive solution of
Du þ up ¼ 0 xAO;
u40 xAO;
u ¼ 0 xAO ðA:1Þ
for any smooth bounded domain OCRN ; 1opoNþ2
N2 for NX3; 1opoþN for
N ¼ 1; 2: The result is very important in our argument before and is of independent
interest in itself.
Deﬁne
IðvÞ ¼ 1
2
Z
O
jrvj2  1
p þ 1
Z
O
v
pþ1
þ
for vAH10 ðOÞ:
Theorem A. Let u be a positive solution of (A.1). Then IðuÞ is an isolated critical value
of I :
Proof. Since the arguments of our proof are similar to those used in [9] and [10] we
give here only a sketch. We divide our proof into three steps. Let S denote the set of
positive solutions of problem (A.1).
Step 1: For any K40 the set SK  fv j vAS; IðvÞpKg is compact in C1ðOÞ:
Indeed, by a bootstrap argument, the boundedness of SK in H
1
0 ðOÞ leads to the
boundedness of SK in C
1;aðOÞ for some a40 and the compactness follows.
Step 2: From Step 1 if fung is a sequence of solutions of (A.1) such that IðunÞ-c
as n-N; then there is a subsequence funkg such that unk-u in C1ðOÞ as k-N and
u is a solution of (A.1) satisfying IðuÞ ¼ c:
Step 3: If u is a positive solution of (A.1) with IðuÞ ¼ c; then there is a
neighborhood V of u in C1ðOÞ such that IðwÞ ¼ c for wAV-S: It follows from the
analyticity in u for the map: u-ðDÞ1ðupÞ in C1ðOÞ near a positive solution. This is
essentially proposition 1 in [9].
The proof of Step 3 is exactly the same as the argument in the second paragraph
on p. 581 of [10]. &
The result follows from Steps 2 and 3. Indeed, the argument shows that every
critical value of the problem Du ¼ upþ in O; u ¼ 0 on @O is isolated.
Remark A.1. If O is a ball, then the isolation follows from the uniqueness of positive
solutions which is now well-known.
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