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PERTURBATION ANALYSIS IN THERMODYNAMICS USING
MATRIX REPRESENTATIONS OF RUELLE TRANSFER OPERATORS
HARUYOSHI TANAKA
Abstract. We study perturbations of topological pressures, Gibbs measures and measure-
theoretic entropies of these measures concerning perturbed potentials defined on topo-
logically transitive subshift of finite type. The subshift with respect to non-perturbed
system is assumed to be no topologically transitive. Therefore, the subshift of the per-
turbed systems and the subshift of the unperturbed system are different. We reduce this
situation to a perturbation problem of certain irreducible nonnegative matrices gener-
ated by Ruelle transfer operators. Consequently, under suitable conditions of potentials,
we characterize the limit points of those thermodynamics and give a necessary and suf-
ficient condition for convergence of Gibbs measures and the measure-theoretic entropy
of this measure when the subshift of the non-perturbed system has 2 or 3 transitive
components with the maximal pressure. Finally, we illustrate the relation between po-
tentials and convergence of Gibbs measures by using asymptotic expansion techniques
for eigenvalues of Ruelle transfer operators.
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1. Introduction and main results
We study perturbations of thermodynamic features (topological pressures, Gibbs mea-
sures and measure-theoretic entropies of these measures) concerning perturbed potentials
defined on topologically transitive subshift of finite type. Our perturbed potential which
is given by (1.5) tends to −∞ partially. This implies that the subshift with respect to the
perturbed systems and the subshift with respect to the unperturbed system are different
in general. Such a situation was first considered by Ikawa [2, 3] in the study of billiard
dynamics problems. This was developed by Morita and Tanaka [6] who also applied it
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to the study of degeneration of one-dimensional Markov maps and of asymptotic vari-
ance concerning with the central limit theorem. They only considered the case that the
subshift with respect to non-perturbed system is mixing essentially. Therefore, it was
difficult to consider a more natural perturbation. In this paper, we treat the case where
the subshift with respect to the unperturbed system is no topologically transitive, and
aim to give a necessary and sufficient condition of convergence of thermodynamic features
and to characterize these limit points.
For details, we introduce some notation and notions of thermodynamic formalism below.
Let d ≥ 1 be an integer and S = {1, 2, . . . , d} a finite state space with the discrete topology.
Denoted by Z+ the all of nonnegative integers and by SZ
+
the direct sum of S endowed
with the normal product topology. If ω ∈ SZ+ then ω is written by ω0ω1 · · · . For a
d × d one-zero matrix M = M(ij) indexed by S × S, we define Σ+M = {ω = (ωn)∞n=0 ∈
SZ
+
: M(ωnωn+1) = 1 for any n ≥ 0}. In general, Σ+M may be an empty set. Assume
Σ+M 6= ∅. The shift transformation σ on SZ+ is given by (σω)n = ωn+1 for any n ≥ 0
and ω ∈ SZ+ . For σM = σ|Σ+
M
, the dynamics (Σ+M , σM) is called by subshift of finite
type with transition matrix M . In particular, the dynamics (SZ
+
, σ) is called by a full
shift. A word w ∈ Sn is M-admissible if M(w0w1)M(w1w2) · · ·M(wn−2wn−1) = 1 is
satisfied. We set Wn(M) = {w ∈ Sn : w is M-admissible} for n ≥ 1, W0(M) = ∅,
and W∗(M) =
⋃∞
n=0Wn(M). For integers k ≥ 0 and n ≥ 1 and a word w ∈ Sn,
we write k[w] = {ω ∈ SZ+ ; ωk · · ·ωk+n−1 = w} and k[w]M = k[w] ∩ Σ+M . Such sets
are called by cylinder sets on Σ+M . For θ ∈ (0, 1), we define a metric dθ on SZ
+
by
dθ(ω, ω
′) = θn
′
with n′ = min{n ≥ 0 : ωn 6= ω′n}. For K = R or K = C, we denote
by C(ΣM ,K) the totally of all K-valued continuous functions on Σ
+
M and by Fθ(Σ
+
M ,K)
the totally of all K-valued dθ-Lipschitz continuous functions on Σ
+
M . For simplicity, we
write C(Σ+M ) as C(ΣM ,C) and Fθ(Σ
+
M ) as Fθ(Σ
+
M ,C). For f ∈ Fθ(Σ+M ) and n ≥ 1, we
let [f ]θ,n = sup{|f(ω) − f(υ)|/dθ(ω, υ) : ω, υ ∈ Σ+M , ω 6= υ and ω ∈ 0[υ0 · · ·υn−1]M}.
For convenience sake, we set [f ]θ = [f ]θ,1 and [[f ]]θ = [f ]θ,2. We see that C(Σ
+
M ,K) is a
Banach space endowed with the supremum norm ‖f‖∞ = supω∈Σ+
M
|f(ω)|, and Fθ(Σ+M ,K)
a Banach space endowed with the Lipschitz norm ‖f‖θ = ‖f‖∞ + [f ]θ. We denote by
M(Σ+M ) the totally of all Borel probability measures on Σ
+
M and by Mσ(Σ
+
M) the totally
of all σM -invariant measures belonging to M(Σ
+
M ).
For f ∈ C(Σ+M ,R), it is known in [1] that the limit
P (σM , f) = lim
n→∞
1
n
log
∑
w∈Wn(M)
exp( sup
ω∈0[w]M
Snf(ω))
exists in R and is called the topological pressure of f . Assume that the matrix M is
irreducible, namely for any indexes i, j of M , there exists an integer n ≥ 0 such that
Mn(ij) > 0. For ϕ ∈ C(Σ+M ,R), a measure µ ∈Mσ(Σ+M) is called a Gibbs measure of the
potential ϕ if there exist constants c ≥ 1 and P ∈ R such that for all n ≥ 1 and ω ∈ Σ+M ,
c−1 ≤ µ(0[ω0ω1 · · ·ωn−1]
A)
exp(−nP + Snϕ(ω) ≤ c
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holds, where Snϕ(ω) =
∑n−1
k=0 ϕ(σ
k
Mω). It is well known that if ϕ is in Fθ(Σ
+
M ,R), then
there exists an unique ergodic Gibbs measure µϕ of the potential ϕ. Moreover, the number
P is equals to P (σM , ϕ). For m ∈Mσ(Σ+M), the measure-theoretic entropy of m is defined
by
h(σM , m) = lim
n→∞
1
n
∑
w∈Wn(M)
m(0[w]
M) logm(0[w]
M).
By virtue of Variational Principle [1], for f ∈ C(Σ+A,R), the topological pressure P (σM , f)
satisfies the equation
P (σM , f) = sup{
∫
f dm+ h(σM , m) : m ∈ Mσ(Σ+A)}.
When f is in Fθ(Σ
+
M ,R), this supremum is attained at m = µf
P (σM , f) =
∫
ϕdµ+ h(σM , µf).
We mention our formulation and main results. Let A = (A(ij)) and B = (B(ij)) be
d× d zero-one matrices indexed by S × S. Throughout this paper, we assume that Σ+A is
not empty. We introduce the following conditions for A and B:
(Σ.1) A is irreducible, i.e. the dynamics (Σ+A, σA) is topologically transitive.
(Σ.2) B(ij) = 1 implies A(ij) = 1.
(Σ.3) Σ+B is not empty.
Assume (Σ.2). General theory of nonnegative matrices implies that there is a suitable
permutation matrix P so that
(1.1) P−1BP =


B11 B12 · · · B1m
O B22
. . .
...
...
. . .
. . . Bm−1m
O · · · O Bmm


with an unique integer m ≥ 1, where each submatrix Bkk of B is square and irreducible.
For a square matrix M , we define a subset SM by the set of indexes of M . Put ΣM =⋃
i∈SM 0
[i]A for a square submatrix M of A. We give the notation
T = T(B) = {Bkk : 1 ≤ k ≤ m, ΣBkk 6= ∅}.(1.2)
Let ϕ ∈ Fθ(Σ+A,R). We write λ(M) = exp(P (σM , ϕM)) for each M ∈ T with Σ+M 6= ∅,
where ϕM = ϕ|Σ+
M
. If Σ+M = ∅ then we set λ(M) = 0. Put λ = λ(B,ϕ) = maxM∈T λ(M),
T0 = T0(B,ϕ) = {M ∈ T(B) : λ(M) = λ(B,ϕ)} and(1.3)
T1 = T1(B,ϕ) = T(B) \ T0(B,ϕ).(1.4)
We sometimes call Σ+M (M ∈ T0) the transitive component of Σ+B with maximal pressure.
Let N =
⋃
ij :B(ij)=0 0[ij]
A. We give the following three conditions for two real-valued
functions ϕ(ǫ, ·), ψ(ǫ, ·) ∈ Fθ(Σ+A,R) with a small parameter ǫ > 0:
(Φ.1) There exists a function ϕ ∈ Fθ(Σ+A,R) such that ‖ϕ(ǫ, ·)− ϕ‖∞ → 0 as ǫ→ 0.
(Φ.2) maxω∈N ψ(ǫ, ω)→ −∞ as ǫ→ 0.
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(Φ.3) supǫ>0[[ϕ(ǫ, ·)]]θ <∞ and supǫ>0[[ψ(ǫ, ·)]]θ <∞.
We define
Φ(ǫ, ·) = ϕ(ǫ, ·) + χNψ(ǫ, ·),(1.5)
where χN is the identify map of N . We obtain one of the main theorems below:
Theorem 1.1. Assume that the conditions (Σ.1)-(Σ.2) and (Φ.1)-(Φ.2) are satisfied.
Then if (Σ.3) also holds then P (σA, Φ(ǫ, ·)) converges to P (σB, ϕB) as ǫ → 0. If (Σ.3)
does not valid then P (σA, Φ(ǫ, ·)) tends to −∞.
Denoted by µ(M, ·) the Gibbs measure of the potential ϕM for each M ∈ T with
Σ+M 6= ∅. Next we have the forms of limit points of the Gibbs measure µ(ǫ, ·) of the
potentical Φ(ǫ, ·) and the measure-theoretic entropy h(σA, µ(ǫ, ·)) of µ(ǫ, ·):
Theorem 1.2. Assume that the conditions (Σ.1)-(Σ.3) and (Φ.1)-(Φ.3) are satisfied.
Then any accumulation point of the Gibbs measure µ(ǫ, ·) in M(Σ+A) with weak∗ topology
has the form
∑
M∈T0
δ(M)µ(M, ·) for some nonnegative constant δ(M) with∑M∈T0 δ(M) =
1. Moreover, if µ(ǫ, ·) converges to∑M∈T0 δ(M)µ(M, ·) weakly, then the entropy h(σA, µ(ǫ, ·))
converges to
∑
M∈T0
δ(M)h(σM , µ(M, ·)).
By virtue of this theorem, when ♯T0 = 1 (write T0 = {M}), the Gibbs measure µ(ǫ, ·)
converges to µ(M, ·) weakly and the entropy h(σA, µ(ǫ, ·)) converges to h(σM , µ(M, ·)).
When ♯T0 ≥ 2, µ(ǫ, ·) and h(σA, µ(ǫ, ·)) do not converge as ǫ → 0 in general. In
fact, the relation between the potential Φ(ǫ, ·) and convergence of µ(ǫ, ·) is very complex
and difficult. In this paper, we find a simple relation between convergence of µ(ǫ, ·)
and convergence of an expression composed of Perron eigenvalues of generalized Ruelle
operators in the case when ♯T0 = 2, 3. To describe the precise statement, we give some
notation as follows. For M,M ′ ∈ T, AMM ′ denotes the submatrix of A indexed by
SM × SM ′ . For a non-empty subset M ⊂ T, A(M) is defined by the submatrix of A
indexed by
(⋃
M∈M SM
)2
. Similarly, B(M) is given as a submatrix of B. When we write
T0 = {M1,M2, . . . ,Mm0}, we let M(k) = {Mk} ∪ T1 and M(k, k′) = {Mk,Mk′} ∪ T1 for
k, k′ = 1, 2, . . . , m0 with k 6= k′. Set
λ(ǫ) = exp(P (σA, Φ(ǫ, ·))) for ǫ > 0,
λ(M, ǫ) = exp(P (σA(M), Φ(ǫ, ·)A(M))) for M ⊂ T with Σ+A(M) 6= ∅.
If Σ+A(M) = ∅ then we put λ(M, ǫ) = 0. Note that the number λ(ǫ) becomes the eigenvalue
of the Ruelle operator of Φ(ǫ, ·), and λ(M, ǫ) coincides with the Perron eigenvalue of
the generalized Ruelle operator of {A(M), Φ(ǫ, ·)} (see Section 2.3). In the case when
♯T0 = 2, 3, we can equate convergence of µ(ǫ, ·) with convergence of the number of a
representation by differences of these eigenvalues:
Theorem 1.3. Assume that the conditions (Σ.1)-(Σ.3) and (Φ.1)-(Φ.3) are satisfied and
♯T0 = 2, i.e. T0 = {M1,M2}. Then the number δǫ(k) = (λ(ǫ)−λ(M(k′), ǫ))/(
∑2
l=1(λ(ǫ)−
λ(M(l), ǫ)) converges to a number δ(k) for each k = 1, 2 with {k, k′} = {1, 2} if and only
if the Gibbs measure µ(ǫ, ·) converges to a measure µ. In these cases, µ has the form
µ =
∑2
k=1 δ(k)µ(Mk, ·).
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For k = 1, 2, 3 and {k, k′, k′′} = {1, 2, 3}, we define
δǫ(k) =
δ0ǫ (k)∑3
l=1 δ
0
ǫ (l)
with(1.6)
δ0ǫ (k) = (λ(ǫ)− λ(M(k′, k′′), ǫ))×
(λ(ǫ) + λ(M(k′, k′′), ǫ)− λ(M(k′), ǫ)− λ(M(k′′), ǫ)).
Theorem 1.4. Assume that the conditions (Σ.1)-(Σ.3) and (Φ.1)-(Φ.3) are satisfied and
♯T0 = 3, i.e. T0 = {M1,M2,M3}. Then the vector δǫ(k) defined by (1.6) converges to
a number δ(k) for all k = 1, 2, 3 if and only if the Gibbs measure µ(ǫ, ·) converges to a
measure µ. In these cases, µ has the form
∑3
k=1 δ(k)µ(Mk, ·).
Remark 1.5.
(1) Theorem 1.3 and Theorem 1.4 are proven by using the fact from which convergence
of the Gibbs measure µ(ǫ, ·) is reduced to convergence of the right Perron eigenvector
of a ♯T0 × ♯T0 nonnegative irreducible matrix V˜M,ǫ (Theorem 3.6). In addition, it plays
the essential role in the proof of Theorem 1.4 that the difference of the eigenvalues of
generalized Ruelle operators and the difference of the eigenvalues of the submatrices of
V˜M,ǫ going to 0 at the same speed (Lemma 4.2(2) and Lemma 4.3).
On the other hand, it is a natural question whether similar theorems follow when
♯T0 ≥ 4. Unfortunately, such key lemmas are not satisfied at ♯T0 = 4 (Section 5.3)
in general. Therefore, another approaches are necessary for knowing whether similar
assertions are valid under the case ♯T0 ≥ 4.
(2) By a general theory of measure-theoretic entropies, if a parametrized σ-invariant mea-
sureme ∈Mσ(Σ+A) converges to a measurem inM(Σ+A) weakly, then lim supǫ→0 h(σA, me) ≤
h(σA, m) is valid (e.g. Theorem 8.2 in [13]) and it doesn’t mean convergence of this en-
tropy. Theorem 1.2 states that if µ(ǫ, ·) converges, then so is for this entropy h(σA, µ(ǫ, ·)).
(3) Morita and Tanaka [6] gave the following conditions stronger than (Σ.1), (Σ.3) and
(Φ.3):
(Σ.1)′ An0 > 0 for some n0 ≥ 1, i.e. (Σ+A, σA) is topologically mixing.
(Σ.3)′ The set Σ+B is not empty and if Σ
+ is the maximal σ-invariant subset of Σ+B, then the
subshift (Σ+, σ|Σ+) is topologically mixing.
(Φ.3)′ supǫ>0[ϕ(ǫ, ·)]θ <∞ and supǫ>0[ψ(ǫ, ·)]θ <∞.
Note that the condition (Σ.3)′ is satisfied if and only if T0 consists of only one element
M , the subshift (Σ+M , σM) is topologically mixing, and for each M
′ ∈ T1, M ′ is a 1 × 1
zero matrix. They showed that under the six conditions (Σ.1)′, (Σ.2), (Σ.3)′, (Φ.1), (Φ.2)
and (Φ.3)′, the three thermodynamic futures P (σA, Φ(ǫ, ·)), µ(ǫ, ·), h(σA, µ(ǫ, ·)) converge
(Theorem 1.1 in [6] ).
(4) In [11], we showed that in addition to the conditions (Σ.1)-(Σ.3) and (Φ.1)-(Φ.3), when
we assume differentiability conditions for the potential Φ(ǫ, ·) at ǫ = 0, a semisimplicity
for λ(B,ϕ) and some strong conditions for B and ϕ, the Gibbs measure µ(ǫ, ·) and the
entropy of this measure converge.
(5) The general analytic perturbation theory provides with a (Puiseux) series expansion of
an isolated eigenvalue with finite multiplicity of a bounded linear operator and a (Puiseux)
series expansion of the corresponding eigenvector [4]. Therefore, when the potential Φ(ǫ, ·)
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is analytically expanded in (Fθ(Σ
+
A,R), ‖ · ‖θ), so is for the Ruelle operator LA,Φ(ǫ,·) ∈
L(Fθ(Σ+A)) and consequently thermodynamic futures are continuous at ǫ = 0, where these
notation appear in Section 2.3.1.
(6) The condition (Φ.3) implies Lasota-Yorke type inequality for the Ruelle operator of
Φ(ǫ, ·) uniformly in ǫ > 0. Indeed, assume (Σ.1) and (Φ.3) (other conditions do not need).
Recall that the Ruelle operator LA,Φ(ǫ,·) of Φ(ǫ, ·) is a bounded linear operator acting on
C(Σ+A) or Fθ(Σ
+
A) which is defined as (2.10) by putting M = A and ϕ = Φ(ǫ, ·). Let
Φ˜(ǫ, ·) = Φ(ǫ, ·)− log g(ǫ, ·) ◦ σA + log g(ǫ, ·)(1.7)
Φˆ(ǫ, ·) = Φ˜(ǫ, ·)− log λ(ǫ),(1.8)
where g(ǫ, ·) ∈ Fθ(Σ+A) is the Perron eigenfunction of LA,Φ(ǫ,·) with ‖g(ǫ, ·)‖∞ = 1. In this
setting, the equality
LA,Φˆ(ǫ,·)1 = 1(1.9)
holds for any ǫ > 0. For c > 0, we define
Λc ={f ∈ C(Σ+A) : 0 ≤ f ≤ 1 and f(ω) ≤ ecdθ(ω,υ)f(υ)
for ω, υ ∈ Σ+A with ω0 = υ0}.(1.10)
Note that this set is a subset of Fθ(Σ
+
A,R) and a compact subset of C(Σ
+
A) for each c > 0.
It is well-known that g(ǫ, ·) belongs to Λc with the constant c = θ supǫ′>0[[Φ(ǫ′, ·)]]θ/(1−θ)
for any ǫ > 0 [6]. Therefore, [log g(ǫ, ·)]θ ≤ c′ for some constant c′ > 0. Moreover, it is
not hard to see that there exist constants c′′ > 0 such that for any ǫ > 0, n ≥ 1 and
f ∈ Fθ(Σ+A),
[Ln
A,Φˆ(ǫ,·)
f ]θ ≤ θn[f ]θ + c′′‖f‖∞.(1.11)
by using a similar argument of Proposition 2.1 in [7]. On the other hand, LA,Φˆ(ǫ,·) ∈
L(C(Σ+A)) has a convergence subsequence (ǫn) and a limit point Lˆ from Proposition 2.10(1)
and the equation (1.9). Thus it follows from these results that for a sufficiently small
enough η > 0, the eigenprojection∫
∂B(1,η)
(zI − LA,Φˆ(ǫ,·))−1dz
converges to the eigenprojection ∫
∂B(1,η)
(zI − L˜)−1dz
as ǫ → 0 running through (ǫn) [5], where B(a, η) is the open ball in C with a center
a and a radius η, and I is the identity operator belonging to L(C(Σ+A)) ∩ L(Fθ(Σ+A)).
However even if LA,Φˆ(ǫ,·) converge, this fact does not imply convergence of the (geometric)
eigenfunction g(ǫ, ·), convergence of the Perron eigenvector of the dual L∗A,Φ(ǫ,·) of LA,Φ(ǫ,·)
and convergence of the Gibbs measure µ(ǫ, ·).
In Section 2, we introduce the notion which is often used throughout this paper. In
the beginning of this section, we give a notation of asymptotic relation. After that,
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we show an expansion formula of M-matrices by using the eigenvalues of submatrices
( Proposition 2.3). Furthermore, we recall spectral properties of the generalized Ruelle
operators which are introduced in [9] and are basic tools to prove the main theorems.
Note that the topological pressure, the Gibbs measure and the measure-theoretic entropy
are expressible in terms of the eigenvalues and eigenspaces of this operators. In Section 3,
we mention an abstract frame that reduce the perturbation problem of the (generalized)
Ruelle operators to the perturbation problem of certain irreducible nonnegative matrices.
In particular, we shall reduce convergence of the Gibbs measure µ(ǫ, ·) to convergence
of the Perron eigenvector of a nonnegative irreducible matrix (Theorem 3.6). Section 4
is devoted to proofs of main results. Under the case when ♯T0 = 3, we show that the
ratio between the difference of the eigenvalues of generalized Ruelle operators and the
difference of the eigenvalues of the submatrices of V˜M,ǫ converges to 1 as ǫ → 0 (Lemma
4.2(2) and Lemma 4.3). These facts play an important role in the proof of Theorem 1.4.
In the final section, we demonstrate that such facts do not follow in general under the case
♯T0 = 4 (Section 5.3). Moreover, we illustrate the relation between the potential Φ(ǫ, ·)
and convergence of the Gibbs measure µ(ǫ, ·) under the case ♯T0 = 2 by using asymptotic
expansion techniques for eigenvalues of Ruelle transfer operators (Section 5.1).
Acknowledgements:
The author is heartily grateful to Katsukuni Nakagawa, Hiroshima University, for many
valuable conversations.
2. Preliminaries
2.1. Asymptotic relation. Let fǫ and gǫ be two nonnegative valued functions defined
on a set X with a small parameter ǫ > 0. We consider the condition that there exist
constants c ≥ 1 and ǫ0 > 0 such that for any x ∈ X and for any 0 < ǫ ≤ ǫ0
c−1gǫ(x) ≤ fǫ(x) ≤ cgǫ(x)
holds. We then write fǫ ≍ gǫ (ǫ→ 0), or simply, fǫ ≍ gǫ. We see that ≍ is an equivalent
relation. The following basic proposition is useful in some proofs.
Proposition 2.1. Assume that aǫ(i) and bǫ(i) are nonnegative numbers with a small
parameter ǫ > 0 for i = 1, 2, . . . , n satisfying that there exists cǫ(i) such that aǫ(i) =
cǫ(i)bǫ(i) and cǫ(i) ≍ 1 as ǫ → 0 for each i = 1, 2, . . . , n. Assume also aǫ(n) > 0 and
bǫ(n) > 0. Then
dǫ =
aǫ(1) + aǫ(2) + · · ·+ aǫ(n)
bǫ(1) + bǫ(2) + · · ·+ bǫ(n) ≍ 1
as ǫ→ 0. In particular, if cǫ(i)→ 1 for each i, then dǫ → 1.
Proof. Let cǫ = mini cǫ(i) and cǫ = maxi cǫ(i). Since dǫ is a number between cǫ and cǫ, we
obtain the assertion. 
2.2. Some properties of nonnegative irreducible matrices. We start with elemen-
tary results for M-matrices.
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2.2.1. Relation between M-matrices and eigenvectors. Let T be a finite set and M =
(M(ij)) a ♯T × ♯T nonnegative irreducible matrix indexed by T × T . Perron-Frobenius
Theorem provides the right Perron eigenvector t(b(i)) and the left Perron eigenvector
(c(i)) with
∑
i∈T b(i) =
∑
i∈T b(i)c(i) = 1. Denoted by I an identity matrix. For a
square nonnegative matrix M0, let η(M0) be the Perron eigenvalue of M0. We write the
adjoint matrix of η(M)I −M by (Mη(M)(ji)) whose elements are given by Mη(M)(ji) =
(−1)j+i detDji and Dji is a minor of order n−1 of η(M)I−M is defined to be a submatrix
of η(M)I −M obtained by striking out jth row and ith column.
We often call an element i = (ij)
p
j=1 = i1i2 . . . ip ∈ T p a path on T from i1 to ip. This
path i is a simple path on T from i1 to ip if i1, i2,. . . , ip are distinct. We give
SP(i, j : T ′) = {i ∈
∞⋃
n=1
T n : i is a simple path on T ′ ∪ {i, j} from i to j}(2.1)
for a subset T ′ ⊂ T and for each i, j ∈ T .
Proposition 2.2 ([8]). (1) c(j)b(i) =Mη(M)(ji)/
∑
k∈T Mη(M)(kk) for each i, j ∈ T .
(2) b(i)/b(k) =Mη(M)(ji)/Mη(M)(jk) for each i, k, j ∈ T .
(3) c(j)/c(k) = Mη(M)(ji)/Mη(M)(ki) for each j, k, i ∈ T .
Proof. The assertion (1) follows from [8] (Corollary 2, p 9). The assertions (2) and (3)
are obtained by (1). 
For a simple path i = (ij)
p
j=1 on T , we define a submatrix M(i) of M by
M(i) = M(i1, i2, . . . , ip) =


M(i1i1) M(i1i2) · · · M(i1ip)
M(i2i1) M(i2i2) · · · M(i2ip)
...
...
. . .
...
M(ipi1) M(ipi2) · · · M(ipip)

 .(2.2)
We have the following:
Proposition 2.3. For each k ∈ T , there exist integers q(k) ≥ 1 and p(k, i) ≥ 1 (1 ≤ i ≤
q(k)), and simple paths i(k, i, j), i′(k, i, j) on T such that i′(k, i, j) ( i(k, i, j) by regarding
as sets, and Mη(M)(kk) has the form
Mη(M)(kk) =
q(k)∑
i=1
p(k,i)∏
j=1
(η(M(i(k, i, j)))− η(M(i′(k, i, j)))).
Proof. We write T = {i1, i2, . . . , im}. Put M (k) = M(i1, . . . , ik−1, ik+1, . . . , im) for k =
1, 2, . . . , m. For ξ = (ξj) ∈ Rp, we denote by diag(ξ) the diagnostic matrix whose diagonal
elements are ξ1, ξ2, . . . , ξp. Consider the following steps (a) and (b) by the first defining
as D := M (1), q := m− 1 and ξ := (ξ1, ξ2, . . . , ξq) with ξj = η(M) for j = 1, 2, . . . q:
(a) In the case when q = 1,
det(diag(ξ)−D) = ξ1 −D(11) = ξ1 − η(D(i1))
is satisfied.
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In the case when q ≥ 2, let m1,m2, . . . ,mq be the columns of D. By using the unit
vectors e1, e2, . . . , eq, we have
det(diag(ξ)−D) = det(ξ1e1 −m1 ξ2e2 −m2 · · · ξqeq −mq)
=
q∑
i=1
(
det
(
η(D)e1 −m1 · · ·η(D)ei−1 −mi−1︸ ︷︷ ︸
i−1
ξiei −mi · · · ξqeq −mq︸ ︷︷ ︸
q−i+1
)
− det
(
η(D)e1 −m1 · · · η(D)ei −mi︸ ︷︷ ︸
i
ξi+1ei+1 −mi+1 · · · ξqeq −mq︸ ︷︷ ︸
q−i
))
=
q∑
i=1
(ξi − η(D)) det
(
η(Mj)e1 −m1 · · · η(Mj)ei−1 −mi−1︸ ︷︷ ︸
i−1
ξi+1ei+1 −mi+1 · · · ξdjedj −mq︸ ︷︷ ︸
q−i
)
=
q∑
i=1
(ξi − η(D)) det(diag(ξ′(i))−D′(i)),
where each ξ′(i) is in Rq−1 and each D′(i) is a (q − 1)× (q − 1) nonnegative matrix.
(b) We repeat the step (a) as D := D′(i) and ξ := ξ′(i).
By using the steps (a) and (b) repeatedly, we see that the assertion is valid. 
Remark 2.4. Denote by T = {i1, i2, . . . , im}.
(1) In the case when M is a 2× 2 matrix, we have
Mη(M)(i1i1) = η(M)− η(M(i2)), Mη(M)(i2i2) = η(M)− η(M(i1))(2.3)
and b(ik)c(ik) = Mη(M)(ikik)/
∑2
l=1Mη(M)(ilil) for k = 1, 2, by using Proposition 2.2(1).
(2) In the case when M is a 3× 3 matrix, we obtain
Mη(M)(i1i1)
=(η(M)− η(M(i2, i3)))(η(M)− η(M(i2)) + η(M(i2, i3))− η(M(i3)))
for T = {i1, i2, i3} and b(ik)c(ik) = Mη(M)(ikik)/
∑3
l=1Mη(M)(ilil) for k = 1, 2, 3.
2.2.2. Behaviours of Perron eigenvectors of perturbed nonnegative matrices. Let T be a
finite totally ordered set and Mǫ = (Mǫ(ij)) be nonnegative irreducible matrix indexed
by T × T with a small parameter ǫ > 0 satisfying the following (M.1)-(M.4):
(M.1) For any i, j ∈ T , either Mǫ(ij) > 0 for all ǫ > 0 or Mǫ(ij) = 0 for all ǫ > 0.
(M.2) There exists a constant c > 0 such that Mǫ(ij) ≤ c for any ǫ > 0 and i < j.
(M.3) Mǫ(ij) vanishes as ǫ→ 0 for any i > j.
(M.4) Mǫ(ii) converges to a number ηi ≥ 0 as ǫ→ 0 for any i.
Put ηǫ(i) =Mǫ(ii) for any ǫ > 0 and i ∈ T . Give
T0 = {i ∈ T : ηi = max
j∈T
ηj}, T1 = T \ T0.(2.4)
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Furthermore, there exists ǫ0 > 0 such that for any 0 < ǫ ≤ ǫ0, the inequality ηǫ(i) <
maxj∈T ηj holds for i ∈ T1.
Denoted by η(ǫ) the Perron eigenvalue of Mǫ, by
t(bǫ(i)) the right Perron eigenvec-
tor of Mǫ with
∑
i∈T bǫ(i) = 1 and by (cǫ(i)) the left Perron eigenvector of Mǫ with∑
i∈T bǫ(i)cǫ(i) = 1. Then we have the following which will be used in Section 3.
Proposition 2.5. Under the above notation, for any i ∈ T1
bǫ(i) ≍
∑
j∈T0
∑
w∈SP(i,j:T1)
Mǫ(w)bǫ(j)(2.5)
cǫ(i) ≍
∑
j∈T0
∑
w∈SP(j,i:T1)
Mǫ(w)cǫ(j).(2.6)
Proof. Put Let L be a ♯T1× ♯T1 zero-one matrix indexed by T1×T1 so that L(jk) = 1 for
j 6= k and L(jj) = 0 for j. For i ∈ T1,
η(ǫ)bǫ(i) =
∑
j∈T0
Mǫ(ij)bǫ(j) +
∑
j∈T1\{i}
Mǫ(ij)bǫ(j) + ηibǫ(i).(2.7)
Put aǫ = (aǫ(i))i∈T1 with aǫ(i) =
∑
j∈T0
(η(ǫ) − ηi)−1Mǫ(ij)bǫ(j) and Lǫ = (Lǫ(ij)) be a
matrix indexed by T1 × T1 so that Lǫ(ij) = (η(ǫ)− ηi)−1Mǫ(ij) for i 6= j and Lǫ(ii) = 0.
The equation (2.7) yields bǫ(i) = aǫ(i) + Lǫbǫ(i). By using this equation repeatedly, we
obtain
bǫ(·) = (I + Lǫ + · · ·+ Lnm1−1ǫ )aǫ(·) + Lnm1ǫ bǫ(·)
with m1 = ♯T1. Note that for any w = w1 · · ·wm1+1 ∈ Wm1+1(L), w contains a cycle, i.e.
wj = wp for some 1 ≤ j < p ≤ m1+1. Therefore Lǫ(w) =
∏m1
k=1 Lǫ(wkwk+1) tends to 0 by
the conditions (M.2)-(M.4). For a sufficiently small ǫ > 0, ‖Lm1ǫ ‖ < 1 is satisfied, where
‖ · ‖ is a matrix norm. We see
|Lnm1ǫ bǫ(·)| ≤ ‖Lm1ǫ ‖n|bǫ(·)| → 0(2.8)
as n→∞. Thus we have the form
bǫ(i) = aǫ(i) +
∞∑
n=0
∑
j∈T1
∑
w∈Wn(L)
Lǫ(i · w · j)aǫ(j).(2.9)
Let dǫ = (dǫ(i)) with dǫ(i) =
∑
j∈T0
∑
w∈SP(i,j:T1)
Mǫ(w)bǫ(j). Note that for w ∈ SP(i, j :
T1), w = i · u · j for some u ∈ Wk(L) for some 0 ≤ k ≤ m1. Now we show bǫ(i) ≍ dǫ(i) for
i ∈ T1. Since aǫ and Mǫ are nonnegative,
bǫ(i) ≥ (I + Lǫ + · · ·+ Lm1−1ǫ )aǫ(i)
= aǫ(i) +
∑
l∈T1
m1∑
j=1
∑
u∈Wj−1(L)
Lǫ(i · u · l)
∑
s∈T0
(η(ǫ)− ηl)−1Mǫ(ls)bǫ(s)
≥ c
∑
s∈T0
m1∑
j=0
∑
u∈Wj(L)
Mǫ(i · u · s)bǫ(s) ≥ cdǫ(i)
is satisfied for any small ǫ > 0 with c = min0≤k≤m1(maxj∈T1(maxk ηk − ηj))−k/2 > 0.
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To prove the converse inequality, let
r(ǫ) = max
v∈W∗(L) : simple cycle
Mǫ(v).
Then we see r(ǫ) → 0 as ǫ → 0. Take ǫ0 > 0 and r ∈ (0, 1) so that m1r(ǫ)1/m1 ≤ r for
0 < ǫ < ǫ0. Recall the form (2.9). For any w ∈ Wn(L) with i ·w · j ∈ Wn+2(L), there exist
u = u(w) ∈ W∗(L) and simple cycles v1, . . . , vk ∈ W∗(L) such that |u| ≤ m1 − 2, i · u · j
is simple path, and
Lǫ(i · w · j) = Lǫ(i · u · j)
k∏
s=1
Lǫ(vs)
with n = |w| = |u|+∑ks=1(|vs| − 1) ≤ (k+1)m1, where |w| is the length of w. Therefore,∑
j∈T1
Lǫ(i · w · j)aǫ(j) =
∑
j∈T1
Lǫ(i · u · j)aǫ(j)
k∏
s=1
Lǫ(vs)
≤dǫ(i)r(ǫ)k ≤ dǫ(i)r(ǫ)n/m1−1.
Thus we see by (2.9)
bǫ(i) ≤ aǫ(i) + dǫ(i)
∞∑
n=0
(m1)
nr(ǫ)n/m1 ≤ dǫ(i)
(
1 +
1
1− r
)
.
The proof of the assertion (2.5) is complete. We also obtain the assertion (2.6) by con-
sidering the transposed matrix of Mǫ. 
2.3. Generalized Ruelle operators.
2.3.1. Ruelle-Perron-Frobenius type theorem. Denoted by L(X ) the totality of all bounded
linear operators acting on a Banach space X . In this section, we recall an analogous Ruelle
operators acting on C(Σ+A) or on Fθ(Σ
+
A) ([9]). Let S
′, S ′′ ⊂ S be non-empty subsets and
M = (M(ij)) a ♯S ′ × ♯S ′′ zero-one matrix indexed by S ′ × S ′′ satisfying that M(ij) = 1
implies A(ij) = 1. For ϕ ∈ C(Σ+A,R), we define LM,ϕ ∈ L(C(Σ+A)) by
LM,ϕf(ω) =
∑
i∈S :M(iω0)=1
eϕ(i·ω)f(i · ω),(2.10)
where i · ω is the concatenation of i and ω, i.e. i · ω = iω0ω1 · · · , and where if i or ω0
is not an index of M , then M(iω0) regards as 0. For ϕ ∈ Fθ(Σ+A,R), LM,ϕ ∈ L(Fθ(Σ+A))
is well-defined. We call this operator a generalized Ruelle operator of {M,ϕ}. The dual
operator L∗M,ϕ ∈ L(M(Σ+A)) of LM,ϕ is defined by L∗M,ϕm(f) = m(LM,ϕf) for m ∈M(Σ+A)
and f ∈ C(Σ+A).
The following is an analogues of Ruelle-Perron-Frobenius Theorem:
Theorem 2.6 ([6],[9]). Assume that the conditions (Σ.1)-(Σ.3) are satisfied. Let ϕ ∈
Fθ(Σ
+
A,R) and M a subset of T with ♯T0(B(M), ϕ) = 1. Then there exists an unique
triplet (λ, h, ν) ∈ R×Fθ(Σ+A)×M(Σ+A) such that λ is the maximal simple eigenvalue of the
operator LB(M),ϕ ∈ L(C(Σ+A))∩L(Fθ(Σ+A)), h is a nonnegative eigenfunction corresponding
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to λ, and ν is an eigenvector corresponding to λ of the dual L∗B(M),ϕ with ν(h) = 1. In
particular, h/‖h‖∞ is in Λc with c = θ[[ϕ]]θ/(1− θ) is satisfied.
Denote T0(B(M), ϕ) = {M}. We also see
supp h =
⋃
{0[j]A : B(M)n(ij) > 0 for some n ≥ 0, i ∈ SM}
supp ν = Σ+B(M) ∩
⋃
{0[j]A : B(M)n(ji) > 0 for some n ≥ 0, i ∈ SM}.(2.11)
It is known that the topological pressure P (σB(M), ϕB(M)) of ϕB(M) = ϕ|Σ+
B(M)
is equals to
log λ, µ = hν is in Mσ(Σ
+
A) with supp µ = Σ
+
M , and the restriction µ|Σ+
M
of this measure
becomes the Gibbs measure of ϕM . For the sake of convenience, we call the triplet (λ, h, ν)
the thermodynamic spectral characteristic (or TSC for a short) of the operator LB(M),ϕ.
We sometimes write (λ, h, ν) by
(λB(M),ϕ, hB(M),ϕ, νB(M),ϕ).(2.12)
Put
gB(M),ϕ = hB(M),ϕ/‖hB(M),ϕ‖∞.(2.13)
Finally, we consider a behaviour of the operator LAMM′ ,Φ(ǫ,·) for each M,M ′ ∈ T. As-
sume the conditions (Σ.2) and (Φ.1)-(Φ.3). Let
tǫ(MM
′) = max
ω∈ΣMM′
eΦ(ǫ,ω)(2.14)
with
ΣMM ′ = {ω ∈ Σ+A : ω0 ∈ SM , ω1 ∈ SM ′}(2.15)
for M,M ′ ∈ T. We note that tǫ(MM ′) = 0 iff ΣMM ′ = ∅ iff AMM ′ = O.
Proposition 2.7. Assume that the conditions (Σ.2) and (Φ.1)-(Φ.3) are satisfied. Then
for any M,M ′ ∈ T with AMM ′ 6= O, LAMM′ ,Φ(ǫ,·)/tǫ(MM ′) has a convergent subsequence
in L(C(Σ+A)) running through any positive sequence (ǫn) with limn→∞ ǫn = 0. This limit
point is not zero operator. Moreover, ‖LAMM′ ,Φ(ǫ,·)1‖∞ ≍ tǫ(MM ′).
Proof. For ω, ω′ ∈ ΣMM ′ with ω0ω1 = ω′0ω′1, we have∣∣∣∣ eΦ(ǫ,ω)tǫ(MM ′) − e
Φ(ǫ,ω′)
tǫ(MM ′)
∣∣∣∣ = eΦ(ǫ,ω′)tǫ(MM ′)
∣∣∣eΦ(ǫ,ω)−Φ(ǫ,ω′) − 1∣∣∣ ≤ ecθ2cdθ(ω, ω′)
with c = supǫ>0[[Φ(ǫ, ·)]]θ. Note that eΦ(ǫ,·)/tǫ(MM ′) on ΣMM ′ is bounded by 1. Therefore
Ascoli-Arzela` Theorem implies that there exists a subsequence (ǫ′n) of (ǫn) such that
χΣMM′e
Φ(ǫ′n,·)/tǫ′n(MM
′) converges to a function ψMM ′ in C(Σ
+
A). For f ∈ C(Σ+A) with
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‖f‖∞ ≤ 1, we obtain∥∥∥∥LAMM′ ,Φ(ǫ,·)ftǫ(MM ′) − LAMM′ ,0(ψMM ′f)
∥∥∥∥
∞
= sup
ω∈ΣM′
∣∣∣∣∣∣
∑
i :AMM′ (iω0)=1
(
eΦ(ǫ,i·ω)
tǫ(MM ′)
− ψMM ′(i · ω)
)
f(i · ω)
∣∣∣∣∣∣
≤d
∥∥∥∥∥χΣMM′ e
Φ(ǫ,·)
tǫ(MM ′)
− ψMM ′
∥∥∥∥∥
∞
→ 0
as ǫ→ 0 running through (ǫ′n). Thus LAMM′ ,Φ(ǫ,·)/tǫ(MM ′) has a limit point LAMM′ ,0(ψMM ′ ·)
in L(C(Σ+A)).
We finally show ‖LAMM′ ,Φ(ǫ,·)1‖∞ ≍ tǫ(MM ′). We see
‖LAMM′ ,Φ(ǫ,·)1‖∞ ≤ ‖LAMM′ ,01‖∞tǫ(MM ′) ≤ dtǫ(MM ′).
On the other hand, take ω(ǫ) ∈ ΣMM ′ so that tǫ(MM ′) = eΦ(ǫ,ω(ǫ)). Thus
tǫ(MM
′) = eΦ(ǫ,ω(ǫ)) ≤ LAMM′ ,Φ(ǫ,·)1(σAω(ǫ)) ≤ ‖LAMM′ ,Φ(ǫ,·)1‖∞.
Hence we obtain the final assertion. 
2.3.2. Perturbation of thermodynamic spectral characteristics. Assume that the condi-
tions (Σ.1)-(Σ.3) and (Φ.1)-(Φ.2) are satisfied. Let M be a subset T so that the following
condition holds:
(Σ.M) There exists ǫ0 > 0 such that for any 0 < ǫ ≤ ǫ0, T0(A(M), Φ(ǫ, ·)) consists of only
one element M0 and this matrix do not depend on ǫ.
When no confusion can arise, we always assume 0 < ǫ ≤ ǫ0 under this condition. We note
that if M ∩ T0 6= ∅ then Tk(B(M), ϕ) = M ∩ Tk for k = 0, 1 are satisfied. We also see
that M0 is a 1 × 1 zero matrix (0) iff A(M) = (0) iff M consists of one element M and
AMM = (0). By using the notion (2.12), we denote
(λ(M, ǫ), h(M, ǫ, ·), ν(M, ǫ, ·))
=
{
(λA(M),Φ(ǫ,·), hA(M),Φ(ǫ,·), νA(M),Φ(ǫ,·)), A(M) 6= O
(0, χΣM , δω(M)), A(M) = O,
(2.16)
g(M, ǫ, ·) =h(M, ǫ, ·)/‖h(M, ǫ, ·)‖∞,(2.17)
where ω(M) ∈ ΣM is a fixed element. For simplicity, if M = T then we write these by
(λ(ǫ), h(ǫ, ·), ν(ǫ, ·)) and g(ǫ, ·),(2.18)
and if M consists of only one element M , then we denote by
(λ(M, ǫ), h(M, ǫ, ·), ν(M, ǫ, ·)) and g(M, ǫ, ·).(2.19)
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Let h˜(M, ǫ, ·), g˜(M, ǫ, ·) ∈ C(Σ+A,R) and ν˜(M, ǫ, ·) ∈M(Σ+A) be
h˜(M, ǫ, ·) = ν(M, ǫ, g(ǫ, ·))
g(ǫ, ·) h(M, ǫ, ·), g˜(M, ǫ, ·) = h˜(M, ǫ, ·)/‖h˜(M, ǫ, ·)‖∞,(2.20)
ν˜(M, ǫ, f) =
ν(M, ǫ, g(ǫ, ·)f)
ν(M, ǫ, g(ǫ, ·)) for f ∈ C(Σ
+
A).(2.21)
In the setting, we see that the triplet (λ(M, ǫ), h˜(M, ǫ, ·), ν˜(M, ǫ, ·)) satisfies the property
of the TSC of LA(M),Φ˜(ǫ,·), i.e.
LA(M),Φ˜(ǫ,·)h˜(M, ǫ, ·) = λ(M, ǫ)h˜(M, ǫ, ·),
L∗
A(M),Φ˜(ǫ,·)
ν˜(M, ǫ, ·) = λ(M, ǫ)ν˜(M, ǫ, ·), ν˜(M, ǫ, h˜(M, ǫ, ·)) = 1,
where Φ˜(ǫ, ·) is defined in (1.7). When (Φ.3) is imposed, Theorem 2.6 implies that the
functions g(ǫ, ·) and g(M, ǫ, ·) are in Λc with the constant c = θ supǫ>0[[Φ(ǫ, ·)]]θ/(1 − θ)
and therefore so is for g˜(M, ǫ, ·). Furthermore, supp h(M, ǫ, ·) and supp ν(M, ǫ, ·) do not
change by ǫ from (2.11), and we see supp h˜(M, ǫ, ·) = supp h(M, ǫ, ·) and supp ν˜(M, ǫ, ·) =
supp ν(M, ǫ, ·) from these definitions.
We begin with convergence of the Perron eigenvalue λ(M, ǫ) of LA(M),Φ(ǫ,·).
Proposition 2.8. Assume that the conditions (Σ.1)-(Σ.2), (Φ.1)-(Φ.2) and (Σ.M) are
satisfied. Then λ(M, ǫ) converges to the Perron eigenvalue λ(M) of LB(M),ϕ ∈ L(C(Σ+A)).
Proof. Note that λ(M, ·) is bounded by ‖LA(M),Φ(ǫ,·)1‖∞. There exists a sequence (ǫn)
with limn→∞ ǫn = 0 such that λ(M, ǫn) converges to a number λ0 ∈ R and ν(M, ǫn, ·)
converges weakly to a measure ν0 ∈ M(Σ+A) as n → ∞. We notice that the equality
L∗B(M),ϕν0 = λ0ν0 is satisfied.
In the case when B(M) = O, LdB(M),ϕ becomes a zero operator and therefore λ0 = 0 =
λ(M) is fulfilled.
In the case when B(M) 6= O, we see
λ0 = ν0(LnB(M),ϕ1)1/n ≤ ‖LnB(M),ϕ1‖1/n∞ → λ(M)
as n → ∞ by using Proposition 5.2 in [9]. The inequality λ0 ≤ λ(M) is obtained. To
see the opposite inequality, we recall the equations log(λ(M, ǫ)) = P (σA(M), Φ(ǫ, ·)A(M))
and log(λ(M)) = P (σB(M), ϕB(M)). For B(M)-admissible word w, the inclusion 0[w]
B(M) ⊂
0[w]
A(M) holds and then w is A(M)-admissible. Therefore we have that for any n ≥ 1∑
w∈Wn(B(M))
sup
ω∈0[w]B(M)
exp(Snϕ(ǫ, ω)) =
∑
w∈Wn(B(M))
sup
ω∈0[w]B(M)
exp(SnΦ(ǫ, ω))
≤
∑
w∈Wn(A(M))
sup
ω∈0[w]A(M)
exp(SnΦ(ǫ, ω)).
Thus P (σB(M), ϕ(ǫ, ·)B(M)) ≤ P (σA(M), Φ(ǫ, ·)A(M)) for any ǫ > 0. We see the inequality
P (σB(M), ϕB(M)) ≤ lim infǫ→∞ P (σA(M), Φ(ǫ, ·)A(M)). Hence λ(M) ≤ λ0. Consequently,
λ(M, ǫ) converges to λ(M). 
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Proposition 2.9. Assume that (Σ.1)-(Σ.3), (Φ.1)-(Φ.3) and (Σ.M) are satisfied. Then
there exist constants c = c(B(M), ϕ) ≥ 1 and ǫ0 > 0 such that for any i, j ∈ S with
(B(M))n(ij) > 0 for some n ≥ 0 and for any ω ∈ 0[i]A, υ ∈ 0[j]A and 0 < ǫ < ǫ0,
(1) g(M, ǫ, ω) ≤ cg(M, ǫ, υ) and
(2) ν(M, ǫ, 0[j]
A) ≤ cν(M, ǫ, 0[i]A).
Proof. Without loss of generality, we may assume d > n.
(1) Assume i 6= j. Then there exists w ∈ Wn−1(B(M)) such that i · w · j ∈ Wn+1(B(M)).
Choose any ǫ0 > 0 so that for any 0 < ǫ < ǫ0, 0 < λ(M, ǫ) ≤ λ(M) + 1 and ‖ϕ(ǫ, ·)‖∞ ≤
‖ϕ‖∞ + 1. We have
g(M, ǫ, υ) = λ(M, ǫ)−nLnA(M),Φ(ǫ,·)g(M, ǫ, υ)
≥ λ(M, ǫ)−nLnB(M),ϕ(ǫ,·)g(M, ǫ, υ)
≥ λ(M, ǫ)−n exp(Snϕ(ǫ, ω0 · w · υ))g(M, ǫ, ω0 · w · υ)
≥ λ(M, ǫ)−n exp(−n‖ϕ(ǫ, ·)‖∞ − c0θ)g(M, ǫ, ω) ≥ c−1g(M, ǫ, ω)
for 0 < ǫ < ǫ0 by putting c0 = θ supǫ>0[[Φ(ǫ, ·)]]θ/(1−θ) and c = (λ(M)+1)d exp(d(‖ϕ‖∞+
1) + c0θ).
On the other hand, if i = j then we have ω0 = υ0 and g(M, ǫ, ω) = exp(c0dθ(ω, υ))g(M, ǫ, υ) ≤
exp(c0θ)g(M, ǫ, υ). Thus g(M, ǫ, ω) ≤ cg(M, ǫ, υ) is satisfied.
(2) The case i = j is trivial. Assume i 6= j. By taking w and ǫ0 given in (1), we obtain
ν(M, ǫ, 0[i]
A) = λ(M, ǫ)−nν(M, ǫ,LnA(M),Φ(ǫ,·)χ0[i]A)
≥ λ(M, ǫ)−nν(M, ǫ, χ
0[j]ALnB(M),ϕ(ǫ,·)χ0[i]A)
≥ λ(M, ǫ)−n
∫
0[j]A
exp(Snϕ(ǫ, i · w · ω))dν(M, ǫ, ω)
≥ λ(M, ǫ)−n exp(−n‖ϕ(ǫ, ·)‖∞)ν(M, ǫ, 0[j]A) ≥ c−1ν(M, ǫ, 0[j]A)
for any 0 < ǫ < ǫ0. Hence the assertion holds. 
By virtue of the above proposition, we have the asymptotic relation:
g(M, ǫ, ·)χΣM ≍ g(M, ǫ, ω)χΣM , ν(M, ǫ,ΣM ) ≍ ν(M, ǫ, 0[i]A)(2.22)
for each M ∈ T, ω ∈ ΣM and i ∈ SM . Now we obtain an important perturbation result
for the TSC of LA(M),Φ(ǫ,·):
Proposition 2.10. Assume that the conditions (Σ.1)-(Σ.3), (Φ.1)-(Φ.3) and (Σ.M) with
M ∩ T0 6= ∅ are satisfied. Then
(1) For M ∈M∩T0 with g(M, ǫ, ·) 6= 0 on ΣM , g(M, ǫ, ·)χΣM/ν(M, ǫ, g(M, ǫ, ·)) converges
to h(M, ·) in C(Σ+A).
(2) For M ∈ M ∩ T0 with ν(M, ǫ,ΣM ) > 0, ν(M, ǫ, fχΣM )/ν(M, ǫ,ΣM) converges to
ν(M, f) for each f ∈ C(Σ+A).
Proof.
(1) By the former of (2.22), we have g(M, ǫ, ·)χΣM/ν(M, ǫ, g(M, ǫ, ·)) ≍ ΣM . We can take a
sequence (ǫn) and g∞ ∈ C(Σ+A) with g∞ 6= 0 so that the function g(M, ǫn, ·)χΣM/ν(M, ǫn, g(M, ǫn, ·))
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converges to g∞ in C(Σ
+
A) as n → ∞. Denoted by I the identity operator belonging to
L(C(Σ+A)) ∩ L(Fθ(Σ+A)). For ω ∈ ΣM ,
(λ(M, ǫ)I − LAMM ,Φ(ǫ,·)) (g(M, ǫ, ·)χΣM ) (ω)
=λ(M, ǫ)g(M, ǫ, ω)−LAMM ,Φ(ǫ,·)g(M, ǫ, ω)
=LA(M)−AMM ,Φ(ǫ,·)g(M, ǫ, ω)
=
∑
M ′∈M :M 6=M ′
LAM′M ,Φ(ǫ,·)g(M, ǫ, ω)
≍
∑
M ′∈M :M 6=M ′
tǫ(M
′M)ν(M ′, ǫ, g(M, ǫ, ·)).
by Proposition 2.7. Here the last expression has the relation
(λ(M, ǫ)− λ(M, ǫ))ν(M, ǫ, g(M, ǫ, ·))
=ν(M, ǫ,
(LA(M),Φ(ǫ,·) − LAMM ,Φ(ǫ,·)) g(M, ǫ, ·))
=ν(M, ǫ,
∑
M ′∈M :M 6=M ′
LAM′M ,Φ(ǫ,·)g(M, ǫ, ω))
≍
∑
M ′∈M :M 6=M ′
tǫ(M
′M)ν(M ′, ǫ, g(M, ǫ, ·)).
Therefore we obtain the relation
∥∥∥∥(λ(M, ǫ)I − LAMM ,Φ(ǫ,·))
(
g(M, ǫ, ·)χΣM
ν(M, ǫ, g(M, ǫ, ·))
)∥∥∥∥
∞
≍ λ(M, ǫ)− λ(M, ǫ).
Since M ∩ T0 is not empty and M is in T0, the eigenvalues λ(M, ǫ) and λ(M, ǫ) converge
to both λ = λ(B,ϕ). This implies that the left hand side of the above relation tends to
0. Thus we have the equation LBMM ,ϕg∞ = LM,ϕg∞ = λg∞. This yields g∞ = βg(M, ·)
for some β > 0 from λ is a simple eigenvalue of LM,ϕ ∈ L(C(Σ+A)). By
1 =
ν(M, ǫ, g(M, ǫ, ·))
ν(M, ǫ, g(M, ǫ, ·)) = ν(M, ǫ,
g(M, ǫ, ·)χΣM
ν(M, ǫ, g(M, ǫ, ·)))
→ ν(M,βg(M, ·)) = βν(M, g(M, ·)),
as ǫ→ 0 running through (ǫn), β = 1/ν(M, g(M, ·)) is satisfied. Consequently, we obtain
g∞ = g(M, ·)/ν(M, g(M, ·)) = h(M, ·).
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(2) We have
|(λ(M, ǫ)I∗ − L∗AMM ,Φ(ǫ,·))ν(M, ǫ, fχΣM )|
=|ν(M, ǫ, (λ(M, ǫ)I − LAMM ,Φ(ǫ,·))(fχΣM ))|
=
∣∣ν(M, ǫ,LA(M),Φ(ǫ,·)(fχΣM )− LAMM ,Φ(ǫ,·)(fχΣM ))∣∣
=
∣∣∣∣∣ν(M, ǫ, ∑
M ′∈M :M ′ 6=M
LAMM′ ,Φ(ǫ,·)(fχΣM ))
∣∣∣∣∣(2.23)
≤ν(M, ǫ,
∑
M ′∈M :M ′ 6=M
LAMM′ ,Φ(ǫ,·)χΣM )‖f‖∞
≤
∑
M ′∈M :M ′ 6=M
ν(M, ǫ,ΣM ′)tǫ(MM
′)‖f‖∞.
On the other hand,
λ(M, ǫ)− λ(M, ǫ) =ν(M, ǫ,
(LA(M),Φ(ǫ,·) − LAMM ,Φ(ǫ,·)) h(M, ǫ, ·))
ν(M, ǫ, h(M, ǫ, ·))
≍
∑
M ′∈M :M ′ 6=M ν(M, ǫ, h(M
′, ǫ, ·))tǫ(MM ′)
ν(M, ǫ, h(M, ǫ, ·))(2.24)
≍
∑
M ′∈M :M ′ 6=M ν(M, ǫ,ΣM ′)tǫ(MM
′)
ν(M, ǫ,ΣM)
.
from h(M ′, ǫ, ·) ≍ χΣM′ . Let m(M, ǫ, f) = ν(M, ǫ, fχΣM )/ν(M, ǫ,ΣM) for f ∈ C(Σ+A).
There exist a sequence (ǫ′n) and m∞ ∈ M(Σ+A) such that m(M, ǫ′n, ·) → m∞ as n → ∞
weakly. Thus the inequalities (2.23) and (2.24) yield L∗M,ϕm∞ = λm∞. This implies
m∞ = γν(M, ·) for some constant γ > 0 by the simplicity of λ of L∗M,ϕ. Hence m∞ =
ν(M, ·) is yielded by m∞(Σ+A) = ν(M,Σ+A) = 1. 
Finally, we consider a special case when T0(B(M), ϕ) consists of only one element.
Proposition 2.11. Assume that (Σ.1)-(Σ.3), and (Φ.1)-(Φ.3) are satisfied. Assume also
that T0(B(M), ϕ) consists of only one element M . Then we have the following:
(1) The condition (Σ.M) is valid.
(2) The TSC (λ(M, ǫ), h(M, ǫ, ·), ν(M, ǫ, ·)) of LA(M),Φ(ǫ,·) converges to the TSC (λ(M), h(M, ·), ν(M, ·))
of LB(M),ϕ, and g(M, ǫ, ·) converges to g(M, ·) in C(Σ+A).
(3) h(M, ·)χΣM = h(M, ·)/ν(M,ΣM) and ν(M, fχΣM ) = ν(M,ΣM )ν(M, f) for f ∈ C(Σ+A).
Proof.
(1) We see that there existsM0 ∈ T(A(M)) such that SM ⊂ SM0 . Since limǫ→0 λ(M0, ǫ) = λ
and limǫ→0 λ(M1, ǫ) < λ for any M1 ∈ T(A(M), Φ(ǫ, ·)) \ {M0}, T0(A(M), Φ(ǫ, ·)) = {M0}
is satisfied for a small ǫ > 0.
(2) Take a limit point g ∈ C(Σ+A) of g(M, ǫ, ·) and a limit point ν ∈ M(Σ+A) of ν(M, ǫ, ·).
Since LA(M),Φ(ǫ,·) converges to LB(M),ϕ in L(C(Σ+A)) and since λ(M, ǫ) converges to λ(M)
by Proposition 2.8, we have the equations LB(M),ϕg = λ(M)g and L∗B(M),ϕν = λ(M)ν. By
18 HARUYOSHI TANAKA
virtue of Theorem 2.6, we obtain g = g(M, ·) and ν = ν(M, ·). In particular, ν(g) is
positive and h(M, ǫ, ·) converges to g/ν(g) = h(M, ·).
(3) Since supp ν(M, ·) ∩ supp h(M, ·) = Σ+M , we see
1 = ν(M, h(M, ·)) = ν(M, h(M, ·)χΣM ).
By Proposition 5.3(3) in [9], the equation h(M, ·)χΣM = ch(M, ·) holds for some constant
c > 0. Similarity, Proposition 5.4(3) in [9] yields ν(M, fχΣM ) = c
′ν(M, f) for some c′ > 0.
When f = 1, we have c′ = ν(M,ΣM). Furthermore,
1 = ν(M, h(M, ·)χΣM ) = c′cν(M,h(M, ·)) = c′c.
Hence the assertion is valid by c = 1/ν(M,ΣM). 
3. Matrix representations of linear operators
The eigenvalue and the eigenvector of bounded linear operators will be able to be re-
duced to the eigenvalue and the eigenvector of the guided finite matrix under suitable
conditions. This idea might be useful for the analysis of the convergence of the eigen-
function and the eigenvector of transfer Ruelle operators. In this section, the abstract
formulation is described in the first half, and applications to generalized Ruelle operators
are mentioned in the latter half. Note that the way of making our matrix in this section
resembles the matrix which appears to block numerical ranges of block operator matrices
(e.g. [12]).
3.1. An abstract formulation. Let T be a finite set and X a Banach algebra over
K = C or R. Take Lk ∈ L(X ) for each k ∈ T . Denoted by 1X the unit element of X . We
assume the following:
(MR.1) Pairs (η, ν) ∈ K× X ∗ with L∗ν = ην and (ηk, hk) ∈ K × X with Lkhk = ηkhk for
k ∈ T satisfy ν(hk) 6= 0 for some k ∈ T .
(MR.2) There exists a subset {fkk′ ∈ X : k, k′ ∈ T s.t. ν(hk′) 6= 0} of X such that
ν((L − Lk)hk) =
∑
k′ : ν(hk′)6=0
ν(fkk′(L − Lk)hk) for each k ∈ T .
Note that if 1X =
∑
k′ : ν(hk′)6=0
fkk′ for k ∈ T then (MR.2) is valid. For k ∈ T , we have
ην(hk) = ν(Lhk) = ν((L − Lk)hk) + ν(Lkhk) =
∑
k′∈T
V (kk′)V(k′)
by putting
V(k) = ν(hk), V (kk
′) = δkk′ηk +
{
ν(fkk′(L−Lk)hk)
ν(hk′ )
, ν(hk′) 6= 0
0, ν(hk′) = 0
(3.1)
for k, k′ ∈ T , where δkk′ = 1 if k = k′ and δkk′ = 0 otherwise. Therefore η is a eigenvalue
of the matrix V = (V (kk′)) and the corresponding right eigenvector is V = (V(k)).
Next we give a transformed operator L˜ ∈ L(X ) defined by
L˜f = ξ−1L(ξf),(3.2)
where ξ ∈ X satisfies that ξ−1 ∈ X exists. In addition to the conditions (MR.1) and
(MR.2), we introduce the following:
(MR.3) ξ and fkk′ are commutation for each k, k
′, i.e. ξfkk′ = fkk′ξ.
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(MR.4) ν(ξ) 6= 0. Further, for each k ∈ T , there exists νk ∈ X ∗ with L∗kνk = ηkνk such
that νk(hk) 6= 0 and νk(ξ) 6= 0.
We define ν˜, ν˜k ∈ X ∗ and h˜k ∈ X by
ν˜(f) =
ν(ξf)
ν(ξ)
, ν˜k(f) =
νk(ξf)
νk(ξ)
, h˜k =
νk(ξ)ξ
−1hk
νk(hk)
.(3.3)
Proposition 3.1. Assume (MR.1)-(MR.4). Then
(1) The pairs (λ, ν˜) and (λk, h˜k) satisfy the conditions (MR.1), (MR.2), and ν˜k(h˜k) = 1
for k ∈ T .
(2) We let
V˜ (kk′) = V (kk′)
νk(ξ)νk′(hk′)
νk′(ξ)νk(hk)
, V˜(k) = V(k)
νk(ξ)
ν(ξ)νk(hk)
(3.4)
for k, k′ ∈ T . Then the pair (V˜ , V˜) has the equations (3.1) by replacing L = L˜, ν =
ν˜,Lk = L˜k and hk = h˜k.
Proof. Proofs directly follow. 
On the other hand, we consider a symmetric situation of the above:
(MR.5) Pairs (η, h) ∈ K × X with Lh = ηh and (ηk, νk) ∈ K × X ∗ with L∗kνk = ηkνk for
k ∈ T satisfy νk(h) 6= 0 for some k.
(MR.6) There exists a subset {gk′k ∈ X : k, k′ ∈ T s.t. νk′(h) 6= 0} of X such that
νk((L − Lk)h) =
∑
k′ : νk′(h)6=0
νk((L − Lk)(gk′kh)) for k ∈ T .
Under (MR.5) and (MR.6), we have
ηνk(h) = νk(Lh) = νk((L − Lk)h) + νk(Lkh) =
∑
k′∈T
G (k′k)G(k′)
with
G(k) = νk(h), G (k
′k) = ηkδkk′ +
{
νk((L−Lk)(gk′kh))
νk′ (h)
, νk′(h) 6= 0
0, νk′(h) = 0
(3.5)
Then η becomes the eigenvalue of the matrix G = (G (kk′)) and G = (G(k)) is the
corresponding left eigenvector. Take the operator (3.2). We also assume the following:
(MR.7) ξ and gkk′ are commutation for each k, k
′ ∈ T .
(MR.8) An eigenvector ν ∈ X ∗ with Lν = ην has the condition ν(h) 6= 0.
Put
h˜ = ξ−1hν(h)−1ν(ξ).(3.6)
Proposition 3.2. Assume (MR.4)-(MR.8) and ν˜k is defined in (3.3). Then
(1) The pairs (λ, h˜) and (λk, ν˜k) satisfy the conditions (MR.5), (MR.6), and ν˜(h˜) = 1.
(2) We set
G˜ (kk′) = G (kk′)
νk(ξ)
νk′(ξ)
, G˜(k) = G(k)
ν(ξ)
νk(ξ)ν(h)
(3.7)
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for k, k′ ∈ T . Then the pair (G˜ , G˜) gives the equation (3.5) by replacing L = L˜, h =
h˜,Lk = L˜k and νk = ν˜k.
Proof. The proofs immediately follow. 
We sometimes call the four set
(V ,G ,V,G)(3.8)
a spectral matrix representation (SMR for a short) of ((L, η, h, ν)) using ((Lk, ηk, hk,
νk)k, (fkk′)kk′, (gkk′)kk′).
3.2. Matrix representation of Ruelle operators (I). Assume the conditions (Σ.1)-
(Σ.3), (Φ.1)-(Φ.3) and (Σ.M). In this section, we study a spectral matrix representation
of the operator LA(M),Φ(ǫ,·) by using LAMM ,Φ(ǫ,·) forM ∈M. We use the notation in Section
2.3.2. Let fMM ′ = gM ′M = χΣM′ for each M,M
′ ∈ T(B(M)) =M. We take the SMR
(Vǫ(M, ·),Gǫ(M, ·),Vǫ(M, ·),Gǫ(M, ·))(3.9)
of (LA(M),Φ(ǫ,·), λ(M, ǫ), ν(M, ǫ, ·), g(M, ǫ, ·)) using the sets ((LAMM ,Φ(ǫ,·), λ(M, ǫ), h(M, ǫ, ·),
ν(M, ǫ, ·))M , (fMM ′), (gMM ′)). Recall the function g˜(M, ǫ, ·) and the TSC (λ(M, ǫ), h˜(M, ǫ, ·), ν˜(M, ǫ, ·))
of the operator LA(M),Φ˜(ǫ,·) defined in (2.20) and (2.21). We pay attention to the equation
LA(M),Φ˜(ǫ,·)f = g(ǫ, ·)−1LA(M),Φ(ǫ,·)(g(ǫ, ·)f).
By putting ξ = g(ǫ, ·), we can take
(V˜ǫ(M, ·), G˜ǫ(M, ·), V˜ǫ(M, ·), G˜ǫ(M, ·))(3.10)
by the SMR given by (3.4) and (3.7) formed with (LA(M),Φ˜(ǫ,·), λ(M, ǫ), g˜(M, ǫ, ·), ν˜(M, ǫ, ·)),
(LAMM ,Φ˜(ǫ,·), λ(M, ǫ), h˜(M, ǫ, ·), ν˜(M, ǫ, ·))M . For a simple, if M = T then we may omit
M from notation of (3.9) and (3.10), i.e. we may write those as
(Vǫ,Gǫ,Vǫ,Gǫ), (V˜ǫ, G˜ǫ, V˜ǫ, G˜ǫ).
In those setting, we have the forms
Vǫ(M,M) = ν(M, ǫ, h(M, ǫ, ·))
Vǫ(M,MM
′)
=


λ(M, ǫ), M = M ′
ν(M, ǫ,LAMM′ ,Φ(ǫ,·)h(M, ǫ, ·))
ν(M, ǫ, h(M ′, ǫ, ·)) , M 6= M
′ and Vǫ(M,M
′) > 0
0, otherwise
Gǫ(M,M) = ν(M, ǫ, g(M, ǫ, ·)),
Gǫ(M,MM
′)
=


λ(M, ǫ), M = M ′
ν(M ′, ǫ,LAMM′ ,Φ(ǫ,·)g(M, ǫ, ·))
ν(M, ǫ, g(M, ǫ, ·)) , M 6= M
′ and Gǫ(M,M) > 0
0, otherwise.
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For M,M ′ ∈M, we define
t˜ǫ(M,MM
′) =
{
Gǫ(M,M)
Gǫ(M,M ′)
tǫ(MM
′), Gǫ(M,M
′) > 0
0, Gǫ(M,M
′) = 0
,(3.11)
tˆǫ(M,MM
′) =
{
Vǫ(M,M ′)
Vǫ(M,M)
tǫ(MM
′), Vǫ(M,M) > 0
0, Vǫ(M,M) = 0
(3.12)
and for W = W1W2 · · ·Wn ∈Mn
tǫ(W ) =
n−1∏
k=1
tǫ(WkWk+1),(3.13)
t˜ǫ(M,W ) =
n−1∏
k=1
t˜ǫ(M,WkWk+1), tˆǫ(M,W ) =
n−1∏
k=1
tˆǫ(M,WkWk+1).(3.14)
Let
VSPǫ(M,M) =
∑
M ′∈M∩T0
∑
W∈SP(M,M ′:M∩T1)
tǫ(W )Vǫ(M,M
′)
GSPǫ(M,M) =
∑
M ′∈M∩T0
∑
W∈SP(M ′,M :M∩T1)
Gǫ(M,M)tǫ(W ).
Proposition 3.3. Assume that the conditions (Σ.1)-(Σ.3), (Φ.1)-(Φ.3) and (Σ.M) with
M ∩ T0 6= ∅ are satisfied. Then we have the following:
(1) For all M,M ′ ∈M with Vǫ(M,M ′) > 0, Vǫ(M,MM ′) ≍ tǫ(MM ′).
(2) For all M,M ′ ∈M with Gǫ(M,M) > 0, Gǫ(M,MM ′) ≍ tǫ(MM ′).
(3) For each M ∈ T1(B(M), ϕ), Vǫ(M,M) ≍ VSPǫ(M,M).
(4) For each M ∈ T1(B(M), ϕ), Gǫ(M,M) ≍ GSPǫ(M,M).
(5) For M,M ′ ∈ M, t˜ǫ(M,M ′M) = O(1). In particular, if M ∈ T0(B(M), ϕ) and
M ′ 6=M , then t˜ǫ(M,M ′M)→ 0.
(6) For M,M ′ ∈ M, t˜ǫ(M,MM ′) = O(1). In particular, if M ∈ T0(B(M), ϕ) and
M ′ ∈M, then tˆǫ(M,MM ′)→ 0.
Proof.
(1) We have
Vǫ(M,MM
′) =
ν(M, ǫ,LAMM′ ,Φ(ǫ,·)h(M, ǫ, ·))
ν(M, ǫ, h(M ′, ǫ, ·))
≍ ν(M, ǫ,LAMM′ ,Φ(ǫ,·)χΣM )
ν(M, ǫ, χΣM′ )
≍ tǫ(MM ′)
by using Proposition 2.7 and the fact h(M, ǫ, ·) ≍ χΣM on ΣM .
(2) Similarity, we obtain
Gǫ(M,MM
′) =
ν(M ′, ǫ,LAMM′ ,Φ(ǫ,·)g(M, ǫ, ·))
ν(M, ǫ, g(M, ǫ, ·))
≍ ν(M ′, ǫ,LAMM′ ,Φ(ǫ,·)χΣM ) ≍ tǫ(MM ′)
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from the relation (2.22).
(3) By virtue of Proposition 2.5, the relation
Vǫ(M,M) ≍
∑
M ′∈T0(B(M),ϕ)
∑
W∈SP(M,M ′:T1(B(M),ϕ))
Vǫ(M,W )Vǫ(M,M
′)
is satisfied, where we define Vǫ(M,W ) =
∏k−1
i=1 Vǫ(M,WiWi+1) for W = W1W2 · · ·Wk ∈
Tk. By using (1), we see the assertion.
(4) By a similar argument above (3), the assertion follows from Proposition 2.5 and (2).
(5) We note the relation∑
M ′∈M :M ′ 6=M
t˜ǫ(M,M
′M) ≍
∑
M ′∈M :M ′ 6=M,Gǫ(M,M)>0
Gǫ(M,M
′M)Gǫ(M,M
′)
Gǫ(M,M)
= λ(M, ǫ)− λ(M, ǫ).
Therefore t˜ǫ(M,M
′M) is bounded. When M ∈ T0(B(M), ϕ) with M ′ 6= M , we have
t˜ǫ(M,M
′M)→ 0 by λ(M, ǫ)− λ(M, ǫ)→ 0.
(6) By a similar argument above (5), we obtain the assertion. 
Finally, we consider the speed of convergence of g(M, ǫ, ·) on ΣM and of ν(M, ǫ,ΣM )
for each M ∈M ∩ T1. These results are useful to show main theorems.
Proposition 3.4. Assume the conditions (Σ.1)-(Σ.3), (Φ.1)-(Φ.3) and (Σ.M) with M ∩
T0 6= ∅. Assume also that for each M,M ′ ∈ M with AMM ′ 6= O, LAMM′ ,Φ(ǫ,·)/tǫ(MM ′)
converges to an operator L(MM ′) in L(C(Σ+A)).
(1) If Gǫ(M,M
′)tǫ(W )/GSPǫ(M,M) converges to a number c1(W ) in [0, 1] for each M ∈
M∩T1, M ′ ∈M∩T0, and W ∈ SP(M ′,M :M∩T1) as ǫ→ 0, then for each M ∈M∩T1
g(M, ǫ, ·)
GSPǫ(M,M)
→
∑
M ′∈M∩T0
∑
W∈SP(M ′,M :M∩T1)
c1(W )RL(W )h(M
′, ·)
on ΣM as ǫ→ 0, where RL(W ) is defined by
RL(MM ′) = (λI − LM ′,ϕ)−1L(MM ′)
RL(W ) = RL(Wn−1Wn)RL(Wn−2Wn−1) · · ·RL(W1W2)
for each M ∈ T, M ′ ∈ T1 and W =W1W2 · · ·Wn ∈ T× Tn−11 .
(2) If tǫ(W )Vǫ(M,M
′)/VSPǫ(M,M) converges to a number c2(W ) in [0, 1] for each M ∈
M∩T1 M ′ ∈M∩T0, and W ∈ SP(M,M ′ :M∩T1) as ǫ→ 0, then for each M ∈ M∩T1
and f ∈ C(Σ+A),
ν(M, ǫ, χΣMf)
VSPǫ(M,M)
→
∑
M ′∈M∩T0
∑
W∈SP(M,M ′:M∩T1)
c2(W )ν(M
′,LR(W )f)
as ǫ→ 0, where LR(W ) is defined by
LR(MM ′) = L(MM ′)(λI − LM,ϕ)−1
LR(W ) = LR(Wn−1Wn)LR(Wn−2Wn−1) · · ·LR(W1W2)
for each M ∈ T1, M ′ ∈ T and W =W1W2 · · ·Wn ∈ Tn−11 × T.
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Proof. Put M0 =M ∩ T0, M1 =M ∩ T1 and m1 = ♯M1.
(1) For ǫ > 0, M ∈ T, M ′ ∈ M1 and W = W1W2 · · ·Wn ∈ M × (M1)n−1, we give the
notation
RLǫ(MM
′) = (λ(ǫ)I − LAM′M′ ,Φ(ǫ,·))−1LAMM′ ,Φ(ǫ,·)
RLǫ(W ) = RLǫ(Wn−1Wn)RLǫ(Wn−2Wn−1) · · ·RLǫ(W1W2).
For M ∈ T1, let LM = (LM (M ′M ′′)) be zero-one matrix indexed by (M1 \ {M})× (M1 \
{M}) defined as LM (M ′M ′) = 0 and LM (M ′M ′′) = 1 for M ′ 6= M ′′. Take M ∈ M1 and
ω ∈ ΣM . We consider the decomposition
λ(M, ǫ)g(M, ǫ, ω) =LA(M),Φ(ǫ,·)g(M, ǫ, ω)
=
∑
M ′∈M0
LAM′M ,Φ(ǫ,·)g(M, ǫ, ω)
+
∑
M ′∈M1\{M}
LAM′M ,Φ(ǫ,·)g(M, ǫ, ω) + LAMM ,Φ(ǫ,·)g(M, ǫ, ω).
Therefore, we have the equation
g(M, ǫ, ω) =
∑
M ′∈M0
RLǫ(M
′M)g(M, ǫ, ω) +
∑
M ′∈M1\{M}
RLǫ(M
′M)g(M, ǫ, ω).
By using the above repeatedly, we obtain
g(M, ǫ, ω) =
∑
M ′∈M0
m1−1∑
i=0
∑
W∈Wi(LM )
RLǫ(M
′WM)g(M, ǫ, ω)
+
m1−1∑
i=0
∑
W∈Wi(LM )
RLǫ(MWM)g(M, ǫ, ω)(3.15)
+
∑
W∈Wm1(LM )
RLǫ(WM)g(M, ǫ, ω).
To calculate limǫ→0 g(M, ǫ, ω)/GSPǫ(M,M), we consider the following. For 0 ≤ i ≤ m1−1
and W ∈ Wi(LM ), if M ′WM is not simple path, there exist W1,W2 ∈ W∗(LM) such that
W2 is cycle, M
′W1M is in SP(M
′,M : M1), and the relation RLǫ(M
′WM)g(M, ǫ, ·) ≍
tǫ(W2)tǫ(M
′W1M)Gǫ(M,M) is satisfied. Thus we see
RLǫ(M
′W1M)g(M, ǫ, ω)
GSPǫ(M,M)
≍ tǫ(W2)tǫ(M
′W1M)Gǫ(M,M)
GSPǫ(M,M)
≤ tǫ(W2)→ 0.
If M ′WM is a simple path, then we have
RLǫ(M
′WM)g(M, ǫ, ω)
GSPǫ(M,M)
=
tǫ(M
′WM)Gǫ(M,M
′)
GSPǫ(M,M)
RLǫ(M
′WM)g(M, ǫ, ω)
tǫ(M ′WM)Gǫ(M,M ′)
→ c1(M ′WM)RL(M ′WM)h(M ′, ω)
and
RLǫ(MWM)
g(M, ǫ, ω)
GSPǫ(M,M)
≍ tǫ(MWM) Gǫ(M,M)
GSPǫ(M,M)
≍ tǫ(MWM)→ 0
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by virtue of Proposition 3.3(4). For W ∈ Wm1(LM), WM contains of a simple path and
therefore there exist W1,W2 ∈ W∗(LM ) such that W2 is cycle, W1M ∈ SP(M,M ′ : M1)
and tǫ(WM) = tǫ(W2)tǫ(W1M). Thus we see
RLǫ(WM)g(M, ǫ, ω)
GSPǫ(M,M)
≍ tǫ(WM)Gǫ(M,W1)
Gǫ(M,M)
= t˜ǫ(W2)t˜ǫ(W1M)→ 0
from Proposition 3.3(5). Consequently, we obtain the assertion.
(2) For ǫ > 0, M ∈M1, M ′ ∈M and W =W1W2 · · ·Wn ∈Mn−11 ×M, we put
LRǫ(MM
′) = LAMM′ ,Φ(ǫ,·)(λ(ǫ)I − LAMM ,Φ(ǫ,·))−1
LRǫ(W ) = RLǫ(Wn−1Wn)RLǫ(Wn−2Wn−1) · · ·RLǫ(W1W2).
Fix M ∈M1 and f ∈ C(Σ+A). We consider the decomposition
λ(ǫ)ν(M, ǫ, χΣM g) = L∗A,Φ(ǫ,·)ν(M, ǫ, χΣM g)
=
∑
M ′∈M0
ν(M, ǫ,LAMM′ ,Φ(ǫ,·)g)
+
∑
M ′∈M1\{M}
ν(M, ǫ,LAMM′ ,Φ(ǫ,·)g) + ν(M, ǫ,LAMM ,Φ(ǫ,·)g)
for g ∈ C(Σ+A). Therefore, we have the equation
ν(M, ǫ, χΣMf) =
∑
M ′∈M0
ν(M, ǫ,LRǫ(MM
′)f) +
∑
M ′∈M1\{M}
ν(M, ǫ,LRǫ(MM
′)f)
by putting g = (λ(ǫ)I − LAMM ,Φ(ǫ,·))−1f . By using the above repeatedly, we obtain
ν(M, ǫ,ΣMf) =
∑
M ′∈M0
m1−1∑
i=0
∑
W∈Wi(LM )
ν(M, ǫ,LRǫ(MWM
′)f)
+
m1−1∑
i=0
∑
W∈Wi(LM )
ν(M, ǫ,LRǫ(MWM)f)(3.16)
+
∑
W∈Wm1(LM )
ν(M, ǫ,LRǫ(MW )f).
We will estimate limǫ→0 ν(M, ǫ,ΣMf)/VSPǫ(M,M). For 0 ≤ i ≤ m1 − 1 and W ∈
Wi(LM ), if MWM
′ is not simple path, there exist W1,W2 ∈ W∗(LM ) such that W2
is cycle, MW1M
′ is in SP(M,M ′ : M1) and the inequality |ν(M, ǫ,LRǫ(MWM ′)f)| ≤
ctǫ(W2)tǫ(MW1M
′)Vǫ(M,M)‖f‖∞ is satisfied for some positive constant c. Thus we see
|ν(M, ǫ,LRǫ(MWM ′)f)|
VSPǫ(M,M)
≤ ctǫ(W2)tǫ(MW1M
′)Vǫ(M,M
′)‖f‖∞
VSPǫ(M,M)
≤ ctǫ(W2)‖f‖∞ → 0.
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If MWM ′ is a simple path, then we have
ν(M, ǫ,LRǫ(MWM
′)f)
VSPǫ(M,M)
=
tǫ(MWM
′)Vǫ(M,M
′)
VSPǫ(M,M)
ν(M, ǫ,LRǫ(MWM
′)f)
tǫ(MWM ′)Vǫ(M,M ′)
→ c2(MWM ′)ν(M ′,RL(MWM ′)f),
|ν(M, ǫ,LRǫ(MWM)f)|
VSPǫ(M,M)
≤ ctǫ(MWM)ν(M, ǫ,ΣM )
Vǫ(M,M)
‖f‖∞
≤ cc′tǫ(MWM)‖f‖∞ → 0.
For W ∈ Wm1(LM ), MW contains of simple path and therefore, there exist W1,W2 ∈
W∗(LM) such that W2 is cycle, W1M ∈ SP(M,M ′ :M1) and tˆǫ(MW ) = tˆǫ(W2)tˆǫ(MW1).
Thus we see
|ν(M, ǫ,LRǫ(MW )f)|
VSPǫ(M,M)
≤ ctǫ(MW )Vǫ(M,W1)‖f‖∞
Vǫ(M,M)
= ctˆǫ(W2)tˆǫ(MW1)‖f‖∞ → 0
by tˆǫ(W2)→ 0 and tˆǫ(MW1) is bounded from Proposition 3.3(6). Consequently, we obtain
the assertion. 
3.3. Matrix representation of Ruelle operators (II). Assume the conditions (Σ.1)-
(Σ.3), (Φ.1)-(Φ.3) and (Σ.M) with M ∩ T0 6= ∅. For M ∈ M ∩ T0, we denotes MM =
{M} ∪ (M ∩ T1) and set
M = M(B,M, ϕ) = {MM : M ∈ M ∩ T0}.(3.17)
In this section, we study a spectral matrix representation of LA(M),Φ(ǫ,·) by using LA(MM ),Φ(ǫ,·)
forM ∈M∩T0. We notice that eachMM satisfies ♯(MM∩T0) = 1 and the condition (Σ.M)
(Proposition 2.11(1)). Therefore Proposition 2.11(2) implies that the TSC (λ(MM , ǫ),
h(MM , ǫ, ·), ν(MM , ǫ, ·)) converges to (λ, h(MM , ·), ν(MM , ·)) in R× C(Σ+A)×M(Σ+A) for
M ∈ M ∩ T0. We put
fMM ′ = gM ′M =
{∑
M ′∈MM
χΣM′ , M
′ =M
ΣM ′ , M
′ 6=M(3.18)
for M,M ′ ∈M ∩ T0. Take a SMR
(VM,ǫ,GM,ǫ,VM,ǫ,GM,ǫ)(3.19)
of (LA(M),Φ(ǫ,·), λ(M, ǫ), g(M, ǫ, ·), ν(M, ǫ, ·)) using ((LA(MM ),Φ(ǫ,·), λ(MM , ǫ), h(MM , ǫ, ·),
ν(MM , ǫ, ·))M , (fMM ′), (gMM ′)). Furthermore, we have the normalized version as follows:
Assume that
(V˜M,ǫ, G˜M,ǫ, V˜M,ǫ, G˜M,ǫ)(3.20)
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is the SMR given by (3.4) and (3.7) formed with ((LA(M),Φ˜(ǫ,·), λ(M, ǫ), g˜(M, ǫ, ·), ν˜(M, ǫ, ·)),
(LA(MM ),Φ˜(ǫ,·), λ(MM , ǫ), h˜(MM , ǫ, ·), ν˜(MM , ǫ, ·))M . Therefore, we have
VM,ǫ(M) = ν(M, ǫ, h(MM , ǫ, ·))
VM,ǫ(MM
′)
=


λ(MM , ǫ), M =M
′
ν(M, ǫ,
∑
M ′′∈MM
LAM′′M′ ,Φ(ǫ,·)h(MM , ǫ, ·))
ν(M, ǫ, h(MM ′ , ǫ, ·)) , M 6=M
′ and VM,ǫ(M
′) > 0
0, otherwise
GM,ǫ(M) = ν(MM , ǫ, g(M, ǫ, ·))
GM,ǫ(MM
′)
=


λ(MM , ǫ), M = M
′
ν(MM ′, ǫ,
∑
M ′′∈MM′
LAMM′′ ,Φ(ǫ,·)g(M, ǫ, ·))
ν(MM , ǫ, g(M, ǫ, ·)) , M 6= M
′ and GM,ǫ(M) > 0
0, otherwise.
Similarity, it follows from Proposition 3.1 and Proposition 3.2 that
V˜M,ǫ(MM) = G˜M,ǫ(MM) = λ(MM , ǫ)(3.21)
V˜M,ǫ(MM
′) = VM,ǫ(MM
′)
ν(MM , ǫ, g(ǫ, ·))
ν(MM ′ , ǫ, g(ǫ, ·)) for M 6= M
′,(3.22)
V˜M,ǫ(M) = VM,ǫ(M)
ν(MM , ǫ, g(ǫ, ·))
ν(M, ǫ, g(ǫ, ·))(3.23)
G˜M,ǫ(MM
′) = GM,ǫ(MM
′)
ν(MM , ǫ, g(ǫ, ·))
ν(MM ′ , ǫ, g(ǫ, ·)) for M 6= M
′(3.24)
G˜M,ǫ(M) = GM,ǫ(M)
ν(M, ǫ, g(ǫ, ·))
ν(MM , ǫ, g(ǫ, ·))ν(M, g(M, ·)) .(3.25)
Put
tǫ(M,M
′ : T′) =
∑
W∈SP(M,M ′:T ′)
tǫ(W )(3.26)
t˜ǫ(M,M
′ : T′) =
∑
w∈SP(M,M ′:T ′)
t˜ǫ(W ), tˆǫ(M,M
′ : T′) =
∑
W∈SP(M,M ′:T′)
tˆǫ(W )(3.27)
for a nonempty subset T′ ⊂ T and M,M ′ ∈ T, where t˜ǫ(W ) = t˜ǫ(T,W ) and tˆǫ(W ) =
tˆǫ(T,W ).
Proposition 3.5. Assume the conditions (Σ.1)-(Σ.3), (Φ.1)-(Φ.3) and (Σ.M) with M ∩
T0 6= ∅. Then we have the following for M ∈M ∩ T0:
(1) h˜(MM , ǫ, ·)→ 1 on ΣM .
(2) h˜(MM , ǫ, ·) ≍ t˜ǫ(M,M ′ :M ∩ T1) on ΣM ′ for each M ′ ∈M ∩ T1.
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Proof.
(1) Note the form
h˜(MM , ǫ, ·) = ν(MM , ǫ, g(ǫ, ·))
g(ǫ, ·) h(MM , ǫ, ·)
=
(
ν(MM , ǫ, g(ǫ, ·)χΣM )
Gǫ(M)
+
∑
M ′∈M∩T1
ν(MM , ǫ, g(ǫ, ·)χΣM′ )
Gǫ(M)
)
h(MM , ǫ, ·)
g(ǫ, ·)/Gǫ(M) .
We have that for M ′ ∈M ∩ T1
ν(MM , ǫ, g(ǫ, ·)χΣM′)
Gǫ(M)
≍ Vǫ(MM ,M ′)Gǫ(M
′)
Gǫ(M)
≍
∑
W∈SP(M ′,M :T1(B(MM ),ϕ))
tǫ(W )Vǫ(MM ,M)
Gǫ(M
′)
Gǫ(M)
(3.28)
≍ t˜ǫ(M ′,M :M ∩ T1)
by using Proposition 3.3(3) and the facts T1(B(MM), ϕ) = M ∩ T1 and the relation
Vǫ(MM ,M) ≍ 1. When W = W1W2 · · ·Wn ∈ SP(M ′,M : M ∩ T1), we have t˜ǫ(W ) → 0
from t˜ǫ(Wi−1Wi) = O(1) (2 ≤ i ≤ n − 1) and t˜ǫ(Wn−1Wn) → 0 by Proposition 3.3(5).
Thus we see t˜ǫ(M
′,M :M∩T1)→ 0 forM ′ ∈M∩T1. By virtue of Proposition 2.11(2)(3),
we obtain
h˜(MM , ǫ, ·)→ ν(MM , h(M, ·))
h(M, ·) h(MM , ·)
=
ν(MM ,ΣM)ν(M,h(M, ·))
h(M, ·)
h(M, ·)
ν(MM ,ΣM)
= 1 on ΣM .
(2) For M ′ ∈M ∩ T1, on ΣM ′
h˜(MM , ǫ, ·)
=
ν(MM , ǫ, g(ǫ, ·)χΣM ) +
∑
M ′′∈M∩T1
ν(MM , ǫ, g(ǫ, ·)χΣM′′ )
g(ǫ, ·) h(MM , ǫ, ·)
≍Gǫ(M) +
∑
M ′′∈M∩T1
t˜ǫ(M
′′,M :M ∩ T0)Gǫ(M)
Gǫ(M ′)
tǫ(M,M
′ :M ∩ T1)
=
(
1 +
∑
M ′′∈M∩T1
t˜ǫ(M
′′,M :M ∩ T0)
)
t˜ǫ(M,M
′ :M ∩ T1)
≍t˜ǫ(M,M ′ :M ∩ T1)
is satisfied by using Proposition 3.3(3)(4) and the relation (3.28). 
Consequently, convergence of the measure ν˜(M, ǫ, ·) is reduced to convergence of the
right Perron eigenvector of the matrix VM,ǫ as follows. Note that when M = T, ν˜(M, ǫ, ·)
is equal to the Gibbs measure µ(ǫ, ·).
Theorem 3.6. Assume that the conditions (Σ.1)-(Σ.3), (Φ.1)-(Φ.3) and (Σ.M) with M∩
T0 6= ∅ are satisfied. Then ν˜(M, ǫ, ·) converges to a measure µ if and only if V˜M,ǫ(M)
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converges to a number δ(M) for all M ∈ M ∩ T0. In these cases, µ has the form µ =∑
M∈M∩T0
δ(M)µ(M, ·). In particular, δ(M) = µ(ΣM) for each M ∈M∩T0 and supp µ ⊂⋃
M∈M∩T0
ΣM .
Proof. Assume that ν˜(M, ǫ, ·) converges to µ. First we prove µ(⋃M∈M∩T1 ΣM ) = 0. For
M ∈ M ∩ T1, we see
ν˜(M, ǫ,ΣM) =
ν(M, ǫ, g(ǫ, ·)χΣM )
ν(M, ǫ, g(ǫ, ·)) ≍
Gǫ(M)Vǫ(M,M)
ν(M, ǫ, g(ǫ, ·))
≍ Gǫ(M)
∑
M ′∈M∩T0
∑
W∈SP(M,M ′:M∩T1)
tǫ(W )Ve(M,M
′)
ν(M, ǫ, g(ǫ, ·))
=
∑
M ′∈M∩T0
∑
W∈SP(M,M ′:M∩T1)
t˜ǫ(W )Gǫ(M
′)Ve(M,M
′)
ν(M, ǫ, g(ǫ, ·))
≤
∑
M ′∈M∩T0:ν(M,ǫ,ΣM)>0
t˜ǫ(M,M
′ :M ∩ T1)Gǫ(M
′)Vǫ(M,M
′)
ν(M, ǫ, g(ǫ, ·)χΣM )
≍
∑
M ′∈M∩T0
t˜ǫ(M,M
′ :M ∩ T1)→ 0
from Proposition 3.3(3)(5). Therefore µ(
⋃
M∈M∩T1
ΣM) = 0 is valid. Next, we show
that µ has the form
∑
M∈M∩T0
δ(M)µ(M, ·) for some nonnegative constants δ(M) with∑
M∈M∩T0
δ(M) = 1. Let m(M, ǫ, ·) ∈ M(Σ+A) and f(M, ǫ, ·) ∈ C(Σ+A) be m(M, ǫ, f) =
ν(M, ǫ, χΣMf)/ν(M, ǫ,ΣM) and f(M, ǫ, ·) = g(ǫ, ·)χΣM/ν(M, ǫ, g(ǫ, ·)). We obtain that for
M ∈ M ∩ T0 with ν(M, ǫ,ΣM ) > 0
ν˜(M, ǫ, fχΣM ) =
ν(M, ǫ, g(ǫ, ·)fχΣM )
ν(M, ǫ, g(ǫ, ·))
=
ν(M, ǫ, g(ǫ, ·)χΣM )
ν(M, ǫ, g(ǫ, ·))
ν(M, ǫ,ΣM)ν(M, ǫ, g(ǫ, ·)χΣM )
ν(M, ǫ, g(ǫ, ·)χΣM )
×
1
ν(M, ǫ,ΣM )
ν
(
M, ǫ,
g(ǫ, ·)χΣM
ν(M, ǫ, g(ǫ, ·)χΣM )
f
)
(3.29)
=ν˜(M, ǫ, χΣM )
m(M, ǫ, f(M, ǫ, ·)f)
m(M, ǫ, f(M, ǫ, ·)) .
Letting as ǫ→ 0, µ has the form µ =∑M∈M∩T0 µ(ΣM )µ(M, f) from Proposition 2.10(1)(2).
Now we will prove convergence of V˜M,ǫ(M) under the assumption µ(ǫ, ·)→ µ. Choose
any positive sequence (ǫn) with infn ǫn = 0. The function h˜(MM , ǫ, ·) is bounded from
Proposition 3.5(1)(2), and h˜(MM , ǫ, ·)/‖h˜(MM , ǫ, ·)‖∞ belongs to Λc with some constant
c. Therefore there is a subsequence (ǫ′n) of (ǫn) such that for each M ∈ T0, h˜(MM , ǫ′n, ·)
converges to a function h˜ in C(Σ+A). Proposition 3.5(1) yields h˜ = 1 on ΣM . We obtain
V˜M,ǫ(M) = ν˜(M, ǫ, h˜(MM , ǫ, ·))→ µ(h˜) =
∑
M∈M∩T0
µ(h˜χΣM ) = µ(ΣM)(3.30)
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as ǫ → 0 running through (ǫ′n). By arbitrarily choosing (ǫn), convergence of V˜M,ǫ(M) is
fulfilled.
Conversely, we consider convergence of ν˜(M, ǫ, ·) under V˜M,ǫ(M) → δ(M) for each
M ∈M ∩ T0. Take a limit point µ of ν˜(M, ǫ, ·) in M(Σ+A). By virtue of (3.29), µ has the
form µ =
∑
M∈M∩T0
µ(ΣM )µ(M, ·). The fact (3.30) implies µ(ΣM) = δ(M). Hence the
accumulation points of ν˜(M, ǫ, ·) consists of only one element ∑M∈M∩T0 µ(ΣM)µ(M, ·).
The proof is complete. 
Proposition 3.7. Assume the conditions (Σ.1)-(Σ.3), (Φ.1)-(Φ.3) and (Σ.M) with M ∩
T0 6= ∅. Assume also that for each M,M ′ ∈ T, LAMM′ ,Φ(ǫ,·)/tǫ(MM ′) converges to an
operator L(MM ′) in L(C(Σ+A)) and for each M,M ′ ∈ M ∩ T0 and W ∈ SP(M,M ′ :
M ∩ T1), tǫ(W )/tǫ(M,M ′ :M ∩ T1) converges to a number cMM ′(W ) in [0, 1].
(1) For all M,M ′ ∈M ∩ T0 with M 6=M ′ and tǫ(M,M ′ :M ∩ T1) > 0,
VM,ǫ(MM
′)
tǫ(M,M ′ :M ∩ T1) →
∑
W∈SP(M,M ′:M∩T1)
cMM ′(W )ν(MM ′ ,LRL(W )h(MM , ·)).
Here for W = W1W2 · · ·Wn ∈ T× Tn−21 × T,
LRL(W ) =L(Wn−1Wn)R(Wn−1)L(Wn−2Wn−1)R(Wn−2) · · ·
· · · L(W2W3)R(W2)L(W1W2),
and R(M) = (λI − LM,ϕ)−1.
(2) For all M,M ′ ∈M ∩ T0 with M 6=M ′ and tǫ(M,M ′ :M ∩ T1) > 0,
GM,ǫ(MM
′)
tǫ(M,M ′ :M ∩ T1) →
∑
W∈SP(M,M ′:M∩T1)
cMM ′(W )ν(MM ′ ,LRL(W )h(MM , ·)).
Proof. Put Mk =M ∩ Tk and mk = ♯Mk for k = 0, 1.
(1) Let M,M ′ ∈M0 with M 6= M ′. We Recall
VM,ǫ(MM
′) =
ν(M, ǫ,
∑
M ′′∈MM
LAM′′M′ ,Φ(ǫ,·)h(MM , ǫ, ·))
ν(M, ǫ, h(MM ′ , ǫ, ·))
=
ν(M, ǫ,
∑
M ′′∈MM
LAM′′M′ ,Φ(ǫ,·)h(MM , ǫ, ·))
Vǫ(M,M ′)
×
(
ν(M, ǫ, χΣM′h(MM ′ , ǫ, ·))
Vǫ(M,M ′)
+
∑
M ′′∈M1
ν(M, ǫ, χΣM′′h(MM ′ , ǫ, ·))
Vǫ(M,M ′)
)−1
.
We will show that the last expression converges to ν(M ′, h(MM ′, ·))−1. We have that for
M ′′ ∈M1
ν(M, ǫ, χΣM′′h(MM ′ , ǫ, ·))
Vǫ(M,M ′)
≍ν(M, ǫ, χΣM′′ )
Vǫ(M,M ′)
tǫ(M
′,M ′′ :M1)
=
ν(M, ǫ, χΣM′′ )
Vǫ(M,M ′′)
tˆǫ(M
′,M ′′ :M1)→ 0
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is satisfied from Proposition 3.3(4), convergence tˆǫ(M
′,M ′′ : M1) → 0 with Proposition
3.3(6), and the fact ν(M, ǫ, χΣM′′ ) ≍ Vǫ(M,M ′′). Moreover, we see
ν(M, ǫ, χΣM′h(MM ′, ǫ, ·))
Vǫ(M,M ′)
→ ν(M ′, h(MM ′ , ·)).
On the other hand, we have∑
M ′′∈MM
LAM′′M′ ,Φ(ǫ,·)h(MM , ǫ, ·)
=LAMM′ ,Φ(ǫ,·)h(MM , ǫ, ·) +
∑
M ′′∈M1
LAM′′M′ ,Φ(ǫ,·)h(MM , ǫ, ·)
=LAMM′ ,Φ(ǫ,·)h(MM , ǫ, ·)
+
∑
M ′′∈M1
∑
W∈Wm1(LM′′ )
LAM′′M′ ,Φ(ǫ,·)RLǫ(WM ′′, h(MM , ǫ, ·))
+
∑
M ′′∈M1
m1−1∑
i=1
∑
W∈Wi(LM′′ )
LAM′′M′ ,Φ(ǫ,·)RLǫ(MWM ′′)h(MM , ǫ, ω)(3.31)
+
∑
M ′′∈M1
m1−1∑
i=1
∑
W∈Wi(LM′′ )
LAM′′M′ ,Φ(ǫ,·)RLǫ(M ′′WM ′′)h(MM , ǫ, ω)
+
∑
M ′′∈M1
LAM′′M′ ,Φ(ǫ,·)RLǫ(MM ′′)h(MM , ǫ, ω)
=I(ǫ) + II(ǫ)
with
I(ǫ) = LAMM′ ,Φ(ǫ,·)h(MM , ǫ, ·)
+
∑
M ′′∈M1
m1−1∑
i=1
∑
W∈Wi(LM′′
):
MWM′′ is a simple path
LAM′′M′ ,Φ(ǫ,·)RLǫ(MWM ′′)h(MM , ǫ, ω)
+
∑
M ′′∈M1
LAM′′M′ ,Φ(ǫ,·)RLǫ(MM ′′)h(MM , ǫ, ω)
and
II(ǫ) =
∑
M ′′∈M1
∑
W∈Wm1(LM′′ ):WM
′′
LAM′′M′ ,Φ(ǫ,·)RLǫ(WM ′′, h(MM , ǫ, ·))
+
∑
M ′′∈M1
m1−1∑
i=1
∑
W∈Wi(LM′′
):
MWM′′ contains a cycle
LAM′′M′ ,Φ(ǫ,·)RLǫ(MWM ′′)h(MM , ǫ, ω)
+
∑
M ′′∈M1
m1−1∑
i=1
∑
W∈Wi(LM′′ )
LAM′′M′ ,Φ(ǫ,·)RLǫ(M ′′WM ′′)h(MM , ǫ, ω)
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from (3.15) by replacing M = MM , g(M, ǫ, ·) = h(MM , ǫ, ·). To estimate I(ǫ) and II(ǫ),
we note the equation
tǫ(M,M
′ :M1) = tǫ(MM
′) +
∑
M ′′∈M1
tǫ(M,M
′′ :M1)tǫ(M
′′M ′).
We have that for M ′′ ∈ M1 and W ∈ Wi(LM ′′) with 1 ≤ i ≤ m1, if WM ′′ contains a
cycle, tǫ(M,M
′′ :M1) > 0 and tǫ(M
′′M ′) > 0, then Gǫ(MM ,M
′′) > 0 is satisfied and
‖LAM′′M′ ,Φ(ǫ,·)RLǫ(WM ′′)h(MM , ǫ, ·)‖∞
tǫ(M,M ′ :M1)
≤‖LAM′′M′ ,Φ(ǫ,·)RLǫ(WM
′′)h(MM , ǫ, ·)‖∞
tǫ(M,M ′′ :M1)tǫ(M ′′M ′)
=
‖LRLǫ(WM ′′M ′)h(MM , ǫ, ·)‖∞
tǫ(M,M ′′ :M1)tǫ(M ′′M ′)
≤ctǫ(WM
′′M ′)tǫ(M,W1 :M1)
tǫ(M,M ′′ :M1)tǫ(M ′′M ′)
≍ ctǫ(WM
′′)Ge(MM ,W1)
Gǫ(MM ,M ′′)
→ 0
for some positive constant c with Proposition 3.3(5). Therefore we obtain |II(ǫ)|/tǫ(M,M ′ :
M1)→ 0. On the other hand, we have
I(ǫ)
tǫ(M,M ′ :M1)
→cMM ′(MM ′)LMM ′h(MM , ·)
+
∑
W∈SP(M,M ′:M1) : |W |≥3
cMM ′(W )LRL(W )h(MM , ·)
=
∑
W∈SP(M,M ′:M1)
cMM ′(W )LRL(W )h(MM , ·).
Thus
VM,ǫ(MM
′)
tǫ(M,M ′ :M1)
→ ν(M
′,
∑
W∈SP(M,M ′:M1)
cMM ′(W )LRL(W )h(MM , ·))
ν(M ′, h(MM ′, ·))
=
ν(M ′,
∑
W∈SP(M,M ′:M1)
cMM ′(W )LRL(W )h(MM , ·))
ν(M ′, h(M ′, ·))/ν(MM ′,ΣM ′)
=
∑
W∈SP(M,M ′:M1)
cMM ′(W )ν(MM ′,LRL(W )h(MM , ·)).
(2) We have
GM,ǫ(MM
′) =
ν(MM ′ , ǫ,
∑
M ′′∈MM′
LAMM′′ ,Φ(ǫ,·)g(M, ǫ, ·))
ν(MM , ǫ, g(M, ǫ, ·))
=
ν(MM ′ , ǫ,
∑
M ′′∈MM′
LAMM′′ ,Φ(ǫ,·)g(M, ǫ, ·))
Gǫ(M,M)
×
(
ν(MM , ǫ, χΣM g(M, ǫ, ·))
Gǫ(M,M)
+
∑
M ′′∈M1
ν(MM , ǫ, χΣM′′g(M, ǫ, ·))
Gǫ(M,M)
)−1
.
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By a similar argument above (1), the last expression converges to the number ν(MM , h(M, ·))−1
by using Proposition 3.3(5). Let fǫ = g(M, ǫ, ·)/Gǫ(M,M). Moreover, we have the fol-
lowing from using the expansion like (3.31):
∑
M ′′∈MM′
ν(MM , ǫ,LAMM′′ ,Φ(ǫ,·)fǫ) =III(ǫ) + IV (ǫ)
with
III(ǫ) = ν(MM , ǫ,LAMM′ ,Φ(ǫ,·)fǫ)
+
∑
M ′′∈M1
m1−1∑
i=1
∑
W∈Wi(LM′′
):
M′′WM′ is a simple cycle
ν(MM ′ , ǫ,LRǫ(M
′′WM ′)LAMM′′ ,Φ(ǫ,·)fǫ)
+
∑
M ′′∈M1
ν(MM , ǫ,LRǫ(M
′′M ′)LAMM′′ ,Φ(ǫ,·)fǫ),
IV (ǫ) =
∑
M ′′∈M1
∑
W∈Wm1(LM′′ )
ν(MM ′ , ǫ,LRǫ(M
′′W )LAMM′′ ,Φ(ǫ,·)fǫ)
+
∑
M ′′∈M1
m1−1∑
i=1
∑
W∈Wi(LM′′
):
M′′WM′ contains a cycle
ν(MM ′ , ǫ,LRǫ(M
′′WM ′)LAMM′′ ,Φ(ǫ,·)fǫ)
+
∑
M ′′∈M1
m1−1∑
i=1
∑
W∈Wi(LM′′ )
ν(MM ′ , ǫ,LRǫ(M
′′WM ′′)LAMM′′ ,Φ(ǫ,·)fǫ).
Note that
tǫ(M,M
′ :M1) = tǫ(MM
′) +
∑
M ′′∈M1
tǫ(MM
′′)tǫ(M
′′,M ′ :M1).
ForM ′′ ∈M1 andW ∈ Wi(LM ′′) with 1 ≤ i ≤ m1, ifM ′′W contains a cycle, tǫ(MM ′′)tǫ(M ′′,M ′ :
M1) > 0 and tǫ(MM
′′) > 0, then we have
|ν(MM , ǫ,LRǫ(M ′′W )LAMM′′ ,Φ(ǫ,·)fǫ)|
tǫ(M,M ′ :M1)
≤|ν(MM , ǫ,LRǫ(M
′′W )LAMM′′ ,Φ(ǫ,·)fǫ)|
tǫ(MM ′′)tǫ(M ′′,M ′ :M1)
=
|ν(MM , ǫ,LRLǫ(MM ′′W )fǫ)|
tǫ(MM ′′)tǫ(M ′′,M ′ :M1)
≤ctǫ(M
′′W )tǫ(W|W |,M
′ :M1)
tǫ(M ′′,M ′ :M1)
≍ ctǫ(M
′′W )Vǫ(MM ,W|W |)
Vǫ(MM ,M ′′)
→ 0
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fromWM ′′ contains a cycle for some constant c. Therefore we have convergence |IV (ǫ)|/tǫ(M,M ′ :
M1)→ 0. On the other hand, we obtain
GM,ǫ(MM
′)
tǫ(M,M ′ :M1)
→ cMM ′(MM
′)ν(MM ,LMM ′h(M, ·))
ν(MM , h(M, ·))
+
∑
W∈SP(M,M ′:M1 : |W |≥3
cMM ′(W )ν(MM ,LRL(W )h(M, ·))
ν(MM , h(M, ·))
=
∑
W∈SP(M,M ′:M1)
cMM ′(W )ν(MM ,LRL(W )h(MM , ·))
by using Proposition 2.11(3). 
Corollary 3.8. Assume the conditions (Σ.1)-(Σ.3), (Φ.1)-(Φ.3) and (Σ.M) with M ∩
T0 6= ∅. Then for all M,M ′ ∈ M ∩ T0 with M 6= M ′ and tǫ(M,M ′ : M ∩ T1) > 0,
V˜M,ǫ(MM
′)/G˜M,ǫ(MM
′) converges to 1.
Proof. By the proof of Proposition 3.8, we see VM,ǫ(MM
′) ≍ tǫ(M,M ′ : M ∩ T1) ≍
GM,ǫ(MM
′). Therefore, tǫ(M,M
′ :M∩T1) > 0 implies VM,ǫ(MM ′) > 0 and GM,ǫ(MM ′) >
0. Choose any positive sequence (ǫn) with infn ǫn = 0. We can take a subsequence
(ǫ′n) of (ǫn) satisfying that LAMM′ ,Φ(ǫ,·)/tǫ(MM ′) converges for all M,M ′ ∈ M ∩ T with
tǫ(MM
′) > 0, and tǫ(W )/tǫ(M,M
′ :M ∩ T1) converges for all W ∈ SP(M,M ′ :M ∩ T1).
By virtue of Proposition 3.8 again and by the equations (3.22) and (3.24), we obtain
V˜M,ǫ(MM
′)/G˜M,ǫ(MM
′) = VM,ǫ(MM
′)/GM,ǫ(MM
′) → 1 as ǫ → 0 running through (ǫ′n).
By arbitrary choosing (ǫn), we see the assertion. 
4. Proof of main theorems
This section is devoted to proofs of main results given in Section 1.
4.1. Proof of Theorem 1.1. The assertion directly follows from Proposition 2.8 by
putting M = T. 
4.2. Proof of Theorem 1.2. By virtue of Theorem 3.6 withM = T, if µ(ǫ, ·) converges to
a measure µ weakly, then we obtain the form µ =
∑
M∈T0
δ(M)µ(M, ·) for some constants
δ(M). It is sufficient to show that the last assertion holds. Recall the equation
h(σA, µ(ǫ, ·)) = P (σA, Φ(ǫ, ·))−
∫
Φ(ǫ, ·)dµ(ǫ, ·)
= P (σA, Φ(ǫ, ·))−
∫
ϕ(ǫ, ·)dµ(ǫ, ·)−
∫
ψ(ǫ, ·)χNdµ(ǫ, ·)
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Now we show
∫
ψ(ǫ, ·)χNdµ(ǫ, ·)→ 0. Let u(ǫ, ·) = ψ(ǫ, ·)χN − log g(ǫ, ·) ◦ σA + log g(ǫ, ·).
We have∫
ψ(ǫ, ·)χNdµ(ǫ, ·) =
∫
u(ǫ, ·)dµ(ǫ, ·)
=λ(ǫ)−1
∫
LA,Φ˜(ǫ,·)u(ǫ, ·)dµ(ǫ, ·)
=λ(ǫ)−1
∫
LA,ϕ(ǫ,·)(eu(ǫ,·) log(eu(ǫ,·)))dµ(ǫ, ·)
=λ(ǫ)−1
∑
M,M ′∈T
∫
LAMM′ ,ϕ(ǫ,·)(eu(ǫ,·) log(eu(ǫ,·)))dµ(ǫ, ·)
from µ(ǫ, ·) is σA-invariant. Note eu(ǫ,·) ≍ eΦ˜(ǫ,·) ≍ t˜ǫ(MM ′) on ΣMM ′ . Therefore,
eu(ǫ,·) log(eu(ǫ,·))
∈
[
min(ct˜ǫ(MM
′) log(c−1t˜ǫ(MM
′)), c−1t˜ǫ(MM
′) log(c−1t˜ǫ(MM
′))),
max(ct˜ǫ(MM
′) log(ct˜ǫ(MM
′)), c−1t˜ǫ(MM
′) log(ct˜ǫ(MM
′)))
]
on ΣMM ′ for some constant c ≥ 1. ForM ′ ∈ T0 andM ∈ T withM 6= M ′, eu(ǫ,·) log(eu(ǫ,·))
converges to 0 uniformly on ΣMM ′ by using t˜ǫ(MM
′) → 0 ( Proposition 3.3(5) ). For
M ′ ∈ T1, eu(ǫ,·) log(eu(ǫ,·)) is bounded on ΣMM ′ by t˜ǫ(MM ′) = O(1). Furthermore, when
M = M ′ ∈ T0, ǫu(ǫ,·) converges to 0 on ΣMM ∩ N by the condition (Φ.2). By using
µ(ǫ,
∑
M∈T1
χΣM )→ 0, we obtain∣∣∣∣
∫
ψ(ǫ, ·)χNdµ(ǫ, ·)
∣∣∣∣
≤λ(ǫ)−1
∑
M,M ′∈T
µ(ǫ,ΣM ′)‖LAMM′ ,ϕ(ǫ,·)1‖∞‖χΣMM′eu(ǫ,·) log(eu(ǫ,·))‖∞ → 0.
Thus
∫
ψ(ǫ, ·)χNdµ(ǫ, ·)→ 0. Consequently, we give
h(σA, µ(ǫ, ·))
→P (σB, ϕB)−
∑
M∈T0
δ(M)
∫
ϕMdµ(M, ·)
=
∑
M∈T0
δ(M)
(
P (σM , ϕM)−
∫
ϕMdµ(M, ·)
)
=
∑
M∈T0
δ(M)h(σM , µ(M, ·))
by P (σM , ϕM) = P (σB, ϕB) for M ∈ T0. 
4.3. Proof of Theorem 1.3. Assume (Σ.1)-(Σ.3) and (Φ.1)-(Φ.3). We give a set M =
M(B,T, ϕ) and recall the notation VM,ǫ, V˜M,ǫ, GM,ǫ, G˜M,ǫ, VM,ǫ, V˜M,ǫ, GM,ǫ and G˜M,ǫ
defined in Section 3.3 withM = T. We see G˜M,ǫ(M) = 1 for allM ∈ T0 by this definition.
We also notice that the matrices VM,ǫ and GM,ǫ are both irreducible nonnegative matrices.
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We take the left Perron eigenvector of VM,ǫ and the left Perron eigenvector of V˜M,ǫ which
are denoted by
UM,ǫ = (UM,ǫ(M)), U˜M,ǫ = (U˜M,ǫ(M))(4.1)
respectively, satisfying UM,ǫ · VM,ǫ = U˜M,ǫ · V˜M,ǫ = 1. Here the dot · means the inner
product.
Assume also ♯T0 = 2. By Proposition 2.2(2)(3), we have the equations
U˜M,ǫ(M1)
U˜M,ǫ(M2)
=
(V˜M,ǫ)λ(ǫ)(M1M1)
(V˜M,ǫ)λ(ǫ)(M2M1)
=
λ(ǫ)− λ(MM2, ǫ)
V˜M,ǫ(M1M2)
,
1 =
G˜M,ǫ(M1)
G˜M,ǫ(M2)
=
(G˜M,ǫ)λ(ǫ)(M1M2)
(G˜M,ǫ)λ(ǫ)(M2M1)
=
λ(ǫ)− λ(MM2, ǫ)
G˜M,ǫ(M1M2)
.
Therefore, U˜M,ǫ(M1)/U˜M,ǫ(M2) = G˜M,ǫ(M1M2)/V˜M,ǫ(M1M2)→ 1 follows from Corollary
3.8. Since
∑2
k=1 V˜M,ǫ(Mk)U˜M,ǫ(Mk) = 1 holds,
1
U˜M,ǫ(M2)
= V˜M,ǫ(M1)
U˜M,ǫ(M1)
U˜M,ǫ(M2)
+ V˜M,ǫ(M2)→ m(Σ1) +m(Σ2) = 1
is satisfied under the assumption µ(ǫ, ·)→ m. Thus U˜M,ǫ(Mk) → 1 for k = 1, 2. On the
other hand, Remark 2.4(1) yields the form
V˜M,ǫ(Mk)U˜M,ǫ(Mk) =
λ(ǫ)− λ(MMk′ , ǫ)∑2
l=1(λ(ǫ)− λ(MMl, ǫ))
for {k, k′} = {1, 2}. Theorem 3.6 implies that the left hand side converges to a number
for each k = 1, 2 if and only if µ(ǫ, ·) converges to a measure. Hence the assertion is
complete. 
4.4. Proof of Theorem 1.4. To prove this theorem, we need some lemmas as follows.
Lemma 4.1. Assume that the conditions (Σ.1)-(Σ.3), (Φ.1)-(Φ.3) and ♯T0 = 3 are satis-
fied. Then Then U˜M,ǫ(M)→ 1 for each M ∈ T0.
Proof. We write T0 = {M1,M2,M3}. In this case,
U˜M,ǫ(M1)
U˜M,ǫ(M2)
=
(V˜M,ǫ)λ(ǫ)(M1M3)
(V˜M,ǫ)λ(ǫ)(M2M3)
=
V˜M,ǫ(M2M1)V˜M,ǫ(M3M2) + (λ(ǫ)− λ(MM2, ǫ))V˜M,ǫ(M3M1)
(λ(ǫ)− λ(MM1, ǫ))V˜M,ǫ(M3M2) + V˜M,ǫ(M1M2)V˜M,ǫ(M3M1)
and
1 =
G˜M,ǫ(M1)
G˜M,ǫ(M2)
=
(G˜M,ǫ)λ(ǫ)(M1M3)
(G˜M,ǫ)λ(ǫ)(M2M3)
=
G˜M,ǫ(M2M1)G˜M,ǫ(M3M2) + (λ(ǫ)− λ(MM2, ǫ))G˜M,ǫ(M3M1)
(λ(ǫ)− λ(MM1, ǫ))G˜M,ǫ(M3M2) + G˜M,ǫ(M1M2)G˜M,ǫ(M3M1)
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are satisfied from Proposition 2.2(2)(3). By V˜M,ǫ(MkMl)/G˜M,ǫ(MkMl)→ 1 for each k 6= l,
we obtain convergence U˜M,ǫ(M1)/U˜M,ǫ(M2)→ 1 by using Corollary 3.8 and Lemma 2.1.
By a similar argument above, U˜M,ǫ(Mi)/U˜M,ǫ(Mj)→ 1 is fulfilled for (i, j) = (1, 3), (2, 3).
By 1 =
∑3
k=1 V˜M,ǫ(Mk)U˜M,ǫ(Mk), we have
1
U˜M,ǫ(Mk)
=
∑
M∈T0
V˜M,ǫ(M)
U˜M,ǫ(M)
U˜M,ǫ(Mk)
→
∑
M∈T0
µ(ΣM) = 1
when µ(ǫ, ·) converges to a measure µ weakly by using Theorem 3.6. Hence the assertion
follows. 
Let i ⊂ T0 be a non-empty subset with ♯i = 2. Denoted by λv(M, i, ǫ) the Perron
eigenvalue of the submatrix VM,ǫ(i) of VM,ǫ, and by V
v
M,ǫ(i, ·) = (VvM,ǫ(i,M))M∈i the cor-
responding right Perron eigenvector of VM,ǫ(i) satisfying
∑
M∈i V
v
M,ǫ(i,M) = 1. Note that
the Perron eigenvalue of V˜M,ǫ(i) coincides with λ
v(M, i, ǫ). We also take the corresponding
right Perron eigenvector V˜vM,ǫ(i, ·) of V˜M,ǫ(i) with
∑
M∈i V˜
v
M,ǫ(i,M) = 1.
Lemma 4.2. Assume that the conditions (Σ.1)-(Σ.3), (Φ.1)-(Φ.3) and ♯T0 ≥ 2 are sat-
isfied. Let i = {M1,M2} ⊂ T0 with M1 6= M2, Mi = i ∪ T1 and J = M(B,Mi, ϕ) =
{MM1,MM2}.Then we have
(1) V˜M,ǫ(MM
′) > 0 if and only if V˜J,ǫ(MM
′) > 0 for M,M ′ ∈ i with M 6= M ′. In these
cases, V˜M,ǫ(MM
′)/V˜J,ǫ(MM
′)→ 1.
(2) If V˜M,ǫ(M1M2) > 0 and V˜M,ǫ(M2M1) > 0, then we have convergence (λ
v(M, i, ǫ) −
λ(MM , ǫ))/(λ(J, ǫ)− λ(MM , ǫ))→ 1 for M ∈ i.
(3) If V˜M,ǫ(MM
′) > 0 then V˜vM,ǫ(i,M)/V˜J,ǫ(M)→ 1 for {M,M ′} = i.
Proof.
(1) By the proof of Proposition 3.7, we see VM,ǫ(M
′′M ′′′) ≍ tǫ(M ′′,M ′′′ : T1) ≍ VJ,ǫ(M ′′M ′′′).
In particular, the assertion in the first half is valid. By virtue of Proposition 3.7(1) again,
VM,ǫ(MM
′)
tǫ(M,M ′ : T1)
,
VJ,ǫ(MM
′)
tǫ(M,M ′ : T1)
→
∑
W∈SP(M,M ′:T1)
cMM ′(W )ν(MM ′,LRL(W )h(MM , ·))
are satisfied as ǫ→ 0 running through some subsequence of any sequence (ǫn). Arbitrari-
ness of (ǫn) yields
V˜M,ǫ(MM
′)/V˜J,ǫ(MM
′) = VM,ǫ(MM
′)/VJ,ǫ(MM
′)→ 1
as ǫ→ 0.
(2) Denoted by
V˜M,ǫ(i) =
(
η1(ǫ) a12(ǫ)
a21(ǫ) η2(ǫ)
)
and V˜J,ǫ =
(
η1(ǫ) b12(ǫ)
b21(ǫ) η2(ǫ)
)
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with ηi(ǫ) = λ(MMi, ǫ) for i = 1, 2, and aij(ǫ) = V˜M,ǫ(MiMj) and bij(ǫ) = V˜J,ǫ(MiMj) for
i 6= j. Then a12(ǫ)/b12(ǫ)→ 1 and a21(ǫ)/b21(ǫ)→ 1 by (1). By the form
λv(M, i, ǫ)−min(η1(ǫ), η2(ǫ))
=
(
|η1(ǫ)− η2(ǫ)|+
√
(η1(ǫ)− η2(ǫ))2 + 4a12(ǫ)a21(ǫ)
)
/2
λ(J, ǫ)−min(η1(ǫ), η2(ǫ))
=
(
|η1(ǫ)− η2(ǫ)|+
√
(η1(ǫ)− η2(ǫ))2 + 4b12(ǫ)b21(ǫ)
)
/2.
and by Lemma 2.1, we obtain
λv(M, i, ǫ)−min(η1(ǫ), η2(ǫ))
λ(J, ǫ)−min(η1(ǫ), η2(ǫ)) → 1.
On the other hand, we see
a12(ǫ)a21(ǫ)
b12(ǫ)b21(ǫ)
=
(λv(M, i, ǫ)−min(η1(ǫ), η2(ǫ)))(λv(M, i, ǫ)−max(η1(ǫ), η2(ǫ)))
(λ(J, ǫ)−min(η1(ǫ), η2(ǫ)))(λ(J, ǫ)−max(η1(ǫ), η2(ǫ))) ,
Thus
λv(M, i, ǫ)−max(η1(ǫ), η2(ǫ))
λ(J, ǫ)−max(η1(ǫ), η2(ǫ)) → 1.
Since η1(ǫ), η2(ǫ) are in {min(η1(ǫ), η2(ǫ)),max(η1(ǫ), η2(ǫ))}, the assertion is fulfilled.
(3) We have the form(
V˜J,ǫ(M
′′)
V˜J,ǫ(M
′′′)
)
=
c(ǫ)
c1(ǫ)
(
λ(J, ǫ)− λ(MM ′′ , ǫ)
V˜J,ǫ(M
′′′M ′′)
)
(
V˜vM,ǫ(i,M
′′)
V˜vM,ǫ(i,M
′′′)
)
=
1
c2(ǫ)
(
λ(M, i, ǫ)− λ(MM ′′, ǫ)
V˜M,ǫ(M
′′′M ′′)
)
with c(ǫ) = V˜J,ǫ(M1) + V˜J,ǫ(M2), c1(ǫ) = λ(J, ǫ)− λ(MM ′′ , ǫ) + V˜J,ǫ(M ′′′M ′′) and c2(ǫ) =
λ(M, i, ǫ)−λ(MM ′′ , ǫ) + V˜M,ǫ(M ′′′M ′′). We have c(ǫ)→ 1 from Theorem 3.6 by replacing
M = J. The assumption V˜M,ǫ(M
′′M ′′′) > 0 implies V˜J,ǫ(M
′′) > 0 and V˜vM,ǫ(i,M
′′) > 0.
Hence the assertion follows from (1), (2) and Proposition 2.1. 
Lemma 4.3. Assume that the conditions (Σ.1)-(Σ.3), (Φ.1)-(Φ.3) and ♯T0 = 3 are satis-
fied. We use the notation i,Mi, J, λ(J.ǫ) in Lemma 4.2. Then we have
λ(ǫ)− λ(J, ǫ)
λ(ǫ)− λv(M, i, ǫ) → 1.
Proof. T0 denotes {M,M ′,M ′′}. In the case when either V˜M,ǫ(MM ′) = 0 or V˜M,ǫ(M ′M) =
0, we notice
λ(J, ǫ) = λv(M, i, ǫ) = max(λ(MM , ǫ), λ(MM ′, ǫ)).
Thus we obtain (λ(ǫ)− λ(J, ǫ))/(λ(ǫ)− λv(M, i, ǫ)) = 1.
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Assume V˜M,ǫ(MM
′) > 0 and V˜M,ǫ(M
′M) > 0. In this case, we notice that the M =Mi
satisfies the condition (Σ.M). First we estimate the difference λ(ǫ)−λv(M, i, ǫ). We have
λ(ǫ)− λv(M, i, ǫ) = U˜M,ǫ(V˜M,ǫ − V˜M,ǫ(i))V˜
v
M,ǫ(i, ·)
U˜M,ǫ · V˜vM,ǫ(i, ·)
=
U˜M,ǫ(M
′′)(V˜M,ǫ(M
′′M)V˜vM,ǫ(M) + V˜M,ǫ(M
′′M ′)V˜vM,ǫ(M
′))
U˜M,ǫ(M)V˜vM,ǫ(i,M) + U˜M,ǫ(M
′)V˜v
M,ǫ(i,M
′)
=I1(ǫ)(V˜M,ǫ(M
′′M)I2(ǫ)V˜J,ǫ(M) + V˜M,ǫ(M
′′M ′)I3(ǫ)V˜J,ǫ(M
′))
=I1(ǫ)(
ν(MM ′′ , ǫ, g(ǫ, ·))
ν(MM , ǫ, g(ǫ, ·)) VM,ǫ(M
′′M)I2(ǫ)
ν(MM , ǫ, g(ǫ, ·))
ν(Mi, ǫ, g(ǫ, ·)) VJ,ǫ(M)
+
ν(MM ′′ , ǫ, g(ǫ, ·))
ν(MM ′ , ǫ, g(ǫ, ·))VM,ǫ(M
′′M ′)I3(ǫ)
ν(MM ′ , ǫ, g(ǫ, ·))
ν(Mi, ǫ, g(ǫ, ·)) VJ,ǫ(M
′))
=I1(ǫ) (VM,ǫ(M
′′M)I2(ǫ)VJ,ǫ(M) + VM,ǫ(M
′′M ′)I3(ǫ)VJ,ǫ(M
′))×
ν(MM ′′ , ǫ, g(ǫ, ·))
ν(Mi, ǫ, g(ǫ, ·))
and
I1(ǫ) =
1
U˜M,ǫ(M)
U˜M,ǫ(M ′′)
V˜vM,ǫ(i,M) +
U˜M,ǫ(M ′)
U˜M,ǫ(M ′′)
V˜vM,ǫ(i,M
′)
→ 1
I2(ǫ) =
V˜vM,ǫ(i,M)
V˜J,ǫ(M)
→ 1, I3(ǫ) =
V˜vM,ǫ(i,M
′)
V˜J,ǫ(M ′)
→ 1
by Lemma 4.1, Lemma 4.2(3) and the fact V˜vM,ǫ(i,M) + V˜
v
M,ǫ(i,M
′) = 1. Let
tǫ(i) =
∑
W∈i
tǫ(M
′′,W : T1)VJ,ǫ(W ).
We take a sequence (ǫn) so that for any W = W1 · · ·W|W | ∈
⋃
W ′∈i SP(M
′′,W ′ : T1),
tǫ(W )VJ,ǫ(W|W |)/tǫ(i) converges to a number c(W ) when ǫ = ǫn → 0. Thus,
VM,ǫ(M
′′M)I2(ǫ)VJ,ǫ(M) + VM,ǫ(M
′′M ′)I3(ǫ)VJ,ǫ(M
′)
tǫ(i)
→
∑
W ′∈i
∑
W∈SP(M ′′,W ′:T1)
c(W )ν(MW ′,LRL(W )h(MM ′′, ·))(4.2)
is satisfied as ǫ→ 0 running through (ǫn).
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Next, we will evaluate the difference λ(ǫ)− λ(J, ǫ). By using the equations LA,Φ˜(ǫ,·)1 =
λ(ǫ) and L∗
A(Mi,Φ˜(ǫ,·)
ν˜(Mi, ǫ, ·) = λ(J, ǫ)ν˜(Mi, ǫ, ·), we find
λ(ǫ)− λ(J, ǫ) =ν˜(Mi, ǫ,LA−A(Mi),Φ˜(ǫ,·)1) = ν˜(Mi, ǫ,
∑
W∈Mi
LAM′′W ,Φ˜(ǫ,·)1)
=
ν(Mi, ǫ,
∑
W∈Mi
LAM′′W ,Φ(ǫ,·)g(ǫ, ·))
ν(Mi, ǫ, g(ǫ, ·))
=ν(Mi, ǫ,
∑
W∈Mi
LAM′′W ,Φ(ǫ,·)f(M ′′, ǫ, ·))
ν(MM ′′, ǫ, g(ǫ, ·))
ν(Mi, ǫ, g(ǫ, ·))
with
f(M ′′, ǫ, ·) = g(ǫ, ·)χΣM′′
ν(MM ′′ , ǫ, g(ǫ, ·)) →
h(M ′′, ·)
ν(MM ′′ , ǫ, h(M ′′, ·)) = h(MM
′′, ·)
from ν(MM ′′ , ǫ, g(ǫ, ·)χΣW )/Gǫ(M ′′) → 0 for W ∈ T1 by using (3.28) and Proposition
2.11(2). Here we have
ν(Mi, ǫ,LAM′′W ,Φ(ǫ,·)f(M ′′, ǫ, ·))
tǫ(i)
=
VJ,ǫ(W )tǫ(M
′′W )
tǫ(i)
ν(Mi, ǫ,LAM′′W ,Φ(ǫ,·)f(M ′′, ǫ, ·))/ν(Mi, ǫ, χΣW )
ν(Mi, ǫ, h(MW , ǫ, ·))tǫ(M ′′W )/ν(Mi, ǫ, χΣW )
→c(M ′′W )ν(W,L(M
′′W )h(MM ′′ , ·))
ν(W,h(MW , ·))
=c(M ′′W )ν(MW ,L(M ′′W )h(MM ′′, ·))
as ǫ→ 0 running through (ǫn) by Proposition 2.10(2). Furthermore, the proof of Propo-
sition 3.4(2) implies that for W ∈ T1
ν(Mi, ǫ,LAM′′W ,Φ(ǫ,·)f(M ′′, ǫ, ·))/tǫ(i)
=
∑
W ′∈i
∑
W ′′∈SP(W,W ′:T1)
ν(Mi, ǫ,LRǫ(W
′′)LAM′′W ,Φ(ǫ,·)f(M ′′, ǫ, ·))/tǫ(i)
+ o(VSPǫ(Mi,W ))/tǫ(i)
=
∑
W ′∈i
∑
W ′′∈SP(W,W ′:T1)
VJ,ǫ(W )tǫ(M
′′W ′′)/tǫ(i)×
ν(Mi, ǫ,LRǫ(W
′′)LAM′′W ,Φ(ǫ,·)f(M ′′, ǫ, ·))/(VJ,ǫ(W )tǫ(M ′′W ′′)) + o(1)
→
∑
W ′∈i
∑
W ′′∈SP(W,W ′:T1)
c(M ′′W ′′)ν(MW ′ ,LRL(M
′′W ′′)h(MM ′′ , ·))
by using the limit
ν(Mi, ǫ, fχΣW ′ )
VJ,ǫ(W ′)
=
ν(Mi, ǫ, fχΣW ′ )
ν(Mi, ǫ, h(MW ′, ǫ, ·)) →
ν(W ′, f)
ν(W ′, h(MW ′, ·)) = ν(MW
′ , f)
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with Proposition 2.10(2), where LRL is defined in Proposition 3.7. Thus we have
ν(Mi, ǫ,
∑
W∈Mi
LAM′′W ,Φ(ǫ,·)f(M ′′, ǫ, ·))
tǫ(i)
→
∑
W ′∈i
∑
W∈SP(M ′′,W ′:T1)
c(W )ν(MW ′,LRL(W )h(MM ′′ , ·))(4.3)
as ǫ→ 0 running over (ǫn). Consequently, the limits (4.2) and (4.3) yield
λ(ǫ)− λ(J, ǫ)
λ(ǫ)− λv(M, i, ǫ)
=
I1(ǫ)(VM,ǫ(M
′′M)I2(ǫ)VJ,ǫ(M) + VM,ǫ(M
′′M ′)I3(ǫ)VJ,ǫ(M
′))/tǫ(i)
ν(Mi, ǫ,
∑
W∈Mi
LAM′′W ,Φ(ǫ,·)f(M ′′, ǫ, ·))/tǫ(i)
→ 1
as ǫ→ 0 running over (ǫn). This converging does not depend on how to choose a sequence
(ǫn). Hence the proof is complete. 
(Proof of Theorem 1.4)
Recall the form
V˜ǫ(M)U˜ǫ(M)c˜(ǫ) = (λ(ǫ)− λv(M, {M ′,M ′′}, ǫ))×
(λ(ǫ)− λ(MM ′, ǫ) + λv(M, {M ′,M ′′}, ǫ)− λ(MM ′′ , ǫ))
by Remark 2.4(2), where c˜(ǫ) is a normalizing constant. By virtue of Lemma 4.1, Lemma
4.2(2) and Lemma 4.3 in addition to Lemma 2.1, we obtain V˜ǫ(M)/δǫ(M)→ 1. By using
Theorem 3.6, the proof is complete. 
5. Examples
5.1. A relation between potentials and convergence of Gibbs measures. In The-
orem 1.3 and Theorem 1.4, we found the relation between convergence of the Gibbs mea-
sure µ(ǫ, ·) and convergence of the expression δǫ(k) using eigenvalues of generalized Ruelle
operators. However, the relation between convergence of µ(ǫ, ·) and the potential Φ(ǫ, ·)
is not immediately clear. In this section, we illustrate this relation by using asymptotic
expansion techniques for eigenvalues of Ruelle operators under the case ♯T0 = 2.
Assume that (Σ.1)-(Σ.3), (Φ.1)-(Φ.3) and ♯T0 = 2 are satisfied. We use the notation
λ(ǫ) and λ(M, ǫ) defined in Theorem 1.3. Let
c1(ǫ) =
λ(ǫ)− λ(M(1), ǫ)
λ(ǫ)− λ(M(2), ǫ) ,
c2(ǫ) =
|λ(M(2), ǫ)− λ(M(1), ǫ)|(λ(M(2), ǫ)− λ(M(1), ǫ))
VM,ǫ(M1M2)VM,ǫ(M2M1)
.
By direct calculation, we have the expression
|1− c1(ǫ)|(1− c1(ǫ))
c1(ǫ)
=
|λ(M(2), ǫ)− λ(M(1), ǫ)|(λ(M(2), ǫ)− λ(M(1), ǫ))
(λ(ǫ)− λ(M(1), ǫ))(λ(ǫ)− λ(M(2), ǫ)) .
PERTURBATION ANALYSIS IN THERMODYNAMIC 41
By expanding the equation det(λ(ǫ)I − VM,ǫ) = 0, we see the relation
|1− c1(ǫ)|(1− c1(ǫ))
c1(ǫ)
= c2(ǫ).(5.1)
Thus Theorem 1.3 implies that µ(ǫ, ·) converges iff c1(ǫ) converges in R ∪ {∞} iff c2(ǫ)
converges in R ∪ {±∞}. If c2(ǫ)→ c2 then µ(ǫ, ·) converges to


1+sign(c2)
√
|c2|/(|c2|+4)
2
µ(M1, ·) + 1−sign(c2)
√
|c2|/(|c2|+4)
2
µ(M2, ·), c2 ∈ R
µ(M1, ·), c2 =∞
µ(M2, ·), c2 = −∞.
For simplicity we consider only the case:
(a) T = T0 and AMM = M for each M ∈ T0.
Under this condition, λ(MM , ǫ) equals λ(M, ǫ) and is the Perron eigenvalue of the operator
LAMM ,Φ(ǫ,·) = LM,ϕ(ǫ,·) for M ∈ T0. Moreover, for fixed integers n(1) ≥ 0 and n(2) ≥ 1,
we introduce the following conditions of asymptotic expansions:
(b) ϕ(ǫ, ·) ∈ Fθ(Σ+A,R) has the n(1)-order asymptotic expansion ϕ(ǫ, ·) = ϕ+ ϕ1ǫ+ · · ·+
ϕn(1)ǫ
n(1) + ϕ˜n(1)(ǫ, ·)ǫn(1) and ‖ϕ˜n(1)(ǫ, ·)‖∞ → 0 as ǫ → 0, where ϕ, ϕ1, . . . , ϕn(1) are
in Fθ(Σ
+
A,R).
(c) ψ(ǫ, ·) ∈ Fθ(Σ+A,R) has the n(2)-order asymptotic expansion eψ(ǫ,·)χN = ψ1ǫ + · · · +
ψn(2)ǫ
n(2) + ψ˜n(2)(ǫ, ·)ǫn(2) and ‖ψ˜n(2)(ǫ, ·)‖∞ → 0 as ǫ → 0, where ψ1, . . . , ψn(2) are in
Fθ(Σ
+
A,R).
(d) supǫ>0[[ϕ˜n(1)(ǫ, ·)]]θ <∞ and supǫ>0[[ψ˜n(2)(ǫ, ·)]]θ <∞.
We notice that the assumptions (b)− (d) yield the conditions (Φ.1)-(Φ.3). The condition
(b) implies the following:
Proposition 5.1 ([10]). Assume that (Σ.1)-(Σ.3), (a) and (b). Then for each M ∈ T0,
there exist unique numbers λM,j ∈ R (1 ≤ j ≤ n) such that the asymptotic expansion
λ(MM , ǫ) = λ + λM,1ǫ+ · · ·+ λM,nǫn + λ˜M,n(ǫ)ǫn
is satisfied with |λ˜M,n(ǫ)| → 0 as ǫ→ 0.
Proof. By applying Lemma 4.1 in [10] to the operator LM,ϕ(ǫ,·)M ∈ L(C(Σ+M)), this asser-
tion follows immediately. 
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For a convenience, we put ψ0 = χΣ+
A
\N and write T0 = {1, 2} by regarding as k = Bkk
for k = 1, 2. We introduce some numbers below.
s =


l, λ1,1 = λ2,1, . . . , λ1,l−1 = λ2,l−1 and
λ1,l 6= λ2,l for some 1 ≤ l ≤ n(1)
∞, λ1,l = λ2,l for any 1 ≤ l ≤ n(1)
s(kk′) =


l, ψ0 = · · · = ψl−1 = 0 on Σkk′ and
ψl 6= 0 on Σkk′ for some 0 ≤ l ≤ n(2)
∞, ψl = 0 on Σkk′ for any 0 ≤ l ≤ n(2)
d(kk′) = ν(k′,LBkk′ ,ϕ(h(k, ·)ψs(kk′))) if s(kk′) <∞.
for k, k′ ∈ T0 with k 6= k′. Under these notation, we obtain the following:
Proposition 5.2. Assume that (Σ.1)-(Σ.3), (a)-(d) and ♯T0 = 2 are satisfied. Then c2(ǫ)
converges to
c2 =


|λ1,s − λ2,s|(λ2,s − λ2,s)
d(12)d(21)
, if 2s = s(12) + s(21) <∞
0, if 2s > s(12) + s(21)
sign(λ1,s − λ2,s)∞, if 2s < min(n(2) + 1, s(12))
+min(n(2) + 1, s(21)).
(5.2)
Proof. First we show that if s(kk′) < ∞ then VM,ǫ(MM ′)/ǫs(kk′) converges to d(kk′). To
do this, we will claim eΦ(ǫ,·)/ǫs(kk
′) → eϕψs(kk′) on Σkk′. Indeed, in the case when s(kk′) = 0
i.e. ψ0 = χΣkk′\N 6= 0 on Σkk′, we have
eΦ(ǫ,·) = eϕ(ǫ,·)ψ0 + e
ϕ(ǫ,·)eψ(ǫ,·)χN → eϕψ0 on Σkk′.
In the case when 0 < s(kk′) <∞, we see
eΦ(ǫ,·)/es(kk
′) =eϕ(ǫ,·)eψ(ǫ,·)χN/e
s(kk′) → eϕψs(kk′) on Σkk′.
Therefore, we obtain
VM,ǫ(MM
′)
ǫs(kk′)
=
ν(M, ǫ,LAMM′ ,Φ(ǫ,·)h(M, ǫ, ·))
ν(M, ǫ, h(M ′, ǫ, ·))ǫs(kk′)
=
ν(M, ǫ,LAMM′ ,0(h(M, ǫ, ·)eΦ(ǫ,·)/ǫs(kk
′))/ν(M, ǫ,ΣM ′)
ν(M, ǫ, h(M ′, ǫ, ·))/ν(M, ǫ,ΣM ′) → d(kk
′).
Next we will show the assertion by considering the following cases:
The case s <∞, s(12) <∞ and s(21) <∞: In this case, the expression
c2(ǫ) =
|λ1,s − λ2,s|(λ1,s − λ2,s)ǫ2s + o(ǫ2s)
d(12)d(21)ǫs(12)+s(21) + o(ǫs(12)+s(21))
.
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is satisfied. This implies the assertion (5.2).
The case s =∞, s(12) <∞ and s(21) <∞: We see
c2(ǫ) =
o(ǫ2n)
d(12)d(21)ǫs(12)+s(21) + o(ǫs(12)+s(21))
→ 0.
The case s <∞, s(12) =∞ and s(21) =∞: In this case, we have
c2(ǫ) =
|λ1,s − λ2,s|(λ1,s − λ2,s)ǫ2s + o(ǫ2s)
o(ǫ2n)
→ sign(λ1,s − λ2,s)∞.
The case s(12) =∞, s(21) <∞ and 2s < n(2) + 1 + s(21):
c2(ǫ) =
|λ1,s − λ2,s|(λ1,s − λ2,s)ǫ2s + o(ǫ2s)
o(ǫn+s(21))
→ sign(λ1,s − λ2,s)∞.
The case s(21) = ∞, s(12) < ∞ and 2s < n(2) + 1 + s(12): By a similar argument in
above case, we obtain the assertion. 
If s, s(12) and s(21) do not satisfy in the conditions (5.2), then c2(ǫ) might not converge.
For example, we assume
ϕ˜n(1)(ǫ, ·) = sin(1/ǫ)χΣ11ǫn(1)+1 + o(ǫn(1)+1),
ψ˜n(2)(ǫ, ·) = χΣ12∪Σ21ǫn(2)+1 + o(ǫn(2)+1)
in C(Σ+A). Choose any positive sequence (ǫ(k)) with infk ǫ(k) = 0 so that sin(1/ǫ(k))
converges to a number e(j) as k → ∞. Assume s = s(12) = s(21) = ∞ and n = n(1) =
n(2). Lemma 4.1 in [10] again implies that
c2(ǫ)→ c2 = |λ1,n+1 − λ2,n+1|(λ1,n+1 − λ2,n+1)
ν(2,LB12,ϕ(h(1, ·)))ν(2,LB12,ϕ(h(1, ·)))
(5.3)
running through (ǫ(k)), where λk,n+1 has the form
λk,n+1 =
n+1∑
j=1
ν(k,Pk,n+1−jLk,jh(k, ·))),(5.4)
Lk,j =LBkk,ϕ(Fj ·), Fj =
∑
0≤i1,··· ,ij≤j:
i1+2i2+···+j·ij=j
ϕi11 · · ·ϕijj /(i1! · · · ij !)
and Pk,0 is the eigenprojection of the eigenvalue λ of LBkk,ϕ defined by Pk,0f = ν(k, h(k, ·)f),
Pk,j =
∑j
i=1Pk,j−i(λk,jI −Lk,j)Sk and Sk = (LBkk,ϕ−Pk,0−λI)−1(I −Pk,0). Notice that
terms depending on e(1) in the summation (5.4) are only ν(1,P1,0L1,n+1h(1, ·))), and this
term is equal to λe(1). Therefore the number c2 given by (5.3) depends on e(1). This
implies that c2(ǫ) does not converge as ǫ→ 0 and hence so is for the Gibbs measure µ(ǫ, ·).
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5.2. An example in the case when ♯T0 = 3. In this section, we demonstrate limits
of Gibbs measures by using Theorem 1.4 under the case ♯T0 = 3. Let A and B be 6× 6
matrices so that
A =

 I I OO I I
I I I

 , B =

 I O OO I O
O O I

 with I = ( 1 1
1 1
)
,
Φ(ǫ, ω) =


log ǫ ω ∈ Σ12 ∪ Σ23
s log ǫ ω ∈ Σ32
(sin(1/ǫ)/3 + 1) log ǫ ω ∈ Σ31
0 otherwise,
where s is a positive number and Σkk′ = {ω ∈ Σ+A : ω0ω1 ∈ {2k−1, 2k}×{2k′−1, 2k′}}. In
this case, we see that the six conditions (Σ.1)-(Σ.3), (Φ.1)-(Φ.3) are satisfied, and ♯T0 = 3
holds. For a simple, we write T0 = {1, 2, 3} by regarding as k = Bkk for k = 1, 2, 3. We
find
λ(1, ǫ) = λ(2, ǫ) = λ(3, ǫ) = λ({1, 2}, ǫ) = λ({1, 3}, ǫ) = 2 and
λ({2, 3}, ǫ) = 2 + 2e(1+s)/2.
Therefore, the expression (1.6) have the forms
δ0ǫ (1) = (λ(ǫ)− λ({2, 3}, ǫ))(λ(ǫ) + λ({2, 3}, ǫ)− λ(2, ǫ)− λ(3, ǫ))
= (λ(ǫ)− 2)2 − 4e1+s
δ0ǫ (2) = (λ(ǫ)− λ({1, 3}, ǫ))(λ(ǫ) + λ({1, 3}, ǫ)− λ(1, ǫ)− λ(3, ǫ)) = (λ(ǫ)− 2)2
δ0ǫ (3) = (λ(ǫ)− λ({1, 2}, ǫ))(λ(ǫ) + λ({1, 2}, ǫ)− λ(1, ǫ)− λ(2, ǫ)) = (λ(ǫ)− 2)2.
We see
δǫ(1) = c(ǫ)
(
1− 4e
1+s
(λ(ǫ)− 2)2
)
, δǫ(2) = δǫ(3) = c(ǫ)
with c(ǫ) = (3− 4e1+s/(λ(ǫ)− 2)2)−1. Moreover,
λ(ǫ) =
1
3
K(ǫ)1/3 +
4ǫs+1
K(ǫ)1/3
+ 2
with K(ǫ) = 108ǫ2ǫ(1/3) sin(1/ǫ)+1 + 12
√−12ǫ3(s+1) + 81ǫ4ǫ(2/3) sin(1/ǫ)+2. For any sequence
a(ǫ) on R, denoted by A(a(ǫ)) the totally of the accumulation points of this squence as
ǫ→ 0. Now, we consider the five cases as follows:
The case 0 < s < 7/9 : We have K(ǫ) = ǫ(3s+3)/2(12
√−12 + o(1)), λ(ǫ) = ǫ(s+1)/2(2 +
o(1)) + 2 and therefore 4ǫs+1/(λ(ǫ)− 2)2 → 1. Thus we see µ(ǫ, ·)→∑3k=2 µ(Bkk, ·)/2.
The case s = 7/9 : In this case, K(ǫ) = c1(ǫ)ǫ
(3s+3)/2 with c1(ǫ) = 108ǫ
−2/3ǫsin(1/ǫ)/3+1+
12
√−12 + 81ǫ−4/3ǫ2 sin(1/ǫ)/3+2 and 4ǫs+1/(λ(ǫ) − 2)2 = 4/(c1(ǫ)1/3/3 + 4/c1(ǫ)1/3)2 are
satisfied. Since A(c1(ǫ)) = [0, c1] with c1 = 108+12
√
69 and the map x 7→ x1/3/3+4/x1/3
has the lower bound 4/
√
3 at x = 24
√
3 < c1, we see A(µ(ǫ,Σ1)) = [1/9, 1/3] and
A(µ(ǫ,Σk)) = [1/3, 4/9] for k = 2, 3. In particular, µ(ǫ, ·) does not converge.
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The case 7/9 < s < 11/9 : If sin(1/ǫ) = −1 then we notice K(ǫ) = ǫ2ǫsin(1/ǫ)/3+1(c1 +
o(1)), λ(ǫ) = ǫ8/9(c
1/3
1 /3 + o(1)) + 2 and therefore we obtain 4ǫ
s+1/(λ(ǫ) − 2)2 → 0. On
the other hand, if sin(1/ǫ) = 1 then 4ǫs+1/(λ(ǫ)− 2)2 → 1 as well as the case (II). Thus
A(µ(ǫ,Σ1)) = [0, 1/3] and A(µ(ǫ,Σk) = [1/3, 1/2] for k = 2, 3.
The case s = 11/9 : We have K(ǫ) = c3(ǫ)ǫ
2ǫsin(1/ǫ)/3+1 with the map c3(ǫ) = 108 +
12
√−12ǫ8/2ǫ−2 sin(1/ǫ)/3−2 + 81. Therefore A(4ǫs+1/(λ(ǫ) − 2)2) = [0, c2], where c2 =
4/(c
1/3
1 /3 + 4/c
1/3
1 ). In particular, µ(ǫ, ·) does not converge. In particular, A(µ(ǫ,Σ1)) =
[(1− c2)/(3− c2), 1/3].
The case s > 11/9 : K(ǫ) ∈ [ǫ10/3(108+12√−12ǫ8/3 + 81), ǫ8/3(108+12√−12ǫ10/3 + 81)]
is satisfied and thus λ(ǫ) ∈ [22/3ǫ10/9, 3ǫ8/9] for a small ǫ > 0. We obtain e1+s/(λ(ǫ)−2)2 →
0 and hence µ(ǫ, ·)→∑3k=1 µ(Bkk, ·)/3.
5.3. An example in the case when ♯T0 = 4. Assume (Σ.1)-(Σ.3), (Φ.1)-(Φ.3) and
♯T0 = 4. By Proposition 2.3, we have the forms V˜M,e(k)U˜M,e(k) = (V˜M,ǫ)λ(ǫ)(kk)/
∑4
l=1(V˜M,ǫ)λ(ǫ)(ll)
and
(V˜M,ǫ)λ(ǫ)(i1i1) =
(
λ(ǫ)− λv({i2, i3, i4}, ǫ)
)
×(
(λ(ǫ)− λv({i3, i4}, ǫ))(λ(ǫ)− λv(i3, ǫ) + λv({i3, i4}, ǫ)− λv(i4, ǫ))
+ (λv({i2, i3, i4}, ǫ)− λv({i2, i4}, ǫ))(λ(ǫ)− λv(i4, ǫ))
+ (λ(ǫ)− λv({i2, i4}, ǫ))(λv({i2, i4}, ǫ)− λv(i2, ǫ))
+ (λv({i2, i3, i4}, ǫ)− λv({i2, i3}, ǫ))×
(λv({i2, i3, i4}, ǫ)− λv(i2, ǫ) + λv({i2, i3}, ǫ)− λv(i3, ǫ))
)
for {i1, i2, i3, i4} = T0. If
λv({j1, . . . , jk}, ǫ)− λv({j′1, . . . , j′k′}, ǫ)
λ({j1, . . . , jk}, ǫ)− λ({j′1, . . . , j′k′}, ǫ)
→ 1(5.5)
as ǫ→ 0 for all distinct elements j1, . . . , jk ∈ T0 and j′1, . . . , j′k′ ∈ {j1, . . . , jk} with k′ < k,
and if U˜M,ǫ(i) → 1 for each i ∈ T0, then V˜M,ǫ(i)/δǫ(i) converges to 1 for each i ∈ T0,
where δǫ is defined by δǫ(k) = δ
0
ǫ (k)/
∑4
l=1 δ
0
ǫ (l) and
δ0ǫ (i1) =
(
λ(ǫ)− λ({i2, i3, i4}, ǫ)
)
×(
(λ(ǫ)− λ({i3, i4}, ǫ))(λ(ǫ)− λ(i3, ǫ) + λ({i3, i4}, ǫ)− λ(i4, ǫ))
+ (λ({i2, i3, i4}, ǫ)− λ({i2, i4}, ǫ))(λ(ǫ)− λ(i4, ǫ))
+ (λ(ǫ)− λ({i2, i4}, ǫ))(λ({i2, i4}, ǫ)− λ(i2, ǫ))
+ (λ({i2, i3, i4}, ǫ)− λ({i2, i3}, ǫ))×
(λ({i2, i3, i4}, ǫ)− λ(i2, ǫ) + λ({i2, i3}, ǫ)− λ(i3, ǫ))
)
46 HARUYOSHI TANAKA
for {i1, i2, i3, i4} = T0. In fact, under the case when ♯T0 = 3, Lemma 4.2(2) and Lemma
4.3 provide that the ratio between the difference of the eigenvalues of generalized Ruelle
operators and the difference of the eigenvalues of the submatrices of V˜M,ǫ converges to 1
as ǫ→ 0. This fact plays an important role in the proof of Theorem 1.4. When ♯T0 = 4,
unfortunately (5.5) are not valid in general.
For example, we take 8× 8 matrices A and B, and a potential Φ(ǫ, ·) as follows:
A =


1 1 1 1 1 1 1 1
1 1 1 1 1 1 1 1
1 1 1 1 0 0 0 0
1 1 1 1 1 1 0 0
1 1 0 0 1 1 1 1
1 1 1 1 1 1 1 1
1 1 1 1 1 1 1 1
1 1 1 1 1 1 1 1


, B =


1 1 0 0 0 0 0 0
1 1 0 0 0 0 0 0
0 0 1 1 0 0 0 0
0 0 1 1 0 0 0 0
0 0 0 0 1 1 0 0
0 0 0 0 1 1 0 0
0 0 0 0 0 0 1 1
0 0 0 0 0 0 1 1


,
Φ(ǫ, ω) =


log(11
10
ǫ+ 1), ω0ω1 = 43
log(11
10
ǫ+ 2), ω0ω1 = 44
log 2, ω0ω1 ∈ Σ \ {43, 44} and ω0 = ω1
0, ω0ω1 ∈ Σ \ {43, 44} and ω0 6= ω1
4 log ǫ, ω0ω1 ∈ {45, 46}
log( 1
10
ǫ), ω0ω1 ∈ {57, 67, 76, 86}
log ǫ, otherwise,
where Σ =
⋃
i∈{1,3,5,7}
{ii, i(i+ 1), (i+ 1)i, (i+ 1)(i+ 1)}.
In these setting, we easily see that the conditions (Σ.1)-(Σ.3), (Φ.1)-(Φ.3) and ♯T0 = 4 are
satisfied. In particular, we see λ(2, ǫ) = λ({3, 4}, ǫ). Since Φ(ǫ, ω) depends only on two
coordinates ω0ω1, the eigenfunction g(ǫ, ω) = g(ǫ, ω0) depends only on one coordinate ω0.
We write T0 = {1, 2, 3, 4} by regarding as k = Bkk for k = 1, 2, 3, 4. We have the form
VM,ǫ =


3 2ǫ 2ǫ 2ǫ
2ǫ 11
10
ǫ+ 3 ǫ4 0
2ǫ ǫ 3 ǫ
5
g(ǫ,7)+10g(ǫ,8)
g(ǫ,7)+g(ǫ,8)
2ǫ 2ǫ ǫ
5
10g(ǫ,5)+g(ǫ,6)
g(ǫ,5)+g(ǫ,6)
3

 .
This yields the following:
Proposition 5.3. Under the above notation,
λ({2, 3, 4}, ǫ)− λ(2, ǫ)
λv({2, 3, 4}, ǫ)− λv(2, ǫ) →∞.
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Proof. Indeed,
λ(2, ǫ) = λv(2, ǫ) = 3 +
11
10
ǫ
λ({2, 3, 4}, ǫ) = 3 + 11
10
ǫ+
√
6
2
e5/2 + o(e3)
λv({2, 3, 4}, ǫ) = 3 + 11
10
ǫ+
20
3
14884c2 + 9028c+ 2035
14884c2 + 5368c− 605 ǫ
3 + o(ǫ3)
with c = cos(1
3
arctan((180
√
1273610)/101269)) are satisfied 
By a similar argument, we obtain
λ({2, 3, 4}, ǫ)− λ({2, 3}, ǫ)
λv({2, 3, 4}, ǫ)− λ({2, 3}, ǫ) →∞,
λ({2, 3, 4}, ǫ)− λ({2, 4}, ǫ)
λv({2, 3, 4}, ǫ)− λ({2, 4}, ǫ) →∞,
λ({2, 3, 4}, ǫ)− λ({3, 4}, ǫ)
λv({2, 3, 4}, ǫ)− λ({3, 4}, ǫ) → 0.
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