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Linear polymers and other connected “line liquids” exhibit a coupling between density and equilib-
rium nematic order on the macroscopic level that gives rise to a Meyer-de Gennes vectorial conser-
vation law. Nevertheless, isotropic linear polymer melts/solutions exhibit fluctuations of the density
and of the nematic order that are not coupled by this vectorial constraint, just like for isotropic
liquids composed of disconnected non-spherical particles. It takes the proper tensorial description
of the nematic order in linear polymer liquids, leading to a tensorial conservation law connecting
density and orientational order, that finally implicates coupled density and nematic order fluctu-
ations, already in the isotropic system and not subject to the existence of an orientational phase
transition. This coupling implies that a spatial variation of density or a local concentration gradi-
ent will induce nematic order and thereby an acoustic or osmotic optical birefringence even in an
otherwise isotropic polymer melt/solution. We validate the theoretical conceptions by performing
detailed Monte Carlo simulations of isotropic melts of soft worm-like chains with variable length and
flexibility, and comparing the numerically determined orientation correlation functions with predic-
tions of the macroscopic theory. The methodology drawn sets forth a means of determining the
macroscopic parameters by microscopic simulations to yield realistic continuum models of specific
polymeric materials.
I. INTRODUCTION
Isotropic liquids possess no macroscopic preferred direc-
tion. Nevertheless, if they consist of non-spherical micro-
scopic elementary units like prolate, oblate or more com-
plicated shapes, they do exhibit collective fluctuations
of orientational order of these microscopic units. The
fluctuating orientational order is systematically described
by fluctuating moments of the orientational distribution
function, starting with its dipole moment characterizing
polar orientational order, quadrupole moment describing
the more common nematic orientational order, octupole
moment describing tetrahedratic order [1] and so on, in
principle.
Governed by symmetry, orientational order is generally
coupled to other system variables or external fields. How-
ever, in an isotropic system such effects are macroscopi-
cally significant only when the system is in the vicinity
of an orientational phase transition (if it exists) like the
transition from the isotropic to the nematic phase, where
orientational fluctuations become large and orientational
order gets more susceptible to the influence of external
and other internal variables.
In systems featuring a reduction of microscopic degrees
of freedom (e.g., the connectivity of a polymer chain
presents a microscopic constraint reducing the configu-
rational space of the monomers in comparison with non-
polymerized monomers), however, the coupling of the ori-
entational order to the displacement field, in particular to
density variations, is a geometrical necessity and is not re-
lated to the proximity of an orientational phase transition
threshold or its very existence. Moreover, being geomet-
rical (unbreakable) rather than energetic, such constraint
is inherently robust and is hardly affected by any system
variables except those that enter the constraint explic-
itly. As such, the response dictated by this constraint is
well-defined, universal and remains unaltered when the
system traverses its path in the parameter space.
It has been recognized several decades ago that a mi-
croscopic geometrical constraint in the form of a line in
the so-called line liquids [2–4], which include magnetic
flux lines as a vortex liquid in type II superconductors,
chains of particles in ferro- and electrorheological flu-
ids formed in an external field, and chains of connected
monomers in main-chain polymer nematics, comes out
on the macroscopic level as a constraint on continuum
fields used to describe the coarse-grained configuration
of such lines. That is, even if we do not have access to
probing the microscopic structure directly, we can never-
theless detect the presence of the microscopic constraint
through a macroscopic response of the system.
In linear (main-chain) nematic polymers, the continu-
ity constraint was derived in the form of the so-called vec-
torial conservation law for the “polymer current” density
[5] that incorporates the full orientational order vector
a(r), |a| ≤ 1, as: ∇ · (ρl0a) = ρ±, where ρ(r) is the
volume density of arbitrary segments (e.g. monomers) of
length l0. Moreover, it is clear by construction [6] that
in this conservation law, a(r) = 〈t〉 is exactly the coarse-
grained (mesoscopic) polar orientational order of polymer
chain tangents t. This generalizes the previously pro-
posed [2, 7–14] Meyer-de Gennes continuity constraint
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2FIG. 1. Top: snapshot of the simulated isotropic polymer
melt with 218 monomers (2048 chains with Ns = 128 seg-
ments) employing periodic boundary conditions. Assuming
for the monomer diameter the distance at which the repulsive
potential is equal to kBT , we estimate the polymer volume
fraction to ≈ 0.11, corresponding to a polymer melt. The
close-ups highlight a single chain in the ideally flexible ( = 0,
middle) and semiflexible ( = 4.926 kBT , bottom) case.
∇ · (ρsn) = ρ±, coupling splay deformation of the ne-
matic director n(r) with variations of areal density of
chains ρs(r) (i.e., “geometrical” flux density of the chains,
ρs = ρl0|a|). The consequence of the continuity con-
straint is that the density of long chains decreases as they
are splayed, since there are not many chain ends avail-
able that could populate the so-created voids between the
chains. Shorter chains provide more ends, which can fill
the voids more easily. This distinction is captured by the
volume density ρ±(r) of chain beginnings (+) and end-
ings (−), which then acts as a source in the continuity
equation.
In a homogeneous isotropic system, we have ρ = ρ0,
a = 0, and ρ± = 0 in equilibrium. Any deviation δρ(r),
δa(r) must satisfy the vectorial conservation law con-
straint to the lowest order as: ρ0l0∇ · δa = δρ±, that
does not involve the density variation, which is thus unaf-
fected by the vectorial constraint. In the isotropic phase,
fluctuations of the density and fluctuations of the polar
orientational order are thus independent of each other.
Nematic (quadrupolar) orientational order is, how-
ever, described by the traceless nematic order tensor
Qij(r) =
3
2 (〈titj〉 − 13δij), where for linear polymers the
averaging is again over chain tangents in a mesoscopic
volume centered at r. As shown [5, 15], a rigorous con-
servation law can be derived not only for the polar order,
but also for the quadrupolar order of the chains, which
is, unlike polar order, insensitive to chain backfolding.
A completely general form of this tensorial conservation
law (see Appendix A for formal derivation) for arbitrary
number of chains with arbitrary length and flexibility is
∂j
[
ρ(Qij +
1
2δij)
]
= 32
1
l0
gi +
3
2ρki, (1)
where the volume density g(r) of chain end tangents,
defined as pointing inwards, and the average chain cur-
vature vector k(r), multiplied by the density, both play
the role of the sources in this continuity equation and
can be furthermore considered as independent for suffi-
ciently long chains. The average chain curvature vector
source reflects the effect of the chain folds, which can fill
the voids created by splay in a similar way as chain ends
do. The stiffer and longer the chains, the more expensive
are the sources and the stronger is the constraint. Simi-
larly to the vectorial case, the tensorial analogue Eq. (1)
is an exact macroscopic implication of the microscopic
polymer chain connectivity.
We have theoretically and numerically shown [6] that it
is possible to amend the vectorial continuity equation by
introducing the “recovered” polar order [6, 15], such that
it can be rigorously applied to the uniaxial nematic phase
with general chain backfolding.1 Nevertheless, a com-
plete description of the nematic phase should be based
on the full nematic Q-tensor and the corresponding con-
tinuity constraint Eq. (1), which is needed if biaxiality is
1 In the orientationally ordered, uniaxial nematic phase (not con-
sidered here), the sources of the tensorial conservation law
Eq. (1), projected parallel to the nematic direction n, are analo-
gous to those of the vectorial conservation law for the “recovered”
polar order [6, 15]: the density of chain end tangents g · n cor-
responds to the scalar density of chain ends, while the average
curvature vector density ρl0k · n corresponds to the scalar den-
sity of backfoldings. The projection of the tensorial constraint
parallel to n is analogous (but not identical) to the vectorial con-
straint for the recovered polar order. The two constraints become
identical [15] only in the limit of perfect orientational order.
3important or topological (half-integer) defects of the ne-
matic phase are considered. In the isotropic phase, how-
ever, nematic fluctuations are inherently tensorial and
cannot be described otherwise than with the Q-tensor.
Therefore, the tensorial continuity equation must be in-
evitably used in this case — a situation, which has not
been hitherto considered.
In equilibrium, Qij = 0 and a deviation δQij must
satisfy the constraint Eq. (1), that to the lowest order
yields
ρ0 ∂jδQij +
1
2∂iδρ =
3
2
1
l0
δgi +
3
2ρ0δki. (2)
Unlike the fluctuations of polar ordering, the fluctuations
of nematic (quadrupolar) ordering and density are gener-
ally coupled in first order even in an orientationally disor-
dered, isotropic phase, Fig. 1. This situation is thus quite
generic and applies in principle to any linear polymer
melt/solution like polyethylene, polyvinyls, polyamides,
polyesters, polystyrene, polycarbonates etc. The nematic
order–density coupling is particularly strong in the case
of long and stiff polymer chains, since there the fluctua-
tions of the r.h.s. of Eq. (2) are costlier and thus weaker.
But as we will show, it can be significant already for
chains as short as a couple of units.
Thus, the tensorial constraint has profound implica-
tions already for the isotropic phase. A quick inspection
of Eq. (2) shows that a fluctuation with the wave vector
in z direction (keeping in mind that in the isotropic sys-
tem all directions are equivalent) couples δρ and δQzz.
Hence, a spatial variation of density or concentration will
induce nematic order and thereby optical anisotropy in
an otherwise isotropic system. We will show that this
constraint gives rise to a class of interesting macroscopic
phenomena in linear polymers like acoustic birefringence
in polymer melts or osmotic birefringence in polymer so-
lutions.
Moreover, we also present a methodology that enables
one to determine the parameters of the continuum de-
scription of the isotropic polymeric liquid employing mi-
croscopic simulations. This bears some resemblance to
well-established derivations of coarse-grained potentials
in molecular simulations, e.g., coarse-graining with the
relative entropy [16–18]. By using known atomistic or
coarse-grained force fields of specific linear polymers, it
is possible to accurately extract from numerically calcu-
lated correlation functions realistic values of the macro-
scopic parameters, that correspond to the specific poly-
meric material. In this light, microscopic simulations of
dense phases of DNA [19, 20] can fix the parameters of
coarse-grained, continuum descriptions used e.g. to study
the packing and ordering properties of nano-confined
DNA as in e.g. viral capsids [21, 22] or nanochannels
[23, 24].
II. CORRELATION FUNCTIONS OF
COLLECTIVE FLUCTUATIONS
We first present the results for fluctuations of the
isotropic linear polymer system in the continuum descrip-
tion. A minimal free-energy density of the isotropic phase
taking into account density variations, nematic fluctua-
tions satisfying δQkk = 0 by definition, and the con-
straint Eq. (2), is
f =
1
2
B
(
δρ
ρ0
)2
+
1
2
B′
(
∂iδρ
ρ0
)2
(3)
+
1
2
A (δQij)
2
+
1
2
L (∂kδQij)
2
+
1
2
G
(
2
3ρ0l0
)2 [
∂jδQij +
1
2∂i
(
δρ
ρ0
)]2
,
where B is the bulk modulus, ρ0 is the volume num-
ber density of monomers, A is the “nematic order stiff-
ness” and B′ and L (the nematic elastic constant) are
penalizing ρ and Q gradients. The density and nematic
correlation lengths are ξρ ∼
√
B′/B and ξ ∼ √L/A,
respectively. The constraint due to the tensorial conser-
vation law Eq. (2) is taken into account by a quadratic
potential penalizing its sources, where G
(
2
3ρ0l0
)2 ≡ G˜ is
the strength of the constraint. A minimal model for G
with the final result Eq. (23) is developed in Sec. IV.
In Fourier space, u(q) =
∫
d3r u(r)e−iq·r, and with
δρ/ρ0 ≡ δρ˜, the free-energy density Eq. (3) is
f(q) =
1
2
(B +B′q2)|δρ˜|2 + 1
2
(A+ Lq2)|δQij |2
+
1
2
G˜
∣∣qjδQij + 12qiδρ˜∣∣2 . (4)
The free energy is F =
∫
d3rf = (1/V )
∑
q f(q), where
V is the volume of the system. By equipartition, the
energy corresponding to an individual quadratic contri-
bution fi(q) to Eq. (4) is 〈fi(q)〉/V = kBT/2, with kB
the Boltzmann constant and T the temperature.
To determine the fluctuation amplitudes, the quadratic
form Eq. (4) is diagonalized. Since the system is
isotropic, without loss of generality we may assume q =
qeˆz, where z is an arbitrarily chosen direction defining
the z axis of the coordinate system. Axes x and y are
then fixed arbitrarily and all results at a given q must
be invariant to rotations of the tensors in the xy plane.
Since Q is traceless by definition, only two of δQxx, δQyy,
and δQzz are independent. Conforming to the symme-
try of the problem, we put δQzz = −(δQxx + δQyy) and
take δQxx, δQyy as the variables. Moreover, for the re-
maining three variables we take δQxy, δQxz, δQyz, which
represent also their transposes and will thus give twofold
free-energy contributions. With that, the diagonalized
4free-energy form Eq. (4) is
f(q) =
1
2
(A+ Lq2)
(
2|δQxy|2 + |δQxx − δQyy|2
)
(5)
+
[
A+ (L+ 12 G˜)q
2
] (|δQxz|2 + |δQyz|2)
+
λ+
v2+
|a+δρ˜+ δQzz|2 + λ
−
v2−
|a−δρ˜+ δQzz|2 ,
where we reverted to δQzz in the last two terms. The
expressions v2± = 2 + a
2
±, λ
± and a± are real and are
given in Appendix B.
The autocorrelations of the variables that appear
quadratically in Eq. (5) follow immediately from equipar-
tition, Eqs. (6) and (7). The fluctuation δQxx − δQyy
leaves δQzz unaltered and its free-energy cost is the same
as that of δQxy (note the twofold contribution of this lat-
ter off-diagonal term) — as it must be to recover the
isotropy in the xy plane. As such, it does not bring
anything new. The last two terms in Eq. (5) represent
the contributions of two coupled fluctuation modes, i.e.,
it is just the component δQzz (and thus also the sum
δQxx + δQyy) that is coupled to density.
The complete collection of Fourier-component thermo-
dynamic correlations in space (see Appendix B for de-
tails) is
1
N0
〈|δQxy|2〉 = kBT
2
1
ρ0
1
A+ Lq2
(6)
1
N0
〈|δQ{xz,yz}|2〉 = kBT
2
1
ρ0
1
A+ (L+ 12 G˜)q
2
(7)
1
N0
〈|δQzz|2〉 = kBT
2
4
ρ0
[
3A+
(
3L+
8G˜B˜
4B˜ + G˜q2
)
q2
]−1
(8)
1
N0
〈|δρ˜|2〉 = kBT
2
1
ρ0
8
[
4B˜ +
3G˜(A+ Lq2)q2
3A+ (3L+ 2G˜)q2
]−1
(9)
1
2N0
〈δρ˜∗ δQzz + δρ˜ δQ∗zz〉 = −
kBT
2
1
ρ0
× (10)
× 8G˜q
2
12AB˜ + [12B˜L+ (3A+ 8B˜)G˜]q2 + 3G˜Lq4
,
where B˜ = B+B′q2. It could be seen already by inspec-
tion of Eq. (4) that δQxy, δQxz, and δQyz are diagonal
and the free-energy cost of δQxy is different from that of
δQxz and δQyz, which is indeed confirmed by the result
Eqs. (6)-(7). Importantly, since the system is isotropic
there is no elastic anisotropy and thus this difference is
a signature of the tensorial constraint alone. From the
fluctuations Eqs. (6)-(7) one can efficiently determine the
values of the parameters A, L and the coupling strength
G˜, which we will make use of in the following.
The coupling of the fluctuations δQzz and δρ˜, seen
already from Eq. (5), is reflected in a nonzero cross-
correlation Eq. (10). This negative correlation is again
the signature of the tensorial constraint and vanishes in
the absence of the constraint when δρ˜ and δQzz are de-
coupled.
III. COMPARISON WITH MICROSCOPIC
SIMULATIONS
To affirm the existence of the tensorial constraint, we
employ Monte Carlo (MC) simulations of discrete worm-
like chains (WLC), and compare the simulated correla-
tion functions of static long wavelength fluctuations with
Eqs. (6)-(10) following from the continuum theory. Val-
idating the predictions of the macroscopic theory with
molecular-level computer simulations of polymers [25–27]
is challenging, since such simulations must i) address the
long-wavelength limit and ii) realize different regimes of
chain backfolding (hairpin formation). Thus, it is es-
sential to consider large systems of preferably long poly-
mer chains [28], where the sampling must include sta-
tistically independent (decorrelated) configurations. We
fulfill these requirements benefiting from a recently de-
veloped mesoscopic model [6, 29] of discrete WLCs. The
modeled system contains Nc WLCs comprised of Ns lin-
early connected segments of fixed length l0. Consecu-
tive segments are subjected to a standard angular po-
tential Eq. (C1) with strength  controlling the WLC
bending stiffness. Moreover, all segments possess a non-
bonded isotropic repulsive interaction with finite micro-
scopic range 2l0 and strength κ. See Appendix C and
Ref. [6] for details of the numerical method and the sim-
ulated mesoscopic WLC model.
We study large isotropic melt systems containing N0 =
NcNs = 2
18 segments. An example of the simulation
snapshot is shown in Fig. 1 (top). The configurations are
equilibrated through MC starting from a nematic phase,
with the chains stretched along the z axis of the lab-
oratory frame and their centers of mass randomly dis-
tributed in a cubic box with periodic boundary condi-
tions. The MC algorithm utilizes the standard [30, 31]
slithering-snake moves, as well as volume fluctuation
moves at pressure Pl30/(kBT ) = 2.87 resulting in simula-
tion box sides of length 〈L〉/l0 ∼ 66 and system’s volume
fluctuations of ∼ 0.1%. While working in the isothermal-
isobaric ensemble is computationally more expensive, it is
useful when determining the bulk modulus. The efficient
soft model enables us to accumulate large sequences of
statistically decorrelated isotropic configurations, which
allow for direct validation of the macroscopic theory via
the correlations Eqs. (6)-(10) (see Appendix C for details
of their extraction from simulation data).
Fig. 2 shows examples of normalized fluctuations
〈|δQij |2〉 of the nematic ordering, calculated in simula-
tions, for different chain lengths (top, bottom) and dif-
ferent chain flexibilities (left, right). While 〈|δQxz|2〉 and
〈|δQyz|2〉 coincide, it is confirmed that they are different
from the fluctuations 〈|δQxy|2〉, in accord with the results
Eqs. (6)-(7). The difference grows with the strength G˜
of the tensorial constraint, increasing with length (Ns)
and bending stiffness () of the chains. The 〈|δQxy|2〉
points are fitted with Eq. (6), determining the parame-
ters A and L. With these parameters fixed, the 〈|δQxz|2〉
and 〈|δQyz|2〉 data are then fitted with Eq. (7) and the
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FIG. 2. Nematic (δQij) fluctuations of stiffer ( = 4.926 kBT ,
left) and more flexible ( = 1.642 kBT , right) chains withNs =
128 (top) and Ns = 4 (bottom) segments, fitted with Eqs. (6)
and (7) to extract the values of the parameters A, L and G˜.
The 〈|δQzz|2〉 curves are not fitted but are direct plots of the
theoretical result Eq. (8).
strength G˜ is determined.
It would be natural to determine the modulus B from
the density autocorrelation (the structure factor) Eq. (9).
It turns out, however, that the theoretical Lorentzian
profile of the structure factor in the continuum picture,
Eq. (9), is completely overridden by the influence of the
discrete structure of the simulated WLCs even for the
lowest q’s that we can achieve with our simulation box
size. Therefore, we put B′ to zero and determine B
from fluctuations δV of the simulation box volume V0,
〈δV 2〉 = V0kBT/B. This agrees with the structure fac-
tor Eq. (9) for q = 0, recalling that for a homogeneous
density variation, δV/V0 = −δρ/ρ0 and the Fourier com-
ponent is δρ(q = 0) = V0δρ.
A direct display of the density–nematic coupling is the
cross-correlation Eq. (10) between δρ˜ and δQzz, in theory
directly proportional to the strength of the coupling G˜.
In Fig. 3 (top), the cross-correlation is shown for several
chain flexibilities. Here, the theoretical curves are not fit-
ted, but correspond to the prediction Eq. (10), using the
values of the parameters A, L, G˜ and B extracted from
the fluctuations δQxy, δQxz, δQyz (Fig. 2) and δV . The
same is valid for the 〈|δQzz|2〉 curves in Fig. 2, which are
plots of Eq. (8) with the same parameter values. For suf-
ficiently long chains, the coupling strength G extracted
from the simulation data, Fig. 3 (bottom), clearly in-
creases with chain stiffness, as anticipated from the fact
that the fluctuations δk of the curvature source in Eq. (2)
get costlier. In the case of very short chains, G becomes
saturated already at lower stiffness, since in this case the
source δg, corresponding to the density of chain end tan-
gents, is dominant (next Section reveals that this is only
a partial reason).
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FIG. 3. Top: dimensionless density–nematic cross-
correlations for chains with length Ns = 128 and varying
flexibility. The curves are plots of Eq. (10) (no fitting). Bot-
tom: dimensionless coupling strength G vs. bending stiffness
/(kBT ), determined from fits of the numerically calculated
fluctuations 〈|δQxy|2〉, 〈|δQxz|2〉, 〈|δQyz|2〉, Fig. 2.
Fig. 3 thus presents direct evidence of the connection
between density variations and the emergence of nematic
orientational order in otherwise isotropic polymeric liq-
uid, which is also well described by the theoretical cross-
correlation Eq. (10). Moreover, the strength of this cou-
pling increases for long and stiff chains, as expected and
empirically confirmed in Fig. 3 (bottom).
IV. THEORETICAL MODEL OF THE SOURCES
In this additional step, we build a theoretical model to
predict the coupling strength G on the basis of length and
flexibility of the chains. Similar to what has been done in
6Ref. [6], we resort to a minimal model of the sources of the
continuity equation Eq. (1), in the sense that i) we treat
both macroscopic sources as composed of independent
microscopic contributions to chain-end tangent density
g (Sec. IV A) and average chain curvature k (Sec. IV B),
respectively, and ii) we combine both sources into a single
unified source h = g + ρ0l0k with a properly weighted
relative composition (Sec. IV C). Only this latter case
allows the constraint Eq. (2) to be taken into account
simply by a penalty potential term in the free-energy
density Eq. (3), which means that no additional variables
for the sources are required.
Thus, we shall construct the nonequilibrium free en-
ergy cost of the sources of Eq. (1) in the simplest possible
way and in lowest, quadratic order of the sources. Since
g = 0 in equilibrium, the variation δg of the density of
end tangents involves only the variation of their average
orientation, and does not involve the variation of their
density. (This is true also in the nematic phase.) Simi-
larly, the equilibrium average chain curvature k is zero,
so the variation of ρk does not involve the variation of
the density, as already made explicit in Eq. (2). (This is
true also in the nematic phase, provided it is not bent.)
A. End tangents
We construct a purely entropic nonequilibrium orienta-
tional free energy of orientationally independent end tan-
gents, taking into account their dipolar ordering that re-
sults in nonzero g. The orientational part of the entropic
free energy is then
F (p1) = −TS(p1) = kBT
∫
dΩ p(Ω) ln p(Ω), (11)
where p(Ω) = p0 + p1
√
3/2P1(cos θ) is the orientational
distribution function of end tangents with respect to the
solid angle Ω, P1(cos θ) = cos θ is the first Legendre
polynomial and p0 = 1/2 is fixed by the normalization∫ 1
−1 d(cos θ)p(Ω) = 1. In the isotropic system, the ori-
entation of the z axis of the spherical coordinate system
is arbitrary. Moreover, p1 =
√
3/2〈cos θ〉 is the dipole
moment of end tangent orientations (a nonzero p1 means
a nonzero g), which is the only parameter of the orienta-
tional distribution.
One can verify that the first derivative dFdp1
∣∣
p1=0
= 0, so
that the free energy is indeed minimum for the isotropic
orientational distribution of end tangents. Hence, for a
single chain end, we have
∆F (p1) =
1
2
d2F
dp21
∣∣
p1=0
p21 =
1
2
2kBT p
2
1. (12)
For many independent chain ends with density ρ±0 , the
free-energy density is thus
∆f =
1
2
2ρ±0 kBT p
2
1 =
1
2
3kBT
ρ±0
g2. (13)
where we took into account that with respect to a given
direction g = ρ±0 〈cos θ〉 = ρ±0
√
2/3p1. This is thus the
entropic free energy cost of the density g = |g| of in-
dependent tangents of chain ends with number density
ρ±0 . Not unexpectedly, it has the same 1/ρ
±
0 dependence
as the entropic free-energy density of the source of the
vectorial constraint [6].
B. Chain curvature
We shall construct a nonequilibrium free-energy den-
sity of nonzero local average curvature of the chains.
The bending free energy of a single WLC with nearest-
neighbour bending interactions (which also correponds to
the angular potential Eq. (C1) used in the microscopic
simulation) is ∆F =
∑
i ∆Fi, with
∆Fi =
1
2
l20|ki|2 =  (1− cos θi,i+1) , (14)
where ki = (ui+1−ui)/l0, ui is the unit vector along the
i-th segment of the chain, and cos θi,i+1 = u
i·ui+1. Thus,
considering only the bending free energy Eq. (14), the in-
dividual microscopic curvature elements, corresponding
to individual monomer joints, are independent. The rel-
evance of this independent joint assumption in the actual
system including also non-bonded interactions is demon-
strated in Appendix D. If the chain segments are bent
only slightly, i.e., when kBT  , then the two compo-
nents of ki can be as usual considered ranging from −∞
to ∞, such that equipartition holds and
〈(ki1)2〉 =
kBT
l20
, (15)
where ki1 is one of the components. In the continuum
limit, k(s) = dt/ds is the local chain curvature vector
and the free energy is ∆F = 12K
∫
ds k(s)2, where s is
the arclength along the chain and K = l0 is the bend-
ing rigidity of the continuous WLC, if one disregards the
rather small influence of the non-bonded interactions on
the flexibility of the discrete WLC.
To arrive at the free energy of the collective (average)
chain curvature k, one has to find the configuration of
ki’s that corresponds to the most complete equilibrium
[32, pp. 335, 398] at a given k, e.g., for segment pairs that
are on average perpendicular to k this would simply mean
ki = k. In the isotropic system, however, the segments
point in all directions. Let k = keˆz. By symmetry, the
segment pairs oriented along z, i.e., θ = 0, are not bend
on average and therefore do not contribute either to k or
to the free energy. The contributions of the segment pairs
lying in the xy plane (θ = pi/2) are on the other hand
maximum (and equal). We shall assume that the magni-
tude of the joint’s curvature vector k0 = −k0eˆθ goes as
k0 ∝ sin θ, such that its contribution to the macroscopic
curvature is k0 · eˆz ∝ sin2 θ. Requiring that its solid an-
gle average is k, we get k0(θ) =
3
2k sin θ. For a constant
7density of monomers ρ0, the corresponding effective cur-
vature free-energy density is then obtained by averaging
Eq. (14) over the solid angle, with the result
∆f(k) =
1
2
3
2
l20ρ0 k
2 =
1
2
3l20
2ρ0
(ρ0k)
2, (16)
where k is the macroscopic (average) chain curvature in
an arbitrary direction of the isotropic system and the
quantity ρ0k enters the source of the tensorial continuity
equation Eq. (1).
Considering in Eq. (16) only one monomer, i.e., ρ0 =
1/V , we get
〈k21〉0 =
2kBT
3l20
≡ 2
3
1
l0ξp
, (17)
where the superscript 0 stands for kBT/ → 0. One can
verify that the same result Eq. (17) is obtained directly by
averaging the average square of the curvature in a given
direction Eq. (15) over all possible chain orientations,
which corroborates the reasoning leading to Eq. (16). In
Eq. (17) we have added the general connection between
〈k21〉 and the persistence length ξp of the chain [32, p. 399].
The above developments are approximate and rely on
the assumption of small collective curvatures, which is
correct for thermal fluctuations but cannot describe ex-
ternally imposed arbitrary curvature conditions. In that
case nonlinear effects become non-negligible and a more
general theory would be needed.
C. Combined sources
Finally, we establish a model that describes both sources
of the continuity constraint Eq. (2) on a unified basis,
with a single variable
h = g + ρ0l0k, (18)
analogous to what has been done in Ref. [6] for the chain
ends and chain backfolds as the sources of the vecto-
rial continuity constraint for the “recovered” polar or-
der. This enables us to predict the strength G of the
constraint Eq. (2), which is enforced simply by the uni-
fied source penalty potential in Eq. (3) rather than by
introducing additional system variables for the sources.
Following Eqs. (13) and (16), the total nonequilibrium
free-energy density of the sources is
∆f(g,k) = ∆f(g) + ∆f(k) (19)
=
1
2
[
3kBT
ρ±0
g2 +
3
2
l20
ρ0
(ρ0k)
2
]
.
Considering the combined source h, its free-energy den-
sity is obtained by averaging Eq. (19) over all possible
realizations Eq. (18) of h,
∆f¯(h) = −(1/V1) d(lnZ)/dβ, (20)
where β = 1/(kBT ) and the partition function is given
as
Z =
∫∫
d3g d3kP(g)P(k) δ(g + ρ0l0k− h). (21)
Here both P(g) and P(k) are thermal Boltzmann weights
corresponding to energies V1∆f(g) and V1∆f(k), where
V1 is a coarse-graining volume that does not appear in the
final result. To calculate the average Eq. (20), it is thus
sufficient to calculate just the integral Eq. (21), which is
carried out in spherical coordinates with h = heˆz and
g · h = gh cos θ. The result is
∆f¯(h) =
3kBT
2
(
1
V1
+
h2
ρ±0 + 2kBTρ0/
)
, (22)
where the first, constant term 3kBT/(2V1) can be omitted
— it arises due to the fact that the state h = 0 can be
realized by g = −ρ0l0k 6= 0, which costs energy (i.e., the
ground state energy), while the second term is actually
the free-energy density Eq. (19) of the average source,
in accord with the property of the Gaussian distribution
f(h) = ∆f(0) + ∆f(h¯).
Thus, the nonequilibrium free-energy density of the to-
tal effective source h in arbitrary direction is ∆f(h) =
1
2Gh
2, where the result of the combined sources model
for the coupling strength G that enters Eq. (3) is
G =
3kBT
ρ±0 + 2kBTρ0/
. (23)
This expression also explicitly determines the crossover
from chain-end- to chain-curvature-dominated strength
of the constraint. Assuming monodisperse chains with
Ns monomers, such that ρ
±
0 = 2ρ0/Ns, and using the
connection Eq. (17) with the persistence length ξp, we
can rewrite Eq. (23) as
G =
3
2
kBT
ρ0
1
1/Ns + l0/ξp
. (24)
The crossover takes place at ξp = Nsl0, i.e., when the
persistence length equals the length of the chain.
Hence, for sufficiently long chains, G will be domi-
nated by the curvature source for any finite value of
the bending stiffness , while the contribution of the
end tangents will be less significant. In this case G ≈
(3/2)/ρ0 = (3/2)kBTξp/(ρ0l0) becomes directly propor-
tional to the bending stiffness, corresponding to the semi-
flexible regime of severely bent chains. Throughout this
regime, which for long chains is very wide, G is domi-
nated by chain curvature.
Fig. 4 shows a plot of the dimensionless strength G
of the tensorial contraint, determined in the simulations,
versus the dimensionless expression Eq. (23). Accord-
ing to this minimalistic model of combined sources, the
points should thus lie on the indicated straight line. For
all but shortest chains the agreement is remarkable, all
the more so since the theoretical prediction Eq. (23) is
80 1 2 3
1/[(𝜌±0 + 2𝜌0𝑘B𝑇/𝜖)𝑙
3
0]
0
3
6
9
𝐺
/(
𝑙3 0
𝑘 B
𝑇
)
model
𝑁s = 4
𝑁s = 32
𝑁s = 64
𝑁s = 128
FIG. 4. Dimensionless strength of the tensorial constraint
G, determined in the simulations for several chain lengths Ns
and bending stiffnesses , versus its dimensionless theoretical
expression Eq. (23) (solids circles with statistical error bars)
— a direct result without fitted parameters. The contribution
of chain ends can be traced with the help of the empty circles,
the abscissae of which have ρ±0 put to zero (three rightmost
Ns = 4 open circles fall outside the plot and are not shown).
direct and involves no fitted parameters. The problem
with very short chains, in particular if they are stiff,
is the strong correlation between end tangents of the
chain and the in-between profile of its curvature vector,
in other words, a rather small number of internal config-
urational degrees of freedom of the chain. Consequently,
the sources g and k are not independent, which however
was the basic assumption of the combined sources model.
For the longest chains (Ns = 128), the two contri-
butions in the denominator of Eq. (23) are, in dimen-
sionless form, ρ±0 l
3
0 ∼ 0.014 and 2ρ0l30kBT/ ∼ 0.37 (for
 = 4.926 kBT , and larger for smaller ). For the short-
est chains (Ns = 4), the figures are ρ
±
0 l
3
0 ∼ 0.44 and
2ρ0l
3
0kBT/ ∼ 0.13 (for  = 13.136 kBT , and larger for
smaller ). That is, in the examples shown in Fig. 4
the coupling strength G is indeed determined predom-
inantly by chain curvature, except for the stiffer cases
of the shortest chains. Regarding the above discussion,
this is in accord with Fig. 1 (bottom), where one can see
that the persistence length, while clearly exceeding the
monomer length, is still much shorter than the chain.
Moreover, Fig. 4 also reveals the relevance of the ef-
fective source model: the abscissae of the additional
points (empty circles) are obtained by omitting ρ±0 in
Eq. (23). Without the contribution of end tangents the
agreement is clearly not as good — the differing slope of
the Ns = {32, 64, 128} triple is particularly noteworthy.
The improvement when including ρ±0 is naturally largest
for the shortest chains, where the theory however breaks
down for the reason mentioned above.
As exhibited by Fig. 4, in all cases the coupling is
somewhat weaker than predicted by Eq. (23). Plausibly,
this slight overall weakening of the constraint is a signa-
ture of the fact that the curvature source δk is not au-
tonomous, but is generally coupled to gradients of δρ and
δQij . A systematic study to quantify all such symmetry-
allowed couplings as additions to the free-energy func-
tional Eq. (3) is a natural next step. In this context,
it may seem surprising that the theoretical prediction of
the average curvature, Fig. 6 of Appendix D, which as-
sumes independent pairs of segments, is so accurate. In
general, one would expect it to be influenced by these
couplings as well. It is, however, physically reasonable
that they affect the direction of the curvature fluctu-
ations δk significantly more than their magnitude. In
other words, the magnitude 〈|δk|2〉 is inertly fixed by the
free-energy cost Eq. (16), whereas the direction of δk is
not distinguished and is therefore prone to other, weaker
energy couplings. For increasingly stiff chains, these be-
come inferior compared to the increasing energy cost of
the curvature, which in Fig. 4 seems to be the reason for
the improving agreement in the case of stiffer Ns = 128
chains.
V. DISCUSSION
Once the coupling strength G˜ has been determined, e.g.,
by extraction from the fluctuations as shown, also the
equilibrium coupling of δρ and δQ is known. Through
this coupling, density or concentration inhomogeneities
induce orientational order of the polymer chains, which
results in a uniaxial dielectric tensor εij = εδij+
2
3εaδQij
with an anisotropy εzz − ε⊥ = εaδQzz, where ε is the
dielectric constant of the isotropic phase and εa the di-
electric anisotropy of a phase with perfect orientational
order of the chains (maximum possible anisotropy of the
material).
The anisotropy of the dielectric constant implies bire-
fringent optical response. For example, a density (acous-
tic) plane wave δρ˜(r, t) = δρ(r, t)/ρ0 with wave vec-
tor q = qeˆz induces uniaxial nematic ordering along
z, Eq. (E4) (see Appendix E). The ordering is oblate
(δQzz < 0) in compressions and prolate (δQzz > 0) in
rarefactions. The induced nematic order gives rise to the
dielectric anisotropy
(εzz − ε⊥)(r, t) = −εa
2
G˜q2
A+ (L+ G˜)q2
δρ˜(r, t). (25)
For a dynamic disturbance, G˜ is expected to increase
substantially above its static value determined from the
static fluctuations, as the inverse frequency becomes com-
parable to and falls below a characteristic dynamic time
of the sources of the continuity equation Eq. (1), where
the disentanglement time [33–37] of the polymer chains
seems to play an important role. Acoustically induced
dielectric anisotropy Eq. (25) is nevertheless small, as
relative density variations due to acoustic excitations are
normally tiny.
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FIG. 5. Polymer concentration gradient ∇δρ is schemati-
cally sustained by solvent pressure difference between a pair of
semipermeable membranes. If the chains are long and rather
rigid, they accommodate the concentration gradient primarily
by prolate/oblate orientational ordering.
A much stronger effect can be expected in polymer so-
lutions, where δρ represents polymer concentration vari-
ations rather than variations of the polymer melt den-
sity. Fig. 5 presents a schematic situation, where a
one-dimensional polymer concentration gradient ∇δρ =
eˆz∂zδρ is sustained by a difference in solvent osmotic
pressure imposed by a pair of membranes at z = ±d/2,
permeable only to the solvent. Assuming that (∂zδρ)/ρ
is small and constant, and choosing that the system be
isotropic in the middle, δQzz(z = 0) = 0, we get an expo-
nential profile of δQzz, Eq. (E9), and hence of the induced
dielectric anisotropy (see Appendix E for details),
(εzz − ε⊥)(z) ≈ −εa
4
G′ξρ ∂zδρ
L+G′ρ2
sinh(z/ξ)
cosh(d/(2ξ))
, (26)
where G′ = G
(
2
3 l0
)2
and ξ ∼√L/A is the nematic cor-
relation length. That is, as a response to a constant
concentration gradient, the nematic order and dielectric
tensors are modulated in the boundary layers with char-
acteristic thickness of the nematic correlation length ξ.
Quite generally it is thus expected that, in the presence
of a normal concentration gradient, any boundaries are
typically decorated with short-range uniaxial nematic or-
dering/dielectric anisotropy in the normal direction.
When the concentration gradient is not constant, how-
ever, nematic ordering is induced globally. In lowest or-
der, for the variation of the dielectric anisotropy, induced
by ∂zδρ(z) that varies slowly on the scale of ξ, we have
from Eq. (E10)
∂2z (εzz − ε⊥) ≈ −
εa
2
G′ρ
L+G′ρ2
∂2zδρ. (27)
A meaningful example is that with spherical symmetry:
consider a spherical boundary of the solvent-rich side (the
right boundary in Fig. 5), e.g., a membrane or an inter-
face of a bubble, representing a spherical source of con-
stant flux Φ of the solvent into the surrounding bulk (let
the other boundary be absent or far away). Based on
diffusion, it is reasonable to assume that for an overall
constant density the profile of the polymer concentration
at a sufficient distance r from the center of the bubble
will be
ρ(r) = ρ0 − Φ/(4piDr), (28)
with ρ0 its bulk concentration and D the diffusivity. Con-
sequently, for a system which is isotropic in the bulk
we expect that such spherical inhomogeneity will induce
uniaxial ordering of the chains in the radial direction,
Eq. (E16), as derived in lowest order in Appendix E.
The corresponding dielectric anisotropy in the limit of
sufficiently large r is then
(εrr − ε⊥)(r) ≈ −εa G
′ρ0
6L+G′ρ20
Φ
4piDr
. (29)
Interestingly, in the considered regime the induced ne-
matic ordering Eq. (E16) is negative, i.e., oblate, rather
than prolate as one might have naively guessed from the
decreasing polymer concentration. Note that in all of the
expressions Eqs. (25)-(29) the polymer density appears in
the form of the product ρ(0)l0, i.e., the total length of the
polymer per unit volume, which is the relevant volume
density for the coupling.
Such optical effects due to the dielectric anisotropy, re-
sulting from concentration variations in solutions of long
linear polymers with limited flexibility, should be observ-
able, e.g., as an osmotic birefringence. The phenomenon
is akin to shear flow-induced birefringence in fluid poly-
mers and stress-optic law in elastic solid dielectric ma-
terials, i.e, the direct coupling between the strain and
the dielectric tensors. The key distinction is, however,
that the osmotic-stress-induced birefringence takes place
in a static liquid, where there exists no strain/strain rate
tensor that could couple to the dielectric tensor. In this
case, the coupling — which is a manifestation of the mi-
croscopic geometrical constraint Eq. (A4) — is via the
concentration gradient through the tensorial continuity
equation Eq. (1).
It is challenging to determine the macroscopic param-
eters in Eq. (3) of real polymeric systems by conduct-
ing microscopic simulations with known force fields, and
fitting the extracted fluctuation amplitudes with theo-
retical expressions as we have done for our model sys-
tem. In this respect, DNA is of particular interest: a re-
cently developed open-boundary molecular dynamics of
a DNA molecule in explicit salt–hybrid explicit/implicit
water solution [38] would enable DNA simulations at
lower, physiological salt concentrations ∼ 0.15 M. At this
stage, let us make an estimate of the coupling strength for
DNA, making use of the theoretical prediction Eq. (24).
Assuming a persistence length ξp ∼ 50 nm and chains
much longer than that, a sub-nematic DNA concentra-
tion 5 mg/ml (with the atomic mass of 650 dalton/base
pair and the length 0.33 nm/base pair this amounts to
a total length per unit volume of ρ0l0 ≈ 1.5 mm/µm3)
and temperature 300 K, one gets G˜ = G( 23ρ0l0)
2 ≈
2
3kBTξpρ0l0 ≈ 2×10−13 N. This is expected to be at least
comparable if not much larger than the elastic constant
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L (in the case of the simulated Ns = 128 chains, we get
G˜/L ∼ 20). Consequently, the expected induced nematic
ordering, Eq. (E10), is of the same order of magnitude as
the relative variation of the polymer concentration.
VI. CONCLUSIONS
We have established a tensorial description of coupled
density and nematic order fluctuations in the isotropic
phase of linear polymer melts/solutions. We have val-
idated and confirmed the devised tensorial conserva-
tion law, which connects density and orientational or-
der, by conducting extensive Monte Carlo simulations of
isotropic polymer melts composed of worm-like chains
with variable length and stiffness. As demonstrated,
due to this coupling orientational order is induced by
density/concentration variations, which can be macro-
scopically relevant even in the otherwise isotropic poly-
meric liquid. Our results show that these effects become
increasingly important in particular as the chains get
stiffer. Rather surprisingly, the coupling is notable also
for extremely short chains (a few monomers). Moreover,
we have alluded to the possible relevance of symmetry-
allowed coupling between chain curvature and other sys-
tem variables, and presented means of its quantification.
The average chain curvature as a macroscopic variable
is not normally encountered. We have presented a phe-
nomenon where it is relevant for the static macroscopic
response of line polymers. As such, it is accessible from
the macroscopic level and can be in principle measured
experimentally, if not determined directly by microscopic
simulations. Our multiscale formalism is general and ro-
bust and provides a way to construct bottom-up contin-
uum models of polymer melts/solutions, e.g., dense DNA
columnar phases, by allowing us to extract the unknown
parameters of the continuum models from underlying mi-
croscopic simulations.
Appendix A: Tensorial conservation law
A linear polymer is modeled as a continuous WLC pre-
sented by the microscopic density field of the polymer
length
ρmic(x) =
∑
α
∫
xα(s)
ds δ(x− xα(s)), (A1)
i.e., the total length of the polymer per unit volume,
where xα(s) is the contour of the chain α in natural
parametrization. For brevity we will be omitting the
superscript α and the sum
∑
α over the chains. The
continuity of x(s) stands for the unbroken connectivity
of the polymer chains. A microscopic traceless polymer
nematic tensor field can be defined as
Jmicij (x) =
∫
x(s)
ds δ(x− x(s)) 32
[
ti(s)tj(s)− 13δij
]
≡ J˜micij (x)− 12δijρmic(x), (A2)
where t(s) = dx(s)/ds is the unit tangent on the chain.
Taking a divergence of Eq. (A2),
∂j
(
Jmicij +
1
2δijρ
mic
)
= (A3)
3
2
∫
x(s)
ds
dxi(s)
ds
dxj(s)
ds
∂
∂xj
δ(x− x(s)),
using
dxj(s)
ds
∂
∂xj
δ(x− x(s)) = −dxj(s)ds ∂∂xj(s)δ(x− x(s)) =
− ddsδ(x− x(s)) and integrating by parts, we get
∂j
(
Jmicij +
1
2δijρ
mic
)
= (A4)
3
2 [ti(0)δ(x− x(0))− ti(L)δ(x− x(L))]
+ 32
∫
x(s)
ds
d2xi(s)
ds2
δ(x− x(s)),
where s = 0 and s = L corresponds to the beginning and
ending of a chain, respectively. In the absence of polar
order, this identification is arbitrary and the beginning
and ending tangents can be unified into a single type of
tangents tn always pointing inwards, such that
ti(0)δ(x− x(0))− ti(L)δ(x− x(L)) =
tni (0)δ(x− x(0)) + tni (L)δ(x− x(L)).
Writing a microscopic field Fmic(x), i.e., Eq. (A1),
Eq. (A2) and also the last term of Eq. (A4), in the form
Fmic(x) =
∫
x(s)
ds δ(x− x(s)) f(x(s)), (A5)
coarse-graining it to the mesoscopic volume V centered at
x (denoted by ) gives the corresponding mesoscopic
field [5]
F(x) = Fmic(x) =
1
V
∫
V (x)
d3x′ Fmic(x′) = (A6)
1
V
∫
x(s)∈V (x)
ds f(x(s)) =
L(x)
V
1
L(x)
∫
x(s)∈V (x)
ds f(x(s)),
where L(x) =
∫
x(s)∈V (x) ds ≡ N(x)l0 is the total length
of the chain within the volume V , which can be expressed
in terms of an arbitrary segment length l0 and the num-
ber N of these segments within the volume. Hence, the
mesoscopic field can be written as
F(x) = ρ(x)l0 f¯(x), (A7)
where ρ(x) = N(x)/V is the mesoscopic volume number
density of the segments and
f¯(x) =
1
L(x)
∫
x(s)∈V (x)
ds f(x(s)) (A8)
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is the mesoscopic average of f(x(s)).
Applying this coarse-graining procedure to Eq. (A4),
where in particular ρmic = ρl0, J
mic
ij ≡ Jij = ρl0Qij , and
bearing in mind that the coarse-graining and∇ commute,
we get an equation for continuum mesoscopic fields — the
tensorial conservation law
∂j
[
ρ(Qij +
1
2δij)
]
= 32
1
l0
gi +
3
2ρki, (A9)
where Q is the nematic order tensor,
Qij(x) =
1
L(x)
∫
x(s)∈V (x)
ds 32
[
ti(s)tj(s)− 13δij
]
,
(A10)
g(x) = tn(0)δ(x− x(0)) + tn(L)δ(x− x(L)) is the meso-
scopic density of chain-end tangents and
k(x) =
1
L(x)
∫
x(s)∈V (x)
ds
d2x(s)
ds2
(A11)
is the mesoscopic average chain curvature vector.
Appendix B: Free-energy diagonalization and
equipartition
The real expressions λ± and a± in Eq. (5) read
a± =
1
4G˜q2
{
4B˜ − 12A− q2(7G˜+ 12L) (B1)
±
√[
4B˜ − 12A− q2(7G˜+ 12L)
]2
+ 32G˜q4
}
,
λ± =
1
16
{
4B˜ + 12A+ 3q2(3G˜+ 4L) (B2)
±
√[
4B˜ − 12A− q2(7G˜+ 12L)
]2
+ 32G˜q4
}
,
where B˜ = B+B′q2. The stability condition for the free
energy Eq. (5) requires λ± > 0.
The last two terms in Eq. (5) represent the contribu-
tions of two coupled fluctuation modes. Alternatively,
one can write them as
λ+λ−(a+ − a−)2
λ+v2− + λ−v2+
|δρ˜|2 + | . . . δQzz + . . . δρ˜|2 (B3)
or
λ+λ−(a+ − a−)2
λ+v2−a2+ + λ−v2+a2−
|δQzz|2 + | . . . δρ˜ . . . δQzz|2 (B4)
and therefrom calculate 〈|δQzz|2〉 and 〈|δρ˜|2〉, Eqs. (8)
and (9).
Using Eqs. (8) and (9) together with the average of one
of the last terms of Eq. (5), e.g.,〈
|a±δρ˜+ δQzz|2
〉
=
kBT
2
V
v2±
λ±
(B5)
which we are not giving explicitly, one finally arrives at
the cross-correlation Eq. (10).
Appendix C: Mesoscopic WLC model and numerical
simulation details
In the MC simulations, we use a recently developed meso-
scopic model of discrete WLCs [6, 29]. The modeled
system contains Nc WLCs comprised of Ns linearly con-
nected segments of fixed length l0. Consecutive segments
are subjected to a standard angular potential
Ub = −ui,s · ui,s+1, (C1)
where ui,s is the unit vector along the s-th segment of
the i-th chain and  controls the WLC bending stiff-
ness. Non-bonded interactions between segments are in-
troduced via the potential Unb = κU(r
st
ij ), where κ is the
strength of the isotropic repulsion between the segments
and U(rstij ) = C0Θ
(
2σ − rstij
) [
4σ + rstij
] [
2σ − rstij
]2
rep-
resents the overlap of two spherical clouds centered on
the s-th and t-th segments of the i-th and j-th chain,
respectively; rstij is the distance between the segments
and σ controlls the interaction range as indicated by the
Heaviside function Θ. To verify the predictions of the
macroscopic theory it is sufficient to employ a generic
model with a single “microscopic” length scale. Hence,
we set σ = l0, although other choices are possible [39, 40]
when modeling actual materials. The normalization con-
stant of U(rstij ) is set to C0 = 3l
3
0/(64piσ
6). We empiri-
cally set κ = 7.58 kBT [29]. Several molecular flexibilities
ranging from  = 0 to  = 13.136 kBT are addressed, cor-
responding to decreasing flexibility of the chains. The
MC algorithm utilizes a combination of standard ran-
dom monomer displacement and slithering snake moves
[30]. In addition, every N0 = NcNs random displacement
and slithering snake moves, a volume fluctuation move at
pressure Pl30/(kBT ) = 2.87 is employed [31].
The fluctuations of any variables δa(q) =
∑
s ase
−iq·rs
and δb(q) =
∑
s bse
−iq·rs are extracted via their correla-
tion functions,
1
N0
1
2
[〈δa(q)δb(−q)〉+ 〈δa(−q)δb(q)〉] = (C2)
1
N0
〈[∑
s
as cos(q · rs)
][∑
s
bs cos(q · rs)
]
+
[∑
s
as sin(q · rs)
][∑
s
bs sin(q · rs)
]〉
,
where s = 1 . . . N0 runs over the segments of all chains
and rs are their positions. For segment density fluctu-
ations δρ we have as = 1, and for the nematic fluctu-
ations δJij we have as = (3u
s
iu
s
j − δij)/2. Note that
the coarse graining does not affect the q → 0 Fourier
components, or in other words, the q → 0 compo-
nents of the extracted discrete variables are automati-
cally coarse-grained. Hence, the long wavelength corre-
lations Eq. (C2) computed from the simulation data can
be directly compared to the predictions of the continuum
theory Eqs. (6)-(10).
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The ensemble volume is free to fluctuate and the set
of q vectors is determined by the current box size. Since
the system is isotropic, all quantities depend only on the
magnitude |q| = q. We average them over spherical shells
with thickness ∆q ∼ 2pi/〈L〉, taking care that also the
smallest shells (q → 0) are adequately populated. In an
isotropic system, the isotropic symmetry of non-scalar
quantities is broken only by the direction q, which is
exploited in the averaging procedure as follows. For every
q, we set the coordinate system such that q = qeˆz as we
have done in Eqs. (6)-(10), while
eˆx =
eˆx′ − (eˆx′ · eˆz)eˆz
|eˆx′ − (eˆx′ · eˆz)eˆz|
and eˆy = eˆz×eˆx, where eˆx′ is aligned with the simulation
box. With that, for the component δJzz we have as =
[3(us · eˆz)2 − 1]/2 and for the components δJ{x,y}z we
have as = 3(u
s · eˆ{x,y})(us · eˆz)/2.
The computed correlations are then averaged over col-
lected configurations. When calculating averages, we use
block-averaging with block size τ , where τ is the number
of MC steps needed to decorrelate the end-to-end vector
of the WLC [41].
Appendix D: Bend of monomer pairs
Here, we write down the general statistical result for the
bending configuration of an independent monomer pair
with bending energy Eq. (14).
In the stiff limit (kBT/ 1), the result Eq. (15) holds
for the individual component of the curvature vector per-
pendicular to the monomers, and Eq. (17) holds for the
curvature in any direction in the case of isotropically av-
eraged monomer orientation.
Conversely, in the ideally flexible limit (kBT/  1)
the chain undergoes a random walk. Putting ui = eˆz
and ui+1 = ui + l0k0 = eˆr, we have
(l0k0)
2 = 2(1− cos θ) (D1)
and the solid angle average over all possible orientations
of ui+1 is l20k
2
0 = 2. Hence, in the isotropically averaged
situation, the average square of the curvature in any di-
rection is
〈k21〉∞ =
1
3
k20 =
2
3
1
l20
, (D2)
where the superscript ∞ stands for kBT/→∞.
For general flexibility, the partition function corre-
sponding to the energy Eq. (14) is
Z =
∫ 1
−1
d(cos θ) e−β∆F (θ) = e−β
2
β
sinhβ, (D3)
where β = 1/(kBT ), and the average energy is
〈∆F 〉 = − ∂
∂β
lnZ =
1
β
−  (cothβ− 1) . (D4)
With that, using Eqs. (14) and (D1) and furthermore
taking into account the isotropy as done in Eq. (D2), the
average square of the curvature in an arbitrary direction
is 〈k21〉 = 2/(3l20) 〈∆F 〉, such that
1
〈k21〉
=
3
2
l20

kBT − 
(
coth kBT − 1
) . (D5)
One can verify that the result Eq. (D5) includes both
the stiff chain limit Eq. (17) and the flexible chain limit
Eq. (D2). As it turns out (see Fig. 6), this exact sta-
tistical result for the isolated segment pair applies with
great accuracy also to pairs surrounded by neighbouring
chains of the simulated melt.
Finally, the quantity 〈k21〉 can be determined from sim-
ulation data by measuring the average square of the cur-
vature in an arbitrarily chosen direction. Fig. 6 reveals
that the agreement between Eq. (D5) and 1/〈k21〉 from
the simulations is striking. Moreover, the additional
point in Fig. 6 with the repulsive potential between all
monomers switched off (κ = 0) indicates that the repul-
sion from other chains as well as the repulsion between
the monomers forming the joint (correction to the bend-
ing rigidity ) is small. Also small is apparently the influ-
ence of the continuity equation Eq. (2) on the magnitude
|δk|2 of its curvature source. Were this not the case, the
large compressibility when κ = 0 would result in a sig-
nificant change of 〈k21〉, as a result of the vanishing cost
of density fluctuations that are coupled with fluctuations
δk through the constraint Eq. (2).
0 2 4 6 8 10 12 14
𝜖/(𝑘B𝑇 )
0
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1/
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𝜅/𝑘B𝑇 = 7.58
FIG. 6. The values of 1/〈k21〉 from the simulations (points) for
all studied chain lengths Ns, and plot (no fitting) of the model
Eq. (D5). The extra circular point belongs to the simulation
without the repulsive potential (κ = 0) and falls exactly onto
the theoretical curve.
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Appendix E: Induced orientational order
The equilibrium coupling of the nematic order tensor to a
given fixed density or concentration variation δρ(r) is ob-
tained by minimizing the part of the free energy Eq. (3)
belonging to δQij and the sources of the continuity con-
straint Eq. (1),
f ′ =
1
2
A (δQij)
2
+
1
2
L (∂kδQij)
2
(E1)
+
1
2
G′
[
ρ∂jδQij + (δQij +
1
2δij)∂jδρ
]2
,
where G′ = G
(
2
3 l0
)2
, with the result
δf ′
δ(δQij)
= 0 = AδQij − L∂2kδQij (E2)
− G′ρ ∂j
[
ρ∂kδQik + (δQik +
1
2δik)∂kδρ
]
,
pk
∂f ′
∂(∂kδQij)
∣∣∣
∂
= 0 = (E3)
L∂kδQij
∣∣
∂
pk +G
′ρ
[
ρ∂kδQik + (δQik +
1
2δik)∂kδρ
]∣∣
∂
pj ,
where, in case relevant, Eq. (E3) holds at the bounding
surface with the normal p. For the reason of generality,
the non-linearized continuity constraint Eq. (1) has been
considered in Eq. (E1).
We have already seen via the Fourier space that a den-
sity (acoustic) plane wave δρ˜(r, t) = δρ(r, t)/ρ0 with wave
vector q = qeˆz couples only to the component δQzz. Tak-
ing ∇ = eˆz∂z in Eq. (E2) and linearizing it, we get
δQzz(r, t) = −1
2
G˜q2
A+ (L+ G˜)q2
δρ˜(r, t). (E4)
In polymer solutions, δρ˜ represents concentration vari-
ations rather than variations of the density. In the one-
dimensional case where the externally imposed concen-
tration gradient is along z, Eq. (E2) leads to
(L+G′ρ2)∂2zδQzz + 2G
′ρ(∂zδρ)∂zδQzz+ (E5)
G′(δQzz + 12 )ρ∂
2
zδρ−AδQzz = 0.
If the relevant range is −d/2 < z < d/2 and we for
simplicity assume that |∂zδρ|d/ρ  1, the homogeneous
solution of Eq. (E5), i.e., the solution for constant ∂zδρ,
is of the simple form δQzz(z) = C1e
λ1z + C2e
λ2z, with
real
λ1,2 =
−G′ρ∂zδρ±
√
(G′ρ∂zδρ)2 +A(L+G′ρ2)
L+G′ρ2
. (E6)
The relevant regime is that of weak density–nematic
coupling and small concentration gradient, such that
(G′ρ∂zδρ)2  A(L+G′ρ2) holds and λ1,2 → ±
√
A/L =
±ξ−1. Note that this limit is equivalent to linearizing
Eqs. (E2)-(E3) with respect to δQij and δρ. Hence, in
a good approximation the solution is further simplified,
and with the choice δQzz(z = 0) = 0 becomes
δQzz(z) ≈ C1 sinhλ1z. (E7)
The boundary condition at z = d/2 (or, equivalently,
z = −d/2) follows from linearized Eq. (E3),
∂zδQzz(d/2) = −1
4
G′ρ∂zδρ
L+G′ρ2
, (E8)
so that finally we have
δQzz(z) ≈ − G
′ρ ∂zδρ
4λ1(L+G′ρ2)
sinhλ1z
cosh(λ1d/2)
. (E9)
That is, as a response to a constant concentration gra-
dient, δQzz is modulated in the boundary layers with
characteristic thickness of the nematic correlation length
ξ.
When the concentration gradient is not constant, ∂2zδρ
presents an inhomogeneity in Eq. (E5). If ∂zδρ(z) is a
slowly varying function (on the scale of ξ), we get from
Eq. (E5) in the limit δQzz → 0
∂2zQzz ≈ −
1
2
G′ρ
L+G′ρ2
∂2zδρ, (E10)
which thus represents the drive of the induced nematic
ordering.
If the polymer concentration is spherically symmetric,
one expects a uniaxial ordering of the chains in the radial
direction and can write, without loss of generality, in
spherical coordinates (r, θ, φ)
Q(r) = Qrr(r)
[
eˆr ⊗ eˆr − 12 (eˆθ ⊗ eˆθ + eˆφ ⊗ eˆφ)
]
≡ Qrr(r)T(r). (E11)
With ∇ = eˆr ∂∂r + eˆθ ∂r∂θ + eˆφ ∂r sin θ∂φ , the nonzero deriva-
tives of the spherical base vectors and some algebra we
find the auxiliary expressions
∇ · Q =
(
∂rQrr +
3
r
Qrr
)
eˆr, (E12)
∇2Q = 1
r2
∂
∂r
(
r2
∂Qrr
∂r
)
T− 6
r2
QrrT. (E13)
It is sufficient to take only the eˆr-part of the gradient
(denoted ∂j) in Eq. (E2),
G′ρ ∂r
(
ρ∂rQrr +
3
r
ρQrr + (Qrr +
1
2 )∂rρ
)
eˆr ⊗ eˆr
−AQrrT+ 1
r2
L
[
∂r(r
2∂rQrr)− 6Qrr
]
T = 0, (E14)
and consider the component along eˆr ⊗ eˆr, which one
gets simply by dropping all tensors in Eq. (E14), since
eˆr · T · eˆr = 1.
If the polymer concentration is of the specific form
given by Eq. (28), we have ∂2rρ = −2Φ/(4piDr3). Us-
ing the same approximations as for Eq. (E10), which
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are ρ ≈ ρ0,
{
(G′ρ0∂rρ)2, (G′ρ20/r)
2
} A(L+G′ρ2) and
Qrr ≡ δQrr → 0, from Eq. (E14) we finally get
(L+G′ρ20) ∂
2
rδQrr +
2L+ 3G′ρ20
r
∂rδQrr − 6L
r2
δQrr
= G′ρ0
Φ
4piDr3
. (E15)
Using a power-law ansatz, the solution is
δQrr(r) ≈ − G
′ρ0
6L+G′ρ20
Φ
4piDr
. (E16)
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