In this paper we consider the impact of configuration of abstract argumentation reasoners both when using a single solver and choosing combinations of framework representation-solver options; and also when composing portfolios of algorithms.
Introduction
An abstract argumentation framework (AF) consists of a set of arguments and a binary attack relation between them. In [1] four semantics were introduced, namely grounded, preferred, complete, and stable semantics: each of them leads to a single or to multiple extensions (or possibly no extensions in the case of stable semantics) where an extension is intuitively a set of arguments which can "survive the conflict together." We refer the reader to [2] for a detailed survey. Moreover, for each semantics, several decision and enumeration problems have been identified. In this paper we focus on the enumeration of preferred and stable extensions because: (i) the solution to the problem of enumerating extensions allows to easily derive the answer to the other significant problems in abstract argumentation; (ii) the problems of enumerating preferred and stable extensions are among the hardest in abstract argumentation.
One of the solvers that took part in ICCMA-15 was ArgSemSAT [3] which, despite a not perfect implementation-e.g. a bug that heavily affected problems related to stable semantics was found after the competition-performed remarkably well, being among the best three solvers for preferred and stable semantics problems, and scoring overall second at a single Borda count point from the winner CoQuiAAS [4] .
ArgSemSAT is a rather configurable solver: it allows to select different ways for encoding abstract argumentation problems in SAT, and it is able to exploit external SAT solvers. Following the common practice, we manually tuned its parameters on a large set of benchmarks, before submitting it to ICCMA-15; however, the question naturally arises: is it possible to improve the chosen configuration?
We investigated whether automatic algorithm configuration systems [5, 6, 7] can address such a question. In this work we extend [8] by (1) including a comprehensive description of configuration possibilities; (2) extending the considered benchmarks with an additional, interesting, structure of argumentation frameworks; and (3) completing the study with an elaborated post-hoc analysis. We exploit the sequential model-based algorithm configuration method SMAC [9] , which represents the state of the art of configuration tools. SMAC uses predictive models of algorithm performance [10] to guide its search for performantaccording to a chosen metric-configurations. We then experimentally evaluate the impact of automated configuration on the performance of ArgSemSAT in enumerating the preferred extensions, testing in particular the following two hypotheses:
1. Overall SMAC configuration outperforms default configuration.
Argumentation framework configuration plays a significant role.
Our findings suggest that much improvement can still come from better engineering of solvers in conjunction with representation of argumentation frameworks. This is a remarkable finding that has been proved only (and very recently) in classical planning [11] . We believe this is an important element that future organisers of competitions should be aware of and take into serious consideration.
A second contribution of the paper is to evaluate, by means of an empirical investigation, whether some take-home messages possibly arising from the results of ICCMA-15 1 are general enough. In particular, the competition results may suggest the following two contradicting hypotheses:
3. Reduction-based solvers [12] constantly outperforms others. Indeed, according to the results of the competition the best solvers for enumerating stable and preferred extensions are either SAT-based or ASP-based. 4 . Solvers show complementary performance. CoQuiAAS-that scored first among all for each semantics considered in ICCMA-15-uses a variety of approaches.
Here, complementing our previous work [13] by including an extensive discussion on the used features, we test how general such conclusions are with a large empirical investigation focused on enumeration of stable and preferred extensions using the solvers submitted to ICCMA-15. By adopting different metrics, we identify avenues for improvement that we hope will be valuable for solvers' authors and for the argumentation community. In particular, we have hard evidence contradicting a superficial reading of the results of ICCMA-15, namely that reductionbased systems have consistently higher performance than non reduction-based. This is not always the case, although it is the case that they have better coverage (i.e. they are able to solve more problem instances before the established cutoff time), and ICCMA-15 privileged coverage against speed.
Since solvers prove to be very complementary (i.e. exploiting a mixture of techniques can be fruitful), we also consider different portfolio approaches in order to highlight (relative) strengths and weaknesses of solvers. As testified by experiences in other research areas in artificial intelligence, such as planning [14] , SAT [15] , and ASP [16] , portfolios and algorithm selection techniques [17] are very useful tools for understanding the importance of solvers, evaluate the improvements, and effectively combine solvers for increasing overall performance.
Existing works in the abstract argumentation field [18, 19] either focus on algorithm selection for enumerating preferred extensions, with a very small number of solvers and of instances; or on theoretical complementariness of algorithms.
In this paper we consider the enumeration of stable and preferred extensions, and we develop both static portfolios, i.e. generated once independently of the specific instance at hand, and per-instance portfolios, i.e. adjusted on the basis of the input AF. We then evaluate the following two hypotheses: 5 . Static portfolios are more efficient than basic solvers. Given the complementarity between ICCMA solvers, we expect that static portfolios are more efficient than the best ICCMA solver. 6. Per-instance portfolios are more efficient than static portfolios. This hypothesis seems sensible, since per-instance portfolios exploit more information than static ones.
As will be shown below, the analysis of portfolio techniques-and their generalisation capabilities-highlight that, by combining solvers, it is possible to increase the coverage by 13% (resp. 3%) and the speed of 51% (resp. 53%) against the best single solver for enumerating preferred (resp. stable) extensions.
The paper is organized as follows. After providing some necessary background in Section 2, we introduce the configuration problem when using the ArgSemSAT solver in Section 3, and present the relevant experimental analysis in Section 4. Section 5 empirically evaluates the solvers submitted to ICCMA-15. Motivated by complementarity shown between different approaches, Section 6 introduces the techniques used to combine multiple solvers into portfolios, which are then experimentally evaluated in Section 7. Finally, Section 8 draws some conclusions and highlights avenues for future work.
Dung's Argumentation Framework
An argumentation framework [1] consists of a set of arguments and a binary attack relation between them. 2 Definition 1. An argumentation framework (AF) is a pair Γ = A, R where A is a set of arguments and R ⊆ A × A . We say that b attacks a iff b, a ∈ R, also denoted as b → a.
The basic properties of conflict-freeness, acceptability, and admissibility of a set of arguments are fundamental for the definition of argumentation semantics. Definition 2. Given an AF Γ = A, R :
• a set S ⊆ A is an admissible set of Γ if S is a conflict-free set of Γ and every element of S is acceptable with respect to S of Γ.
An argumentation semantics σ prescribes for any AF Γ a set of extensions, namely a set of sets of arguments satisfying the conditions dictated by σ .
Definition 3. Given an AF Γ = A, R , a set S ⊆ A is a:
• complete extension of Γ iff S is an admissible set of Γ which includes all the acceptable arguments with respect to S
• preferred extension of Γ iff S is a maximal (w.r.t. set inclusion) admissible set of Γ;
• stable extension of Γ iff S is a conflict-free set of Γ and A \ S = {a ∈ A | b → a and b ∈ S}.
Automated Configuration
After providing some background on automated configuration, this section describes the space of configurations of AF representations, and show how they can be combined with the parameters of ArgSemSAT and the external SAT solver exploited in it.
Automated Configuration Techniques
Many algorithms have parameters that can be adjusted to optimise performance (in terms of e.g., solution cost, or runtime to solve a set of instances). Formally, this problem can be stated as follows: given a parameterised algorithm with possible configurations C , a benchmark set Π, and a performance metric m(c, π) that measures the performance of a configuration c ∈ C on an instance π ∈ Π (the lower the better), find a configuration c ∈ C that minimises m over Π, i.e., that minimises
The AI community has recently developed dedicated algorithm configuration systems to tackle this problem [5, 6, 7] . In this work we exploit the sequential model-based algorithm configuration method SMAC [9] , which represents the state of the art of configuration tools and, differently from other existing tools, can handle continuous parameters. SMAC uses predictive models of algorithm performance [10] to guide its search for good configurations. It uses previously observed configuration, performance pairs c, f (c) and supervised machine learning (in particular, random forests [21] ) to learn a functionf : C → R that predicts the performance of arbitrary parameter configurations, and is used to select a good configuration. Random forests are collections of regression trees, which are similar to decision trees but have real values (here: CPU-time performance) rather than class labels at their leaves. Regression trees are known to perform well for categorical input data. Random forests share this benefit and typically yield more accurate predictions; they also allow to quantify the uncertainty of a prediction. The performance data to fit the predictive models are collected sequentially.
In a nutshell, after an initialisation phase, SMAC iterates the following three steps: (1) use the performance measurements observed so far to fit a random forest modelf ; (2) usef to select a promising configuration c ∈ C to evaluate next, trading off exploration of new parts of the configuration space and exploitation of parts of the space known to perform well; and (3) run c on one or more benchmark instances and compare its performance to the best configuration observed so far.
In order to save time in evaluating new configurations, SMAC first evaluates them on a single training instance; additional evaluations are only carried out (using a doubling schedule) if, based on the evaluations to date, the new configuration appears to outperform SMAC's best known configuration. Once the same number of runs has been evaluated for both configurations, if the new configuration still performs better then SMAC updates its best known configuration accordingly.
SMAC is an anytime algorithm (or interruptible algorithm) that interleaves the exploration of new configurations with additional runs of the current best configuration to yield both better and more confident results over time. As all anytime algorithms, SMAC improves performance over time, and for finite configuration spaces it is guaranteed to converge to the optimal configuration in the limit of infinite time. 
Configuration of Abstract Argumentation Frameworks
The description of an abstract argumentation framework consists in listing all the arguments and all the attacks of the framework. Currently, three main formats for describing frameworks are used: Trivial Graph Format, Aspartix Format and the CNF Format. Here we focus on the most used one, the Aspartix Format [22] .
As a running example, let us consider the framework Γ E = A E , R E where A E = {a1, a2, a3} and R E = {(a1, a3), (a2, a2), (a3, a1), (a3, a2)}: Figure 1 depicts Γ E . A valid description of Γ E in the Aspartix Format is provided in Listing 1.
Here, we are investigating a particular aspect of the abstract argumentation frameworks description: in which order should arguments and attacks be listed so as to maximize the performance of a solver?
Since this configuration of the input file should be performed online to lead to improvements of the overall system, we are interested only in order criteria based on information about the AF that can be quickly obtained.
In particular, we considered the possibility to list arguments ordered according to the following five criteria: (1) the number of attacks received; (2) the number of attacks to other arguments; (3) the involvement in a self-attack; (4) the difference between the number of received attacks and the number of attacks to other arguments; and (5) being an argument in a mutual attack. For each of the five mentioned criteria, arguments can be listed following a direct or inverse order.
To order the list of attacks, these five criteria can be applied either to the attacking or to the attacked argument. For instance, let us consider Γ E (Fig. 1) 1 arg ( a2 ). 2 arg ( a3 ). 3 arg ( a1 ). 4 att ( a2 , a2 ). 5 att ( a3 , a2 ). 6 att ( a3 , a1 ). 7 att ( a1 , a3 ).
Listing 2: Γ E described in Aspartix format, with the list of arguments according to the number of received attacks and, subsequently, the number of outgoing attacks; and the list of attacks ordered prioritising self-attacks and, subsequently, the number of outgoing attacks.
again. We may be interested in ordering its arguments according to the number of received attacks, breaking ties by considering the number of outgoing attacks from each argument; and in ordering the list of attacks by prioritising self-attacks and breaking ties according to the number of outgoing attacks of the attacking arguments (Listing 2).
There are different ways for encoding the degrees of freedom in AF descriptions as parameters, mainly because orders are not natively supported by general configuration techniques. Following [11] , we generate 10 continuous parameters, which correspond to the aforementioned possible orderings of arguments and attacks in frameworks. Each continuous parameter has associated a real value in the interval [−1.0, +1.0]. A negative value for a criterion indicates that inverse ordering is used, while the absolute value represents the weight or precedence given to an ordering criterion: the criterion corresponding to the parameter with the highest absolute value is considered first in the ordering. Ties of such an ordering are then broken by referring to the criterion associated to the next parameter of high absolute value. In the case of two criteria having exactly the same absolute value, they are applied according to their alphabetical ordering.
As to ordering the list of attacks, since a criterion can be applied either on the attacking or the attacked argument, an additional categorical selector determines how continuous parameters are exploited for attacks. In particular, the selector allows to decide among 6 alternatives. The first 4 alternatives exploit the 5 continuous parameters for arguments, i.e. applying the same ordering (resp. the inverse ordering) used for listing the arguments to the first argument (resp. the second argument) of the pair of attacks, hence the four alternatives. The other 2 alternatives allows to order the list of attacks independently from the choice of criteria for ordering the list of arguments, i.e. on the basis of additional 5 continuous parameters for attacks applied on the first or second argument of the attack pair (hence the two additional alternatives). For further details, please see Appendix A.
Summing up, the configuration space is C = [−1.0, +1.0] 10 * 6, where 6 are the possible values of the categorical parameter describing the order of the list of attacks.
In order to automatically re-order an argumentation framework according to the specified configuration, we developed a wrapper in Python. On the AFs considered in our experimental analysis, composed by hundreds of arguments and few hundreds of thousands of attacks, the re-ordering of the Aspartix format description takes less than 1 CPU-time second.
Joint AF-Solver Configuration
As mentioned in the introduction, we consider ArgSemSAT [23]-the runnerup of ICCMA 2015-as a case study for investigating the synergies of re-ordering a given argumentation framework and of selecting the most appropriate solver's parameters. To this purpose, we focus on the enumeration of preferred extensions.
ArgSemSAT is a SAT-based solver which, among other tasks, enumerates stable and preferred extensions performing a search in the space of complete extensions. In particular, the constraints corresponding to complete extensions are encoded into a propositional formula in conjunctive normal form, and an external SAT solver is called to identify a model of this formula, which is directly associated to a complete extension. In this work we exploit the Glucose SAT solver [24] , which showed very good performance in recent SAT competitions.
On the one hand, ArgSemSAT exposes a single-critical-parameter which allows to select the specific encoding for translating the constraints corresponding to complete extensions into a propositional formula, with remarkable impact on its size and structure, and on the CPU-time required to enumerate all the extensions. On the other hand, Glucose SAT solver has a large number of parameters that can be tuned and controlled for modifying its behaviour, from decay level of variables and clauses, to the number of restarts. Configuring ArgSemSAT together with Glucose requires to tune 20 parameters (2 categorical and 18 continuous). Please see the full list of parameters, including default value and valid value range, in Appendix B.
In order to maximise the impact of automated configuration on solvers' performance and thus exploiting unforeseen synergies between solver behaviour and specific knowledge descriptions, we use SMAC for configuring at the same time the AF description and the configuration of ArgSemSAT. Taking into account the 11 parameters that determine the configuration of the input framework, the total number of configurable parameters is 31, i.e. 3 categorical and 28 continuous.
Experimental Analysis of Automated Configuration
Our experimental analysis aims to evaluate the impact that AFs configuration and algorithm configuration, as described in previous sections, has on the stateof-the-art solver ArgSemSAT.
Settings
We randomly generated 10,000 AFs, divided into 5 sets of 2,000 AFs each. Three of such sets include only frameworks based on three corresponding graph models, i.e. Barabasi-Albert [25] , Erdös-Rényi [26] and Watts-Strogatz [27] . A fourth set includes graphs featuring a large number of stable extensions-and clearly of preferred extensions as well-hereinafter named StableM (Figure 2d ). 3 The fifth set includes mixed-structured AFs generated by considering graphs of all the mentioned models: we refer to this set as "General." With the aim of providing a set that allows to easily measure the impact of the configuration process, the AFs of the General set have been selected by considering the performance of the default configuration: approximately 60% of the selected instances are successfully analysed.
Erdös-Rényi graphs [26] are generated by randomly selecting attacks between arguments according to a uniform distribution ( Figure 2b ). On the other hand, Watts and Strogatz [27] show that many biological, technological and social networks are neither completely regular nor completely random, but something in the between. They thus explore simple models of networks that can be tuned through this middle ground: regular networks rewired to introduce increasing amounts of disorder. These systems can be highly clustered, like regular lattices, yet have small characteristic path lengths, like random graphs, and they are named smallworld networks by analogy with the small-world phenomenon (Figure 2c ). Finally, as discussed by Barabasi and Albert [25] , a common property of many large networks is that the node connectivities follow a scale-free power-law distribution. This is generally the case when: (i) networks expand continuously by the addition of new nodes, and (ii) new nodes attach preferentially to sites that are already well (Figure 2a ). The AFs have been generated by using an improved version of AFBenchGen [28] , while the StableM set has been generated using the code provided in Probo [29] by the organisers of ICCMA-15. 4 It is worth to emphasise that Watts-Strogatz and Barabasi-Albert produce undirected graphs. Each edge of the undirected graph is then associated with a direction following a probability distribution, that can be provided as input to AFBenchGen.
In order to identify challenging frameworks-i.e., neither trivial nor too complex to be successfully analysed in the given CPU-time-we followed the protocol suggested in [30] which leads to the selection of AFs with a number of arguments between 250 and 650, and number of attacks between (approximately) 400 and 180,000.
Each set of AFs has been split into a training set (1,800 AFs) and a testing set (200 AFs) in order to obtain an unbiased estimate of generalisation performance to previously unseen AFs from the same distribution.
Configuration was done using SMAC version 2.10. The performance metric we optimised is the Penalized Average Runtime with a penalty equal to ten times the cutoff time (PAR10). This metric trades off coverage and runtime for successfully analysed AFs: runs that do not solve the given problem get ten times the cutoff time, other runs get the actual runtime. The PAR10 score of a solver on a set of AFs is the average of the associated scores.
The Wilcoxon sign-rank test [31] is used for comparing performance in terms of PAR10. It exploits the T-distribution which, given a sufficiently large number of samples, is an approximation of a normal distribution, and it is characterised by the z-value and the p-value. The higher the z-value, the more significant the difference of the performance of the compared systems is. The p-value indicates the required level of significance of the performance gap. In our analysis we considered that the null-hypothesis, i.e. the performance of compared solvers is statistically similar, is accepted when p-value > 0.05. Otherwise, the null-hypothesis is rejected, and therefore the compared systems' performance is statistically different. For the purposes of this analysis, the Wilcoxon sign-rank test is appropriate because it does not require any knowledge about the sample distribution, and makes no assumption about the distribution.
Experiments were performed on Dual Xeon X5660-2.80GHz with 48GB DDR3 RAM. Each configuration run (i.e. training and testing on one of the 5 sets of 2000 AFs) was limited to a single core, and was given an overall runtime of 5 days and 4 GB of RAM, for ensuring re-usability of results also on less equipped machines. The cutoff time for enumerating the preferred extensions of a single AF was 500 seconds.
In the following, also coverage and the International Planning Competition (IPC) score are used for comparing different configurations performance. Coverage corresponds to the percentage of the AFs that are correctly solved below the cutoff time. As to IPC score, for a solver S and a problem p, Score(S , p) is 0 if p is unsolved, and 1/(1 + log 10 (T p (S )/T * p )) otherwise (where T p (S ) is the amount of time required by the solver with the configuration S to solve the enumeration problem p, and T * p is the minimum amount of time required by any compared system). The IPC score on a set of instances is given by the sum of the scores achieved on each considered instance. It is worth noting that the IPC score is designed to highlight the fastest option and heavily penalise the others, even if their performance is not very dissimilar. Instead PAR10 is highly dependent on the coverage, but it does not heavily penalise slower systems. Since the IPC score depends on the set of systems compared, in the following we will consider the set including the default configuration and the one identified by SMAC. Table 1 compares the performance of ArgSemSAT using the default configuration (cf. Appendix B), and the specific joint configuration of AF description and ArgSemSAT, obtained by running SMAC. Remarkably, the joint configuration of AF description and ArgSemSAT leads to a general performance improvement. In particular, on the Barabasi-Albert, StableM, and General sets the performance of the configured system are statistically significantly better than the performance achieved by using the default configuration, according to the Wilcoxon test. The significant performance improvement achieved on the General set is of particular interest: it indicates that it is possible to identify a configuration able to improve the performance across differently-structured graphs. In other words, this is an indication that the default configuration of the solver, that was considered as the best possible configuration for solving any general AF, can be improved.
Hypothesis 1: Overall SMAC Configuration Outperforms Default Configuration
Conversely, the configuration process does not significantly improve the default performance on the Watts-Strogatz set. According to the Wilcoxon test, performance of default and tuned configurations are statistically undistinguishable even though IPC score show slight improvements. This is possibly due to the fact that the default configuration is already showing very good performance. In that scenario, it may be the case that only small portions of the configuration space lead to a significant performance improvement over the default configuration. Given the limited CPU-time made available to the configuration process, SMAC did not identify such portions of the vast configuration space. Finally, the results on the Erdös-Rényi set deserves a more detailed discussion. On the one hand, the Wilcoxon test indicates that there is not a statistically significant performance improvement. On the other hand, AFs from the Erdös-Rényi set are extremely hard for ArgSemSAT, as testified by the coverage values. Moreover, those that can be solved are usually solved quickly, i.e. in few CPUtime seconds. This makes the evaluation of configurations' performance, and the exploration of the space of configurations, hard and slow. Despite such issues, SMAC was able to identify a configuration that is able to improve the performance both in terms of runtime (better IPC score) and coverage. Overall, this is a remarkable result, that shows the ability of automated configuration in improving performance also in unfavourable cases.
Hypothesis 2: Argumentation Framework Configuration Plays a Significant
Role In order to shed some light on the usefulness of algorithm and AF tuning, we assessed the importance of parameters in the considered graph-specific configurations. We used fANOVA [32] , a recently-released tool for assessing parameter importance after each configuration. fANOVA exploits predictive models of the performance of each configuration for assessing the importance of each parame-
Set 1st
2nd 3rd ter, regardless of the value of the others, and the interaction between parameters' values. Table 2 shows the three most important parameters for each configuration. Unsurprisingly, the encoding used by ArgSemSAT for generating the SAT formulae is usually the most important parameter (see Appendix B). Default value of this parameter is 101010, proven to be the best choice for AFs belonging to Watts-Strogatz and General sets, but not for AFs in the Barabasi-Albert set. After that, the parameters that control the behaviour of Glucose are those with the highest impact on performance, notably: decay value of clauses and size of the DB of learnt clauses are among the aspects with the strongest impact on the performance of ArgSemSAT.
One parameter used for controlling the AF description has a significant impact on performance on AFs belonging to the Erdös-Rényi set, according to the fANOVA tool. This is the parameter that orders arguments according to the presence of self-attacks. However, AFBenchGen does not allow the generation of any self-attacking argument for Erdös-Rényi AFs. Interestingly, due to the way in which the configurator has been implemented, setting the autoFirst parameter value to −1.0, when no self-attacking arguments are included, leads to listing the arguments in a complete inverse order than the one provided by the generator. This result suggests that AFBenchGen orders the arguments in a peculiar way, that has a detrimental impact on the solver's performance.
However, the interaction of parameters controlling the shape of AFs with reasoning-related parameters do have a remarkable impact, i.e. the best performance depends on two or more parameters. Parameters used for controlling the order of arguments have strong interactions with the parameter that controls the encoding of ArgSemSAT, as well as with parameters of Glucose controlling the number and type of clauses learnt. Figure 3 teracting parameters. args eachOther is used for listing earlier in the AF description arguments that are attacking each other, the other parameter is used for controlling the number of Glucose learnt clauses, according to their heuristic LBD (Literal Block Distance) evaluation. Figure 3 shows that, in order to achieve better performance in terms of PAR10, both arguments have to be taken into account. Specifically, arguments attacking each other should be listed very late (−1.0 value of the parameter) or very early (+1.0 value) and either few or many clauses should be kept (respectively, low and high value of Glucose parameter). The peculiar shape of the impact figure is probably due to the way in which the parameter for ordering the arguments works: the same value can result in an ascending (positive) or descending (negative) order, according to the sign.
Parameters that control the order in which arguments are listed tend to have a stronger impact on overall performance-either singularly ( Table 2) or as a result of their interaction with other parameters (Fig. 3 )-than parameters controlling the order in which attacks are listed. At a first sight, this may be seen as counterintuitive, since the number of attacks in a typical benchmark AF is significantly higher than the number of arguments. However, this difference can be due to the data structure used by ArgSemSAT. The set of arguments of the AF is stored in a list which is populated according to the order in which the arguments are listed in the input file. Each argument has an associated data structure with pointers to two other lists of arguments: one for the attacked arguments; and one for the arguments that attack it. Then the list representing the set of arguments of the AF is navigated several times when creating CNFs to be evaluated by the SAT solver. Let us also reiterate here that we considered the problem of enumerating preferred extensions which requires iterative calls to a SAT solver with significant manipulations [33] . These results suggest that not only the encoding of complete labellings in CNF, but also the order of clauses have a remarkable impact on the performance.
Post-Hoc Analysis: Robustness of SMAC Configuration
We can identify three typologies of argumentation frameworks from the sets we used in our experimentation: T1: frameworks generated obeying extension properties: StableM; T2: frameworks generated obeying graph-theoretical properties: Barabasi-Albert, Erdös-Rényi, and Watts-Strogatz;
T3: a mixture of all of those: General.
In this section we investigate, as a post-hoc analysis, the robustness of the found configurations. We therefore proceed with two post-hoc analyses, one intratypology (e.g. comparing the configurations within the same typology set); and the other inter-typology. For the latter, we are in particular interested in understanding the generality of the results, i.e. whether the General set of AFs carries enough information to support the claim that its best configuration can be directly applied to frameworks belonging to different typologies.
Intra-Typology Post-Hoc Analysis
Since both T1 and T3 have one member each only, these cases are already discussed in Table 1 . Let us then focus on T2, namely the set of frameworks generated obeying graph-theoretical properties, such as Barabasi-Albert, Erdös-Rényi, and Watts-Strogatz. Table 3 shows the results of this comparison within the T2 typology of argumentation frameworks. Leaving apart the configuration derived from Barabasi-Albert training AFs, the configurations derived from Erdös-Rényi and Watts-Strogatz AFs exhibit performance on differently structured testing sets that are similar to performance on AFs with the same structure. This possibly indicates that there are some parameters' values that can boost performance on differently-structured AFs.
On the other hand, the configuration derived from Barabasi-Albert training does not generalise well on differently-structured AFs. Such a behaviour is possibly due to some parameter's value that helps increasing the performance on the Barabasi-Albert test set, but has a detrimental effect on different graph structures. For instance, among considered structures, Barabasi-Albert is the only set of AFs with a large number of preferred extensions (several tens) per AF.
Finally, it is worth noticing that only in the case of testing on Erdös-Rényi frameworks the configuration derived from a training over frameworks structured as the testing ones provides consistently the best performance. In the case of Barabasi-Albert and Watts-Strogatz frameworks, depending on the chosen metric there are two different "optimal" configurations. In the case of testing on Barabasi-Albert frameworks, the best configuration according to PAR10 (and, unsurprisingly the coverage as well) is training on Watts-Strogatz frameworks; ac- 1968.0 61.0 Table 4 : Inter-typology post-hoc analysis on the generalisability of the configuration obtained training on General set compared to the best configuration identified in the intra-typology posthoc analysis, cf. Tables 1 and 3 . In case from Table 3 is not possible to identify a single clear winner, we considered all the winner "candidates."
cording to IPC is training on Barabasi-Albert frameworks. In the case of testing on Watts-Strogatz frameworks instead for PAR10 and coverage it is better to train over Erdös-Rényi frameworks, but not for IPC, for which it is better to train over Watts-Strogatz frameworks. This is due to the fact that PAR10 is highly coupled with the coverage measurement. Table 4 shows the results of the inter-typology post-hoc analysis aimed at identifying the degree of generalisibility of configurations obtained on the General training set on testing sets belonging to homogeneous typologies.
Inter-Typology Post-Hoc Analysis
As to the inter-typology analysis with T1, namely frameworks generated obeying to argumentation properties (i.e. StableM), Table 4 seems to be fairly conclusive that the configuration obtained using General as training set is not competitive against the one obtained training over StableM. This is also due to the fact that the General set is not perfectly balanced, as only one fourth of its frameworks belongs to the T1 typology, versus three fourth of frameworks belonging to the T2 typology.
As to the inter-typology analysis with T2, the configuration identified by training on the General set is usually able to obtain performance that are close to-or even better than-those of the specific configuration, on each considered test set. This seems to support the hypothesis that there are some parameters' values that can help improving the general performance. Remarkably, results presented in Table 4 highlight a potential limit of the configuration approach. As previously observed, AFs from the Erdös-Rényi set are extremely challenging for ArgSemSAT; this is true for both training and testing instances. It is therefore reasonable to assume that the configuration approach did not assess a large number of configurations due to the frequent timeouts of the solver and to the limited overall CPU-time available for the learning process. This may result-as it is the case for the General configuration on the Erdös-Rényi test set-in having other configurations, optimised by successfully analysing a much larger number of training instances, that performs better on the specific test set.
Post-Hoc Analysis: Joint Configuration and a Different SAT Solver
In this section we show how the configuration process leads to a significant performance improvement, in line with the results shown in Section 4.4, even when ArgSemSAT uses MiniSAT instead of Glucose as SAT solver. We considered MiniSAT [34] , given its wide availability, and the fact that it is commonly used as a framework for developing SAT solvers. As training and testing benchmarks, we focused on the General set, which has been shown to provide a good training set for configurations that generally increase the performance of ArgSemSAT. Table 5 compares the performance of ArgSemSAT using MiniSAT with the default configuration, and the specific joint configuration of AF description and MiniSAT, obtained by running SMAC on the General benchmark set. This suggests that the joint configuration plays a significant role in the increase of performance.
The analysis of parameters' importance for the obtained configuration, performed using the fANOVA tool, confirmed that-beside parameters controlling the internal behaviour of the solver-parameters used for controlling the AF description play a significant role. In particular, the value of the args eachOther parameter-used for listing earlier in the AF description arguments that are attacking each other-can improve ArgSemSAT's performance by 4%. This parameter plays a significant role also on the performance of ArgSemSAT running with the Glucose SAT solver. Moreover, fANOVA identified parameters args ingoingFirst and args differenceFirst-used respectively for listing first the arguments that show a high number of incoming attacks and the arguments with a high difference between incoming and outgoing attacks-as having a noticeable impact on the overall performance.
Experimental Analysis of ICCMA-15 Solvers
For this experimental analysis we reused the same benchmark frameworks described in Section 4.1, extracting from them 2,000 AFs based on four different graph models: Barabasi-Albert [25] , Erdös-Rényi [26] , Watts-Strogatz [27] and graphs featuring a large number of stable extensions (StableM). 5 The set of AFs has been divided into training and testing sets. For each graph model, we randomly selected 200 AFs for training, and the remaining 300 for testing. Therefore, out of the 2,000 AFs generated, 800 have been used for training purposes, while the remaining 1,200 have been used for testing and comparing the performance of trained approaches.
We considered all the solvers that took part in the EE-PR and EE-ST tracks of ICCMA-15 [35] , respectively 15 and 11 systems. For the sake of clarity and conciseness, we removed from the analysis single solvers that did not correctly solve at least one AF within cutoff time or which were always outperformed by another solver. The interested reader is referred to [36] for detailed descriptions of the solvers. Hereinafter, we will refer to such systems as basic solvers, regardless of the approach they exploit for solving argumentation-related problems (this is to distinguish them from portfolios of algorithms, described in the next sections, which use basic solvers as components).
Experiments have been run on a cluster with computing nodes equipped with 2.5 Ghz Intel Core 2 Quad Processors, 4 GB of RAM and Linux operating system. A cutoff of 600 seconds was imposed to compute the extensions-either preferred or stable-for each AF. For each solver we recorded the overall result: success (if it solved the considered problem), crashed, timed-out or ran out of memory.
In ICCMA, solvers have been evaluated by considering only coverage (and in case of ties the overall runtime on solved instances). Here we also evaluate solvers' performance by considering the PAR10 score. Table 6 shows the results of this analysis in terms of coverage, PAR10 scores, and number of instances on which a given solver has been the fastest. We considered runtimes below 1 CPU-time second as equally fast.
Hypothesis 3: Reduction-based Solvers Constantly Outperform Others
Each basic solver for the EE-PR problem has at least one instance (i.e. one AF) on which it is the fastest (cf. F.t). We note that, when considering performance achieved on the whole testing set (All) by solvers, there can be a significant discrepancy between results shown in the coverage and fastest columns. One would expect that the higher the coverage, the larger the possibility of a solver to be the fastest. Interestingly, we observed that some of the solvers with low coverage tend to be fast on the (few) instances they are able to analyse. For instance, ArgTools (a non reduction-based system) achieves low overall coverage, but it is the best solver for handling AFs of the Erdös-Rényi set. This contradicts the hypothesis-endorsed by a superficial reading of the results of ICCMA-15-that reduction-based systems constantly outperform others.
The best basic solver for solving the EE-PR problem on the StableM set of AFs is Cegartix, which is able to solve 77.0% of the instances. This is approximately 10% more than the coverage of the second best solver on such set, ASPARTIX-D. The prefMaxSAT solver has shown the best performance on the Watts-Strogatz AFs. From an (empirical) complexity perspective, we observe that the set with the lowest average coverage is the Barabasi-Albert set of AFs. This is possibly due to the very large number (up to few thousands, in some cases) of preferred extensions of such testing frameworks. In this set GRIS is able to obtain a very good coverage and a very low PAR10, probably because it exploits a decomposition of the AF into strongly connected components [37] . Conversely, the Erdös-Rényi set is the less complex for the considered basic solvers when solving the EE-PR problem. Moreover we can derive that even though there is usually a basic solver with best coverage performance on each testing set, such solver is not always the fastest (see the column F.t).
As for the EE-ST problem, the results in Table 6 show another interesting scenario. ArgTools is able to achieve the best PAR10 and coverage performance on two of the four considered sets, namely StableM and Watts-Strogatz. The best PAR10 score on the Erdös-Rényi set is obtained by LabSATSolver but four of the considered basic solvers successfully analyse each of the 300 AFs in such a set. The winner of the EE-ST track of ICCMA-15, ASPARTIX-D, has been the fastest solver on 395 of the testing frameworks, but it did never excel in any of the 4 considered subsets. The AFs of the StableM set are (empirically) the most complex to solve for the considered systems, which is unsurprising if we take into account that they have been constructed in order to obtain a large number of stable extensions. Table 6 indicates that there is not a basic solver that is always the best selection on the vast majority of the testing frameworks. This is evidence that the basic solvers are substantially complementary, thus supporting the claim that a mixture of approaches can be fruitful, and justifying the search for improvements via portfolios.
Hypothesis 4: Basic Solvers show Complementary Performance

Generation of Portfolios of Multiple Solvers
In this section we describe the techniques we used for combining multiple solvers into sequential portfolios. Every approach requires as input a set of solvers, a set of training AFs, and measures of performance of solvers on the training set. Solvers are treated as black-boxes, and no communication is allowed between different solvers. As in Section 4, solvers' performance are measured in terms of Penalised Average Runtime (PAR10) score. Although PAR10 largely emphasises the coverage, it also gives a clear indication on runtime effective performance, thus resulting in an interesting and useful measure.
Static Portfolios
Static portfolios-as the name suggests-are generated once, according to the performance of the considered solvers on training instances, and never adjusted. Static portfolios are defined by: (i) the selected solvers; (ii) the order in which solvers will be run, and (iii) the runtime allocated to each solver.
We considered two different approaches for configuring static portfolios. A first approach consists in static portfolios of exactly k components, called Sharedk. Each component solver has been allocated the same amount of CPU-time, equal to maxRuntime/k seconds. Solvers are selected and ordered according to overall PAR10 score achieved by the resulting portfolio. We considered values of k between 2 and 5. In fact, k = 1 would be equivalent to select the single solver with the best PAR10 score on training instances, which is not relevant for our investigation. For k > 5, the CPU-time assigned to each solver tends to be too short hence drastically reducing portfolio performance.
For our second static portfolio approach, named FDSS, we adapted the Fast Downward Stone Soup technique [38] . We start from an empty portfolio, and iteratively add either a new solver component, or extend the allocated CPU-time 6 of a solver already added to the portfolio, depending on what maximises the increment of the PAR10 score of the portfolio. We continue until the time limit of the portfolio has been reached, or it is not possible to further improve the PAR10 score of the portfolio on the training instances.
Per-instance Portfolios
Per-instance portfolios rely on instance features for configuring an instancespecific portfolio. For each AF a vector of features is computed; each feature is a real number that summarises a potentially important aspect of the considered AF. Similar instances should have similar feature vectors, and, on this basis, portfolios are configured using empirical performance models [10] .
Abstract Argumentation Features
In this investigation we consider the largest set of features available for AFs [18] . Such set includes 50 features, extracted by exploiting the representation of AFs both as directed (loss-less) or undirected (lossy) graphs.
We are able to extract 26 features from the representation of AFs as direct graphs. Each feature belongs to one of the following four classes: graph size (5), degree (4), SCC (5), graph structure (5), times (7) .
• Graph size features: number of vertices, number of edges, ratios verticesedges and inverse, and graph density (NT -non trivial). 7
• Degree features (overall NT): average, standard deviation, maximum, minimum degree values 8 across the nodes in the graph.
• SCC features (overall NT): number of SCCs, average, standard deviation, maximum and minimum size of SCCs. 6 A granularity of 5 CPU-time seconds is considered. 7 We consider as trivial the extraction of features that requires less than 0.001 seconds. Such features are, for instance, those requiring only elements count (e.g., number of edges) or easy calculations (e.g., ratios vertices-edges). A class is called overall NT if all of its features are NT. 8 The degree value of a node is the sum of its indegree and its outdegree.
• Graph structure: presence of auto-loops, number of isolated vertices (NT), flow hierarchy (NT) and results of test on Eulerian (NT) and aperiodic structure of the graph (NT).
• CPU-times: the needed CPU-time for extracting NT features and overall NT classes.
The features extracted by considering the undirect graph representation of AFs -i.e. replacing each directed attack with an undirected edge -are 24, belonging to six classes: graph size (4), degree (4), components (5), graph structure (1), triangles (5), times (5).
• Graph size features: number of edges, ratios vertices-edges and inverse, and graph density (NT).
• Degree features (overall NT): average, standard deviation, maximum, minimum degree values across the nodes in the graph.
• Components features (overall NT): number of connected components, average, standard deviation, maximum and minimum size of connected components.
• Graph structure: transitivity of the graph (NT).
• Triangles features (overall NT): total number of triangles in the graph and average, standard deviation, maximum, minimum number of triangles per vertex.
The features extraction process is usually quick (less than 2 CPU-time seconds on average) and is done by exploiting a wrapper written in Python.
Classification-based approach
The classification-based (hereinafter Classify) approach exploits the technique introduced in [18] . It trains a random decision forest classification model to perform algorithm selection. It classifies a given AF into a single category which corresponds to the single solver predicted to be the fastest. The difference between solvers' performance is ignored: all the available CPU-time is then allocated to the selected solver.
Regression-based approaches
For regression-based approaches, deciding which solver to execute and its runtime depends on the empirical hardness models learned from the available training data, in particular a M5-Rules [39] model generated for each solver. When executed on a fresh AF, the predictive model estimates the CPU-time required by each solver to successfully terminate.
We exploit the regression-based model in two different ways. First, for performing algorithm selection (hereinafter 1-Regression): given the predicted runtime of each solver, the solver predicted to be the fastest is selected and it is allocated all the available CPU-time. However, such use of the model does not fully exploit the available predicted runtimes. Therefore, we designed a different way for using the regression-based approach, referred to as M-regression. As in 1-Regression, we initially select the solver predicted to be the fastest, but we allocate only its predicted CPU-time (increased by 10% in order to mitigate the impact of negligible prediction mistakes). If the selected solver is not able to successfully analyse the given AF in the allocated time, it is stopped and no longer available to be selected, and the process iterates by selecting a different solver. The M-regression approach stops when either a solver has successfully analysed the AF, or the runtime budget has been exhausted.
With regards to existing well-known portfolio-based solver approaches, it is worthy to remark that SATZilla [15] is a regression-based approach similar to the 1-regression we introduced. However, since it was developed for competition purposes, SATZilla also exploits pre and backup solvers. These are undoubtedly useful for improving coverage, but not when the main point is to evaluate to which extent solvers composition/selection can improve results, as in our investigation.
Experimental Analysis of Portfolios
First of all, we generated the Virtual Best Solver (VBS) as the (virtual) oracle which always select the best solver (as to PAR10) for the given problem and instance (i.e. argumentation framework). This provides the upper bound of performance achievable by combining considered solvers.
As to static solvers, for the preferred semantics the basic solvers included in the Shared-5 portfolio, ordered following their execution order, are: Cegartix, ArgSemSAT, prefMaxSAT, LabSATSolver and DIAMOND. Smaller static portfolios include subsets of those 5 solvers, not necessarily in that order. FDSS static portfolio includes ArgSemSAT and GRIS, only.
For the stable semantics, the solvers included in the Shared-5 portfolio, ordered following their execution order, are: LabSATSolver, ArgTools, ASPARTIX-D, CoQuiAAS and DIAMOND. Smaller portfolios include subsets of the listed solvers, not necessarily in that order. The FDSS portfolio includes LabSATSolver and ASPARTIX-D.
As to per-instance portfolios, we generated the three per-instance (per-problem) portfolios that exploit predictive models in order to map the features of the given AF to a solver selection or combination: Classify, 1-Regression, and M-Regression.
We trained all the portfolio approaches using our training set of 800 AFs, 200 AFs from each set. The runtime cutoff once again was 600 CPU-time seconds. Table 7 shows the coverage and PAR10 scores of all portfolios, basic solvers and the VBS on the testing frameworks.
Hypothesis 5: Static Portfolios are more Efficient than Basic Solvers
Results for the static portfolios vary between stable and preferred semantics. When dealing with the EE-PR problem, the FDSS approach is the only technique which is able to outperfom the best basic solver. Shared-2 and Shared-3 achieve performance close to those of the best basic solver, while Shared-4 and Shared-5 are undistinguishable from average basic solvers. FDSS portfolio performs better than Shared-k static portfolios because it includes GRIS. ArgSemSAT has good coverage, and GRIS excels on the Barabasi-Albert set ( Table 6 ), while Shared-k portfolios do not include any solver able to efficiently solve the EE-PR problem on the Barabasi-Albert set.
Conversely, the right part of Table 7 shows that on the EE-ST problem, both Shared-2 and Shared-3 are able to achieve better performance than any basic solver, and the FDSS portfolio. Shared portfolios performance are boosted by the inclusion of ArgTools, which is able to achieve the best performance on three of the considered benchmark set structures, and CoQuiAAS-that is the second best basic solver in terms of number of AFs quickly analysed. Moreover, the EE-ST problems are usually quickly solved by the basic solvers, therefore 2 or 3 solvers can be easily executed within the 600 CPU-time seconds limit. When more than three solvers are combined by the Shared approach-i.e. the CPU-time allocated to each basic solver is less than 200 seconds-performance drops.
Hypothesis 6: Per-Instance Portfolios are more Efficient than Static Portfolios
When considering per-instance portfolios, Table 7 indicates that they are all able to outperfom the best basic solver on the considered testing frameworks. This comes as no surprise, since per-instance approaches should be able to select the most promising-ideally, the fastest-algorithm for solving the considered problem on the given AF. For both EE-PR and EE-ST problems, the performances of Classify and 1-Regression are very similar, but the M-Regression approach performance is always worse. Such results indicate that: (i) the 50 features considered are informative for both EE-PR and EE-ST problems, and allow to effectively select solvers; (ii) classification and regression predictive models have similar performance when used for selecting a single solver to run; and (iii) the regression predictive model tends to underestimate the CPU-time needed by algorithms for solving the considered problem on the given AF. Table 8 shows the number of times each basic solver has been executed by either the Classify or the M-Regression portfolio. 1-Regression executed solvers are not shown, because they are a subset of the M-regression selections. Table  8 shows some remarkable differences in the algorithm selected by the classification and regression approaches, and also those included in the static portfolios. For instance, Classify never selects ArgSemSAT, while it is largely exploited by M-regression, and included in static portfolios generated for solving EE-PR problems. This is because ArgSemSAT, and a few other basic solvers, has rarely been the fastest: therefore the classification approach-which only focuses on the fastest solver-ignores its performance. On the contrary, solvers like ArgTools (EE-PR) and ASPARTIX-D (EE-ST) are usually the fastest, and are often selected by both Classify and M-Regression approaches.
EE
Finally, by looking at Table 7 , it can be noted that the largest performance improvement can be achieved when exploiting portfolio approaches for solving the problem of enumerating preferred extensions of an AF: the use of portfolio-based techniques allows to solve up to 10.6% more instances than the best basic solver, Cegartix. Such margin is reduced to 2.9% when solving the EE-ST problem. This is due to the higher computational complexity of the EE-PR problem, and to the higher complementarity between basic solvers able to handle the EE-PR problem.
Post-Hoc Analysis: Generalisation of Performance
To assess the ability of our portfolios on testing instances that are dissimilar from instances used for training we generated four different new training sets as follows: starting from the original training set composed by 800 AFs, we removed all the frameworks corresponding to one set at a time, and randomly oversampled frameworks from the remaining three sets-in order to have again approximately 800 frameworks for training. We then tested our portfolios on the complete testing set of 1,200 AFs, so that performance can be compared with those of portfolios trained on the original set (Table 7) . This can be seen as a leave-one-out scenario.
The results of such generalisation analysis are shown in Table 9 . Unsurprisingly, static portfolios-particularly Shared-k-show the best generalisation performance: their behaviour does not change much with the new training sets. On the other hand, per-instance approaches do not show good generalisation capabilities: their performance varies significantly when the training set is not fully representative of the testing instances. This is true for both EE-PR and EE-ST problems, despite the fact that gaps are smaller in the EE-ST case, although it is true that also the performance of basic solvers on EE-ST tends to be closer.
Remarkably, Classify (covering up to 89.7%, cf. Table 7) is very sensible to the absence of Barabasi-Albert (−10.8%, cf. Table 9 ) or StableM (−15.3%, cf. Table 9 ) frameworks from the training set for EE-PR, while regression-based approaches show scarse generalisation abilities when the Erdös-Rényi frameworks are removed from the training set. On the contrary, Classify is very generalisable on the EE-ST set, and the 1-Regression method is very sensitive when Watts-Strogatz AFs are removed. M-Regression is more generalisable than 1-Regression when dealing with the EE-ST problem: this indicates that when testing instances are dissimilar from training ones, the exploitation of more than one solver can be fruitful.
Conclusion
We evaluated the impact of configuration of abstract argumentation solvers both at the level of AF-solver configuration, and at the level of combining solvers into portfolios, thus testing six experimental hypotheses.
We, indeed, extended the evaluation first proposed in [8] of an approach for the joint automatic configuration of AF descriptions and argumentation solvers. Specifically, we designed a method to automatically order the list of arguments and the list of attacks in argumentation frameworks by tuning 11 parameters, considering as a test-case the widely used Aspartix format. We focused our investigation on ArgSemSAT-runner-up of the ICCMA 2015-using Glucose as a SAT solver: they export together a further set of 20 parameters.
We demonstrate: (i) that joint AF-solver configuration has a statistically significant impact on the performance of ArgSemSAT; (ii) the synergies between AFs configuration and SAT solvers behaviour. We also open new, exciting possibilities in the area of learning for improving performance of abstract argumenta-tion solvers. We believe this work would be particularly beneficial for the participants of the forthcoming competition ICCMA 2017 [40] . 9 We also exploit the ICCMA-15 legacy by combining state-of-the-art solvers, able to handle EE-PR and EE-ST problems, using portfolio-based techniques. In particular, we tested static and per-instance portfolios, exploiting the largest available set of argumentation features [18] .
The results of our extensive empirical analysis showed that: (i) the claim that reduction-based solvers always outperform non reduction-based systems-a possible superficial reading of the results of ICCMA-15-is not always the case; (ii) the solvers at the state of the art show a high level of complementarity (specially those able to deal with EE-PR problems), thus they are suitable to be combined in portfolios; (iii) portfolio systems generally outperform basic solvers; (iv) if the training instances are representative of testing AFs, the existing set of features is informative for selecting most suitable solvers; (v) classification-based portfolios show good generalisation performance; (vi) static portfolios are usually the approaches which are less sensitive to different training sets.
We see several avenues for future work. We plan to evaluate the proposed joint AF-solver configuration approach on different solvers and on different semantics. Moreover, we are interested in exploiting the configuration approach for combining different argumentation and SAT solvers into portfolios. Finally, we are considering investigating the presence of AF configurations that are able to improve-on average-the performance of all the existing state-of-the-art argumentation solvers. This would provide powerful guidelines for the encoding of frameworks as well as explaining the connections between AF configurations and overall performance. We are also interested in further investigating the generalisation capabilities of portfolios performance by considering significantly differently-structured AFs, including complex frameworks generated by real-world scenarios. We will also extend the portfolio methods considering SATZilla [15] like approaches, or more sophisticated model-based techniques. Finally, given the significant results obtained for the extension enumeration problem, a natural future work is to test portfolio methods also in other argumentation problems, e.g. credulous and skeptical acceptance of a single argument. rather than of extensions (see [41, 42] ). In particular, the notion of complete labelling [43, 42] provides an equivalent characterization of complete semantics, in the sense that each complete labelling corresponds to a complete extension and vice versa. Complete labellings can be (redundantly) defined as follows.
Definition 4. Let A, R be an argumentation framework. A total function L ab : A → {in, out, undec} is a complete labelling iff it satisfies the following conditions for any a ∈ A :
• L ab(a) = in ⇔ ∀b ∈ a − L ab(b) = out;
• L ab(a) = out ⇔ ∃b ∈ a − : L ab(b) = in;
• L ab(a) = undec ⇔ ∀b ∈ a − L ab(b) = in ∧ ∃c ∈ a − : L ab(c) = undec;
In [33] it is proved that the requirement of Definition 4 can equivalently be expressed in different ways, corresponding to the conjunction of different specific subsets of the 6 terms C The parameter SOLVER-ExtEnc considers a sequence of six binary numbers whose position is in one-to-one correspondence with the sequence:
For instance, SOLVER-ExtEnc=101010 is equivalent to select the encoding C → in ∧C → out ∧C → undec .
