The problem of actual vision machines on VLSI is the implementation of a large set of linear lters selective to features such as edges, corners, orientations, motion. This procedure r equires large arrays of lters with complex structures. In order to reduce the complexity, we propose to implement a simple basis of lters able to generate more c omplex lters such as oriented quadrature b and-pass lters, quadrature w e dge lters, velocity tuned lters. The current basis consists of asymmetrical lters implemented with Cellular Neural Networks having only one layer and interactions with four neighbors. We show that this basis generates relevant lters for vision applications and show how the particular structure of the lters basis allows the direct implementation of spatio-temporal lters with a low aditional cost.
Introduction
Spatial and spatio-temporal lters are the rst stage for most vision architectures. These lters are tuned to di erent features such as edges, corners, orientations, motion, etc. The lters are usually band-pass spatial lters Gabor, Gaussian derivatives and velocitytuned spatiotemporal lters.
Several VLSI implementations of lters have been proposed 5, 6, 7, 9, 10, 11 . Their main approach consists in implementing a Linear Cellular Neural Network LCNN 3, 13 with an impulse response close to the impulse response of a given lter. This approach gives rise to complex structures with several layers or connections to more than four neighbors.
In this paper, we adopt a di erent approach. We propose a simple basis of lters suitable for cellular ar-
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chitectures one layer with only four neighbor connections. From this basis of lters, we generate more complex lters oriented quadrature band-pass, quadrature wedge lters which are approximated by a linear combination of that basis, Fig. 1 . Changing the linear combination of the basis lters allows to tune the architecture to di erent features. The problem of implementing a particular lter in order to solve a speci c vision task is formulated as an optimization problem. Specifically, w e look for the combination of the basis lters that optimizes a cost function. The proposed architecture o ers a way to implement spatio-temporal lters motion-sensors with a low ad- ditional cost. This approach opens an issue to the problem of implementing large sets of spatial and spatiotemporal lters tuned to di erent features edges, junctions, velocity, ....
Basic LCNN lters
One of the main problems was the choice of a relevant basic set of lters. The complexity constraint imposes to develop lters with few connections. Classical algorithms in vision impose to analyse an image or a sequence with a set of lters tuned to di erent orientations, scales and velocities. Therefore, the complexity constraint is mandatory when a high number of lters is required. In this section we present the two basic lters matched to cellular architectures. These lters are the basic elements of the subsequent sections.
RC-network
A basic RC-network 7, 8 circuit is shown Fig. 2a The input is the voltage e n;m . The output is the voltage s n;m . The output node is connected to its four nearest neighbors by resistors R. The capacitor C gives to the network the temporal behavior. This circuit implements a low-pass spatiotemporal lter.
By applying the Kircho currents' law at the output node n; m, we obtain: e n;m t = s n;m t + 2 s 4 s n;m t , s n,1;m t , s n+1;m t , s n;m,1 t , s n;m+1 t + d s n;m t=dt 1 with 2 s = r=R and = r C . By applying the Fourier transform to equation 1, we obtain the transfer function. In order to simplify the formulas, we will study the behavior for low spatial frequencies. Therefore, we will use the following approximations: 1, cos2f x ' 2 2 f 2 x and sin2f x ' 2f x . W e obtain: 
Asymmetrical network
The LCNN shown in Fig. 2b implements a spatial oriented lter and it is inspired from a velocity-tuned LCNN 15, 16, 17 . In this circuit, horizontal" resistors have been changed to two unidirectional branches. Each branch has one OTA with variable gain. The input is the current generator e n;m and the output is the voltage s n;m . The asymmetrical interactions between output neighbors is responsible of an oriented blurring of the input image. As there is no capacitor, the network implements a pure spatial lter.
By analyzing the circuit, we obtain the next transfer function: , the more the image will be blurred in the direction . controls the angular localization of the impulse response. Orientation selectivity is obtained by means of the complex term in the denominator. Fig. 3 shows the impulse responses of the network for di erent orientations. The impulse response is that of an oriented low pass lter but with an asymmetrical spatial shape. The asymmetrical shape of the impulse response is the fundamental characteristic of this lter and its relevance will be addressed in the next sections.
We propose to use asymmetrical networks as a simple basis of functions that would be able to generate interesting lters for the developpement of applications in vision. Symmetrical lters cannot generate the lters we present in next sections and they require more complex architectures eight neighbors connections in rectangural arrays or six neighbors connections in hexagonal arrays. An e cient implementation of symmetrical oriented lters can be found in 18 .
Design of spatial band-pass oriented lters
The most appealing lters for spatial vision are quadrature band-pass Gabor lters. Some circuits have been proposed in the literature in order to implement Gabor-type lters 6, 9 , 1 0 , 1 1 , 12 . Here, we present a di erent w ay to obtain quadrature oriented band-pass lters: rather than using networks that implement oriented band-pass lters, we propose to obtain them as The starting point is a set of oriented lters implemented by N asymmetrical networks: fh 0 ; h 1 ; :::; h N,1 g, where h i x is the spatial impulse response of the asymmetrical network i with the orientation given by the angle i = 2 i=N. x = x; y T are the spatial variables. We w ork with continuous spatial variables as we use the low spatial frequencies approximation.
We look for a band-pass lter, gx, obtained by linear combination of the asymmetrical lters, h i x:
where a i may be complex coe cients. We look for lters optimizing a cost function that represents the desired properties of a band-pass oriented lter. Gabor lters are used to analyze the local orientations in an image. Therefore, we look for a band-pass lter gx optimizing the frequency resolution. Optimization is done in the space generated by the lter basis fh 0 ; h 1 ; :::h N,1 g. the second term is the spatial size. Minimization is done with respect to the complex coe cients a i . The parameter allows us to weight separately the frequency localization and the spatial localization of the spatial lter gx. Minimization of equation 8, done under the constraint E g = constant, imposes the magnitude of the transfer function Gf s to be asymmetrical. This implies that the lter gx is complex a i are complex coe cients. The real and complex parts of gx are the approximation of the quadrature pair of band-pass lters. We can add a term of the form jG0; 0j 2 to the cost function in order to reduce the throughput of the mean value of the input. The larger the value of will be, the more we will penalize the mean gain of the lter. However, a large value of will produce a larger frequency bandwitdth.
Minimization of the cost function 8 can be done numerically by writing the cost function in matrix notation. In order to compute the central frequency f xo it is necessary to iterate equations 8 and 9.
For example, with = 1 and = 4 the coe cients obtained are: The lter parameters are set to a = 1 and = 2 for the asymmetrical networks. is set in order to have a smooth shape of the function gx. The spatial scale a will modify the central frequency of the band-pass lter. Table 1 of the band-pass lters obtained for three spatial scales table 1 and using six asymmetrical networks at each spatial scale. The righthand side of Figure 5 shows the same but from eight asymmentrical lters. It can be noted that using more asymmetrical networks gives narrower band-pass lters. Figure 6 shows the local output energies for two orientations addition of the squared output of both phase and quadrature lters. A basis of lters containing only symmetrical or only antisymmetrical lters cannot generate quadrature band-pass lters as they require both symmetrical and antisymmetrical components.
In order to measure the properties of the quadrature pair of band-pass lters, we measure the DC Rejection DCR and the Negative F requency Rejection NFR. The de nitions of the DCR and NFR can be found in 11 . Table 2 shows the results obtained when using 6 and 8 basis lters.
Design of spatial Wedge lters
Simoncelli and Farid 14 de ned Wedge lters as asymmetrical lters with optimally localized oriented These functions are given in polar coordinates: r and . gr determines the radial shape of the lter's impulse response. The coe cients b i are calculated in order to obtain the maximal angular resolution. By increasing N we increase the angular resolution but we need more rotated versions of the Wedge lter in order to sample all the orientations. The problem is that the functions gr cosn and gr sinn cannot be easily implemented by cellular architectures. Here, we can obtain an approximation of quadrature Wedge lters as a linear combination of the functions fh 0 ; h 1 ; :::; h N,1 g. The cost function associated We assume that N is even for N odd the limits must be modi ed. As h i is asymmetrical, the functions c n and s n are non-null. It can be shown that these functions are an orthogonal basis and that the pair c n and s n are in quadrature with respect to the angular variable . I t must be noted that c 0 is the average of all the rotated versions of the lter used as basis. The other functions, c n and s n with n 0 h a ve n ull mean, Fig. 7 . The functions c n and s n are approximations of the functions gr cosn and gr sinn used by Simoncelli b n s n r; 17
We ignore the term c 0 , a s i t i s l o w-pass, and the term c N=2 as it has not its equivalent counterpart in quadrature s N=2 is null. w e and w o are in quadrature because c n and s n are in quadrature. Coe cients b n are obtained by minimization of eq. 13 under the constraint of constant energy. This function can be minimized numerically by using the sampled versions of the functions w e and w o in a way similar to that shown in 14 .
Once the coe cients b n are found, the approximation of the Wedge lters can be written as a linear combination of the functions h i :
a e i h i x 18
Coe cients a e i and a o i are real. The angular parameter of the asymmetrical networks is set to = 4 . I n the case of Wedge lters we will need more orientations than in the case of Gabor lters. Wedge lters require at least 10 asymmetrical networks in order to obtain a wedge lter with a convenient angular resolution.
The coe cients obtained after minimization of J for 10 lters are: Figure 8 shows the shape of the impulse response of the quadrature Wedge lters. Figure 9 shows one example of local orientation energy maps obtained from Wedge lters implemented with 10 asymmetrical networks. Figure 10 shows the ability o f W edge lters to detect asymmetries in the local structure of the image. Figure 10 . This image shows the detail of the lips from gure 9. At the corners, the polar diagrams are asymmetric. The sign +" shows the center of each polar energy map.
Spatiotemporal nulling lters
Implementation of both spatial vision circuits and spatiotemporal vision circuits require complex and expensive architectures. Maintaining some coherence between the lters used by the spatial vision circuit and by the spatiotemporal vision circuit, the total architecture can be greatly simpli ed. Here, we propose a way to implement spatiotemporal lters by adding to the previous basis of functions of asymmetrical networks, a unique spatiotemporal lter the RC-network.
For an input pattern moving with constant v elocity, ex; t = ex , v t, the Fourier transform is: The same relation exits between the RC-network and the asymmetrical network for low spatial frequencies, therefore, they can be used to implement a n ulling lter.
The nulling lter, obtained with a low-pass spatiotemporal lter and an asymmetrical oriented lter, will have the transfer function: H null f s ; f t = 1 
The lter obtained is an approximation of a spatiotemporal derivative lter for low spatiotemporal frequencies. Such a lter can be used in the framework of gradient-based algorithms for motion estimation. Nulling can also be an e ective procedure to compute motion in presence of transparent motions or to separate sequences into layers 1, 4 . One of the interests of this lter is that it can be obtained with a low additional cost once we h a ve implemented a battery of basis spatial lters. The spatial vision circuit will generate the spatiotemporal vision circuit by adding only one low-pass spatiotemporal lter RC-network and some substractors, see Figure 11 . Figure 12 6. Architecture for spatial and spatiotemporal ltering
The proposed architecture is composed of three stages, see Figure 1 . The rst stage is the pre ltering 2, 7 . It consists in a high-pass spatiotemporal lter that eliminates the mean value of the input. The second stage is the convolution of the output of the preltering with a set of spatial lters and one spatiotemporal lter. Those lters must be as simple as possible in order to allow i n tegration and they must form an interesting basis of functions in order to generate lters useful for solving vision tasks. The third stage is the linear combination of the outputs of the lters in order to generate more complex receptive elds better adapted to the visual task to be performed Gabor lters for local orientation analysis, Wedge lters for junction detection, velocity selective lters for motion estimation, .... The linear stage will combine outputs at the same pixel. There are no neighbor interactions at this stage.
The architecture proposed is only the rst level of a vision module. The next stage will consider non-linear operations as estimation of local oriented energy maps, velocity and direction of motion, junction detection, ...
Conclusion
This paper presents the theoretical aspects of an architecture to implement large sets of spatial and spatiotemporal lters. We propose an architecture decomposed in three stages: 1 pre ltering retina neuromorphic models, 2 lter basis N spatial lters and one spatiotemporal lter and 3 design of complex lters by linear combination. The architecture uses a set of lters obtained by rotations and scalings of a lter h. This approach allows the design of other more complex lters by linear combination band-pass, wedge, velocity sensors, ... without increasing the complexity o f the full architecture. The proposed lter basis is composed of asymmetrical oriented low-pass lters asymmetrical network with nodes connected to its four nearest neigbors. Although the lters presented here are the simplest ones, other lters could be used as basis. For example, Gabor-Type lters 10, 11 are also good candidates. As Gabor-Type lters have symmetric and anti-symmetric components, they can also generate other lters such a s wedge lters by linear combination but yields to more complex architectures. The choice of the basis lters will be determined by complexity, robustness, noise, non-linear distortion, ... VLSI implementation of asymmetrical lters can be done using the same technology as that used in 7, 10, 11, 1 8 .
