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Abstract
Adolf Hurwitz proposed in 1887 a continued fraction algorithm for complex numbers:
Hurwitz continued fractions (HCF). Among other similarities between HCF and regular
continued fractions, quadratic irrational numbers over Q(i) are precisely those with pe-
riodic HCF expansions ([Hu87], p.196). In this paper, we give some necessary as well
as some sufficient conditions for pure periodicity of HCF. Then, we characterize badly
approximable complex numbers in terms of HCF. Finally, we prove a slightly weaker com-
plex analogue of a theorem by Y. Bugeaud ([Bu13], Theorem 3.1.) on the transcendence
of certain continued fractions.
1 Introduction
Regular continued fractions are a remarkably useful tool in number theory. The structure
of a regular continued fraction expansion sometimes helps to determine algebraic or analytic
properties of the number it represents. A famous result in this direction is the Euler-Lagrange
Theorem, which states that an irrational number has a periodic continued fraction if and only
if it is a quadratic surd. Another important theorem, due to Liouville, allows us to construct
transcendental numbers by simply taking continued fractions whose terms grow fast enough
([Kh], Theorem 27). A well known conjecture relating the boundedness of the partial quotients
with the transcendence of the limit is the following.
Conjecture 1.1 (Folklore Conjecture). If the regular continued fraction of an algebraic ir-
rational number x is bounded, then x is a quadratic irrational.
Although the conjecture remains widely open, there are important partial results. On the
basis of Roth’s Theorem, Alan Baker showed in [Ba62] that whenever the continued fraction
of a number x ∈ R ∖Q satisfies certain combinatorial condition, then x is transcendental. In
[Que98], Martine Que´ffelec showed the transcendence of the numbers whose regular continued
fraction is the Thue-Morse sequence over an alphabet {a, b} ⊆ N. Afterwards, she showed
in [Que00] the transcendence of a larger class of automatic continued fractions. Based on
their joint work with Florian Luca on b-ary expansions in [AdBuLu04], Boris Adamczewski
and Yann Bugeaud generalized in [AdBu05] Que´ffelec’s work by providing weaker sufficient
conditions for the transcendence of continued fractions. These results were crowned by Y.
Bugeaud in [Bu13]. The main result of the later paper implies that any real number with an
automatic continued fraction is either a quadratic irrational or transcendental.
Recently, Y. Bugeaud and Dong Han Kim defined in [BuKi19] a function giving another
notion of complexity of an infinite word. As they noted, their function makes it possible to
state the main theorem of [Bu13] (Theorem 1.3 below) in an extremely neat fashion.
Definition 1.2. Let A ≠ ∅ be a finite set and a = a1a2a3 . . . an infinite word on A. The
repetition function, r(⋅,a) ∶ N→ N, is given by
r(n,a) = min{m ∈ N≥n+1 ∶ ∃i ∈ {1, . . . ,m − n} ai⋯ai+n−1 = am−n+1⋯am}
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1 INTRODUCTION 2
for all n ∈ N. The repetition exponent of a, rep(a), is
rep(a) ∶= lim inf
n→∞ r(n,a)n .
Theorem 1.3 (Y. Bugeaud, [Bu13]). Let a = a1a2 . . . be an non-periodic infinite word on a
finite subset of N. If
rep(a) < +∞,
then α = [0;a1, a2, a3, . . .] is transcendental.
Remark. The original result, Theorem 3.1. of [Bu13], allows a to take infinitely many val-
ues. However, an additional restriction on the corresponding (qn)n≥0 is needed, namely
supn∈N q1/nn < +∞. This condition holds when a is bounded.
By Cobham’s Theorem on the complexity of automatic sequences ([AlSh03], Corollary
10.3.2) and Lemma 2.2. in [BuKi19], Theorem 1.3 gives the following result. (For a precise
study of automatic sequences see [AlSh03].)
Theorem 1.4 (Y. Bugeaud, [Bu13]). Let (an)∞n=1 be an automatic sequence in a finite subset
of N. If (an)∞n=1 is not periodic, then α = [0;a1, a2, . . .] is transcendental.
It is natural to look for analogues of regular continued fractions in other contexts. An
outstanding example for the complex plane C was given by Asmus Schmidt in [SchA75]. His
sophisticated construction focuses on the quality of approximation. A much simpler algorithm
was proposed by Adolf Hurwitz in [Hu87], it is just the straightforward generalization of a
nearest integer continued fraction algorithm (see Section 2 for details). Some other expansions
were studied by Julius Hurwitz [HuJ02], William LeVeque [Le52], Shigeru Tanaka [Ta85],
Georges Poitou [Po53], among others. Lately, some families of complex continued fractions
have been studied by Shrikrishna Gopalrao Dani and Arnaldo Nogueira in [DaNo14], [Da15].
In this paper, we restrict ourselves to Hurwitz Continued Fractions. While similarities
between Hurwitz and regular continued fractions abound, there are important differences.
For example, Serret’s theorem states that two real numbers belong to the same orbit of
PSL(2,Z)/R (acting via Mo¨bius transformations) if and only if they are both rational or
if they are both irrational and their continued fraction expansion eventually coincide. The
analogue fails in C with Hurwitz Continued Fractions. In [La74b], Richard Lakein gave a pair
of PGL(2,Z[i])-equivalent complex numbers such that the tails of their Hurwitz continued
fraction never coincide.
The most striking result was obtained by Doug Hensley in [He06] and extended by Wieb
Bosma and David Gruenewald in [BoGu12]. It is a negative answer to the Folklore Conjecture
for complex numbers and Hurwitz continued fractions.
Theorem 1.5 (W. Bosma, D. Gruenewald, [BoGu12]). Let n be a natural number. There
exists an algebraic number α ∈ C whose Hurwitz continued fraction has bounded terms and
such that [Q(i, α),Q(i)] = 2n.
In spite of the Theorem 1.5, we can conclude certain properties about the repetition
exponent of the continued fractions of algebraic numbers. A trivial consequence of our main
result, Theorem 5.1, is a weaker analogue of Theorem 1.3.
Theorem 1.6. Let a = a1a2a3 . . . be a non-periodic infinite word on Z[i]. If√
8 ≤ lim inf
n→∞ ∣an∣, rep(a) < +∞,
then ζ = [0;a1, a2, . . .] is transcendental.
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Corollary 1.7. Let a = a1a2a3 . . . be an infinite word on Z[i]. If ∣an∣ ≥ √8 for all n ∈ N
and a is generated by a finite automaton, then ζ = [0;a1, a2, . . .] is quadratic over Q(i) or
transcendental.
The paper is organized as follows. Section 2 defines Hurwitz continued fractions and
discusses the associated shift space. Section 3 gives some necessary as well as some sufficient
conditions for pure periodicity of Hurwitz continued fractions (Theorem 3.2). Section 4
characterizes badly approximable complex numbers in terms of Hurwitz continued fractions
(Theorem 4.2). This result was recently shown by Robert Hines in [Hi17], but the present
proof is slightly different. Section 5 contains the main transcendence result and its proof
(Theorem 5.1). Section 6 points out another transcendence theorem.
Notation. For any (possibly finite) sequence in Z[i], (an)n≥0, we will write
⟨a0;a1, a2, . . .⟩ ∶= a0 + 1
a1 + 1
a2 + 1⋱
.
In the following, only when (an)n≥0 is the Hurwitz continued fraction of some number we
write [a0;a1, a2, . . .] rather than ⟨a0;a1, a2, . . .⟩. By natural numbers, N, we mean the set of
positive integers and we consider N0 ∶= N ∪ {0}. By rational complex numbers we mean Q(i)
and by irrational complex numbers C ∖Q(i). The real part of a complex number z is R(z)
and its imaginary part is I(z). For A ⊆ C, the closure of A is ClA and the interior of A is
A○ (both with respect to the usual topology) and for any z ∈ C, z +A ∶= {z + a ∶ a ∈ A} and
zA ∶= {za ∶ a ∈ A}. Further notation is established along the text.
2 Hurwitz Continued Fractions
Denote by [⋅] ∶ C → Z[i] the function which assigns to each complex number its nearest
Gaussian integers (choosing the one with largest real and imaginary part in case of ties). In
symbols, if ⌊⋅⌋ ∶ R→ Z is the usual floor function,
∀z ∈ C [z] ∶= ⌊R(z) + 1
2
⌋ + i ⌊I(z) + 1
2
⌋ ;
thus, ∀z ∈ C z − [z] ∈ F ∶= {w ∈ C ∶ −1
2
≤R(w),I(w) < 1
2
} .
In analogy to the Gauss map, we define on F∗ ∶= F ∖ {0} the function
T ∶ F∗ → F, ∀z ∈ F∗ T (z) = 1
z
− [1
z
] .
Writing T 1 ∶= T and Tn+1 ∶= Tn ○ T for n ∈ N, we associate to any z ∈ C a pair of possibly
finite sequences, (an)n≥0 and (zn)n≥0, via
z0 ∶= z, a0 ∶= [z0],
zn ∶= 1
Tn−1(z0 − a0) , an ∶= [zn],
as long as Tn−1(z0 − a0) ≠ 0.
Taking a0 = 0 we can consider a1 as a function from F∗ to Z[i]. The partition of F∗
induced by the pre-images of a1 is depicted in Figure 1. Note that
K ∶= Cl{z ∈ F ∶ ∣a1(z)∣ ≥ √8} ⊆ F○. (1)
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Figure 1: Partition of F.Figure 1: Partition of F
∗ induced by a1.
Definition 2.1. The Hurwitz continued fraction (HCF) of a complex number z is the
sequence (an)n≥0 obtained by the above procedure. Let I ⊆ N0 be the set indexing (an)n≥0. As
in [DaNo14], the Q-pair of z is the pair of sequences (pn)n≥0, (qn)n≥0 given by
(p−2 p−1
q−2 q−1) = (0 11 0) , ∀n ∈ I (pnqn) = (pn−1 pn−2qn−1 qn−2)(an1 ) .
The terms of the sequence (pnqn )n≥0 are the convergents of z.
Take ζ ∈ C and let (an)n≥0 be its HCF and (pn)n≥0, (qn)n≥0 its Q-pair. As expected,(an)n≥0 is infinite if and only if ζ ∈ C∖Q(i) and in any case ζ = [a0;a1, a2, . . .] (see [DaNo14],
Theorem 3.7.). By the definition of (pn)n≥0 and (qn)n≥0, certain standard are still true; for
instance, for any valid n ∈ N we have
qnpn−1 − qn−1pn = (−1)n, z = pnzn+1 + pn−1
qnzn+1 + qn−1 (2)
(see [DaNo14],Proposition 3.3.).
Not every sequence in Z[i] is the HCF of a complex number. An infinite sequence of
Gaussian integers is called valid if it is the HCF of some complex irrational number and we
will denote the set of valid sequences by ΩHCF. By a valid prefix we mean a finite sequence
in Z[i] which is the prefix of a valid sequence.
Some necessary conditions for a sequence to belong in ΩHCF follow immediately from the
algorithm.
Proposition 2.2. Let (an)n≥0 ∈ ΩHCF be the HCF of z, then for any admissible n ∈ N∣zn∣ ≥ √2, ∣an∣ ≥ √2.
We have that {(bn)n≥0 ∈ Z[i]N0 ∶ ∀n ∈ N ∣bn∣ ≥ √8} ⊆ ΩHCF. (3)
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Take z ∈ F∗, then z1 ∈ F−1 ∶= {w−1 ∶ w ∈ F} (see Figure 3). Suppose that z2 exists. If∣a1∣ ≥ √8, then the feasible maximal region for z2 is again F−1. However, if a1 = 1 + i —for
example— then z2 belongs to the set
{z ∈ F−1 ∶ I(z) < 1
2
, −1
2
≤R(z)} .
Thus, determining whether a sequence is valid or not is more complicated than just checking
a uniform lower bound. More generally, for a given n ∈ N and a valid prefix a = (0;a1, . . . , an)
define Cn(a) ∶= {z = [0; b1, b2, . . .] ∈ F∗ ∶ b1 = a1, . . . , bn = an}. It can be shown that when(Tn[Cn(a)])○ ≠ ∅, there is some j ∈ N such that ijTn[Cn(a)] ⊆ F has the form of one of the
sets depicted in Figure 2 (cfr. [HiVa18], Section 3). We refer to the rules that determine
whether a sequence is valid or not as the laws of succession.
F1 F2 F3 F4
Figure 2: Feasible regions for z−1n+1.
1
0−2 −1 1 2
−2
−1
1
2
Figure 3: The set F−1.
The shift space associated to (T,ΩHCF) cannot be modelled as a countable Markov shift.
Indeed, assume there is an infinite the matrix A characterizing1 ΩHCF. On the one hand, the
prefix (0,1+2i,−2+2i,1+ i) is not valid, so A−2+2i,1+i = 0. However, (0,−2+2i,1+ i) is a valid
prefix, which would imply A−2+2i,1+i = 1, a contradiction. We can extend this observation to
prefixes of arbitrary length. While for any n ∈ N and any ξ ∈ Z[i] the sequences
(ξ,−2 + 2i,2 − 2i, . . . ,2 − 2i,−2 + 2i´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
n repetitions of −2+2i,2−2i
,1 + i),
(ξ,2 − 2i,−2 + 2i,2 − 2i, . . . ,2 − 2i, ,−2 + 2i´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
n repetitions of −2+2i,2−2i
,1 + i)
1In the following sense: a sequence (an)n≥1 in Z[i] belongs to ΩHCF if and only if Aanan+1 = 1 for every
n ∈ N.
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are valid prefixes, the sequences
(ξ,1 + 2i,−2 + 2i,2 − 2i, . . . ,2 − 2i,−2 + 2i´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
n repetitions of −2+2i,2−2i
,1 + i),
(ξ,−1 + 2i,2 − 2i,−2 + 2i,2 − 2i, . . . ,2 − 2i, ,−2 + 2i´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
n repetitions of −2+2i,2−2i
,1 + i)
are not. We can obtain even more examples using the symmetries of the HCF process.
The lack of Markov structure is a significant difference between the Hurwitz Continued
Fractions and its direct real analogue, the Ito-Tanaka 12 -continued fraction (cfr. [ItTa81]).
This feature complicates the study of finite sequences of the form (aj , aj−1, . . . , a1) where(a0, a1, . . . , aj−1, aj) is a valid prefix. Such sequences appear naturally, because for any valid(an)n≥0 with Q-pair (pn)n≥0, (qn)n≥0 we have
∀n ∈ N qn+1
qn
= ⟨an+1;an, . . . , a1⟩ . (4)
Still, the sequence (qn)n≥0 has some desirable properties. For notational simplicity, we state
the following lemma only for C ∖Q(i), although it also holds for Q(i).
Lemma 2.3. Let ζ = [a0;a1, a2, a3, . . .] be an element of C ∖Q(i) and let (pn)n≥0, (qn)n≥0 be
its Q-pair. The following statements hold.
i. The sequence (∣qn∣)n≥0 is strictly increasing,
ii. Set φ = 1+√52 , then ∀n ∈ N0 ∣qn+1∣∣qn∣ > φ or ∣qn+2∣∣qn+1∣ > φ,
iii. For every n, k ∈ N we have ∣qn+k∣ > φ⌊ k2 ⌋∣qn∣.
Proof. The first point is in page 195 of [Hu87], the second point is Corollary 5.3. of [DaNo14]
and the third point follows directly from the previous two.
In the following, we adopt the notation of [La73]. For every z ∈ C and ρ > 0, D(z, ρ) ∶= {w ∈
C ∶ ∣w − z∣ < ρ}, D(z, ρ) ∶= ClD(z, ρ), E(z, ρ) ∶= C∖D(z, ρ), and C(z, ρ) ∶= {w ∈ C ∶ ∣w − z∣ = ρ}.
3 Periodic Continued Fractions
A. Hurwitz proved in [Hu87] an analogue to the Euler-Lagrange Theorem for his contin-
ued fractions (Theorem 3.1 below). More than a century later, S.G. Dani and A. Nogueira
generalized it to a larger family of complex continued fractions ([DaNo14], Corollary 4.3.).
Theorem 3.1 (A. Hurwitz, [Hu87]). Let z be an irrational complex number. The HCF of z
is ultimately periodic if and only if z is quadratic over Q(i).
In [Ga29], E´variste Galois refined the Euler-Lagrange Theorem. He showed that a quadratic
irrational number α > 1 has a purely periodic regular continued fraction expansion if and only
if its conjugate β satisfies −1 < β < 0. Such numbers α are called reduced. We provide a
similar result for HCF.
Theorem 3.2. Let ξ = [a0;a1, a2, . . .] be a quadratic irrational over Q(i) and η ∈ C its
conjugate over Q(i).
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1. If (an)n≥0 is purely periodic, then ∣η∣ < 1.
2. If ∣ξ∣ > 1, η ∈ F and ∣an∣ ≥ √8 for every n ∈ N0, then ξ has purely periodic expansion.
3. The conditions η ∈ F and (∀n ∈ N ∣an∣ ≥ √8) cannot be removed from the second point. In
fact, there are infinitely many pairs ξ, η such that
i. η /∈ F, ∣an∣ < √8 for some n, and (an)n≥0 is not purely periodic,
ii. η /∈ F, ∣an∣ ≥ √8 for all n, and (an)n≥0 is not purely periodic,
iii. η ∈ F, ∣an∣ < √8 for some n, and (an)n≥0 is not purely periodic.
If (an)n≥0 is a purely periodic sequence, we write (an)n≥0 = (a0, . . . , am−1) and we assume
that m ∈ N is minimal with respect to the property an = an+m for every n ∈ N0. A valid purely
periodic sequence (a0, a1, . . . , am−1) is reversible if (am−1, . . . , a1, a0) is valid. Note that, by
(3), every purely periodic sequence of Gaussian integers whose terms have absolute value at
least
√
8 is reversible.
Let us recall an elementary formula. If ι is the complex inversion: ι(z) = z−1 for any
z ∈ C ∖ {0}; then, for all z0 ∈ C and all ρ > 0 with ρ ≠ ∣z0∣
ι[C(z0, ρ)] = C ( z0∣z0∣2 − ρ2 , ρ∣ρ2 − ∣z0∣2∣) . (5)
Proof of Theorem 3.2. 1. Suppose that ξ = [a0;a1, . . . , am−1]. Let j ∈ N, then by (2)
ξ = pmj−1ξ + pmj−2
qmj−1ξ + qmj−2 ,
which implies
qmj−1ξ2 + (qmj−2 − pmj−1)ξ − pmj−2 = 0.
Dividing by qmj−1, we obtain a monic polynomial of second degree with coefficients in Q(i)
which is satisfied by ξ:
ξ2 − (pmj−1
qmj−1 − qmj−2qmj−1) ξ − pmj−2qmj−2 = 0,
so
η + ξ = pmj−1
qmj−1 − qmj−2qmj−1 . (6)
We conclude that
lim
j→∞ qmj−2qmj−1 = −η, hence ∣η∣ ≤ 1. (7)
In order to get ∣η∣ < 1, we check two cases: ∣am−1∣ ≥ 2 and ∣am−1∣ = √2.
§First case. ∣am−1∣ ≥ 2. Assume that ∣qjm−1/qjm−2∣ < φ holds for large j. For such j,
Lemma 2.3 implies that φ ≤ ∣qjm−2/qjm−3∣, so ∣qjm−3/qjm−2∣ ≤ φ−1 and
∣qjm−1
qjm−2 ∣ = ∣am−1 + qjm−3qjm−2 ∣ ≥ 2 − 1φ,
hence ∣η−1∣ > 1. If ∣qjm−1/qjm−2∣ ≥ φ holds for infinitely many j, then ∣η−1∣ > 1.
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§Second case. ∣am−1∣ = √2. By the symmetries of the HCF process, we do not lose
generality by assuming that am−1 = 1 + i. Then, am = a0 must verify I(a0) ≤ 0 ≤R(a0), so
m ≥ 2. Since (∣qn∣)n≥0 is strictly increasing, for all j ∈ N≥2
qjm−1
qjm−2 = 1 + i + qjm−3qjm−2 ∈ E(0,1) ∩D(1 + i,1),
which implies, by (5) and the strict growth of (∣qn∣)n≥0, that
qjm−2
qjm−3 = am−2 + qjm−4qjm−3 ∈ E(−1 + i,1) ∩E(0,1) ∩D(am−2,1). (8)
Moreover, ζ ∶= lim
j→∞ qjm−3qjm−2 exists and satisfies ζ = −1− i−η−1. Assume for contradiction that∣η∣ = 1, then ζ ∈ C(−1 − i,1) and by (5),
1
ζ
∈ C(−1 + i,1) ∩D(am−2,1). (9)
Thus, the only possibilities for am−2 are
1 + i, 2i, −1 − i, −1 + 2i, −1 + 3i, −2, −2 + i, −2 + 2i, −3 + i. (10)
(see Figure 4). The laws of succession exclude the options 1+i, 2i,− 1−i ,−1+2i, −2, −2+i.
If we had am−2 = −1 + 3i, then (8) and (9) would give
1
ζ
∈ C(−1 + i,1) ∩D(−1 + 3i,1) = {−1 + 2i}
and η would belong to Q(i), a contradiction. −3 + i is discarded similarly. Then, we must
have am−2 = −2 + 2i.
Since (−2+2i,1+ i,−2+2i,1+ i) is not valid, m ≥ 3 must hold. By (8), lim
j→∞ qjm−4qjm−3 exists and
belongs to C(1 − i,1). Arguing as above, we conclude that am−3 = 2 + 2i. We can repeat
indefinitely the argument to obtain a sequence alternating between −2+ 2i and 2+ 2i, and
that m ≥ n for all n ∈ N, a contradiction. Therefore, ∣η∣ < 1.
2. Keep the statement’s notation. Conjugate over Q(i) the sequence (ξj)j≥0 given by
ξ0 ∶= ξ, ∀n ∈ N0 ξn+1 = 1
ξn − an ∈ F
and obtain
ζ0 ∶= η, ∀n ∈ N0 ζn+1 = 1
ζn − an .
Let (kj)j≥0 be given by
k0 = 1, ∀n ∈ N0 kn+1 = √8 − 1
kn
.
It is not hard to show inductively that kn → √2 + 1 as n →∞, that kn > 2 for n ≥ 2, and
that ∣ζn∣ ≤ k−1n for all n ∈ N0.
For contradiction, assume that ξ is not purely periodic. Write
ξ = [a0;a1, . . . , an, an+1, . . . , am+n]
3 PERIODIC CONTINUED FRACTIONS 9
−4. −3. −2. −1. 1. 2
−2.
−1.
1.
2.
3.
4.
0
Figure 4: Exclusion by laws of succession (red) and rationality (blue).
with an ≠ an+m. Define ξ′ = [an+1, . . . , am+n] = ξn+1 and call η′ = ζn+1 its conjugate over
Q(i). The proof of the first point tells us that
− 1
η′ = [am+n;am+n−1, . . . , an+1].
If we had n ≥ 2, the left-most term in
ζn − ζn+m = an + 1
ζn+1 − an+m − 1ζn+m+1 = an − an+m
would belong to D(0,1) (since ∣ζn − ζn+m∣ < kn + kn+m), while the right-most term would
be a non-zero Gaussian integer. Therefore, either n = 0 or n = 1. Suppose that n = 1.
Conjugate ξ1 = a1 + 1/ξ′ to get ζ1 = a1 + 1/η′ and
− ζ1 = − 1
η′ − a1 = [am+1 − a1;am, . . . , a2, am+1, . . . , a2] ∈ (am+1 − a1) + F. (11)
The inequality ∣ζ1∣ ≤ k−11 = (√8 − 1)−1, am−1 ≠ a1, and (11) give ∣am+1 − a1∣ = 1. Assume
that am+1 − a1 = 1 (the other cases are treated similarly). Since ζ1 ∈ D(0, k1),−ζ1 − 1 ∈ D(−1, (√8 − 1)−1) ∩ F;
hence, (5) yields
1−ζ1 − 1 ∈ D((
√
8 − 1)2√2−8(√2 − 1) , (
√
8 − 1)√2
8(√2 − 1) ) ∩ F−1.
Call c0 and ρ0, respectively, the center and the radius of the last disc. Direct calculations
give 0.7 < ρ0 < 0.8 and −1.5 < c0 < −1.4, so{a ∈ Z[i] ∖ {0} ∶ D(c0;ρ0) ∩ F−1 ∩ (a + F) ≠ ∅} = {−2 + i,−2,−2 − i}.
Therefore, by (11), we would have ∣am∣ ≤ √5, which contravenes ∣am∣ ≥ √8. The only
possibility left is n = 0, but in this case we would have ζ1 = η′ and
η = a0 + 1
ζ1
= a0 − −1
η′ = a0 − am − [0;am−1, . . . , a0, am, . . . , a0] ∈ F,
which implies am = a0, a contradiction. Hence, (an)n≥0 is purely periodic.
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3. i. Take M = M1 − iM2,N = N1 − iN2 ∈ Z[i] with M1,M2,N1,N2 ≥ 2. Since (an)n≥1 =(M,1 + i,N,2 + 4i) is valid and reversible, we can define the following pair of conjugate
quadratic irrational numbers:
ξ′ ∶= [M ; 1 + i,N,2 + 4i], − 1
η′ ∶= [2 + 4i;N,1 + i,M].
The conjugate of ξ ∶= 3 + 4i + 1/ξ′ is
η = 3 + 4i + 1
η′ = 3 + 4i − [2 + 4i;N,1 + i,M]= [1;−N,−1 − i,−M,−2 − 4i,−N,−1 − i,−M].
To sum up, ξ and η have the next properties: ∣ξ∣ > 1, ξ has partial quotients with
absolute value less than
√
8, η ∈ D(0,1) ∖ F∗ (because R(−N) < 0), and ξ does not
have a purely periodic HCF.
The core of the construction is to take a reversible sequence (an)n≥1 = (a1, . . . , am)
with R(am−1) > 0 and to pick a0 = am + 1.
ii. The previous proof can be easily adapted.
iii. The classical theory of regular continued fractions provide the first examples. Since
reduced quadratic irrationals are dense in (1,∞), they are dense in (1,2.5). Take
a reduced quadratic irrational α with 1 < α < 2.5. The HCF of α = [a0;a1, a2, . . .]
cannot be purely periodic, because 1 < α < 1.5 implies a0 = 1 and 1.5 < α < 2.5 implies
a0 = 2, a1 < 0. However, the conjugate of α over Q, and hence over Q(i), lies in(−1,0) ⊆ D. An explicit example is the Golden Ratio φ
φ = 1 +√5
2
= [2;−3,3], −1
φ
= 1 −√5
2
= [−1; 3,−3].
Although these examples do not show that
√
8 is best possible, they do provide a
strategy to build infinitely many numbers showing it. Let M ∈ Z[i] ∩ F−1 satisfy
R(M) > 0. The sequence (2 + i;−2 + i,M) is not valid, because any valid prefix of the
form (2+ i;−2+ i,M,2+ i,−2+ i,N) must have R(N) < 0. However, (M ;−2 + i,2 + i) is
valid, so, by (26), − ⟨0; 2 + i,−2 + i,M⟩ converges to the conjugate of [M ;−2 + i,2 + i].
Then, we can define ξ ∶= ξ(M) ∶= ⟨2 + i;−2 + i,M⟩. Direct computations show that
ξ = [2 + i;−2 + i,M + 1,−2 + i,2 + i,M].
However, the conjugate of ξ, η = −[0;M,−2 + i,2 + i], is in F.
Remark. The conjugate over Q(i) of ξ = [a0;a1, . . . , am], η, satisfies
η = − ⟨0;am, . . . , a1, a0⟩ .
Nevertheless, this expansion is not necessarily a HCF. On certain occasions, we can compute
the HCF of η with singularization2 identities such as
a + 1
2 + 1
b
= a + 1 + 1−2 + 1
b + 1
, a + 1
1 + i + 1
b
= a + (1 − i) + 1−(1 + i) + 1
b + 1 − i
.
2We borrow the term singularization from [IoKr02].
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for any a, b ∈ C. A concrete example is
ξ = [5 + 6i;−3 + 2i,2,9 + 4i].
The continued fraction of ξ is not reversible. Yet, we can get the HCF of −η by reversing the
period and applying the first singularization formula:
η = −[0; 10 + 4i,−2,−2 + 2i,5 + 6i].
4 Bounded Hurwitz Continued Fractions
Minkowski’s First Convex Body Theorem ([Sch96], Theorem 2B) yields a complex version of
a famous corollary to Dirichlet’s theorem on Diophantine approximation. Namely, a complex
number ζ is irrational if and only if there are infinitely many co-prime Gaussian integers p
and q such that ∣ζ − p
q
∣ < 4
pi
1∣q∣2 . (12)
A complex number is badly approximable if (12) cannot be substantially improved.
Definition 4.1. A complex number ζ is badly approximable if there exists a constant C > 0
such that for every p, q ∈ Z[i] with q ≠ 0
∣ζ − p
q
∣ > C∣q∣2 .
BadC denotes the set of badly approximable complex numbers.
BadC shares some properties with its real counterpart. For instance, it has Lebesgue
measure 0, it is 12 -winning in the sense of Schmidt games ([DoKr03], Theorem 5.2.), and
hence, it has full Hausdorff dimension. We can also characterize BadC in terms of Hurwitz
Continued Fractions.
Theorem 4.2. The following equality holds
BadC = {z = [a0;a1, a2, . . .] ∈ C ∖Q(i) ∶ ∃M > 0 ∀n ∈ N0 ∣an∣ ≤M} .
Most of the standard argument ([Kh], Theorem 23) used in the real version of Theorem
4.2 also works in our context. However, we must establish some approximation properties of
HCF. Take any ζ ∈ C and p, q ∈ Z[i] co-prime with q ≠ 0. We say that p/q ∈ Q(i) is a good
approximation to ζ if
∣qζ − p∣ = min{∣q′ζ − p′∣ ∶ q′, p′ ∈ Z[i] ∣q′∣ ≤ ∣q∣} .
We say that p/q ∈ Q(i) is a best approximation to ζ if
∀p′, q′ ∈ Z[i] ∣q′∣ < ∣q∣ Ô⇒ ∣qζ − p∣ < ∣q′ζ − p′∣.
The next result is Theorem 1 of [La73].
Theorem 4.3 (R. Lakein, [La73]). Let ζ be a complex number. Every HCF convergent of ζ
is a good approximation to ζ. Moreover, for almost every ζ ∈ C (with respect to the Lebesgue
measure) every HCF convergent of ζ is a best approximation to ζ.
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Lemma 4.4. Let ζ = [a0;a1, a2, . . .] be in C ∖ Q(i) and let (pn)n≥0, (qn)n≥0 be its Q-pair;
then, writing γ = (1 − √22 )−1,
∀n ∈ N 1(∣ζn+1∣ + 1) ∣qn∣2 < ∣ζ − pnqn ∣ ≤ γ∣qnqn+1∣ . (13)
Proof. Both of the equations in (2) give
ζ = pnζn+1 + pn−1
qnζn+1 + qn−1 = pnqn + (−1)nq2n (ζn+1 + qn−1qn ) .
The lower bound in (13) follows immediately from the strict monotonicity of (∣qn∣)n≥0. For
the upper bound, we use ζn+1 = an+1 + ζ−1n+2 to obtain
ζ − pn
qn
= (−1)n
qn(qnζn+1 + qn−1) = (−1)nqn (qn+1 + qn 1ζn+2 ) =
(−1)n
qnqn+1 (1 + qnqn+1 1ζn+2 ) . (14)
Since (∣qn∣)n≥0 is strictly increasing and ζ−1n+2 ∈ F ⊆ D(0,2− 12 ),
∣1 + qn
qn+1
1
ζn+2 ∣ ≥ 1 −
√
2
2
.
The previous inequality and (14) yield the result.
Proof of Theorem 4.2. We start with ⊇. Let ζ = [a0;a1, a2, . . .] be a complex number whose
elements are bounded by M > 0. Then,
∀n ∈ N ∣ζn∣ = ∣an + 1
ζn+1 ∣ ≤M + 1
and, by (13), for c1 = (M + 2)−1 we obtain
∀n ∈ N c1∣qn∣2 ≤ ∣ζ − pnqn ∣ .
Now, take p/q ∈ Q(i) in its lowest terms and n ∈ N such that ∣qn−1∣ < ∣q∣ ≤ ∣qn∣. By Theorem
4.3, ∣qnζ − pn∣ ≤ ∣qζ − p∣, so
∣ζ − p
q
∣ ≥ ∣qn∣∣q∣ ∣ζ − pnqn ∣ > c1∣q∣2 ∣qn−1∣2∣qn∣2 = c1∣q∣2 1∣an + qn−2qn−1 ∣2 ≥
c1∣q∣2(M + 1)2 .
Setting C = (M + 1)−1(M + 2)−2 we conclude that ζ ∈ BadC.
In order to show ⊆, take ζ ∈ BadC and let C = C(ζ) > 0 be the constant from Definition
4.1. Set γ as in Lemma 4.4 and M = γC + 1, then for any n ∈ N
C∣qn∣2 ≤ γ∣qnqn+1∣ Ô⇒ ∣an+1 + qn−1qn ∣ = ∣qn+1qn ∣ ≤ γCÔ⇒ ∣an+1∣ ≤M
We can restate Theorem 1.5 as follows.
Theorem 4.5. There are badly approximable algebraic complex numbers of arbitrary even
degree over Q(i).
Recently, Robert Hines gave another proof of Theorem 4.2 ([Hi17], Theorem 1). While
his argument relies on R. Lakein’s work too, it avoids (13).
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5 Transcendental Complex Numbers
Recall that the length of a finite word x, ∣x∣, is the number of terms it comprises. Let A ≠ ∅
be a finite alphabet and let a be an infinite word over A. As noted in [BuKi19], rep(a) < +∞
is equivalent to the existence of three sequences of finite words in A, (Wn)n≥1, (Un)n≥1, and(Vn)n≥1, such that
i. For every n the word WnUnVnUn is a prefix of a,
ii. The sequence ((∣Wn∣ + ∣Vn∣)/∣Un∣)n≥1 is bounded above,
iii. The sequence (∣Un∣)n≥1 is strictly increasing.
Our main result is the following theorem.
Theorem 5.1. Let a = (aj)j≥0 be a non-periodic, valid sequence such that
repa < +∞.
Define ζ = [a0;a1, a2, a3, . . .] and let (Wn)n≥0, (Un)n≥0, (Vn)n≥0 be as above.
i. If lim inf
n→∞ ∣Wn∣ < +∞, then ζ is transcendental.
ii. If lim inf
n→∞ ∣Wn∣ = +∞ and ∣an∣ ≥ √8 for every n ∈ N, then ζ is transcendental.
5.1 Preliminary Results
We will keep the notation of Theorem 5.1 until the end of Section 5. Let (pn)n≥0, (qn)n≥0 be
the Q-pair of ζ. Define the sequences of non-negative integers (wn)n≥1, (un)n≥1, (vn)n≥1 by∀n ∈ N wn ∶= ∣Wn∣, un ∶= ∣Un∣, vn ∶= ∣Vn∣.
Lemma 5.2. Let ψ ∶= (1+√52 ) 12 . There exists some ε > 0 such that∀n ∈ N ψun ≥ ∣qwnqwn+un+vn ∣ε.
Proof. In view of the the boundedness of (an)n≥0 and ((vn + wn)/un)n≥0, we can define the
real numbers
M ∶= 1 + sup
n∈N ∣qn∣ 1n , N ∶= 2 + supn∈N 2wn + vnun .
Since ψ > 1, for every n ∈ N
ψ = (MwnMwn+un+vn) logψ(2wn+un+vn) logM > ∣qwnqun+vn+wn ∣ logψ(2wn+un+vn) logM ,
and ε = logψN logM works:
ψun > (∣qwnqun+vn+wn ∣ un2wn+un+vn ) logψlogM > ∣qwnqun+vn+wn ∣ logψN logM .
As in [Bu13], our main tool is an adequate version of Schmidt’s Subspace Theorem. We
will use a particular case of the corresponding result for number fields (cfr. [Sch76], Theorem
3). Before stating it, we require some notation. If z ∈ C, then z is its complex conjugate. If
z = (z1, . . . , zk) ∈ Ck, then z ∶= (z1, . . . , zk) ∈ Ck and ∥z∥∞ ∶= max{∣z1∣, . . . , ∣zk∣}. We denote the
zero vector by 0.
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Theorem 5.3 (Schmidt’s Subspace Theorem for Number Fields). LetL1,. . .,Lm andM1,. . .,Mm
be two sets of m ∈ N linearly independent linear forms with algebraic coefficients.
For any ε > 0 there are finitely many proper subspaces of Q(i)m, T1, . . . , Tk, such that for
all β = (b1, . . . , bm) ∈ Z[i]m, β ≠ 0,RRRRRRRRRRR
m∏
j=1Lj(β)
RRRRRRRRRRR
RRRRRRRRRRR
m∏
j=1Mj(β)
RRRRRRRRRRR ≤ 1∥β∥ε∞ Ô⇒ β ∈
k⋃
j=1Tj .
5.2 Proof of Theorem 5.1
Let us restate the two cases of Theorem 5.1 in a simpler way. In the first one, rather than
lim inf
n
wn < +∞, we may assume that (wn)n≥1 is constant after taking an appropriate sub-
sequence. In the second one, we replace lim infnwn = +∞ by two conditions: (wn)n≥1 is
strictly increasing and awn ≠ awn+un+vn for all n ∈ N (see [Bu13], p.1013).
There is no loss of generality if we assume a0 = 0. Indeed, in general, if x and y are
two infinite words over a finite alphabet differing only in the first term, then r(n − 1,x) ≤
r(n,y) ≤ r(n + 1,x) for all n ∈ N (see Definition 1.2). Therefore, rep(x) = rep(y). Also, ζ
is transcendental if and only if ζ − k is transcendental for all k ∈ Z[i]. Note that a0 = 0 is
equivalent to ζ ∈ F, which implies ∀n ∈ N0 ∣pn∣ < ∣qn∣.
We will use the previous inequalities and the first part of Lemma 2.3 without reference.
§.(wn)n≥1 is constant. We can suppose that wn = 0 for all n, because the transcendence of
any member of {[an;an+1, an+2, . . .] ∶ n ∈ N} implies the transcendence of the rest.
Write sn = un + vn for every n ∈ N.
i. Define the sequence of irrational quadratic numbers (ζ(n))
n≥1 by∀n ∈ N ζ(n) = [0; bn,1, bn,2, bn,3, . . .] = [0;UnVnUnVnUnVn . . .]. (15)
The second equality should be understood as follows. For a given n ∈ N and any j ∈ N, let
r ∈ N be such that
1 ≤ r ≤ sn, r ≡ j (mod sn).
Then, writing UnVn = d1d2 . . . dsn , we set bn,j = dr.
We might need to take a sub-sequence of (Un)n≥1, (Vn)n≥1 to guarantee 0UnVn ∈ ΩHCF
for each n. We sketch an explanation and leave the details to the reader. In general, let
X = x1 . . . xm and Y = y1 . . . yk be two non-empty finite words on Z[i] such that 0XYX is a
valid prefix but 0XYXY is not. Since only the the first appearance of xmy1 is allowed, we
must have ∣xm∣ ∈ {√5,√8}. After studying separately each case, we conclude that for some
fixed l ∈ {1,2,3,4} the other terms of X alternate between il(2 + 2i) and il(−2 + 2i) and that
for some j we have ∣yj ∣ = √5. If there were infinitely many numbers n for which 0UnVn is not
valid, we would obtain a contradiction with the aid of the the three conditions imposed on(Un)n≥1 and (Vn)n≥1. Thus, (ζ(n))n≥1 is well defined.
Let m be a natural number. Since the first um + sm terms of the HCF of ζ and ζ(m)
coincide, Lemma 4.4 implies ∣ζ − ζ(m)∣ < 1∣qum+sm ∣2 .
As in the proof of Theorem 3.2, ζ(m) satisfies the polynomial
Pm(X) ∶= qsm−1X2 + (qsm − psm−1)X − psm .
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Therefore, there are constants κ1 = κ1(ζ) > 0, κ2 = κ2(ζ) > 0 such that
∀n ∈ N ∣Pn(ζ)∣ = ∣Pn(ζ) − Pn(ζ(n))∣= ∣qsn−1 (ζ − ζ(n)) (ζ + ζ(n)) + (qsn − psn−1) (ζ − ζ(n))∣≤ κ1 (∣qsn ∣ ∣ζ − ζ(n)∣ + 2∣qsn ∣ ∣ζ − ζ(n)∣)
≤ κ2 ∣qsn ∣∣qun+sn ∣2 . (16)
ii. Let (xn)n≥1 be the sequence in Z[i]4 given by
∀n ∈ N xn = (−qsn−1,−psn−1, qsn , psn), so ∥xn∥∞ = ∣qsn ∣.
Define two sets of independent linear forms,L 1 = {L 11 ,L 12 ,L 13 ,L 14 } andM 1 = {M 11 ,M 12 ,M 13 ,M 14 }
in the variables X = (X1,X2,X3,X4) and X̃ = (X̃1, X̃2, X̃3, X̃4), respectively, by
L 11 (X) = ζ2X1 − ζ(X2 +X3) +X4, M 11 (X̃) = ζ2X̃1 − ζ(X̃2 + X̃3) + X̃4,
L 12 (X) = ζX1 −X2, M 12 (X̃) = ζX̃1 − X̃2,
L 13 (X) = ζX1 −X3, M 13 (X̃) = ζX̃1 − X̃3,
L 14 (X) =X1, M 14 (X̃) = X̃1. (17)
Set ψ = (1+√52 ) 12 . By Lemma 4.4, (16), and the third point of Lemma 2.3, there is some
κ3 = κ3(ζ) > 0 such that for any n ∈ N
∣L 11L 12L 13L 14 (xn)∣ = ∣Pn(ζ)∣∣ζqsn−1 − psn−1∣∣ζqsn−1 + qsn ∣∣qsn−1∣
≤ κ3 ∣qsn ∣2∣qsn+un ∣2 < κ3 ψ2ψ2un .
So there are constants κ4 = κ4(ζ) > 0 and ε > 0 (by Lemma 5.2) such that
∀n ∈ N ∣L 11L 12L 13L 14 (xn)∣ ≤ √κ4∣qsn ∣ε =
√
κ4∥xn∥ε∞ .
For any j ∈ {1, . . . ,4} and n ∈ N we have ∣M 1j (xn)∣ = ∣L 1j (xn)∣, then
∀n ∈ N ∣L 11L 12L 13L 14 (xn)∣ ∣M 11M 12M 13M 14 (xn)∣ ≤ κ4∥xn∥2ε∞ .
Since ∥xn∥→∞ as n→∞, for large n we have κ4/∥xn∥ε < 1 and
∣L 11L 12L 13L 14 (xn)∣ ∣M 11M 12M 13M 14 (xn)∣ ≤ 1∥xn∥ε∞ . (18)
Then, by Theorem 5.3, there exist a vector x = (x1, x2, x3, x4) ∈ Z[i]4, x ≠ 0, and an infinite
set N1 ⊆ N satisfying
∀n ∈ N1 x1qsn−1 + x2psn−1 + x3qsn + x4psn = 0
Dividing the last expression by qsn−1 we get
∀n ∈ N1 x1 + x2 psn−1
qsn−1 + x3 qsnqsn−1 + x4 psnqsn qsnqsn−1 = 0. (19)
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Since ζ ∈ C ∖Q(i), x3, x4 ∈ Z[i] cannot be both 0; thus, we can define
ξ = lim
n→∞
n∈N1
qsn
qsn−1 = −ζx2 + x1ζx4 + x3 .
Let us show that ξ ∈ C ∖Q(i). By (13), for some C1 = C1(x, ζ) > 0, C2 = C2(x, ζ) > 0, every
n ∈ N1 verifies
∣ξ − qsn−1
qsn
∣ = RRRRRRRRRRRR
x1 + ζx3
x2 + ζx4 − x1 +
psn
qsn
x3
x2 + psn−1qsn−1 x4
RRRRRRRRRRRR
≤ ∣x1∣ RRRRRRRRRRRR
1
x2 + ζx4 − 1x2 + x4 psn−1qsn−1
RRRRRRRRRRRR + ∣x3∣
RRRRRRRRRRRR
ζ
x2 + x4ζ −
psn
qs−n
x2 + psn−1qsn−1 x4
RRRRRRRRRRRR≤ C1 (∣ζ − psn
qsn
∣ + ∣ζ − psn−1
qsn−1 ∣ + ∣psn−1qsn−1 − psnqsn ∣)≤ C2∣qsnqsn−1∣ . (20)
Assume that ξ = a/b with a, b ∈ Z[i] co-prime. Since qsj−1 and qsj are co-prime for all
j ∈ N, for large n ∈ N1 we would have
1∣bqsn−1 ∣ ≤ ∣ξ − qsn−1qsn ∣ ≤ C2∣qsn−1qsn ∣ ,
which implies ∣qsn−1∣ ≤ C2∣b∣. This contradicts the unboundedness of (∣qsj−1∣)j∈N1 ; hence,
ξ ∈ Q(i, ζ) is irrational. Furthermore, letting n → ∞ along N1 in (19) and recalling that[Q(i, ζ) ∶ Q(i)] ≥ 3, we get ξ ≠ ζ.
iii. Consider the linear forms L 2 = {L 21 ,L 22 ,L 23 } and M 1 = {M 21 ,M 22 ,M 23 } in the
variables Y = (Y1, Y2, Y3) and Ỹ = (Ỹ1, Ỹ2, Ỹ3), respectively, given by
L 21 (Y) = ξY1 − Y2, M 21 (Ỹ) = ξỸ1 − Ỹ2,
L 22 (Y) = ζY1 − Y3, M 22 (Ỹ) = ζỸ1 − Ỹ3,
L 23 (Y) = Y2, M 23 (Ỹ) = Ỹ2.
Define the sequence (yn)n≥0 in Z[i]3 by∀n ∈ N yn ∶= (qsn , qsn−1, psn), so ∥yn∥∞ = ∣qsn ∣.
By Lemma 4.4 and (20), for some κ5 = κ5(ζ) > 0 and every n ∈ N1∣M 21M 22M 23 (yn)∣ = ∣L 21L 22L 23 (yn)∣= ∣(qsnξ − qsn−1)(qsnζ − psn)qsn−1∣≤ κ5 ∣qsn−1∣∣qsn−1qsn ∣ = κ5∥yn∥∞ .
Thus, arguing as above, for every large n ∈ N1∣L 21L 22L 23 (yn)∣ ∣M 21M 22M 23 (yn)∣ ≤ 1∥yn∥ .
Theorem 5.3 yields the existence of some 0 ≠ y = (y1, y2, y3) ∈ Z[i]3 and of an infinite setN2 ⊆ N1 such that ∀n ∈ N2 qsny1 + qsn−1y2 + psny3 = 0.
Dividing by qsn and taking the limit when n→∞ along N2 we obtain
y1 + ξy2 + ζy3 = 0 and y2y3 ≠ 0, (21)
because ζ ∈ C ∖Q(i).
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iv. DefineL 3 = {L 31 ,L 32 ,L 33 } andM 3 = {M 31 ,M 32 ,M 33 } in the variables Z = (Z1, Z2, Z3)
and Z̃ = (Z̃1, Z̃2, Z̃3), respectively, by
L 31 (Z) = ξZ1 −Z2, M 31 (Z̃) = ξZ̃1 − Z̃2,
L 32 (Z) = ζZ2 −Z3, M 32 (Z̃) = ζZ̃2 − Z̃3,
L 33 (Z) = Z2, M 33 (Z̃) = Z̃2.
Let (zn)n≥1 be given by∀n ∈ N zn = (qsn , qsn−1, psn−1), so ∥zn∥∞ = ∣qsn ∣.
From (20) and (13), there is some κ6 = κ6(ζ) > 0 for which∀n ∈ N2 ∣M 31M 32M 33 (zn)∣ = ∣L 31L 32L 33 (zn)∣= ∣(qsnξ − qsn−1)(ζqsn−1 − psn−1)qsn−1∣≤ κ6 ∣qsn−1∣∣qsn−1qsn ∣ = κ6∥zn∥∞ .
As before, since ∥zn∥∞ →∞ when n→∞, Theorem 5.3 assures the existence of an infinite
set N3 ⊆ N2 and of a vector z = (z1, z2, z3) ∈ Z[i]3, z ≠ 0, satisfying∀n ∈ N3 z1qsn + z2qsn−1 + z3psn−1 = 0.
Dividing by qsn−1 and letting n→∞ along N3, we get
1
ξ
z1 + z2 + ζz3 = 0 and z1z3 ≠ 0, (22)
because ζ and ξ are irrational. Combining (21) and (22), we get
z1y2 = (z2 + ζz3)(y1 + ζy3) and z3y3 ≠ 0,
contradicting [Q(i, ζ) ∶ Q(i)] ≥ 3. Therefore, ζ is transcendental.
§.(wn)n≥1 is strictly increasing. Write tn = wn + un + vn for every n ∈ N.
i. Similar to (15), define (ζ(n))
n≥1 by∀n ∈ N ζ(n) = [0;WnUnVnUnVnUnVn . . .].
Because of the hypothesis minn ∣an∣ ≥ √8 and (3), the validity of the sequences defining each
ζ(n) is not a concern. Long but straightforward computations and (2) tell us that each ζ(n)
satisfies the polynomial
Pn(X) ∶= ∣qwn−1 qtn−1qwn qtn ∣X2 − (∣qwn−1 ptn−1qwn ptn ∣ + ∣pwn−1 qtn−1pwn qtn ∣)X + ∣pwn−1 ptn−1pwn ptn ∣ .
We claim that there exists some κ′1 = κ′1(ζ) > 0 such that
∀n ∈ N ∣Pn(ζ)∣ ≤ κ′1 ∣qtn ∣∣qwnq2tn+un ∣ . (23)
Let n ∈ N. The first tn +un = wn + 2un + vn partial quotients of ζ and ζ(n) coincide. Thus,
with γ as in Lemma 4.4, ∣ζ − ζ(n)∣ ≤ γ∣qtn+un ∣2 ,
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and using elementary properties of determinants we obtain
∣Pn(ζ)∣ = ∣Pn(ζ) − Pn(ζ(n))∣
= ∣ζ − ζ(n)∣ ∣∣qwn−1ζ − pwn−1 qtn−1
qwnζ − pwn qtn ∣ + ∣qwn−1 qtn−1ζ(n) − ptn−1qwn qtnζ(n) − ptn ∣∣
≤ 2 ∣ζ − ζ(n)∣ (∣ qtn
qwn
∣ + ∣qwn
qtn
∣)
≤ 2γ∣qtn+un ∣2 (∣ qtnqwn ∣ + ∣qwnqtn ∣) ≤ κ′1 ∣qtn ∣∣qwnq2tn+un ∣ .
ii. Let L 1, M 1 be as in (17) and define (xn)n≥1 in Z[i]4 by
∀n ∈ N xn ∶= (∣qwn−1 qtn−1qwn qtn ∣ , ∣qwn−1 ptn−1qwn ptn ∣ , ∣pwn−1 qtn−1pwn qtn ∣ , ∣pwn−1 ptn−1pwn ptn ∣) ,
then ∀n ∈ N ∥xn∥∞ ≤ 2∣qwnqtn ∣. (24)
Write xn = (xn,1, xn,2, xn,3, xn,4) for n ∈ N. By (23) and its proof, (24), Lemma 2.3, and
Lemma 5.2, there are positive constants κ′2 = κ′2(ζ), κ′3 = κ′3(ζ) and an ε′ > 0 such that for all
n ∈ N
∣M 11M 12M 13M 14 (xn)∣ = ∣L 11L 12L 13L 14 (xn)∣= ∣Pn(ζ)∣ ∣ζxn,1 − xn,2∣ ∣ζxn,1 − xn,3∣ ∣xn,1∣
≤ κ′2 ∣ qtnqwnq2tn+un qwnqtn qtnqwn qwnqtn∣= κ′2 ∣ q2tnq2tn+un ∣ ≤ κ
′
3
ψ2un
≤ κ′3∣qwnqtn ∣ε′ = κ
′
3∥xn∥ε′ .
Then, by Theorem 5.3, there is an x = (x1, x2, x3, x4) ∈ Z[i]4, x ≠ 0, and an infinite setN ′1 ⊆ N such that for all n ∈ N ′1
x1 ∣qwn−1 qtn−1qwn qtn ∣ + x2 ∣qwn−1 ptn−1qwn ptn ∣ + x3 ∣pwn−1 qtn−1pwn qtn ∣ + x4 ∣pwn−1 ptn−1pwn ptn ∣ = 0. (25)
Define the sequences (Qn)n≥1 and (Rn)n≥1 by
∀n ∈ N Qn ∶= qwn−1qtn
qwnqtn−1 , Rn ∶= ζ − pnqn .
Note that Rn → 0 as n → ∞. Also, by the boundedness of (an)n≥1 and (4), (qwn/qwn−1)n≥0
and (qtn/qtn−1)n≥0 are bounded and stay away from 0. Hence, (Qn)n≥1 is bounded too.
Divide (25) by qwnqtn−1 to obtain for every n ∈ N ′1
0 = x1(Qn − 1) + x2 (Qn(ζ −Rtn) − (ζ −Rtn−1))++ x3 (Qn(ζ −Rwn−1) − (ζ −Rwn))++ x4 (Qn(ζ −Rwn−1)(ζ −Rtn) − (ζ −Rwn)(ζ −Rtn−1)) .
Direct computations lead us to
0 = (Qn − 1)(x1 + (x2 + x3)ζ + ζx4) + η(n),
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where η(n)→ 0 when n→∞ along N ′1.
As a consequence, we obtain
lim
n→∞
n∈N ′1(Qn − 1) (x1 + (x2 + x3)ζ + ζ2x4) = 0. (26)
Let us show that the second factor in (26) is 0. Take an infinite subset N ′′1 ⊆ N ′1 such that
the following limits exist
α = lim
n→∞
n∈N ′′1
qwn
qwn−1 , β = limn→∞n∈N ′′1
qtn
qtn−1 ,
and a = awn ≠ atn = b remain constant for n ∈ N ′′. With K as in (1), for all n ∈ N ′′1
qwn
qwn−1 = [a;awn−1, . . . , a0] ∈ a +K, qtnqtn−1 = [b;atn−1, . . . , a0] ∈ b +K
Since a + K and b + K are disjoint compact sets, α ≠ β and Qn → αβ ≠ 1 as n → ∞ along N ′′1 .
As a consequence, (26) yields
x1 + (x2 + x3)ζ + ζ2x4 = 0. (27)
By [Q(i, ζ) ∶ Q(i)] ≥ 3, x1 = x4 = x2 + x3 = 0 must hold; so (25) gives
∀n ∈ N ′1 Pn(X) = ∣qwn−1 qtn−1qwn qtn ∣X2 − 2 ∣qwn−1 ptn−1qwn ptn ∣X + ∣pwn−1 ptn−1pwn ptn ∣ . (28)
iii. Let L 4 = {L 41 ,L 42 ,L 43 } and M 4 = {M 41 ,M 42 ,M 43 } be the linear forms in the
variables Y = (Y1, Y2, Y3) and Ỹ = (Ỹ1, Ỹ2, Ỹ3) given by
L 41 (Y) = ζ2Y1 − 2ζY2 + Y3, M 41 (Ỹ) = ζ2Ỹ1 − 2ζỸ2 + Ỹ3
L 41 (Y) = ζY1 − Y2, M 41 (Ỹ) = ζ2Ỹ1 − Ỹ2
L 41 (Y) = Y1, M 41 (Ỹ) = Ỹ1.
Define (vn)n≥1, vn = (vn,1, vn,2, vn,3) ∈ Z[i]3, by
∀n ∈ N vn ∶= (∣qwn−1 qtn−1qwn qtn ∣ , ∣qwn−1 ptn−1qwn ptn ∣ , ∣pwn−1 ptn−1pwn ptn ∣) ;
hence, ∀n ∈ N ∥vn∥∞ ≤ 2∣qwnqtn ∣.
Using (28) and arguing as before, there are positive constants κ′4 = κ′4(ζ), κ′5 = κ′5(ζ), κ′6 =
κ′6(ζ) such that for all n ∈ N ′1∣M 41M 42M 43 (vn)∣ = ∣L 41L 42L 43 (vn)∣= ∣Pn(ζ)(ζvn,1 − vn,2)vn,1∣
≤ κ′4 ∣qwnqtn ∣∣q2tn+un ∣ ≤ κ′4 ∣qtn ∣∣qtn+un ∣ ≤ κ
′
5∣qwnqtn ∣ε = κ
′
6∥vn∥ε .
Thus, Theorem 5.3 ensures the existence of a vector 0 ≠ r = (r1, r2, r3) ∈ Z[i]3 and of an
infinite set N ′2 ⊆ N ′1 such that
∀n ∈ N ′2 r1 ∣qwn−1 qtn−1qwn qtn ∣ + r2 ∣qwn−1 ptn−1qwn ptn ∣ + r3 ∣pwn−1 ptn−1pwn ptn ∣ = 0.
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Dividing by qwnqtn−1,
∀n ∈ N ′2 r1(Qn − 1) + r2 (Qn ptnqtn − ptn−1qtn−1 ) + r3 (Qn pwn−1qwn−1 ptnqtn − pwnqwn ptn−1qtn−1 ) = 0.
As in (27), (Qn)n∈N ′2 has a limit point different from 1, so
r3ζ
2 + r2ζ + r1 = 0,
contradicting [Q(i, ζ) ∶ Q(i)] ≥ 3. Therefore, ζ is transcendental.
6 Further results
Other transcendence results for regular continued fractions can be translated into the HCF
context with the pertinent modifications; for example, Theorem 6.1 can be regarded as a
complex version of Theorem 1.3. in [Bu13].
Let A be a finite set and a an infinite word on A. We say that a satisfies Condition (♣)
if it is non-periodic and there are sequences of finite words in A, (Wn)n≥1, (Un)n≥1, (Vn)n≥1,
such that
1. WnUnVnÛn is a prefix of a for every n ∈ N, where Ûn is the word obtained by reversing
Un,
2. ((∣Wn∣ + ∣Vn∣)/∣Un∣)n≥1 is bounded,
3. (∣Un∣)n≥1 tends to infinity when n does.
Theorem 6.1. Let a ∈ ΩHCF satisfy Condition (♣) and ∣an∣ ≥ √8 for every n. Then, ζ =[0;a1, a2, . . .] is transcendental.
Remark. i. As for Theorem 5.1 and its real counterpart, in Theorem 6.1 we assumed that(an)n≥0 is bounded rather than supn q1/nn < +∞.
ii. The proof of Theorem 6.1 requires an inequality involving the denominators of the con-
vergents. Namely, there is a constant κ > 0 for which all valid prefixes a, b such that ab
is a valid prefix satisfy ∣q∣ab∣−1(ab)∣ ≤ κ∣q∣a∣−1(a)q∣b∣−1(b)∣.
The inequality follows from a classical continued fraction identity (see [He06], Proposition
1.1).
iii. Getting rid of the condition minn∈N ∣an∣ ≥ √8 in Theorem 6.1 poses essentially the same
problem as in Theorem 5.1.
7 Final remarks
Our argument for showing Qn /→ 1 when n →∞ along N ′1 in the second case of Theorem 5.1
is simpler than the corresponding one in [Bu13]. Unfortunately, it does not shed any light
upon how to omit the bounds on the partial quotients. The main complication is that, unlike
regular continued fractions, for every M > √8 there are complex numbers z = [a0;a1, . . .]
and w = [b0; b1, . . .] such that ∣z − w∣ is arbitrarily small, a0 ≠ b0, lim inf
n→∞ ∣an∣ < M , and
lim inf
n→∞ ∣bn∣ <M .
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