Microscope images of thin marble sections can be used to determine their geographical origin by means of the shape, size and spatial distribution of their grains. In this article, we present a method that is the rst step towards the automatic origin determination, namely, the segmentation of grains in digital images of thin marble sections. Each grain has a preferred direction, di erent from the one of its neighbours, which rules its behaviour when it is illuminated with polarized light. Firstly, we perform an oversegmentation of the image with a lter based on a partial wavelet reconstruction followed by a watershed transformation. Afterwards, from a sequence of images of the same sample obtained by means of polarized light we compute, for each region, two parameters which depend on the preferred direction of the grain it belongs to. Finally, the set of parameter values for all the regions is the input to a region merging procedure which achieves the nal segmentation. We present the results for samples from six quarries, each one with di erent visual features.
Introduction
The method we present is part of a more general project about the determination of geographical origin of ornamental stones used in the roman period. The nal goal is to classify a marble sample into one of several quarries to contribute to the knowledge of the trading routes from that period.
Marble recognition has been performed by means of techniques based on physical, chemical and visual properties of samples, such as the analysis of di erent element traces, stable isotopes, X-ray spectroscopy and di raction, distribution and size of pores, etc 1 . Methods based on visual features are liable to be automated by digital image analysis. This usually represents a higher speed of classi cation and greater exibility of the implementation at a relatively low cost. The visual recognition of marble samples is carried out by studying thin marble sections viewed through a petrographical microscope. It takes into account the shape, size distribution and spatial distribution of grains, factors related to the marble petrogenesis. For example, Carrara samples are recognized by the regular shape and constant size of their grains, whereas Paros samples show two dominant di erent sizes ( gure 8). In this article, we focus on grain segmentation, that is a rst step towards an automatic visual recognition, which is previous to feature measurement and classi cation.
We have studied samples of marbles coming from the following quarries : Carrara (Italy), Paros, Pentelikon, Naxos (Greece), Proconnesos, Aphrodisias, Afyon (Turkey), and Estremoz (Portugal). They have been sliced up from pieces of sculptures or building elements belonging to the Greek and Roman periods. We nd in them a broad range of grain shapes and sizes, although all of them are made of calcite, an uniaxial crystal.
Each grain in a thin marble section has its own preferred direction, usually di erent from the ones of its neighbouring grains. Therefore, when we change the angle between the analyzer and polarizer in a petrographical microscope, each grain exhibits a di erent and characteristic pattern of intensity variation or incident light transmission (section 2). An expert takes advantage of it in order to better distinguish the grains, and so does our method. Figure 1 shows its scheme. First of all, we capture an image without polarizer and two sequences of images, each one corresponding to a polarizer position. Thus, by varying the analyzer angle, we obtain the images for each sequence. Next, we calculate two parameters which are related to the preferred direction at each point. They are the amplitude and phase of the sinusoidal intensity pattern that exhibits each point within a grain and are computed from the two sequences of polarization images (section 3.1). To start the segmentation process, we perform a wavelet decomposition of the non-polarized image and reconstruct it but just with a subset of the detail coe cients. Thus, we achieve a smooth image suitable to be oversegmented by means of a watershed transform (section 3.2). Next, regions belonging to the same grain are merged according to a similarity measure depending on the amplitude and phase (section 3.3). Finally, grains located inside other grains have been removed from the merged image. In section 4, we show and discuss the results achieved for samples coming from six di erent quarries.
Petrographical model of marble images
The amount of intensity that passes through an uniaxial crystal placed between two nicols is given by the Johannsen's equation 2 (1) . It relates the incident intensity of light I i ( ) that illuminates a sample to the intensity transmitted (observed) through a petrographical microscope I o ( ) :
being the light wavelength the di erence in trajectory between the fast and slow waves as the light goes through the crystal the angle between the analyzer and polarizer preferred directions the angle between the polarizer and the crystal preferred directions 
is constant inside each grain. Thus, equation (2) can be simpli ed by de ning
where 0 K 1. Note at this point that the value of K and are unknown at each grain. However, our goal is not to calculate them but to investigate how they a ect the transmitted intensity depending on the angle |which we can control| between the analyzer and the polarizer. Let us rewrite equation (2) by grouping the terms depending on :
where A = 1 ? 2K sin 2 (2 ) and B = K sin(4 ). This expression gets simpler if we de ne two new variables C = p A 2 + B 2 and D = tan ?1 (B=A):
Hence, I o is a sinusoidal function of amplitude M = C I i 2 and phase D, both values being function of K and which are characteristic of each grain. Thus, the computation of M and D for each pixel will greatly help us to di erentiate adjacent grains.
However, there is still one problem concerning the computation of D. If we x the polarizer position, we observe that the transmitted intensity at some grains is quite low and does not change signi cantly when we modify the analyzer angle ( gure 2). The reason is that in those grains the amplitude M is very small. Therefore, the phase D computed from the intensities I o ( ) will not be reliable because of the low signal{to{noise ratio (see section 3.1). In order to overcome this problem we acquire a second sequence of images but at a di erent polarizer angle. Let us see which one is the most suitable. M is a function of K and . As we can not change K, we shall look for the value of which maximizes M :
Extrema are found at = 4 k and maxima at = 2 k; k = 0; 1 : : : Thus, by taking two sequences of images with their polarizer angle 45 degrees apart, i.e. 0 and 45 , we guarantee a high amplitude and a reliable phase for each grain, at least in one of the two sequences. If f is a sinusoidal function of period N, it can be seen that the rst harmonic F(1) conveys all the important information and F(u) = 0 for u = 2 : : :N ? 1. Due to noise, in addition to sampling and quantization errors, the intensity at each pixel in our image sequences is not a pure sinusoidal function. The second and following harmonics are not zero although they are so small in magnitude that can be discarded. Summarizing, in order to obtain the phase and amplitude of a sequence I p ; p = 0; 45 at a point (i; j), we only need to compute the rst harmonic of fI p ( 0 ; i; j); I p ( 1 ; i; j); : : :I p ( N?1 ; i; j)g.
F (1) is computed from a sequence of intensity values within one period. If we decide to take sequences of N images then k = k =N; k = 0 : : :N ? 1, because I o has frequency 2 . The larger the number of images N, the more precise the computation of F(1). However, our experience shows that segmentation results are satisfactory for the most of marble samples just with three images per sequence, captured with 1 = 0 ; 2 = 60 and 3 = 120 . Figure 3 shows the images of amplitude and phase at 0 and 45 for a Carrara sample.
Wavelet ltering and oversegmentation
The purpose of the oversegmentation step is to partition the image I s into regions, each one belonging to only one grain, although grains can be split into several |but not too many| regions. Thus, we shall just have to merge regions suitably in order to obtain the nal segmentation. The oversegmentation step is based on the watershed transform 3;4 coming from the mathematical morphology eld. It divides the image into in uence regions of local minima. Let us suppose that it is raining on our topographical relief. When a drop of water falls on the surface, it follows the steepest descent path until it reaches a local minimum. The region of in uence of that local minimum is the set of such points and their paths, that is, its slope basin. The watershed transform computes all those slope basins or, equivalently, the divide lines. Watershed algorithms are quite complex, and their description is outside the scope of this paper. References 5;6 describe two di erent implementations of watersheds.
If we invert the I s image, and plot it taking gray level as height ( gure 4), we realize that grains appear as slope basins separated by narrow crests, which are macles (junctions between twin crystals) or the boundaries of grains. However, if the watershed transform is directly applied to the inverted image ?I s , an excessive oversegmentation is obtained. The reason is the large number of intensity variations that, despite of being small, give rise to too many local minima. These variations are due to several contributions: non-uniform illumination, imperfect grains, and acquisition noise. They appear, in terms of resolution, at di erent scales. Hence, we need a ltering scheme able to decompose images at di erent scales and then remove unwanted variations by reconstructing from only a subset of scales.
The continous wavelet transform 7;8 decomposes a function f(x) at several scales. This decomposition is performed by convolving the function with the dilations and translations of a special function named the mother wavelet: means of the scalar product with the scaling function dilated and translated to integer positions. We can see the initial discrete signal c 0 (k) as the projection of f(x) on V 0 ,
The projection on a subspace V i ,
is then an approximation of c 0 at scale or resolution i. The greater is i, the coarser the approximation will be. For scaling functions ful ling certain conditions, the di erence between two successive approximations c i?1 and c i is a discrete signal belonging to a new space W i V i?1 which is the orthogonal complement of V i in V i?1 , that is, V i?1 = V i W i . These subspaces W i are similarly spanned by the dilations and translations of a mother wavelet function . Note that equation (7) includes a decimation : the number of coe cients at level i is half the number of coe cients at level i ? 1. Thus, the full decomposition of a signal c 0 of n samples is set of n ? 1 wavelet coe cients plus one approximation coe cient. Because of the orthogonality property, there is no redundancy among them. Thus, it is very suitable for compression purposes. However, this decomposition scheme lacks an important property for image analysis, namely spatial invariance. Therefore, we have applied a decomposition algorithm, named a trous, which does not perform decimation and consequently does not produce a non{redundant representation 10 . Now, the approximation coe cients are
However, we need some expression which allows the calculation of detail and approximation coe cients of a scale i from those of the preceeding scale. This is because we do not know the continuous function f(x) but its discrete approximation c 0 . In the a trous algorithm, despite of the non{orthogonality of the subspaces V i and W i , we still have a sequence of embedded subspaces. As the translations of (x) span V 0 and (x=2) 2 V 1 V 0 ,
where h(n) is a kernel lter associated with the scaling function (x). Then, from (8) and (9), we see that the approximation coe cients at scale i + 1 are calculated by means of the discrete convolution of coe cients at scale i with a lter h,
The wavelet or detail coe cients w i are computed as the di erence between two consecutive scales,
(11) The reconstruction step of this algorithm is simply the sum of all the coe cients and the coarsest approximation:
In this work, we use a two{dimensional version of this algorithm 10 . The matrix of initial values c 0 (k; l) is the non-polarized image and the number of levels is N = 4. The scaling function in the two{dimensional case has been chosen as the separable function 2 (x; y) = (x) (y), being whose associated lter h(n) is h(?1) = h(1) = 1 4 ; h(0) = 1 2 , and zero elsewhere. The wavelet ltering process we have devised is performed by the reconstruction of only a selection of details at some scales of the decomposition. We select the scales that express the most important image information aiming at a correct segmentation, that is, the grains. Consequently, we remove the noise and the inhomogeneous image illumination by discarding in the reconstruction the nest detail w 1 (k) and the coarser approximation c N (k), respectively. After that, the coe ents of the remaining scales are divided into positive and negative. Negative coe cients are roughly related to contours and the positive ones with grains. This is due to the shape of the lter h, that ts better into grain{shaped structures and thus, gives positive coe cients. Conversely, ?h ts into the contours, therefore mostly represented by negative coe cients. We use a lter kernel h with a narrow region of support. Other bases, like B-splines of higher degree, mix contour and noise information in the detail coe cients of the rst scales because their region of support is wider. The rst row of gure 5 shows a decomposition and selective reconstruction of a marble non{polarized image for N = 7. Figure 6 compares the watershed of an inverted non-polarized image with and without wavelet ltering.
Region merging
In this part of the process, we perfom a merging of the regions which belong to the same grain. Two adjacent regions are merged if amplitudes and phases of both regions are similar enough in someone of the sequences.
The reason why this criteria does not require similarity in both sequences is that the computed phase is not reliable when the amplitude is small. Consequently, we shall choose the best case between both sequences. To perform this, we have designed a dissimilarity measure d as follows : Until now, we have not speci ed how to compute representative values for each region of 0 and 45 amplitudes and phases. We need them because the phase and amplitude within a region are often not uniform. They can change due to macles, borders between twin crystals appearing in the image as straight scratches, impurities and material stress. In addition to this, a region can contain part of the real border of a grain, where the phase is practically random. The average of their values obtains a biased estimation due to the in uence of extrema. Therefore, we calculate the representative of each parameter as the mode, that is, the most frequent value.
To implement the merging process, we represent the information of the di erent images as an undirected, weighted graph where nodes are regions and arcs are boundaries between adjacent regions. Representative amplitudes and phases of each region are assigned to the respective nodes, and arcs are labelled with the corresponding dissimilarity measurements.
Finally, after region merging, we must remove regions which are totally or mostly placed inside another region because there are not interior grains in this kind of marbles. These regions owe its existence to the fact that sometimes the phase at boundaries |and even inside a grain| di ers signi cantly from the rest of the grain. For the interior regions removal, the ratio between the longer boundary length shared with another region and the total perimeter is calculated for each region. The more a region is included within another one, the closer this ratio will be to 1. Thus, a second threshold t 1 is applied to the perimeter ratio to decide the removal of grains.
Results
Samples are 3 cm long, 2 cm wide and 30 to 40 m thick. To examine them, we have used a petrographical microscope Leitz Ortolux. Its analyzer has a precision of 0.1 degrees, and the polarizer can be put into two positions: 0 and 90 degrees. For each sample, we have chosen the objective lens that while keeping a reasonable grain size visualize a su cient number of grains for classi cation purposes. Digital images have been directly captured from the petrographical microscope by a black and white CCD camera connected to an acquisition board Matrox IP8 of 1Mb. Image resolution is 512 512 pixels and 256 grey levels. Figures 8 and 9 show the segmentation results for six images, each one belonging to a di erent type of marble. The original images depict the two most important problems : ill{de ned contours and the presence of strong and false contours due to macles. For the most part of grains and marble types, our method succeeds in nding out the right contours of grains thanks to the use of the two amplitudes and phases at each point. Nevertheless, we have to admit that no perfect segmentation is achieved on anyone of the samples. If we look at the results accurately, we can see two types of errors: on the one hand, we have di erent grains that appear as an only one (i.e. Carrara and Pentelikon) and, on the other hand, grains in which the merging step does not achieve to join all their regions (i.e. Paros). These errors are mainly due to the parameters t 0 and t 1 , whose values have been tuned in order to obtain a good global performance, that is, for all types of marble and for di erent samples within each quarry. These values are t 0 = 3 and t 1 = 0:6. The range of t 1 for which the segmentation results are not drastically a ected is wide, t 1 2 0:5; 1], only t 0 has got to be accurately selected. The input of our program are just the di erent images taken from the sample, without any previous knowledge of its features. Despite of this, we believe that the internal geological structure of marbles is statistically well preserved in the segmented images.
Conclusions
We have described a method for the segmentation of marble images which have been acquired through a petrographical microscope.
Given the di culties that working only with non-polarized images presents, our approach has been focused in emulating the procedure followed by human experts when a visual classi cation of samples is performed. Thus, our method extracts additional information through the illumination of samples with polarized light. In particular, we take advantage of the image formation model o ered by the Johannsen's law, which relates the incident and transmitted light intensities through uniaxial crystals. This model allows to calculate two parameters at each pixel |amplitude and phase| which are intrinsic of each grain. These parameters are the input of a region merging procedure which improves an initial oversegmentation to achieve a better correspondence between regions and grains. The oversegmentation is obtained by means of the watershed transform applied to the non{polarized image, ltered in order to reduce the number of local minima. The lter is based on a partial reconstruction of a wavelet decomposition. We select for reconstruction the scales where the boundaries of grains are well represented and discard the scales which mainly contain noise and inhomogeneous illumination. Additionally, we take advantage of the relation between the three dimensional shape of the grain boundaries and the analysing wavelet function. These boundaries mostly contribute to negative coe cients, which are the only ones that take part in the reconstruction. Results show that our method achieves a correct segmentation for most grains in a variety of marble types, without any initial knowledge about their features.
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