








































ではLaplaceの 1次元分割で 4.62%、姫野ベンチマークで 62.9%の性能向上が得られ、また
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で、その消費電力は 17,808 KWである [28]。したがって、この計算機システム全体の電力
(W)あたりの演算性能は 1.901 GFlops/Wということになる。この 20 MW程の電力予算を
守りながら、演算性能をさらに 30倍に上げて 1 EFlopsにするプロジェクトが、世界中で
進められているが、これには、性能電力比を 50 GFlops/W以上にしなければならず、計算
機の様々なパーツの性能電力比の改善が必要となる。









を高めるものである。例えば、本研究で取り上げた Intel Xeon Phi 7120Aは 61個のコアを


























































































































(ILP=Instruction Level Parallelizm)の推移を 1970年代から 2005年過ぎまで示した。インテ
図 2.1: インテル社のプロセッサの動向 (出展: インテル、Wikipedia、K. Olukotun氏)
ル社のプロセッサのトランジスタ数は数千個から始まり、ムーアの法則と呼ばれる予測に
沿い 2年に 2倍の割合で増え続け、図中では 2007年に 10億個を越えている。近年では、











表 2.1: 過去 10年のプロセッサ
Xeon 5100 5500 5600 E5-2600 E5-2600v2 E5-2600v3
発売年 2006年 2009年 2010年 2012年 2013年 2014年
周波数 (GHz) 3.0 3.33 3.46 3.1 2.7 2.3
コア数 (個) 2 4 6 8 12 18
SIMD幅 (bit) 128 128 128 256 256 256




る。コア数は 2006年に 2個であったものが、2014年には 18個まで増えている。プロセッ
サに使用している半導体プロセスの値が 65 nmから、45 nm、 32nm、 22nmと小さくなり、
世代が変わるごとに使用できるトランジスタ数が倍になるのに合わせて、コア数も 2倍か
それ以上に増えていることが確認できる。またこの間に、SIMD命令レジスタのビット幅
























Keplerは演算回路として、図 2.2に示す Streaming Multiprocessor (SMX)アーキテクチャを
用いている。そして、例えばこのアーキテクチャのGPU Tesla K40は、1個のプロセッサ中
に、他の内蔵メモリコントローラ等の周辺回路とともに、この SMXを最大 15個持つこと




4つのWrapスケジューラをもっている。そしてこのスケジューラが最大 65.5 K個の 32 bit
レジスタを用いて演算を行わせる。演算には、SMXあたり最大 64 KBの L1キャッシュ/共










次に、本研究で用いたインテル社のXeon Phi E-7100を紹介する。図 2.3にこのプロセッ















カラで 30個、ベクトル演算用に 240個を持ち、32 KBのコアに専用のデータキャッシュを
持っている。
9
図 2.3: Xeon Phiアーキテクチャ
図 2.4: Xeon Phiのコア









1.97倍と 2.95倍であり、動作周波数の差のため、倍精度演算のピーク性能は K40 が 1.18
倍優れているだけである。一方メモリの方は、両者ともDDRのメモリ転送性能の制限 (2.3
節で述べる。)を超えるため、グラフィックス用のメモリであるGDDR5を用い、その容量
で 1.33倍、転送幅で 1.22倍Xeon Phiの方が優れている。消費電力の差もメモリ容量の影
10
響が大きい。従って、性能上は、両者に大きな違いはない。
表 2.2: GPU K40とXeon Phi E-7100の比較
項目 K40 Xeon Phi E-7100
半導体技術は TSMC 28 nm Intel 22 nm
周波数 0.745 GHz 1.238 GHz
コア数 2880 (CUDA) 61 (x86)
単精度演算ユニット数 2880 976
倍精度演算ユニット数 960 488
倍精度演算ピーク性能 1.43 TFLOPS 1.21 TFLOPS
メモリ容量 12 GB 16 GB
ピークメモリ転送幅 288 GB/s 352 GB/s

































































リチャネルは、JEDEC半導体技術協会のDouble Data Rate (DDR)メモリの規格に基づいた
ものを使用しており、近年ではその転送レートは DDR3の 1333 MT/s から DDR4の 2133
MT/sのものを使用している。このためチャネル当たりのデータ転送帯域は、10.66 GB/sか










調に増え、これは 8 MBから　 45 MBと、約 5.6倍に増えている。
表 2.3: プロセッサ性能とアンコア部分の進化
Xeon W5590 X5690 E5-2687 E5-2697v2 E5-2699v3
コア数 4 6 8 12 18
浮動小数点演算性能 (GFLOPS) 53.28 83.04 198.4 259.2 662.4
共有 LLC容量 (MB) 8 12 20 30 45
データ転送能力 (GB/s) 32.0 32.0 51.2 59.7 68.3
拡張命令 SSE4.2 SSE4.2 AVX AVX AVX2
その他　 PCI Ex3.0 PCI Ex3.0 PCI Ex3.0
表 2.3上で、4コアから 18コアと 4.5倍に増えたコア数の増加に呼応するように向上して
いる浮動小数点演算性能や LLCの容量に対して、プロセッサとメモリ間のデータ転送能力
の増加は望ましくない。この間、DDRの転送レートが 1333 MT/sから、2133 MT/sに改善








令セットが表 2.1で説明した 128 bitと 256 bitの SIMD命令を含んでいる。これらについ
ては次節以降で説明する。また、その他の項目に示したように、Xeon E5-2687以降のプロ
セッサでは、メモリコントローラに加えて PCI Express Gen3コントローラを内蔵しており、
































































図 2.8に、この SIMD命令の拡張された推移を 1999年から示す。図の最初の世代の SIMD
命令は、Streaming SIMD Extensions (SSE)という名称のビット幅が 128 bitのもので、画像
処理を主なアプリケーションとしていたので、従来の命令セットに、単精度ベクトルの浮






して、Advaced Vector eXtensions (AVX)と呼ぶ、256 bitの倍精度と単精度の浮動小数点演
算を行う SIMD命令を追加した。現在のプロセッサで利用できるAVX2は、AVXに主に整
数のベクトル演算機能等の 124個の命令追加したものである。






まず、プロセッサを 64 bitのアドレスモードで使用する場合、SSEでは 128 bitのレジス
タとして、XMM0 から XMM15までの 16個の SIMDレジスタを使用することができる。
そして命令により、これらのレジスタに、図に示すように、整数では、16個の 8 bit整数、
8個の 16 bit整数、4個の 32 bit整数、2個の 64 bit整数、または 128 bit整数を格納して、
同時に処理を行うことができる。さらに、IEEE-754で規定される 32 bit単精度浮動小数点
数や 64 bit倍精度浮動小数点数も、それぞれ 4個または 2個を同じレジスタに格納して、格
納された複数の浮動小数点数に対して同時に浮動小数点演算を行うことができる。

































いま、この方程式の解 f (x; y)を x方向に微小変位 aだけ加減算して 3次の項までテイラー
展開すると、次の 2式が得られる。































f f (x + a; y)   2 f (x; y) + f (x   a; y)g (2.4)





f f (x; y + a)   2 f (x; y) + f (x; y   a)g (2.5)
これらの 2つの式を元の 2次元ラプラス方程式 (2.1)に代入すれば、次式が得られる。
f (x + a; y) + f (x   a; y) + f (x; y + a) + f (x; y   a) ' 4 f (x; y) (2.6)
この式 (2.6)は、微小値 aが十分小さければ、等式として扱える。そこで、関数 f を解く
空間を十分に小さい幅 aの 2次元の格子上の値として差分化する。図 2.10に、差分化に用
いた 10000  10000の 2次元の配列 u[10000][10000]を示した。
図 2.10: 2次元 Laplace方程式の差分化
図 2.10の○で示される配列 uの要素は、それぞれ元の関数 f の空間の x方向と y方向に
a  xまたは a  yの地点の関数値を示している。すると、式 (2.6)の f を差分化した uに替
えてこれを変形した次式がステンシル式として使用できる。
u update(x; y) =
1
4
fu(x + 1; y) + u(x   1; y) + u(x; y + 1) + u(x; y   1)g (2.7)
20
式 (2.7)の u update(x; y)は、繰り返し演算で得られるの u(x; y)新しい値を示しており、
図 2.10に示すように、u(x; y)の上下左右の隣の値の平均値をとる。ヤコビ法でこの繰り返
し演算を行うプログラムの一部を図 2.11に示す。
1 #define XSIZE (10000)
2 #define YSIZE XSIZE
3
4 double u[XSIZE][YSIZE], uu[XSIZE][YSIZE];
5 ...
6 / Jacobi iteration /
7 for(l=0, l<N, l++)f
8
9 / old <  new /
10 for(x = 1; x < XSIZE 1; x++)
11 for(y = 1; y < YSIZE 1; y++)
12 uu[x][y] = u[x][y];
13
14 / update /
15 for(x = 1; x < XSIZE 1; x++)
16 for(y = 1; y < YSIZE 1; y++)






















































新たに、Partitioned Global Address Space (PGAS)[18] と呼ばれるモデルを用いた言語とし











omp parallel for を挿入している。これは、その下に続く for文を複数のスレッドで実行す
ることを指示している。両方とも、次は xを 1からXSIZE-2まで増加させる for文であり、
本来ならば、xの値を変化させ、ループの内側を逐次実行するべきであるが、この指示に
より、複数のスレッドで同時に実行される。
1 #define XSIZE (10000)
2 #define YSIZE XSIZE
3
4 double u[XSIZE][YSIZE], uu[XSIZE][YSIZE];
5 ...
6 / Jacobi iteration /
7 for(l=0, l<N, l++)f
8
9 / old <  new /
10 #pragma omp paralell for
11 for(x = 1; x < XSIZE 1; x++)
12 for(y = 1; y < YSIZE 1; y++)
13 uu[x][y] = u[x][y];
14
15 / update /
16 #pragma omp paralell for
17 for(x = 1; x < XSIZE 1; x++)
18 for(y = 1; y < YSIZE 1; y++)





































る。図の 3行目にでは、並列数 nprocで演算空間の配列を x方向に分割するために、XSIZE
から分割後の x方向の幅、xsizeを定義している。4行目と 5行目は、袖領域の交換を行う
隣接するプロセスを指定するためのマクロで、prev(x)は xが 0でない場合は、プロセス x
の手前のプロセスが x-1と定義されている。xが 0の場合は、手前のプロセスは存在しな
いため、MPIで存在しないプロセスを示す定数、MPI PROC NULLと定義される。next(x)
も同様に xが最大のプロセスの id（MPIでは rankと称される）、npoc-1より小さい場合は
x+1で、それ以外はMPI PROC NULLと定義される。
図 2.15の 7行目は袖付で分割された演算空間を格納するための配列の確保で、xsizeに袖
領域分の 2を加算して u[xsize+2][YSIZE]と uu[xsize+2][YSIZE]の 2つの配列を確保してい
る。9行目と 10行目ではMPIで利用できるAPI、MPI Comm size()とMPI Comm rank()を
用いて、このプログラムを実行する全プロセス数 nprocと、プログラムを実行しているプ
25
1 #define XSIZE (10000)
2 #define YSIZE XSIZE
3 #define xsize XSIZE/nproc
4 #define prev(x) ((x!=0)?x 1:MPI PROC NULL)
5 #define next(x) ((x<nproc 1)?x+1:MPI PROC NULL)
6 ...
7 double u[xsize+2][YSIZE], uu[xsize+2][YSIZE];
8 ...
9 MPI Comm size(MPI COMM WORLD, &nproc);
10 MPI Comm rank(MPI COMM WORLD, &myid);
11 ...
12 / Jacobi iteration /
13 for(l=0, l<N, l++)f
14 / sode update /
15 MPI Sendrecv(&u[1][1], YSIZE, MPI DOUBLE, prev(myid), 202, &u[xsize+1][1], YSIZE,
MPI DOUBLE, next(myid), 202, MPI COMM WORLD, &stat);
16 MPI Sendrecv(&u[xsize][1], YSIZE, MPI DOUBLE, next(myid), 203, &u[0][1], YSIZE,
MPI DOUBLE, prev(myid), 203, MPI COMM WORLD, &stat);
17
18 / old <  new /
19 for(x = 1; x < xsize+1; x++)
20 for(y = 1; y < YSIZE 1; y++)
21 uu[x][y] = u[x][y];
22
23 / update /
24 for(x = 1; x < xsize+1; x++)
25 for(y = 1; y < YSIZE 1; y++)









































である。この PGASを用いた言語の代表的なものとしては、Unified Parallel C[31] (UPC)、



















図 3.1に、本研究で用いたインテル社の Xeon Phi E-7100のアーキテクチャを示す。Xeon
Phiは、基本的に、高速の双方向リングバスに接続された 3種類の要素から構成されてい




図 3.1: Xeon Phiアーキテクチャ

















小数点演算性能を向上させるために、SIMD命令を 512 bitに拡張している。図 3.2にXeon
Phiのコアの詳細を示す。
図 3.2: Xeon Phiコアの詳細
まず、このコアは、2命令発行の Pentiumプロセッサのコアをアドレスを 64 bitに拡張
して用いている。このため、32 KBの L1命令キャッシュから送られた命令は、デコーダで
30






2つのパイプのうち、パイプ 1は従来のスカラの x86命令専用で、パイプ 0の方はこれに
加えてこのコア用に新たに追加されたVector Processor Unit (VPU)の 512 bitの SIMD命令
を実行することができる。このVPUは、スレッドあたり 32個の 512 bitレジスタと 8個の
マスクレジスタを持っている。そして、FMAを含む算術演算を、16個の 32 bit単精度浮動
小数点数か整数または、8個の倍精度浮動小数点数に対して実行することができる。さら
にこのような SIMD演算に必要な、Gather, Scatter等 100個以上の命令が追加されている。



























2 #pragma omp for
3 for(x = 1; x <= XSIZE; x++)
4 for(y = 1; y <= YSIZE; y++)f
5 mm prefetch((const char )&uu[x][y+32], MM HINT ET1);
6 mm prefetch((const char )&uu[x][y+8], MM HINT ET0);
7 mm prefetch((const char )&u[x][y+32], MM HINT T1);
8 mm prefetch((const char )&u[x][y+8], MM HINT T0);
9 uu[x][y] = u[x][y];
10 g
11 / update /
12 #pragma omp for
13 for(x = 1; x <= XSIZE; x++)
14 for(y = 1; y <= YSIZE; y++)f
15 mm prefetch((const char )&uu[x 1][y+32], MM HINT T1);
16 mm prefetch((const char )&uu[x 1][y+8], MM HINT T0);
17 mm prefetch((const char )&uu[x+1][y+32], MM HINT T1);
18 mm prefetch((const char )&uu[x+1][y+8], MM HINT T0);
19 mm prefetch((const char )&uu[x][y 1+32], MM HINT T1);
20 mm prefetch((const char )&uu[x][y 1+8], MM HINT T0);
21 mm prefetch((const char )&u[x][y+32], MM HINT ET1);
22 mm prefetch((const char )&u[x][y+8], MM HINT ET0);









図 3.3 の 9 行目で、u[x][y] を参照することから、8 行目で、それよりも 64 byte 先の
u[x][y+8]、つまり次のキャッシュラインを L1キャッシュにプリフェッチしている。また、7
行目では、4キャッシュライン先の u[x][y+32]を今度はL2キャッシュにプリフェッチしてい




MM HINT T0 L1キャッシュにプリフェッチ
MM HINT T1 L2キャッシュにプリフェッチ
MM HINT ET0 L1キャッシュに所有権付きプリフェッチ
MM HINT ET1 L2キャッシュに所有権付きプリフェッチ
は所有権付で、それぞれ L1と L2のキャッシュへ同様なプリフェッチを行っている。
このプログラム、図 3.3の 13行目と 14行目の 2重ループでも同様なプリフェッチが行わ
れているすなわち、23行目のループの本体で参照する uu[x-1][y], uu[x+1][y], uu[x][y-1]に














セッサを搭載したサーバシステムである。2個のプロセッサはQuick Path Interconnect (QPI)
で接続されており、それぞれのプロセッサにはDDRメモリが搭載されている。また、プロ
セッサからはこの他入出力用の PCI Expressのバスが提供されており、これを介して Disk
や Infiniband (IBA)ネットワークに接続することができる。
右側のXeon Phiのプロセッサボードも、この PCI Expressを介してサーバに接続されて
33
図 3.4: Xeon Phiサーバ・ノード
いる。Xeon Phiは専用のメモリとして、最大 16 GBの GDDR5のメモリを搭載しており、
サーバとは独立して Linux等のOSを動作させることができる。Xeon Phiを動作させるに








りることになる。別のサーバに搭載された Xeon Phiとの通信は、ホスト上の IBAのイン
ターフェースを介して行う必要がある。
3.5 汎用のXeonプロセッサとの比較








256 bitに対して、Xeon Phiでは 2倍の 512 bitと 8倍精度演算を同時に行えるように SIMD
命令の実行回路を拡張している。したがって、Xeon Phiのコア当たりの倍精度演算ピーク
性能は、18 GFLOPSと、Xeonの 21. 6 GFLOPSに対して 2割弱程度劣る程度である。
表 3.2: メニーコアプロセッサの仕様
項目 Xeon Xeon Phi
クロックあたりの実行命令数 4 2
周波数 2.7 GHz 1.238 GHz
SIMD幅 256 bit 512 bit
コア当たり倍精度演算ピーク 21.6 GFLOPS 18.0 GFLOPS
コア数 12 61
プロセッサ倍精度演算ピーク 259 GFLOPS 1100 GFLOPS





能は、Xeonの 259 GFLOPSの 4倍以上の 1100 GFLOPSを実現している。これに合わせて、





Xeon はすべてのコアで共有する 30 MBのラストレベル・キャッシュを持っている。こ
れに対して、コア数の多いXeon Phiはコア間で共有するキャッシュを持っていない。基本
35






























































































































2 / Jacobi iteration /
3 for(l=0, l<N, l++)f
4 / sode update /
5 MPI Sendrecv(&u[1][1], YSIZE, MPI DOUBLE, prev(myid), 202, &u[xsize+1][1], YSIZE,
MPI DOUBLE, next(myid), 202, MPI COMM WORLD, &stat);
6 MPI Sendrecv(&u[xsize][1], YSIZE, MPI DOUBLE, next(myid), 203, &u[0][1], YSIZE,
MPI DOUBLE, prev(myid), 203, MPI COMM WORLD, &stat);
7
8 / old <  new /
9 #pragma omp parallel for
10 for(x = 1; x < xsize+1; x++)
11 for(y = 1; y < YSIZE 1; y++)
12 uu[x][y] = u[x][y];
13
14 / update /
15 #pragma omp parallel for
16 for(x = 1; x < xsize+1; x++)
17 for(y = 1; y < YSIZE 1; y++)


































表 4.1: 代表的な PGAS言語
名称 ベース言語 グローバルビュー 実行単位
XMP　 　 C, Fortran　 　○（袖領域）　 　 node
Unified Parallel C (UPC)　 　 C　 　 　 (process等)
Co-Array Fortran (COF)　 　 Fortran　 　 　 (process等)
X-10 (IBM)　 　 (Java and Scala)　 　○ (region等)　 　 place+activity
Chapel(Cray)　 　 (C and Modula)　 　○（domain）　 　 locale
42























































































を nodeと呼ぶ。それぞれの nodeは、全 nodeで構成されるグローバルなデータに対して、
指示文等で処理を行うことができる。





















XMPの指示文は Cでは pragmaを用いて#pragma xmpのように記述する。図 5.2のプロ








このプログラム中では、2つの 2次元の配列 u[10000][10000]と uu[10000][10000]が定義
47
1 #define XSIZE (10000)
2 #define YSIZE XSIZE
3
4 double u[XSIZE][YSIZE], uu[XSIZE][YSIZE];
5
6 #pragma xmp nodes n()
7 #pragma xmp template t(0:10000 1)
8 #pragma xmp distribute t(block) onto n
9 #pragma xmp align u[j][] with t(j)
10 #pragma xmp align uu[j][] with t(j)




15 / old <  new /
16 #pragma xmp loop (x) on t(x)
17 for(x = 1; x < XSIZE 1; x++)
18 for(y = 1; y < YSIZE 1; y++)
19 uu[x][y] = u[x][y];
20
21 #pragma xmp reflect (uu)
22
23 / update /
24 #pragma xmp loop (x) on t(x)
25 for(x = 1; x < XSIZE 1; x++)
26 for(y = 1; y < YSIZE 1; y++)
27 u[x][y] = (uu[x 1][y] + uu[x+1][y] + uu[x][y 1] + uu[x][y+1])/4.0;
図 5.2: LaplaceのXMP並列化プログラム
されている。これらのうち uは、図中の 9行目で、u[j][*]が t[j]に alignされており、これ
は、添え字変数の jで参照されている配列 uの最初の次元を t(j)と同じように分配する指示
となる。uuも同様に 10行目で uu[j][*]が t[j]に alignされており、uと同様に最初の次元で













1 #pragma xmp nodes n(4)
2 #pragma xmp template t(0:99)





















に利用される。2行目では、そのような template tを 0から始まって 100個の要素を持つ、
t(0:99)として定義している。そして、その次の行の distribute指示文は、どのように仮想





は、2つの 2次元の配列 g[100][80]と l[40][50]が使用されている。このうちプログラム中
5行目で、グローバルな配列として、ノード間に分配したい double配列の g[100][80]宣言
している。
そして 7行目の align指示文で gの分配の指示を template tを用いて行っている。g[j][*]
with t(j)と、jを用いて配列 gの 1次元目を template tに合わせてのブロック分割すること
を指定している。これは、添え字変数の jで参照されている配列 g[100][80]の最初の次元
を t(j)と同じように分配する指示となる。この結果、配列 g[100][80]はグローバルな配列




すべての nodeは 50  40の doubleの配列 lを独立して持つことになる。
5.5 Shadow宣言とReflect操作




























































本研究では、Omni XMP compiler 1.1 (build1322)[30]をベースのコンパイラとして使用
















に、Xeon Phiは PCI Expressのカードであり、単独では動作できない。この特性評価は、表




　 CPU　 Xeon 8コア 2.6 GHz Ivy Bridge2
ホスト OS Red Hat EL 6.4
　 メモリ　 64 GB　
　 CPU　 Xeon Phi 61コア 1.238 GHz
メニーコア OS MPSS 2.1.6720
　 メモリ　 16GB　
PGAS言語 Omni XMP compiler 1.1 (build1322)
コンパイラ Intel complier version 13.1.3.192 (build 2013607)
　 Intel MPI library 4.1.1.036
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まず、ホスト側の計算機には、2.6 GHzの Ivy BridgeのXeonプロセッサを 2個実装した
サーバを用いた。サーバのOSはRed Hat社のEnterprise Linux 6.4を用い、メモリは 64 GB
実装したものを用いた。このサーバには、PCI Express v3.0x16のインターフェースを 2個
持っているが、この 1つにXeon Phi E-7100を実装しもう一つにはMellanox Infiniband HCA
を実装している。ただし、E-7100は　 PCI Ex v2.0x16のデバイスとして動作する。
Xeon Phiのプロセッサは1.238 GHzのものを使用した。Xeon PhiのOS等を含むManycore
Platform Software Stack (MPSS)は 2.1.6720を使用し、Xeon Phi上では 16GBのメモリを実
装している。前述したように、XMPのコンパイラはOmni XMP compiler 1.1 (build1322)を
ベースにしており、このコンパイルには、Intel complier version 13.1.3.192 (build 2013607)










まず、図 6.1の 8行目で 1次元で任意（プログラム実行時に数を指定）の長さの node n(*)
を宣言しており、10行目で、9行目で定義した 3次元の template t(mimax,mjmax,mkmax)の
最も外側の次元をブロック分割している。そして、11行目と 12行目で、p,bnd,wrk1,wrk2











3 PARAMETER (mimax = 512, mjmax = 256, mkmax = 256)
4 real p(mimax,mjmax,mkmax), a(mimax,mjmax,mkmax,4), b(mimax,mjmax,mkmax,3)
5 real c(mimax,mjmax,mkmax,3), bnd(mimax,mjmax,mkmax)
6 real wrk1(mimax,mjmax,mkmax), wrk2(mimax,mjmax,mkmax)
7
8 !$xmp nodes n()
9 !$xmp template t(mimax,mjmax,mkmax)
10 !$xmp distribute t(,,block) onto n
11 !$xmp align (,,k) with t(,,k) :: p, bnd, wrk1, wrk2
12 !$xmp align (,,k,) with t(,,k) :: a, b, c
13 !$xmp shadow p(0,0,1)
14 !$xmp shadow a(0,0,1,0)
15 !$xmp shadow b(0,0,1,0)
16 !$xmp shadow c(0,0,1,0)
17 !$xmp shadow bnd(0,0,1)
18 !$xmp shadow wrk1(0,0,1)
19 !$xmp shadow wrk2(0,0,1)
20 ...
21 !$xmp reflect (p)
22 !$xmp loop (K) on t(,,K) reduction (+:GOSA)
23 DO K = 2, kmax 1
24 DO J = 2, jmax 1
25 DO I = 2, imax 1








ンパイラはいずれもインテルコンパイラ Version 13.1.1.163 (Build 20130313)[14]を用いて
いる。MPI版の測定には Fortran90のMPI版姫野ベンチマークを、インテルMPIを用いて
Xeon Phi用とXeon用にそれぞれ、mpiifortで -O3 -xAVX（Xeonの場合）と-mmic（Xeon
Phiの場合）オプションでコンパイルし、それぞれのシステム上で実行した。結果を図 6.2
に示す。




る 32まで測定し、Xeon Phiではコア数の 4倍を少しオーバするが、256まで測定を行った。
この結果、次の 3つのことが観測できた。
(1) 並列数は 8倍程度必要なものの、単一Xeon Phiカードの姫野ベンチマークの性能は
56
図 6.2: 単一Xeon Phiカードでの性能比較
2ソケットのXeonサーバと同等かやや劣る程度である。












このプログラムでは、まず 2行目で nodeを n(4,*)と宣言して、4行目で template tの 2次




2 !$xmp nodes n(4,)
3 !$xmp template t(mimax,mjmax,mkmax)
4 !$xmp distribute t(,block,block) onto n
5 !$xmp align (,j,k) with t(,j,k) :: p, bnd, wrk1, wrk2
6 !$xmp align (,j,k,) with t(,j,k) :: a, b, c
7 !$xmp shadow p(0,1,1)





Xeon Phiで実行する際は 1ノード当たり 128プロセスに固定し、16ノードで最高 2048
プロセスまでの測定を行った。Xeonで実行する際は 1ノード当たり 16プロセスとし、16














512 8  8  8
1024 8  8  16






















2 !$xmp nodes n()
3 !$xmp template t(mimax,mjmax,mkmax)
4 !$xmp distribute t(,,block) onto n
5 !$xmp align (,,k) with t(,,k) :: p, bnd, wrk1, wrk2
6 !$xmp align (,,k,) with t(,,k) :: a, b, c
7 ...
8 !$xmp loop (K) on t(,,K) reduction (+:gosa)
9 !$OMP PARALLEL DO COLLAPSE(2) REDUCTION(+:gosa)
10 DO K = 2, kmax 1
11 DO J = 2, jmax 1
12 DO I = 2, imax 1






図 6.6の Phi-MPI, Xeon-MPIと Phi-XMPは、それぞれ図 6.4に示したものと同じデータ
で、MPIのプログラムを Xeon Phi, Xeonのクラスタで実行したときの性能と、XMPのプ
ログラムをXeon Phi上で実行したときの性能である。図 6.6で追加された Phi-HYBRDが
ハイブリッド版の性能を示している。並列数は、MPI版でのプロセス数を示しており、ハ
イブリッドの場合は 1ノードのスレッド数 128とノード数を乗じた値を用いている。
















としてXSIZEYSIZE (10000  10000)を用い、これを 1次元分割して並列化した。
結果を図 6.7に示す。性能の比較は図 5.2のXMPプログラムをコンパイラでMPIのプロ
グラム変換した実行モジュールでの結果 Lap XMP MPIと、図 2.12のOpenMPで並列化し
た結果Lap OMPとで行った。図 6.2の横軸は実行した並列数で縦軸は演算性能をGFLOPS
で示している。MPI[15]と OpenMPのコンパイラはいずれもインテルコンパイラ Version
13.1.1.163 (Build 20130313)[14]を用いている。Xeon Phi用のバックエンドのコンパイルは
、いずれの実行ファイルも-O3 -fno-alias -mmicのオプションを利用して生成している。そ
れぞれ、MPIのプロセス数（OpenMPの場合はスレッド数）をまず、1から 2のべき乗ごと






















































(1) 並列化の最小単位であるXMPの nodeは、プロセスで実装し、複数のXeon Phiノー
ドを用いたクラスタシステムの場合は、それぞれの 60か、あるいはその数倍のN個























































る。図 7.2に 2次元のグローバル配列に 1列ずつの袖領域を付けて 1次元分割を行う例を
示す。
図 7.2: XMP配列の配置











































合の reflect の処理は、前述した 3つの XMP実行時システム関数、パック（pack）、交換
（exchange）、アンパック（unpack）を用いて、図 7.4のような疑似コードで示すことがで
きる。



















プロセス (next proc)を用いて図 7.5のような 4つの処理を行っていた。
本稿の提案する交換の実装では、隣接する nodeを持つプロセスが、メモリを共有してい
る同一ノード内にあるかどうかで、袖領域の交換に共有メモリを使うか、MPIを使用する
かを切り替える。これを図 7.6の疑似コードに示す. 図 7.6では、従来実装で行っていた 4
つの処理を、その番号を残して示している。新たに、袖領域を交換するプロセスが自分と
69
1 (1) hi buerの内容を、prev procにMPIで送信
2 (2) next procからMPIで受信した内容を、
3 hi buerに格納
4 (3) low buerの内容を next procにMPIで送信
5 (4) prev procからMPIで受信した内容を、
6 low buerに格納
図 7.5: 従来の交換処理
同一のXeon Phiカード内にある場合の処理 (2-i)及び (4-i)と、このプロセスが別のカード
内の場合でも、次にアンパックで行うバッファの参照に、ポインタを用いるためのポイン
タの代入処理 (2-p)及び (4-p)を追加した。また、カード間をまたいでMPI通信で袖領域を
交換するために、2つの通信用バッファex hi buerと ex low buerを追加している。まず
図 7.6の 1行目で、hi buerに収められた袖領域を送る prev procが同一ノード内に存在す
るかどうかを判断する。これが別ノード内に存在する場合は、このプロセスにMPI通信で
この袖領域を送信する。さらに、この prev procからMPI通信で受け取る low buerの内容
を hi buerに格納し、low buerを指すポインタ用の変数 low buer pにこの hi buerのア
ドレス値を代入する. また、prev procが同一ノード内にある場合は、MPI通信を行う必要
がないので、7行目以降のように、low buer pに prev procの low buerのアドレス値を代
入することにより、アンパックで prev procの low buerを直接参照できるようにする。
次に 11行目で、low buerに収められた袖領域を送る next procが同一ノード内にあるか
どうかを調べ、これが別ノード内に存在する場合は、このプロセスにMPI通信でこの袖領
域を送信する。さらに、MPI通信でこのプロセスから袖領域を受け取り、low buerのアド
レス値を後々アンパックで用いる、hi buerを指すポインタ用の変数 hi buer pに代入す
る. また、next procが同一ノード内にある場合は、MPI通信を行う必要がないので、17行
目以降に示すように、hi buer pに next procの hi buerのアドレス値を代入することによ
り、アンパックで next procの hi buerを直接参照できるようにする。







2 (1)hi buerの内容を prev procにMPI送信
3 prev procからのMPI受信内容を high buerに格納
4 (4 p)low buer p = hi buerへのポインタ値
5 g
6 elsef




11 (3)low buerの内容を next procにMPI送信
12 next procからのMPI受信内容を low buerに格納
13 (2 p)hi buer p = low buerへのポインタ値
14 g
15 elsef














ものと、まったく同様である。すなわち、Ivy Bridgeベースの 2.6 GHｚのXeonを 2個使
用しているサーバの PCI Expressに、Xeon Phiを 1個搭載したものである。このXeon Phi
は、7210 (1.238 GHz)でManycore Platform Software Stack (MPSS) 2.1.6720を使用して動作
させた。
XMPとしては、Omni XMP compiler 1.1 (build1322)[30]をベースのコンパイラとして使
用した。バックエンドのコンパイラとMPIには、それぞれ、Intel complier version13.1.3.192























度浮動小数点数の 2次元配列、u[ ][ ]と uu[ ][ ]のこの方向側を分割する。






ログラムの、我々の実装を用いたときの性能 Lap XMP SHMを、従来の何も変更を加えて
いないXMP版の性能と、標準的なOpenMPを用いて並列化したものと比較した。この結果
を図 8.2に示す。図 8.2中では、従来のXMP版を Lap XMP MPI、OpenMP版は Lap OMP
として示した。
Lap XMP SHMは、60プロセスで実行したときに、13.6 GFLOPSの倍精度演算性能を実
現することに成功している。この値を演算に必要なメモリ転送帯域幅に換算すると、194.6
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1 #define XSIZE (10000)
2 #define YSIZE XSIZE
3
4 double u[XSIZE][YSIZE], uu[XSIZE][YSIZE];
5
6 #pragma xmp nodes n()
7 #pragma xmp template t(0:10000 1)
8 #pragma xmp distribute t(block) onto n
9 #pragma xmp align u[j][] with t(j)
10 #pragma xmp align uu[j][] with t(j)




15 / old <  new /
16 #pragma xmp loop (x) on t(x)
17 for(x = 1; x < XSIZE 1; x++)
18 for(y = 1; y < YSIZE 1; y++)
19 uu[x][y] = u[x][y];
20
21 #pragma xmp reflect (uu)
22
23 / update /
24 #pragma xmp loop (x) on t(x)
25 for(x = 1; x < XSIZE 1; x++)
26 for(y = 1; y < YSIZE 1; y++)
27 u[x][y] = (uu[x 1][y] + uu[x+1][y] + uu[x][y 1] + uu[x][y+1])/4.0;
図 8.1: Laplace1次元分割XMPプログラム
GB/秒となり、これは、Stream Triadのベンチマーク性能で得られた Xeon Phiの最大メモ
リ転送帯域幅 [25]とほぼ同等である。それぞれの実装のスケーラビリティを確認するため
に、プロセス数（Lap OMPの場合はスレッド数）を、1, 2, 4, 8, 16, 32, 60, 120, 240と変化
させ、その性能を測定した。
ノード単体での実行で、Lap XMP SHMはOpenMPで並列化したLap OMPに対して、1.17




















とLap XMP MPIでは、DataRD/WRの数がLap OMPよりも多くなる。これのDataRD/WR
の数の差が、袖領域の処理のために増えたデータ参照回数といえる。データ参照の数が増
えたのにもかかわらず、いずれの実装でも、L2D MISSの数は、約 50 M回のキャッシュラ
イン参照と、ほぼ同等の値を示している。
これらの測定結果から、Lap XMP SHMでは、メモリ操作数（DataRD/WR）がOpenMP




ッシュへのヒット率を調べた。表 8.1にこの結果を示す。袖領域を持つ、Lap XMP SHM
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図 8.3: Laplace 1次元分割のメモリ転送事象
と Lap XMP MPIがすべての領域において、ほぼ 1.00のヒット率を得ているのに対して、
Lap OMPではヒット率が低く、我々の実装の優位性が説明できる.
表 8.1: 1次キャッシュのヒット率
スレッド/プロセス数 32 60 120
Lap OMP 0.92 0.91 0.98
Lap XMP SHM 1.00 1.00 1.00
Lap XMP MPI 0.99 1.00 0.99
8.2.1.4 Xeon Phi上の配列境界参照の影響












ていない。測定した結果、図 8.4の Lap1d g shmは、図 8.2の Lap OMPと同様に低い性能








図 8.5に、この 2次元分割のプログラムを示す。XMPの指示文は、グローバル配列の u[
][ ]と uu[ ][ ]を 6 10の 2次元に分割するように挿入する。まず 1行目で、2次元の矩形の
nodesの p(6,10) を定義している。次に、template t(0:10000-1,0:10000-1)が定義され、3行
目でこれを p(6,10)に対して t(block,block)と、両方の次元で均一ブロックに分割すること
を指示する。この結果 template t(0:10000-1,0:10000-1)は、[10000=6  10000=10]の 60個の
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矩形に分割される。グローバル配列の u[ ][ ]と uu[ ][ ]は、5、6行目で、この t(j,i)に align
されることにより、それぞれ同様な形に分割される。また 7行目の shadow uu[1][1]に示す
ように、uu[ ][ ]の分割の両方の次元に袖領域を持たせる。この、2次元分割の形としては、
1次元分割と同様な並列数でスケーラビリティを確認するために、分割の nodes pの形とし
て、(1,2), (2,2), (2,4), (4,4), (4,8), (6,10), (10,12) ,(15,16)を使用する。
1 #pragma xmp nodes p(6,10)
2 #pragma xmp template t(0:10000 1,0:10000 1)
3 #pragma xmp distribute t(block,block) onto p
4 #pragma xmp align u[j][i] with t(j, i)
5 #pragma xmp align uu[j][i] with t(j, i)
6 #pragma xmp shadow uu[1][1]
7
8 / old <  new /
9 #pragma xmp loop (x,y) on t(x,y)
10 for(x = 1; x < XSIZE 1; x++)
11 for(y = 1; y < YSIZE 1; y++)
12 uu[x][y] = u[x][y];
13
14 #pragma xmp reflect (uu)
15
16 / update /
17 #pragma xmp loop (x,y) on t(x,y)
18 for(x = 1; x < XSIZE 1; x++)
19 for(y = 1; y < YSIZE 1; y++)
20 u[x][y] = (uu[x 1][y] + uu[x+1][y] + uu[x][y 1] + uu[x][y+1])/4.0;
図 8.5: 2次元分割 Laplace
8.2.2.1 Laplaceの 2次元分割の性能評価
この 2次元分割の Laplaceでの性能測定結果を図 8.6に示す。図中の本実装での測定結
果は Lap2d SHMとして表示している。測定結果は、1次元分割と同様に、オリジナルの
XMPでの実装と、標準的なOpenMPでの実装と比較して示した。図中これらはそれぞれ、








た。図 8.7に、この 2次元分割で Laplaceを実行したときのメモリ参照に伴うキャッシュラ
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図 8.6: Laplace 2次元分割の測定結果














Pack 2Dは、それぞれ、XMPの reflect処理中の PackとUnPackを行うのに要する時間を示
す。libmpi dbg.so.4は、MPIの実行時システムの実行時間で、lap mpiが Laplaceのプログ
ラムの演算時間である。図 8.8では lap mpiが最も大きいので、詳細を拡大するため実行時
間の目盛は、300秒を原点にしている。
まず、Laplaceのプログラムの本体である、lap mainの実行時間を比較してみると、Lap1d OMP
ではこの部分に 450秒を要しているのに対して、Lap2d SHMと Lap2d MPIの 2つはとも
に 350秒以下しか要していない。この、約 100秒ほどは、配列を 2次元に分散配置した効
果だと考えられる。しかし、この代わり、Lap2d SHMと Lap2d MPIでは、それぞれ合計
約 70秒と約 90秒の時間が、Pack2D、UnPack2Dと libmpi dbg.so.4に費やされている。こ
れは、袖領域の更新のための通信を、2次元分割された配列の 2つ方向で実行している時










ラムで測定を行い、Lap1d OMPとこれらを比較した。図 8.9にこの結果を示す。図 8.9の
Lap2d SHM NUPは、演算結果を無視して、袖領域の更新を行わない場合の性能を示して
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図 8.8の lap mainの実行時間で確認した、配列の 2次元分散配置の効果を、並列数を変
えて見るために、図 8.10に示すように、L1D と L2D のキャッシュヒット率を測定した。
図 8.10では、Lap1d OMP、 Lap2d SHMと Lap2d SHM NUPのキャッシュヒット率の、そ
れぞれ、並列数が、32、60、120で実行したときの測定値を示す。分散データ配置を行っ
たLap2d SHMと lap2d SHM NUPの２つは、L1Dのキャッシュヒット率がいずれの場合も










と、大きい配列サイズ large（20000  20000）の性能測定を行った。
表 8.2: Laplace問題サイズ
small medium large
配列サイズ (4000,4000) (10000,10000) (20000,20000)
使用メモリ (GB) 0.256 1.6 6.4
図 8.11に、表 8.2に示した 3つ配列サイズでの性能測定結果を示す。この測定は、我々
の実装の Lap2d SHMを、OpenMP版と比較してXeon Phi上で実行することで行い、この
際、3つの異なる並列数、60、120、240を用いた。図 8.11に示すように、SHMの largeが、
この測定での最高性能の 12.44 FLOPSを並列数 120で実現しており、SHMのmediumも、
これにはやや劣るものの、同様の性能を出している。この SHMの largeとmediumの両方
とも、並列数に対しても似たような傾向を示す。一方、OMPの中では、smallが最高性能




図 8.10: L1Dの L2Dキャッシュヒット率















2 static float p[257][257][513];
3 static float a[4][257][257][513], b[3][257][257][513],
4 c[3][257][257][513];
5 static float bnd[257][257][513];
6 static float wrk1[257][257][513], wrk2[257][257][513];
7
8 #pragma xmp nodes n(6,10)
9 #pragma xmp template t(0:512,0:256,0:256)
10 #pragma xmp distribute t(,block, block) onto n
11 #pragma xmp align [i][j][] with t(, j, i) :: p,bnd,wrk1,wrk2
12 #pragma xmp align [][i][j][] with t(, j, i) :: a,b,c
13 #pragma xmp shadow p[1][1][0]
14 ...
15 #pragma xmp reflect (p)
16 #pragma xmp loop(i,j) on t(,j,i) reduction (+:gosa)
17 for(i=1 ; i<imax 1 ; i++)
18 for(j=1 ; j<jmax 1 ; j++)
19 for(k=1 ; k<kmax 1 ; k++)f
20 s0 = a[0][i][j][k]  p[i+1][j ][k ]
21 + a[1][i][j][k]  p[i ][j+1][k ]
22 + a[2][i][j][k]  p[i ][j ][k+1]
23 + b[0][i][j][k]  ...
24 ...
図 8.12: XMPによる姫野ベンチマークの記述
図 8.12の 2行目から 6行目では、本プログラムで使用される 7つのグローバル配列が
定義されている。この XMPプログラムでは 6  10の 2次元の分割を行うため、8行目で
nodes n(6,10) を宣言している。次の行で、使用する template t の形を計算する 3次元配列














測定する並列数として 8個の並列数を用い、表 8.3に示すように、それぞれ 2次元分割の
形を指定するXMPの nodes nを決めた。これらは、同じ並列数を持つ複数の 2次元分割の
中から、最も高い性能が得られるものを選んだ。
表 8.3: ノード内のXMP nodeの配置
並列数 2 4 8 16
node n(1,2) n(2,2) n(2,4) n(4,4)
並列数 32 60 120 240
node n(4,8) n(6,10) n(10,12) n(10,24)
このベンチマークの測定でも、本実装Hime2d XMP SHMを従来のXMPでの実装Hime2d XMP MPI
とOpenMPでの実装Hime1d OMPと比較した。また、OpenMP版で並列化する最外ループ
の繰り返し数が 256と並列数に対して少ないので、Hime1d OMPの他に、これに collapse
(2)を用い、演算用のメインループの外側の 2つのループを並列化した、Hime1d OMP COL
の測定も行った。本測定では、Hime2d XMP SHMが並列数 120で、50 GFLOPSの最高性
能を得ている。Hime1d OMPとHime1d OMP COLの 2つが、ほぼ同じ性能で 45GFLOPS









うに 2次元分割の場合、端を除き隣接 node数は 4つとなるが、並列数が少ない場合は分割
数自体が少ないためにこれより少なく、並列数 2, 4, 8で隣接 node数は 1, 2, 3となる。逆
に、切断面の大きさは、各次元の分割数に反比例して減るため、この結果、本測定条件で
並列数が 32より少ない場合の通信バッファの大きさは約 1 MB程度とほぼ一定となる。
隣接 node数が 4になる並列数が 16以上の、並列数 32, 60, 120, 240では、それぞれ 804


























合計実行時間を測定した。図 8.14に、その結果を示す。この測定では、Hime1d OMP COL、




スの回数を、Hime2d XMP SHMとHime1d OMP COLで比較した。図 8.15のL2D RD MISS
にこの結果を示す。
Hime2d XMP SHMの 17.0 M回に対して、Hime1d OMP COLでは、倍近い 33.4 M回の
キャッシュミスを起こしていることがわかる。図 8.15には、L2D RD MISSを生じさせる可
能性のある事象、2次キャッシュに対するプリフェッチの回数L2 DATA PFと、コアのデータ
入出力回数DataRD/WRも示した。Hime2d XMP SHMでは、L2 DATA PFとDataRD/WR
の合計回数が 327 M回で、Hime1d OMP COLの 208 M回対して 1.57倍に増えているにも
かかわらず、演算時の待ちをもたらす L2D RD MISSが半分近くに減っており、これは本
実装のグローバル配列の分割実装の効果だと考えられる。
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図 8.14: 姫野 120スレッドまたはプロセスの内訳
しかし一方、図 8.14のHime2d XMP SHMとHime2d XMP MPIでは、短くなったのと同
等か、もしくはそれ以上の時間がMPIライブラリやその他の通信関連の関数に費やされて
いる。このうち、Hime2d XMP SHMは、袖領域を交換するMPI通信を削除しているため、
libmpi dbg.so.41に要する時間が短く、最も優れた性能を実現している。Hime2d XMP SHM
では、図 8.14内の別の XMP実行時関数 Reduceを実装するためにMPI Reductionを使用










1デバッグ用のMPIの実行モジュール libmpi dbg.so.4を用いることにより Xeon Phiノード単体でのプロ
グラム実行性能に相違が無いことは、別途確認済みである。
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例えば、nodeが 2次元で n(10,24)の場合、配列の２つの次元が、10と 24に分割されて、各
nodeには分割された配列が分配される。Xeon Phiの各ノードへの配列の分配は、各ノード
に、この nodeを分割して分配することで行う。このノードへの 2次元の分割を div(x,y)と
表記する。例えば、n(10,24)の場合、div(2,4)では、図 8.16に示すように、node nの各次元
が 2と 4に分割され、この場合、それぞれ分割された部分 node sbn(5,6)が 8個のノードに
割り当てられる。
図 8.16: nodeの 2次元分割 div(2,4)
8.3.2 Laplace 2次元分割の性能評価







表 8.4: Laplace node分配
ノード数 1 2 4 8 16
並列数 60 120 240 480 960
node n(6,10) n(10,12) n(20,12) n(20,24) n(24,40)
分割方法 div(1,1) div(1,2) div(2,2) div(2,4) div(2,8)
図 8.17: Laplaceマルチノード実行結果
図 8.17の Lap2d XMP SHMと Lap2d XMP MPIは、両者とも、XMPを用いて 2次元分
割した Laplaceのプログラムを、表 8.4の各ノード数での実行した場合の性能を示してい
る。このうち、Lap2d XMP SHMは、提案する共有メモリを用いた reflect処理を行う実行
時システムを使用しており、Lap2d XMP MPIは、改良前のMPIのみを用いた実行システ
ムを用いた場合の結果である。図 8.17に示すように、本実装の Lap2d XMP SHMは、16
ノードで、117.7 GFLOPS と、1ノードの性能 11.26 GFLOPSの 10.5倍の性能を実現でき
た。これは、従来のXMPの実装 Lap2d XMP MPIが 99.47 GFLOPSに対して 1.18倍の性






こちらは、ノード単体の測定のときに用いた問題サイズ L(256  256  512)より大きい、
XL(512  512  1024)の問題サイズを用いて、2から 16にノード数を増加させて測定した。
このときのグローバル配列の分割方法は、表 8.5に、測定結果は図 8.18に示す。
表 8.5: 姫野 node分配
ノード数 2 4 8 16
並列数 120 240 480 960
node n(12,10) n(10,24) n(10,48) n(6,160)
分割方法 div(1,2) div(2,2) div(2,4) div(2,8)
まず、図 8.18の従来の XMPの実装 Hime2d XMP MPIと、本実装 Hime2d XMP SHM
を比較すると、いずれのノード数でも 2倍以上の性能向上が得られていることが分かる。
Hime2d XMP SHM の 16 ノードでの性能は 189 GFLOPS で、Hime2d XMP MPI の 76.7
GFLOPSに対して 2.46倍の性能改善を実現している。一方スケーラビリティをみると、
本実装では、2ノードで 87.3 GFLOPSの性能を実現しており、問題サイズが異なるので単
純な比較はできないが、単一ノードで得られた最高性能の 50 GFLOPSに対して 1.75倍で
ある。16ノードでの性能は、189 GFLOPSで、8倍のノード数で演算性能が 2.16倍である。
本実装上での実行性能向上の理由を確認するため、16ノードで姫野ベンチ測定時の、1
ノード上でのHime2d XMP SHMとHime2d XMP MPIの実行関数の内訳を調べた。図 8.19
92
に、この結果を示す。まず、姫野ベンチの 1回の実行時間は、Hime2d XMP SHMが 3.46
秒に対して、Hime2d XMP MPIが 5.72秒と、測定を行ったノードでは 1.65倍優れてい
る。内訳をみてみると、Hime2d XMP MPIでは、演算を行う jacobi以外に、MPIの関数
を実行する libmpi.so.4.1と vmlinuxで合計 4.6秒とかなりの時間を占めているのに対して、
Hime2d XMP SHMではこれらは 0.5秒以下に抑えられている。一方、Hime2d XMP SHM






図 8.19: 姫野 16ノード実行時プロセスの内訳
8.3.4 マルチノード・システム性能評価のまとめ
XMPで記述したプログラムは、そのままマルチノード上でも実行できる。単体での評
価と同じベンチマークの並列数を増やしたものを用いて、Xeon Phi を 1枚実装した Xeon
サーバ 16台をQDRの Infiniband経由でクラスタ接続したマシン上で、実行時システムを
評価した。まず、マルチノード上での Laplace の 2 次元分割の性能測定を、ノード数を 1
から 16 に倍々に変化させて行った。グローバル配列のサイズは、ノード単体での測定と
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同じ 10000  10000を用いた。Lap2d XMP SHMは、16 ノードで、117.7 GFLOPS と、1
ノードの性能 11.26 GFLOPSの 10.5倍の性能を実現できた。これは、従来のXMPの実装





が得られていることが分かる。Hime2d XMP SHMの 16ノードでの性能は、189 GFLOPS
で、Hime2d XMP MPIの 76.7 GFLOPSに対して 2.46倍の性能改善を実現している。
本実装上での実行性能向上の理由を確認するため、16ノードで姫野ベンチ測定時の、1
ノード上での Hime2d XMP SHMと Hime2d XMP MPIの実行関数の内訳を調べた。姫野
ベンチの 1回の実行時間は、Hime2d XMP SHMが Hime2d XMP MPIに対して 1.65倍優
れている。Hime2d XMP MPI では、演算を行う jacobi 以外に、MPI の関数と vmlinux で






































































た。OSは同じRed Hat社のRHEL 6.5でメモリは半分の 32 GBを実装している。Xeon Phi
のプロセッサは、1.053 GHzで60コアのものを使用した。Xeon PhiのOS等を含むManycore





　 CPU　 Xeon 10コア 2.8 GHz Ivy Bridge2
ホスト OS Red Hat EL 6.5
　 メモリ　 32 GB　
　 CPU　 Xeon Phi 60コア 1.053 GHz2
メニーコア OS MPSS 3.5 + 3.6.38.8-pvas
　 メモリ　 8 GB　
PGAS言語 Omni XMP compiler 20141104













る。XMPコンパイルには、Intel complier version 16.0.109とOpenMPI 1.8.2を使用した。
9.4 メニーコア単一ノード上での評価
PAVSによる実装の性能を評価するために、姫野ベンチの L(256  256  512)をXMPで
2次元分割し、オリジナルの実装 Hime2d XMP MPIとMPI版の Hime2d OMP COL と比
98
較した。並列数としては、1,2,4,9,16,32,60,120,240を用いた。図 9.3に測定結果を示す。こ
の結果、本実装 Hime2d XMP PVASは並列数 120で、57.1 GFLOPSで、同じ並列数での
Hime2d OMP COLの 56.9 GFLOPSやHime2d XMP MPIの 54.8 GFLOPSに対して最も高
い性能を得られた。
この結果、本実装XMP PVASは並列数120で、57.1 GFLOPSで、同じ並列数でのOMP COL
の 56.9 GFLOPSやXMP MPIの 54.8 GFLOPSに対して最も高い性能を得られた。
図 9.3: 姫野ベンチ 1ノードでの実行結果
この図 9.3の測定結果を、8章の通信バッファを用いた袖領域の交換での性能測定結果、

































図 9.5: 姫野ベンチ 1ノードと 2ノードの比較
表 9.2: 120プロセス実行時のXMP PVAS処理内訳











































に対して、Laplaceの 1次元分割で 4:62%、姫野ベンチマークで 62:9%の性能向上を、また
OpenMPで並列化したプログラムに対しても、それぞれ 16:8%と 13:8%の性能向上を実現
することができた。また、マルチノード性能では、従来のXMPの実行時システムに対して
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