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MASS-LIKE INVARIANTS FOR ASYMPTOTICALLY
HYPERBOLIC METRICS
JULIEN CORTIER, MATTIAS DAHL, AND ROMAIN GICQUAUD
Abstract. In this article, we classify the set of asymptotic mass-like
invariants for asymptotically hyperbolic metrics. It turns out that the
standard mass is just one example among the two families of invariants
we find. These invariants are attached to finite-dimensional represen-
tations of the group of isometries of hyperbolic space. We described
the invariants in terms of wave harmonic polynomials and polynomial
solutions to the linearized Einstein equations in Minkowski space.
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1. Introduction
1.1. Background. Asymptotically hyperbolic manifolds are non-compact
Riemannian manifolds having an end on which the geometry approaches the
geometry hyperbolic space. Such manifolds have attracted a lot of attention
for the last decades, in geometry as well as in theoretical physics.
On the one hand, they appear naturally in general relativity, in the de-
scription of isolated gravitational systems in a universe with negative cosmo-
logical constant (see for example [3]), modeled on Anti-de Sitter spacetime.
One can also see them arising as asymptotically umbilical hypersurfaces in
asymptotically Minkowski spacetimes. However, the point of view of gen-
eral relativity also involves the second fundamental form of the embedded
hypersurface. In a forthcoming paper we will generalize the results from
the Riemannian setting treated in this paper to the setting of hypersurfaces
with second fundamental form.
On the other hand, asymptotically hyperbolic manifolds have their own
geometric interest. An important example is the study of conformally com-
pact Riemannian manifolds, in particular the Fefferman-Graham theory of
the ambient metric: given a sufficient amount of data on a closed n ´ 1-
dimensional manifold (in particular prescribing a conformal class on it), it
occurs then as the conformal boundary of a unique asymptotically hyper-
bolic, Einstein n-dimensional manifold. See [19] for a review of the theory.
For general asymptotically hyperbolic (non-necessarily Einstein) mani-
folds, one needs a chart at infinity, in other words a coordinate system
through which one can measure the decay rate of the metric towards the
hyperbolic metric. Note that in the conformally compact case, this can
be given by a defining function of the conformal boundary. Some interest-
ing results can be found when the decay rate as read in a chart at infinity
is high enough and if one moreover assumes some positivity condition on
the curvature tensor. The first achievements in this directions were scalar
curvature rigidity results, for which the scalar curvature is required to be
greater than or equal to the one of the hyperbolic space of same dimension.
Under completeness and strong enough decay assumptions as well as a fur-
ther topological (spin) assumption, the manifold has to be isometric to the
hyperbolic space, see [2, 37].
Motivated by the study of isolated systems in general relativity, properties
of metrics with weaker decay assumptions were investigated. The difference
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between the metric g and the hyperbolic metric b is quantified by the so-
called mass vector pg P Rn`1. This notion is reminiscent of the ADM mass
for an asymptotically Euclidean manifold, and “positive mass theorems”,
with their rigidity conclusions in the case of vanishing mass, have been
obtained [1, 13, 45]. See also the recent work [41] and [18].
As for asymptotically Euclidean manifolds, one of the difficulties when
studying the mass is its apparent dependence on the chart at infinity. This
problem appears in both the approach by Wang [45] and by Chrus´ciel and
Herzlich [13]. In the latter work it is however established that a scalar
quantity formed from the mass vector, the mass, does not depend on a given
chart at infinity provided it satisfies the appropriate asymptotic conditions.
The fundamental result at the origin of this fact was derived first by
Chrus´ciel and Nagy in [14, Theorem 3.3]. It states in particular that the
transition diffeomorphism Ψ “ ϕ2 ˝ ϕ´11 between any two charts at infinity
ϕ1 and ϕ2 is composed of a principal part A which is an isometry of the
hyperbolic space, and a correction part that decays to zero on approach
to infinity. The decay of the correction part is in fact sufficiently fast so
that it does not alter the expression of the components of the mass vector,
themselves computed at infinity. The transition diffeomorphism Ψ is for
this reason called an asymptotic isometry. We denote by π the projection
map Ψ ÞÑ A from the group of asymptotic isometries to finite-dimensional
subgroup of hyperbolic isometries.
Wang and Chrus´ciel-Herzlich then established that the mass vector pg of
any asymptotically hyperbolic metric of suitable decay enjoys the equivari-
ant property
pΨ˚g “ πpΨqpg,
where πpΨq acts naturally as an element of the Lorentz group Opn, 1q on
R
n`1. It follows in particular that the norm in the Minkowski metric η,
ηppg,pgq, is invariant under the action of asymptotic isometries.
The essential difference compared to the asymptotically Euclidean case
comes rather from the nature of the mass. Whereas the mass is encoded in
a single number (the ADM mass) in the asymptotically Euclidean case, it
is instead an pn` 1q-vector in the hyperbolic case, which transforms equiv-
ariantly under the action of hyperbolic isometries. This vector also encodes
the center of mass, see [11]. It is only when considering the Minkowski
quadratic form evaluated on this vector (invariant under the action of hy-
perbolic isometries) that one gets a number independent of the choice of
the chart at infinity. We therefore call it an linear mass at infinity of the
asymptotically hyperbolic manifold.
This difference in nature between these masses can be explained by the
existence of a much bigger conformal infinity for the hyperbolic space (a
codimension 1 sphere at infinity) than for the Euclidean space (a single
point at infinity). With the large conformal infinity of hyperbolic space one
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could speculate that asymptotically hyperbolic manifolds should have other
linear masses at infinity, and one may look for the full list of them.
This investigation is also motivated by the study of asymptotically hyper-
bolic Poincare´-Einstein metrics, where asymptotic invariants do appear, see
for example [19] and references therein. However, the renormalized volume
introduced by Graham in [24] does not fall into our classification since the
asymptotic structure is different and the invariant depends on the whole
geometry of the manifold, not only on its asymptotics.
1.2. Statement of results. The goal of this paper is to make a step to-
wards the classification of linear masses at infinity for asymptotically hy-
perbolic manifolds whose Riemannian metrics decay towards the standard
metric of the hyperbolic space at any specified rate.
Motivated by the example of the mass vector, we aim at finding quantities
Φpgq, defined for asymptotically hyperbolic metrics g in a neighborhood of
the infinity of the hyperbolic space Hn, which live in a finite-dimensional
representation V of the group of hyperbolic isometries.
Roughly speaking, such a quantity is a linear mass at infinity if the map
Φ : g ÞÑ Φpgq P V is linear in g ´ b, where b denotes the hyperbolic metric,
and satisfies the equivariance property
ΦpΨ˚gq “ πpΨq ¨ Φpgq (1)
under the action of the group of asymptotic isometries.
Our results take into account the decay rate of the metric. We will denote
by Gk the space of asymptotically hyperbolic metrics g that decay to order
k towards b at infinity, meaning that the norm |g ´ b|b satisfies
|g ´ b|b “ O
´
e´kdpxq
¯
,
where dpxq “ distbpx, x0q is the b-distance between x and a given point
x0 P Hn. A more precise definition will be given in Section 2.
We now state a loose version of our classification results obtained in The-
orem 4.2 and Theorem 4.4 for n “ 3, and in Theorem 4.5 for all n ě 4.
Theorem 1.1. There exists two families of linear masses
tΦpkqc : Gk Ñ Vkukěn´1 and tΦpkqw : Gk ÑWkukěn`1
indexed by integers k, where Vk and Wk are irreducible, finite-dimensional
representations of the group OÒpn, 1q of hyperbolic isometries.
Moreover, given any finite-dimensional representation V and a positive
number k, the map Φ : Gk Ñ V is a non-trivial linear mass at infinity if
and only if it is a linear combination of Φ
pkq
c and Φ
pkq
w . In particular, k is
then an integer larger than n´ 1.
The maps Φ
pkq
c are called conformal masses, while the Φ
pkq
w are calledWeyl
masses, for reasons which will become clearer in Section 4.
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The classical Wang-Chrus´ciel-Herzlich mass vector is obtained here as the
linear mass Φ
pnq
c , for which Vn is the standard representation of Opn, 1q, that
is the n` 1-dimensional Minkowski space.
In Section 4, the maps Φ being classified are defined on the set of mass-
aspect tensors, that is the set of symmetric p2, 0q-tensors over the unit sphere
S
n´1. Such tensors can be thought of as the coefficient of the first non-trivial
term of a metric g in Gk. It will be argued in Sections 2, 3 and 5 that there
is no loss of generality in looking for intertwining maps Φ defined on mass-
aspect tensors instead.
Once our classification is obtained, we will link in Section 6 the linear
masses at infinity so found with properties of geometric operators in the
spirit of Michel [36]. As is well known for the classical mass, the represen-
tation pVnq˚, dual to Minkowski, coincides with the space kerP ˚0 , where P0
is the linearized scalar curvature at operator at g “ b, and the map Φpnqc
coincides with the mass functional given by Chrus´ciel and Herzlich in [13].
An interesting point is that this other way of defining the mass does not
assume any a priori asymptotic expansion form of the metric and holds for
more general asymptotics.
1.3. Overview of the paper. The paper is structured as follows. In Sec-
tion 2 the relevant definitions are introduced and followed by the description
of the group of asymptotic isometries. Its elements are seen as transition
maps between two asymptotic charts in which the metric has a given decay
rate towards the reference hyperbolic metric b. The description of this group
culminates in Theorem 2.11 which shows, in the spirit of [14, Theorem 3.3],
that such an asymptotic isometry is essentially an isometry of the hyperbolic
space, composed with a diffeomorphism asymptotic to the identity.
Meanwhile, we introduce the subclass of transverse germs of metrics
among the class of asymptotically hyperbolic germs of metrics with a given
decay rate. Those are the (germs of) metrics defined on a neighborhood of in-
finity of Hn whose expressions have a normal form in the standard hyperbolic
coordinates, like the hyperbolic metric b itself. We show in Proposition 2.7
that any germ of metrics g, asymptotic to b, can be sent to a tranverse germ
θ˚g of the same decay rate, using an adjustment diffeomorphism θ. Such
adjustment diffeomorphisms have the property of being asymptotic to the
identity at sufficiently high order. We make use of this in Proposition 2.12
to define an action of the group of hyperbolic isometries on such transverse
metrics.
The last part of Section 2 is devoted to the definition of linear masses
at infinity, for which we prefer to work with the notion of jets, obtained as
some quotient space from stalks. We show that all the facts holding above
for germs (transversality, adjustment, group action) descends naturally to
jets. We are then in position to define the notion of linear mass at infinity
in Definition 2.19 and to make precise sense of (1).
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In Sections 3 and 4, we investigate linear masses at infinity for germs
of asymptotically hyperbolic metrics. From the Definition 2.19, the inter-
twining property (1) should also hold for the quotient map at the level of
transverse jets of metrics with any given decay rate.
We argue in Section 3 that considering a transverse jet of a metric g
is equivalent to considering the first non-trivial term m of the asymptotic
expansion of g. This term is called the mass-aspect tensor of g. We then
find expressions for the action of the group of hyperbolic isometries on mass-
aspect tensors. It depends on the decay order at which they appear in the
asymptotic expansion of the metric. We also argue in Proposition 3.3 that
the classification of linear masses at infinity is equivalent to the classification
of maps Φ : m ÞÑ Φpmq P V , defined on the space of mass-aspect tensors, and
which are intertwining with respect to the action of the group of hyperbolic
isometries.
The sequel of Section 3 deals with the intertwining property satisfied by
a linear mass at infinity Φ when one descends to the actions by the Lorentz
Lie algebra. To make computations more tractable, we decide from here to
look for all the maps Φ : m ÞÑ Φpmq P V which are intertwining for the
Lorentz Lie algebra action.
The following Section 4 is the central section of our paper. It establishes
first the classification of all the Lorentz Lie algebra intertwining maps Φ :
m ÞÑ Φpmq P V , where V is a finite-dimensional, irreducible representation
of the Lorentz algebra, and where, again, the action on mass-aspect tensors
m depend on the decay order of the metrics in the asymptotic expansion of
which they appear.
We separate the n “ 3-dimensional case on the one hand, and the higher
n ě 4-dimensional case on the other hand. For both, we classify first the
possible finite-dimension representations V of the Lorentz Lie algebra, and
we relate the highest weights of each such representation with the decay
order of the metrics.
We obtain at the end (Theorems 4.2, 4.4, 4.5) two families of representa-
tions, giving two families of intertwining maps, parametrized by the decay
rate of the metric (which, again, plays a crucial role in the definition of the
action on mass-aspect tensors). One last remaining fact that we check is
whether the Lie algebra intertwining maps so obtained are intertwining for
the full group of hyperbolic isometries as well. This is indeed the case, thus
providing the complete classification of linear masses at infinity.
In Section 5, we give the proof of a technical fact about jets of asymp-
totically hyperbolic metrics of a given order. It allows us to assert that the
setting chosen in Section 3 is sufficient to obtain all the linear masses at
infinity.
In Section 6, we show how to recover the linear masses at infinity previ-
ously obtained using B. Michel’s formalism [36]. We recall first the example
of the Chrus´ciel-Herzlich [13] mass which can be assigned to asymptotically
hyperbolic metrics with weaker asymptotic decay assumptions.
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We show then that the linear masses at infinity previously found actually
stem from geometric differential operators, similar to the way the mass stems
from the scalar curvature operator. These operators takes their values either
in the space of smooth functions, or in the space of sections of symmetric
2-tensors over the hyperbolic space. In both cases, we can decompose these
spaces in terms of the representations that already appeared in the classifi-
cation in Section 4. We then give explicit examples of geometric differential
operators which give the linear masses obtained in that Section.
This can be compared with Herzlich’s recent study of the asymptotically
Euclidean case [29], where asymptotic invariants stemming from a class of
admissible curvature operators turn out to be nothing but the ADM mass,
up to a constant factor.
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2. Preliminaries and basic definitions
In this section we give the basic definitions that will be used throughout
the paper.
2.1. Hyperbolic space. The reference Riemannian manifold in the context
under consideration is hyperbolic space. Unless stated otherwise we will use
the Poincare´ ball model. In the ball model, Hyperbolic space Hn is described
as the unit ball B1p0q centered at the origin in Rn equipped with the metric
b :“ ρ´2δ, (2)
where δ denotes the Euclidean metric on Rn and the function ρ is defined
by
ρpxq :“ 1´ |x|
2
2
.
There are several models of hyperbolic space, see for example [7]. Since
we will be working with structures near infinity the ball model is the most
convenient.
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The hyperbolic distance in the ball model of Hn is given by
cosh dbpx, yq “ 1` |x´ y|
2
2ρpxqρpyq (3)
for x, y P B1p0q.
We will now discuss the isometry group of hyperbolic space briefly. It will
play a prominent role in what follows. Let Rn,1 denote Minkowski space,
that is Rn`1 equipped with the quadratic form
η :“ ´pdX0q2 `
nÿ
k“1
pdXkq2,
where X0,X1, . . . ,Xn denotes the standard coordinates on Rn`1. Further,
we denote by B0, B1, . . . , Bn the standard basis of Rn`1, which has the dual
basis of one-forms dX0, dX1, . . . , dXn. Hyperbolic space can be embedded
into Minkowski space as the unit hyperboloid, that is
H
n “
#
pX0,X1, . . . ,Xnq P Rn,1
ˇˇˇˇ
ˇ´pX0q2 ` nÿ
k“1
pXkq2 “ ´1,X0 ą 0
+
.
The orthogonal group Opn, 1q consists of linear maps preserving the qua-
dratic form η. It has 4 connected components. Indeed, an element A P
Opn, 1q can have determinant ˘1 and the scalar product ηpB0, AB0q can be
either negative, meaning that B0 and AB0 point in the same direction (in
which A is said to be future preserving), or positive (and A is then called
future reversing). The two components mapping hyperbolic space to it-
self are the future preserving ones. They form the orthochronous Lorentz
group denoted by OÒpn, 1q. The connected component of the identity (that
is, the future preserving isometries with positive determinant) is called the
restricted Lorentz group and is denoted by SOÒpn, 1q.
The group OÒpn, 1q is the group of isometries of hyperbolic space while
SOÒpn, 1q is its subgroup of orientation preserving isometries. This subgroup
coincides with the connected component of the identity of Opn, 1q, see for
example [39, Chapter 5, Section 3.10] for details.
The ball model of hyperbolic space is obtained from the hyperboloid
model via a stereographic projection p to the plane X0 “ 0 with respect
to the point p´1, 0, . . . , 0q,
ppX0,X1, . . . ,Xnq :“ 1
1`X0 pX
1, . . . ,Xnq.
We identify the plane X0 “ 0 with Rn, and we denote the standard coordi-
nates on Rn by x1, . . . , xn. The inverse of p is given by
p´1px1, . . . , xnq “
ˆ
1` |x|2
1´ |x|2 ,
2x1
1´ |x|2 , . . . ,
2xn
1´ |x|2
˙
,
where |x|2 “ px1q2 ` ¨ ¨ ¨ ` pxnq2.
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If A P OÒpn, 1q is an isometry of the hyperboloid, we transfer it to an isom-
etry of the ball model of Hn acting as A “ pAp´1. In what follows we will
mainly restrict ourselves to elements belonging to the subgroup SOÒpn, 1q
and consider two particular types of such elements.
‚ A rotation by an angle θ in the XiXj-plane (1 ď i, j ď n) is given by
RθijpX0, . . . ,Xi, . . . ,Xj , . . . ,Xnq
“ pX0, . . . , cospθqXi ´ sinpθqXj , . . . , sinpθqXi ` cospθqXj , . . . ,Xnq.
We denote the corresponding infinitesimal generator with a script
letter,
rij :“ d
dθ
Rθij|θ“0 “ dXiBj ´ dXjBi.
Note that rotations commute with p, so R :“ pRp´1 reads
R
θ
ij :“ pRθijp´1px1, . . . , xi, . . . , xj , . . . , xnq
“ px1, . . . , cospθqxi ´ sinpθqxj, . . . , sinpθqxi ` cospθqxj, . . . , xnq.
The derivative of pRθijp
´1 with respect to θ at θ “ 0 is the rotation
vector field rij , where
rij :“ xiBj ´ xjBi. (4)
‚ A Lorentz boost in the direction Xi (1 ď i ď n) with a parameter
s P R is given by
Asi pX0, . . . ,Xi, . . . ,Xnq
“ pcoshpsqX0 ` sinhpsqXi, . . . , sinhpsqX0 ` coshpsqXi, . . . ,Xnq.
The corresponding infinitesimal generator is given by
ai :“ d
ds
Asi |s“0 “ dX0Bi ` dXiB0,
and the corresponding isometry of the ball model is
A
s
i :“ pAsip´1px1, . . . , xi, . . . , xnq
“ 1
D
ˆ
x1, . . . , coshpsqxi ` sinhpsq1` |x|
2
2
, . . . , xn
˙
,
(5)
where
D :“ 1´ |x|
2
2
` 1` |x|
2
2
coshpsq ` xi sinhpsq.
The derivative of A
s
i with respect to s at s “ 0 is the boost vector
field ai, where
ai :“ 1` |x|
2
2
Bi ´ xixaBa. (6)
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In this article we will use the convention that upper case latin letters
denote elements in the Lie group OÒpn, 1q, while lower case latin letters
will be used for elements in the Lie algebra sopn, 1q and fraktur letters will
denote the corresponding vector fields on the ball B1p0q Ă Rn, or the same
vector fields restricted to the unit sphere Sn´1 Ă Rn. These vector fields
are actually tangential when restricted to the sphere since the sphere Sn´1
is preserved by elements of OÒpn, 1q.
2.2. Asymptotically hyperbolic metrics. We continue by defining asymp-
totically hyperbolic manifolds. Several definitions exist in the litterature, we
refer the reader to [22, 28, 32] for an overview. To avoid technical compli-
cations we choose here to use the simplest such definition.
Definition 2.1. Let M be a compact manifold of dimension n with bound-
ary BM » Sn´1. We choose a neighborhood Ω of BM inM , a diffeomorphism
Ψ : ΩÑ B1p0qzB1´εp0q from Ω to the standard annulus and a positive inte-
ger k. Then a metric g on the interior M of M is said to be asymptotically
hyperbolic of order k with respect to Ψ if the metric
g :“ ρ2Ψ˚g,
which is a priori defined only on B1p0qzB1´εp0q, extends to a smooth metric
on B1p0qzB1´εp0q such that
|g ´ δ|δ “ O
´
ρk
¯
.
The boundary BM » Sn´1 is called the sphere at infinity for the asymptot-
ically hyperbolic metric g.
If the metric g is asymptotically hyperbolic of order k with respect to two
diffeomorphisms Ψi : Ωi Ñ B1p0qzB1´εip0q for i “ 1, 2, then the composition
Ψ2 ˝Ψ´11 is a diffeomorphism between two neighborhoods of Sn´1 in B1p0q.
Hence we will focus on the study of asymptotically hyperbolic metrics in
neighborhoods of the sphere at infinity Sn´1 in B1p0q. Our results will
however apply for any manifold pM,gq which is asymptotically hyperbolic
with respect to some diffeomorphism Ψ as in Definition 2.1.
Let r “ rpxq denote the distance from the origin in the ball model of Hn.
From Formula (3) we have
ρpxq “ 1
coshprq ` 1 .
As a consequence, the estimate for the decay of the metric can be rewritten
in a more intrinsic way as
|g ´ b|b “ O
´
e´kr
¯
, (7)
and a simple argument using the triangle inequality shows that replacing r
by the distance function from any given point in B1p0q gives an equivalent
decay estimate.
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Since we are interested in the asymptotic behavior of asymptotically hy-
perbolic metrics, it is sufficient to restrict our attention to germs of such
metrics. An open subset U Ă B1p0q is called a neighborhood of infinity if
B1p0qzB1´εp0q Ă U for some ε ą 0. We denote by N8 the set of neighbor-
hoods of infinity. Given an element U P N8 we definerU :“ U Y Sn´1,
that is rU is the set of points in U together with the sphere at infinity.
Definition 2.2. For a positive integer k, we consider the set G0k consisting
of pairs pU, gq where U is a neighborhood of infinity and g is a metric on U
such that g :“ ρ2g extends to a smooth metric on rU satisfying
|g ´ b|b “ |g ´ δ|δ “ O
´
ρk
¯
.
The relation „ is defined by pU1, g1q „ pU2, g2q if there is a U3 P N8 such
that U3 Ă U1 X U2 and g1 ” g2 on U3. This is an equivalence relation on
G0k and we define the stalk at infinity of asymptotically hyperbolic metrics of
order k as Gk :“ G0k{ „. An element g P Gk will be called an asymptotically
hyperbolic germ at infinity.
We will abuse notation, and blur the distinction between an element
g P Gk and the metric in an element pU, gq P G0k representing g. This
terminology is modeled on standard terminology of sheaf theory, see for ex-
ample [10, Chapter 1] or [27, Chapter 2]. Note that the stalk at infinity of
asymptotically hyperbolic metrics of order k is an affine space.
We will now introduce the stalk at infinity of asymptotic isometries of an
asymptotically hyperbolic metric.
Definition 2.3. Given a positive integer k and g P Gk, we define the set
Ikpgq of asymptotic isometries of g as the stalk at infinity of diffeomorphisms
Ψ : U Ñ V where U and V are neighborhoods of infinity such that Ψ˚g P Gk.
In Lemma 2.10 it will be proven that Ikpgq does not depend on the choice
of g P Gk. As a corollary we will conclude that Ikpgq is a group under
composition of maps.
We also introduce a particular class of germs of asymptotically hyperbolic
metrics. This class will play an important role in what follows.
Definition 2.4. Let g be a germ of an asymptotically hyperbolic metric of
order k. We say that g is transverse if there exists pU, gq representing g such
that
gijx
i “ bijxi
on U , or equivalently,
gpP, ¨q “ bpP, ¨q
on U , where P :“ xiBi is the position vector field on Rn. We denote by GTk
the set of transverse asymptotically hyperbolic germs of order k.
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A similar condition appears in the context of asymptotically hyperbolic
Einstein metrics through the notion of geodesic defining functions, see for
example [19, Lemme 2.1.2], and in Wang’s approach to defining the mass,
see [45].
In this definition, and in the rest of the paper, we apply the convention
that an expression with an index appearing both as upper and lower index
is summed over the appropriate range for that index.
Note that the transversality condition can be stated in terms of the dual
of the metric as
gpd|x|2, ¨q “ bpd|x|2, ¨q
on U , or equivalently in terms of the covectors dxi as
gpdρ, dxiq “ ´xi (8)
on U . In particular,
gpd|x|2, d|x|2q “ bpd|x|2, d|x|2q,
gpdρ, dρq “ bpdρ, dρq,
gpdρ, dρq “ δpdρ, dρq “ |x|2,
and
|dρ|2g “ 1´ 2ρ. (9)
Next we define diffeomorphisms asymptotic to the identity.
Definition 2.5. Given a positive integer k and a neighborhood of infinity
U , we say that a diffeomorphism Θ : rU Ñ ΘprUq is asymptotic to the identity
of order k if
|Θpxq ´ x|δ “ Opρkq.
We denote by Ik0 the stalk at infinity of diffeomorphisms asymptotic to the
identity. The stalk Ik0 is a group under composition.
The next lemma tells us that a diffeomorphism asymptotic to the identity
of order k ` 1 is an asymptotic isometry of order k for any germ of metrics
of order k.
Lemma 2.6. For g P Gk we have Ik`10 Ă Ikpgq.
Proof. The stalk Ik`10 is a group under composition, thus we can check that
Θ˚g P Gk for all Θ P Ik`10 since this is equivalent to pΘ´1q˚g P Gk. In
component notation we have
ρ2pxqpΘ˚gqpxqij ´ δij “ ρ2pxqgpΘpxqqklBiΘkBjΘl ´ δij
“ ρ
2pxq
ρ2pΘpxqqgpΘpxqqklBiΘ
kBjΘl ´ δij .
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By a standard trick we prove that the function ρ˝Θ
ρ
is smooth near Sn´1.
Write
Θipxq “ Θi
ˆ
x
|x|
˙
´
ż 1
|x|
d
ds
Θi
ˆ
s
x
|x|
˙
ds
“ x
i
|x| ´
ż 1
|x|
BjΘi
ˆ
s
x
|x|
˙
xj
|x|ds
“ x
i
|x| ´ p1´ |x|q
ż 1
0
BjΘi
ˆ
pλ` p1´ λq|x|q x|x|
˙
xj
|x|dλ
“ x
i
|x| ´ p1´ |x|q
ˆ
xi
|x| `
ż 1
0
„
BjΘi
ˆ
pλ` p1´ λq|x|q x|x|
˙
´ δij

xj
|x|dλ
˙
“ xi ´ p1´ |x|q x
j
|x|
ż 1
0
„
BjΘi
ˆ
λ
x
|x| ` p1´ λqx
˙
´ δij

dλl jh n
“:Eipxq
,
where we set s “ λ ` p1 ´ λq|x|. The vector field Ei is smooth near Sn´1
and has components satisfying Eipxq “ Opρkq. Thus,
ρ ˝Θ
ρ
pxq “ 1´ |Θpxq|
2
1´ |x|2
“ 1` 2p1 ´ |x|qx
iEipxq
1´ |x|2 ´
p1´ |x|q2|Epxq|2
1´ |x|2
“ 1` 2x
iEipxq
1` |x| ´
1´ |x|
1` |x| |Epxq|
2.
(10)
From this we conclude that ρ˝Θ
ρ
is smooth and satisfies
ρ ˝Θ
ρ
“ 1`Opρkq.
It is a simple calculation to check that gpΘpxqqklBiΘkBjΘl ´ δij “ Opρkq.
The lemma follows by multiplying these estimates. 
The following proposition is a variant of [25, Lemma 5.2], see also [31,
Lemma 5.1]. It states that any germ of metrics of order k can be made
transverse by a unique diffeomorphism asymptotic to the identity of order
k ` 1.
Proposition 2.7. Given an element g P Gk there exists a unique Θ P Ik`10
such that Θ˚g is transverse. Further, we have Θ˚g P Gk.
The diffeomorphism Θ provided by this proposition is called the adjust-
ment diffeomorphism for the metric g.
Proof. We are going to construct new coordinates at infinity which sat-
isfy the transversality condition for the metric g. These new coordinates,
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which we denote by px11, . . . , x1nq, will provide the required diffeomorphism
Θ through the relation
Θpx1, . . . , xnq “ px11, . . . , x1nq.
We first set
ρ1 “ 1´ |x
1|2
2
.
Since we want ρ1 to be close to ρ in a sense to be specified later, we set
ρ1 “ ρev for a function v to be determined. We define rg :“ ρ12g “ e2vg. We
first impose an analog of Condition (9) upon rg and ρ1, that is
|dρ1|2rg “ 1´ 2ρ1.
We rewrite this as an equation for v,
1´ 2ρev “ e´2v |ρevdv ` evdρ|2g
“ |ρdv ` dρ|2g
“ ρ2|dv|2 ` 2ρgpdv, dρq ` |dρ|2g,
or
2gpdv, dρq ` ρ|dv|2 “ 1´ 2ρ´ |dρ|
2
g
ρ
` 2´ 2ev . (11)
Since |g ´ δ|δ “ Opρkq, we have
|dρ|2g “ 1´ 2ρ`Opρkq,
meaning that
1´ 2ρ´ |dρ|2g
ρ
“ Opρk´1q. (12)
Equation (11) is a first order partial differential equation for v. The relevant
theory for such equations can be found in [16, Chapter 2] or in [33, Theo-
rem 22.39]. In particular, the condition |dρ|2g ” 1 on Sn´1 ensures that there
exists a unique solution v in a neighborhood of Sn´1 such that v “ 0 on
S
n´1.
From Estimate (12) it follows that v “ Opρkq. We have now determined
the function ρ1 “ evρ.
We introduce the analog of Equation (8) for the coordinates x1i,
rgpdρ1, dx1iq “ ´x1i,
with the boundary condition x1i “ xi on Sn´1. As for the previous equation,
existence and uniqueness of a smooth solution in a neighborhood of Sn´1 is
guaranteed by classical results. From a simple calculation it follows that
rgpdρ1, dxiq “ ´xi `Opρ1kq.
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This implies that x1i´xi “ Opρ1k`1q which means that Θ P Ik`10 . It remains
to check that ρ1 “ 1´|x1|2
2
. Setting ρ2 “ 1´|x1|2
2
we have
rgpdρ1, dρ2q “ ´x1irgpdρ1, dx1iq
“
ÿ
i
px1iq2
“ 1´ 2ρ2.
This equation is a non-characteristic first order partial differential equation
for the function ρ2. Since x1i coincides with xi on Sn´1 we have that ρ2 “
0 “ ρ1 on Sn´1. It follows that ρ2 “ ρ1 in a neighborhood of Sn´1.
Uniqueness is easy to prove. Assume that we have two such diffeomor-
phisms Θ and Θ1. Then, considering Ψ “ Θ1 ˝ Θ´1, we have to prove that
for a transverse metric g the only element Ψ P Ik`10 such that Ψ˚g is also
transverse is the identity. Assume that the diffeomorphism Ψ is given in
coordinates by
Ψpx1, . . . , xnq “ px11, . . . , x1nq,
where x1i ´ xi “ opρq. As before we set
ρ “ 1´ |x|
2
2
and ρ1 “ 1´ |x
1|2
2
.
From the assumption on the coordinates we have that ρ1 “ ρ` opρq. Com-
puting as for Equation (11), we get that v :“ log ρ1
ρ
vanishes on Sn´1 and
satisfies
2xdv, dρyg ` ρ|dv|2 “ 2´ 2ev,
where we have used the fact that |dρ|2g “ 1 ´ 2ρ since g is transverse. The
solution to this equation being unique, we must have v ” 0 or equivalently
ρ ” ρ1. From Condition (8) we deduce that the coordinates xi and x1i both
satisfy the transport equation@
dρ, dxi
D
g
“ ´xi.
Since they coincide on Sn´1 they coincide in a neighborhood of Sn´1.
The proof that Ψ˚g P Gk is contained in Lemma 2.6 above. 
Remarks 2.8. ‚ Note here that in all previous proofs of the existence of
geodesic normal coordinates (see for example [31, Lemma 5.1]) there
is a loss of regularity of one derivative. Avoiding this is one of the
reasons why we chose to restrict our study to smooth conformally
compact manifolds. However, the proof of Proposition 2.14 indicates
that there should be no such loss.
‚ The dependence of the adjustment diffeomorphism Θ on the germ g
will be studied in Subsection 2.4. The first non-trivial term in the
asymptotic expansion of Θ will be computed in Proposition 2.16.
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Before stating the main result of this section, we prove two important
lemmas. The first lemma is a rephrasing of [13, Theorem 6.1]. It states that
the germ of an asymptotic isometry can be extended as a diffeomorphism to
the sphere at infinity. The proof we give is based on the theory developed
in [4–6, 22]. In order to keep this section reasonably short, we refer the reader
to [5] for the definition of essential sets and the relevant results concerning
them.
Lemma 2.9. For k a positive integer let g P Gk be an asymptotically hyper-
bolic metric and let Ψ P Ikpgq be an asymptotic isometry. If ψ : U Ñ V rep-
resents the germ Ψ, then ψ extends to a smooth diffeomorphism ψ : rU Ñ rV .
Proof. From Proposition 2.7 it follows that we can pull back the metrics g
and Ψ˚g by elements in Ik`10 so that they satisfy the transversality condition.
Since this corresponds to composing the diffeomorphism ψ on the left and
on the right with elements of Ik`10 which are smooth up to the boundary,
we can assume without loss of generality that g and Ψ˚g are transverse.
From [21, Lemma 2.5.11] we know that the set K “ tρ ě εu is an essential
set for both g and ψ˚g provided ε ą 0 is small enough.1 Equivalently,
K1 :“ K and K2 :“ ψpKq are essential sets for g. Further, since the metrics
g and ψ˚g are C8-conformally compact, their sectional curvatures satisfy
secg “ ´1`Opρq and secψ˚g “ ´1`Opρq. (13)
With some more effort one checks that
|∇gRg|g “ ´1`Opρq and
ˇˇˇ
∇ψ
˚gRψ
˚g
ˇˇˇ
ψ˚g
“ ´1`Opρq. (14)
The transversality condition imposes that the distance from K1 (resp. K2)
with respect to the background hyperbolic metric and g (resp. ψ˚g) agree.
For points y in the boundary of tρ ě εu, that is such that ρpyq “ ε, we have
|y| “ ?1´ 2ε. We also remark that the closest point projections πpxq of
a point x onto Σ “ ρ´1ptεuq with respect to the metrics b, g and ψ˚g all
coincide with the Euclidean closest point projection onto Σ because Σ is a
round sphere centered at the origin. Hence,
|x´ πpxq|2 “ `|x| ´ ?1´ 2ε˘2 .
From Equation (3), the distance from K to any point x lying outside K is
given by
cosh dpx,Kq “ 1`
`|x| ´ ?1´ 2ε˘2
2ερpxq .
1The notion of an essential set is a priori defined only for complete manifolds. Here
we can simply fill the region of B1p0q where g (resp. Ψ
˚g) is not defined by an arbitrary
Riemannian metric. The argument of [21, Lemma 2.5.11] depends only on the metric
outside some compact set.
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A straightforward calculation shows that e´dpx,Kq can be expressed as an
analytic function of ρ such that
e´dpx,Kq „ ε`
1´?1´ 2ε˘2 ρpxq. (15)
Thus we can replace the conformal factor e´dpx,Kq in [5] by ρ and the results
of this article still apply. It follows from Equations (13), (14), and (15)
that both g and Ψ˚g fulfill the conditions of [5, Theorem A] with a “ 1.
In particular, since the C1,α-structure (0 ă α ă 1) of the manifold with
boundary obtained by geodesic conformal compactification is unique, we
conclude that ψ extends to a C1,α diffeomorphism ψ : rU Ñ rV .
The end of the proof then follows from a standard trick involving the
Christoffel symbols. Let Γ denote the Christoffel symbols of the metric
g “ ρ2g in the coordinate system px1, . . . , xnq. Similarly, let rΓ denote the
Christoffel symbols of the metric rg :“ ρ2ψ˚g. By assumption, all the com-
ponents of Γ and rΓ are smooth functions. The transformation law for the
Christoffel symbols reads
B2ψk
BxiBxj “
Bψl
Bxi
Bψm
Bxj Γ
k
lm ´ rΓlij BψkBxl .
Since ψ is a C1 diffeomorphism up to the boundary, the previous formula
immediately shows that ψ is actually a C2 diffeomorphism since the right
hand side only involves first order derivatives of ψ (hence C0 functions)
together with C8 functions (the Christoffel symbols). The process can be
iterated to conclude that ψ is actually smooth up to the boundary. 
The second lemma states that any asymptotic isometry can be written as
a composition of a true isometry of the hyperbolic metric and a diffeomor-
phism asymptotic to the identity. This is a variant of a result by Chrus´ciel
and Nagy [14], and Chrus´ciel and Herzlich [13]. A simplified proof (of a
weaker result) can be found in [28].
Lemma 2.10. Given a germ of metrics g P Gk, any element Ψ P Ikpgq
decomposes uniquely as Ψ “ A ˝Ψ0 (resp. Ψ “ Ψ10 ˝A), where A P OÒpn, 1q
and Ψ0 P Ik`10 (resp. Ψ10 P Ik`10 ). Conversely, any element of the form
A ˝Ψ0 (resp. Ψ10 ˝A), where Ψ0 P Ik`10 (resp. Ψ10 P Ik`10 ) and A P OÒpn, 1q,
belongs to Ikpgq. In particular, the set Ikpgq does not depend on the choice
of g P Gk.
Proof. We first prove that if A is an isometry of the metric b then A be-
longs to Ikpgq for any metric g P Gk. Any such element can be written as
the composition of an element of Opnq and a Lorentz boost Asi “ pAsip´1.
Hence, from the formulas given in Subsection 2.1, we immediately see that
A is actually a smooth diffeomorphism of B1p0q. The metric ρ2A˚g can be
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rewritten as
rg “ ρ2´
ρ ˝A´1
¯2A˚g.
Arguing as in the proof of Lemma 2.6, we have that the function ρ
2´
ρ˝A
´1
¯
2
is smooth. Since the metric A˚g is smooth we conclude that rg is a smooth
metric on some rU , U P N8. The condition (7) for the metric A˚g is read-
ily checked since rpApxqq “ dbpApxq, 0q “ dbpx,A´1p0qq (see the remark
following Equation (7)).
Thus, for any g P Gk, given A P OÒpn, 1q and Ψ0 P Ik`10 we have pΨ0q˚g P
Gk so from the previous analysis pA ˝ Ψ0q˚g “ A˚pΨ0q˚g P Gk. A similar
argument shows that pΨ0 ˝ Aq˚g P Gk.
Next, given Ψ P Ikpgq, we will find the element A. It follows from
Lemma 2.9 that Ψ extends to a smooth diffeomorphism up to the boundary
S
n´1. We claim that Ψ induces a conformal diffeomorphism on Sn´1. The
metric rg :“ ρ2Ψ˚g can be rewritten as
rg “ ρ2pρ ˝Ψ´1q2Ψ˚g.
Arguing once again as in the proof of Lemma 2.6, we have that the function
ρ2
pρ˝Ψ´1q2
is smooth on some rU where U P N8. Restricting to Sn´1, since both
g and rg restrict to the round metric σ, we have that Ψ induces a conformal
isometry of Sn´1. It follows from Liouville’s theorem (see [7, Chapter A.3])
that the restriction of Ψ to Sn´1 coincide with the restriction of a unique
isometry A of the ball model of hyperbolic space.
Considering A
´1 ˝ Ψ (resp. Ψ ˝ A´1) we are left with proving that an
element Ψ P Ikpgq such that Ψ induces the identity on Sn´1 belongs to Ik`10 .
Composing Ψ on the left and on the right by elements of Ik`10 we can assume
that both metrics g and Ψ˚g are transverse. The lemma will follow if we
can prove that, under these assumptions, Ψ is the identity.
Following the proof of Proposition 2.7, it suffices to show that the ratio
ρ˝Ψ
ρ
tends to 1 at infinity. We set Ξ :“ Ψ´1 and write
Ξjpxq “ xj ` ρξjpxq
together with g “ ρ2g “ δ ` e where |e|δ “ Opρkq. Note that
BiΞk “ δki ` pBiρqξk ` ρBiξk “ δki ´ xiξk `Opρq.
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The condition Ψ˚g “ Ξ˚g P Gk can be written in coordinates as
ρ´2pΞpxqq pδkl ` eklpΞpxqqq BiξkBjξl “ ρ´2δij `Opρk´2q,
δkl
´
δki ´ xiξk
¯´
δlj ´ xjξl
¯
“ ρ
2pΞpxqq
ρ2
δij `Opρq
δij ´ xiξj ´ xjξi ` xixj |ξ|2 “ ρ
2pΞpxqq
ρ2
δij `Opρq.
The limit of ρ˝Ψ
ρ
on Sn´1 is then obtained by considering the last equality
contracted twice with any vector V orthogonal to the position vector field
P , that is V ixi “ 0,
δijV
iV j “ ρ
2pΞpxqq
ρ2
δijV
iV j `Opρq.
Hence,
ρ ˝Ψ
ρ
ˇˇˇˇ
Sn´1
“ 1.
This concludes the proof of the lemma. 
One of the consequences of Lemma 2.10 is that the set Ikpgq is indepen-
dent of g P Gk since any of its elements can be written as A ˝ Ψ0 where A
is an isometry of b and Ψ0 P Ik`10 . It can also be seen that Ikpgq is actually
a group under composition. Indeed, since Ikpgq is independent of g P Gk,
given Ψ1,Ψ2 P Ikpgq, we have pΨ2q˚g P Gk and
pΨ1 ˝Ψ2q˚g “ pΨ1q˚ppΨ2q˚gq P Gk,
thus proving that Ikpgq is closed under composition.
The relationship between the groups of isometries, asymptotic isometries,
and diffeomorphisms asymptotic to the identity is summarized in the fol-
lowing theorem.
Theorem 2.11. There is a short exact sequence of groups
0 ÝÑ Ik`10 iÝÑ Ikpgq piÝÑ OÒpn, 1q ÝÑ 0. (16)
Proof. It follows from Lemma 2.6 that we have an inclusion i of Ik`10 in
Ikpgq. Given any element Θ P Ik`10 and any Ψ P Ikpgq, Lemma 2.10 gives
us a decomposition Ψ “ A ˝Ψ0 where Ψ0 P Ik`10 and A P OÒpn, 1q. Then
Ψ ˝Θ ˝Ψ´1 “ A ˝Ψ0 ˝Θ ˝Ψ´10 ˝ A
´1
.
Note that Ψ0 ˝ Θ ˝ Ψ´10 P Ik`10 so there exists an element Θ1 P Ik`10 such
that A ˝Ψ0 ˝Θ ˝Ψ´10 “ Θ1 ˝A. Consequently,
Ψ ˝Θ ˝Ψ´1 “ Θ1 ˝ A ˝ A´1 “ Θ1 P Ik`10 .
This proves that Ik`10 is a normal subgroup of I
kpgq, and the quotient
Ikpgq{Ik`10 is therefore identified with OÒpn, 1q. 
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The sequence (16) actually splits which can be seen by taking g “ b (and
recalling that Ikpgq does not depend on g). The natural action of OÒpn, 1q
on Hn gives an embedding of OÒpn, 1q into Ikpbq which is a right inverse for
π.
Theorem 2.11 allows us to construct a natural action of OÒpn, 1q on the
set GTk of transversal germs of metrics.
Proposition 2.12. There exists a unique action of OÒpn, 1q on the set GTk
such that, for any A P OÒpn, 1q and g P GTk , we have
A ¨ g “ rA˚g,
where rA is the unique element in Ikpgq such that rA˚g is transverse and
πp rAq “ A.
Proof. Let g P GTk and A P OÒpn, 1q. From Proposition 2.7, there exists a
unique Θ P Ik`10 such that the metric Θ˚A˚g is transverse. We set A ¨ g :“
Θ˚A˚g. Note that Ag :“ Θ ˝ A is the unique element of Ikpgq such that
πpAgq “ A and pAgq˚g P GTk .
We check that this defines an action of OÒpn, 1q on GTk . The property
Id ¨ g “ g is immediate. Let A,B P OÒpn, 1q and g P GTk be given. Note that
πpAB¨gBgq “ πpAB¨gqπpBgq “ AB and
pAB¨gq˚pBgq˚g “ pAB¨gq˚pB ¨ gq P GTk .
From the discussion above, we conclude that AB¨g ˝Bg “ pABqg and hence
A ¨ pB ¨ gq “ pAB¨gq˚pBgq˚ “ ppABqgq˚g “ pABq ¨ g.

2.3. Jets of asymptotically hyperbolic metrics. The linear masses we
define should be functions of the germ at infinity of an asymptotically hyper-
bolic metric. There is however an important caveat preventing us from using
such a definition. Namely, we want to impose some continuity assumption
for the invariants, and the problem is then that the stalk of asymptoti-
cally hyperbolic metrics has no natural topology (we refer the reader to the
notes [43, Chapter 2], see also [42, Chapter 2, Section 6]). For this reason
we introduce the set of l-jets of asymptotically hyperbolic metrics.
Definition 2.13. For positive integers k, l with l ą k, we define the set of
l-jets of asymptotically hyperbolic metrics of order k as
J lk :“ Gk{ „l`1
where the equivalence relation „l`1 is defined by g1 „l`1 g2 if and only if
|g1 ´ g2|b “ Opρl`1q. We denote the projection from Gk to J lk by Πlk. A jet
j P J lk is called transverse if there exists a germ g P Gk representing j which
is transverse. We denote the set of transverse jets in J lk by T
l
k.
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The topology on the set of l-jets is defined as follows. Passing to polar
coordinates, an asymptotically hyperbolic metric g defined in an open subset
of the form B1p0qzB1´εp0q can be viewed as a 1-parameter curve p0, εq Q ρ ÞÑ
gpρq where gpρq is a smooth metric on the bundle TRn|Sn´1 , that is a smooth
positive definite section of the bundle Sym2pT ˚Rn|Sn´1q, with the further
property that the map ρ ÞÑ ρ2gpρq extends smoothly to ρ “ 0. The Levi-
Civita connection of Rn induces a connection on Sym2pT ˚Rn|Sn´1q which
allows us to define the standard C8 Fre´chet space topology on the space of
smooth sections ΓpSym2pT ˚Rn|Sn´1qq. The relevant theory of Fre´chet spaces
can be found in [26, 40].
In this terminology, an asymptotically hyperbolic germ can be thought as
a germ at ρ “ 0 of curves ρ ÞÑ gpρq defined on an interval of the form p0, εq
such that gpρq :“ ρ2gpρq extends smoothly to the interval r0, εq. In polar
coordinates the hyperbolic metric reads
b “ ρ´2
ˆ
dρ2
1´ 2ρ ` p1´ 2ρqσ
˙
.
A metric g is then transverse if g ´ b is a 1-parameter family of sections
of Sym2pT ˚Sn´1q extended trivially in the ρ-direction. The set of l-jets
of asymptotically hyperbolic metrics is thus identified with l ` 1 copies of
ΓpSym2pT ˚Rn|Sn´1qq via
g ÞÑ
´
gp0q, Bρgp0q, . . . , Blρgp0q
¯
.
We define the topology on J lk as the product topology through this identifi-
cation.
We now relate jets of asymptotically hyperbolic metrics to the theory
developed in Subsection 2.2.
Proposition 2.14. Given g P Gk, we let Θ be the adjustment diffeomor-
phism corresponding to g (see Proposition 2.7). For any l ą k, the pl`1q-jet
of Θ is fully determined by the l-jet of g and depends smoothly on it.
Thus the Taylor expansion of the diffeomorphism Θ can be obtained for-
mally from the Taylor expansion of the metric g “ ρ2g. From this proposi-
tion it follows that if the l-jet of the metric g is transverse, then the pl`1q-jet
of the adjustment diffeomorphism Θ is trivial. We will use this fact in Re-
mark 2.17.
Proof of Proposition 2.14. Set Ψ “ Θ´1. We will show that the pl ` 1q-jet
of Ψ is determined by the l-jet of g. We assume that Ψ P Ik`10 is such that
Ψ˚g is transverse, that is
ρ2Ψ˚pρ´2gqijxi “ xj .
Introducing “polar” coordinates pρ, ϕAq, where pϕAq are coordinates on an
open subset of the sphere Sn´1, the transversality condition reads
ρ2Ψ˚pρ´2gqpBρ, ¨q “ ρ2bpBρ, ¨q “ dρ
1´ 2ρ .
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We use the index 0 to denote the ρ direction and capital letter indices
ranging from 1 to n ´ 1 to denote directions tangent to the sphere. Using
this convention, the transversality condition can be rephrased as
gabpΨpxqqB0ΨapxqBjΨbpxq “
ˆ
ρpΨpxqq
ρpxq
˙2 δ0j
1´ 2ρ.
Since we assumed that |Ψpxq ´ x| “ Opρk`1q, with k ě 1, we have
Ψ0pxq “ ρpxq ` ψ0pxq, ΨApxq “ ϕApxq ` ψApxq,
with ψ0pxq, ψApxq “ Opρk`1q. Introducing this into the transversality con-
dition, we getˆ
1` ψ
0
ρ
˙2 δ0j
1´ 2ρ “ babB0Ψ
apxqBjΨbpxq` pgabpΨpxqq´ babqB0ΨapxqBjΨbpxq
We rewrite this equation in the case j “ 0 and in the case j “ C ‰ 0,ˆ
1` ψ
0
ρ
˙2
1
1´ 2ρ “
1
1´ 2ρ
`
1` B0ψ0
˘2 ` p1´ 2ρqσABB0ψAB0ψB
` pgabpΨpxqq ´ babqB0ΨapxqB0Ψbpxq, (17a)
0 “ 1
1´ 2ρ
`
1` B0ψ0
˘ BCψ0
` p1´ 2ρqσABB0ψA
`
δBC ` BCψB
˘
` pgabpΨpxqq ´ babqB0ΨapxqBCΨbpxq. (17b)
The first equation can be rewritten asˆ
2` ψ
0
ρ
` B0ψ0
˙ˆ
ψ0
ρ
´ B0ψ0
˙
“ p1´ 2ρq2σABB0ψAB0ψB
` p1´ 2ρqpgabpΨpxqq ´ babqB0ΨapxqB0Ψbpxq.
(17a’)
We next make a Taylor expansion in ρ of the unknowns ψ0, ψA,#
ψ0 “ ψ02ρ2 ` ¨ ¨ ¨ ` ψ0l`1ρl`1 `Opρl`2q,
ψA “ ψA2 ρ2 ` ¨ ¨ ¨ ` ψAl`1ρl`1 `Opρl`2q.
(18)
Note that the first two terms in the Taylor expansion disappear since we
assumed that ψi “ Opρ2q. The proof now goes by induction on l. The idea
is that, having determined ψ0 and ψA up to order ρl, we can determine the
coefficient ψ0l`1 by expanding Equation (17a’) up to order ρ
l. The only place
where ψ0l`1 shows up in (17a’) is in
ψ0
ρ
´ B0ψ0 “ ´ρψ02 ´ 2ρ2ψ03 ´ ¨ ¨ ¨ ´ lρlψ0l`1 `Opρl`1q.
We can then determine ψAl`1 by looking at Equation (17b). Also here, ψ
A
l`1
shows up only at one place, namely in the term p1´ 2ρqσABB0ψAδBA .
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It is important at each step to notice that in order to determine the coef-
ficients ψ0l`1 and ψ
A
l`1, we only need the Taylor expansion of the coefficients
gab up to order ρ
l, and that the coefficients of the Taylor expansions (18)
are actually polynomials in gab and its derivatives at ρ “ 0. The details of
the proof being pretty messy, we leave them to the interested reader. 
Proposition 2.14 also implies that the “transversalization” operation via
the adjustment diffeomorphism descends to jets. This is the content of the
next proposition.
Proposition 2.15. There exists a map
θ : J lk Ñ T lk
with the property that the diagram
Gk G
T
k
J lk T
l
k
Θ˚
Πlk Π
l
k
θ
commutes. Here Θ˚ is (with some abuse of notation) the map associating
to a given element g P Gk the element Θ˚g P GTk , where Θ P Ik`10 is the
adjustment diffeomorphism defined in Proposition 2.7. Assuming that l ă
2k, the map θ is affine.
Proof. The proof of the first part of the proposition follows directly from
Proposition 2.14. Left to prove is that θ is affine.
Let g0 and g1 be two elements of Gk. For λ P r0, 1s, we set
gλ :“ p1´ λqg0 ` λg1
and denote by Ψλ the unique element in I
k`1
0 for which Ψ
˚
λgλ is transverse.
We wish to show that
Ψ˚λgλ “ p1´ λqΨ˚0g0 ` λΨ˚1g1,
at least at the level of l-jets. Since the right hand side is linear in λ it is
enough to show that
ρ2
d2
dλ2
Ψ˚λgλ “ 0, (19)
once again at the level of l-jets. We are going to perform formal calculations,
not worrying about the fact that Ψλ depends in a C
2-manner on λ but from
the previous proposition, we know that the l-jet of Ψλ depends smoothly on
λ.
We will compute this second order derivative at some λ0 P r0, 1s. To
simplify calculations, we can replace the metrics g0 and g1 by Ψ
˚
λ0
g0 and
Ψ˚λ0g1 and hence assume that Ψλ0 is the identity and that gλ0 is transverse.
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Using component notation we compute at λ “ λ0,
ρ2
d2
dλ2
pΨ˚λgλqij
“ 6Baρ
ρ
Bbρ
ρ
Ψ1aλΨ
1b
λgλijpxq ´ 2
BaBbρ
ρ
Ψ1aλΨ
1b
λgλijpxq ´ 2
Baρ
ρ
Ψ2aλ gλijpxq
´ 4Baρ
ρ
Ψ1aλ g
1
λij ´ 4
Baρ
ρ
Ψ1aλ BbgλijΨ1bλ
´ 4Baρ
ρ
Ψ1aλ gλkjpxqBiΨ1kλ ´ 4
Baρ
ρ
Ψ1aλ gλilpxqBjΨ1lλ
` 2Bag1λijΨ1a ` 2g1λkjBiΨ1kλ ` 2g1λilBjΨ1lλ
` BaBbgλijΨ1aλΨ1bλ ` BagλijΨ2aλ
` 2BagλkjΨ1aλ BiΨ1kλ ` 2BagλilΨ1aλ BjΨ1lλ
` gλkjpxqBiΨ2kλ ` gλilpxqBjΨ2lλ ` 2gλklpxqBiΨ1kλ BjΨ1lλ.
Since Ψ1,Ψ2 P Ik`10 , it follows by inspection of the decay order of each term
that
ρ2
d2
dλ2
pΨ˚λgλqij “ ´2
Baρ
ρ
Ψ2aλ gλijpxq ` gλkjpxqBiΨ2kλ ` gλilpxqBjΨ2lλ `Opρ2kq.
To prove that the remaining three terms are also Opρ2kq, we need to take a
closer look at Equations (17a’) and (17b),
2
ˆ
ψ0
ρ
´ B0ψ0
˙
“ p1´ 2ρqpg00pΨpxqq ´ b00q `Opρ2kq
“ p1´ 2ρqpg00pxq ´ b00 ` Bab00ψapxq
` Bapg00 ´ b00qψapxqq `Opρ2kq,
“ p1´ 2ρqpg00pxq ´ b00 ` Bab00ψapxqq `Opρ2kq, (17a”)
0 “ 1
1´ 2ρBCψ
0 ` p1´ 2ρqσACB0ψA
` pg0CpΨpxqq ´ b0Cq `Opρ2kq,
“ 1
1´ 2ρBCψ
0 ` p1´ 2ρqσACB0ψA
` g0Cpxq `Opρ2kq, (17b”)
where we used the fact that b0C “ 0 in the second calculation. It follows
by induction that ψ depends linearly on g ´ b up to terms of order Opρ2kq.
This implies that Ψ2λ “ Opρ2kq, so
Πlk
ˆ
d2
dλ2
Ψ˚λgλ
˙
“ 0
provided l ă 2k. 
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In the next proposition we compute the first non-trivial term in the as-
ymptotic expansion of Θ˚g.
Proposition 2.16. Let g P Gk be a metric. We denote by m the first
non-trivial term in the asymptotic expansion of g, that is
g “ b` ρk´2m`Opρk´1q
where m is a section of Sym2pT ˚Rn|Sn´1q. Let Θ be the adjustment diffeo-
morphism of g from Proposition 2.7. The metric rg :“ Θ˚g has the asymp-
totic expansion rg “ b` ρk´2 rm`Opρk´1q,
where the section rm of Sym2pT ˚Sn´1q is given by
rmij “ mij ´majxaxi ´miaxaxj `mabxaxb
k
ppk ´ 1qxixj ` δijq . (20)
Proof. Calculations starting from Equations (17a) and (17b) are fairly straight-
forward. Indeed, the first non-trivial terms in the asymptotic expansion of
Ψ “ Θ´1 are the ones of order ρk`1. They can be obtained looking at the
terms of order Opρkq in (17a)-(17b), that is
ψ0k`1 “ ´
1
2k
m00, σABψ
B “ ´ m0B
k ` 1 .
Hence, from the identity
ρ2rg “ ˆ ρ
ρ ˝Ψ
˙2
Ψ˚g
we find that
rm00 “ 0, rm0A “ 0, rmAB “ mAB ` m00
k
σAB.
The relation between m and rm can be condensed into
rm “ m´ dρbmp¨, Bρq ´mpBρ, ¨q b dρ` mpBρ, Bρq
k
pδ ` pk ´ 1qdρ b dρq .
We now wish to return to Cartesian coordinates. To do this, it suffices to
note that they are related to the pρ, ϕAq-coordinates via
xi “
a
1´ 2ρF ipϕq,
where pF iq is a set of n given functions such that řpF iq2 “ 1, meaning that
F i “ xi|x| . As a consequence,
B
Bρ “
Bxi
Bρ
B
Bxi “ ´
1?
1´ 2ρF
i B
Bxi “ ´
1
|x|2x
i B
Bxi .
Formula (20) follows. 
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Remark 2.17. Returning to the proof of Proposition 2.15, it is important
to note at this point that we can gain in the order up to which θ is affine
by restricting ourselves to metrics that are already transverse up to some
high order. Indeed, from Proposition 2.14, if g P J lk X T l
1
k , we have that the
adjustment diffeomorphism Θ is in I l
1`2
0 . Hence, following the lines of the
proof of Proposition 2.15, we have that
θ : J lk X T l
1
k Ñ T lk
is affine as long as l ď k ` l1.
The following theorem will allow us to define asymptotic invariants.
Theorem 2.18. There exists a unique action of the group OÒpn, 1q on
T lk such that the projection Π
l
k : G
T
k Ñ T lk is a OÒpn, 1q-equivariant map.
Namely,
A ¨
´
Πlkpgq
¯
“ ΠlkpA ¨ gq,
for all A P OÒpn, 1q and all g P GTk , where the action of OÒpn, 1q on GTk was
defined in Proposition 2.12. Further, the action is linear and smooth as long
as l ď 2k and reduces in the case l “ k to the pushforward action
A ¨ g “ A˚g,
where A P OÒpn, 1q is any hyperbolic isometry.
Proof. The only non-trivial point in the proof is the fact that the action is
linear for all l ď 2k. This is where Remark 2.17 turns out to be important.
We shall see that we have A˚g P T kk for g P T lk and A P OÒpn, 1q, which
means that transversality of the first non-trivial term in the asymptotic
expansion of g is preserved under the (non-adjusted) action of OÒpn, 1q.
From Remark 2.17 it then follows that g ÞÑ θA˚g is affine for l ď 2k.
As before we denote by P “ xiBi the position vector field and we set
g “ b` e. Since A is an hyperbolic isometry, we have
A˚g “ b`A˚e.
Transversality of g reads epP, ¨q “ 0, so we need to check thatˇˇ
ρ2pA˚eqpP, ¨q
ˇˇ
δ
“
ˇˇˇ
ρ2A˚
´
epA˚P, ¨q
¯ˇˇˇ
δ
“ Opρk`1q.
This will follow by showing that A
˚
P “ λpx,AqP `Opρq for some function
λpx,Aq. Before starting calculations, we note that this fact is natural from
the point of view of hyperbolic geometry. Indeed, the action of an hyperbolic
isometry can be understood as a change of origin of the hyperbolic space and
P is a vector field pointing in the direction of geodesics emanating from the
origin. All hyperbolic geodesics intersect the boundary Sn´1 orthogonally.
Hence, a tensor that is transverse with respect to some choice of an origin
remains transverse up to correction terms with respect to the new origin.
The condition
A
˚
P “ λpx,AqP `Opρq (21)
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only needs to be checked for generators of the Lorentz group. It is obvious
for rotations since R
˚
P “ P for any rotation R. The case of Lorentz boosts
requires some more calculations.
With A replaced by A´1, Condition (21) is equivalent to
A˚P “ λpx,A´1qP `Opρq,
or to
dApP qpxq “ λpApxq, A´1qP pApxqq `Opρq.
We use Formula (5) to write
dA
s
i pxq “
1
D
`
dx1, . . . , coshpsqdxi ` sinhpsqxjdxj , . . . , dxn˘
´ 1
D2
ˆ
x1, . . . , coshpsqxi ` sinhpsq1` |x|
2
2
, . . . , xn
˙
¨ `pcoshpsq ´ 1qxjdxj ` sinhpsqdxi˘ ,
so
dA
spP q “
ˆ
1
D
´ pcoshpsq ´ 1q|x|
2 ` sinhpsqxi
D2
˙
¨
ˆ
x1, . . . , coshpsq ` sinhpsq1` |x|
2
2
, . . . , xn
˙
`Opρq
“ 1
coshpsq ` sinhpsqxiP pA
s
i pxqq `Opρq,
and the claim follows. 
2.4. Linear masses at infinity. We now come to the central definition of
this article.
Definition 2.19. Let V be a finite dimensional representation of the group
OÒpn, 1q. A linear mass at infinity for the set of asymptotically hyperbolic
metrics of order k is a map Φ : Gk Ñ V satisfying the following properties.
1. Φpbq “ 0.
2. For any g P Gk and any Ψ P Ikpgq it holds that
ΦpΨ ¨ gq “ πpΨq ¨ Φpgq.
That is, Φ is an intertwining map.
3. There exists l ě k such that Φ factors through T lk,
Gk V
T lk
Φ
rΠlk ϕ
where rΠlk denotes the composition Πlk ˝ Θ˚, and Θ˚ is (with abuse
of notation) the map which takes an element g P Gk to the unique
transverse element Θ˚g P GTk where Θ P Ik`10 .
4. The affine map ϕ is continuous.
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Let us make a few comments on this definition.
Remarks 2.20. ‚ At this point we could be more general assuming only
that the space V is a OÒpn, 1q-set. The restriction to vector space
representations is in an sense irrelevant, since we can embed any rea-
sonable OÒpn, 1q-set into a (linear) representation of OÒpn, 1q, see [39,
Chapter 7, Section 1.3]. The only non-trivial point is that the map
Φ : Gk Ñ V has to be linear. Invariants depending polynomially on
the leading term in the asymptotic expansion of g ´ b (the so-called
mass aspect) have recently been introduced, see for example [34].
‚ We call these objects “masses” instead of “invariants” since we strictly
speaking do not get something independent of the chosen chart at
infinity. The situation is the same for the classical asymptotically
hyperbolic mass. If one insists on having a true invariant, one has
to look at the OÒpn, 1q-orbit to which Φpgq belongs. This relies on
the classical invariant theory described in [39, Chapter 11] or [23,
Chapter 5] and will be addressed in future work.
‚ The condition Φpbq “ 0 is imposed since we want our invariants to
measure the difference between some given metric and the hyperbolic
metric. This condition will be immediately fulfilled if we assume
that V has no 1-dimensional trivial subrepresentation, in particular
if V is an irreducible representation with dimV ą 1. Indeed, the
hyperbolic metric is a fixed point for the action of OÒpn, 1q and under
the condition stated above, the only such fixed point in V is 0.
‚ It will follow from Proposition 5.1 that it actually suffices to look for
such maps Φ which factorize through T kk , see Section 3.
In the next section we will start the classification of the linear masses at
infinity.
3. Action of hyperbolic isometries on mass-aspect tensors
We are going to classify all linear masses at infinity as defined in Defini-
tion 2.19. Our way of finding such maps Φ : Gk ÝÑ V is to start by looking
for continuous maps
ϕ : T kk ÝÑ V,
which are intertwining for the action of the group OÒpn, 1q, where V is a
finite-dimensional irreducible representation of the group OÒpn, 1q.
Note that whenever such a map ϕ is found, one immediately gets from
Theorem 2.18 that the map Φ : Gk ÝÑ V defined as
Φ :“ ϕ ˝ rΠkk
satisfies the requirements of Definition 2.19. The result of Proposition 5.1
finally makes sure that we find all possible linear masses at infinity this way.
On the way to describe the action of the orthochronous Lorentz group
OÒpn, 1q on such (k-jets of) metrics, we notice that it is in fact equivalent to
describe the action on the mass-aspect tensors, that is the first non-trivial
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term m˜ in the asymptotic expansion of the metric g˜ in Proposition 2.16, see
Lemma 3.2.
One motivation for considering directly the group action (and intertwining
maps) on the set of mass aspect tensors is that it allows one to read the
linear masses at infinity as expressions computed directly at the conformal
boundary of the asymptotically hyperbolic manifold (here the sphere with its
standard conformal class), and not through a limit process. This is precisely
the idea of the definition of the mass vector by Wang in [45].
Let us denote by S2pSn´1q :“ Γ` Sym2pT ˚Sn´1q˘ the set of symmetric
p2, 0q-tensors on Sn´1, also called mass-aspect tensors. After equipping it
with an OÒpn, 1q-action, it follows from Proposition 3.3 that our quest for
linear masses at infinity reduces to looking for OÒpn, 1q-intertwining maps
Φ : S2pSn´1q ÝÑ V
sending a mass-aspect tensor to an element of a finite-dimensional represen-
tation V of OÒpn, 1q.
For the sake of simplicity, we shall first find such maps Φ which are
intertwining with respect to the Lorentz Lie algebra sopn, 1q. Note that any
OÒpn, 1q-representation V is naturally a sopn, 1q-representation as well.
The set of sopn, 1q-intertwining maps from S2pSn´1q to V is larger than
the set of such maps which are intertwining for the action of the group
OÒpn, 1q. We will however argue that all the maps we find in Section 4 are
genuine OÒpn, 1q-intertwining, hence give linear masses at infinity.
3.1. Action of OÒpn, 1q on mass-aspect tensors. Let g be a k-jet of
metrics in T kk . As before, we will abuse notation and also write g for a
representative metric in this class. Such metric g is then identified with its
principal part of the asymptotic expansion,
g “ b` ρk´2m mod T kk ,
where m P S2pSn´1q. We say that m is the mass-aspect tensor of g. We now
identify T kk and S
2pSn´1q as follows.
Lemma 3.1. For each k ě 1, the map S2pSn´1q ÝÑ T kk which maps m to
g “ b` ρk´2m is bijective.
Proof. Remember that the space of l-jets J lk is identified with the product
of l ` 1 copies of the space Γ` Sym2pT ˚Rn|Sn´1q˘ through
g ÞÑ
´
gp0q, Bρgp0q, . . . , Blρgp0q
¯
,
hence the inverse map T kk ÝÑ S2pSn´1q we are looking for is
g ÞÑ 1
k!
Bkρgp0q.

30 JULIEN CORTIER, MATTIAS DAHL, AND ROMAIN GICQUAUD
We use this identification to define an OÒpn, 1q-action on S2pSn´1q. The
following lemma describes the behaviour of the mass-aspect tensor of an
asymptotically hyperbolic metric under the action of the group of isometries
of the hyperbolic space.
Lemma 3.2. The action of OÒpn, 1q on T kk defines a unique action
pA,mq ÞÑ A ¨m
on S2pSn´1q. Moreover, if m is the mass-aspect tensor of a metric g in T kk ,
then for every A P OÒpn, 1q, there is a smooth, positive function urAs defined
on Sn´1 such that
A ¨m “ urAsk´2A˚m.
Proof. We apply Lemma 3.1 to the metric A ¨g in T kk , and we define A ¨m as
the image of A ¨ g in S2pSn´1q. One easily sees that this defines an OÒpn, 1q-
action on S2pSn´1q. To compute this action, we use Proposition 2.12 which
tells us that A ¨ g “ rA˚g with rA “ Θ ˝A, where Θ is the unique adjustment
diffeomorphism in Ik`10 of Proposition 2.7 associated to A˚g. Both metricsrA˚g and A˚g then lie in the same equivalence class modulo T kk . Next, we
write
A˚g “ b`
´
ρ ˝A´1
¯k´2
A˚m`O
´
pρ ˝ A´1qk´1
¯
.
For x ‰ 0 we set xˆ :“ x|x| P Sn´1, and define
urAspxˆq :“ lim
λÑ1
ρpA´1pλxˆqq
ρpλxˆq . (22)
This defines urAs as a positive smooth function on Sn´1. We obtain
A˚g “ b` ρk´2
`
urAspxˆq˘k´2A˚m`O ´ρk´1¯ .
Finally, we get the equality in T kk (hence we omit the remainder),
A ¨ g “ b` ρk´2`urAspxˆq˘k´2A˚m.
Thus, we identify the expression for A ¨m as
A ¨m “ `urAspxˆq˘k´2A˚m.

Combining this result with Proposition 5.1, we obtain the statement that
justifies to work with mass-aspect tensors.
Proposition 3.3. All linear masses at infinity are obtained as intertwining
maps
Φ : S2pSn´1q ÝÑ V
between the set of mass-aspect tensors of order k and a finite dimensional
representation V of OÒpn, 1q.
MASS-LIKE INVARIANTS FOR AH METRICS 31
Other consequences of Lemma 3.2 are the expressions for the correspond-
ing action on the mass-aspect function, trσm, as well as on the product
trσmdµσ of the mass-aspect function and the volume form.
Corollary 3.4. We have
A ¨ ptrσmq “ purAsqk trσm ˝ A´1
and
A ¨ ptrσmdµσq “ purAsqk`1´nA˚ ptrσmdµσq .
Proof. The fact that A˚b “ b translates into
pρ ˝ A´1q´2A˚δ “ ρ´2δ,
which we can rewrite as
A˚σ “ A˚δ||x|“1 “ lim
|x|Ñ1
˜
ρ ˝A´1pxq
ρpxq
¸2
σ.
This tells us that
A˚σ “ urAs2σ.
To get the expression for the action on trσm we write
A ¨ g “ ρ´2
”
σ ` ρkurAsk´2pxˆqA˚m`Opρk`1q
ı
,
so the mass-aspect function of the metric A ¨ g is
A ¨ ptrσmq “ urAsk´2pxˆq trσpA˚mq.
Using the identity
A˚ptrσmq “ trA˚σpA˚mq “ urAs´2 trσpA˚mq,
we find that trσpA˚mq “ urAs2 trσm ˝ A´1 and the result follows. For the
action on the product trσmdµσ, we write
A˚ptrσmdµσq “ ptrσm ˝ A´1q dµA˚σ “ ptrσm ˝A´1qurAsn´1dµσ,
and, again using the expression above for A ¨ g, we conclude that
A ¨ ptrσmdµσq “ trσpA˚mqurAsk´2dµσ
which can be rewritten as
urAsk trσm ˝A´1 dµσ “ urAsk`1´nA˚ptrσmdµσq,
as desired. 
In particular, we have that trσmdµσ is an invariant under the action
of the group ConfpSn´1q of conformal diffeomorphisms of the sphere for
k “ n ´ 1. This fact can be restated in terms of an action of the group
ConfpSn´1q on bundles over Sn´1 of tensors with conformal weight, see for
example [19] for more on this subject.
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3.2. Action of the Lorentz algebra on mass-aspect tensors. We now
define the associated Lie algebra action of sopn, 1q on mass aspect tensors
in S2pSn´1q. It is given by
X ¨m :“ BBs
`
A
s ¨m˘ |s“0,
for X P sopn, 1q and m P S2pSn´1q, where pAsqsPR is the one-parameter
subgroup of OÒpn, 1q generated by X.
In the next proposition we compute this action for Lorentz boosts ai and
for rotations rij , whose expressions were given in Subsection 2.1.
Proposition 3.5. Let ai be the Lorentz boost vector field as defined in (6)
and let rij be the rotation vector field defined in (4). Then
ai ¨m “ ´∇σaim` kxim, (23)
rij ¨m “ ´∇σrijm´ pmprijp¨q, ¨q `mp¨, rijp¨qqq , (24)
where rij acts on vector fields tangent to S
n´1 by
rijpUq “ U iBj ´ U jBi “ U iaj ´ U jai mod pxaBaq.
Proof. From the expression for the boost hyperbolic isometries Asi defined
in Section 2.1 we compute
ρ ˝ A´si “
1
cosh s1`|x|
2
1´|x|2
´ sinh s 2xi
1´|x|2
` 1
“ ρ
cosh s´ xi sinh s `Opρ
2q
which gives us
urAsi spxˆq “
1
cosh s´ xi sinh s.
Hence by Lemma 3.2 we have the expression
Asi ¨m “
1
pcosh s´ xi sinh sqk´2
`
A
s
i
˘
˚
m
for the action of Asi . We compute the derivative of this expression with
respect to s, and get
ai ¨m “ BBs
ˆ
1
pcosh s´ xi sinh sqk´2
`
A
s
i
˘
˚
m
˙
|s“0
“ ´Laim` pk ´ 2qxim.
(25)
Next, we want to rewrite this using covariant derivatives instead of Lie
derivatives. Since elements of OÒpn, 1q preserve the sphere at infinity Sn´1,
the vector field ai is tangent to this sphere. We have
pLaimqpaa, abq “ aipmpaa, abqq ´mprai, aas, abq ´mpaa, rai, absq
“ p∇σaimqpaa, abq `mp∇σaaai, abq `mpaa,∇σabaiq.
We then write
∇σaaai “ ∇δaaai ` δpaa, aiqν
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where ν “ x{|x| is the unit outward pointing normal of Sn´1 in Rn. The
transversality property states that ινm “ 0. We need to compute ∇δaaai at|x| “ 1, that is
∇δaaai “ ´xiBa ` 2xaxixcBc ´ δiaxcBc.
From the transversality property, this yields
mp∇σaaai, abq “ ´ximab “ ´ximpaa, abq
since we restrict to the sphere Sn´1. Thus, we obtain
pLaimqpaa, abq “ p∇σaimqpaa, abq ´ 2ximpaa, abq,
for all indices a, b, or
Laim “ ∇σaim´ 2xim.
The right-hand side of (25) therefore is
´∇σaim` kxim.
which finally yields
ai ¨m “ ´∇σaim` kxim,
as desired.
We now derive the infinitesimal action for the one-parameter group of
rotations Rθij . Since rij “ ´rai, ajs, we have
rij ¨m “ ´rai, ajs ¨m.
A straightforward computation yields
rai, ajs ¨m “ r´∇σai ` kxi,´∇σaj ` kxjsm
“ ∇σrai,ajsm`Rσpai, ajqm.
For a tangent vector V to Sn´1 we have
Rσpai, ajqV “ σpaj , V qai ´ σpai, V qaj
“ dxjpV qai ´ dxipV qaj
“ ´rijpV q,
so
Rσpai, ajqmpU, V q “ mprijpUq, V q `mpU, rijV q.
Thus we find
prij ¨mqpU, V q “ ´
´
∇σrijmpU, V q `mprijpUq, V q `mpU, rijpV qq
¯
,
which concludes the proof of the proposition. 
34 JULIEN CORTIER, MATTIAS DAHL, AND ROMAIN GICQUAUD
3.3. Lie algebra intertwining operators. We denote by V an arbitrary
finite dimensional representation of the group of isometries OÒpn, 1q of Hn.
In Lemma 3.2, we computed the action of the group OÒpn, 1q on the mass
aspect tensor corresponding to some jet of metric in T kk . The identification
we made between the space of jets T kk and the mass-aspect tensors S
2pSn´1q
in Lemma 3.1 leads us to seek continuous and intertwining maps
Φ : S2pSn´1q Ñ V,
that is, continuous maps commuting with the respective OÒpn, 1q-actions,
@pA,mq P OÒpn, 1q ˆ S2pSn´1q , ΦpA ¨mq “ A ¨ pΦpmqq.
For the associated Lie algebra representations this definition implies that
Φpa ¨mq “ a ¨ pΦpmqq.
for any element a P sopn, 1q and any m P S2pSn´1q.
We define an action of the Lie algebra sopn, 1q on linear maps S2pSn´1q Ñ
V by
pa ¨ Φqpmq :“ a ¨ pΦpmqq ´ Φpa ¨mq
for a P sopn, 1q and Φ : S2pSn´1q Ñ V . Intertwining operators are then the
fixed points for this action.
Let pvµq be a basis of V and write Φ “
ř
µΦ
µvµ. Then the components
Φµ are linear forms on S2pSn´1q which are continuous with respect to the
standard topology on S2pSn´1q from Definition 2.19, that is the Φµ are
distributions.
As usual in distribution theory, we use the same notation for the distri-
bution Φµ itself and for the distribution density with values in S2pSn´1q, so
that we may write
Φpmq “
ÿ
µ
ż
Sn´1
xΦµ,mydµσvµ, (26)
where the symbol x¨, ¨y denotes the inner product induced by the metric σ on
S2pSn´1q. The notation Φ :“ řµΦµvµ will apply for both the distribution
and the S2pSn´1q-valued density. In the following we hope that it will be
clear at any place which object we are referring to with this symbol.
By dualizing the action of sopn, 1q we next find conditions that Φ must
satisfy to be an intertwining operator.
Proposition 3.6. If Φ : S2pSn´1q Ñ V is intertwining for the action of
sopn, 1q then
∇aiΦ` pk ` 1´ nqxiΦ´
ÿ
µ
Φµai ¨ vµ “ 0 (27)
and
∇rijΦ` Φprijp¨q, ¨q ` Φp¨, rijp¨qq ´
ÿ
µ
Φµrij ¨ vµ “ 0. (28)
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Conversely, if (27) and (28) hold then the map Φ : S2pSn´1q Ñ V is inter-
twining for the Lie algebra action.
From
0 “
ż
Sn´1
divσ pxΦµ,myXq dµσ
“
ż
Sn´1
px∇σXΦµ,my ` xΦµ,∇σXmy ` xΦµ,mydivσXq dµσ
it follows that
ż
Sn´1
xΦµ,∇σXmy dµσ “ ´
ż
Sn´1
x∇σXΦµ ` pdivσXqΦµ,my dµσ, (29)
for any vector field X on Sn´1. Note that ai “ gradσ xi so divσ ai “ ∆σxi “
´pn´1qxi, while rij is a Killing vector field of pSn´1, σq, and hence divσ rij “
0.
Proof. Assume Φ is an intertwining operator and ai P sopn, 1q is a boost.
Using (23) and (29) we have
0 “ pai ¨ Φqpmq
“
ÿ
µ
ż
Sn´1
xΦµ,my dµσai ¨ vµ ´
ż
Sn´1
xΦµ, ai ¨my dµσvµ
“
ÿ
µ
ż
Sn´1
xΦµ,my dµσai ¨ vµ `
ż
Sn´1
xΦµ,∇σaim´ kximy dµσvµ
“
ÿ
µ
ż
Sn´1
xΦµ,my dµσai ¨ vµ ´
ż
Sn´1
x∇σaiΦµ ` pdivσ ai ` kxiqΦµ,my dµσvµ
“
ÿ
µ
ż
Sn´1
xΦµ,my dµσai ¨ vµ ´
ż
Sn´1
x∇σaiΦµ ´ pn´ 1´ kqxiΦµ,my dµσvµ
for i “ 1, . . . , n. Since this holds for all m P S2pSn´1q we find that
∇aiΦ´ pn´ 1´ kqxiΦ´
ÿ
µ
Φµai ¨ vµ “ 0.
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To compute the action of a rotation rij P sopn, 1q we need the following
formula where εA denotes an orthonormal frame on S
n´1,
xΦ,mprijp¨q, ¨qy “
ÿ
A,B
ΦpεA, εBqmprijpεAq, εBq
“
ÿ
A,B,C
ΦpεA, εBqmpxrijpεAq, εCyεC , εBq
“
ÿ
A,B,C
xεA, r˚ijpεCqyΦpεA, εBqmpεC , εBq
“ ´
ÿ
A,B,C
ΦpxεA, rijpεCqyεA, εBqmpεC , εBq
“ ´
ÿ
B,C
ΦprijpεCq, εBqmpεC , εBq
“ ´xΦprijp¨q, ¨q,my,
and similarly,
xΦ,mp¨, rijp¨qqy “ ´xΦp¨, rijp¨qq,my.
Hence (24) together with (29) tells us that
0 “ prij ¨ Φqpmq
“
ÿ
µ
ż
Sn´1
xΦµ,my dµσrij ¨ vµ ´
ż
Sn´1
xΦµ, rij ¨my dµσvµ
“
ÿ
µ
ż
Sn´1
xΦµ,my dµσrij ¨ vµ
`
ż
Sn´1
xΦµ,∇σrijm`mprijp¨q, ¨q `mp¨, rijp¨qqy dµσvµ
“
ÿ
µ
ż
Sn´1
xΦµ,my dµσrij ¨ vµ
´
ż
Sn´1
x∇σrijΦµ ` Φµprijp¨q, ¨q ` Φµp¨, rijp¨qq,my dµσvµ,
and we conclude that
∇rijΦ` Φprijp¨q, ¨q ` Φp¨, rijp¨qq ´
ÿ
µ
Φµrij ¨ vµ “ 0.
Since rij “ ´rai, ajs we see that (28) follows from (27). Since boosts ai
and rotations rij form a basis of sopn, 1q it is sufficient that (27) and (28)
hold to conclude that Φ is an intertwining map. 
An important remark to make at this point is the following proposition.
Proposition 3.7. The distributions Φµ are analytic functions.
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This follows from the fact that Φ is a solution to Equation (27) which has
analytic coefficients, together with the fact that the vector fields ai span the
tangent space TpS
n´1 at each point p.
We end this section by looking at two simple examples of Lie algebra
intertwining maps. Both turn out to be linear masses at infinity in the sense
of Definition 2.19, and appear in the classification established in Section 4.
Example 3.8. As a first example, we take for V the trivial 1-dimensional
representation of sopn, 1q. A basis consists of a single vector v0 ‰ 0, and the
action is a ¨ v0 “ 0 for any a P sopn, 1q. Set Φ “ Φ0v0. From Equation (27)
evaluated at the point where ai “ 0 we get that k “ n ´ 1. The rotations
rAB, 2 ď A ă B ď n, all vanish at the south pole p0 “ p´1, 0, . . . , 0q, so
Equation (28) evaluated at this point yields
Φ0prABp¨q, ¨q ` Φ0p¨, rABp¨qq “ 0.
This means that Φ0 is a bilinear form which is invariant under the action of
sopn´ 1q. The only such forms are proportional to the metric σ. It follows
that Φ “ σv for some v P V at the south pole. By rotational symmetry this
extends to Φ “ σv on all of Sn´1, where v : Sn´1 Ñ V is smooth. From (27)
it follows that v is constant, and Φ “ σv for some v P V .
Conversely it is clear that Φ “ σv satisfies Equations (27) and (28) with
k “ n´ 1. Going back to the expression of the sopn, 1q-intertwining map in
this case, we obtain
Φ : m ÞÝÑ
ż
Sn´1
trσmdµσ v.
The equivariance of such a map under the full group of hyperbolic isometries
OÒpn, 1q holds due to Corollary 3.4 for k “ n ´ 1. From Proposition 3.3,
we conclude that the number
ş
Sn´1
trσmdµσ is a linear mass at infinity.
This extends to the non-Einstein case (with conformal infinity pSn´1, rσsq)
the notion of conformal anomaly, see for example [19, Chapter 3], which is
defined for general Poincare´-Einstein manifolds.
Example 3.9. As a second example, we choose V “ Rn,1 with the standard
action of OÒpn, 1q. Let B0, B1, . . . , Bn be the standard orthonormal basis of
V . For k “ n, Wang defines in [45] the energy-momentum vector of g as
Φpmq “
ż
Sn´1
trσmdµσ B0 `
ÿ
i
ż
Sn´1
xi trσmdµσ Bi. (30)
Here the xi’s are the coordinate functions on Rn restricted to Sn´1. In the
work of Wang as well as in the work of Chrus´ciel-Herzlich [13, 45], it is proven
that the group OÒpn, 1q acts on such vectors so that Φ is actually an OÒpn, 1q-
intertwining map, and hence a linear mass at infinity by Proposition 3.3.
Further, the Minkowski norm square of this vector does not depend on the
choice of the asymptotically hyperbolic chart. Whenever it is non-negative,
it is the square of the so-called asymptotically hyperbolic mass.
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4. Classification of linear masses at infinity
In this section we will classify all maps Φ : S2pSn´1q Ñ V which are
intertwining for the action of the Lie group OÒpn, 1q. These maps are in
particular sopn, 1q-intertwining.
We first reduce the classification to a representation theoretic problem in-
volving only finite-dimensional representations. This is done in Subsections
4.1 and 4.2 using the following steps.
‚ The Lie algebra sopn, 1q has a parabolic subalgebra p consisting of all
elements for which the associated vector field vanishes at the south
pole p0 “ p´1, 0, . . . , 0q. This corresponds to the parabolic subgroup
P of SOÒpn, 1q fixing the south pole of the sphere at infinity. We
first study the necessary conditions on Φ coming from Equations (27)
and (28) with vector fields fixing the south pole. In this case, the
derivative terms in those equations vanish at the south pole, and we
obtain a set of algebraic equations for Φpp0q. These equations are
stated in Proposition 4.1.
‚ In Subsections 4.3 and 4.4 we use methods from representation theory
to classify all solutions to the equations at the south pole.
‚ Using the OÒpn, 1q-intertwining property of Φ, in particular for SOpnq
as described in Subsection 4.2, we will be able to deduce the expression
of Φpxq at any point x P Sn´1.
The conclusions of this part of the argument is collected in Proposition 4.5.
It remains to check that these sopn, 1q-intertwining operators do yield linear
masses at infinity according to Definition 2.19. The first step is in Theo-
rems 4.2, 4.4, 4.5, where we show that the sopn, 1q-intertwining operators
we have found lift to OÒpn, 1q-intertwining operators on the set of mass-
aspect tensors. Proposition 3.3 will then ensure that we obtain the final
classification of linear masses at infinity.
4.1. Elements fixing the south pole. The subalgebra p of sopn, 1q fixing
the south pole has a basis consisting of
‚ the infinitesimal boost a1 in the x1-direction,
‚ infinitesimal translations at the north pole sA :“ aA`r1A, 2 ď A ď n,
‚ infinitesimal rotations rAB , 2 ď A ă B ď n.
Let pvµq be a basis of the sopn, 1q-representation V .
Proposition 4.1. Suppose Φ : S2pSn´1q Ñ V is an sopn, 1q-intertwining
map. Then Φpp0q “
ř
µΦ
µpp0qvµ satisfiesÿ
µ
Φµpp0qpa1 ¨ vµq “ pn´ 1´ kqΦpp0q, (31)ÿ
µ
Φµpp0qsA ¨ vµ “ 0, (32)ÿ
µ
Φµpp0qrAB ¨ vµ “ Φpp0qprABp¨q, ¨q ` Φpp0qp¨, rABp¨qq. (33)
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Proof. Equation (27) for a1 evaluated at the south pole p0 “ p´1, 0, . . . , 0q
gives us
0 “ ∇a1Φpp0q ´ pn´ 1´ kqx1Φpp0q ´
ÿ
µ
Φµpp0qa1 ¨ vµ
“ pn´ 1´ kqΦpp0q ´
ÿ
µ
Φµpp0qa1 ¨ vµ.
For translations at the north pole, sA “ aA ` r1A, we get
0 “ ∇aAΦ´ pn´ 1´ kqxAΦ´
ÿ
µ
ΦµaA ¨ vµ
`∇r1AΦ`Φpr1Ap¨q, ¨q ` Φp¨, r1Ap¨qq ´
ÿ
µ
Φµr1A ¨ vµ
“ ∇sAΦ´ pn´ 1´ kqxAΦ´
ÿ
µ
ΦµsA ¨ vµ
` Φpr1Ap¨q, ¨q ` Φp¨, r1Ap¨qq.
from (27) and (28). At the south pole, the vector field sA :“ aA`r1A vanishes
and xA “ 0. Further, the tangent space at the south pole is spanned by BC ,
2 ď C ď n, and
r1ApBCq “ dx1pBCqBA ´ dxApBCqB1 “ ´δACB1,
so Φpr1Ap¨q, ¨q “ 0. Together we find thatÿ
µ
Φµpp0qsA ¨ vµ “ 0.
Finally, Equation (28) evaluated at the south pole tells us that
0 “ ∇rABΦpp0qpp0q ` Φpp0qprABp¨q, ¨q ` Φpp0qp¨, rABp¨qq ´
ÿ
µ
Φµpp0qrAB ¨ vµ
“ Φpp0qprABp¨q, ¨q ` Φpp0qp¨, rABp¨qq ´
ÿ
µ
Φµpp0qrAB ¨ vµ.

4.2. Rotations of the sphere. For x P Sn´1, let Bx be the rotation in the
plane spanned by x and p0 with Bxpp0q “ x. Since the map Bx is a rotation,
the corresponding function urBs of Lemma 3.2 is equal to 1, and it therefore
acts on the space of mass-aspect tensors S2pSn´1q by Bx ¨m “ pBxq˚m. As
a result,
ΦpBx ¨mq “
ÿ
µ
ż
Sn´1
xΦµ, pBxq˚my dµσvµ.
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Since Bx is an isometry of the sphere S
n´1, we have
Bx ¨ Φpmq “ Bx ¨
˜ÿ
µ
ż
Sn´1
xΦµ,my dµσvµ
¸
“
ÿ
µ
ż
Sn´1
xpBxq˚Φµ, pBxq˚my dµσ pBx ¨ vµq .
The OÒpn, 1q-intertwining property for Φ tells us thatÿ
µ
Φµeµ “
ÿ
µ
pBxq˚Φµ pBx ¨ vµq
at all points. If we in particular evaluate at the point x we get
ΦpxqpU, V q “
ÿ
µ
Φµpp0qppBxq˚U, pBxq˚V q pBx ¨ vµq
for U, V P TxSn´1. This last equation gives a way to transport the expression
of Φ we will obtain at the south pole p0 to any other point of S
n´1, thanks
to the OÒpn, 1q-intertwining property of Φ.
4.3. The 3-dimensional case. Here we specialize to the case where the
dimension is n “ 3, and assume that Φ is a OÒp3, 1q-intertwining map. To
classify all possibilities for Φ we start by finding all solutions to the equations
at the south pole, this is Proposition 4.1.
The approach we use is specific to the 3-dimensional case, and to a certain
degree also the results are specific, compare Theorem 4.4 with the higher-
dimensional version stated in Theorem 4.5. The methods used in this section
are rather elementary and might serve as a warm-up for the case where the
dimension n ě 4, which is treated in Subsection 4.4.
It is a standard fact that the complexified Lie algebra sop3, 1q b C can
be written as the sum of two copies of slp2q. Several such splittings exist
since slp2q has many automorphisms. We implement a splitting by choosing
generators$&%
h1 “ ´a1 ´ ir23
e1 “ 12 p´a2 ` ia3 ´ r12 ` ir13q
f1 “ 12 p´a2 ´ ia3 ` r12 ` ir13q
,
$&%
h2 “ ´a1 ` ir23
e2 “ 12 p´a2 ´ ia3 ´ r12 ´ ir13q
f2 “ 12 p´a2 ` ia3 ` r12 ´ ir13q
.
The families th1, e1, f1u and th2, e2, f2u each satisfy the commutation re-
lations of slp2q, and they commute with each other. Complex irreducible
representations of the Lie algebra sop3, 1q are therefore in bijection with ten-
sor product representations V 1 b V 2 where V 1 (resp. V 2) is an irreducible
representation of psl2q1 “ vectph1, e1, f1q (resp. psl2q2 “ vectph2, e2, f2q),
see [23, Section 4.2.2]. Let h denote the Cartan subalgebra of sop3, 1q gen-
erated by h1 and h2 and let pω1, ω2q be the basis of h˚ dual to ph1, h2q. The
highest-weight theory tells us that irreducible finite dimensional representa-
tions of sop3, 1q are in bijection with the set Nω1 `Nω2.
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Suppose that the irreducible representation V has highest weight w1ω1`
w2ω2. In order to characterize Φpp0q when Φ : S2pS2q Ñ V is a sop3, 1q-
intertwining map, we write
s2 “ a2 ` r12 “ ´e1 ´ e2, s3 “ a3 ` r13 “ ´i pe1 ´ e2q .
From Equation (32) we find
e1 ¨ pΦpp0qq “ e2 ¨ pΦpp0qq “ 0,
which means that
Φpp0q “ vw1ω1`w2ω2ϕ, (34)
where vw1ω1`w2ω2 is a highest weight vector of the representation V “
Vw1ω1`w2ω2 and ϕ is a symmetric 2-tensor over Tp0S
2. Further, Equation (31)
tells us that
a1 ¨ pΦpp0qq “ p2´ kqΦpp0q,
where a1 is equal to´12ph1`h2q. Therefore we have a1¨pΦpp0qq “ ´w1`w22 Φpp0q,
which gives the expression
k “ 2` w1 ` w2
2
for the decay rate k.
Next we use Equation (33) together with the relation r23 “ i2 ph1 ´ h2q.
At the south pole where y “ 0 we have r23pB2q “ B3 and r23pB3q “ ´B2.
Evaluating (33) on all pairs of vectors tangent to the sphere S2 at the south
pole, we obtain the system of equations$’’’’’&’’’’’%
i
2
pw1 ´ w2qϕ22 “ 2ϕ23,
i
2
pw1 ´ w2qϕ23 “ ϕ33 ´ ϕ22,
i
2
pw1 ´ w2qϕ33 “ ´2ϕ23.
It is a simple exercise to solve this eigenvalue problem. Up to a multiplicative
constant, we find three solutions,
‚ w1 “ w2, with ϕ “ dx2 b dx2 ` dx3 b dx3 “ 12pdz b dz¯ ` dz¯ b dzq,
‚ w1 “ w2`4, with ϕ “ dx2bdx2´dx3bdx3`ipdx2bdx3`dx3bdx2q “
dz b dz, and
‚ w1 “ w2´4, with ϕ “ dx2bdx2´dx3bdx3´ipdx2bdx3`dx3bdx2q “
dz¯ b dz¯,
where we have set z :“ x2 ` ix3.
For n1 ě 0 let Hn1 denote the space of wave harmonic homogeneous
polynomials of degree n1 on R
3,1. This is a representation of OÒp3, 1q under
OÒp3, 1q ˆHn1 Ñ Hn1
pA,P q ÞÑ P ˝ A´1.
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In the first of these three cases, we have w1 “ w2 “ n1 “ k ´ 2. We get
the following family of OÒp3, 1q-intertwining maps and corresponding linear
masses at infinity.
Theorem 4.2 (Conformal masses). Let Φ : S2pS2q Ñ V be an OÒp3, 1q-
intertwining map, such that V as a sop3, 1q-representation has highest weight
n1ω1 ` n1ω2, with n1 ě 0. The representation V can then be identified with
the dual of Hn1, and the map Φ is a multiple of the map
Φcpmq : Hn1 Ñ R
P ÞÑ
ż
S2
P p1, x1, x2, x3q trσpmq dµσ,
for m P S2pS2q. Further, this map is OÒp3, 1q-intertwining, hence a linear
mass at infinity for asymptotically hyperbolic metrics of order k “ n1 ` 2.
Here the linear masses from Examples 3.8 and 3.9 appear as the cases
n1 “ 0 and n1 “ 1.
Proof. The representation with highest weight n1pω1 ` ω2q corresponding
to the case w1 “ w2 “ n1 “ k ´ 2 can be realized as the subrepresen-
tation ˚Sym
n1pR3,1q of pR3,1qbn1 consisting of harmonic (that is, trace-free)
symmetric n1-tensors. The highest weight vector vn1pω1`ω2q is given by
pB0 ´ B1qbn1 . From (34), we know that Φpp0q can be written up to a con-
stant as pB0 ´ B1qbn1σpp0q.
The vector B0 ´ B1 is the position vector of the south pole when we view
the sphere S2 as the submanifold p1, x1, x2, x3q | px1q2 ` px2q2 ` px3q2 “ 1( Ă R3,1 (35)
Using the subgroup SOp3q Ă SOÒp3, 1q stabilizing the vector B0 to translate
the formula for Φpp0q to any given point on S2 (see Subsection 4.2), we
obtain
Φpx1, x2, x3q “ pB0 ` x1B1 ` x2B2 ` x3B3qbn1 b σpx1, x2, x3q.
Let Rn1rX0,X1,X2,X3s be the space of homogeneous polynomials of
degree n1 in X
0,X1,X2,X3. Elements of the basis pBµq of R3,1 act as
derivations
Bµ : Rn1rX0,X1,X2,X3s Ñ Rn1´1rX0,X1,X2,X3s.
The operator xµBµ is a polarization operator on Rn1rX0,X1,X2,X3s, see
[39, Section 2]. It follows that for any polynomial P P Rn1rX0,X1,X2,X3s,
we have “B0 ` x1B1 ` x2B2 ` x3B3‰n1 P “ pn1q!P p1, x1, x2, x3q.
This way Φpx1, x2, x3q appears as an element of pRn1rX0,X1,X2,X3sq˚bσ,
namely
ΦpmqpP q “ pn1q!
ż
S2
P p1, x1, x2, x3q trσmdµσ.
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Notice that since px1q2 ` px2q2 ` px3q2 “ 1 on S2, if
P “ `pX0q2 ´ pX1q2 ´ pX2q2 ´ pX3q2˘Q,
we have
ΦpmqpP q “ pn1q!
ż
S2
`
1´ px1q2 ´ px2q2 ´ px3q2˘Qp1, x1, x2, x3q trσmdµσ
“ 0.
From the decomposition
Rn1rX0,X1,X2,X3s
“ Hn1 ‘
`pX0q2 ´ pX1q2 ´ pX2q2 ´ pX3q2˘Rn1´2rX0,X1,X2,X3s
it follows that Φpmq is an element of pHn1q˚.
The argument to check that the maps Φc : S
2pS2q Ñ pHn1q˚ are OÒp3, 1q-
intertwining is the same as in the higher-dimensional case, see the proof of
Theorem 4.5. 
For the cases w1 “ w2 ˘ 4, the situation is more complicated. Each rep-
resentation Vpn1`4qω1`n1ω2 and Vn1ω1`pn1`4qω2 is a complex representation.
But their sum Vpn1`4qω1`n1ω2‘Vn1ω1`pn1`4qω2 is a real representation. From
the solution of the Clebsch-Gordan problem (see e.g. [15, Chapter X]) it fol-
lows that this combination of representations appears in the decomposition
of
Vn1pω1`ω2q b pV4ω1 ‘ V4ω2q . (36)
The representation V2ω1 ‘ V2ω2 can be identified with the representation
Λ2R3,1 which has a basis given by Bµ^Bν , where 0 ď µ ă ν ď 3. The highest
weight vectors of this representation can be computed explicitly. They are
v2ω1 “ pB0 ´ B1q ^ pB2 ´ iB3q for V2ω1 and v2ω2 “ pB0 ´ B1q ^ pB2 ` iB3q for
V2ω2 .
Elements in the representation V4ω1 (resp. V4ω2) can be understood as
symmetric tensor products of elements in V2ω1 (resp. V2ω2). In particular,
the highest weight vector of the representation V4ω1 (resp. V4ω2) is given by
v4ω1 “ ppB0 ´ B1q ^ pB2 ´ iB3qqb2 resp. v4ω2 “ ppB0 ´ B1q ^ pB2 ` iB3qqb2 .
It should be noted at this point that these tensors belong to Sym2pΛ2C4q
and hence can be written in component notation as
W µναβBµ b Bν b Bα b Bβ.
It is straightforward to check that
0 “W µναβηµα,
0 “W µναβ `W ναµβ `Wαµνβ,
which means that these vectors are trace-free with respect to the Minkowski
metric η and satisfy the contravariant version of the first Bianchi identity.
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Using (34) we will now look for the form of Φpp0q. Note that, introducing
the complex structure J on S2, we have
pB2 ´ iB3qdz “ B2dx2 ` B3dx3 ´ ipB3dx2 ´ B2dx3q “ Id´ iJ,
pB2 ` iB3qdz “ B2dx2 ` B3dx3 ` ipB3dx2 ´ B2dx3q “ Id` iJ,
at the south pole. As a consequence, the element v4ω1 b pdz b dzq (resp.
v4ω2 b pdz b dzq) can be understood as a map
Ψ` : Tp0S
2 b Tp0S2 Ñ Sym2pΛ2C4q
X b Y ÞÑ ppB0 ´ B1q ^ pX ´ iJpXqqq b ppB0 ´ B1q ^ pY ´ iJpY qqq ,
resp.
Ψ´ : Tp0S
2 b Tp0S2 Ñ Sym2pΛ2C4q
X b Y ÞÑ ppB0 ´ B1q ^ pX ` iJpXqqq b ppB0 ´ B1q ^ pY ` iJpY qqq ,
where Tp0S
2 denotes the tangent space at the south pole of S2, when S2 is
seen as the 2-sphere embedded in R3,1 as in (35). This formula can be written
using the Hodge star operator ‹ acting on Λ2pR3,1q, see for example [8,
Definition 1.51]. Straightforward computations lead to
‹ pe` ^Xq “ e` ^ JpXq (37)
for any vector X P Tp0S2, where e` is the future pointing null vector at
p0 defined by e` :“ B0 ´ B1. Further, ‹2 “ ´Id so the eigenvalues of ‹ on
Λ2pR3,1q are ˘i.
Definition 4.3. We denote by
`
Λ2pR3,1q
˘˘
the eigenspaces of the Hodge
star operator on the complexified space Λ2pR3,1q b C, that is`
Λ2pR3,1q
˘˘ “  ω P Λ2pR3,1q b C | ‹ω “ ˘iω( .
We define p˘ as the projection operator on
`
Λ2pR3,1q
˘˘
with respect to`
Λ2pR3,1q
˘¯
, that is p˘pωq “ 12pω ¯ i ‹ ωq.
The decomposition
Λ2pR3,1q b C “
`
Λ2pR3,1q
˘` ‘ `Λ2pR3,1q˘´
corresponds to the decomposition into irreducible representations under the
action of sop3, 1q, where `Λ2pR3,1q˘` corresponds to the representation V2ω1
and
`
Λ2pR3,1q
˘´
corresponds to V2ω2 .
The operators Ψ˘ are then better understood as#
Ψ`pX,Y q “ p`pe` ^Xq b p`pe` ^ Y q,
Ψ´pX,Y q “ p´pe` ^Xq b p´pe` ^ Y q,
where we have dropped an irrelevant factor 4 in the definition of Ψ˘.
Let W0 denote the space of constant Weyl tensors, namely the set of
covariant 4-tensors W P Sym2pΛ2R3,1q satisfying
ηµαWµναβ “ 0, Wµναβ `Wναµβ `Wαµνβ “ 0.
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Elements of W0 can be seen as endomorphisms of Λ
2pR3,1q commuting with
‹, see [8, Paragraphs 3.19 and 3.20]. The space W0 naturally pairs with
Sym2pΛ2R3,1q, and since the Hodge star operator is self-adjoint we get
xW,αb ‹βy “ xα,W p‹βqy
“ xα, ‹W pβqy
“ x‹α,W pβqy
“ xW, ‹α b βy
for any W P W0 and any α, β P Λ2pR3,1q. Pairing the elements of W0 with
Ψ˘, we get
xW,Ψ˘pX,Y qy “ xW,p˘pe` ^Xq b pe` ^ Y qy, (38)
where one projection p˘ disappears due to the previous calculations.
Returning to the representations Vpn1`4qω1`n1ω2 (resp. Vn1ω1`pn1`4qω2),
the element vpn1`4qω1`n1ω2dzbdz, resp. vn1ω1`pn1`4qω2dzbdz, can be writ-
ten as
Φ˘pp0q “ pe`qbn1 b
`
p˘pe` ^ ¨q b p˘pe` ^ ¨q
˘
,
where the factor pe`qbn1 comes from the Vn1pω1`ω2q-part of (36). Let Wn1
denotes the set of polynomial Weyl tensors of degree n1, that is
Wn1 :“
 
W P Rn1rX0,X1,X2,X3s bW0 | BµWνσαβ ` BνWσµαβ ` BσWµναβ “ 0
(
.
We extend e` by rotations to the null vector field
e` :“ xµBµ “ B0 ` x1B1 ` x2B2 ` x3B3
on S2. By invariance under rotations, and arguing as in the proof of Theo-
rem 4.2, we have for all W PWn1 ,
xW,Φ˘y “ pn1q!W pe`, pId¯ iJqp¨q, e`, ¨qp1, x1, x2, x3q
where the right-hand side is an element of Rn1rX0,X1,X2,X3s b S2pS2q
evaluated at the point pX0,X1,X2,X3q “ p1, x1, x2, x3q. We obtain the
following Theorem.
Theorem 4.4 (Weyl masses). Let Φ : S2pS2q Ñ V be a OÒp3, 1q-intertwining
map, such that V , as a sop3, 1q-representation has highest weight pn1`4qω1`
n1ω2 (resp. n1ω1 ` pn1 ` 4qω2), for n1 ě 0. The representation V can then
be identified with a subspace of the dual of C bWn1 , and the map Φ is a
multiple of the map defined by
Φw,`pmq : Wn1 Ñ C
W ÞÑ ş
S2
xm,W pe`, pId ´ iJqp¨q, e`, ¨qyσ dµσ,
(39)
resp.
Φw,´pmq : Wn1 Ñ C
W ÞÑ ş
S2
xm,W pe`, pId` iJqp¨q, e`, ¨qyσ dµσ
(40)
for m P S2pS2q. Further, these maps are OÒp3, 1q-intertwining, hence linear
masses at infinity for asymptotically hyperbolic metrics of order k “ n1` 4.
46 JULIEN CORTIER, MATTIAS DAHL, AND ROMAIN GICQUAUD
Note that the masses at infinity found in this theorem depend only on
the trace-free part of the mass aspect tensor m.
Proof. What remains is to check that the maps Φw,˘ areOÒp3, 1q-intertwining.
The argument is the same as in the higher-dimensional case, and we refer
to the proof of Theorem 4.5. 
4.4. The case of dimension n ě 4. In this section we assume n ě 4. For
the representation theory we follow the conventions of [23].
Recall that pBµqµ“0,...,n denotes the standard basis of Rn,1. We introduce
a basis peiq of Rn,1 b C as follows.
‚ If n ` 1 “ 2l is even, we set e`1 :“ ´B0 ` B1 and e´1 :“ B0`B12 . For
k “ 2, . . . , l, we set e`k :“ B2k´2`iB2k´1 and e´k :“ 12 pB2k´2´iB2k´1q.‚ If n ` 1 “ 2l ` 1 is odd, we set e0 :“ Bn and define e˘k, k “ 1, . . . , l
as in the previous case.
This basis is chosen in such a way that ηpei, ejq “ δi,´j. We also define the
dual basis peiq with respect to the Minkowski metric, so that ei “ ηpei, ¨q.
We consider the maximal torus H of SOCpn, 1q which is the subgroup of
matrices which are diagonal in the basis peiq. We denote its Lie algebra by
h.
This convention is convenient since reduction from sopn, 1q to the sub-
algebra sopn ´ 1q of orientation preserving isometries at the south pole
corresponds to deleting the leftmost node in the Dynkin diagrams Bl (if
n` 1 “ 2l` 1 is odd) or Dl (if n` 1 “ 2l is even). See Figure 1. The num-
ber of nodes in these diagrams correspond to l, the rank of the Lie algebra
sopn, 1q.
Bl Ñ Bl´1 :
Dl Ñ Dl´1 :
Figure 1. Reduction from sopn, 1q to sopn ´ 1q in terms of
Dynkin diagrams.
Notice that for the diagram Bl with l “ 2 and for Dl with l “ 3 (so when
n “ 4 or 5), the shape of the Dynkin diagram changes. This means that
these cases will require some special attention.
The elements sA introduced right before Proposition 4.1 in the 3-dimensional
case generalize to the ladder operator$’’&’’%
Xε1´εk “
1
2
ps2k´2 ` is2k´1q ,
Xε1`εk “ s2k´2 ´ is2k´1,
Xε1 “ sn (for odd n` 1),
(41)
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for k “ ´l, . . . ,´1, 1, . . . , l, see [23, Section 2.4.1]. Here εk P h˚ is the linear
functional whose value on a matrix is the k-th term on its diagonal. The
notation Xf where f P h˚ means that adphqpXf q “ fphqXf , that is Xf
belongs to the root space associated to f .
The fundamental weights ωi of sopn, 1q are given by
‚ (n`1 odd) ωi “ ε1`¨ ¨ ¨`εi for 1 ď i ď l´1 and ωl “ 12 pε1 ` ¨ ¨ ¨ ` εlq,‚ (n ` 1 even) ωi “ ε1 ` ¨ ¨ ¨ ` εi for 1 ď i ď l ´ 2 and ωl´1 “
1
2
pε1 ` ¨ ¨ ¨ ` εl´1 ´ εlq, ωl “ 12 pε1 ` ¨ ¨ ¨ ` εl´1 ` εlq,
see [23, Section 3.1.3].
We let Ei be the matrix having coefficient 1 on the i-th diagonal position
and zeros elsewhere. The coroots associated to the fundamental weights are
given by
‚ (n ` 1 odd) Hi “ Ei ´ Ei`1 ` E´i´1 ´ E´i for 0 ď i ď l ´ 1 and
Hl “ 2pEl ´ E´lq,
‚ (n ` 1 even) Hi “ Ei ´ Ei`1 ` E´i´1 ´ E´i for 0 ď i ď l ´ 1 and
Hl “ El´1 ` El ´ E´l ´ E´pl´1q.
The subalgebra sopn ´ 1q then has a Cartan subalgebra generated by
H2, . . . ,Hl. Hence, the fundamental weights of sopn ´ 1q are ωi for i ě 2
except in the case n ` 1 “ 5 for which the fundamental weight is ω “ εl
which is twice the restriction of ω2.
We now assume that Φ : S2pSn´1q Ñ V is an OÒpn, 1q-intertwining map.
Formula (33) tells us that Φpp0q intertwines the actions of sopn ´ 1q on
Sym2pT ˚p0Sn´1q and on V . Hence, the preimage of a highest weight vector v
of V is a highest weight vector in Sym2pT ˚p0Sn´1q for the action of sopn´1q.
We assume for the moment that n ě 6, we will later indicate the modifi-
cations needed for n “ 4, 5. The space Sym2pT ˚p0Sn´1q decomposes into two
irreducible representations for the action of sopn´ 1q,
‚ the trivial one-dimensional representation generated by řnA“2 dxA b
dxA “ řj‰˘1 ej b e´j ,
‚ the set Sym20pT ˚p0Sn´1q of symmetric trace-free 2-tensors with highest
weight vector e2 b e2.
The corresponding highest weights are 0 for the trivial representation and
2ω2 for Sym
2
0pT ˚p0Sn´1q.
From the formulas in Equation (41), Condition (32) implies that if v0 is
one of the highest weight vectors given above, then Φpp0qpv0q is annihilated
by the full nilpotent algebra n` consisting of positive roots of sopn, 1q. In
particular, up to a normalization constant, v “ Φpp0qpv0q.
Let ω denote the highest weight of V , that is h ¨ v “ ωphqv for all h P h.
By classical highest weight theory, we know that ω “ řli“1 niωi with non-
negative integers ni. From the discussion above, restriction to the Cartan
subalgebra of sopn´ 1q imposes that n2 “ 0 or 2, ni “ 0 for all i ą 2, while
n1 is arbitrary.
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Condition (31) gives the decay order k of the invariant. Since ε1pa1q “ ´1
and ε2pa1q “ 0 we have
pn´ 1´ kqΦpp0qpv0q “ a1 ¨
˜ÿ
µ
Φµpp0qpv0qvµ
¸
“ ωpa1qΦpp0qpv0q
“ pn1ω1pa1q ` n2ω2pa1qqΦpp0qpv0q
“ ´pn1 ` n2qΦpp0qpv0q,
and hence k “ n´ 1` n1 ` n2.
The representation with highest weight ω2 is Λ
2
R
n,1. As a consequence
the representation with highest weight ω “ n1ω1 ` n2ω2 is obtained as the
submodule of highest weight n1ω1 ` n2ω2 of
R
n,1 b ¨ ¨ ¨ b Rn,1l jh n
n1 times
bΛ2Rn,1 b ¨ ¨ ¨ b Λ2Rn,1l jh n
n2 times
,
namely the so-called Cartan product, see [23, Section 5.5.3].
It is now a good time to pause and see how the argument adapts to the
cases n “ 4, 5.
‚ If n “ 4, the standard representation of sop3q has highest weight 2ω2
and hence Sym20pT ˚p0Sn´1q has highest weight 4ω2 for sopn´1q. When
returning to sop4, 1q this gives again the representation Λ2pR4,1q so
the previous discussion applies.
‚ If n “ 5, the highest weight ω corresponding to the standard rep-
resentation of SOp4q has ωpHl´1q “ ωpHlq “ 1. This is the p1, 1q-
representation according to the previous. This lifts to the represen-
tation Λ2R5,1 so the previous discussion still applies.
Since the longest element in the Weyl group acts on these highest weights
by changing them to their opposite we conclude that the representations V
that we found are isomorphic to their duals, see [23, Section 3.2.3].
First, we study the representation with highest weight n1ω1. This cor-
responds to the space V “ Symn10 pRn,1q of symmetric trace-free contravari-
ant tensors of rank n1. The highest weight vector of this representation is
e`1 b ¨ ¨ ¨ b e`1 so the operator Φpp0q reads
Φpp0q “ e`1 b ¨ ¨ ¨ b e`1l jh n
n1 times
σpp0q.
The vector e`1 extends by rotations to S
n´1 as the future pointing null vector
e` “ B0 ` x1B1 ` ¨ ¨ ¨ ` xnBn. And hence, by invariance under rotations, the
operator Φ reads
Φ “ e` b ¨ ¨ ¨ b e`l jh n
n1 times
σ.
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As in the proof of Theorem 4.2, the space Symn10 pRn,1q can be identified with
the dual of Hn1 of homogeneous polynomials of degree n1 in X
0, . . . ,Xn.
Hence, the formula for these invariants takes a form similar to the one we
obtained in the previous section,
Φpmq : Hn1 Ñ C
P ÞÑ
ż
Sn´1
P p1, x1, . . . , xnq trσpmq dµσ. (42)
Second, we look at the representation with highest weight n1ω1 ` 2ω2.
This can be realized as the subspace of
`
R
n,1
˘bpn1`4q corresponding to the
Young tableau
Yn1 “ 1 2 5 ¨ ¨ ¨ n1 ` 4
3 4
.
Namely, let rpYn1q denote the row symmetrizer
rpYn1q “ p1` p34qq
ÿ
σPSpt1,2,5,...,n1`4uq
σ,
and let c be the column skew symmetrizer
cpYn1q “ p1´ p13qqp1 ´ p24qq.
These elements are elements of the group algebra CrSn1`4s and act on`
R
n,1
˘bpn1`4q by permuting the positions of the elements in a simple tensor.
The Young symmetrizer spYn1q “ cpYn1qspYn1q is, up to a normalization
constant, a projection from the subspace of harmonic tensors in pRn,1qbpn1`4q
onto an irreducible representation V of highest weight n1ω1` 2ω2. Here, as
before, harmonic means that the trace with respect to any pair of indices
vanishes.
It can be checked that
p1` p123q ` p132qqspYn1q “ 0,
and that
p1` p125q ` p152qqspYn1q “ 0.
These two identities are the (contravariant) analogs of the first and the
second Bianchi identities.
The map Φpp0q sends the highest weight vector e`2 b e`2 to a highest
weight vector v in V . Up to the action of an element of sopn, 1q, it is equal
to pe`1qbn1bpe`1^e`2qbpe`1^e`2q, which is a highest weight vector of V .
By the fact that Φpp0q intertwines the actions of sopn´1q on Sym20pT ˚p0Sn´1q
and on V , it has the form
Φpp0qpT q “
@
T, pe`1qbn1 b pe`1 ^ ¨q b pe`1 ^ ¨q
D
.
Note that since v is harmonic, this map extends by zero to symmetric 2-
tensors proportional to σpp0q. The map Φpp0q is therefore defined by the
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above formula on Sym2pT ˚p0Sn´1q. Due to the invariance under the action
of SOpn´ 1q, the density Φ has the expression
Φ : Sym2pT ˚Sn´1q Ñ V
m ÞÑ @m, pe`qbn1 b pe` ^ ¨q b pe` ^ ¨qD.
As in the 3-dimensional case (see Theorem 4.4), we can view Φ as acting
on the space Wn1 of polynomial Weyl tensors of degree n1 in the variables
X0, . . . ,Xn, and the corresponding intertwining maps can be written, up to
a constant factor, as
Φpmq : Wn1 Ñ R
W ÞÑ
ż
Sn´1
xm,W pe`, ¨, e`, ¨qy dµσ. (43)
Here, the polynomial part of the integrand is evaluated at pX0,X1, . . . ,Xnq “
p1, x1, . . . , xnq.
We now collect the results of this section in the following theorem.
Theorem 4.5. Let Φ : S2pSn´1q Ñ V be an OÒpn, 1q-intertwining map
with n ě 4, where V is an irreducible, finite dimensional representation of
OÒpn, 1q. Then one of the following cases holds.
‚ Either V , as a sopn, 1q-representation, has highest weight n1ω1 with
n1 ě 0. Then V can be identified with the dual of Hn1. The map Φ
is a multiple of the map
Φcpmq : Hn1 Ñ R
P ÞÑ
ż
Sn´1
P p1, x1, . . . , xnq trσpmq dµσ ,
for m P S2pSn´1q.
‚ Or V , as a sopn, 1q-representation, has highest weight n1ω1`2ω2 with
n1 ě 0. Then V can be identified with a subspace of the dual of Wn1 .
The map Φ is a multiple of the map
Φwpmq : Wn1 Ñ R
W ÞÑ
ż
Sn´1
xm,W pe`, ¨, e`, ¨qy dµσ
Further, these maps are OÒpn, 1q-intertwining, hence are linear masses at
infinity, in the first case for asymptotically hyperbolic metrics of order k “
n´ 1` n1, in the second case, for metrics of order k “ n` 1` n1.
Note that Φc depends only on the trace of the mass aspect tensor m,
while Φw depends only on the trace-free part of m.
Proof. The last remaining point to prove in both cases is the OÒpn, 1q-
intertwining property of the maps Φc and Φw. To do this, we need to
carefully keep track of the points where integration takes place. We start by
a calculation for the function u defined in (22). The function t :“ X0 ˝ p´1,
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which is the time component of a point x in the hyperbolic space, is given
by
tpxq “ 1` |x|
2
1´ |x|2 “
1
ρpxq ´ 1.
As a consequence we have
urAsppxq “ lim
λÑ1
ρpA´1pλpxqq
ρpλpxq
“ lim
λÑ1
tpλpxq ` 1
tpA´1pλpxqq ` 1
“ lim
λÑ1
tpλpxq
tpA´1pλpxqq
“ lim
λÑ1
„
X0
ˆ
A´1 ¨ p
´1pλpxq
X0pp´1pλpxq
˙´1
“ “X0 `A´1 ¨ p1, pxq˘‰´1
for any px P Sn´1. Recall here that A “ pAp´1 gives the action of A P
OÒpn, 1q on the ball model of hyperbolic space. This can be rewritten as
A´1p1, pxq “ 1
urAsppxqp1, A´1ppxqq.
From the proof of Corollary 3.4 we have
A˚σ “ urAs2σ,
and thus
dµA˚σ “ urAsn´1dµσ.
From Lemma 3.2 we know that A ¨m “ urAsk´2A˚m. So for Φc we get
ΦcpA ¨mqpP ˝A´1q “
ż
Sn´1
P pA´1p1, pxqqurAsk´2 trσpA˚mq dµσ
“
ż
Sn´1
urAsk´2´n1P p1, A´1pxq trσpA˚mq dµσ
“
ż
Sn´1
urAsk´n1´n`1P p1, A´1pxq trA˚σpA˚mq dµA˚σ
“
ż
Sn´1
P p1, A´1pxq trA˚σpA˚mq dµA˚σ
since P is a homogeneous polynomial of degree k´2, and since k “ n´1`n1.
By a change of variables we conclude that
ΦcpA ¨mqpP ˝ A´1q “ ΦcpmqpP q
which is the desired OÒpn, 1q-intertwining property of the map Φc.
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To prove the intertwining property for Φw we compute
ΦwpA ¨mqpA˚W q
“
ż
Sn´1
A
urAsk´2A˚m, pA˚W qpe`, ¨, e`, ¨qp1, pxqE
σ
dµσppxq
“
ż
Sn´1
urAsk´2 @A˚m,W pA˚e`, A˚¨, A˚e`, A˚¨qpA´1p1, pxqqDσ dµσppxq.
We extend e` to all of R
n,1 by defining it to be the position vector field,
that is
e` :“ XµBµ.
As a consequence we have A˚e` “ e`, and
ΦwpA ¨mqpA˚W q
“
ż
Sn´1
urAsk´2 @A˚m,W pe`, A˚¨, e`, A˚¨qpA´1p1, pxqqDσ dµσppxq.
The vectors e` in this expression are evaluated at the point A
´1p1, pxq, and
we have
e`pA´1p1, pxqq “ urAs´1e`p1, A´1pxq.
The vectors A˚¨ are also evaluated at the point A´1p1, pxq, where ¨ is the
place for a vector belonging to T
p1,A
´1pxqSn´1. Thus we get
pA˚¨qpA´1p1, pxqq “ urAs´1pA˚¨qp1, A´1pxq.
Since W is homogeneous of degree n1, we find that
W pe`, A˚¨, e`, A˚¨qpA´1p1, pxqq
“ urAs´4´n1W pe`, A˚¨, e`, A˚¨qpp1, A´1pxqq.
We can now continue the computation,
ΦwpA ¨mqpA˚W q
“
ż
Sn´1
urAsk´6´n1
A
A˚m,W pe`, A˚¨, e`, A˚¨qpp1, A´1pxqqE
σ
dµσppxq
“
ż
Sn´1
urAsk´n1´n´1
A
A˚m,W pe`, A˚¨, e`, A˚¨qpp1, A´1pxqqE
A˚σ
dµA˚σppxq
Note that the metric σ is used twice for the scalar product, which explains
the change in the exponent of urAs when passing to the last line. Since
k “ n` 1` n1, a change of variables gives us
ΦwpA ¨mqpA˚W q “ ΦwpmqpW q,
which is the OÒpn, 1q-intertwining property of the map Φw. 
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5. Higher invariants
The aim of this section is to prove the following result.
Proposition 5.1. The only linear linear masses at infinity Φ : Gk Ñ V for
asymptotically hyperbolic metrics of order k, in the sense of Definition 2.19,
factor through T kk :
Gk V
T kk
Φ
ĂΠl
k
ϕ
Following Definition 2.19, we assume that Φ factors through T lk for some
l ě k. Since finite dimensional representations of OÒpn, 1q are completely
reducible, we will also assume that V is an irreducible representation.
We notice first that there is a natural cofiltration of the set of asymptot-
ically hyperbolic transverse germs,
GT1 Ą GT2 Ą ¨ ¨ ¨ Ą GTk Ą ¨ ¨ ¨ Ą GTl Ą GTl`1.
This cofiltration descends to jets,
T lk Ą T lk`1 Ą ¨ ¨ ¨ Ą T ll´1 Ą T ll .
The action of OÒpn, 1q preserves this cofiltration. Given some metric g P GTk ,
we write its asymptotic expansion as follows,
g “ ρ´2
´
δ ` gpkqρk ` ¨ ¨ ¨ ` gplqρl ` ¨ ¨ ¨
¯
where gpiq is a symmetric 2-tensor on Sn´1. By linearity, Φ can be written
as
Φpgq “ ϕkpgpkqq ` . . .` ϕlpgplqq.
For any g P GTl we have
Φpgq “ ϕlpgplqq.
Since Φ factors through T lk, its restriction to G
T
l factors through T
l
l and
intertwines the action of OÒpn, 1q from GTl to V . This means that ϕl is one
of the linear masses we found in Section 4, or zero.
We now consider Φ´ϕl. By definition this map vanishes on the setGTl and
hence factors through T l´1k . Repeating the argument inductively, we find
that each of the ϕi’s is either zero or one of the linear masses discovered in
Section 4. What this means is that, using the hyperbolic metric to transform
the affine spaces GTk into vector spaces, the linear mass Φ descends to a map
from the associated graded representation to V .
The representation V is irreducible and we know from Section 4 that to
each irreducible representation, we can associate at most one linear mass
at a certain decay rate. This means that only a single ϕi can be non-zero.
The proof of the proposition will follow from proving that i “ k. Assume
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by contradiction that i ą k. Restricting the linear mass Φ to GTi´1 we can
assume without loss of generality that i “ k ` 1.
We take a metric g P GTk which has the asymptotic expansion
g “ ρ´2
´
δ ` gpkqρk ` gpk`1qρk`1 `Opρk`2q
¯
,
with gpk`1q ” 0. The intertwining property reads:
ΦpA ¨ gq “ A ¨ Φpgq “ 0.
The contradiction will follow if we are able to choose A and gpkq such that
ΦpA ¨ gq ‰ 0. We shall however do it at the infinitesimal level for simplifity.
To this end, we explicit the action of the a1 on T
k`1
k . We introduce the
coordinates
ρ “ 1´ |x|
2
2
, yA “ x
A{|x|
1´ x1{|x| “
xA
|x| ´ x1 .
Note that yA is the stereographic projection of the radial projection of x on
S
n´1. The standard coordinates xi can be obtained in terms of ρ and y,
x1 “
a
1´ 2ρ |y|
2 ´ 1
|y|2 ` 1 , x
A “
a
1´ 2ρ 2y
A
1` |y|2 .
The boost vector field a1 “ BBx1 ´ x1xi BBxi can be expressed in this new
coordinate system,
a1 “ ´ρ
a
1´ 2ρ |y|
2 ´ 1
|y|2 ` 1
B
Bρ `
1´ ρ?
1´ 2ρy
A B
ByA .
In particular,„ B
Bρ , a1

“
ˆ
´x1 ` ρx
1
1´ 2ρ
˙ B
Bρ `
ρ
p1´ 2ρq3{2 y
A B
ByA ,„ B
ByA , a1

“ ρ
a
1´ 2ρ 4y
A
p1` |y|2q2
B
Bρ `
1´ ρ?
1´ 2ρ
B
ByA .
Rather lengthy but fairly straightforward calculations yield the following
(here we do not assume that gpk`1q vanishes identically),
La1g
ˆ B
Bρ ,
B
Bρ
˙
“ 0,
La1g
ˆ B
Bρ ,
B
ByA
˙
“ ρ´2
ˆ
ρk`1yBgpkq
ˆ B
ByA ,
B
ByB
˙
`Opρk`2q
˙
La1g
ˆ B
ByA ,
B
ByB
˙
“ ρ´2
ˆ
ρkyC∇σ B
ByC
g
pkq
AB ´ kx1ρkgpkqAB
˙
` ρ´2
ˆ
ρk`1yC∇σ B
ByC
g
pk`1q
AB ´ pk ` 1qx1ρk`1gpk`1qAB ´ 2ρk`1
|y|2 ´ 1
|y|2 ` 1g
pkq
AB
˙
`Opρkq.
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The last calculation being more involved, we give some details:
La1g
ˆ B
ByA ,
B
ByB
˙
“ La1pρ´2gq
ˆ B
ByA ,
B
ByB
˙
“ ´2dρpa1q
ρ3
g
ˆ B
ByA ,
B
ByB
˙
` ρ´2La1g
ˆ B
ByA ,
B
ByB
˙
“ 2x1g
ˆ B
ByA ,
B
ByB
˙
` ρ´2a1 ¨
ˆ
g
ˆ B
ByA ,
B
ByB
˙˙
` ρ´2g
ˆ„ B
ByA , a1

,
B
ByB
˙
` ρ´2g
ˆ B
ByA ,
„ B
ByB , a1
˙
“ 2x1ρ´2
ˆ
4p1´ 2ρqδAB
p1` |y|2q2 ` ρ
kg
pkq
AB ` ρk`1gpk`1qAB `Opρk`2q
˙
` ρ´2a1 ¨
ˆ
4p1 ´ 2ρqδAB
p1` |y|2q2 ` ρ
kg
pkq
AB ` ρk`1gpk`1qAB `Opρk`2q
˙
` 2ρ´2g
ˆ
1´ ρ?
1´ 2ρ
B
ByA ,
B
ByB
˙
“ 2x1ρ´2
ˆ
4p1´ 2ρqδAB
p1` |y|2q2 ` ρ
kg
pkq
AB ` ρk`1gpk`1qAB `Opρk`2q
˙
` ρ´2
ˆ
8x1ρ
p1` |y|2q2 ´
16p1 ´ ρq?1´ 2ρ|y|2
p1` |y|2q3
˙
δAB
` ρ´2
´
´kx1ρkgpkqAB ´ pk ` 1qx1ρk`1gpk`1qAB
` 1´ ρ?
1´ 2ρ
ˆ
ρkyC
B
ByC g
pkq
AB ` ρk`1yC
B
ByC g
pk`1q
AB
˙
`Opρk`2q
˙
` 2ρ´2
ˆ
p1´ ρq
a
1´ 2ρ 4δABp1` |y|2q2 `
1´ ρ?
1´ 2ρ
´
ρkg
pkq
AB ` ρk`1gpk`1qAB `Opρk`2q
¯˙
,
56 JULIEN CORTIER, MATTIAS DAHL, AND ROMAIN GICQUAUD
La1g
ˆ B
ByA ,
B
ByB
˙
“ 2x1ρ´2
´
ρkg
pkq
AB ` ρk`1gpk`1qAB `Opρk`2q
¯
` ρ´2
´
´kx1ρkgpkqAB ´ pk ` 1qx1ρk`1gpk`1qAB
` 1´ ρ?
1´ 2ρ
ˆ
ρkyC
B
ByC g
pkq
AB ` ρk`1yC
B
ByC g
pk`1q
AB
˙
`Opρk`2q
˙
` 2ρ´2
ˆ
1´ ρ?
1´ 2ρ
´
ρkg
pkq
AB ` ρk`1gpk`1qAB `Opρk`2q
¯˙
“ 2x1ρ´2
´
ρkg
pkq
AB ` ρk`1gpk`1qAB `Opρk`2q
¯
` ρ´2
´
´kx1ρkgpkqAB ´ pk ` 1qx1ρk`1gpk`1qAB
`
ˆ
ρkyC
B
ByC g
pkq
AB ` ρk`1yC
B
ByC g
pk`1q
AB
˙
`Opρk`2q
˙
` 2ρ´2
´
ρkg
pkq
AB ` ρk`1gpk`1qAB `Opρk`2q
¯
,
La1g
ˆ B
ByA ,
B
ByB
˙
“ 2px1 ` 1qρ´2
´
ρkg
pkq
AB ` ρk`1gpk`1qAB `Opρk`2q
¯
` ρ´2
´
´kx1ρkgpkqAB ´ pk ` 1qx1ρk`1gpk`1qAB
`
ˆ
ρkyC
B
ByC g
pkq
AB ` ρk`1yC
B
ByC g
pk`1q
AB
˙
`Opρk`2q
˙
“ ρ´2
ˆ
ρkyC∇σ B
ByC
g
pkq
AB ` ρk`1yC∇σ B
ByC
g
pk`1q
AB `Opρk`2q
˙
` ρ´2
´
´kx1ρkgpkqAB ´ pk ` 1qx1ρk`1gpk`1qAB
¯
` 2p
a
1´ 2ρ´ 1q |y|
2 ´ 1
|y|2 ` 1ρ
´2
´
ρkg
pkq
AB ` ρk`1gpk`1qAB `Opρk`2q
¯
“ ρ´2
ˆ
ρkyC∇σ B
ByC
g
pkq
AB ´ kx1ρkgpkqAB
˙
` ρ´2
ˆ
ρk`1yC∇σ B
ByC
g
pk`1q
AB ´ pk ` 1qx1ρk`1gpk`1qAB ´ 2ρk`1
|y|2 ´ 1
|y|2 ` 1g
pkq
AB
˙
`Opρkq.
From computations similar to the proof of Proposition 3.5 we get
a1 ¨ g “ ρ´2
´
δ ` ρkpa1 ¨ gqpkq ` ρk`1pa1 ¨ gqpk`1q `Opρk`2q
¯
,
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where
pa1 ¨ gqpkq “ ´yC∇σ B
ByC
g
pkq
AB ` kx1gpkqAB
pa1 ¨ gqpk`1q “ ´yC∇σ B
ByC
g
pk`1q
AB ` pk ` 1qx1gpk`1qAB ` 2x1gpkqAB.
If we can choose gpkq so that ϕlpx1gpkqq ı 0 we are done. The reader can
pretty easily convince himself that this is indeed the case. This ends the
proof of Proposition 5.1.
6. Interpretations of the linear masses at infinity
In this section we want to give geometric interpretations of the linear
masses that we have found and classified in Section 4. By this we mean
geometric constructions on asymptotically hyperbolic manifolds which give
the linear masses without explicitely using the asymptotic expansion of the
metric and the mass aspect tensor.
The first approach is to use the framework of mass-like invariants asso-
ciated to curvature type expressions developed by Michel in [36], which we
recall in Subsection 6.1. It considers geometric differential operators
F :MpMq Ñ ΓpEq
from the spaceMpMq of Riemannian metrics on a manifold M to the space
ΓpEq of sections of some tensor bundle E overM . The adjective “geometric”
means that the operator is invariant under the action of diffeomorphisms,
that is
F pΨ˚gq “ Ψ˚F pgq
for any diffeomorphism Ψ and g PMpMq.
Given a reference space pM0, g0q, which for us will be the hyperbolic space
pHn, bq, it is shown in [36] that if the adjoint DF ˚b of the linearization of
F at the hyperbolic metric b has a non-trivial kernel kerDF ˚b ‰ t0u, then
there is a linear map ΦF : GF Ñ VF which behaves like a linear mass at
infinity. Here VF “ pkerDF ˚b q˚ is a representation of OÒpn, 1q and the space
GF consists of asymptotically hyperbolic metrics with sufficient decay rate,
this rate depending on the properties of F , particularly on the growth rate
of elements in kerDF ˚b .
The map ΦF is in general not a genuine linear mass at infinity, since the
space kerDF ˚b may well be infinite-dimensional. Depending on the situation,
we will find and restrict to finite-dimensional subspaces of kerDF ˚b which
are invariant under the action of OÒpn, 1q.
In Subsection 6.2, we consider the example of the scalar curvature opera-
tor, or more precisely F “ Scal`npn´1q, which yields the Chrus´ciel-Herzlich
definition of the mass, from which one can recover Wang’s definition of the
mass as in Example 3.9 for metrics in Gn. In Chrus´ciel-Herzlich’s notation,
the mass of a given metric g with sufficient decay is an element Hg P Rn,1
viewed as a linear form on pRn,1q˚, see Theorem 6.5 below.
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This mass, together with the scalar curvature operator satisfy the follow-
ing positive mass theorem.
Theorem 6.1 (Wang [45], Chrus´ciel-Herzlich [13]). Let pM,gq an asymp-
totically hyperbolic manifold with respect to a chart at infinity ϕ, such that
the metric gϕ :“ ϕ˚g satisfies the same assumptions as in Theorem 6.5. As-
sume moreover that M is spin, that the metric g is complete and has scalar
curvature
Scalg ě ´npn´ 1q.
Then either the mass functional Hg P Rn,1 is timelike future-directed, or
pM,gq is isometric to the hyperbolic space.
Motivated by the tight link between the scalar curvature operator and
the standard mass, the subsequent parts of the present section are devoted
to finding, for any linear mass Φ found in Section 4, a geometric differential
operator F :MpHnq Ñ ΓpEq for which ΦF “ Φ.
The first main motivation is to get a notion of linear masses at infinity
which applies to more general situations than the one we discussed so far,
which required that g has some asymptotic expansion of the form given in
Proposition 2.16.
Another motivation for finding them is the hope to obtain a positivity
theorem reminiscent of Theorem 6.1. We will however not investigate further
on this topic, which we leave for future work.
6.1. Mass invariants from geometric differential operators. In [36],
Michel considers differential operators
F :MpMq Ñ ΓpEq
defined on the space of metricsMpMq on a manifold M and with values in
the space of sections ΓpEq of a tensor bundle E over M . These operators
are required to be invariant under diffeomorphisms, meaning that
F pΨ˚gq “ Ψ˚F pgq
for all g P MpMq and for all Ψ P DiffpMq. When M is non-compact and
g P MpMq is asymptotic to a reference metric g0, the further assumption
that F pg0q “ 0 is made. In the sequel, differential operators that satisfy
these properties will be called curvature operators. In fact, one may want
to consider metrics defined only in a neighborhood of infinity of M . But
since every such metric is the restriction of some metric globally defined on
M and since we are only interested in its asymptotic behaviour, there is no
loss of generality when considering metrics in MpMq only.
An essential role is then played by the linearization at g0 of the operator
F , particularly by its cokernel
kerDF ˚g0 Ă ΓpEq,
where DF ˚g0 is the formal L
2-adjoint of DFg0 . When it is obvious from the
context, we shall simply denote it by DF ˚. Indeed, given a section u P ΓpEq
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and a metric g P MpMq, we expand the contraction of u and F pgq with
respect to the reference metric g0 lifted to ΓpEq, as
xu, F pgqyg0 “ xu, F pg0qyg0 ` xu,DFg0peqyg0 ` xu,Qpeqyg0 ,
where e “ g ´ g0, whereas Qpeq :“ F pgq ´DFg0peq.
The formal adjoint DF ˚g0 satisfies the identity
xu,DFg0peqyg0 ´ xDF ˚g0puq, eyg0 “ divg0 UF pu, eq,
where UF pu, eq is a 1-form which depends linearly on e and on u. As noted
in [36], this 1-form can be chosen as a differential operator or order one less
than the order of F pgq.
We therefore get
xu, F pgqyg0 “ divg0 UF pu, eq ` xu,Qpeqyg0
for u P kerDF ˚g0 .
The result obtained by Michel [36] can then be stated as follows.
Theorem 6.2 ( [36]). Let g P MpMq and u P kerDF ˚g0 be such that the
terms xu, F pgqyg0 and xu,Qpeqyg0 are integrable on a neighborhood of infinity
of M . Then the limit
mF pu, g, g0q :“ lim
rÑ8
ż
Sr
UF pu, eqpνrq dµr
exists, where Sr denotes the geodesic sphere of radius r around a given point
x0 P M , dµr the volume form and νr the unit normal of Srwith respect to
g0.
Such quantities mF pu, g, g0q are called total charges. Let us now see them
in our context of asymptotically hyperbolic manifolds.
If pM0, g0q “ pHn, bq and if g P Gk, Michel’s results also states that the
following OÒpn, 1q-equivariance property holds for total charges,
mF pu,A˚g, g0q “ mF pA˚u, g, g0q
for all hyperbolic isometries A P OÒpn, 1q, provided that Michel’s Theo-
rem 6.2 holds. Here, as mentioned in [36, Remark 2.6], the group OÒpn, 1q
acts by pushforward on the space kerDF ˚b .
Furthermore, the total charges are under the same assumptions invariant
under diffeomorphisms asymptotic to the identity. This is showed in [36,
Theorem 3.3]. In our notation, this property is written as
mF pu, pΨ0q˚g, bq “ mF pu, g, bq
for all Ψ0 P Ik`10 .
We combine these results to obtain the following lemma.
Lemma 6.3. Under the assumptions of Theorem 6.2 with g P Gk, u P
kerDF ˚b , it holds that
mF pu,Ψ˚g, bq “ mF pπpΨq˚u, g, bq,
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for all Ψ P Ikpgq. Here π denotes the projection Ikpgq Ñ OÒpn, 1q introduced
in Section 2.
We will now link this equivariance property with the linear masses at
infinity discussed previously in this paper.
Let g P Gk and let V Ă kerDF ˚b be a finite-dimensional subspace which is
invariant under the action ofOÒpn, 1q. In particular, V is a finite-dimensional
representation of this group. We define the functional Hg P V ˚ by
Hgpuq “ mF pu, g, g0q
for u P V . The above discussion leads to the following corollary.
Corollary 6.4. Let F be as in Theorem 6.2, and let V Ă kerDF ˚b be a finite-
dimensional subrepresentation of OÒpn, 1q. Then the map ΦF : Gk Ñ V ˚
defined by
ΦF pgq “ Hg
is a linear mass at infinity.
Proof. The finite-dimensional space pkerDF ˚b q˚ is naturally a representation
of OÒpn, 1q. We just need to check that the intertwining property ΦF pA˚gq “
A ¨ ΦF pgq holds for all g P Gk and A P OÒpn, 1q.
We have in fact A ¨ pΦF pgqq “ A ¨ Hg. The action on pkerDF ˚b q˚ (and
therefore on V ˚) of OÒpn, 1q is deduced from the formula
A ¨ pxHg, uyq “ xA ¨Hg, A ¨ uy “ xA ¨Hg, A˚uy.
By triviality of the action on R together with Lemma 6.3, we get
xA ¨Hg, uy “ xHg, A˚uy
“ mF pA˚u, g, bq
“ mF pu,A˚g, bq
“ xHA˚g, uy.
Therefore, we have A ¨Hg “ HA˚g as desired. 
In the following Section 6.2, we will recall Chrus´ciel-Herzlich’s definition
of the mass based on the scalar curvature operator as in [13]. In Section 6.3
we introduce a method to construct curvature operators that can be used to
construct a given mass from the theory we introduced above. This strategy
will be carried out in Sections 6.4 and 6.5. We will in particular discuss the
decay assumptions which must to be made.
6.2. The scalar curvature operator. We first apply this construction
with the differential operator F : MpHnq Ñ C8pHnq computed from the
scalar curvature operator as
F pgq :“ Scalg ` npn´ 1q.
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In [13] (see also [36, Section IV]), the mass of an asymptotically hyperbolic
metric g is obtained as the linear functional Hg, where the space kerDScal
˚
is isomorphic to Minkowski space Rn,1. In fact, this space is obtained as
kerDScal˚ “
!
u P C8pHnq | Hessb u “ ub
)
.
It is the same as the space H1 of functions on H
n obtained as degree one
homogeneous polynomials of Rn,1 restricted to Hn Ă Rn,1. In particular, all
functions f of this space satisfy the growth property
u “ Operq “ Opρ´1q,
in the notation of Section 2, where r is the geodesic distance to the origin
of Hn.
This gives indications on the admissible decay properties of the metrics g
for which one can assign a mass functional Hg.
Theorem 6.5 (Chrus´ciel-Herzlich, Michel). Let τ ą n{2 and let g P Gτ
be an asymptotically hyperbolic metric of order τ . Assume moreover that
for e :“ g ´ b, we have |∇e|b “ Ope´τrq and |∇2e|b “ Ope´τrq, and that
erpScalg ` npn ´ 1qq is integrable in a neighborhood of infinity. Then the
mass functional
Hg : u ÞÑ lim
rÑ8
ż
Sr
UScalpu, eqpνrq dµr
is well defined on the space kerDScal˚.
In particular, under Wang’s asymptotics [45], we recover the mass vector
formula from Example 3.9. Indeed, for any u P kerDScal˚ and g P Gn we
have
UScalpu, eqpνrq “ pnu` Bruq trσmpsinh rq´n `Opsinh´pn`1q rq
for large r. This is deduced from the general expression for UScalpu, eq which
is
UScalpu, eq “ urdiv e´ d tr es ´ ι∇ue` ptr eqdu.
Since u P H1 it takes the form u “ sinh rP p1, x1, . . . , xnq ` Op1q, where
P is a degree one homogeneous polynomial and where xi are the standard
coordinates on Rn restricted to the unit sphere Sn´1.
It follows that the integrand we look for is
UScalpu, eqpνrq “ pn` 1qP p1, x1, . . . , xnqpsinh rq´pn´1q trσm`Ope´nrq.
Since dµr “ psinh rqn´1 dµσ, we obtainż
Sr
UScalpu, eqpνrq dµr “ pn` 1qΦcpmqpP q ` op1q,
where Φc : S
2pSn´1q Ñ pRn,1q˚ is the intertwining map obtained in Theo-
rem 4.5 for the representation Vω1 , which also corresponds to Example 3.9.
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6.3. Finite dimensional subrepresentations of C8pHnq and S2pHnq.
The aim of this section is to show that the only finite dimensional subrep-
resentations of C8pHnq and S2pHnq are those we found in Section 4. As
a consequence, we shall see that there are infinitely many ways to make
those representations be part of the kernel of the adjoint of some linearized
curvature operator.
We first study the decomposition of the space of smooth functions on Hn.
Recall that denotes the space of wave harmonic homogeneous polynomial of
degree p on Rn,1.
Proposition 6.6. The space C8pHnq decomposes as
C8pHnq “à
pPN
Hp
under the action of OÒpn, 1q. Here the closure
À
pPNHp of
À
pPNHp is taken
with respect to the C8 Fre´chet space topology.
The spaces Hp are the only finite dimensional irreducible representations
of OÒpn, 1q contained in C8pHnq.
Proof. The proof is based on a simple argument from algebraic geometry
and on approximation.
Let
PHn :“ 1`XµXµ,
where the index has been lowered using the Minkowski metric η, so that
XµXµ “ ηµνXµXν . Let h0 “ pPHnq be the ideal in CrX0,X1, . . . ,Xns
defining Hn as an algebraic subvariety of Rn,1 (note that there is no natural
way to enforce the condition X0 ą 0 in the definition of hyperbolic space).
Let ApHnq :“ CrX0,X1, . . . ,Xns{h0 be the set of regular functions on Hn.
The short exact sequence
0 ÝÑ h0 ÝÑ CrX0,X1, . . . ,Xns ÝÑ ApHnq ÝÑ 0,
where each term is viewed as an OÒpn, 1q-representation, splits. Namely, the
projection CrX0,X1, . . . ,Xns Ñ ApHnq induces a vector space isomorphism
‘pPNHp » ApHnq.
In particular, the last equality gives the decomposition of ApHnq into ir-
reducible representations. We emphasize here that this reduction is sim-
ilar in spirit to the standard reduction modulo an ideal (see for exam-
ple [17]), but it cannot be associated to any monomial ordering. Given
P P CrX0,X1, . . . ,Xns, we reduce it modulo PHn to get a polynomial H
such that lXH “ 0, H ” P mod pPHnq. This is done with the Euclidean
division algorithm based on the decomposition
CdrX0, . . . ,Xns “ Hd ‘ pXµXµqCd´2rX0, . . . ,Xns.
We go by downward induction. Assume that all homogeneous components
of P of degree strictly greater than j ě 0 are harmonic. We can then
MASS-LIKE INVARIANTS FOR AH METRICS 63
decompose the component Ppjq of P that is homogeneous of degree j using
the previous decomposition,
Ppjq “ Hpjq ` pXµXµqUpjq,
where Uj is homogeneous of degree j ´ 2 (note that Upjq “ 0 if j ă 2). As a
consequence, we can replace P byrP :“ P ´ p1`XµXµqUpjq ” P mod pPHnq.
The polynomial rP has homogeneous components of degree ě j that are
wave-harmonic. We continue this process down to j “ 0 to get a polynomial
H ” P mod PHn such that lXH “ 0.
We now show that if V is any non trivial finite dimensional irreducible
subrepresentation of C8pHnq, then V is one of the Hp. It follows from the
Stone-Weierstrass theorem that ApHnq is dense in C8pHnq with respect to
its Fre´chet topology, that is
C8pHnq “à
pPN
Hp.
To prove that there does not exist any other finite dimensional irreducible
representation within C8pHnq, we show that any such representation lies in
ApHnq. Since we have classified the finite dimensional irreducible represen-
tations lying in ApHnq the conclusion will follow. We set G :“ Opn, 1q and
H :“ SOpnq Ă SOpn, 1q. The hyperbolic space is a homogeneous space
H
n “ G{H.
As a consequence, we have
ApHnq » A pG{Hq » ApGqH ,
where ApGqH is the subset of functions of ApGq that are invariant under the
right action of H.
Let λ : V Ñ C8pHnq be a G-equivariant linear map from a finite di-
mensional irreducible representation V of G. Let ev : A pG{Hq Ñ C be the
evaluation at the left coset H, and extend ev to C8pHnq by continuity. We
set ℓ :“ ev ˝λ, so that ℓ is a linear form on V . For any h P H and v P V , we
have
ℓph ¨ vq “ evpλpvq ˝ h´1q “ evpλpvqq “ ℓpvq,
so ℓ is H-invariant. The function
λpvq : G{H Ñ C
satisfies
λpvqpgHq “ evpg´1 ¨ λpvqq “ ℓpg´1 ¨ vq.
Since V is finite dimensional and G is semi-simple, the representation is
algebraic. Hence, g ÞÑ ℓpg´1vq P ApGq. By the previous calculation λpvq P
ApGqH “ ApHnq. So the image of λ is contained in ApHnq. 
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It can be checked that the elements h of the representation Vpω1`2ω2 in
Lemma A.7 are characterized by the following three conditions$’&’%
lhµν “ 0,
ηµνhµν “ 0,
hµνX
µ “ 0.
(44)
This has only to be checked for the highest weight vectors. The first two
conditions impose that h that belongs to ApRn,1q b ˚Sym2pRn,1q whose de-
composition in irreducible representations is given in Lemma A.7. The third
condition singles out Vpω1`2ω2 among those representations. We denote by
Tp the set of homogeneous polynomials of degree p that satisfy the conditions
(44).
The tangent space of Hn can be described as an algebraic variety by taking
two copies of ApRn,1q,
ApRn,1 ˆ Rn,1q “ ApRn,1q bApRn,1q
» CrX0,X1, . . . ,Xn, Y 0, Y 1, . . . , Y ns,
where we call the second set of variables pY µq. These variables should be
thought as differentials, that is
Y µ » dXµ.
We set
THn :“ Y µXµ,
where again the index has been lowered using the metric η. The defining
ideal h for THn is given by
h “ pPHn , THnq .
Note that the first generating polynomial PHn is the same as for h0 while
the second one is DPHnpY q up to a factor 2. The ideal h is not homogeneous
but is homogeneous in the Y -variables. As a consequence, ApTHnq inherits
a grading for the Y -variables and we shall denote by AdpTHnq the image of
A˚,dpRn,1 ˆRn,1q “ ApRn,1q bCdrY 0, Y 1, . . . , Y ns in ApTHnq. By polariza-
tion, AdpTHnq is identified with the set of regular sections of SymdpTHnq.
As in the proof of Proposition 6.6, we find an OÒpn, 1q-equivariant section
of the exact sequence
0 ÝÑ h2 ÝÑ A˚,2pRn,1 ˆ Rn,1q ÝÑ A2pTHnq ÝÑ 0,
where h2 “ tP P h | degY P “ 2u. We first implement a decomposition of
elements in A˚,2pRn,1ˆRn,1q into pure trace and trace-free elements. Up to
a constant, the trace of P is given by lY P and we can write
P “ 1
2pn ´ 1q plY P qY
µYµ `
ˆ
P ´ 1
2pn´ 1q plY P qY
µYµ
˙
l jh n
“:P˚
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for any polynomial P P A˚,2pRn,1ˆRn,1q. Note that, by polarization, Y µYµ
is the Minkowski metric. The first term is pure trace, while the second one
is trace-free, meaning that lY P˚ “ 0.
As a consequence,
A˚,2pRn,1 ˆ Rn,1q “ ApRn,1qY µYµ ‘ A˚˚,2pRn,1 ˆRn,1q, (45)
where A˚˚,2pRn,1 ˆ Rn,1q denotes the space of trace-free regular functions of
degree 2 with respect to Y . We now prove two lemmas which show how the
irreducible subrepresentations of each of the terms in Equation (45) descend
to the quotient A2pTHnq.
Lemma 6.7. Let P P A˚,2pRn,1 ˆ Rn,1q be a pure trace polynomial, P “
QY µYµ, with Q P RrX0,X1, . . . ,Xns such that lXP “ 0. If P P h, then
P “ 0.
Proof. We write P “ QY µYµ with Q P RrX0,X1, . . . ,Xns satisfying lXQ “
0. Note that the operator ξi defined as
ξi :“ Xi BBY 0 `X
0 B
BY i
annihilates both PHn and THn so ξ
i maps h into itself. However,
pξiq2P “ 2QppX0q2 ´ pXiq2q R h
since Q is not divisible by PHn . 
As a consequence of this lemma, the space
À
jPNHjY
µYµ is mapped in-
jectively into A2pTHnq.
The next lemma follows from a straightforward calculation.
Lemma 6.8. If ξ P ΓpTRn,1q is a vector field on Rn,1 and X,Y are vectors
tangent to Hn then
LξηpX,Y q “ LξT bpX,Y q ´ 2ηpν, ξqbpX,Y q,
where, denoting by ν the normal to Hn, ξ “ ξT´ηpν, ξqν is the decomposition
of ξ into its tangential and normal parts with respect to Hn.
We are now ready to describe the decomposition of the space of smooth
symmetric two-tensors on Hn.
Proposition 6.9. The space S2pHnq decomposes as
S2pHnq “
˜à
pPN
Hpb
¸
‘
˜à
pPN
Tp
¸
‘ Lie,
under the action of OÒpn, 1q, where the closure is taken with respect to the
C8 Fre´chet space topology. Here Lie denotes the image of
Ξ :“
˜ à
pPN,pě2
Ξpω1
¸
‘
˜à
pPN
Ξpω1`ω2
¸
,
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under the map ξ ÞÑ Lξb. Further, Ξpω1 is the image of Hp under gradb
and Ξpω1`ω2 is the UpOÒpn, 1qq-module generated by ξpω1`ω2 (see Equation
(65)).
The only finite dimensional irreducible representations of OÒpn, 1q con-
tainted in S2pHnq are the Hpb and the Tp and the images of Ξpω1 and
Ξpω1`ω2.
Proof. We reuse the notation used in the proof of Proposition 6.6. We have
H
n “ G{H and the map GÑ G{H is the oriented orthonormal frame bundle
of Hn with total space G. The bundle Sym2pHnq is the associated vector
bundle
V :“ Sym2pHnq “ Gˆµ Sym2pRnq,
where µ is the standard action of H on V :“ Sym2pRnq. Note that V gets
identified with the fiber Ve over the left coset eH. If s P ΓpVq is a section,
we pull it back to a map rs : GÑ V by settingrspgq :“ pg´1q˚spgHq P Ve » V.
Under this mapping, the space ΓpVq gets identified with the following in-
duced representation,
IndGHpV q8 :“
 
f P C8pG,V q | fpghq “ µph´1qfpgq,@g P G,h P H( .
The action of G on ΓpVq corresponds to the action by left translation on
IndGHpV q8. The image of the regular sections ΓalgpVq is the induced repre-
sentation
IndGHpV qalg :“
 
f P ApGq b V | fpghq “ µph´1qfpgq,@g P G,h P H( .
If W is a finite dimensional G-submodule of ΓpVq then we can pull it back
to ĂW Ă IndGHpV q8. Let ℓ : ĂW Ñ V be defined by
ℓpfq :“ fpeq.
The action of G on W is algebraic so g ÞÑ ℓpg´1 ¨ fq “ fpgq is regular. This
means that ĂW Ă IndGHpV qalg
and, hence,
W Ă ΓalgpVq.
The Frobenius reciprocity formula [23, Theorem 12.1.3], combined with the
branching rules, gives the isotypic decomposition of ΓalgpVq. Representa-
tions with highest weight pω1 ` ω2 and pω1 ` 2ω2, p P N, appear with
multiplicity 1 while those with highest weight pω1, p P N, appear with mul-
tiplicity 2 except for p “ 0, 1 for which the multiplicity is 1.
This can be seen as follows. From Lemma 6.7, the spaceà
pPN
HpY
µYµ
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is mapped injectively into A2pTHnq. Lemma A.7 gives the decomposition of
A˚˚,2pRn,1 ˆ Rn,1qäpPHnq »
˜à
pPN
Hp
¸
b ˚Sym2pRn,1q
into irreducible representations. Quotienting out by pPHn , THnq, we see that
hpω1`ω2 becomes proportional to Hpω1`ω2 . Similarly, hpω1 and kpω1 become
linear combinations of Hpω1 and pZ´1qpY µYµ. As a consequence, we see
that A2pTHnq is generated by the images of Tp, Hpb, Ξpω1 , and Ξpω1`ω2 ,
p P N. Finally, we note that vectors in Ξpω1`ω2 are tangent to Hn while
vectors in Ξpω1 can be decomposed in a tangential part and a normal part.
Using Lemma 6.8, this gives the decomposition of A2pTHnq in the statement
of the proposition.
Density of A2pTHnq in S2pHnq is easy to prove. Given h in S2pHnq we
can extend it to a section rh of Sym2pTRn,1|Hnq, where TRn,1|Hn denotes the
restriction of the tangent bundle of Rn,1 to Hn. We then approximate each
of the rhpBµ, Bνq in C8 by some polynomial and thereby find a polynomial
approximation h0 of rh. The image of h0 in A1pTHnq is an approximation of
h. 
Lemma 6.10. Let F : MpHnq Ñ C8pHnq be a scalar-valued curvature
operator vanishing at b and let DF : S2pHnq Ñ C8pHnq be its linearization
at b. Then DF ˚pHpq is contained in the set
tL∇fb´ 2 pppn´ 1` pq ´ pn´ 1qq fb | f P Hpu
“
!
Hessbpfq ´ pppn´ 1` pq ´ pn´ 1qq fb | f P Hp
)
for p ą 0, whereas DF ˚pH0q “ t0u.
Proof. Since F is a curvature operator vanishing at g “ b, we have
0 “ F ppΨtq˚bq
for any 1-parameter family of diffeomorphisms Ψt. Therefore, if Ψ0 “ IdHn
and if X :“ d
dt
Ψt|t“0 is the infinitesimal generator of Ψt, we have
0 “ d
dt
F ppΨtq˚bq|t“0 “ DF pLXbq.
As a consequence, for any f P C8pHnq and any compactly supported vector
field X P ΓpTHnq we have
0 “
ż
Hn
fDF pLXbq dµb
“
ż
Hn
xDF ˚pfq,LXbyb dµb
“ ´2
ż
Hn
xdivpDF ˚pfqq,Xyb dµb,
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so we conclude that divpDF ˚pfqq ” 0. Since DF ˚ is OÒpn, 1q-equivariant,
we have that the image of Hp under DF
˚ is contained in the corresponding
isotypic subspace of A2pTHnq, see Proposition 6.9. We have thus found that
DF ˚pfq “ αpfb` βpL∇fb “ αpfb` 2βp Hessbpfq
for some constants αp and βp. The condition divpDF ˚pfqq “ 0 gives
0 “ αpdf ` 2βp divHesspfq
“ αpdf ` 2βp pdp∆fq `Ricpdfqq
“ αpdf ` 2βp pppn´ 1` pq ´ pn´ 1qq df,
see Lemma 6.13. This forces
αp “ ´2βp pppn´ 1` pq ´ pn´ 1qq
unless p “ 0. In this particular case, df “ 0 and the condition divpDF ˚pfqq “
0 gives us α0 “ 0. Thus DF ˚pH0q “ t0u. 
We now define the notion of independent curvature operators.
Definition 6.11. Let p P N. Two scalar-valued curvature operators Fi :
MpHnq Ñ C8pHnq, i “ 1, 2, are said to be p-independent if they are not
proportional, and if DF ˚1 pfq ‰ DF ˚2 pfq, where f is the highest weight ele-
ment of the representation Hp.
Similarly, if n ě 4 and p P N, we say that two tensor-valued curvature
operators Ci : MpHnq Ñ S2pHnq, i “ 1, 2, are p-independent if they are
not proportional, and if DC˚1 pkq ‰ DC˚2 pkq, where k is the highest weight
element of the representation Ep.
If n “ 3 and p P N, the same definition holds, replacing Ep by the repre-
sentations Vpp`4qω1`pω2 and Vpω1`pp`4qω2 .
Using Lemma 6.10 together with Proposition 6.9 we conclude the follow-
ing result from Schur’s lemma.
Proposition 6.12. Given two independent scalar-valued curvature opera-
tors F1, F2 there exists unique coefficients λp P R such that, setting Fλp :“
λpF1 ` p1´ λpqF2, we have
Hp Ă kerDF ˚λp ,
where DF ˚λp is the formal L
2-adjoint of DFλp .
Similarly, given two Sym2-valued independent curvature operators C1, C2
there exists unique coefficients µp P R such that, setting Cµp :“ µpC1 ` p1´
µpqC2, we have
Ep Ă kerDC˚µp ,
where DC˚µp is the formal L
2-adjoint of DCµp.
At this point we should notice that Proposition 6.12 can be generalized to
linear combinations of an arbitrary number of curvature operators. In par-
ticular, we see that there is a priori no preferred way to attach a curvature
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operator to a given mass. What makes the link between the standard mass
and the scalar curvature so tight is the fact that the kernel of the adjoint
of the linearization of the scalar curvature is exactly equal to H1, together
with Theorem 6.1. It will become apparent in the next subsection that,
in general, kerDF ˚ is infinite dimensional for the curvature operators we
construct. See however Remark 6.15. Notice also that that Michel’s con-
struction only involves the linearization of curvature operators. This further
complicates the possibility of associating a specific curvature operator to a
mass invariant. The link, if it exists, could be provided by positive mass
theorems.
6.4. The conformal masses. A key fact is that the space kerDScal˚b , also
known as the space of lapse functions, coincides with the space H1 of homo-
geneous polynomials of degree 1 in the variables X0,X1, . . . ,Xn, and they
are automatically wave-harmonic.
We will consider for p ě 0 the space Hp of homogeneous wave harmonic
polynomials of degree p in the same variables, which was introduced in
Section 4.
First, let us give the following result stating that a homogeneous solution
of the wave equation on Rn,1 restricts to an eigenfunction of the Laplacian
on Hn.
Lemma 6.13. Let u˜ P C8pRn`1q be a smooth solution to the wave equation
lu˜ :“ ´B
2u˜
Bt2 `∆Rnu˜ “ 0.
Assume moreover that u˜ is homogeneous of degree p ą 0, that is u˜psxq “
spu˜pxq for all x P Rn`1 and s P R. Then the restriction f of u˜ to the
hyperboloid Hn ãÑ Rn,1 solves the equation
∆u “ ppp` n´ 1qu,
where ∆ is the Laplace operator of Hn.
Proof. In the timelike region of Rn,1 the Minkowski metric η can be written
as
η “ ´ds2 ` s2b,
where b is the metric on Hn. Let x be a vector in the timelike region of Rn,1,
then x “ sy, where s P R and y P Hn. We get
0 “ lu˜psyq “ l pspu˜pyqq
“ ´ 1
sn
Bspsnpsp´1qu˜pyq ` 1
s2
sp∆u˜
“ sp´2 p´ppn´ 1` pqupyq `∆upyqq .

In light of this Lemma, we look for operators F : MpHnq Ñ C8pHnq
for which the space kerDF ˚b contains the space of functions u P C8pHnq
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such that ∆u “ ppp ` n ´ 1qu. It will then in particular contain the finite
dimensional representation Hp of OÒpn, 1q.
As we will see, one such operator F is
Fppgq “ ∆gScalg ´ ppp` n´ 1qScalg ´ ppp` n´ 1qnpn ´ 1q. (46)
In Subsection 6.3 we will further see that this is not the only possible choice
of a geometric operator F such that Hp is a subrepresentation of kerDF
˚
b .
However, we will use Fp to recover the corresponding linear masses at infinity
from Michel’s construction described in Subsection 6.1. The key fact that
makes this example work is that the curvature operators ∆gScalg and Scalg`
npn´ 1q are independent in the sense of Definition 6.11.
Since we already know properties of the scalar curvature operator from
Subsection 6.2, it remains to study
F0 : g ÞÑ ∆gScalg,
obtained for p “ 0. Linearizing at g “ b we get the expressions
DF ˚0 “ DScal˚ ˝∆b,
and
UF0pu, eq “ udpdiv div eq ´ pdiv div eqdu´ ι∇p∆uqe` p∆uqdiv e
´ udp∆ptr eqq `∆ptr eqdu` ptr eqdp∆uq ´ p∆uqd tr e
` pn´ 1qpudptr eq ´ ptr eqduq,
where we have used that Ricb “ ´pn´ 1qb in the last line. From the results
in Subsection 6.2 concerning the scalar curvature operator, the first equation
above yields
kerDF ˚0 “ tu P C8pHnq | Hessp∆uq “ p∆uqbu ,
and thus
kerDF ˚p “
!
u P C8pHnq |
´
Hessb´ Id b
¯´
∆b ´ ppp` n´ 1q
¯
u “ 0
)
.
We therefore conclude that
Hp Ă tu | ∆u “ ppp` n´ 1quu Ă kerDF ˚p
for p ě 0. In particular, kerDF ˚p is infinite-dimensional. We use the first
of the above inclusions in order to simplify the expression for UFppu, eq
whenever f P Hp.
By R-linearity of the expression UF pu, eq with respect to its argument F ,
we indeed have, using ∆u´ ppp` n´ 1qu “ 0,
UFppu, eq “ udpdiv div eq ´ pdiv div eqdu´ udp∆ptr eqq
`∆ptr eqdu` pn´ 1qpudptr eq ´ ptr eqduq.
Our next goal is to check that Theorem 6.2 applies to the operators Fp,
and that we recover the linear masses at infinity associated to the represen-
tations Hp.
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Theorem 6.14. Let p ě 0. Let τ P R such that τ ą pp` n´ 1q{2 and take
g P Gτ such that |∇g|b ` |∇2g|b ` |∇3g|b “ Ope´τrq and eprFppgq P L1pbq.
Then the map u P Hp ÞÑ mFppu, g, bq given by
mFppu, g, bq :“ lim
rÑ8
ż
Sr
UFppu, eqpνrq dµr
is well defined. Furthermore, the map H : g P Gp`n´1 ÞÑ Hg P pHpq˚ defined
by
Hgpuq :“ mFppu, g, bq
coincides, up to a multiplicative constant, with the linear mass at infinity Φc
for n1 “ p.
Proof. We use the general result of Theorem 6.2 by Michel [36]. Since the
growth of elements u ofHp is Opeprq, it suffices to prove that the assumptions
imply the convergence of xu,QFppeqy, where QFp is the quadratic remainder
QFppeq “ Fppgq ´DFppeq
defined in Subsection 6.1. We have the estimate
|QFppeq| ď C
`|e| ` |∇e| ` |∇2e| ` |∇3e|˘2 ď Ce´2τr.
Hence,
|xu,QFppeqy| “ |uQFppeq| ď C|u|e´2τr ď Cepp´2τqr
where we use the fact that u P Hp. Due to the inequality p´ 2τ ă ´pn´ 1q
the right hand side is integrable on Hn with respect to the volume measure
dµb “ psinh rqn´1drdµσ of b. This proves the first part of the theorem.
We next note that the conditions on g imply that it is an element of
Gp`n´1. We can apply Corollary 6.4 and obtain that the map
ΦFp : Gp`n´1 Ñ pHpq˚
is a linear mass at infinity. Hence, from the classification Theorem 4.5, it is
proportional to the linear mass at infinity Φc obtained for the representation
Vpω1 .
To be more precise, and to make sure that the map ΦFp is not trivial,
we compute the expression of mFppu, g, bq. To do so, we need to analyse
the decay of the various terms involved in the expression for UFppu, eqpνrq.
Recall that by assumption we have
e “ psinh rq´pp`n´3qm` psinh rq´pp`n´2qm1,
where the transversality condition holds, so that e P C8 `HnzBR, S2pSn´1q˘.
Equivalently, the mass-aspect tensor m of g is a section of S2pSn´1q while
m1 P C8
`
H
nzBR, S2pSn´1q
˘
. Note also that the normal vector νr is equal
to Br in the geodesic coordinates we use. We obtain
tr e “ psinh rq´pp`n´3qpsinh rq´2 `trσm` psinh rq´1 trσm1˘
“ psinh rq´pp`n´1q trσm`Ope´pp`nqrq,
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so
∆ptr eq “ B2r ptr eq ` psinh rq´2∆σptr eq
“ pp` n´ 1q2psinh rq´pp`n´1q trσm`Ope´pp`nqrq,
and
div div e “ psinh rq´pp`n`1q divσ divσm`Ope´pp`n`2qrq.
It is easy to evaluate the Br-derivatives of the above expressions. In partic-
ular the leading term keeps the same order of decay. We thereforeget
UFppu, eqpνrq “ ppp` n´ 1q2 ´ pn´ 1qq
ˆ pupp ` n´ 1q ` Bruqpsinh rq´pp`n´1q trσm`Ope´pp`nqrq.
Neither the constant pp` n´ 1q2 ´ pn´ 1q ě pn ´ 1qpn ´ 2q nor the factor
pupp`n´ 1q` Bruq vanish. For the second claim here we write the element
u P Hp as
u “ P pX0,X1, . . . ,Xnq “ P p1, x1, . . . , xnqpsinh rqp `Oppsinh rqp´2q
where P is a homogeneous polynomial of degree p, and xi denote the func-
tions on Sn´1 obtained as the restriction of the Cartesian coordinates of Rn.
Therefore, we have
Bru` pp` n´ 1qu “ P p1, x1, . . . , xnqp2p` n´ 1qpsinh rqp `Oppsinh rqp´2q.
Plugging this into the formula for the integrand UFppu, eqpνrq, we find
UFppu, eqpνrq “ Cpn, pqP p1, x1, . . . , xnqpsinh rq´pn´1q `Ope´nrq,
for a nonzero constant Cpn, pq. Integrating this against the volume element
dµr “ psinh rqn´1 dµσ and taking the limit as r Ñ8 yields
mFppu, g, bq “ Cpn, pq
ż
Sn´1
P p1, x1, . . . , xnq trσmdµσ.

Remark 6.15. The interpretation we propose for the conformal mass-like
invariants may seem somewhat ad hoc. Namely, we choose the parameter
α in Equation (46) so that the kernel of the formal adjoint of the linearized
operator Fk contains all functions f satisfying ∆
bf “ dpd`n´1qf (perhaps
with a certain growth at infinity, because we need to take into consideration
the weighted space in which the variation takes place).
To show that this construction is more than that, we do a kind of reverse
engineering and take a closer look at the mass Φc with n1 “ 2. We are
looking for a curvature operator C for which the kernel of the adjoint of C
linearized at g “ b is exactly H2.
The functions V P H2 are polynomials of degree 2 and, hence, are charac-
terized by Bp3qV ” 0 on Rn,1. The condition lV “ 0 is in a sense a maximal
growth condition since a complementary subspace of H2 in R2rXmus is gen-
erated by pX0q2 ´řipXiq2 which is constant on Hn and, hence, would give
0 when inserted in U2.
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The equation satisfied by the restriction of V ’s to Hn is given by
C˚0 pV q :“ ∇i∇j∇kV “ 2bjk∇iV ` bij∇kV ` bik∇jV. (47)
Since this is a third order operator, it cannot be the adjoint of the lin-
earization of some operator depending on the metric g only. However, the
Christoffel symbols of the metric g have three free indices. This indicates
that we should linearize the curvature operator C with respect to the con-
nection and the metric, that is adopt a point of view a` la Palatini (see for
example [44, Appendix E]).
To keep things simple we will in what follows work only with the highest
order terms, that is at the level of the principal symbol. This is hopefully
sufficient to motivate the introduction of the curvature operator Fk.
Let ∇b denote the Levi-Civita connection of the hyperbolic metric and let
∇g denote the Levi-Civita connection of an arbitrary metric g that coincides
with b outside a compact set. Let Γ :“ ∇g ´∇b be the Christoffel symbols
of the connection ∇g with respect to the background metric b,
Γkij “
1
2
bkl
´
∇biglj `∇bjgil ´∇blgij
¯
.
The minimal coupling between Γ and ∇p3q is given by
C0 “ ∇i∇j∇kΓkij ` tlower order termsu,
where indices are raised and lowered with respect to either g or b. This
does not matter since we are looking at the first order variation of C around
g “ b, Γ “ 0. One then recognizes this as the first term in the double
divergence of the Ricci tensor. If, instead of considering Equation (47), we
use the following equivalent form
C˚pV q :“ ∇i∇j∇kV ´∇i∆V bjk “ ´2n∇iV bjk ` bij∇kV ` bik∇jV, (48)
we find that C is at the level of the principal symbol the double diver-
gence of the Ricci curvature. By the second Bianchi identity, we have that
2 div div Ric “ ∆Scal. This gives another motivation for the introduction of
the curvature operator Fk, at least for H2.
This construction raises the following question: is there a formalism in
Riemannian geometry that allows one to vary jets of arbitrary orders inde-
pendently? That is to say do there exist higher order Palatini formalisms?
That would allow to generalize the idea just described to find natural can-
didates for the curvature operator Ck associated to all Hk. Note that even
if such a formalism exists, it would require controlling some weighted W k,2-
norm of g ´ b and the weighted L1-norm of Ck. The curvature operator Fk
serves the same purpose with less derivatives of g ´ b to control.
6.5. The Weyl masses. Inspired by Proposition 6.12, we now set out to
find two independent S2pHnq-valued curvature operators C1, C2 and, for
each p P N, a linear combination of them, Cµp :“ µpC1 ` p1 ´ µpqC2, such
that the representation Ep is a subset of kerDC
˚
µp
. This in the case n ě 4.
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For the case n “ 3 we wish to find, for each p P N, such combinations
for which the representation Vpp`4qω1`pω2 (resp. Vpω1`pp`4qω2) is a subset of
kerDC˚µp .
We obtain the following two results, treating separately the cases n ě 4
and n “ 3.
Proposition 6.16. For n ě 4 and p P N, the normalized Ricci curvature
operator C1 : g ÞÑ Ricg`pn´ 1qg and the Bach curvature operator C2 : g ÞÑ
Bg are independent. In particular, Proposition 6.12 applies.
Proposition 6.17. For n “ 3 and p P N, the normalized Ricci curvature
operator C1 : g ÞÑ Ricg ` 2g and the Cotton-York curvature operator C2 :
g ÞÑ Cg are independent. In particular, Proposition 6.12 applies.
With these propositions we have the information needed to prove a version
of Theorem 6.14 for the Weyl masses. We could in principle use Theorem 6.2
to identify the Weyl masses as integrals of the 1-forms UCµp for the relevant
linear combinations Cµp “ µpC1 ` p1 ´ µpqC2. The result is however that
UCµp is a large and rather uninformative collection of terms. We therefore
leave out the formulation of this result.
The proofs of these propositions require us to make sure that the for-
mal adjoints of the linearization at b of the chosen operators C1 and C2
are different when evaluated at the highest weight elements of the relevant
representations.
More precisely, we will check, for a general k belonging to the rele-
vant representation space (either Ep for Proposition 6.16 or Vpp`4qω1`pω2 or
Vpω1`pp`4qω2 for Proposition 6.17), that DC
˚
1 pkq “ p1k and DC˚2 pkq “ p2k
with p1 ‰ p2.
We begin with the computation of DRic˚b pkq, for k P Ep.
6.5.1. Calculations for the Ricci tensor. Let h be an arbitrary Lorentzian
metric on Rn,1 such that Hn is a spacelike hypersurface and let ∇h be the
Levi-Civita connection of H
For vectors X,Y tangent to Hn, we set
ShpX,Y q :“ h
´
X,∇hY ν
¯
, (49)
where ν “ x is the future pointing normal to Hn with hpν, νq “ ´1. We
extend ν to a neighborhood of Hn so that it satisfies the geodesic equation
∇hνν “ 0. Let g denote the metric induced by h on Hn.
The following calculations are standard and can be found for example
in [12, Chapter 6, Section 4]. The Levi-Civita connection ∇g of g is the
restriction of ∇h to THn,
∇
g
XY “ ∇hXY ´ ShpX,Y qν.
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It follows that, if X,Y,Z are vector fields tangent to Hn we have
RgpX,Y qZ “ RhpX,Y qZ ` ShpX,ZqShpY q ´ ShpY,ZqShpXq
´
´
∇
g
XS
hpY,Zq ´∇gY ShpX,Zq
¯
ν,
and
RhpX, νqν “ ´
´
∇hνS
hpXq ` ShpShpXqq
¯
,
where ShpXq denotes the shape operator,
ShpXq :“ ∇hXν.
The tangential components of the Ricci tensor of h can be computed as
follows. Let pe1, . . . , enq be an orthonormal frame on Hn. Then
RichpX,Y q
“
nÿ
i“1
h
´
Y,RhpX, eiqei
¯
` h
´
Y,RhpX, νqν
¯
“
nÿ
i“1
h
´
Y,RgpX, eiqei ´ ShpX, eiqShpeiq ` Shpei, eiqShpXq
¯
´ h
´
Y,
´
∇hνS
hpXq ` ShpShpXqq
¯¯
“ RicgpX,Y q `HhShpX,Y q ´ 2gpShpXq, ShpY qq ´ h
´
Y,∇hνS
hpXq
¯
,
where Hh :“ ři Shpei, eiq “ divhpνq is the mean curvature of Hn with
respect to the metric h.
Next, let h “ η ` tk ` Opt2q be a 1-parameter family of metrics on Rn,1
such that kpν, ¨q “ 0. Then, to first order, ν remains the normal to Hn and
for arbitrary vector fields U and V we have
d
dt
∇hUV |t“0 “ UαV β
d
dt
pΓhqγαβBγ |t“0
“ 1
2
UαV βηγδ
´
∇ηαkδβ `∇ηβkαδ ´∇ηδkαβ
¯
Bγ .
In particular,
η
ˆ
X,
d
dt
ShpY q|t“0
˙
“ η
ˆ
X,
d
dt
∇hY ν|t“0
˙
“ 1
2
XδY ανβ
´
∇ηαkδβ `∇ηβkαδ ´∇ηδkαβ
¯
“ 1
2
∇ηνkpX,Y q ´
1
2
pkpX,SηpY qq ´ kpY, SηpXqqq
“ 1
2
∇ηνkpX,Y q,
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and
d
dt
ShpX,Y q|t“0 “ d
dt
´
hpX,ShpY qq
¯
|t“0
“ kpX,SηpY qq ` η
ˆ
X,
d
dt
ShpY q|t“0
˙
“ kpX,SηpY qq ` 1
2
∇ηνkpX,Y q,
where we used the fact that kpν, ¨q “ 0 and
SηpXq “ 1?´xαxαX `
xαX
αxµBµ
p´xαxαq3{2
.
Assuming that k is tracefree, that is ηµνkµν “ 0, we have
d
dt
a
´ detphq|t“0 “ ´η
µνkµν
2
a´ detpηq “ 0.
As a consequence,
dHh
dt
|t“0 “ d
dt
divhpνq|t“0
“ d
dt
˜
1a´ detphqBµ
´a
´ detphqνµ
¯¸
|t“0
“ 0.
Before computing the variation of RichpX,Y q with respect to t, we com-
pute what will be its most complicated term. In the following computation
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all the terms are evaluated at a point of Hn,
d
dt
h
´
Y,∇hνS
hpXq
¯
|t“0
“ kpY,∇ηνSηpXqq ` η
ˆ
Y,
d
dt
∇hνS
hpXq|t“0
˙
“ ´kpY, SηpSηpXqqq ` YαXβ d
dt
´
∇hνpShqαβ
¯
|t“0
“ ´kpY,Xq
` Yανγ d
dt
´
BγpShqαβ ` pΓhqαγδpShqδ β ´ pΓhqδγβpShqαδ
¯
|t“0Xβ
“ ´kpY,Xq
` Yανγ
ˆ
∇ηγ
d
dt
pShqαβ `
ˆ
d
dt
pΓhqαγδ
˙
pShqδβ ´
ˆ
d
dt
pΓhqδγβ
˙
pShqαδ
˙
|t“0Xβ
“ ´kpY,Xq
` Yανγ
ˆ
∇ηγ
d
dt
´
pShqαβ
¯
|t“0 `
ˆ
d
dt
pΓhqαγδ
˙
|t“0 ´
ˆ
d
dt
pΓhqδγβ
˙
|t“0
˙
Xβ
“ ´kpY,Xq ` YανγXβ∇ηγ
d
dt
´
pShqαβ
¯
|t“0
“ ´kpY,Xq ` 1
2
∇ην∇
η
νkpX,Y q.
Here we used
d
dt
´
pShqαβ
¯
|t“0 “ d
dt
phαµpShqµβq|t“0
“ ´kαµηµβ ` ηαµ
ˆ
kµβ ` 1
2
∇ηνkµβ
˙
“ 1
2
∇ηνk
α
β .
As above, let g be the restriction of h to Hn, so that g “ b`tk`Opt2q and
DRicbpkq “ ddtRicg|t“0. Using the formula relating Rich and Ricg together
with the fact that SηpXq “ X, ShpX,Y q “ ηpX,Y q, and Hη “ n, we find
d
dt
RichpX,Y q|t“0 “ DRicbpkqpX,Y q ´ 1
2
∇ην∇
η
νkpX,Y q
` n´ 4
2
∇ηνkpX,Y q ` pn´ 1qkpX,Y q
for vectors X,Y tangent to Hn.
Assuming further that k is a solution to the linearized Einstein equations,
that is
DRichpkq “ d
dt
Rich|t“0 “ 0,
we obtain
DRicbpkq “ ´pn´ 1qk ´ n´ 4
2
∇ηνk `
1
2
∇ην∇
η
νk. (50)
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If k is homogeneous of degree p, then ∇ηνk “ pk and ∇ην∇ηνk “ ppp´ 1qk, so
Equation (50) tells us that
DRicbpkq “ ´
ˆ
n´ 1` n´ 4
2
p´ ppp´ 1q
2
˙
k. (51)
Note that the Ricci tensor operator is formally self-adjoint. This follows
from the fact that the Einstein tensor operator is formally self-adjoint since
it is obtained as the first variation of the Einstein-Hilbert functional. Hence
we find that for p “ 2 and n ě 3, no such tensors k belong to the kernel of
DRic˚b .
Let C1 be the operator defined by
C1pgq :“ Ricg ` pn´ 1qg.
It is a curvature operator in the sense of Proposition 6.12, in particular it
vanishes at g “ b. From (51), it satisfies
DC˚1 pkq “
1
2
`
p2 ´ pn´ 3qp˘k, (52)
for homogeneous polynomial tensors k of degree p as above.
6.5.2. Calculations for the Cotton-York tensor. In this subsection we assume
that n “ 3. The Cotton-York tensor of a Riemannian metric g is defined as
C
g
ij :“ ε kli ∇gkPglj,
where Pg :“ Ricg ´ 1
4
Scalg is the Schouten tensor of the metric g.
Given a metric g on H3, we extend it to the restriction of the tangent
bundle TR3,1 to H3 by setting gpν, ¨q “ ηpν, ¨q. We also extend the Schouten
tensor of g to TR3,1 by setting Pgpν, ¨q “ 0. We further extend the Cotton-
York tensor trivially in the ν direction. This corresponds to the following
formula for Cg,
C
g
αβ
:“ εαγδιp∇gqγpPgqδβνι. (53)
We now return to the set-up of the previous section. Let h be a 1-
parameter family of metrics on R3,1 with h “ η ` tk ` Opt2q, and let g be
the restriction of h to H3. We have
d
dt
C
g
αβ|t“0 “ εαγδινι
d
dt
´
p∇gqγpPgqδβ
¯
|t“0
“ εαγδινι d
dt
´
hγγ
1
hδδ
1
∇
g
γ1P
g
δ1β
¯
|t“0
“ εαγδινιhγγ1hδδ1 d
dt
´
∇
g
γ1P
g
δ1β
¯
|t“0
“ εαγδινιhγγ1hδδ1 d
dt
´
∇hγ1P
g
δ1β
¯
|t“0.
We here used that it makes no difference to compute the covariant deriva-
tive with respect to the metric g or with respect to the metric h since the
difference only involves Pgpν, ¨q.
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Next, we compute d
dt
´
∇hγ1P
g
δ1β
¯
|t0 . Note that for t “ 0 we have Pg “
Pb “ ´1
2
b and bαβ “ ηαβ ` xαxβ. In the following computation all terms
are evaluated at t “ 0.
d
dt
´
∇hγ1P
g
δ1β
¯
|t“0
“ d
dt
´
Bγ1Pgδ1β ´ pΓhqκγ1δ1Pgκβ ´ pΓhqκγ1βPgδ1κ
¯
“ Bγ1
ˆ
d
dt
P
g
δ1β
˙
´
ˆ
d
dt
Γh
˙κ
γ1δ1
P
g
κβ ´
ˆ
d
dt
Γh
˙κ
γ1β
P
g
δ1κ
“ Bγ1
ˆ
d
dt
Pδ1β
˙
` 1
2
ˆ
d
dt
Γ
˙κ
γ1δ1
bκβ ` 1
2
ˆ
d
dt
Γ
˙κ
γ1β
bδ1κ
“ Bγ1
ˆ
d
dt
P
g
δ1β
˙
` 1
4
ηκτ
`Bγ1kτδ1 ` Bδ1kγ1τ ´ Bτkγ1δ1˘ bκβ
` 1
4
ηκτ
`Bγ1kτβ ` Bβkγ1τ ´ Bτkγ1β˘ bδ1κ
“ Bγ1
ˆ
d
dt
P
g
δ1β
˙
` 1
2
Bγ1kβδ1 ´ 1
2
`
xβkγ1δ1 ` xδ1kβγ1
˘
` 1
4
`
xβx
τBτkγ1δ1 ` xδ1xτBτkβγ1
˘
“ Bγ1
ˆ
d
dt
P
g
δ1β
˙
` 1
2
Bγ1kβδ1 ` p´ 2
4
`
xβkγ1δ1 ` xδ1kβγ1
˘
.
(54)
Note that νι “ xι for hyperbolic space. Hence,
d
dt
C
g
αβ|t“0 “ εαγδινιηγγ
1
ηδδ
1 d
dt
´
∇hγ1P
g
δ1β
¯
|t“0
“ εαγδινιηγγ1ηδδ1
ˆ
Bγ1
ˆ
d
dt
P
g
δ1β
˙
|t“0 ` 1
2
Bγ1kβδ1
˙
.
Now note that
d
dt
P
g
δ1β|t“0 “
d
dt
Ricδ1β|t“0 “ ´kδ1β ,
so
DCbpkq “ d
dt
C
g
αβ|t“0 “ ´
1
2
εαγδιν
ιηγγ
1
ηδδ
1Bγ1kδ1β. (55)
When we plug k “ Hpω1`pp`4qω2 into (55) we get
DCbpkq “ ´ ipp` 3q
2
pkq,
and for k “ Hpp`4qω1`pω2 we find
DCbpkq “ ipp` 3q
2
pkq.
Note that the Cotton-York tensor Cg is formally self-adjoint since it is the
first variation of the Chern-Simons functional, see [38]. Hence the p2, 0q-
tensor DC˚b pkq coincides with DCbpkq.
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Define the Cotton-York curvature operator C2 by C2pgq “ Cg. For k “
Hpω1`pp`4qω2 , in particular k homogeneous of degree p, we find that
DC˚2 pkq “ p2k, p2 “ ´
ipp` 3q
2
.
On the other hand, we have
DC˚1 pkq “ p1k, p1 “
1
2
p2
from (52). Since p2 ‰ p1, there is a unique choice of a complex constant
µp, namely µp “ ´ p2p2´p1 , such that DC˚µppkq “ 0, where Cµp :“ µpC1 `
p1 ´ µpqC2. This forces the representation Vpω1`pp`4qω2 to be included in
kerDC˚µp . The same occurs for the representation Vpp`4qω1`pω2 when one
takes p2 “ ipp`3q2 instead, and this concludes the proof of Proposition 6.17.
Note that we here introduce complex coefficients, so the operators should
be considered as operators between sections of the complexified bundles.
The corresponding mass invariants will thus be complex-valued, compare
Theorem 4.4 in the three-dimensional case.
6.5.3. Calculations for the Bach tensor. The Bach tensor is the variation of
the quadratic functional
ş |Wg|2 dµg, see [8, Chapter 4 H, Paragraph 4.76].
As such its linearization is a formally self-adjoint operator. We disregard an
irrelevant multiplicative constant and define
B
g
ab
:“ pPgqijWgiajb ´ p∇gqc
`
∇gcP
g
ab ´∇gaPgcb
˘
.
We are going to compute d
dt
B
g
ab where g is the 1-parameter family of
metrics given above. As before, we assume that all tensors defined on Hn
are extended to Rn,1 trivially in the ν-direction. The first point to notice is
that Pb “ n`2
2
b and Wb “ 0 so
d
dt
´
pPgqijWgiajb “ 0
¯
|t“0
and
d
dt
p∇gqc `∇gcPgab ´∇gaPgcb˘ |t“0 “ p∇bqc ddt `∇gcPgab ´∇gaPgcb˘ |t“0.
Since Pg was extended trivially to TRn,1, we can replace the covariant de-
rivative of Pg by the covariant derivative of Ph as long as we evaluate it in
directions tangential to Hn. As a consequence,
d
dt
`
∇gcP
g
ab ´∇gaPgcb
˘ |t“0
is given by Equation (54),
Tγαβ :“ d
dt
´
∇gγP
g
αβ ´∇gαPgγβ
¯
|t“0
“ ´
ˆ
n´ 5
2
` n´ 3
2
p
˙
pBγkαβ ´ Bαkγβq ` p´ 2
4
pxαkγβ ´ xγkαβq.
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Simple calculations show that
xγTγαβ “
„
p´ 2
4
´
ˆ
n´ 5
2
` n´ 3
2
p
˙
pp` 1q

kαβ , x
βTγαβ “ 0.
We project T to a tensor U so that it is zero when contracted with the
normal ν “ x in any slot and so that UpX,Y,Zq “ T pX,Y,Zq for X,Y,Z
tangent to Hn. It can be checked that the tensor
Uγαβ :“ ´
ˆ
n´ 5
2
` n´ 3
2
p
˙
rBγkαβ ´ Bαkγβ ` pp` 1qpxγkαβ ´ xαkγβqs
satisfies these conditions. We can now complete the calculation of the vari-
ation of the Bach tensor of g,
pDBbpkqqαβ “ d
dt
B
g
αβ |t“0
“ ´bγδ∇bδ
d
dt
´
∇gγP
g
αβ ´∇gaPgγβ
¯
|t“0
“ ´bγδBδUγαβ
“ ´npp` 1q
ˆ
n´ 5
2
` n´ 3
2
p
˙
kαβ.
Since the linearized Bach tensor is formally self-adjoint, we also obtain
DB˚pkq “ ´npp` 1q
ˆ
n´ 5
2
` n´ 3
2
p
˙
k.
for k P Ep.
Summarizing the results for n ě 4, we have two curvature operators
C1 : g ÞÑ Ricg ` pn ´ 1qg and C2 : g ÞÑ Bg with DC˚i pkq “ pik, where the
numbers
p1 “ 1
2
`
p2 ´ pn´ 3qp˘ “ 1
2
ppp´ n` 3q,
p2 “ ´npp` 1q
ˆ
n´ 5
2
` n´ 3
2
p
˙
are different for all n ě 4 and p P N. Hence C1 and C2 are independent,
thus proving Proposition 6.16: there exists a unique constant µp P R such
that Ep Ă kerDC˚µp for the curvature operator Cµp :“ µpC1 ` p1´ µpqC2.
Remark 6.18. In principle, we could compute for each such curvature oper-
ator Cµp the associated linear mass ΦCµp obtained from Corollary 6.4. We
leave for future work the explicit computation of the coefficient relating this
map and the corresponding map obtained in the classification Theorem 4.5.
Appendix A. On the irreducible representations that appear in
the classification
An important fact concerning the (complex) representations that appear
in Theorem 4.5 is that they are of real type, namely they are the complexi-
fication of real irreducible representations of OÒpn, 1q. See for example [20,
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Section 26.3] for an introduction to real and quaternionic representations.
The situation is slightly more complicated for the Weyl masses in dimension
3 since one has to consider the sum Vn1ω1`pn1`4qω2 ‘ Vpn1`4qω1`n1ω2 to get
a real representation.
The real representations whose complexifications give the representations
Hn1 and Wn1 are easy to find. Namely, they are the set of real harmonic
polynomials and the set of real Weyl tensors (see Subsection A.2). An inter-
esting consequence of this is that the real representations carry an invariant
quadratic form and we will compute here its signature, see Subsections A.1.1
and A.2.1.
A.1. The set of harmonic polynomials. From the Weyl dimension for-
mula (see for example [23, Section 7.1.2]) it follows that the dimension of
Hp is
dimHp “
ˆ
p` n´ 2
p
˙
2p` n´ 1
n´ 1 .
The calculations for this are straightforward so we omit them. It suffices to
plug λ1 “ p and λi “ 0 for all i ą 1 in the Weyl dimension formulas for
SOp2lq and SOp2l ` 1q.
A.1.1. Invariant quadratic form. The aim of this section is to compute the
signature pn`ppq, n´ppqq of the OÒpn, 1q-invariant quadratic form q on Hp.
There are general methods to compute this signature, but this representation
is simple enough so that a shorter derivation can be found. See Subsection
A.2.1 for a more robust method.
Note that the signature of the invariant quadratic form is not unique, but
only up defined up to swapping of n`ppq and n´ppq since a given invariant
quadratic form can be multiplied by any non-zero number.
For simplicity we make the choice that qpX0q “ ´1 and qpXiq “ 1 for
all i “ 1, . . . , n, and we extend q to RrX0,X1, . . . ,Xns by requiring that
distinct monomials are orthogonal and that
q
´
pX0qk0pX1qk1 ¨ ¨ ¨ pXnqkn
¯
“ qpX0qk0qpX1qk1 ¨ ¨ ¨ qpXnqkn “ p´1qk0 .
This form is the natural extension of the invariant quadratic form q on
pRn,1q˚ to Sym˚Rn,1 and, as such, it is OÒpn, 1q-invariant.
The signature pn`,0ppq, n´,0ppqq of q restricted to RprX0,X1, . . . ,Xns, the
space of homogeneous polynomials of degree p, can be computed easily from
the fact that monomials are orthogonal,#
n`,0ppq “ #tmonomials with even power of X0u,
n´,0ppq “ #tmonomials with odd power of X0u.
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Thus, $’’’’’’&’’’’’’%
n`,0ppq “
ÿ
kPt0,1,...,pu
k even
ˆ
p´ k ` n´ 1
n´ 1
˙
,
n´,0ppq “
ÿ
kPt0,1,...,pu
k odd
ˆ
p´ k ` n´ 1
n´ 1
˙
.
This can be condensed into$’’’’&’’’’%
n`,0ppq ` n´,0ppq “
pÿ
k“0
ˆ
p´ k ` n´ 1
n´ 1
˙
,
n`,0ppq ´ n´,0ppq “
pÿ
k“0
p´1qk
ˆ
p´ k ` n´ 1
n´ 1
˙
.
The space Hp is the kernel of the map
l : RprX0,X1, . . . ,Xns Ñ Rp´2rX0,X1, . . . ,Xns
and a complementary orthogonal subspace to Hp is given by the space Kp
of polynomials divisible by ´pX0q2 ` pX1q2 ` ¨ ¨ ¨ ` pXnq2. It cannot be
expected that l is an isometry from Kp to Rp´2rX0,X1, . . . ,Xns. We have
however the following result.
Lemma A.1. The signature of q restricted to Kp is the same as the signature
of q on Rp´2rX0,X1, . . . ,Xns.
From this lemma it follows that the signature of the invariant quadratic
form q on Hk is given by
n`ppq “ n`,0ppq ´ n`,0pp´ 2q, n´ppq “ n´,0ppq ´ n´,0pp´ 2q,
and thus
n`ppq “
ˆ
p` n´ 1
n´ 1
˙
, n´ppq “
ˆ
p` n´ 2
n´ 1
˙
. (56)
Proof of Lemma A.1. The proof is by a Brauer-style diagrammatic argu-
ment. The representation RprX0,X1, . . . ,Xns decomposes as a sum of irre-
ducible subrepresentations,
RprX0,X1, . . . ,Xns “
tp{2uà
k“0
`´pX0q2 ` pX1q2 ` ¨ ¨ ¨ ` pXnq2˘kHp´2k.
It is not complicated to check that the map
mk : Hr Ñ Rr`2krX0,X1, ¨ ¨ ¨ ,Xns
P ÞÑ `´pX0q2 ` pX1q2 ` ¨ ¨ ¨ ` pXnq2˘k P
preserves the quadratic form up to a positive constant, that is there exists
a constant λk,r such that for any P P Hr, we have qpmkpP qq “ λk,rqpP q.
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We represent an arbitrary polynomial Q P RrrX0,X1, ¨ ¨ ¨ ,Xns as a sym-
metric tensor with r indices,
Q “ Qµ1¨¨¨µrXµ1 ¨ ¨ ¨Xµr .
Multiplication by
`´pX0q2 ` pX1q2 ` ¨ ¨ ¨ ` pXnq2˘k is then the same as ten-
soring k times with η “ ηµνXµXν and symmeterizing. That is
pmkpQqqµ1¨¨¨µr`2k “ Qpµ1¨¨¨µrηµr`1µr`2 ¨ ¨ ¨ ηµr`2k´1µr`2kq
“ 1pr ` 2kq!
ÿ
σPSr`2k
Qµσp1q¨¨¨µσprqηµσpr`1qµσpr`2q ¨ ¨ ¨ ηµσpr`2k´1qµσpr`2kq.
The form q can be written as
qpQq “ Qµ1¨¨¨µrQµ1¨¨¨µr ,
where indices are raised with respect to η. We have
qpmkpQqq “ 1ppr ` 2kq!q2
ÿ
σPSr`2k
Qµσp1q¨¨¨µσprqηµσpr`1qµσpr`2q ¨ ¨ ¨ ηµσpr`2k´1qµσpr`2kq
ˆ
ÿ
τPSr`2k
Qµτp1q¨¨¨µτprqηµτpr`1qµτpr`2q ¨ ¨ ¨ ηµτpr`2k´1qµτpr`2kq
“ 1pr ` 2kq!Q
µ1¨¨¨µrηµr`1µr`2 ¨ ¨ ¨ ηµr`2k´1µr`2k
ˆ
ÿ
σPSr`2k
Qµσp1q¨¨¨µσprqηµσpr`1qµσpr`2q ¨ ¨ ¨ ηµσpr`2k´1qµσpr`2kq .
That is to say that qpmkpQqq is, up to a factor 1ppr`2kq!q2 , the sum over all
possible ways of pairing indices from two copies of mkpQq. Such a pairing
can be represented as a Brauer-like diagram:
¨ ¨ ¨ ¨ ¨ ¨
η η Q
¨ ¨ ¨ ¨ ¨ ¨
where there are k and as many corresponding to the η’s we added
to Q and 2r isolated points (r above and r below) corresponding to the r
indices of Q. Each diagram contains (at most) three types of curves drawn
by contractions (curvy lines) and η’s:
1. Closed curves (loops) corresponding to contractions of η’s with them-
selves so they give rise to a factor pn` 1q to the diagram.
2. Curves that connect the same Q (either the upper one or the lower
one) corresponding to a contraction of Q with itself. Since Q is trace-
less, having such a curve in a diagram makes its contribution vanish.
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3. Curves that connect the upper Q and the lower Q.
In the end, we get the following formula for qpmkpQqq:
qpmkpQqq “ qpQqpr ` 2kq!
ÿ
DPD0
pn` 1q#loopspDq,
where D0 denotes the set of diagrams for which there is no curve contracting
the same Q. It follows that qpmkpQqq “ λk,rqpQq with
λk,r “ 1pr ` 2kq!
ÿ
DPD0
pn` 1q#loopspDq ą 0.

A.2. The set of polynomial Weyl tensors. Let Ep`2 be the set of solu-
tions hµν of the Einstein equations linearized around the Minkowski metric
η that are homogeneous polynomials of degree p` 2. That is hµν satisfies
0 “ ´lhµν ` BµBαhαν ` BνBαhµα ´ BµBνhαα ´ BαBβhαβηµν ` ηµνlhαα. (57)
The following proposition gives an alternative characterization of the set of
polynomial Weyl tensors Wp.
Proposition A.2. The set Wp of polynomial Weyl tensors on R
n,1 is the
(dual of) the irreducible representation of OÒpn, 1q given by the following
Young tableau
Yp “ 1 2 5 ¨ ¨ ¨ p` 4
3 4
This is the image of Ep`2 under the linearized Riemann tensor,
R : hµν ÞÑ Rµναβ :“ ´1
2
pBµBαhνβ ` BνBβhµα ´ BµBβhνα ´ BνBαhµβq . (58)
We start the proof by showing that given W PWp there exists a solution
h to the linearised Einstein equations such that W “ Rphq.
Lemma A.3. Given W PWp there exists h P Ep`2 such that W “ Rphq.
The proof of this is based on a straight-forward refinement of the well-
known Poincare´ Lemma for cohomology, see for example [9, Chapter 1].
Lemma A.4. If ω is a closed k-form (k ě 1) on Rn,1 with coefficients that
are homogeneous polynomials of degree l, there exists a pk´1q-form ξ whose
coefficients are homogeneous polynomials of degree l ` 1 such that ω “ dξ.
Proof. The result is obvious for 0-forms. We assume that k ą 0. We in-
troduce the operators Ik : ΛkpRn,1q Ñ Λk´1pRn,1q, for all k ą 0, defined as
follows. For ω “ fdXµ1 ^ ¨ ¨ ¨ ^ dXµk P ΛkpRn,1q we set
Ikpωqppq :“
kÿ
j“1
p´1qj´1Xµj
ż 1
0
tk´1fptpqdtdXµ1 ^ ¨ ¨ ¨ ^ zdXµj ^ ¨ ¨ ¨ ^ dXµk .
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and extend Ik to all of ΛkpRn,1q by linearity. We claim that for any ω P
ΛkpRn,1q we have
ω “ dpIkωq ` Ik`1pdωq. (59)
Indeed,
d pIkωq ppq
“
kÿ
j“1
p´1qj´1
ż 1
0
tk´1fptpqdt dXµj ^ dXµ1 ^ ¨ ¨ ¨ ^ zdXµj ^ ¨ ¨ ¨ ^ dXµk
`
kÿ
j“1
p´1qj´1Xµj
ż 1
0
tkBµfptpqdt dXµ ^ dXµ1 ^ ¨ ¨ ¨ ^ zdXµj ^ ¨ ¨ ¨ ^ dXµk
“ k
ż 1
0
tk´1fptpqdt dXµj ^ dXµ1 ^ ¨ ¨ ¨ ^ zdXµj ^ ¨ ¨ ¨ ^ dXµk
`
kÿ
j“1
p´1qj´1Xµj
ż 1
0
tkBµfptpqdt dXµ ^ dXµ1 ^ ¨ ¨ ¨ ^ zdXµj ^ ¨ ¨ ¨ ^ dXµk ,
and
Ik`1 pdωq ppq
“
ż 1
0
tkXµBµfptpqdt dXµ1 ^ ¨ ¨ ¨ ^ dXµk
´
kÿ
j“1
p´1qj´1Xµj
ż 1
0
tkBµfptpqdt dXµ ^ dXµ1 ^ ¨ ¨ ¨ ^ zdXµj ^ ¨ ¨ ¨ ^ dXµk ,
so
d pIkωq ppq ` Ik`1 pdωq ppq
“
ż 1
0
´
ktk´1fptpq ` tkXµBµfptpq
¯
dt dXµ1 ^ ¨ ¨ ¨ ^ dXµk
“
ż 1
0
ˆ
ktk´1fptpq ` tk d
dt
pfptpqq
˙
dt dXµ1 ^ ¨ ¨ ¨ ^ dXµk
“
”
tkfptpq
ı1
0
dXµ1 ^ ¨ ¨ ¨ ^ dXµk
“ fppqdXµ1 ^ ¨ ¨ ¨ ^ dXµk .
In particular, if ω is closed, that is dω “ 0, we have ω “ dpIωq. It suffices to
note that if ω has coefficients that are homogeneous polynomials of degree
l, then Iω has coefficients that are homogeneous polynomials of degree l `
1. 
We now prove Lemma A.3 in a sequence of claims.
Claim 1. There exists a tensor fµαβ which is antisymmetric with respect to
the last two indices such that
Wµναβ “ Bµfµαβ ´ Bνfµαβ.
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Further, the components of f are homogeneous polynomials of degree p` 1.
Proof. The second Bianchi identity for W can be rewritten
dpWµναβdXµ ^ dXνq “ 0.
Since H2pRn,1q “ 0, the existence of f follows from Lemma A.4. 
Claim 2. We can assume that f satisfies
fναβ ` fαβν ` fβνα “ 0.
Proof. Note that in the choice of f , we are free to add an arbitrary exact
form dθ. So we can change f to rf “ f`dθ where θ is an arbitrary Λ2pRn,1q-
valued 0-form. In component notation,
fµαβ ù rfµαβ “ fµαβ ` Bµθαβ.
The condition rfναβ ` rfαβν ` rfβνα “ 0
reads
0 “ fναβ ` fαβν ` fβνα ` Bνθαβ ` Bαθβν ` Bβθνα
or
0 “ fναβdXν ^ dXα ^ dXβ ` dpθαβdXα ^ dXβq.
To guarantee the existence of a θ solving this equation, we have to prove
that fναβdX
ν ^ dXα ^ dXβ is closed. To do this, we use the first Bianchi
identity for W ,
0 “Wµναβ `Wαµνβ `Wναµβ
“ Bµfναβ ` Bαfµνβ ` Bνfαµβ ´ Bνfµαβ ´ Bαfνµβ ´ Bµfανβ
“ Bµpfναβ ´ fανβq ` Bνpfαµβ ´ fµαβq ` Bαpfµνβ ´ fνµβq,
or
0 “ dpfµνβdXµ ^ dXνq.
Taking the wedge product with dXβ , we obtain
dpfµνβdXµ ^ dXν ^ dXβq “ dpfµνβdXµ ^ dXνq ^ dXβ “ 0
which is the desired identity. 
Claim 3. There exists a tensor hαβ such that
fµαβ “ Bαhµβ ´ Bβhµα.
Further the components of h are homogeneous polynomials of degree p` 2.
Proof. As for Claim 1, it suffices to see that fµαβdX
α^ dXβ is closed. This
fact was already obtained in the proof of Claim 2. 
Claim 4. The tensor hαβ can be assumed to be symmetric.
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Proof. The solution hαβ from Claim 3 is not unique, the form hαβdX
β is
only defined up to the addition of an exact form dvα. So we can change
hαβ to rhαβ “ hαβ ` Bβvα without changing f (and hence W ). We get a
symmetric rh if and only if the equation
0 “ hαβ ´ hβα ` Bβvα ´ Bαvβ
admits a solution vα. This condition is the same as
dpvαdXαq “ hαβdXα ^ dXβ
so it suffices to check that hαβdX
α ^ dXβ is closed. This follows from
Claim 2. Indeed,
0 “ fναβ ` fαβν ` fβνα
“ Bαhµβ ` Bβhαµ ` Bµhβα ´ Bβhµα ´ Bαhβµ ´ Bµhαβ
“ Bµphβα ´ hαβq ` Bαphµβ ´ hβµq ` Bβphαµ ´ hµαq,
so
0 “ ´iBµdphαβdXα ^ dXβq.

Now W can be written in terms of h and we find that W “ ´2Rphq.
The condition (57) follows at once by the zero trace condition imposed on
W since this condition is nothing but the vanishing of the linearized Ricci
tensor around the Minkowski metric taken with respect to h.
We now want to identify a subrepresentation of the homogeneous polyno-
mial solutions to the linearised Einstein equations with the property that it
projects onto the set of Weyl tensors. A natural gauge condition in the con-
text of gravitational waves is de Donder’s gauge condition, which requires
that
hµµ “ 0, Bµhµν “ 0. (60)
The gauge freedom that appears for the linearized Einstein equations is the
action of infinitesimal isometries,
hµν Ñ hµν ` Bµξν ` Bνξµ,
for an arbitrary 1-form ξµ that is a homogeneous polynomial of degree p`3.
The main interest of this gauge condition is that Equation (57) reduces to
the wave equation
lhµν “ 0.
The fact that de Donder’s gauge condition can be satisfied is the content of
the next lemma.
Lemma A.5. Given an arbitrary homogeneous polynomial symmetric 2-
tensor hµν of degree p` 2 solving (57), there exists an homogeneous polyno-
mial 1-form ξµ of degree p`3 such that rhµν :“ hµν `Bµξν`Bνξµ satisfies de
Donder’s gauge condition (60). In particular, rh satisfies the wave equation
lrhµν “ 0.
MASS-LIKE INVARIANTS FOR AH METRICS 89
Proof. Straightforward calculations show that de Donder’s gauge condition
for rh imposes the following equations for ξµ,
Bµξµ “ ´1
2
hµµ, (61a)
lξν “ ´Bµhµν ` 1
2
Bνhµµ. (61b)
We remind the reader that the operator l is a surjection from the set of
homogeneous polynomials of degree p ` 3 to the set of homogeneous poly-
nomials of degree p ` 1, so Equation (61b) admits a (non-unique) solution
ξ0µ. Upon changing hµν to h
1
µν “ hµν ` Bµξ0ν ` Bνξ0µ, we can assume that
Equation (61b) reduces to
lξν “ ´Bµhµν ` 1
2
Bνhµµ “ 0. (61b’)
Taking the trace of Equation (57) for h together with Condition (61b’), we
obtain that
lhµµ “ 0.
As can be easily seen by taking the d’Alembertian of Equation (61a), this
condition is necessary to find a ξµ solving (61a)-(61b). Conversely, since the
space of harmonic homogeneous polynomials of degree p`2 is an irreducible
representation of Opn, 1q, it suffices to check that a single such polynomial
´1
2
h
µ
µ can be written as Bµξµ. For example, if
´1
2
hµµ “ pX0 ´X1qp`2,
then we can choose
ξ “ ´ 1
2pp ` 3qpX
0 ´X1qp`3pdX0 ` dX1q
so that
lξ “ 0 and Bµξµ “ ´1
2
hµµ.

Note that de Donder’s gauge condition does not determine ξµ completely,
yet it serves an important purpose. Namely, any polynomial solution to the
linearised Einstein equation has representatives modulo infinitesimal diffeo-
morphisms in the space Hp`2 b ˚Sym2pRn,1q, that is in the (dual of) the
tensor product
b .
The next step will be to decompose this tensor product into a sum of
irreducible representations. The decomposition of the tensor product of two
irreducible representations of OÒpn, 1q is given by a generalization of the
classical Littlewood-Richardson rules obtained in [35]. We need some further
information. Then we will have to check which irreducible representation
satisfies de Donder’s gauge condition (this will ensure that the corresponding
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irreducible representation is a set of solutions to the Einstein equations) and
does not belong to the kernel of the operator R. It should be noted that
checking either de Donder’s gauge condition or the non-triviality of R for an
arbitrary irreducible representation can be done at the level of the highest
weight vector. Indeed, both de Donder’s gauge condition and R can be
viewed as intertwining maps for the action of OÒpn, 1q. And, under such a
map, the image of an irreducible representation is either 0 or is isomorphic
to the irreducible representation itself.
The decomposition of Hp`2b ˚Sym2pRn,1q bC depends on whether n “ 3
or n ě 4.
Lemma A.6 (The case n “ 3). Assuming that n “ 3, the representation
Hp`2 b ˚Sym2pRn,1q decomposes as the sum
Hp`2 b ˚Sym2pRn,1q b C “ Vpp`4qω1`pp`4qω2 ‘ Vpp`4qω1`pp`2qω2 ‘ Vpp`2qω1`pp`4qω2
‘ Vpp`4qω1`pω2 ‘ Vpp`2qω1`pp`2qω2 ‘ Vpω1`pp`4qω2
‘ Vpp`2qω1`pω2 ‘ Vpω1`pp`2qω2 ‘ Vpω1`pω2 ,
of irreducible SOÒpn, 1q-representations. Here Vω denotes the irreducible
representation with highest weight ω. The first highest weight vectors are
Hpp`4qω1`pp`4qω2 “ pX0 `X1qp`2pdX0 ` dX1q2,
Hpp`2qω1`pp`4qω2 “ pX0 `X1qp`1pX2 ` iX3qpdX0 ` dX1q2
´ pX0 `X1qp`2pdX0 ` dX1qpdX2 ` idX3q,
Hpp`4qω1`pp`2qω2 “ pX0 `X1qp`1pX2 ´ iX3qpdX0 ` dX1q2
´ pX0 `X1qp`2pdX0 ` dX1qpdX2 ´ idX3q,
Hpω1`pp`4qω2 “ pX0 `X1qp
“pX2 ` iX3qpdX0 ` dX1q ´ pX2 ` iX3qpdX2 ` idX3q‰2 ,
Hpp`4qω1`pω2 “ pX0 `X1qp
“pX2 ´ iX3qpdX0 ` dX1q ´ pX2 ´ iX3qpdX2 ` idX3q‰2 ,
hpp`2qω1`pp`2qω2 “
p` 2
2
pX0 `X1qp`2 `pdX0q2 ´ pdX1q2 ` pdX2q2 ` pdX3q2˘
´ 2pp ` 2qpX0 `X1qp`1
´ 2pp ` 2qpX0 `X1q2pX2 `X3qpdX0 ` dX1qpdX2 ` dX3q
` “pp ` 1qppX2q2 ` pX3q2q ` pX0q2 ´ pX1q2‰ pX0 `X1qppdX0 ` dX1q2.
(62)
It should be noted that we only give the formulas for the first highest
weight vectors. The last three highest weight vectors can be computed but
their expression are rather long and uninstructive. The proof of Lemma A.6
is a simple exercise of the computation of the Clebsch-Gordan coefficients.
For more details on this method, the interested reader can consult reference
textbook on quantum mechanics such as [15, Chapter X]. As an example,
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the vectors Hpp`2qω1`pp`4qω2 and Hpω1`pp`4qω2 can be computed to be
Hpp`2qω1`pp`4qω2 “
ˆ
f1 b 1´ p` 2
2
1b f1
˙
Hpp`4qω1`pp`4qω2
Hpω1`pp`4qω2 “
ˆ
1
p` 1f
2
1 b 1´ f1 b f1 `
p` 2
2
1b f21
˙
Hpp`4qω1`pp`4qω2 .
Lemma A.7 (The case n ě 4). Assuming that n ě 4, the representation
Hp`2 b ˚Sym2pRn,1q decomposes as the sum
Hp`2 b ˚Sym2pRn,1q b C “ Vpp`4qω1 ‘ Vpp`2qω1`ω2 ‘ Vpω1`2ω2
‘ Vpp`2qω1 ‘ Vpω1`ω2
‘ Vpω1 ,
of irreducible SOÒpn, 1q-representations. Here Vω denotes the irreducible
representation with highest weight ω. The highest weight vectors are the
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following,
Hpp`4qω1 “ pZ´1qp`2dZ´1 b dZ´1,
Hpp`2qω1`ω2 “ pZ´1qp`1Z´2dZ´1 b dZ´1 ´
1
2
pZ´1qp`2 `dZ´1 b dZ´2 ` dZ´2 b dZ´1˘ ,
Hpω1`2ω2 “ pZ´1qp`2dZ´2 b dZ´2 ´ Z´2pZ´1qp`1
`
dZ´1 b dZ´2 ` dZ´2 b dZ´1˘
` pZ´1qppZ´2q2dZ´1 b dZ´1,
hpp`2qω1 “
1
2
pZ´1qp`1
ÿ
j
Zj
`
dZ´1 b dZj ` dZj b dZ´1˘
´ p` 1
2p` n` 1pZ
´1qp
ÿ
j
ZjZ´jdZ´1 b dZ´1
´ 1
n` 1pZ
´1qp`2
ÿ
j
dZj b dZ´j,
hpω1`ω2 “
1
2
ÿ
j
pZ´1qp`1Zj `dZ´2 b dZ´j ` dZ´j b dZ´2˘
´ 1
2
ÿ
j
pZ´1qpZ´2Zj `dZ´1 b dZ´j ` dZ´j b dZ´1˘
´ p
2p2p ` n` 1q
˜ÿ
j
ZjZ´j
¸
ˆ“pZ´1qp `dZ´1 b dZ´2 ` dZ´2 b dZ´1˘´ 2pZ´1qp´1Z´2dZ´1 b dZ´1‰ ,
kpω1 “ pZ´1qp
˜ÿ
j
ZjdZ´j
¸b2
´ 1
2p` n` 1
˜
ppZ´1qp´1
ÿ
j
Zj
`
dZ´1 b dZ´j ` dZ´j b dZ´1˘` 2pZ´1qpÿ
j
dZj b dZ´j
¸
` ppp´ 1q
8p2p ` n` 1qp2p ` n´ 1q pZ
´1qp´2
˜ÿ
j
ZjZ´j
¸2
dZ´1 b dZ´1.
(63)
Here Zi denotes coordinates on Rn,1 asociated to the basis e˘j .
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Proof. The proof of this lemma is fairly straightforward, but tedious. There-
fore, we give only the strategy. From [35] we know that
p boxes
b “
p` 4 boxes
‘
p` 3 boxes
‘
p` 2 boxes
‘
p` 2 boxes
‘
p` 1 boxes
‘
p boxes
(64)
This shows that the highest weight vectors in the tensor product Hp`2 b
˚Sym2pRn,1q b C have the highest weights indicated in the statement of the
lemma. The first three irreducible representations that appear in the right
hand side of Equation (64) have p ` 4 boxes so the corresponding highest
weight vector in Hp`2 b ˚Sym2pRn,1q can be obtained by using the corre-
sponding Young symmetrizer, see [23, Lemma 9.3.2]. For the fourth and
the fifth terms in Equation (64), the same procedure leads to elements
in Hp`1 b pRn,1q˚ b C. One then has to multiply them by the “metric”ř
j Z
jdZ´j. However, these elements do not belong toHp`2b ˚Sym2pRn,1qbC
since neither its d’Alembertian nor its trace are zero so we need to sub-
tract them by adding terms that are proportional to
ř
j Z
jZ´j and toř
j dZ
j b dZ´j . All these maps being intertwining for Opn` 1,Cq, we have
then constructed the highest weight vector of the corresponding representa-
tion. The procedure is similar for the sixth term in (64). However, here, we
have to multiply by
´ř
j Z
jdZ´j
¯b2
. 
The last step in the proof of Proposition A.2 is to identify Wp with
the irreducible representation of highest weight pω1 ` 2ω2 if n ě 4 or to
Vpω1`pp`4qω2 ‘ Vpp`4qω1`pω2 if n “ 3.
From Lemma A.5, we know that any W P Wp can be represented as
W “ Rphq for some h P Ep`2 satisfying de Donder’s gauge condition. In
particular, h belongs toHp`2b ˚Sym2pRn,1q. This means thatWp is the image
of the set of OÒpn, 1q irreducible subrepresentations of Hp`2 b ˚Sym2pRn,1q
that satisfy de Donder’s gauge condition. It can be checked that only the
first three vectors in (63), which we denoted Hω to distinguish them from the
others, and similarly only the first five vectors in (62) satisfy this condition
(as mentioned earlier, this gauge condition must only be verified for the
highest weight vector).
We now assume n ě 4, the case n “ 3 being similar. The first two terms
actually belong to the kernel of R. The simplest way to check this is by
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noticing that
Hpp`4qω1 “ Lξpp`2qω1η,
Hpp`2qω1`ω2 “ Lξpp`2qω1`ω2η,
where
ξpp`4qω1 “
1
2pp ` 3q pZ
´1qp`3e`1,
ξpp`2qω1`ω2 “
1
2pp ` 2q
`pZ´1qp`2Z´2e1 ´ pZ´1qp`3e`2˘ . (65)
So only the third term in (64) remains and it is simple matter to check that
RpHpω1`2ω2qpe´1, e´2, e´1, e´2q “ pp` 2qpp ` 3qpZ´1qp ‰ 0.
This proves thatWp is the image of Vpω1`2ω2 under R, and thus completing
the proof of Proposition A.2.
The dimension of Wp is
dimWp “ 1
2
n` 1
n´ 1
ˆ
p` n
p` 3
˙pp` 1qpp ` n` 2qp2p ` n` 3q
p` n .
This formula follows once again by the Weyl dimension formula. Note that
the case n ` 1 “ 4 has to be checked separately since the representation
Wp “ pp, p ` 4q ‘ pp ` 4, pq is not irreducible for n` 1 “ 4.
A.2.1. Invariant quadratic form. To compute the signature of the invariant
quadratic form onWp, we use the Cartan decomposition of OÒpn, 1q (see for
example [30] for a presentation of the Cartan decomposition). The maxi-
mal compact subgroup K of OÒpn, 1q is Opnq, where it is understood that
elements in Opnq leave invariant the time direction X0. Let p denote the
subspace of the Lie algebra sopn, 1q generated by the boosts ai, i “ 1, . . . , n.
The subspace p is left invariant by the adjoint action of Opnq. As such, p
is a representation of Opnq which turns out to be equivalent to the standard
one.
From the classical branching rules (see for example [23, Chapter 8]), we
know how Wp decomposes into representations of Opnq,
Res
OÒpn,1q
Opnq pWpq “
p` 2 boxes
‘ ¨ ¨ ¨ ‘ ‘
‘
p` 2 boxes
‘ ¨ ¨ ¨ ‘ ‘
‘
p` 2 boxes
‘ ¨ ¨ ¨ ‘ ‘
(66)
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An important fact to notice is that the restriction is multiplicity free and
this decomposition holds true considering either the real representation Wp
or the complex representation Wp b C.
We now study the action of p closer. The mapping a b W ÞÑ a ¨ W
from pbWp to Wp is Opnq-equivariant meaning that for any R P Opnq, we
have AdpRqpaq ¨ pR˚W q “ R˚pa ¨W q (we remind the reader that OÒpn, 1q
acts on Wp by push-forward). As a consequence, elements belonging to
a irreducible representation V0 of Opnq in the righthand side of (66) are
mapped by p into the subspace of Res
OÒpn,1q
Opnq which is the direct sum of
irreducible representations that appear both in the righthand side of (66)
and in the decomposition of the tensor product V0 b Rn into irreducible
representations of Opnq. As an example,
p maps to ‘ ‘ .
What is important to notice is that Opnq-representations with an odd num-
ber of boxes are mapped to representations with an even number of boxes
and vice versa by p.
The invariant quadratic form q on Wp restricts to each element in the
righthand side of Equation (66). Being real representation of Opnq, each of
them carry a unique (up to normalization) Opnq-invariant quadratic form
which can be chosen to be positive definite. We conclude that the restriction
of q to any element in the righthand side of (66) is either positive or negative
definite.
The Lie group with Lie algebra g “ opnq ‘ ip is SOpn` 1q, the compact
form of SOÒpn, 1q. The representationWpbC is also of real type for SOpn`
1q. A real form of Wp b C for SOpn ` 1q can be constructed as follows.
Let us abuse notation and assume that a Young diagram represents the
real representation inside Wp that is isomorphic to the image of the Young
projector.
Then a real form for SOpn` 1q is given by
ĂWp “ ” ‘ ‘ ‘ ¨ ¨ ¨ ı‘ i ” ‘ ‘ ‘ ¨ ¨ ¨ ı ,
namely, we put an i in front of all subrepresentations with an odd number
of boxes. Since SOpn ` 1q is a compact Lie group, ĂWp carries a unique
invariant quadratic form q which is positive definite.
Looking at the invariant quadratic form q onWp this means that q is pos-
itive definite on the Opnq-irreducible representations with an even number
of boxes and negative definite on the representations with an odd number
of boxes.
If we let pn`ppq, n´ppqq denote the signature of q onWp, we have n`ppq`
n´ppq “ dimWp and n`ppq ´ n´ppq can be computed by induction on p.
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Indeed,
n`ppq ´ n´ppq “ n`pp´ 1q ´ n´pp´ 1q
` p´1qp
»—————–dim
p` 2 boxes
´ dim
p` 2 boxes
` dim
p` 2 boxes fiffiffiffiffiffifl .
For p “ 0, we find
n`p0q ´ n´p0q “ 1
12
pn` 2qpn ´ 1qpn ´ 2qpn ´ 3q.
The following formula can be obtained by induction,
n`ppq ´ n´ppq “ p´1qp p` 1
2
pp` n` 2q
ˆ
p` n´ 1
p` 3
˙
.
At this point it should be noted that it is much more convenient to change the
convention and assume that q is positive definite if p is even and negative
definite if p is odd. That has the effect of removing the annoying factor
p´1qp. With this new convention, we get$’’&’’%
n`ppq “ 1
2
pn2 ` pn` 1qp ` 3qpp ` 1qpp ` n` 2qpn´ 1qpp ` nq
ˆ
p` n
p` 3
˙
,
n´ppq “ 1
2
pnp` 4n` pqpp ` 1qpp ` n` 2qpn´ 1qpp ` nq
ˆ
p` n
p` 3
˙
.
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