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Abstract 
The major drawback of GMRES is that the storage demands and the number of operations per iteration increase with 
the number of iterations. It is important to avoid that so many iterations are needed that the work per iteration and the 
storage requirements become unacceptably high. This paper describes a polynomial preconditioner with which this can 
be achieved efficiently. The polynomial preconditioner is constructed so that it has a minimization property in an area of 
the complex plane. A suitable area, and hence the preconditioning polynomial, can be obtained from eigenvalue 
estimates. The polynomial preconditioner is very simple and easy to implement. 
Keywords: Preconditioning; GMRES; Ritz values; Nonsymmetric linear systems 
1. Introduction 
The well-known and popular conjugate gradient method [S] for solving symmetric positive- 
definite linear systems of equations is a method that is both simple and optimal. By simple we mean 
that the approximate solution vectors can be obtained by short recursions. Only a limited number 
of vectors need to be stored. The method is optimal in the sense that in every iteration the error in 
the solution vector is minimized in some norm over the Krylov subspace. Conjugate Gradient-like 
methods that are based on short recursions also exist for nonsymmetric systems. Examples are 
Bi-CG [S], CGS [15] and Bi-CGSTAB [17]. A serious drawback of these methods is that they lack 
a minimization property. A class of methods that does have a minimization property is based on 
the Arnoldi method [2] for reducing a general square matrix to Hessenberg form. The most 
popular and widely used method of this kind is the generalized minimal residual algorithm 
(GMRES) of Saad and Schultz [13]. In this method the residual is explicitly minimized over the 
Krylov subspace in every iteration. As a consequence, a basis of this subspace must be stored. 
Therefore the storage requirements grow linearly with the number of iterations. Since this basis is 
orthogonalized, the computational complexity even grows quadratically! Already in [13] it was 
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proposed to restart the algorithm after a cycle of iterations. This obviously fixes the maximum 
amount of storage and operations needed in an iteration. The convergence of the cyclic variant 
GMRES, however, cannot be proved. It is often observed that due to the restarts the super linear 
convergence behaviour of GMRES is lost, or even that no convergence occurred at all. The cyclic 
variant of GMRES is often denoted by GMRES(m), with m the number of iterations in a cycle. 
GMRES without restart is also denoted by full GMRES. As an alternative several authors have 
proposed to combine GMRES with another, more simple, iterative method [4,10,12,14]. The 
strategy they propose is to perform only a limited number of GMRES iterations. Then the so-called 
Ritz values, approximations for the eigenvalues, are computed. From this information suitable 
iteration parameters are determined for, for example, the Chebychev iterative method or Richar- 
dson’s method. These methods are then applied in the second stage of the solution phase. The 
combination of GMRES with another method is denoted by a hybrid GMRES algorithm. Such 
algorithms will be discussed in the next section. Hybrid GMRES methods are closely related to 
polynomial preconditioners. The Ritz values can also be used for computing parameters for 
a polynomial preconditioner. This polynomial preconditioner can then be applied in every 
iteration. The idea is to reduce the number of iterations needed, at the expense of performing more 
operations per iteration. As a consequence of the reduction of the number of iterations the storage 
requirements are lower, and, hopefully, so is the computational complexity. In Section 3, a poly- 
nomial preconditioner will be discussed that can be used for this purpose. Until recently the Ritz 
values were exploited for computing iteration parameters for the second stage of the hybrid 
method. However, in [lo] it was suggested that the zeroes of the GMRES residual polynomial 
might be better suited for this purpose. Section 4 discusses an algorithm for computing these zeroes. 
Section 5 describes the construction of a contour that encloses the spectrum. Section 6 describes 
numerical experiments. 
2. Hybrid GMRES algorithms 
GMRES has originally been proposed in [13]. Their version is based upon Arnoldi’s method 
[2], which constructs an orthonormal basis of the Krylov subspace K”(A;u,). This subspace is 
defined by 
K”(A;v,) = span{u1,Au1, . . . ,A”-$}. 
Arnoldi’s method can be described as follows. 
(2.1) 
Let u1 be given with jIul 11 = 1 
m = 1,2,3, . . . 
hi,m = uTAu,, i = 1,2, . . . ,m 
w=Au,- $ himui 
i=l 
h m+l,m = IIWII 
if h,+l,, = 0 then stop else u,+~ = w/h,+l,, 
end m 
(2.2) 
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Let V, be the y1 x m matrix, which has ul, . . . ,I+,, as its columns. Formally the process (2.2) can 
then be described by 
Al/, = vm+iWll, (2.3) 
where the (m + 1) x m matrix H,,, is given by 
h I,1 h1,2 . . . h,, 
h 2.1 h2.2 . . . hz,, 
H,,, = 
h 3.2 -** h 3,m 
. . . 
0 h. ... mm 
h Ill+1,m 
The idea of GMRES is to find a correction vector z,,, E K”(A,r,) that minimizes the expression 
(2.4) 
min I/b - -4(x0 + z,) /I = mien II r. - AZ, II. 
Zm 
(2.5) 
As the first basis vector of the Krylov space we take u1 = roll1 r. 11. The other basis vectors are 
generated by the Arnoldi process. Since z,,, E Km(A,ro), z, can be written as 
z, = I&Y, (2.6) 
with yrn a vector of dimension m. Using (2.3) leads to 
min l/b --A(x, + z,)II = min IIro -AV&y,II 
Zm YPPl 
= min IIro - K+ lH~m II 
YtPl 
= y! II Ilro lIeI - KL II , (2.7) 
where el is the first unit vector of dimension m + 1. Because H, is almost an upper Hessenberg 
matrix, the minimal J,,, can be rather easily determined, e.g., by factoring H,,, as H,,, = Q,&,, in 
which Q,,, is a product of Givens rotations and R, is upper triangular. Note that 
II?, = v:fiv, (2.8) 
is an upper Hessenberg matrix that consists of the first m rows of H,,,. The eigenvalues of this 
matrix, known as Ritz values, converge to the eigenvalues of A. 
The number of operations and the storage requirements of the Arnoldi process grow with the 
iteration number. Therefore several authors have proposed to perform only a limited number of 
GMRES iterations. Then iteration parameters and a good starting vector for another, more simple 
iterative process are computed. For example, Elman, Saad and Saylor proposed [4] to take 
advantage of the eigenvalue estimates that can be obtained by computing the eigenvalues of H,, by 
constructing an ellipse that encloses the spectrum of the coefficient matrix. If such an ellipse is 
known the Chebychev iterative method for nonsymmetric systems, described in [9], can be applied. 
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Fig. 1. Piecewise linear contour enclosing the spectrum. 
Smolarski and Saylor observed [14] that sometimes the spectrum of eigenvalues is very poorly 
approximated by an ellipse. This is for example the case if the spectrum is “boomerang’‘-shaped. 
Therefore they proposed to take a piecewise linear polygon as a contour enclosing the spectrum. 
Fig. 1 gives an example of such a polygon, 
The contour can be constructed in several ways. A simple strategy will be discussed in Section 4. 
On the contour a residual polynomial, i.e., a polynomial R that adheres to the condition R(0) = 1, 
is sought that is minimal in some norm. This approach is based on the maximum modulus lemma 
Cl] that implies that the maximum of modulus of the polynomial R on the domain enclosed by the 
polygon is smaller than or equal to the maximum of the modulus of R on the polygon. From 
R optimum parameters are computed for a Richardson iterative method. This Richardson method 
is applied in the second stage of the solution scheme. 
The approach based on the maximum modulus lemma has a serious drawback. If the ellipse or 
polygon encloses the origin then the maximum of the modulus of the residual polynomial cannot 
be smaller than 1, since the modulus of this polynomial is 1 in the origin. In this case hybrid 
methods fail to converge in the second stage of the solution scheme and therefore cannot be 
employed. 
3. Derivation of a least squares polynomial preconditioner 
The hybrid methods discussed in the previous section work along the following line: 
Perform a limited number of GMRES iterations applied to Ax = b 
(first stage) 
L 
Compute the Ritz values + compute parameters for Richardson’s or Chebychev’s method 
1 
Apply Richardson’s or Chebychev’s method to Ax = b with initial guess from the first stage 
(second stage) 
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The iterative methods applied in the second stage of the hybrid GMRES methods can of course 
also be applied as polynomial preconditioners for GMRES. We then get a method with the 
following structure: 
Perform a limited number of GMRES iterations applied to Ax = b 
(first stage) 
1 
Compute the Ritz values + compute parameters for preconditioning polynomial P,(A). 
1 
Apply GMRES to AP,(A)y = b, x = P,(& with the initial guess from the first stage 
(second stage) 
The polynomials needed for the second stage of a hybrid method must be of a high degree, i.e., of 
degree of order 20 or more, since many iterations may have to be performed in the second stage. 
The degree of the preconditioning polynomial can be much lower, of degree 5 or less, of degree 10 
at most, because the goal of the preconditioner is to reduce the number of GMRES iterations and 
a reduction of a factor 4 or 5 will often be sufficient. Numerical stability will therefore be less 
troublesome than for hybrid methods. Therefore, if we had the choice between stability and 
simplicity we would have given more weight to simplicity in the construction of the polynomial 
preconditioner. Although the derivation of the least squares polynomial preconditioner can be 
easily extended to the case of general complex matrices, we will confine ourselves to matrices with 
real entries only. 
Let z be complex and let the polynomials of a degree i, Qi (i = 0, n) form a basis of the space of 
polynomials of degree less than or equal to n. Let 
P,(Z) = i aiQi(z) 
i=O 
(3.1) 
be a polynomial with real coefficients Q. The goal is to determine the ai such that the expression 
II 1 - ZMZ) II (3.2) 
is minimized on a piecewise linear contour r. The contour must be chosen such that r is a Jordan 
curve. Since we presume the matrix to be real F will be constructed symmetric with respect to the 
real axis. Note that the polynomial 1 - z&(z) is a residual polynomial. Iterative solution algo- 
rithms for solving linear systems also construct a residual polynomial. Optimal iterative methods, 
like GMRES, construct a residual polynomial that is minimal in some sense. As inner product (f, g) 
of functionsf and g we define (see [16, p. 3651) 
(f, 9) = ; s wW(Mz) ldzl , r (3.3) 
with L = j, w(z)ldzl and w(z) a positive weight function. For the weight function w(z) we choose 
w(z) = 1. (3.4) 
This weight function has the advantage that the resulting polynomial preconditioner is less 
susceptible for bad eigenvalue estimates, i.e., when not all eigenvalues are enclosed by the contour, 
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than when a Chebychev weight function [16] is chosen. The above-defined inner product induces 
a norm: 
II f 11’ = ; s - rJ’(z)S(4 ldzl. (3.5) 
Minimizing the residual polynomial 1 - zP,(z) in the sense of least squares in the above defined 
norm yields the following n + 1 equations: 
-$ 
s 
(1 - zP,(z))(l - zP,(z))ldzl = 0 (j = 0, . . . ,n). 
J r 
(3.6) 
Since we are only considering real matrices, which are matrices with their spectrum symmetric with 
respect to the real axis, and since 1 - z&(z) is a polynomial with real coefficients we have that 
;, 
s 
(1 - zP,(z))(l - zP,(z)) Id-4 
I I- 
= 2; 
s 
(1 - zP,(z))(l - zP,(z))ldzl (j = 0, . . . ,n). 
.i r 
(3.7) 
with r+ the nonnegative imaginary part of r. We therefore do not have to minimize over the whole 
contour but only over the nonnegative imaginary part. Suppose that the nonnegative imaginary 
part of the piecewise linear contour consists of m line pieces and denote the vertices by hk, 
k = 0, . . . ,m. Then (3.7) can be rewritten as 
(1 - zP,(z))(l - zP,(z)) ldzl = 0 (j = 0, . . . ,n). 
For the basis polynomials Qi we simply take 
(34 
Qi = zi (i ~0, . . . ,n). (3.9) 
It is a well-known fact that due to the lack of orthogonality between these basis functions, the 
system (3.8) can become very ill conditioned or even singular. However, since we are only interested 
in low-degree polynomials we presume that this will not be a problem. A numerically stable choice 
for the basis functions is described in [12] in which a hybrid GMRES method is proposed. Since 
the polynomials applied in the second stage of hybrid method are generally of a much higher degree 
than the degree of the polynomial preconditioner the choice of the basis functions is of much more 
importance to hybrid methods. With (3.9) for the basis functions we get 
zj+’ + zj+‘ldzl (j = 0, . . . ,n). (3.10) 
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The integrals in (3.10) can be computed by parameterization of z on a line piece with a real 
parameter t. 
z(t) =+&+I -h/J ??t ++&+I + h/J, - 1 < t < 1. (3.11) 
For the integrals we then get 
s hktl - - Z j+lzi+l + Zj+lZi+l ldzl h 
1 
=+lh k+l - hki 
s 
z(t)‘+ ‘z(t)‘+ 1 + z(t)j+ lz(t)‘+’ dt 
-1 
and 
s hk+l 1 zj+’ + 2 j+‘ldzl = + Ihk+l - h/cl s z(t)j+’ + z(t)j+’ dt. hk -1 
(3.12) 
(3.13) 
Note that both t and the integrands are real. The integrals can simply be computed by numerical 
integration for example by applying a Gaussian quadrature formula. Although the above-de- 
scribed computations seem to be rather complex the actual code can be amazingly simple. In the 
Appendix, sample FORTRAN code is given for computing the parameters C(i given the vertices hk. 
We have obtained the coefficients of the polynomials preconditioner and now it can be applied in 
every iteration. There are numerous ways of evaluating the preconditioning polynomial. One can 
compute, for example, the zeroes of the residual polynomial 1 - zP,(z) and then evaluate the 
polynomial by a Richardson iteration. However, since the zeroes may be complex, a two-step 
Richardson formula must be used. A more simple but less stable approach is given by Horner’s 
rule. 
Horner’s rule for evaluating q = P,(A)p. 
q=GP 
for i = n - l,O, - 1 
q = Aq + sip (3.14) 
The intermediate results of this method can be so large that information may be lost due to 
rounding errors. This has never troubled us in practice, however, and we therefore prefer this 
simple method to Richardson’s iteration. 
Although the preconditioner described above is based on the maximum modulus lemma, for the 
polynomial preconditioner it is less dramatic if the contour encloses the origin than for the hybrid 
methods discussed in the previous section. This is simply due to the fact that, although the 
polynomial preconditioner might be less effective, the iterative process will always converge, unless 
the preconditioned matrix is singular. 
4. Eigenvalue estimates 
For the construction of the polynomial preconditioner eigenvalue estimates are needed. An 
obvious approach for obtaining eigenvalue estimates is computing the Ritz values, i.e., the 
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eigenvalues of r?,, see (2.8). The Ritz values are the zeroes of the residual polynomial generated by 
the full orthogonalization method (FOM) [6]. GMRES and FOM are closely related methods. 
GMRES is more robust method since it can never breakdown, except at the exact solution. A root 
of the FOM residual polynomial, however, can become zero. If that is the case then at that iteration 
the approximate solution cannot be evaluated with FOM. An elaborate discussion on the relation 
between the two methods can be found in [18]. In [lo] Nachtigal et al. state that the zeroes of the 
GMRES residual polynomial are often more reliable for their hybrid method and hence are better 
eigenvalue estimates than the Ritz values. The method they describe for computing these zeroes is 
to evaluate the residual polynomial explicitly and then to compute the zeroes. This approach is in 
our experience rather unstable, since the coefficients of the residual polynomial can be very big. 
This may lead to serious roundoff errors. 
The convergence of the zeroes of the GMRES residual polynomial for a symmetric matrix is 
discussed in [l 1). In this paper they denote the zeroes of the residual polynomial by harmonic Ritz 
values, a terminology we will also adopt. In [l l] it is shown that the harmonic Ritz values converge 
monotonically from above and below to the eigenvalues closest to the origin. This explains the 
more robust behaviour of GMRES, at least in the symmetric case, since the harmonic Ritz values 
can never become zero unless the stiffness matrix is singular. It is also proved that the harmonic 
Ritz values are the eigenvalues of a matrix that only differs by a rank-one update from the 
tridiagonal Lanczos matrix. This technique for computing the harmonic Ritz values can be 
generalized in a straightforward way to the nonsymmetric case. 
The residual of the FOM algorithm after m iterations is given by 
(4.1) 
The residual of the GMRES algorithm is 
r, = r. - ~~roI~AV~~e, = r. - IIroIIAV,(H,TH,)-‘~~el (4.2) 
with H,’ the Moore-Penrose inverse of H,,,. The Ritz values are the eigenvalues of r?,. In [ 1 l] it is 
proved that in the symmetric case the eigenvalues ofI?,-T(HzH,) are the harmonic Ritz values and 
from this proof it can be seen that this is true for the nonsymmetric case too. For the matrix Hx,,, 
we can get a more convenient expression 
(4.3) 
with fm from the relation 
Bzfm = e, (4.4) 
where r?, must be nonsingular. With these relations we get 
&-‘(H:H,) =R;Tl),‘(r+ h:+l,mfmf:)& = Rm + hi+l,,fmei,. (4.5) 
So the harmonic Ritz values can be obtained by computing the eigenvalues of fim, updated with 
a rank-one update. This technique is stable and therefore preferable to the method described in 
ClOl. 
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5. The construction of a piecewise linear contour 
The piecewise linear contour can be constructed according to many different strategies. Which 
strategy is suitable of course depends on the shape of the spectrum. If the real parts of the 
eigenvalues are positive, then we propose the following simple strategy: 
Suppose we have estimates pi for the eigenvalues of the coefficient matrix. The contour is 
constructed such that it is symmetric with respect to the real axis. For this reason we will only 
consider ,u~ with a nonnegative imaginary part Im(pi). The goal is to determine suitable vertices. An 
eigenvalue estimate ,& is selected to be a vertex if it fulfils one of the two following conditions: 
1. pk has a greater imaginary part than all other pi with smaller or equal real parts Re(pi), hence 
it has the property 
Re(Pi) d Re(Pk) * Im(Pi) < Imbk) V Pi = Pk vPi7 (5.1) 
2. pk has a greater imaginary part than all other ,Ui with greater or equal real parts Re(pi), hence 
it has the property 
Re(Pi) 2 Re(Pk) * Imh) < Imbk) v pi = fik vPi, (5.2) 
We are only determining vertices for the nonnegative imaginary part of the contour. Therefore, the 
first and last vertex must be real. If none of the pi is real then these first and last vertices must be 
added to the selected eigenvalue estimates. Finally, the vertices must be ordered along r +, so that 
r is a Jordan curve. 
The strategy described above is unsuited for properly approximating a “boomerang’‘-shaped 
spectrum. Moreover, if the coefficient matrix does not have a positive definite symmetric part, then 
a contour constructed according to the above-described strategy will always enclose the origin, also 
when the spectrum is similar to that of Fig. 1. It may therefore sometimes be necessary to also select 
eigenvalue estimates to be vertices if they have one of two supplementary properties: 
3. p,$ has a smaller imaginary part than all other pi with smaller or equal real parts Re(pi), hence 
it has the property 
Re(Pi) d Re(Pk) * WI4 > Imbk) V Pi = Pk vPi7 (5.3) 
4. fik has a smaller imaginary part than all other /Li with greater or equal real parts Re(pi), hence 
it has the property 
Re(Pi) B Re(Pk) * WI4 > Imbk) V P-i = Pk vPi* (5.4) 
Again, the first and last vertex must be real and the vertices must be ordered along r +, so that r is 
a Jordan curve. 
6. Numerical experiments 
In this section some numerical experiments will be described. The goals of these experiments are: 
- to examine the effectiveness of the polynomial preconditioner for GMRES(m) and full GMRES, 
_ and to compare the effect of the two strategies for obtaining eigenvalue estimates. 
The computations described in this section are performed using the finite element method program 
DIANA [3] on a Silicon Graphics Iris workstation in double precision arithmetic. 
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Fig. 2. Element mesh of the test problem. 
The test problem we have chosen is described in [19, pp. 44-471. It models vortex shedding 
behind a circular cylinder. The finite element formulation is based on the work of Hansbo [7]. The 
mesh is given in Fig. 2. 
The model consists of 596 quadratic 8 noded elements. Each node has two velocity degrees of 
freedom and one pressure degree of freedom. The test problem is both time dependent and 
nonlinear by nature. During the nonlinear solution phase, systems of linear equations have to be 
solved. We have selected one typical linear system for our experiments. This system is nonsymmet- 
ric and consists of 5306 equations. 
The piecewise linear contours are constructed using (5.1) and (5.2) only. This is because it was 
a priori known that the spectrum of the matrix contains only eigenvalues with a positive real part. 
The matrix-vector products in the GMRES algorithm and in the polynomial preconditioner are 
performed element-by-element. The polynomial preconditioner is combined with an element-by- 
element preconditioning technique, i.e., we have (implicity) multiplied the linear system 
Ax=6 
by a preconditioning matrix P-l 
(6.1) 
P-l/& = P-lb (6.2) 
and hence the polynomial preconditioner is a polynomial in P- ‘A. The element-by-element 
preconditioner we have applied is the rowsum-EBE preconditioner which is discussed in [20]. The 
iterative process was stopped if the residual was reduced by a factor 106. 
For most practical problems GMRES will have to be restarted after a number of iterations. In 
the experiments we will describe first, GMRES was restarted every 20 iterations. The parameters 
for the polynomial preconditioner are computed after the first cycle of iterations. The parameters 
are computed from the Ritz values. Fig. 3 shows the Ritz values and the piecewise linear contour. 
The Ritz value closest to the origin is approximately 0.025. Fig. 4 shows the reduction of the 
norm of the scaled residual as a function of the number of matrix-vector multiplications. 
The number of matrix-vector multiplications is a measure for the number of operations needed 
for reducing the norm of the residual sufficiently. From Fig. 4 it is apparent that by applying the 
polynomial preconditioner an important reduction in the number of matrix-vector multiplications 
can be gained. Applying a polynomial preconditioner of degree 1 already gives a considerable 
improvement, no significant gain is obtained if the degree of the polynomial is taken to be higher 
than 2. In Table 1 the CPU-times for the complete solution stage are tabulated, so the construction 
of the rowsum-EBE preconditioner and the initial 20 iterations are also included. 
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Fig. 3. Ritz values and contour after 20 iterations. 
-6 
-0 100 ‘200 300 400 
number of matrix-vector multiplications. 
Fig. 4. The norm of the residual as a function of the number of matrix-vector multiplications. 
Table 1 
CPU-times of GMRES(20) with polynomial preconditioner 
based on Ritz values 
Degree of preconditioner Iterations CPU-time in s 
0 363 163.7 
1 127 101.9 
2 77 81.9 
3 64 83.4 
4 50 72.4 
5 46 75.3 
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The CPU-time is reduced by approximately a factor 2 when a polynomial preconditioner of 
degree 2 or higher is applied. 
The next experiment is meant to examine the effect of using the zeroes of the GMRES 
polynomial instead of Ritz values for computing the polynomial preconditioner. The zeroes and 
contour after 20 iterations are shown in Fig. 5. 
The zero closest to the origin is 0.069 + 0.053i. The reduction of the norm of the residual as 
a function of the number of matrix-vector multiplications is shown in Fig. 6. 
Fig. 6 does not show significantly higher rates of convergence for the methods with a polynomial 
preconditioner based on harmonic Ritz values, compared with the results shown in Fig. 4. The 
CPU-times are tabulated in Table 2. 
.b 1 
Re 
Fig. 5. Harmonic Ritz values and contour after 20 iterations. 
llrill 
llroll 
0 
-6 
-0 100 200 300 400 
number of matrix-vector multiplications. 
Fig. 6. The norm of the residual as a function of the number of matrix-vector multiplications. 
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The above results are of course insufficient for drawing soundly based conclusions. From our 
experience we tend to believe that one cannot expect that the harmonic Ritz values yield a better 
polynomial preconditioner, at least if the coefficient matrix has a positive-definite symmetric part. 
We hope to address this topic more thoroughly in a future work. 
Now we will describe an experiment in which the polynomial preconditioner is combined with 
full GMRES. For this experiment, the polynomial preconditioners are based on Ritz values. Full 
GMRES minimizes the residual norm over the Krylov subspace (2.1). We can therefore not expect 
that by applying the polynomial preconditioner the number of matrix-vector products can be 
reduced. This is confirmed by the results for the convergence behaviour given in Fig. 7. 
The orthogonalization of the basis for the Krylov subspace becomes increasingly expensive in 
every iteration. Therefore, although the number of matrix-vector products will increase, the 
number of floating points operations may decrease considerably if a polynomial preconditioner is 
applied. The CPU-times given in Table 3 confirm this. 
Table 2 
CPU-times of GMRES(20) with polynomial preconditioner 
based on harmonic Ritz values 
Degree of preconditioner Iterations CPU-time in s 
0 363 163.7 
1 129 103.2 
2 77 82.0 
3 63 82.5 
4 49 70.5 
5 44 71.0 
Ikill 
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-0 50 100 150 200 
number of matrix-vector multiplications. 
Fig. 7. The norm of the residual as a function of the number of matrix-vector multiplications. 
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Table 3 
CPU-times of full GMRES with polynomial preconditioner 
based on Ritz values 
Degree of preconditioner Iterations CPU-time in s 
0 135 95.7 
1 20 + 61 69.4 
2 20 + 42 66.4 
3 20 + 33 67.6 
4 20 + 29 72.3 
5 20 + 24 71.3 
Note that in the above experiment GMRES had to be restarted after the twentieth iteration if 
a polynomial preconditioner was applied. GMRES without polynomial preconditioner need not 
be, and was not restarted. Therefore, at the end of the process 135 basis vectors of the Krylov 
subspace had to be stored. For example if a preconditioner of degree 1 was applied, 61 basis vectors 
had to be stored and only 24 vectors if a preconditioner of degree 5 was applied! 
7. Summary and conclusions 
In this paper a least-squares polynomial preconditioner of low degree for use with the GMRES 
algorithm is discussed. The parameters of the polynomial preconditioner are computed from 
eigenvalue estimates that can be obtained from the GMRES iterative process. Since we have 
considered polynomials of low degree only stability is not a major problem. The algorithm is 
simple and therefore will applicable in real life. 
Two different methods for obtaining eigenvalue estimates are discussed. A simple and stable 
approach is to calculate the Ritz values with Arnoldi’s method. In literature it was reported that 
the zeroes of the GMRES residual polynomial may yield more robust eigenvalue estimates. 
We describe in this paper a stable strategy for computing these zeroes. An experiment where 
polynomial preconditioners based on these two eigenvalue estimates are compared renders 
insufficient information to draw soundly based conclusions, and more research on this topic will.be 
necessary. 
Experiments indicate that a considerable reduction of the CPU-time can be reached if the 
polynomial preconditioner is applied in combination with GMRES with restarts after cycles of 
iterations. The experiments do not indicate that a significantly greater reduction of the CPU-time 
can be achieved if a polynomial preconditioner of high degree is applied. We observed only 
a marginal reduction of the CPU-time if a polynomial preconditioner of degree higher than two 
was applied. For full GMRES no reduction of the number of matrix-vector products can be 
achieved. However, since the orthogonalization of the basis for the Krylov subspace becomes 
increasingly expensive an important reduction of the CPU-time can be achieved by applying the 
polynomial preconditioner. Moreover, since the number of iterations is decreased if the polynomial 
preconditioner is applied, far less basis vectors for the Krylov subspace need to be stored. We have 
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shown an example where by applying a polynomial preconditioner in combination with full 
GMRES both the CPU-time and the storage requirements were reduced significantly. 
The success of the polynomial preconditioner depends, especially with full GMRES, to a great 
extent on how expensive a matrix-vector multiplication is with respect to the orthogonalization 
process for the basis of the Krylov subspace. If the matrix-vector product can be performed 
cheaply, for example because the matrix has a nice diagonal structure with few diagonals with 
nonzero elements, then we can expect a substantial reduction of the CPU-time if the polynomial 
preconditioner is applied. The matrix-vector multiplications in the experiments described in this 
paper were performed element-by-element. Therefore, in these experiments, the matrix-vector 
multiplication was an expensive operation, but even then the CPU-time was reduced significantly. 
The polynomial preconditioner can also be combined with methods other than GMRES. With 
methods such as CG, CGS and bi-CGSTAB, eigenvalue estimates can also be obtained. We cannot 
expect a reduction of the CPU-time if the polynomial preconditioner is applied with CG, since CG 
is, like full GMRES, optimal in some norm and we cannot reduce the number of matrix-vector 
products. CGS and bi-CGSTAB are not optimal methods. Whether it is worthwhile to combine the 
polynomial preconditioner with one of these methods is an open question. 
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Appendix. Sample FORTRAN code for computing the parameters of the polynomial 
preconditioner 
SUBROUTINE PARMTR( DEGREE, ALPHA, M, VERTEX, SINGLR ) 
C 
c... 
L. . . 
c. . . 
c... 
c. . . 
c. . . 
c... 
C... 
C... 
c... 
c... 
C... 
C... 
c... 
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 
INPUT: DEGREE: DEGREE OF THE POLYNOMIAL PRECONDITIONER 
M: NUMBER OF VERTICES 
VERTEX: VERTICES 
OUTPUT: ALPHA: COEFFICIENTS OF POLYNOMIAL PRECONDITIONER 
SINGLR: SINGULAR PARAMETER SYSTEM 
PURPOSE: TO COMPUTE ALPHA 
LINPACK ROUTINES CALLED: DSICO, DSISL 
PROGRAMMED BY MARTIN VAN GIJZEN. TNO-BOUW 141292 
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 
L 
DOUBLE PRECISION ALPHA(*) 
COMPLEX VERTEX(*) 
INTEGER DEGREE, M 
LOGICAL SINGLR 
. . 
L 
REAL W, F, G 
INTEGER I, J, K, L 
COMPLEX 2, Cl, c2 
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C 
C . . . SPACE FOR SYSTEM TO BE SOLVED: 
DOUBLE PRECISION A(ll,ll), WORK(11). RCOND 
INTEGER IPVT(11) 
C 
c... GAUSS POINTS AND GAUSS WEIGHTS FOR NUMERICAL INTEGRATION: 
REAL GAUSS(2,6) 
DATA GAUSS/ -0.93246951, 0.17132449, 
2 -0.66120938, 0.36076157, 
3 -0.23861918, 0.46791393, 
4 t0.23861918, 0.46791393, 
5 tO.66120938, 0.36076157, 
6 t0.93246951, 0.17132449 / 
C 
DATA IPVT/ 11 * 0 /, A/ 121 * O.DO /, WORK/ 11 * O.DO / 
C . . . INTEGRANDS OF INTEGRALS TO BE EVALUATED: 
F(Z,I,J) = REAL( Z**(J+l) * CONJG( Z**(Itl) ) ) 
G(Z,Jl = REAL( Z**(Jtl) ) 
DO 10, I = 1, DEGREE+1 
ALPHA(I) = O.DO 
10 CONTINUE 
C 
C... 
C 
C... 
C 
c. . . 
C 
c... 
20 
30 
40 
50 
C 
C . . . 
C 
DO FOR ALL LINEPIECES 
DO 50, K =. 1, M-l 
COEFFICIENTS FOR PARAMETERIZATION: 
Cl = 0.5 * ( VERTEX(Kt1) - VERTEX(K) ) 
C2 = 0.5 * ( VERTEX(Kt1) + VERTEX(K) ) 
GAUSS INTEGRATION, 6 GAUSS POINTS 
DO 40, L = 1, 6 
Z = Cl*GAUSS(l,L) t C2 
W = ABS( Cl 1 * GAUSS(2,L) 
ADD CONTRIBUTION OF LINEPIECE TO SYSTEM 
DO 30, J = 0, DEGREE 
DO 20, I = 0, J 
A(Itl,J+l) = A(I+l,Jtl) + W*F(Z,I,J) 
CONTINUE 
ALPHA(Jt1) = ALPHA(Jt1) t W*G(Z,J) 
CONTINUE 
CONTINUE 
CONTINUE 
SOLVE SYSTEM TO DETERMINE PARAMETERS OF POLYNOMIAL 
CALL DSICO( A, 11, DEGREEtl, IPVT, RCOND, WORK ) 
SINGLR = l.DOtRCOND .EQ. l.DO 
IF ( .NOT. SINGLR ) CALL DSISL( A, 11, DEGREE+l, IPVT, ALPHA ) 
END 
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